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ABSTRACT 
Repetitive, or multipass, processes are a class of 2D systems characterized by a 
series of sweeps, termed passes, through a set of dynamics defined over a finite 
duration known as the pass length. The unique control problem arises from the 
explicit interaction between successive pass profiles, which can lead to oscillations in 
the output sequence that increase in amplitude in the pass to pass direction. Previous 
work has developed a 2D transfer function matrix representation for one linear 
subclass of practical interest. This article uses this representation to develop major 
new results on a polynomial matrix-based interpretation f their fundamental dynamic 
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behavior. A key feature here (in comparison to the extremely well-developed standard 
linear systems case) is the need to take due account of difficulties arising from the 
complexity of the underlying polynomial ring structure. 
1. INTRODUCTION 
The essential unique feature of a repetitive, or multipass, process is a 
series of sweeps, or passes, through a set of dynamics defined over a finite 
duration known as the pass length. On each pass, an output, termed the pass 
profile, that acts as a forcing function on, and hence contributes to, the next 
pass profile is produced. Industrial examples include long-wall coal-cutting 
and metal-rolling operations. 
Reference [1], and the relevant cited references, is a compact source of a 
detailed treatment of the modehng and basic dynamic behavior of these and 
other examples. In general the pass length could vary from pass to pass but 
this work by Smyth has concluded that in a large number of cases of practical 
interest it can be assumed to be constant. An important recent development 
(certainly in terms of applications-related work) has arisen from the fact that 
a repetitive process framework forms a natural basis for the analysis of certain 
classes of iterative learning control schemes. Amann et al. [2], for example, 
give a detailed account of this aspect. 
To introduce the unique control problem for these processes, let {Yk}k >~1 
denote the output sequence produced over a constant pass length a < + ~, 
in response to a given input/disturbance s quence, pass initial conditions, 
and initial pass profile Y0. Then due to the explicit interaction between 
successive pass profiles, it is possible for {Yk}k/> 1 to exhibit oscillations that 
increase in amplitude in the pass to pass direction. This behavior is clearly 
totally unacceptable and requires trong control action. 
The case considered above is termed unit memory; i.e., it is only the 
previous pass profile that (explicitly) contributes to the current one. In the 
more general case, it is the previous M > 1 pass profiles that contribute to 
the current one. The integer M is termed the memory length and such 
processes are termed nonunit memory if M >~ 2 and unit memory in the 
special case of M = 1. 
A rigorous stability theory for linear constant pass length examples exists 
[3, 4] on the basis of an abstract model formulated in a Banach space setting, 
which includes all such processes as special cases. The results of applying this 
theory to a wide range of subclasses are known. These include so-called 
differential nonunit memory linear repetitive processes, which are the subject 
of this paper. 
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The stability conditions for this case can be formulated either in terms of 
the defining state space model or the two-dimensional (2D) transfer function 
matrix description of the system dynamics developed by Rogers and Owens 
[4]. These then lead to computationally feasible stability tests, which can be 
implemented, in effect, by direct application of standard linear systems tests. 
Also this 2D transfer function matrix description exhibits in a clear fashion 
(by a block diagram interpretation, for example) the strong structural inks 
with standard (or 1D) linear systems. 
In the 1D linear case, the theory of polynomial matrices applied to the 
Rosenbroek system matrix has been used to develop a comprehensive under- 
standing of their fundamental dynamic behavior--both open loop and closed 
loop under feedback control. This leads naturally, to the general question of 
how (if at all) this theory can be extended to 2D (and nD, n > 2) linear 
systems. 
The fact that this is very much a nontrivial task follows immediately from 
the observation that the analysis of polynomial matrices in two (or more) 
indeterminates i much more difficult than in the 1D ease due to the 
complexity of the underlying polynomial ring structure. In the case of 
differential nonunit memory linear repetitive processes, this paper shows that 
substantial progress is possible in three key areas. These are poles, invariance 
of the system matrix zero structure, and invariant input-output behavior. It is 
also shown that the basis of the results for the latter two cases also holds for a 
more general 2D transfer filnction matrix description. 
2. SYSTEM REPRESENTATION AND STABILITY 
A sununary of the essential background results from the abstract model- 
based stability theory can be found in the Appendix, with a detailed treatment 
(including proofs) in [4]. Consider, therefore, linear repetitive processes 
defined over the (finite and fixed) pass length a. Then the state space model 
of the subclass of so-called differential nonunit memory linear repetitive 
processes has the form 
M 
Xk+l(t) =AXk+l(t  ) + BUk+l(t ) + ~_, Bj-lYk+,-./(t) 
M 
Yk+l ( t )  = CXk+,(t ) + DoUk+,(t ) + ~ Dj)[k+ ! j (t)  
j=  1 
O<~t<.a,k>~O. (1 
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Here on pass k, Xk(t) is the n × 1 state vector, Yk(t) is the m × 1 vector 
pass profile, and Uk(t) is the l × i vector of control inputs. Also the following 
set of initial conditions can be imposed without loss of generality: 
xk+~(o) = o, k >1 o 
Ya_j(t) = O, 0 <~ t <~ a, 1 <<,j <<. M. (2) 
These processes have a clear 2D dynamic structure. In particular, two 
coordinates are required to specify a variable, i.e., pass number k and 
position t along this pass, At a more formal evel, the discrete quivalent (i.e., 
the dynamics along the pass is also discrete) has the structure of the 
well-known Roesser model [5] used to describe 2D linear systems recursive in 
the positive (or first) quadrant. A detailed treatment of this area, including 
the proof of a powerful stability equivalence r sult, can be found in Rocha et 
al. [6]. 
As an alternative to (1) a 2D transfer funetion matrix description of the 
system dynamics can be employed. In effect, this is based on joint application 
of generalized versions of the standard z and Laplace {s} transforms from 
linear systems theory. A detailed derivation of this description, including 
existence proofs and the use of causality arguments to avoid the need to 
employ the finite Laplace transform (the pass length a is finite), can be found 
in [4]. Here, however, it suffices to introduce the final form. 
DEFINITION 1. The z transform with respect o the pass number and 
the Laplace or s transform with respect to the along-the-pass variable t of the 
sequences Xk+l(t), Yk+l(t), and Uk+l(t), k >>, O, are defined by 
X(s, z) =~x~(t)  + z-l_Tx2(t) + x-2_~x3(t) + .... (3) 
Y(s, z) =-~Yl(t) + ~-~-~r2(t) + z -2~Y3( t )  + . . . .  (4) 
and 
U(s, z) =-~ul(t )  + z - l -~G(t )  + z-2s~G(t) + ....  (5) 
respectively, where .~ denotes the Laplace transform with respect o t. 
Note that the indeterminate z may be viewed as a backward shift 
operator and therefore only appears with negative powers. Hence X(s, z), 
Y(s, z), and U(s, z) are polynomial in z -1. 
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Applying the transforms of Definition 1 to the model of (1) under initial 
conditions defined by (2) yields 
Y( s, ~) = C( s, ~)v(  ~, ~), (6) 
where G(s, z)  is the m × l 2D transfer function matrix and is given by 
G(s, z) = ( I  m - D(  z ) ) - lC (s In  - Z - B (  z)(I,,, - D( z ) ) - 'C}- '  
×{B +B(z ) ( I ,n -D(z ) ) - lDo)  + (I,,, - V (z ) )  1Do, (7) 
where 
M M 
D(~)  = E Dj~-~ ~ w"×"[~-'] ,  B(~-) = E Bj_,~.-J ~ a"×"[ :  ~1. 
j=l j=l 
(s)  
Note. In this work the notation F{ pxq [W] denotes a p x q polynomial 
matrix whose entries are scalar polynomials in the indeterminate w with 
coefficients in either the field of real numbers R or the field of complex 
numbers C. 
The following result now shows that G(s, z) can be written as the product 
of two polynomial matrices, one of which is polynomial in s and z i and the 
other polynomial in s only. 
LEMMA 1. G(s, z) of (7)-(8) can be written in the fl~rm 
( )1 
C(s ,  ~) = I,,, - %(s ) : - J  c,,(,~), 
j=l 
(9) 
R)heyc 
Go(s ) = C(s I . -A )  'B + D o ~Rm×t(s)  (10) 
Gj (s )=C(s ln -A) - IB j _ I  +Dj~R'× ' (s ) ,  I <~j<~M. (11) 
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Proof. This follows from extensive, but routine, matrix manipulations. 
Hence the details are omitted. 
One immediate use of Lemma 1 is the block diagram interpretation ofthe 
system dynamics hown in Fig. 1. In this context, the system dynamics can be 
viewed as a dynamic precompensator f llowed by a positive feedback loop 
with unity gain in the forward path and dynamic elements in the feedback 
loop. These feedback elements are the crucial interpass interaction terms. 
The block diagram representation f Fig. 1 is not, of course, unique. All 
such block diagram representations, however, clearly highlight that the 
dynamics of these processes are constructed from the interconnection of
subsystems whose dynamics can be characterized by 1D transfer function 
matrices. These subsystems are as follows: 
(i) G0(s): This transfer function matrix describes, in effect, the contribu- 
tion to the current pass profile of the current pass input vector acting alone. 
It has a state space realization given by the system matrix 
I sI n - A B ] (12) 
T1(s) = -C  D O " 
(ii) Gj(s), 1 ~<j 4 M: This transfer function matrix describes, in effect, 
the contribution to the current pass profile (k) of the pass profile produced 
U(s,z) "{-I  o,s, 
+ 
y(s,z) 
M 
j~= l Gj" (s) z-J 
FIG. 1 
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on pass k - j .  It has a state space realization defined by the system matrix 
,s'I,, - A Bj _ i ] 
r , (s )  = [ - c  nj 1- (13) 
Also, from (7), the 2D transfer function matrix G(s, z) admits a polynomial 
state space system matrix realization over R(z) Is] (where R(z) [s] denotes 
the ring of polynomials in the indeterminate s with coefficients in the field 
R(z)) 
-C  
(14) 
where 
A=A+B(z ) ( I . , -D(z ) )  1(; 
~=R +R( : ) (L -D( : ) )  'D,, 
C-= (Im -- D(Z)) 1C 
= (L  - D( : ) )  'Do. (15) 
Finally, as shown later in this section, system stability can be characterized in 
terms of 
( ) c , (s ,  ~) = I,,, - E cj(.~.):-J , 
j=l 
(16) 
which admits a polynomial state space system matrix realization over B(z, ) [ s] 
sI,, - A -B (z )  ] 
Q(s,  ~) = [ - c  I,,, - D( : )  1" 
(17) 
The essential unique control problem for repetitive processes is the 
possible presence in the output sequence of oscillations that increase in 
amplitude from pass to pass. Hence the natural intuitive approach to a 
definition of stability is to simply ask that bounded disturbance (or forcing) 
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sequences generate (in some well-defined sense) bounded sequences of pass 
profiles. In the case of linear repetitive processes, this property (augmented 
by the practically motivated requirement that it is retained in the presence of 
"small" modeling errors) is termed asymptotic stability. 
This idea is formalized in terms of the abstract model by Definitions A1 
and A2 and Theorem A1 and its corollary. In the case of (1), the following 
result gives the necessary and sufficient condition for asymptotic stability. 
THEOREM 1. The process of (1) is asymptotically stable if, and only if, 
P~(z) := det( I  m - D(z))  # O, V [zl >1 1. (18) 
It is also clear that in this case the spectral values of L a for all a > 0 are 
given by the solutions of P~(z) = O. Hence 
r~ := sup r (L , )  < 1 (19) 
a>0 
if, and only if, Theorem 1 holds. 
Suppose now that the control sequence applied {Uk} k~> 1converges strongly 
to U~. Then the following corollary to Theorem 1 defines the corresponding 
limit profile. 
COROLLARY 1. Suppose that (1) is asymptotically stable. Then the limit 
profile corresponding to strongly convergent control sequences with limit 
denoted by U~ is the solution of the differential equation 
~¢(t) : (A -~- /~(IT m -- 5 ) - l c )x~( t )  -f- (U  -{- B ( I  m - 5) - lno)Uw(t )  
r~(t) = (z, , , -  5)-~cx~(t) +(;m- 5)-'Oot~(t) 
x~(o) = o, o <. t <. a, (20) 
where 
M M 
= E Bj-1, D= E Dj. (21) 
j=l  j=l  
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In effect, therefore, if a process described by (1) is asymptotically stable then, 
after a sufficiently large number of passes, its repetitive dynamics can be 
replaced by those of a standard differential linear system. Further, it has a 
state space realization that can be obtained by setting z = 1 in P(s, z) of 
(14). Hence given the 2D transfer function matrix of an asymptotically stable 
process, the (1D) transfer function matrix of the limit profile can be obtained 
by setting z = 1 in G( s, z ). 
A surprising fact about he result of Theorem 1 is that it is independent of
the system matrices A, B, Bj_ 1, C, and D O and, in particular, the eigen- 
values of A. This is due entirely to the fact that a is finite. In particular, 
asymptotic stability guarantees the existence of Y~ under well-defined condi- 
tions but not that it has acceptable dynamic haracteristics. 
As a simple example to illustrate the last point, consider the unit memory 
process parametrized (over the finite pass length a) by A = -1 ,  B = 1, 
B 0 = 1 + /3, C = 1, D O = D 1 = 0, where /3 is a real scalar and the initial 
conditions are again given by (2). Suppose also that the control sequence 
applied consists of a unit step applied to t = 0 on each pass. Then 
Yl( t ) = 1-- e -t, 0 <<. t <~ a 
1 
r (t) = - 1 ) ,  0 < t < a.  (22)  
P 
Hence, despite the fact that ¥1(t) is a quite acceptable "classical" response to 
the unit step command, the dynamics of Y~(t) are unstable along the pass (in 
an obvious intuitive sense) if/3 > 0. 
In certain applications, such as classes of iterative learning control 
schemes, asymptotic stability alone is all that is required. In the case of the 
discrete counterpart of (1), this is the equivalent of so-called practical stability. 
(see, for example, [7]) for 2D discrete linear systems. 
Consider now cases where asymptotic stability alone is not acceptable. 
Then the extension required is termed stability along the pass and, in effect, 
requires that bounded isturbance (or forcing) sequences generate (in some 
well-defined sense) bounded sequences of pass profiles independent of the 
pass length. This idea is formalized in terms of the abstract model by 
Definition A3 and Theorem A3. 
Note that the boundedness condition of Theorem A3 is equivalent to the 
existence of a A ~ (r~, 1) such that 
( z t  - z .a )Y  = y (23)  
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has a uniformly bounded, with respect o a, solution Y ~ Ea for all choices of 
y ~ E~ satisfying sup~ Ily[I < +~ and for all rzl > )t. It is also clear that, in 
general, this condition could prove very difficult to interpret. In the case of 
(1), however, consider the case of the Banach space E~ = Cm(O, a) of 
bounded continuous mappings of the interval 0 ~< t ~< a into the vector space 
of complex m vectors with norm ][Yfl = SUpo<,t<,allY(t)llm, where I]'llm 
denotes any convenient norm on C m. Then the following result is obtained 
for which an outline proof is given here since it is central to the new stability 
result of this section. 
THEOREM 2. Under well-defined controllability and observability condi- 
tions, processes described by (1) are stable along the pass if, and only if, 
(a) r~ = sup{lzl: P~(z) = O} < 1 (24) 
and 
(b) 3 real scalars ~ > 0 and A ~ (r=, 1): 
det(sI. - A - B( z)(  I,,~ - D(z ) ) - IC )  4= 0 (25) 
for all complex numbers , z satisfying Re(s) t> -~ and [z] >1 A. 
Proof. Given (19) it remains to show that (b) of the abstract result of 
Theorem A3 holds if, and only if, (25) holds. Consider, therefore, the abstract 
equation (23) for this case (where L a now has the block companion structure 
of (All)), i.e., 
iY ] fyl] ( z I - Lo )  = •  Ey. (26) LYe' 
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Then after extensive, but routine, manipulations this equation can be written 
out as 
M 
i~(t) = AX(t) + ~_, Bj lz I JYM(t) 
j= l  
M M-1 
+ E E Bj_I~." J-~y,(t) 
j=2  i=M+l - j  
M 
~Y.( t )  = cx(t )  + E Dj~ ~ JY.(t) 
j= l  
M M-1 
+E E Dj zMj - i t  y~( ) + y.(t) .  
j=2  i=M+l - j  
x(o)  =o,  o-<< t ~< ~, 
(27) 
It now follows that (b) of the abstract result (Theorem A3) is equivalent to 
the existence of a uniform bound on the solutions of (27) as a ~ + ~. This is 
equivalent to (25) since the fact that all of the coefficients Yi, 1 <~ i <~ M, in 
(27) are bounded in any region I zl >/,~ where A > r~ reduces this bounded- 
ness condition to a stability condition on the matrix A + B(zXI , , , -  
D(z)) - Ic  for Izl >1 •. 
Note. Setting z = 1 in (25) shows that stability along the pass yields 
limit profile dynamics, which are stable in the standard sense. 
Clearly (25) is not numerically feasible. Other work [1] has shown that 
these conditions can be replaced by an equivalent set that can, in effbet, be 
tested by direct application of standard linear systems tests that are compati- 
ble with a computer-aided analysis environment. Smyth [1] also discusses how 
these tests can be used to develop (candidate) controller design algorithms in 
certain cases of practical interest. 
The following new result expresses tability along the pass in terms of 
Q(s, z) of (17). 
TttEOREM 3. Under the controllability and observability condition,~ of 
Theorem 2, processes described by (1) are stable along the pass if, and only 
if, 
(a) ,-~ < 1, (28) 
(b) det(sZo - A) * 0, Re{s)  >/ O, (29) 
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(c) det Q(s ,  z )  ~s O, 
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Re(s)  >~ 0, Izl ~> 1. (30) 
Proof. Basically, it is required to prove that (29) and (30) are together 
equivalent o (b) of Theorem 2 and hence (b) of the abstract result of 
Theorem A3. To prove necessity, first note that (b) of Theorem 2 is 
equivalent to 
det(sI. - A - n (z ) ( I  m -- O(  z ) ) - l c ) l  >t (Re(s )  + e)" ,  
Re(s)  >~0,[zl>~A (31) 
and (29) follows immediately on considering I zl ~ + ~, 
Finally, note that 
Idet Q(s ,  z ) l  >1 ( I z l -  t'®)m(Re(s) + E) n > 0, Re(s)  ~ 0, Izl >~ * 
(32) 
and hence (28)-(30) are necessary for stability along the pass. 
To prove sufficiency, first note that, given (28), (30) reduces to 
det(sI n - A - B (z ) (  I m - D(z ) ) - lC )  ~ O, Re(s)  >~ 0, Izl ~ 1. 
(33) 
Then (29) and the fact that B(z )  ~ 0 as Izl ~ +~ yields for some e > 0, 
R>> 0, and r~ < A < 1 
det (s I  n - A - B (  z ) ( I  m - D(  z ) ) - IC )  4 = 0 (34) 
if either Re(s) /> -e  and Izl 1> R and/or Isl ~> n and Izl >~ A. Hence it 
only remains to consider (34) on {Re(s) ~< 0, Isl ~< R} x {1 ~ Izl ~< R}, which 
is compact, and a simple argument based on this fact leads for some 6 > 0 
and A ~ (r~, 1) to 
det(sI. -A -B(z ) ( I  m - D(z ) ) - l c )  4:0, Re(s)  >~ -~, [z [  >~ A. 
(35) 
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It now remains to prove that the solution of (27) is uniformly bounded in the 
sense of (9.3). This follows immediately on the use of standard arguments and 
hence the details are omitted. 
Given this result, an obvious next stage (by analogy with the standard 
linear systems case) is to define a pole for (1) in terms of the solutions of 
det Q(s, z )= 0. Here, however, stability is a function of two complex 
variables and hence it is not possible to introduce a numerical definition of a 
pole. Instead Theorem 3 suggests that a pole should be defined in a 
set-valued context. This area is currently under development and will be 
reported on in due course. 
Return now to the polynomial state space system matrix realization of the 
2D transfer function matrix G(s, z) of (1) given by (14). Then this matrix is 
the natural generalization of its standard linear systems counterpart in the 
sense that it reduces to this case if the following operations are applied to the 
state space model of (1); the previous pass terms are deleted, the pass 
subscript k + 1 is dropped, and the concept of a pass length is irrelevant. In 
the 1D case, many of the systems fundamental dynamic properties can be 
examined by studying the system matrix using the algebraic properties of the 
(1D) polynomial matrices from which it is constructed. 
The next section shows that basic elements of this theory can be extended 
in a rigorous manner to differential linear repetitive processes. Particular 
emphasis i placed on the equivalence of two system representations i  terms 
of the same input-output behavior and invariance of the system matrix zero 
structure. In fact, it will be shown that the theory can be developed in terms 
of a more general systems matrix and that extra progress can then be made bv 
exploiting the special structure of the 2D transfer fimction matrix of differen- 
tial linear repetitive processes. 
3. SYSTEM EQUIVALENCE 
Two of the most fundamental requirements for the equivalence of two 
system representations are the same input-output ( I /O) behavior and invari- 
ance of the system matrix zero structure. Invariant I /O  behavior is guaran- 
teed by the equality of the transfer function matrices. This type of equiva- 
lence has been extensively studied for standard (1D) linear systems, starting 
(in effect) from the work of Rosenbrock [16], who developed two types 
of equivalence, termed strict system equivalence and system equivalence 
respectively. 
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In the 1D case, the fundamental property of least order (defined in terms 
of relative primeness of the appropriate matrix pairs of the associated system 
matrix) is central to the existence of strict system equivalence between two 
system matrices, which are I /O  invariant. A natural question to ask is, What 
(if they exist) are the equivalent definitions for 2D (or indeed nD) systems? 
One very important point to be made at this stage is that this general task is 
not just a matter of simply extending 1D results (see below and [8] for more 
discussion of this crucial point). 
Invariance of the system matrix zero structure for 1D systems is also a 
well-researched problem. In particular, the development of conditions under 
which the finite zeros remain invariant is a mature area. The so-called 
generalized theory arises from the desire to analyze the point at infinity on 
the same basis as the finite points and again many results are available. 
In this section, polynomial transformations for2D systems are analyzed as 
a means of addressing the problem of invariant properties of the system 
matrices. Following Johnston [8] a generalized definition of least order, based 
on coprimeness, is introduced and an analogue of extended strict system 
equivalence proposed. In particular, three types of polynomial transforma- 
tions are developed and applied to differential linear repetitive processes-- 
where further progress is possible. 
In the 1D case, the basic underlying mathematics is the rich theory of 
polynomial matrices. Here the study of polynomial matrices in two indetermi- 
nates is required. This is much more complex than the 1D case due to the 
complexity of the underlying ring structure. As a preliminary to the analysis of 
Section 3.2, a survey of the main results required is given next. 
3.1. Preliminaries 
Element i , j  of a p X q n-dimensional (nD) polynomial matrix H(z)  is 
denoted by hij(z),  1 <~ i <<, p, 1 <~j <~ q, where z ~ F[z], z = (z 1 . . . . .  z~), 
is the set of indeterminates and F is coefficient ring (R or C here). A 
polynomial matrix U(z) with elements in F(z )  is said to be unimodular over 
the ring F(z )  if the elements of its inverse U- l ( z )  are polynomials over 
F(z). Equivalently, a unimodular matrix in F(z) is one whose determinant is 
a unit of the coefficient ring F, i.e., an element of F with multiplicative 
inverse also in F. 
Elementary matrices are a subclass of unimodular matrices over a ring 
and play a crucial role in 1D theory, where all unimodular matrices can be 
formed as a product of elementary matrices. For general rings, 
F[zl,  z2 . . . . .  z~], n >/ 2, not all unimodular matrices can be formed as a 
product of elementary matrices. An example of this fact can be found in [9]. 
This fact arises from the absence of a division algorithm in 
F[zl,  z 2 . . . . .  zn]. The existence of a division algorithm for Euclidian polyno- 
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mial rings forms the basis for the algorithmic derivation of many canonical 
forms and solution techniques at the heart of 1D systems theory, e.g., the 
Smith form and the solution of 1D polynomial equations. In the case of 
n >~ 2 progress is possible by noting that any polynomial ring can be regarded 
as a subring of a larger ring with a division algorithm. The exact mechanism is
to favor one of the indeterminates and consider elements of the ring to be 
polynomial in this indeterminate with coefficients rational in the others. If, 
for example, z,, is the favored indeterminate he resulting ring is denoted 
F(zl ,  z2 . . . . .  z,~_l) [z.]. 
A set of polynomials ai (z l )  , 1 <~ i <~ n, in one indeterminate are said to 
be factor coprime provided there is no value Y~l ~ C such that they are all not 
identically zero. If such a value exists then z I - zl is a factor of all the 
polynomials in the set. In the ease of n >_- 2, this no longer holds (as a simple 
example demonstrates) and henee it is necessary to distinguish between zero 
coprimeness and factor coprimeness. The following fimdamental result, 
termed Hilbert's Nullstellensatz, is frequently used in the analysis of Section 
3.2 (for a proof see [10]). 
LEMMA 2. Let f be a polynomial in F[ z 1, z 2 . . . . .  zn], which vanishes at 
all zeros common to the polynomials f l, f2 . . . .  f t .  Then 
fp  = a ,L  + a,2f ~ + ... +ar f  r (a6) 
is valid fi~r some integer p and al, a 2 . . . . .  a 2 ~ F[z  1, z 2 . . . .  z,,] (and 
conversely). 
Let a(z)  and b(z )  be two polynomials and consider the polynomial 
fraction or rational polynomial f ( z )= a(z ) /b (z ) .  Then this fraction is 
termed irreducible if a(z)  and b(z )  are factor coprime. The singularities of 
f ( z )  occur when b(z )  = 0. These are classified as nonessential singularities 
of the first kind if b(z )  =- 0 and a(z)  4= 0 and nonessential singularities of 
the second kind if b(z )  = 0 and a(z)  = O. 
In 1D system theory a polynomial matrix with rank degeneracies can be 
viewed as the product of two polynomial matrices, one with full rank and the 
other containing the rank degeneracies. The first matrix here is termed 
relatively prime and the second a greatest common divisor. Consider now a 
p x q nD polynomial matrix A(z )  with p ~ q. Then there are three 
different notions of relative primeness for this matrix. These are termed 
factor, minor, and zero respectively and are defined as follows: 
684 D.S. JOHNSON, ET AL. 
DEFINITION 2. Let A(z)  be a p × q n-D polynomial matrix with 
p ~ q. Then 
(i) A(z) is factor (left) coprime if all factorizations have the form 
a(z)  = p(z )a* (z ) ,  
where A*(z) is a polynomial matrix of dimension p × q and the polynomial 
matrix Q(z) is unimodular. 
(ii) A(z) is minor (left) coprime if all p × p minors of this matrix form a 
factor coprime set of polynomials : i.e., they have no common factor. 
(iii) A(z)  is zero (left) coprime if there exists no n-triple z, which is a 
zero of all p x p minors of A(z). 
Note. A matrix A(z) with p >~ q is defined to be factor/minor/zero 
(right) coprime if At(z )  is factor/minor/zero (left) coprime respectively. 
The following result, due to Youla and Gnavi [11], is known as coprime- 
ness equivalence. 
THEOREM 4. For n = 1, all three definitions of coprimeness are the 
same, for n = 2 minor and factor coprimeness are equivalent and zero 
coprimeness i a different motion, and for n >~ 3 none of the definitions of 
coprimeness are equivalent. Also, for any n 
zero coprime ~ minor coprime ~ factor coprime. 
Two of the three definitions of coprimeness can be characterized by 
necessary and sufficient conditions. These Bezout identities for zero and 
minor coprimeness are stated next (for the left case with the right case 
following by applying the matrix transpose) and are fundamental to many of 
the results developed in Section 3.2. 
THEOREM 5. Two (nD) polynomial matrices A(z) and B(z) of dimen- 
sions nL × p and m × q respectively with p + q >! m >>, 1 are 
(i) zero (left) coprime if, and only if, there exists two polynomial 
matrices X(z)  and Y(z), of dimensions p × m and q × m, respectively, such 
that 
A(z )X(z )  + B(z ) r (z )  = L ;  (38) 
(ii) minor (left) coprime if, and only if, there exist p X m polynomial 
matrices Xl(z), X2(z) . . . . .  X , (z)  and q × m polynomial matrices 
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Yl(z), Y2(z) . . . . .  Y.(z) such that 
A (z )X , (z )  + B(z)Y l (z  ) = I~l(Z~)I m 
A( z)X2( z ) + B( z)Y,2( z) = ~O2( z~)I m 
A( z)X,,( z) + B( z)Y.( z) = O.( z;i)I .... 
where ~i( z~') is a polynomial in the n - 1 indeterminates 
Z 1 , g2 , . . - ,  Zi-- 1 , Zi+l ,  . . . ,  Z n • 
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(39) 
Proof. See, for example, the proof of Theorem 1.4 in [8]. 
The final point in this section is to consider fractions of polynomial 
matrices and the definition of singularities. In the case of the former, suppose 
that G(z) is a p × q matrix containing rational polynomial elements--termed 
a rational polynomial matrix. Then G(z) may be written as 
G(z )  =N, (z )D; l ( z )  
= D;~( z)X2( z), (40) 
where Nl(z), N2(z) are p X q polynomial matrices, D l is a q X q polyno- 
mial matrix, and D2(z) is a p X p polynomial matrix. The pair Nl(z), Dl(z) 
defines a right matrix fraction description of G(z) and the pair D2(z), N2(z) 
a left matrix fraction description. If these pairs, i.e., Nl(z), Dl(z) and D2(z), 
N2(z) do not have any common matrix divisors then the corresponding matrix 
fractions descriptions can be viewed as irreducible in some sense. In 
this case, the following definitions are taken as defining the nonessential 
singularities. 
DEFINITION 3. The singularities of the irreducible matrix fraction (40) 
are said to be 
(i) nonessential singularities of the first kind if det Dl(z) = 0 and the 
matrix 
:=  [ ] W( Z)  (41) 
[ NI(Z) 1 
has full rank; 
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(ii) nonessential singularities of the second kind if det Da(z) = 0 and 
W(z) is not full rank. 
Finally note that similar statements can be made about a left fraction 
D2(z), N2(z). Note also the work of Goodman [12], which establishes the 
central ink between onessential singularities of the second kind and stability 
of a wide class of 2D linear systems. 
3.2. Analysis 
Consider first I /O  behavior. Then the Rosenbrock system matrix (RSM 
or system matrix) for 2D systems can be defined in a manner analogous to 
that of the 1D case as 
[ ] e(z ,z2) = " (42) 
Here T(zl, z2), U(z 1, z2), V(zl, z2), and W(Zl, z 2) are of dimensions n × n, 
n × l, m × n, and m × l respectively. These matrices may be rational but 
the most physically important case is when they are polynomial matrices 
arising from a 2D transfer function matrix defined by 
G(zl,  z2) = W(Zl, zz )T - ' ( z  1, 2;2)U(Zl, 2;2) -1- W(2;1, 2;2). (43) 
The concept of equivalent I /O  behavior for 2D systems with this structure 
can now be defined as follows. 
DEFINITION 4. Two system matrices Pl(zl, z 2) and P2(zl, z 2) of dimen- 
sions (n 1 +m)×(n  1 + l )  and (n 2 +m)×(n  2 + l )  are said to be I /O  
equivalent if
c (2;1, =C (zl, 2;2), (44) 
i.e., provided their 2D transfer function matrices, defined by (43), are equal. 
By analogy with the 1D case, the transformations of strict system equiva- 
lence and system equivalence can be defined, but now the transforming 
matrices are polynomial in two indeterminates. The first point to investigate 
is necessary and sufficient conditions for I /O  equivalence, where in the 1D 
ease an exact characterization in a closed matrix form has been developed by 
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Pugh et al. [13]. The following result shows that this characterization also 
holds for the 2D systems case. 
THEOREM 6. The system matrices 
[r,(~l, ~) 
Pi(Z' 1, Z2) = _V i (Z l  ' Z2) w,( ~,, ,~2) ] ' i = 1, 2, (45) 
are realizations of the same 2D transfer function matrix G(zl ,  z 2) if, and 
only if, there exist rational matrices Ql(Zl, z2), Qe(zl, z2), Rl (z  l, z2), and 
R~(z~, ze): 
Rx(~,:~) L, -V~(~,~'~) W~(~I,~) 
[ ][ o R ] Tl( zl,  z2) Ul( z~, z2) Q2( zl, z.2) 2(~1, z2) (46) -v,(z l ,  z2) w,(~l, ~-~) i, 
Proof. Suppose that there exist rational matrices 
Ql(Za, z2), p2(z , ,  z2), Rl(z, ,  z2), 
and R2(z ~, z 2) such that (46) holds. Then the constituent equations are 
QIT2 = T1Q 2 
Q1u2 = T1R 2 + U 1 
R1T 2 -  V 2 = _ ViQ, z 
R~U 2 + W 2 = -V~R 2 + W~. 
Then it follows by direct substitution that 
G2(z1, z2) = V2T21U2 -~- W 2 = V ,T~'U  1 + W, = GI(Z1, z2) 
and hence P~(zl, z 2) and P2(zl, z 2) are I /O  equivalent. 
(47) 
(48) 
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Conversely suppose that PI(Zl, z 2) and P2(zl, z 2) are I /0  equivalent; 
then Gl(Zl, z 2) = G2(Zl, z 2) 
V1T{IU1 + W 1 = V2T~IU2 + W 2. (49) 
Hence for an arbitrary n 2 × n 1 rational matrix Ql(Zl, z2): 
Q1 0 In2 
I m 0 
 [,nl o ] 
0 0 V2T21U2 -4- W 2 = O. 
VITllU1 "4- W 1 -Q1 o 
0 - I; 
(50) 
Mso 
H = 
I T~ 1 0 0 0 
V2T; 1 tm 0 0 
0 T 1 U 1 
0 0 I t 
(51) 
is a rational invertible matrix with inverse 
H- i= 
T 2 0 0 0 ] 
] -v2  i.~ 0 0 0 0 T11 _ T11U1 
0 0 0 I l 
(52) 
Postmultiplying the first matrix on the left-hand side of (50) by H and 
premultiplying the second by H-1 yields 
[ Q1T ~ 1 0 T 1 U 1 ] 
V2T~ 1 I m 0 VIT[-1U1 + W 1 
7" 2 0 
- v~ v~:r; ~v~ + w~ 
-T I1Q1 TllU1 
0 - I i  
=0.  (53) 
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Finally, premultiplying (53) by 
H1 
and postmultiplying it by 
[ , 0] 
= _ V1T~ 1 I 
yields, after some manipulations 
V2T~ 1 - VaTllQ1T~ 1 I.~ -V2 W2 
= [ T1 u1]IT11Q1 T~lQ,T~tU1-T21U,] 
- VI W1 0 I " 
This is of the form (46) and the proof is complete. 
(54) 
(55) 
(56) 
Note that the transformation of (46) is based on the use of rational 
transforming matrices. An open research problem is what are the extra 
conditions required to ensure that (46) is based on polynomial matriees. 
Given that this problem is still open for the 1D case, it can be conjectured 
that if this problem has a solution in the 2D case then the eonditions could be 
very much more restrictive. 
In standard linear multivariable systems theory, a major result is that two 
least-order realizations of a given transfer function matrix are related by strict 
system equivalence. Considering the 1D system matrix 
r(s) U(s)] 
e(s )=-V(s )  W(s)' (57) 
least order is defined as the absence of input and output deeoupling zeros. 
Equivalently, the pair T(s) and U(s) are relatively (left) prime and the pair 
T(s), V(s) are relatively (right) prime. 
In 2D systems theory the term least order can, by analogy with the 1D 
case, be expressed in terms of 
(T(z~,z~) U(zl,z2) ] 
P(Zl, z2) = _V(Zl, 7-,2) W(z l, z2) ' (5s) 
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where T(Zl, z 2) and U(gl, 2;2) are minor (left) coprime and T(z  l, z 2) and 
V(zl ,  z 2) are minor (right) coprime. As shown below, however, this is not a 
satisfactory definition of least order in terms of having similar properties to 
the 1D case, i.e., a necessary and sufficient condition for a polynomial 
equivalence relation to exist between two system matrices of the same system. 
Later in this section an alternative definition of least order will be introduced 
and to simplify notation, the obvious definition above expressed in terms of 
(58) will be termed (minor) least order. 
It is clearly not appropriate to define least order entirely using zero 
coprimeness as this would exclude a large class of system matrices that 
contain nonessential singularities of the second kind. A simple example is 
G(Zl, z 2) = z l / z  2, which always has a nonessential singularity of the second 
kind at (0, 0) and any system matrix realization would clearly need to reflect 
this given the central role of these nonessential singularities that have no 1D 
systems counterparts. 
All systems have a (minor) least-order ealization. To detail this point, 
consider the following system matrix of the 2D transfer function matrix 
G(zl,z2): 
T( Zl, Z2) U( Zl, 2;2) ] 
e(Zl, Z2) ~" _V(Zl, z2 ) W(z1, z2) j./ (59) 
Then, using the greatest common divisor algorithm detailed by Johnston [8], 
compute matrices Ql(Zl, z2) and Q2(zl, z 2) such that 
p(gl, z2) = [Ql(Zl, z2) 0i][ T.((2;1, z2) 
o [ W(z1, Z2) 
(60) 
where T(z i, z2), U--(z 1, z 2) are minor (left) coprime and "F(z 1, z2), V(z  i, z 2) 
are minor (right) eoprime and hence a (minor) least-order ealization has 
been constructed. 
Consider now the following system matrices 
el(zl' 2;2) = --(gl -- t) 0 
(61) 
P2( Zl' Z2) = [ - z  ( z1 -1)  l '0  
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These are both (minor) least-order systems matrices corresponding to
zl(z 1 - 1) 
G{z~,  z2) - z2 (62) 
Hence by Theorem 6, the matrices of (61) will be related through rational 
transforming matrices, which in this case can be expressed as 
- (<-  1) 0 
I = -z  1 0 i) 1 (63) 
for rational functions qi(z l ,  z 2) and r i(zl ,  z2),  i = 1, 2. 
Element (1, 2) of (63) is 
ql(  z l ,  z,2)z , - re( z t, z2 )z  ~ = z, - 1 (64) 
and it follows from the Hilbert Nullstellensatz result, as stated in Section 3.1 
(Lemma 2), that (64) does not have a polynomial solution for ql(z l ,  z 2) and 
r2(z 1, z2). Consequently a polynomial connection of the form (46) does not 
exist for the system matrices of (61). 
Interchanging the roles of Pl(z l ,  z 2) and Pc(z1, Z2) in (63) yields the 
equation 
q,(z 1 -  1) =z~r ,  2 + z 1 (65) 
for element (1, g) and again there does not exist a polynomial transformation 
of the required type. Hence, despite the fact that these system matrices are 
both (minor) least-order realizations of the same 2D transfer function matrLx, 
there is no polynomial-based transformation connecting them. In particular, 
there do not exist q> r, 2 such that a polynomial transformation f the form 
required for strict system equivalence based on unimodular matrices can he 
formed. 
This example shows that the standard 1D multivariable result that least- 
order (in the 1D sense) realizations are strictly system equivalent does not 
generalize to 2D (minor) least-order systems. Further, a polynomial transfor- 
mation of the form of Theorem 6 may not even exist. If it does exist, 
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however, the following result shows that the nature of this transformation can 
be established. 
THEOREM 7. Suppose that two (minor) least-order systems matrices 
Pi(Zl, z2) , i = 1, 2, are related by a polynomial form of the relationship 
n l (z I ,  2;2) [m -V2(z i ,  z2) W2(Zl,  z2) 
--Vl(g 1, z2) Wl(Zi ,  Z2) I1 " 
Then Q l( z l, z2 ), Tl( Z l, z 2) are (minor) left coprime and 
Q2( zl, z2), T2( za, z2) 
are (minor) right coprime. 
Proof. Write (66) in the form 
Q1 o T 1 
a 1 I - V 1 
then element (1, 2) here yields 
tYl 
UI ] - W 2 
W1 ] - Qz 
0 
Wz = 0; 
-R  2 
- I  
(67) 
in which T1, U 1 are minor (left) coprime. Hence by the Bezout identities 
(Theorem 5) there exist X,, Yi, i = 1, 2 such that 
TI_~ ~ + UIY , = ~b,(z~)I, i = 1,2, (69) 
for scalar polynomials ~i(zi). This identity and (68) yield 
T I (X , -RzY i )  +Q,(UeYi) =~O,(zi)I, i=  1,2, (70) 
and therefore T1, Q1 are minor (left) coprime. 
Element (2, 1), of (67) yields 
V 2 = R1T z + V1Q 2, (71) 
= QlU~ - TIR2,  (6S) 
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where V 2, T 2 are minor (right) coprime and hence by the Bezout identities 
there exist polynomial matrices X i, Yi, i = 1, 2: 
X,T 2 + Y~V 2 = O, (z , ) I ,  i = 1,2. (72) 
Premultiplying (71) by Y~ and substituting for YiV 2 from (72) yields 
Qi (z i ) I  - X,T, 2 = YiR1T2 + YiV, Q2, (73) 
which implies that 
(YiR1 + X , )T  2 + Y~V,Q 2 = Q, (z i ) I ,  i = 1,2; (74) 
i.e., 7",2, Q2 are minor (right) coprime. 
Note. Some eonditions of (minor) least order are redundant in the proof 
of Theorem 7. These are the minor (right) coprime conditions on T 1, V 1 and 
the minor (left) eoprime condition on T 2, U 2. 
The following definition introduees an alternative form of least order by 
imposing a stronger form of coprimeness on the T, V part of the system 
matrix. It is then shown that this form is sufficiently general to enable eyed T
2D transfer function matrix to be realized in this way. 
DEFINITION 5. A 2D polynomial system matrix P(z  1, z z) of the form 
(42) is said to be least order if T(z l ,  z z) and U(zl, z 2) are minor (left) 
coprime and T(z l ,  z 2) and V(z> z 2) are zero (right) coprime. 
This definition aims to realize the nonessential singularities of the second 
kind of the transfer function matrix such that they always occur in the 
[T(zl ,  z2), U(zl, z2)] part of the system matrix. Note also that G(zl ,  z 2) 
always has least-order ealizations of this type since any left (necessarily 
minor) eoprime matrix fraction deseription gives rise to a system matrix that 
satisfies Definition 5 here. 
Note. It is, of course, not necessary to treat the nonessential singularities 
of the second kind in this manner and they could equally well be treated in 
the [Tr(zl ,  z2) , -v r (z l ,  z2)] r part of the system matrix. The important 
point is that it is necessary to agree at the outset exaetly how these 
singularities of G(z l, z 2) are to be realized in the system matrix. 
In spite of these facts, it is still not possible to establish that any two 
least-order realizations of G(z 1, z 2) are related by a polynomial form of (46). 
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(See [14] for some recent progress on this point.) It is, however, possible to 
establish the nature of this polynomial connection when it exists. 
THEOREM 8. Suppose that two least-order system matrices 
Pi(Zl, Z2),i = 1,2, 
are related by a polynomial form of the relationship 
nl(z ,z2) Im 
-Wl(Zl, Z2)  Wl(Zl, Z2) 0 I l " 
Then Ql(zl, z2) , Tl(zl, z z) are zero (left) coprime and Qe(zl, ze), T2(zl, z e) 
are zero (right) coprime. 
Proof. Consider the Q2, T2 case. Then following arguments ( ee [8] for 
the details) similar to Theorem 7, shows that Qz, T2 are zero (right) coprime 
and since QzT~ 1 = Q1T( 1 are 2D matrix fraction descriptions they must be 
of the same coprimeness type. Hence since Q2, 7"2 are zero (right) coprime, it 
follows that, T 1 are zero (left) coprime. 
At this stage, it has been shown that any two system matrix realizations of 
the same system are related by a closed-form matrix relationship as defined 
by (46) in which the transforming matrices are, in general, rational. This has 
been shown to be a necessary and sufficient condition for the system matrices 
to be I /O  equivalent. Further, if this relationship were polynomial and the 
system matrices were least order (in the sense of Definition 5) the T blocks 
have been shown to possess a zero coprimeness with the Q blocks. 
Levy [15] and Johnston [8] have further developed this relationship for 
system matrices that are not necessarily least order. A major result of this 
investigation is that, under certain coprimeness conditions, the polynomial 
form of the relationship (66) is an equivalence relation. Johnston's work has 
also investigated the extension of all of these results to the nD, n > 2, 
systems case. 
One of the major considerations for the equivalence of system matrices is 
the invariance of the zeros possessed by the system. In the remainder of this 
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section the zeros of differential linear repetitive processes are investigated. 
Also the feasability of constructing a least-order system matrix in the sense of 
Definition 5 is investigated. The treatment is for the unit memory case only 
since this incurs no loss of generality. 
Return, therefore, to the (1D) transfer function matrices Go(S) and Gl(S) 
of (10) and (11), respectively, which define the unit memory version of 
G(s, z) of (8). 
Further, write 
Go(s ) = D-l(s)N(s) ~ R"×l(s) (76) 
(~1(8) = N(s)D-l(s) E Rm×m(s), (77) 
where, N, D are (zero) left coprime and N, D are (zero) fight coprime, and 
the eoprimeness type is termed zero because all matrices are polynomial in 
one indeterminate and hence all three definitions of 2D eoprimeness are 
equivalent. Hence G(s, z) can be written as 
~(s ,  : )  = ~(0[~(s )  - - - ,~(s)]  'D '(.~,)N(s) (78) 
= D(s)[V(~)(D(s) - 7~-1~(s))] IN(s) (79) 
and a system matrix over R[s, z -1] giving rise to G(s, z) is the following 
(m + m) x (m + l) polynomial matrix 
[D(s)[D(s) -  =-IN(s)] l~(S) ] (80) 
e(s '  z-~) = - D(,~) 0 ' 
In this ease the zeros of the system matrix can be characterized : completely 
for the output matrix pair D(s)[D(s) - z-IN(s)], D(s) and partially for the 
input matrix pair D(s)[D(s)- z-IN(s)], N(s). Also conditions can be 
derived such that P(s, z-l) of (80) is least order in the sense of Definition 5: 
i.e., the output pair are zero (right) coprime and the input pair are minor 
(left) eoprime. This is detailed below. 
Consider first the output zeros, which are formally defined as follows (for 
the general 2D systems ease). 
DEFINITION 6. The output zeros of a system matrix 
V(s ,~)= -v(%=) W(s, .  ( s l )  
696 D.S. JOHNSON, ET AL. 
are defined to be the values (s, z) e C × C such that the following matrix 
does not have the full rank 
TCs, z )  
p,(s,z) ,= -V(s ,z)  (82) 
Hence for differential unit memory linear repetitive processes the output 
zeros are defined as the values of (s, z) ~ C × C such that 
Qi(s'z) := [ D(s)(~(s) -z - l~(s) )  (83) 
does not have full rank and the following result can now be derived. 
LEMMA 3. The matrix of (83) does not have full rank whenever 
Q2( s' z) = [ -z-lD( s)N( s) (84) 
does not have full rank. 
eroof  . Simply consider premultiplication by a unimodular matrix, i.e., 
IIo IQt(s, z) = _ . (85) 
-D( s ) 
Using this result the s part of the output zeros for any z -  1 ~ 0 are the zeros 
of 
and let Q(s) be a greatest common right divisor of D(s)N-(s), D(s). Then 
- ~(s)]Q(s), 
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where N(s), /)(s) are m X m polynomial matrices, i.e., the zeros of (84) 
correspond to the values of s: I p (s )  l = 0. Hence these zeros are removable 
and are attributable to the realization and not to the transfer function matrix. 
The only other type of (output) zeros of (80) are those such that z-  ~ = 0. 
Hence the nonremovable output zeros of (78) are given by the set 
a ,  = {(so,O): 5(So) = o}. (88) 
These are nonessential singularities of the second kind of (80) since this 
system matrix does not have full rank and 
[D(s ) l  l D( s)Q( s) - z-tN( s)Q( s) [ = O. (89) 
The following theorem now gives a condition for differential unit memo~ 
linear repetitive processes to have a least-order realization in the sense of 
Definition 5. 
THEOREM 9. A least-order ealization of 
a(s ,  +) = (i,,, - C,(s)++ +)-'Co(s) (9o) 
can be derived from P( s, z -1) of (80) using, in essence, 1D techniques if one 
of the fi~llowi__ng equivalent conditions hold: (i) /9(s) of (87) is a unimodular 
matrix, (ii) D(s) is a right divisor of D(s) 2V(s), (iii) D(s) N(s) D(s) i is a 
polynomial matrix. 
Proof. See the proof of theorem 3.22 in Johnston [8]. 
Note. If /)(s) is not unimodular then it may be possible to apply 
constant output feedback around Gl(s) to remove these nonessential singu- 
larities of the second kind, i.e., use feedback around Gl(s) to create a 
unimodular/)(s) such that the new system matrix is least order. This area is 
currently under investigation. 
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As a consequence of the structure of the system matrix, it is not possible 
to explicitly characterize the input zeros of a differential unit memory linear 
repetitive process. If, however, m ~< 1 then it is possible to give a set of values 
of which these zeros are a subset and hence narrow the possible candidates to 
a finite set. Note also that this condition is not unrealistic in practical terms 
since it means that there are not more outputs than inputs. ( I f  there are more 
outputs then inputs then it can be shown that some of the outputs are 
dependent on the others.) 
DEFINITION 7. The input zeros of the system matrix of Definition 5 are 
defined to be the values (s, z) ~ C × C such that 
Q4(s,z) := [T (s , z ) ,U(s , z ) ]  (90) 
does not have full rank. 
Clearly a necessary condition for (80) not to have any zeros is that N(s) 
has full rank for all s ~ C. A necessary condition for (s, z -1) to be an input 
zero of (80)_is that it is simultaneously a zero of the two constituent matrices, 
e.g., D(s)[D(s) - z-iN(s)] and N(s), but this does not guarantee that it is 
also a zero of the compound matrix of (80). A set of candidate input zeros for 
(80), denoted ~ IN PUT, can now be derived by characterizing the set of values 
of (s, z -1) that are simultaneous zeros of D(s)[D(s) - z -  1/V(s)] and N(s). 
THEOREM 10. Suppose that m <~ l and let ~INPUT denote the set of 
input zeros for differential unit memory linear repetitive processes. Then 
aINPUT ~ U as,' (91) 
si~AN 
where 
= {(s , ,  I - = 0 )  
Au = {s o E C [ N( so) has less than full rank} 
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Proof. By definition, the input zeros in this case are defined to be values 
(s 0, Zo l) ~ C x (2 such that [D(so)[D(s o) - zglN(s0)], g(s0)] does not 
have full rank. Suppose that this matrix is not full (row) rank. Then N(s o) 
must lose (row) rank, i.e. s o is a zero of the previous pass transfer function 
matrix. Also 
- X (so) ]  
[- ] = [D(so)N(so)] D(so) - z - 'N(so)  0 (92) 
0 I 
and it follows that the only way for [D(so)(D(s o) - z[ ~7(s0), N(s0)] to lose 
rank is for 
(9:3) 
Since s o is fixed, this equation determines the appropriate values of z I 
4. CONCLUSIONS 
Dif|erential nonunit memory linear repetitive processes have a 2D trans- 
fer function matrix description, which has well-defined structural links with 
that for standard (1D) linear systems. In this latter case, the theory of 
polynomial matrices applied to the Rosenbrock system matrix has been used 
for an in-depth investigation of their fundamental structure and dy~namie 
behavior open or closed loop. This paper has addressed basic aspects of tile 
general question of how (if at all) this theory can be extended to 2D linear 
systems and, in particular, differential linear repetitive processes. 
A key point that makes any such analysis a nontrivial task is the fact that 
the analysis of polynomial matrices in two (or more) indeterminates is much 
more diffieult than the 1D case due to the complexity of the underlying 
polynomial ring structure. In the ease of differential linear repetitive pro- 
cesses, this article shows that substantial progress is possible in three kev 
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areas. These are poles (and hence stability), invariance of the system matrix 
zero structure, and invariant input-output behavior. 
In the first of these areas, a new stability result has been developed on the 
basis of characteristic polynomial, which (in a well-defined sense) is the 
natural generalization of its standard linear systems counterpart. This is a 
function of two complex variables and hence it is not possible to give a 
numerical definition of a pole for these processes. Instead, a pole must be 
defined in a set-valued context. The complete development of this basic idea 
is an obvious area for further esearch. 
It has been shown in Section 3 that the basic elements of the 1D theory 
in terms of the system matrix zero structure and input-output behavior 
generalize. The key point here is to take due account of the distinct motions 
of coprimeness (zero, factor, and minor) for the underlying 2D polynomial 
matrices, which are all equivalent for the 1D case. In fact, the results have 
been derived for a more generalized 2D transfer function matrix description 
and further progress is possible when these results are specialized to differen- 
tial linear repetitive processes. 
One immediate consequence of this last result has been a characterization 
of the zeros of the system matrix for differential linear repetitive processes 
(completely for the output pair and partially for the input pair). The full 
implications of these basic results (together with other areas raised in the 
main body of the paper) are currently under investigation and will be 
reported in due course. Work is also proceeding on related computational 
tasks for which basic work by Johnston [8] has highlighted the role of 
symbolic omputing techniques. 
APPENDIX 
Let E~ be a Banach space and W a a linear subspace of E a and consider a
linear operator L,, ~ B(Ea,  Ea). Then over the finite constant pass length 
a > 0, the dynamics of a linear repetitive process is described by the linear 
recursion 
Yk + l = LaYk q- bk + l, k >10. (A1) 
Here Y~ ~ E a is the pass profile produced on pass k and b k ÷ 1 ~ Wa, k >t O. 
The te rm LaY  k represents he contribution of pass k to pass k + 1 and bk÷ 1 
represents known initial conditions, disturbances, and control input effects on 
pass k + 1. This process is denoted by S(Ea, W a, La). 
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DEFINITION A1. S(Ea, W a, L~) is said to be asymptotically stable pro- 
vided there exists real scalars Mo > 0 and A~ ~ (0, 1) such that 
IILk~ll ~< M~Ak~, k >~ 0, (A2) 
where I[" [I denotes the norm on E~. 
THEOREM AI. S( E~, W~, L~) is asymptotically stable if, and only if, 
r(La) < 1, (A3) 
where r(.) denotes the spectral radius. 
DEFINITION A2. Suppose that S(Ea, Wa, L a) is asymptotically stable and 
let {bk} ~ >/l be a disturbance sequence that converges strongly to bo~. Then in 
this case the strong limit 
Y~ := LIMIT Yk (A4) 
k-~+~ 
is termed the limit profile. 
COROLLARY A1. If the conditions of Definition A2 hold, Y~ is the unique 
solution of the linear equation 
y~ = L,,Y~ + b~. (AS) 
DEFINITION A3. 
vided there exist real scalars M,~ > 0 and A~ 
that 
llLk,,ll ~< M~JL~ 
for all a > 0. 
S(E a, W a, L,) is said to be stable along the pass pro- 
(0, 1) independent of a such 
(A6) 
THEOREM A3. S(Eo, W~, L~) is stable along the pass if, and only if, 
(a) r~ := sup r(L,,) < 1 (a7) 
a > 0 
(b) M 0:= sup sup I I ( z I - La )  -111< +~ 
a>0 Izl>-- a 
for some real number a ~ (r~, 1). 
(A8) 
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The dynamics of a nonunit memory linear repetitive process with memory 
length M > 1 are described by the linear recursion 
Yk+l = LI~Yk + "'" +LMyk+I-M + bk+l, k /> 0, (a9) 
where Yk ~ Ea, k >~ 1 - M, bk+ 1 ~ W a c E a and LJa ~ B(Ea, Ea), 1 <~j <~ 
M. This process can be regarded as a unit memory (M = 1) process of the 
form (A1) in the product space E~ =E a ×E~ ×'"  ×E~ (M times) by 
writing it in the "companion form" 
Yk + ~ j = LM Llla [ Yk J bk+l ' 
and using the identification 
0 I 0] 
L a = !1 " 
L~ L a 
Without loss of generality, the norm in Ea M can be taken as 
[YYI] :=  l<~j<Mmax ][Yj[[. 
k/> O, (AIO) 
(A l l )  
(A12) 
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