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Abstract
This paper introduces the first asymptotically optimal strategy for a multi armed bandit (MAB) model
under side constraints. The side constraints model situations in which bandit activations are limited by the
availability of certain resources that are replenished at a constant rate. The main result involves the deriva-
tion of an asymptotic lower bound for the regret of feasible uniformly fast policies and the construction of
policies that achieve this lower bound, under pertinent conditions. Further, we provide the explicit form of
such policies for the case in which the unknown distributions are Normal with unknownmeans and known
variances, for the case of Normal distributions with unknown means and unknown variances and for the
case of arbitrary discrete distributions with finite support.
Keywords Stochastic Bandits, Sequential Decision Making, Regret Minimization, Sequential Allocation.
1 Introduction
Consider the problem of sequentially activating one of a finite number of independent bandits, where each
activation of a bandit incurs a number of bandit dependent resource utilizations, or activation costs. For each
resource type the constraint insures that the total resource utilized (or equivalently cost incurred) at any time
does not exceed the current resource availability (budget). It is assumed that following each activation any
unused resource amounts can be carried forward for use in future activations. We also make the assumption
that successive activations of each bandit yield independent, among different bandits, identically distributed
(iid) random rewards with positive means, and distributions that depend on unknown parameters. The ob-
jective is to obtain a feasible policy that maximizes asymptotically the total expect rewards or equivalently,
minimizes asymptotically a regret function. We develop a class of feasible policies that are shown to be
asymptotically optimal within a large class of good policies that uniformly fast (UF) convergent, in the sense
of Burnetas and Katehakis (1996) and Lai and Robbins (1985). The results in this paper extend the work in
Burnetas et al. (2017) which solved the case where there exists only one type of constraint for all bandits. Fur-
ther, the class of block-UCB (b-UCB) feasible policies which are developed here and achieve the asymptotic
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lower bound in the regret have a simpler form and are easier to compute than those in Burnetas et al. (2017).
We also refer to Burnetas and Kanavetas (2012) where a consistent policy (i.e., with regret o(n)) for the case
of a single linear constraint was constructed.
There is an extensive literature on the multi-armed bandit (MAB) problem, cf. Mahajan and Teneketzis (2008);
Audibert et al. (2009); Auer and Ortner (2010); Honda and Takemura (2011); Bubeck and Slivkins (2012);
Lattimore (2018), Cowan and Katehakis (2018), and references therein. MAB models with a finite explo-
ration budget that limits the number of times one can sample (activate) arms during an initial exploration
phase, which is used to identify the optimal arm are considered in Bubeck et al. (2009). Tran-Thanh et al.
(2010) considers the problem when both the exploration and exploitation phases are limited by a single budget
and establish an upper bound for the loss of a budgeted ǫ- first algorithm for this problem. Badanidiyuru et al.
(2018) consider the MAB problem with multiple resource constraints and a finite horizon T , assuming that
when a resource is exhausted activations stop. They show how to construct policies with regret in the order
of O(logT ), where T is the horizon length. Agrawal and Devanur (2014) provided a more general version
of Badanidiyuru et al. (2018) which allows arbitrary concave objectives and convex feasibility constraints.
Ding et al. (2013) constructed UF policies (i.e., with regret O(logn)) for cases in which activation costs
are bandit-dependent iid random variables. Applications of MAB models include problems of online rev-
enue management: Ferreira et al. (2018), Wang et al. (2014), Johnson et al. (2015) of dynamic procurement:
Singla and Krause (2013), auctions: Tran-Thanh et al. (2014).
One key difference between these finite resource budget models and the model herein is that in the present
model is that we do not have a total budget for each resource fixed at the beginning, but rather for each resource
its budget is increased at a constant rate at each activation period. Furthermore, the resource constraints must be
satisfied at each period in the sense that for each resource its total budget utilization during the first n periods
cannot exceed the total n-period budget available for all n. Thus, for each resource there is one constraint
at each time period rather than a single constraint for the entire horizon. In this way the bandit activation
problem becomes more restricted and it requires a different approach in the activation policies. For example,
if a particular bandit consumes a large amount of some resource at each activation, then after one activation
the controller may have to wait for several subsequent periods until the budget of this resource is sufficiently
replenished so that the bandit may be activated again. Thus the exploration phase is necessarily intertwined
with the exploitation phase due to the structure of the resource constraints.
A second key difference is that we construct a new class of feasible UCB policies and we establish their
asymptotic optimality. Asymptotic optimality means that our policies achieve the exact asymptotic lower
bound in the regret function and not only in terms of order of magnitude O(logn), as is typical in finite
horizon formulations.
On the applications side, the results herein can be used to solve infinite horizon versions of online network rev-
enue management where the retailer must price several unique products, each of which may consume common
resources (e.g., inventories of different products) that have limited availability and are replenished at a con-
stant rate. For versions of such problems with no resource (inventory) replenishment we refer to Ferreira et al.
(2018) and references therein. Additional applications include search-based and targeted advertising online
learning, cf. Rusmevichientong and Williamson (2006), Agarwal et al. (2014) and references therein.
For other recent related workwe refer to: Guha and Munagala (2007); Tran-Thanh et al. (2012); Thomaidou et al.
(2012); Lattimore et al. (2014); Sen et al. (2015); Pike-Burke and Grunewalder (2017); Zhou et al. (2018);
Spencer and Kevan de Lopez (2018) and Denardo et al. (2013) Cowan and Katehakis (2015) Pike-Burke et al.
(2018), Lattimore and Szepesva´ri (2018), Pike-Burke and Grunewalder (2017). Similar action constrained op-
timization problems also arise inMDPs cf. Feinberg (1994), Borkar and Jain (2014), queueing Hordijk and Spieksma
(1989), many areas c.f. Perakis and Roels (2008), Levi et al. (2015) Babich and Tang (2016) Feng and Shanthikumar
(1994).
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In the sequel we first establish in Theorem 5, a necessary asymptotic lower bound for the rate of increase of
the regret function of f-UF policies. We then construct a class of “block f-UF” policies and provide conditions
under which they are asymptotically optimal within the class of f-UF policies, achieving this asymptotic lower
bound, cf. Theorem 6. For the development of these policies we use the notion of ‘blocks of activations’, that
essentially allow the implementation of necessary randomizations cf. Feinberg (1994), without violating the
feasibility constraints. Then, in Section 4.1 we provide the explicit form of an asymptotically optimal f-UF
policy for the case in which the unknown distributions are Normal with unknown means and known variances,
in Section 4.2 for the case of Normal distributions with unknown means and unknown variances and in Section
4.3 we do the same for case where the unknown distributions are non parametric, discrete with finite support.
2 Model Formulation
Consider k independent bandits, where successive activations of a bandit i, constitute a sequence of i.i.d.
random variables Xi1,X
i
2, . . .. For each fixed i, X
i
t , follows a univariate distribution with density fi( ∣θi) with
respect to a nondegenerate measure v. The density fi( ∣ ) is known and θi is a vector of parameters belonging
to some set Θi. Let θ = (θ1, . . . , θk) denote the set of parameters, θ ∈ Θ, where Θ ≡ Θ1 × . . . ×Θk. Given θ
let µ(θ) = (µ1(θ1), . . . , µk(θk)) be the vector of the expected values, i.e. µi(θi) = Eθ(X
i). The true value
θ
0
of θ is unknown. We make the assumptions that outcomes from different bandits are independent and all
means µi(θi) are positive.
Each activation of bandit i incurs L different types of resource utilization (or cost): cij , j = 1, . . . ,L. To avoid
trivial cases, we will assume that L < k. By relabeling the bandits we call as bandit i = 1 the bandit which
has the maximum number of costs c1j that are the minimum among c
i
j in the constraint type j. Similarly, we
label as bandit k the bandit which has the maximum number of costs ckj that are the maximum among c
i
j in
the constraint type j. Again to avoid trivial cases, we will assume that c1j < c
0
j for each constraint type j, and
c0j < c
k
j , for at least one constraint type j. For simplicity of the mathematical analysis below we assume that
there is no bandit with activating cost cij that is equal to c
0
j . Equivalently, for each constraint type j, there exists
dj , with 1 ≤ dj < k and c
dj
j < c
0
j < c
dj+1
j (note that dj =max{i ∶ c
i
j < c
0
j}).
Following standard terminology, adaptive policies depend only on past activations and observed outcomes.
Specifically, let At,Xt , t = 1,2, . . . denote the bandit activated and the observed outcome at period t. Let ht =
(α1, x1, . . . ., αt−1, xt−1) denote a history of activations and observations available at period t. An adaptive
policy is a sequence π = (π1, π2, . . .) of history dependent probability distributions on {1, . . . , k}, such that
πt(j, ht) = P (At = j ∣ht).Given hn, let Tαπ (n) denote the number of times bandit α has been activated during
the first n periods Tαπ (n) = ∑
n
t=1 1{At = α}. Let Vπ(n) and Cj,π(n) be respectively the total reward earned
and total type j resource utilized (cost incurred) up to period n, i.e.,
Vπ(n) =
k
∑
i=1
T ipi(n)
∑
t=1
Xit , (2.1)
Cj,π(n) =
k
∑
i=1
T ipi(n)
∑
t=1
cij . (2.2)
We call an adaptive policy feasible if
Cj,π(n)/n ≤ c0j , ∀j = 1, . . . ,L, ∀n = 1,2, . . . (2.3)
The objective is to obtain a feasible policy π that maximizes asymptotically EθVπ(n), ∀θ ∈ Θ, or equivalently,
it minimizes asymptotically the regret function Rπ(θ,n) cf. Eq. (3.1).
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2.1 Optimal Solution Under Known Parameters
It follows from standard theory of MDPs cf. Derman (1970), that if all parameters θ were known, the optimal
activation(s) (the same in all periods) for maximizing the expected average reward are obtained as the solution
to the following linear program (LP).
z∗(θ) = max
k
∑
i=1
µi(θi)xi
subject to
k
∑
i=1
ci1xi + y1 = c
0
1
⋮ (2.4)
k
∑
i=1
ciLxi + yL = c
0
L
k
∑
i=1
xi = 1
xi ≥ 0,∀i yj ≥ 0,∀j,
where the variables xi, for i = 1, . . . , k, represent the activation probabilities for bandit i of an optimal ran-
domized policy.
Thus, a basic matrix B is an (L + 1) × (L + 1) matrix that consists of one or at most L + 1 bandit (and slack)
variables xi (and yi); recall that L < k. Note that any basic feasible solution (BFS) corresponding to such
a choice of the matrix B is uniquely determined by the vector corresponding to the choice of basic bandit
variables: b = {i1, . . . , ij}, j = 1, . . . ,L + 1. For simplicity, the sequel we will not distinguish between B and
b, since if one knows one he knows the other. Thus, the vector b uniquely determines a corresponding (possibly
randomized) activation policy with randomization probabilities xi1 , . . . , xij , j = 1, . . . ,L + 1 in b. We use K
to denote the set of bandits corresponding to a feasible choice of b, for simplicity written as
K = {b ∶ b = {i1, . . . , ij}, j = 1, . . . ,L + 1}.
Given our assumptions on the cijs, it follows that the feasible region of Eq. (2.4) is nonempty and bounded,
hence K corresponds to a finite number of BFS.
In the sequel it will be more convenient to work with the dual problem DLP stated below.
z∗D(θ) = min c
0
1g1 + . . . + c
0
LgL + gL+1
subject to c11g1 + . . . + c
1
LgL + gL+1 ≥ µ1(θ1)
⋮
ck1g1 + . . . + c
k
LgL + gL+1 ≥ µk(θk)
gj ≥ 0, j = 1, . . . ,L, gL+1 ∈ R.
For a basic matrix B of LP, we let vB = (gB1 , . . . , g
B
L , g
B
L+1) denote the dual vector corresponding to B, i.e.,
vB = µB(θ)B−1, where µB(θ) contains the means of the bandits given by the choice of B.
A BFS is optimal if and only if the reduced costs (dual slacks) for the corresponding basic matrix B are all
nonnegative, i.e.,
φBα (θ) ≡ c
α
1 g
B
1 + . . . + c
α
Lg
B
L + g
B
L+1 − µα(θα) ≥ 0, α = 1, . . . , k.
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Note that it is easy to show that the reduced cost can be expressed as a linear combination of the bandit means,
i.e., φBα (θ) = w
B
αµ(θ), where w
B
α is an appropriately defined vector that does not depend on µ(θ).
In the sequel we use the notation O∗(θ) to denote the set of choices of b corresponding to optimal solutions
of the LP for a vector µ(θ), i.e., O∗(θ) = {b ∈K ∶ b corresponds to an optimal BFS}.
3 Optimal Policies Under Unknown Parameters
3.1 The Regret Function
In this subsection we consider the case in which θ is unknown and define the regret Rπ(θ,n) of a policy π as
the finite horizon loss in expected reward with respect to the optimal policy π∗ corresponding to the case in
which θ is known, i.e.,
Rπ(θ,n) = nz∗(θ) −EθVπ(n)
= nz∗(θ) −
k
∑
j=1
µj(θj)EθT
j
π(n). (3.1)
We now state the following. A feasible policy π is called consistent if Rπ(θ,n) = o(n), n → ∞, ∀ θ ∈ Θ,
and it is called uniformly fast (f-UF) if Rπ(θ,n) = o(na), n→∞, ∀ a > 0, ∀ θ ∈ Θ.
Following the approach in Burnetas et al. (2017), we will establish in Theorem 5 below a lower boundM(θ)
for the regret of any f-UF policy and construct a block UCB policy π0 which is f-UF and its regret achieves
this lower bound, i.e.,
lim
n→∞
Rπ0(θ,n)/ log n ≤M(θ), ∀θ.
Thus, it will be shown that policy π0 is asymptotically optimal.
3.2 Lower Bound for the Regret
For any optimal basis choice b = {i1, . . . , ij} ∈ O∗(θ), and α ∈ b, we define the sets ∆Θα(θ) and D(θ), as
follows
∆Θα(θ) = {θ
′
α ∈ Θα ∶ O
∗(θ
′
) = {b}}, (3.2)
D(θ) = {α ∶ α ∉ b for any b ∈ O∗(θ) and ∆Θα(θ) ≠ ∅},
where θ
′
= (θ1, . . . , θ
′
α, . . . , θk), is a new vector such that only parameter θ
′
α is changed from θα. Note that
the first set consists of all values of Θα under which the problem with known parameters under the perturbed
θ
′
has a unique optimal solution that includes bandit α. The second set D(θ), consists of all bandits that do
not appear in any optimal solution under parameter set θ but, by changing only the parameter vector θα, there
is uniquely optimal solution that contains them.
We next define the minimum distance of a parameter vector θα to a new parameter vector θ
′
α which makes
bandit α to become optimal and hence appear in the unique optimal solution when its parameter becomes θ
′
α .
Kα(θ) = inf{I(θα, θ
′
α) ∶ θ
′
α ∈∆Θα(θ)}, (3.3)
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where, I(θα, θ
′
α) denotes the Kullback-Leibler distance for the distributions f(⋅, θα), and f(⋅, θ
′
α) i.e.,
I(θα, θ
′
α) = ∫
+∞
−∞
log
f(x; θα)
f(x; θ
′
α)
f(x; θα)dv(x).
The next Lemma establishes lower bounds for the new mean µα(θ
′
α) under the changed parameter vector θ
′
α
in terms of the quantity µ∗α(θ) = φ
B
α (θ) + µα(θα). The proof is specialized and not the focus of this paper,
and is relegated to the appendix.
Lemma 1 For any optimal matrix B under θ, such that for any θ
′
α ∈∆Θα(θ) the following is true
φBj (θ
′
) = φBj (θ) ≥ 0, ∀ j ≠ α, and
φBα (θ
′
) = µ∗α(θ) − µα(θ
′
α) < 0.
The above and Eqs. (3.2), (3.3) imply that
Kα(θ) = inf{I(θα, θ
′
α) ∶ θ
′
α ∈ Θα, µ
∗
α(θ) < µα(θ
′
α)}. (3.4)
In order to establish a lower bound on the regret we need to express it as:
Rπ(θ,n) =
k
∑
j=1
φBj (θ)EθT
j
π(n) +
L
∑
i=1
gBi
k
∑
j=1
(c0i − cji )EθT jπ(n), ∀ θ ∈ Θ, (3.5)
and any optimal basic matrix B, where the above expression follows from the LP and DLP relations since B
is an optimal basis: z∗(θ) = ∑Li=1 c0i gBi + gBL+1 and φBi (θ) = ∑Lj=1 cijgBj + gBL+1 − µi(θi).
Both terms of the right side of Eq. (3.5) are nonnegative, the first due to optimality of B and the second due
to the feasibility of B. It follows that a necessary and sufficient condition for a policy π to be f-UF is that for
all θ ∈ Θ and any optimal B under θ the following two relations hold.
φBj (θ) lim
n→∞
EθT
j
π(n)
na
= 0, for all a > 0, j ∉ b, (3.6)
L
∑
i=1
gBi ∑
j∈b
(c0i − cji ) limn→∞
EθT
j
π(n)
na
= 0 for all a > 0. (3.7)
The following lemma and proposition are used to establish in Lemma 4 a lower bound for the activation
frequencies of any f-UF policy. They readily imply the lower bound of such polices for the regret in Theorem
5. The proof of the lemma is relegated to the appendix.
Lemma 2 If there is a uniquely optimal b ∈ O∗(θ). Then the following hold.
(i) If b = {i1, . . . , ij}, j = 2, . . . ,L+ 1, then gBi > 0, for j − 1 out of the L resource constraints, and equal to 0
for the remaining resource constraints.
(ii)When b is a singleton, i.e., b = {i1}, then gBi = 0, for every resource constraint i = 1, . . . ,L, i.e., only g
B
L+1
is positive.
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The next proposition establishes that a f-UF policy is such that ∀ θ ∈ Θ, it must be true that the number of
activations from each bandit α ∈ D(θ) are at least βn, for some sequence of positive constants βn = o(n). Its
proof is given in the appendix.
Proposition 3 For any f-UF policy π and for all θ ∈ Θ we have that for α ∈ D(θ), any θ
′
∈ ∆(θ) and for all
positive sequences: βn = o(n) it is true that
P
θ
′ [Tαπ (n) < βn] = o(na−1), for all a > 0.
The next Lemma follows using a change of measure from θ
′
to θ as done in Burnetas and Katehakis (1996)
and in Lai and Robbins (1985).
Lemma 4 If P
θ
′ [Tαπ (n) < βn] = o(na−1), for all a > 0 and a positive sequence βn = o(n) then
lim
n→∞
Pθ[Tαπ (n) < lognKα(θ)] = 0,
for all θ ∈ Θ and α ∈ D(θ).
Proof. If we take βn = logn/Kα(θ) then Proposition 3 implies Pθ′ [Tαπ (n) < logn/Kα(θ)] = o(na−1). Now,
using the change of measure from θ
′
to θ and the same arguments as in Burnetas and Katehakis (1996) we
have that
lim
n→∞
Pθ[Tαπ (n) < lognKα(θ)] = 0.
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We next define the constantM(θ) and prove the main theorem of this section. Let
M(θ) = ∑
j∈D(θ)
φBj (θ)
Kj(θ) .
Theorem 5 If π is an f-UF policy then
lim
n→∞
Rπ(θ,n)
logn
≥M(θ), ∀θ ∈ Θ.
Proof. By Lemma 4 and using the Markov inequality, we obtain that if π is f-UF, then
lim
n→∞
EθT
j
π(n)
logn
≥
1
Kj(θ) , ∀j ∈ D(θ), ∀θ ∈ Θ.
Also, we have from Lemma 2 that gBi ≥ 0 and from Eq. (2.3), we have that nc
0
i − EθCi,π(n) ≥ 0, for all
n, i. Finally, we have that the optimal bandits under θ have φBj (θ) = 0. These observations together with
the above two relations suffice to complete the proof if we recall that Rπ(θ,n) = ∑kj=1 φBj (θ)EθT jπ(n) +
∑Li=1 gBi ∑kj=1(c0i − cji )EθT jπ(n). 2
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3.3 Blocks and Block Based Policies
We consider a class of policies such that activation is performed in groups of periods called activation blocks
as defined below so as total resource utilization of activations in each block satisfies all the resource constraints
of Eq. (2.3) . For each constraint j we first define the differences
δij ≡ c
i
j − c0j .
Note that δij expresses the net effect of a single activation of bandit i on the corresponding resource c
0
j . This
effect is a reduction in the resource c if δij > 0, and a surplus if δ
i
j < 0, that can be carried over to subsequent
periods.
Thus, for any period the feasibility constraint of Eq. (2.3) can be written as
1
n
n
∑
t=1
δAtj ≤ 0, ∀ n, j = 1, . . . ,L.
Since δij is assumed to be rational, for each i = 1, . . . , k and j = 1, . . . ,L and there is a finite number of them
we may assume, without loss of generality, that they are all integers, since we have assumed the same for the
coefficients and right sides of the constraints.
Let N = {1, . . . , k} be the set of all bandits. Intuitively, for a specific constraint “low resource utilization”
bandits in N (i.e., bandits with small cij) must be sampled often enough to accumulate resources (by carrying
over ‘surplusess’) in order to make possible the activation of “high resource utilization” bandits. Mathemat-
ically it suffices to find {yij, i ∈ N} such that bandit i = 1 (where the δ1j = mini δij for the maximum number
of different constraint types j = 1, . . . ,L) is sampled y1j times and each bandit i ∈ N ∖ {1} is sampled once
(yij = 1, for all i ∈ N ∖ {1} and j = 1, . . . ,L), and ∑i∈N yijδij ≤ 0, yij ∈ N, ∀ i ∈ N and j = 1, . . . .,L. Any
block with y1j = y
1
∗ =maxj y
1
j for all j = 1, . . . ,L satisfying the previous properties is feasible with respect to
the constraints of Eq. (2.3).
Using the above remarks, we next define the Initial Sampling Block (ISB) and the Linear Programming Blocks
(LPBs) to construct a class of block feasible policies B = {π˜ ∶ π˜ is feasible} as follows.
ISB block: A policy π˜ ∈ B starts with an ISB block during which all bandits {1, . . . , k} are sampled at least
a predetermined number n0 of times, while the constraints of Eq. (2.3) are satisfied sample path-wise. This
block is necessary in order to obtain initial estimates µj(θˆj) of µj(θj) for all bandits. This ISB block has
length of y1∗ + (k − 1), defined above.
LPB blocks: After the completion of an ISB block the π˜ policy chooses any b (where b = {i1} or b ={i1, . . . , ij}) that corresponds to a BFS of the LP and continues activating any of the bandits in b for a block
of time periods LPB(b), where LPB(b) is defined as follows.
i) When b = {i1}. In this case due to the feasibility of b we must have ci1j < c0j , for all j = 1, . . . ,L, and its
activating frequency must be equal to 1, i.e., xi1 = 1. In this case we define the LPB(b) block to have length
equal to 1 and π˜ activates bandit i1 once, i.e.,m
b
i1
= 1.
ii) When b = {i1, . . . , ij}, we have the positive randomization probabilities {xl}l∈b. According to our as-
sumption for rational coefficients in the resource constraints, these randomization probabilities can be written
in the form of xl =
mb
l
X(b) , where X(b) = ∑iji=i1 mbij is the least common denominator, for integer numbers mbij
which we take to be the number of activations of bandit ij within this LPB(b). In this case we take the length
8
of the LPB(b) block to be equal to: ∑iji=i1 mbij , and we take π˜ to activatembl number of times each bandit l ∈ b,
in this way ensuring the constraint feasibility of π˜ within the block.
Remark 1 In the above definition of block activations for any b that corresponds to a BFS of the LP we defined
the integers mbα to be the number of activations from bandit α within a LPB(b). Note that in a computational
implementation the solution of an LPmay be given in decimals. In this case, one cannot compute an exact least
common denominator for the randomization probabilities which is important since the denominator defines the
length of the LP block. However, every time one solves a LP one knows the specific constraint equations that
correspond to the optimal basic matrix B. Thus one has a subsystem of equations of the form Bx = c. Using
the determinants expression of the solution one can compute an integer denominator for the randomization
probabilities, under the assumption of rational coefficients. Then one can find the least common denominator
that is an integer and can be used as the length of the block of activations ∑iji=i1 mbij corresponding to B.
The definition of any π˜ ∈ B policy is completed by continuing activations of bandits inN by repeating choices
of b as above. In the sequel the choices of b will be based on all collected data up to the start of the ‘current
block’ and thus π˜ ∈ B will be well defined adaptive policies. In what follows we will restrict attention to
such policies in B and for notational simplicity we will simply write π in place of π˜, when there is no risk for
confusion.
3.4 Regret of Block Based Policies
In this section we define the regret of block based policies and establish its relation with the initial regret of
Eq. (3.1). Assume that we have l successive blocks we take T̃ bπ(l) to be the number of LPB(b) type blocks in
first l ≥ 2 blocks (since for l = 1 we start with an ISB block). Thus in the first 2, . . . , l blocks each corresponds
to a single feasible b and we can write ∑b∈K T̃ bπ(l) = l − 1.
Let Sπ(l) be the total length of first l blocks (including the ISB block) and let Ln = Lπ˜(n) denote the number
of completed blocks in n periods. It can be shown that
Tαπ (Sπ(l)) = ∑
b∈K ∶α∈b
mbα T̃
b
π(l) +m0α, (3.8)
wherembα was defined above andm
0
α is the number of activations of bandit α in the ISB block (i.e.,m1 = y
1
∗
andm0α =m
0
α1 for all α ∈ N ∖ {1}).
Note that when θ is known the quantity EθSπ(l)z∗(θ) represents the total expected reward under an optimal
policy. When θ is unknown the quantity Eθ∑kj=1∑b∈K µj(θj)mbj T̃ bπ(l) +∑kj=1 µj(θj)m0j represents the total
expected reward under a block policy π. Thus, we can define the regret of a block policy π as
R̃π(θ, l) = EθSπ(l)z∗(θ) −Eθ k∑
j=1
∑
b∈K ∶j∈b
µj(θj)mbj T̃ bπ(l) −
k
∑
j=1
µj(θj)m0j . (3.9)
Also note that in a period n the length of the completed blocks Sπ(Ln)) is less than or equal to n. When
Sπ(Ln)) = n then the number of activations of bandit α up to period n is equal to the number of activations
up to the last completed block, i.e., Tαπ (Sπ(Ln)) = Tαπ (n). Otherwise, if Sπ(Ln)) < n (i.e., period n is
within the last block which is uncompleted) then Tαπ (Sπ(Ln)) < Tαπ (n). Note that there is a finite constant
Mα that is equal to the maximum number of times that bandit α appears in every feasible block (i.e., feasible
basis). This number allows one to obtain an upper bound on on Tαπ (n) when Sπ(Ln)) < n, i.e., Tαπ (n) ≤
Tαπ (Sπ(Ln)) +Mα. Summarizing the above arguments we have:
Tαπ (Sπ(Ln)) ≤ Tαπ (n) ≤ Tαπ (Sπ(Ln)) +Mα, (3.10)
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The definition of Eq. (3.9) and Eq. (3.10) yield the following relation for the two types of regret,
R̃π(θ,Ln) + (n −EθSπ(Ln))z∗(θ) − k∑
j=1
Mj µj(θj) ≤ Rπ(θ,n)
≤ R̃π(θ,Ln) + (n −EθSπ(Ln))z∗(θ). (3.11)
The relations in Eq. (3.11) imply the following relation between the two regret functions,
lim
n→∞
Rπ(θ,n)
logn
= lim
n→∞
R̃π(θ,Ln)
logLn
. (3.12)
From Eq. (3.12), it follows that to show that a policy achieves the lower bound for Rπ(θ,n) it suffices to show
that it achieves the lower bound for R̃π(θ,Ln).
3.5 Asymptotically Optimal Block UCB Policy
In this section we provide a general method to construct asymptotically optimal policies π0. We call them
Z-UCB policies and such policies achieve the lower bound for the regret. To state the Z-UCB policy below
we need some definitions. At the beginning of any block l we have the estimates θˆl which give an optimal
solution b(θˆl) and corresponding optimal basis matrix Bˆ of LP(θˆl). Using the optimal solution of the linear
program b(θˆl), we can compute for any block l and for every bandit α ∈ {1, . . . , k} the inflations vα = vα(θˆl)
of µα(θˆlα) and the set Φ(Bˆ,θˆ
l)
l
of all bandits α that according to Lemma 1, after the inflation of the mean only
of bandit α to vα may be in an optimal solution, as follows.
vα(θˆl) = sup
θ
′
α
{µα(θ′α) ∶ I(θˆlα, θ′α) ≤ logSπ(l − 1)Tαπ (Sπ(l − 1))}, (3.13)
Φ
(Bˆ,θˆl)
l
= {α ∶ µ∗α(θˆl) = φBα (θˆ) + µα(θˆα) < vα(θˆl)}. (3.14)
If Φ
(Bˆ,θˆl)
l
≠ ∅, for every α ∈ Φ(Bˆ,θˆ
l)
l
we define the index: uα(θˆl) = uα(θˆl, s, t) as follows.
uα(θˆl, s, t) = max
θ
′
α
{zbα(θˆl,θ′α) ∶ I(θˆlα, θ′α) ≤ log st }, (3.15)
where bα(θˆl, θ′α) is the uniquely optimal solution of LP(θˆl, θ′α), which is obtained from the LP(θˆl) when we
replace only the parameter of bandit α by θ
′
α.
We next state the asymptotically optimal Z-UCBpolicy. It is based on the computation of the quantities vα(θˆl),
Φ
(Bˆ,θˆl)
l
and uα(θˆl, s, t) above, where θˆl and Bˆ = Bˆ(θˆl), are updated at the end of each block l. The update for
vα(θˆl) requires in general the solution of simple optimization problem with the single convex constraint and
objective that depends on the functional relation of µα(θα) on θα. The updates for Φ(Bˆ,θˆ
l)
l
and uα(θˆl, s, t) are
simple and fast since they do not require solving any complex optimization problems.
.
10
Z-UCB POLICY π0:
Step 1 Employ one ISB block in order to have one estimate θˆa from each bandit a. Then, update
the vector of estimates θˆ2, and the statistics1 Sπ0(1) and Tαπ0(Sπ0(1)).
Step 2 For block l (l > 1) employ an LPB(π0(θˆl)) block defined below.
Given the history until the beginning of block l we have the vector of estimates θˆl and the
statistics Sπ0(l − 1) and Tαπ0(Sπ0(l − 1)). Based on these, compute2 bl0, and zbl0(θˆl). Then
compute vα(θˆl)’s by Eq. (3.13) for every bandit α = {1, . . . , k}, and Φ(Bˆ,θˆl)l , by Eq. (3.14).
Now there are two cases:
(i) If Φ
(Bˆ,θˆl)
l
≠ ∅, for every α ∈ Φ(Bˆ,θˆ
l)
l
compute the indices
uα(θˆl) = uα(θˆl, s, t) = uα(θˆl, Sπ0(l − 1), Tαπ0(Sπ0(l − 1))),
and the corresponding uniquely optimal BFS: b0α(θˆl) = bα(θˆl, θ0α(s, t)) in Eq. (3.15).
The Z-UCB policy π0 employs the LPB block which corresponds to the index:
π0(θˆl) = argmax
b0α(θˆ
l), α∈Φ
(Bˆ,θˆl)
l
{uα(θˆl)}.
(ii) If Φ
(Bˆ,θˆl)
l
= ∅, take π0(θˆl) = bl0, which means that there are not bandits which under an
increase can give a better solution, the Z-UCB policy π0 employs the LPB(bl0) block.
Remark 2 With apologies for the notation we have used bl0 as the initial optimal solution of LP(θˆl), for the l
block, and b0α(θˆl) as the inflated solutions of b0l , cf. Eq. (3.13) and Eq. (3.14).
In words, the Z-UCB policy firstly employs an ISB block in order to have estimates for each bandit. Then,
for l = 1,2, . . ., it employs only LPB blocks according to the following. Firstly, the Z-UCB policy finds the
initial optimal solution bl0 (with basis matrix Bˆ) which is a solution based on the estimates up to this block.
Secondly, it computes the indices uα(θˆl, s, t) (of Eq. (3.15)) for all bandits α ∈ Φ(Bˆ,θˆl)l , by varying only θ′α.
Thus, for any α ∈ Φ
(Bˆ,θˆl)
l
, we have the corresponding new uniquely optimal BFS: b0α(θˆl). Then, the Z-UCB
policy chooses to employ the LPB block which corresponds to the highest z value among b0α(θˆl), α ∈ Φ(Bˆ,θˆl)l .
The main result of this paper is that under the following conditions policy π0 is asymptotically optimal in the
class of f-UF policies.
To state condition C1 below we need the definition of the bandit unobservable quantities: Jα(θ, ǫ), as follows.
For any θ ∈ Θ, ǫ > 0, an optimal matrix B under θ, as in Lemma 1, we define: Θ
′
α(ǫ) = {θ′α ∶ µ∗α(θ) − ǫ <
µα(θ′α)} and
Jα(θ, ǫ) = inf
θ
′
α∈Θ
′
α(ǫ)
{I(θα, θ′α) ∶ z(θ′α) > z∗(θ) − ǫ}.
From the definition of Jα(θˆl, ǫ), where α ∈ Φ(Bˆ,θˆl)l ,
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Jα(θˆl, ǫ) = inf
θ
′
α
{I(θˆlα, θ′α) ∶ zbα(θˆl,θ
′
α) > z∗(θ) − ǫ},
we have that uα(θˆl) > z∗(θ) − ǫ if and only if Jα(θˆl, ǫ) < logSπ(l − 1)/Tαπ (Sπ(l − 1)).
(C1) ∀ θ ∈ Θ, i ∉ b for any b ∈ O∗(θ) such that∆Θi(θ) = ∅, if µ∗i (θ)− ǫ < µi(θ′i), ∀ ǫ > 0, for some θ′i ∈ Θi,
the following relation holds:
lim
ǫ→0
Ji(θ, ǫ) =∞.
(C2) ∀i, ∀ θi ∈ Θi, ∀ ǫ > 0,
Pθi(∣θˆti − θi∣ > ǫ) = o(1/t), as t→∞.
(C3) ∀i, ∀ θi ∈ Θi, ∀ ǫ > 0, as t→∞
Pθ(zbi(θˆj ,θ′i) ≤ z∗(θ) − ǫ, for some j ≤ t) = o(1/t).
Next, we state and prove the main theorem of the paper.
Theorem 6 Under conditions (C1),(C2), and (C3), and policy π0, defined above, the following holds.
lim
n→∞
Rπ0(θ,n)
logn
≤M(θ), for all θ ∈ Θ.
Proof. FromEq. (3.12), to establish the above inequality one can prove the same bound for limn→∞ R̃π(θ,Ln)/ logLn.
Now, from Eq. (3.8) and Eq. (3.9) we have the following
R̃pi(θ,Ln) = Eθ(
k
∑
j=1
∑
b∈K∶j∈b
mbj T̃
b
pi(Ln) +
k
∑
j=1
m0j)z∗(θ) +
k
∑
j=1
m0j −Eθ
k
∑
j=1
∑
b∈K∶j∈b
µj(θj)mbj T̃ bpi(Ln) −
k
∑
j=1
µj(θj)m0j ,
which using the relations: z∗(θ) = ∑Li=1 c0i gBi + gBL+1 and φBi (θ) = ∑Lj=1 cijgBj + gBL+1 −µi(θi) and after some
algebra can be rewritten as:
R̃π(θ,Ln) = k∑
j=1
∑
b∈K ∶j∈b
mbj φ
B
j (θ)EθT̃ bπ(Ln) +
L
∑
i=1
[EθSπ0(Ln)c0i −EθCi,π0(Sπ(Ln))]gBi .
Now, since φBj (θ) = 0 for j optimal, to prove the inequality for the regret it is sufficient to show that for policy
π0 the relations below hold.
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
≤
1
mbiKi(θ) , for all i ∈D(θ), i ∈ b, b ∉ O
∗(θ), (3.16)
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
= 0, for all i ∉D(θ), i ∈ b, b ∉ O∗(θ), (3.17)
lim
n→∞
EθT̃
b
π0,1
(Ln)
logLn
= 0, for all b ∉ O∗(θ), (3.18)
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L∑
i=1
[EθSπ0(Ln)c0i −EθCi,π0(Sπ(Ln))]gBi = o(logn), (3.19)
where B is an optimal basis under θ, and T̃ b
π0,1
(Ln) and T̃ bπ0,2(Ln) can be obtained by the fragmentation of
T̃ b
π0
(Ln) as:
T̃ bπ0(Ln) =
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt)}
=
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), ui(θˆt, θ′i) ≤ z∗(θ) − ǫ}
+
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), ui(θˆt, θ′i) > z∗(θ) − ǫ}
= T̃ bπ0,1(Ln) + T̃ bπ0,2(Ln).
The proof of the inequalities Eq. (3.16), Eq. (3.17) and Eq. (3.18) is given in Lemma 7 in the appendix.
Eq. (3.19) follows from Lemma 2 which shows that for the constraints that do not obtain the optimal solu-
tion the corresponding gB are equal to 0 and that a block based policy for the optimal bandits uses the whole
amount c0 of the constraints that give the optimal solution. 2
Remark 3 According to Remark 4b in Burnetas and Katehakis (1996) condition (C2) is equivalent to C2′
below which is often easier to verify.
(C2′) ∀ δ > 0, as t→∞
t−1
∑
j=1
Pθi(b ∉ O∗(θ), b ∈ O∗(θˆj), Ji(θˆj , ǫ) ≤ Ji(θ, ǫ) − δ) = o(log t).
4 Applications
4.1 Normal Distributions with Unknown Means and Known Variances
Assume the observations X
j
α from bandit α are normally distributed with unknown means EX
j
α = θα and
known variances σ2α, i.e., θα = θα, θ = θ, µα(θα) = θα, and Θα = (0,+∞). Given history hl, define
µα(θˆlα) = ∑
Tα
pi0
(S
pi0
(l−1))
j=1 X
j
α
Tα
π0
(Sπ0(l − 1)) .
Now from the definition of Θα, it follows that ∆Θα(θ) = (θα +φBα (θ),∞) for any optimal matrix B under θ,
therefore D(θ) = {α ∶ α ∉ b for any b ∈ O∗(θ)}, ∀ θ ∈ Θ. Thus, we can see from the structure of the sets Θα
and∆Θα(θ) that condition (C1) is satisfied and that Φ(Bˆ,θˆl)l ≠ ∅ (we do not have the case (ii) in Step 2 of our
policy).
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Also, we have:
I(θα, θ′α) = (θ
′
α − θα)2
2σ2α
Kα(θ) = (φBα (θ))2
2σ2α
.
It is easy to see that the Z-UCB indices of Eq. (3.15) simplify to:
uα(θˆl) = zbα(θˆl,θKαα ),
where
θKαα = θˆ
l
α + σα ( 2 logSπ0(l − 1)
Tα
π0
(Sπ0(l − 1)))
1/2
,
is the θα which satisfies the maximum in the index uα(θˆl), of Eq. (3.15).
Note that bα(θˆl, θKαα ) = {i1, . . . , α, . . . , ij}; thus, in the first case we have zbα(θˆl,θKαα ) = θˆli1xi1 + . . .+θKαα xα +
. . . + θˆlijxij and z∗(θ) = θi1xi1 + . . . + θαxα + . . . + θijxij . Therefore, for bα(θˆl, θKαα ) ∈ O∗(θ) and from the
structure of zbα(θˆ
l,θ
Kα
α ) the index is a sum of normal distributions which is also a normal distribution, and from
a well known tail inequality of normal distribution condition (C3) is satisfied.
According to Remark 3 the next sum of probabilities is equivalent to condition (C2)
Ln
∑
t=2
Pθi(b ∉ O∗(θ), b ∈ O∗(θˆt), Ji(θˆt, ǫ) ≤ Ji(θ, ǫ) − δ)
=
Ln
∑
t=2
Pθi(b ∉ O∗(θ), b ∈ O∗(θˆt), ∣θˆti − θi∣ > ξ), ξ > 0,
where the equality follows after some algebra because of the normal distribution and the explicit form of
I(θˆti , θ′i) in this case:
Ji(θˆt, ǫ) = inf
θ
′
i
{I(θˆti , θ′i) ∶ zbi(θˆt,θ′i) > z∗(θ) − ǫ} ≤
Ji(θ, ǫ) = inf
θ
′
i
{I(θi, θ′i) ∶ zbi(θ,θ′i) > z∗(θ) − ǫ} − δ.
Also, we have that θˆti is the average of iid random normal variables with mean θi thus
P π
0
θi
(∣θˆti − θi∣ > ξ) ≤ P π0θi (∣θˆli − θi∣ > ξ, for some l ≤ t)
≤
t
∑
l=2
P π
0
θi
(∣θˆli − θi∣ > ξ) = o(1/t),
where the last equality follows from a consequence of the tail inequality 1 −Φ(x) < Φ(x)/x for the standard
normal distribution, Feller (1967). Thus, we can see that condition (C2) holds.
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Summary of Z-UCB Policy π0:
Step 1 Employ one ISB block in order to have one estimate θˆa from each bandit a. Then, update
the vector of estimates θˆ2, and the statistics Sπ0(1) and Tαπ0(Sπ0(1)).
Step 2 For block l (l > 1) employ an LPB(π0(θˆl)) block defined below.
Given the history until the beginning of block lwe have the vector of estimates θˆl and the statistics
Sπ0(l−1) and Tαπ0(Sπ0(l−1)). Based on these, compute bl0, and zbl0(θˆl). Then for every bandit
α = {1, ..., k} we compute the indices
uα(θˆl) = zbα(θˆl,θKαα ),
where bα(θˆl, θKαα ) is the solution which we obtain if we replace only the parameter of bandit α
by θKαα , where
θKαα = θˆ
l
α + σα ( 2 logSπ0(l − 1)
Tα
π0
(Sπ0(l − 1)))
1/2
.
The Z-UCB policy employs as block l the π0(θˆl) = argmaxbα{uα(θˆl)}, where ties in the
argmax are broken arbitrarily.
4.2 Normal Distributions with Unknown Means and Unknown Variances
Assume the observations X
j
α from bandit α are normally distributed with unknown means EX
j
α = µα and
unknown variances V arX
j
α = σ
2
α, i.e., θα = (µα, σ2α), and Θα = {θα ∶ µα > 0, σ2α ≥ 0}. Given history hl,
define
µα(θˆlα) = ∑
Tα
pi0
(S
pi0
(l−1))
j=1 X
j
α
Tα
π0
(Sπ0(l − 1)) and σ
2
α(θˆlα) = ∑
Tα
pi0
(S
pi0
(l−1))
j=1 (Xjα − µα(θˆlα))2
Tα
π0
(Sπ0(l − 1)) .
Now from the definition of Θα, it follows that∆Θα(θ) = (µα +φBα (θ),∞) for any optimal matrix B under θ,
therefore D(θ) = {α ∶ α ∉ b for any b ∈ O∗(θ)}, ∀ θ ∈ Θ. Thus, we can see from the structure of the sets Θα
and∆Θα(θ) that condition (C1) is satisfied and that Φ(Bˆ,θˆl)l ≠ ∅ (we do not have the case (ii) in Step 2 of our
policy).
Also, we have:
I(θα, θ′α) = 12 log(1 +
(µ(θ′α) − µα)2
σ2α
)
Kα(θ) = 1
2
log
⎛
⎝1 +
(φBα (θ))2
σ2α
⎞
⎠ .
It is easy to see that the Z-UCB indices of Eq. (3.15) simplify to:
uα(θˆl) = zbα(θˆl,θKαα ),
where
µα(θKαα ) = µα(θˆlα) + σα(θˆlα)(Sπ0(l − 1)
2
Tα
pi0
(S
pi0
(l−1))−2 − 1)1/2 ,
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is the mean of the θα which satisfies the maximum in the index uα(θˆl), of Eq. (3.15).
Note that bα(θˆl, θKαα ) = {i1, . . . , α, . . . , ij}; thus, in the first case we have zbα(θˆl,θKαα ) = µi1(θˆli1)xi1 + . . . +
µα(θKαα )xα+. . .+µij(θˆlij)xij and z∗(θ) = µi1xi1+. . .+µαxα+. . .+µijxij . Therefore, for bα(θˆl, θKαα ) ∈ O∗(θ)
and from the structure of z
bα(θˆl,θKαα ) the index is a sum of normal distributions which is also a normal distribu-
tion, and from a well known tail inequality of normal distribution condition (C3) is satisfied. Finally, condition
(C2) is satisfied according to the analysis in Cowan et al. (2018).
Summary of Z-UCB Policy π0:
Step 1 Employ one ISB block in order to have one estimate θˆa from each bandit a. Then, update
the vector of estimates θˆ2, and the statistics Sπ0(1) and Tαπ0(Sπ0(1)).
Step 2 For block l (l > 1) employ an LPB(π0(θˆl)) block defined below.
Given the history until the beginning of block lwe have the vector of estimates θˆl and the statistics
Sπ0(l−1) and Tαπ0(Sπ0(l−1)). Based on these, compute bl0, and zbl0(θˆl). Then for every bandit
α = {1, ..., k} we compute the indices
uα(θˆl) = zbα(θˆl,θKαα ),
where bα(θˆl, θKαα ) is the solution which we obtain if we replace only the parameter of bandit α
by θKαα , where
µα(θKαα ) = µα(θˆlα) + σα(θˆlα)(Sπ0(l − 1)
2
Tα
pi0
(S
pi0
(l−1))−2 − 1)1/2 .
The Z-UCB policy employs as block l the π0(θˆl) = argmaxbα{uα(θˆl)}, where ties in the
argmax are broken arbitrarily.
4.3 Discrete Distributions with Finite Support
Assume the observations X
j
α from bandit α are univariate discrete distributions, i.e., fα(x, pα) = pαx1{Xα =
x}, x ∈ Sα = {rα1, . . . , rαdα}, where the parameters pαx are unknown. The unknown parameters are in
Θα = {pα ∈ Rdα ∶ pαx > 0, ∀x = 1, . . . , dα, ∑x pαx = 1}, and rαx are known. Therefore, according to our
notation θα = pα and θ = p = (p1, . . . , pk).
We can compute the mean reward of a bandit as µα(θα) = µα(pα) = r′αpα = ∑x rαxpαx, where r′α denotes
the transpose of the vector rα. Now from the definition ofΘα, it follows that∆Θα(p) = (µα(pα)+φBα (p),∞)
for any optimal matrix B under p, therefore D(p) = {α ∶ α ∉ b for any b ∈ O∗(p)}, ∀ p ∈ Θ. Thus, we can see
from the structure of the sets Θα and∆Θα(p) that condition (C1) is satisfied and that Φ(Bˆ,pˆ
l)
l
≠ ∅ (we do not
have the case (ii) in Step 2 of our policy).
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Also, we can compute
I(p
α
, p
′
α
) = dα∑
x=1
pαx log (pαx
p
′
αx
) ,
Kα(p) =min
p
′
α
{I(p
α
, p
′
α
) ∶ µα(p′α) ≥ µα(pα) + φBα (p),
dα
∑
x=1
p
′
αx = 1}.
Now, for any estimators pˆl
α
of p
α
, the computation of the index
uα(pˆl) = uα(pˆl, s, t) =max
p
′
α
{zbα(pˆl,p′α) ∶ I(pˆl
α
, p
′
α
) ≤ log s
t
},
involves the solution ofKα(pˆl), which, int his case, is a problem of maximization of a linear function subject
to a constraint with convex level sets and a linear constraint, as in Burnetas and Katehakis (1996). Thus, if the
minimum inKα(pˆl) is pKαα then
uα(pˆl) = zbα(pˆl,pKαα ).
Note that bα(pˆl, pKαα ) = {i1, . . . , α, . . . , ij}; thus, in the first case we have zbα(pˆ
l,pKα
α
)
= r
′
i1
pˆl
i1
xi1 + . . . +
r
′
αp
Kα
α
xα + . . . + r′ij pˆlijxij and z
∗(p) = r′i1pi1xi1 + . . . + r′αpαxα + . . . + r′ijpijxij . Thus, the index is just
a weighted sum of the estimated means and the inflated one, so in order to prove that the policy satisfies
the conditions (C2) and (C3) one can follow exactly the same arguments that are used in Proposition 3 in
Burnetas and Katehakis (1996). In Proposition 3 they use arguments based on the properties of the mean
rewards of each bandit which hold in our case due to the form of our indices, as we analyzed above.
Summary of Z-UCB Policy π0:
Step 1 Employ one ISB block in order to have one estimate pˆ
a
from each bandit a. Then, update
the vector of estimates pˆ2, and the statistics Sπ0(1) and Tαπ0(Sπ0(1)).
Step 2 For block l (l > 1) employ an LPB(π0(pˆl)) block defined below.
Given the history until the beginning of block lwe have the vector of estimates pˆl and the statistics
Sπ0(l − 1) and Tαπ0(Sπ0(l − 1)). Based on these, compute bl0, and zbl0(pˆl).
Then for every bandit α = {1, ..., k} we compute the indices
uα(pˆl) = zbα(pˆl,pKαα ),
where bα(pˆl, pKαα ) is the solution which we obtain if we replace only the parameter of bandit α
by pKα
α
, where
pKα
α
=min
p
′
α
{ dα∑
x=1
pαx log (pαx
p
′
αx
) ∶ r′αp′α = r′αpα + φBα (p),
dα
∑
x=1
p
′
αx = 1}.
The Z-UCB policy employs as block l the π0(pˆl) = argmaxbα{uα(pˆl)}, where ties in the
argmax are broken arbitrarily.
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A Appendix
Proof. Lemma 1. It is obvious that φBj (θ′) = φBj (θ) ≥ 0, ∀ j ≠ α because we only change the parameter of
bandit α and φBj (θ′) = φBj (θ) ≡ cj1gB1 + . . . + cjLgBL + gBL+1 − µj(θj).
For a bandit α ∈ B(θ) we have that α ∉ b, for any b ∈ O∗(θ). Therefore φBα (θ) ≡ cα1 gB1 + . . . + cαLgBL + gBL+1 −
µα(θα) > 0, for any B corresponding to b.
Now, any optimal b ∈ O∗(θ) is not optimal under θ′ = (θ1, . . . , θ′α, . . . , θk), for any θ′α ∈ ∆Θα(θ), thus
O∗(θ′) = {b′} where b′ ∉ O∗(θ).
Therefore, for any optimal matrix B under θ we have that φBα (θ′) ≡ cα1 gB1 + . . . + cαLgBL + gBL+1 − µα(θ′α) < 0
because B is not optimal under θ
′
.
Now from φBα (θ) = cα1 gB1 +. . .+cαLgBL +gBL+1−µα(θα)we have that φBα (θ′) = φBα (θ)+µα(θα)−µα(θ′α) < 0.2
Proof. Lemma 2. (i) Let θ ∶ O∗(θ) = {b}, then gBi > 0, only for j − 1 out of L type of constraints because if
gBi = 0 for some of them we must have more than one solutions in the primal, which cannot occur because b
is uniquely optimal.(ii) Let θ ∶ O∗(θ) = {b}, then gBi = 0, for all i = 1, . . . ,L from the dual solution and φBj (θ) > 0 for all j ≠ i1.
Thus, gBL+1 is positive since the means (µ’s) are positive. 2
Proof. Proposition 3. Let α ∈ D(θ), θ′α ∈ ∆Θα(θ). The definition of ∆Θα(θ) and Lemma 1 imply that we
must have a b
′
which is uniquely optimal under θ
′
(i.e., O∗(θ′) = {b′}) and α ∈ b′ . Then we have two cases for
the uniquely optimal solution b
′
depending on wether b
′
is a singleton or not.
In the first case b
′
= {α}, and Lemma 2 implies that for a f-UF policy gB′i = 0, i = 1, . . . ,L thus, the definition
of a f-UF policy implies that:
E
θ
′T jπ(n) = o(na), for all a > 0, for all j ∉ b′ . (A.1)
Therefore,
n −E
θ
′Tαπ (n) = ∑
j∉b′
E
θ
′T jπ(n) = o(na), for all a > 0. (A.2)
Now for any sequence βn = o(n) with βn < n (for all n), we obtain the following.
E
θ
′Tαπ (n) =
n
∑
k=1
k P
θ
′ [Tαπ (n) = k]
=
⌊βn⌋
∑
k=1
k P
θ
′ [Tαπ (n) = k] +
n
∑
k=⌊βn⌋+1
k P
θ
′ [Tαπ (n) = k]
≤ βnPθ′ [Tαπ (n) ≤ βn] + nPθ′ [Tαπ (n) > βn]
= n − (n − βn)Pθ′ [Tαπ (n) ≤ βn].
Therefore
n −E
θ
′Tαπ (n) ≥ (n − βn)Pθ′ [Tαπ (n) ≤ βn]. (A.3)
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From Eq. (A.2) and Eq. (A.3) we obtain
(n − βn)Pθ′ [Tαπ (n) ≤ βn] = o(na), for all a > 0,
thus
P
θ
′ [Tαπ (n) ≤ βn] = o(na−1), for all a > 0.
And the proof is complete for this case.
In the second case b
′
= {i1, . . . , ij}, for j = 2, . . . ,L + 1, where bandit α is one of i1, . . . , ij . Then as before
Eq. (A.1) holds ∀ a > 0, ∀ i ∉ b′ . It follows from Lemma 2 that for an f-UF policy we must have gB′i > 0, for
j −1 resource constraints, which we label as i = s1, . . . , sj−1. Using the last result and and Eq. (3.7) we obtain:
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
(c0i − cli)Eθ′T lπ(n) = o(na), ∀ a > 0. (A.4)
If we sum Eq. (A.1) for all i ∉ b
′
it follows that
n − ∑
i∈b′
E
θ
′T iπ(n) = ∑
i∉b′
E
θ
′T iπ(n) = εn, where εn = o(na), ∀ a > 0. (A.5)
Now, let xi1 , . . . , xij be the corresponding randomization probabilities, then ∑k∈b′ xk = 1 and from Eq. (A.5)
we have that
∑
i∈b′
(nxi −Eθ′T iπ(n)) = εn, where εn = o(na), ∀ a > 0. (A.6)
From the definition of z∗ we can write z∗(θ′) = ∑ik≠α xikµik(θik) + xαµα(θ′α), and from the DLP we have
z∗(θ′) = ∑sj−1k=s1 c0kgB
′
k + gB
′
L+1. Also, from the DLP we obtain that φ
B
′
i (θ′) = ∑sj−1k=s1 cikgB
′
k + gB
′
L+1 − µi(θi), for
i ≠ α, and φB
′
α (θ′) = ∑sj−1k=s1 cikgB
′
k + gB
′
L+1 − µi(θ′α), where φB′i (θ′) = 0 for i ∈ b′ .
After some algebra we can show that
z∗(θ′) = (c0s1 − cis1)gB
′
s1
+ . . . + (c0sj − cisj−1)gB
′
sj−1
+ µi(θi), for every i ∈ b′ , (A.7)
and
z∗(θ′) = ∑
ik≠α
xikµik(θik) + xαµα(θ′α)
= xi1(ci1s1gB
′
s1
+ . . . + ci1sj−1gB
′
sj−1
+ gB′L+1) + . . . + xij(cijs1gB′s1 + . . . + cijsj−1gB
′
sj−1
+ gB′L+1)
=
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
clixil + gB
′
L+1. (A.8)
Using z∗(θ′) = ∑sj−1k=s1 c0kgB
′
k + gB
′
L+1 , and Eq. (A.8) we have: z
∗(θ′) − gB′L+1 = ∑sj−1k=s1 c0kgB
′
k and
z∗(θ′) − gB′L+1 = ∑sj−1i=s1 gB
′
i ∑l∈b′ clixil which imply:
sj−1
∑
i=s1
gB
′
i c
0
i −
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
clixil = 0. (A.9)
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In addition, since ∑k∈b′ xk = 1 Eq. (A.9) can be written as:
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
c0i xil −
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
clixil = 0,
which simplifies into:
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
(c0i − cli)xil = 0.
Multiplying both sides of the last equation by n,
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
(c0i − cli)nxil = 0. (A.10)
From Eq. (A.4) and Eq. (A.10) we have that
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
(c0i − cli)(nxl −Eθ′T lπ(n)) = o(na), ∀ a > 0. (A.11)
Combining, Eq. (A.6) and Eq. (A.11) we obtain,
nxi −Eθ′T iπ(n) = o(na), ∀ a > 0, ∀ i ∈ b′ . (A.12)
For any n let
Γπn = ∑
l∉b′
T lπ(n), and F πn,i = ∑
l∉b′
(c0i − cli)T lπ(n),
where i is the i−th resource constraint. Now, for each resource constraint i, label as c∗i the minimum cji for
j = 1, . . . , k. With thus defined c∗i and the above definitions we have:
F πn,i ≤ Γ
π
n(c0i − c∗i ), for all constraints i = 1, . . . ,L.
Furthermore, from Eq. (A.5)
E
θ
′Γπn = o(na), ∀ a > 0. (A.13)
Now, Eq. (2.3) and the definition of F πn,i imply the following.
sj−1
∑
i=s1
gB
′
i (nc0i −Ci,π(n)) =
sj−1
∑
i=s1
gB
′
i F
π
n,i +
sj−1
∑
i=s1
gB
′
i ∑
l∈b′
(c0i − cli)T lπ(n). (A.14)
For any bandit in b
′
the following arguments hold. For simplicity we present these arguments only for the
specific bandit α for which α ∈D(θ), θ′α ∈∆Θα(θ).
Since gB
′
i > 0 (from the optimality of B
′
) and nc0i − Ci,π(n) ≥ 0, ∀ n,∀ i (from the feasibility of π) the
right side of Eq. (A.14) is nonnegative. Using the non negativity inequality of the right side of Eq. (A.14) and
moving the term that corresponds to bandit α to the left side in the equation Eq. (A.14) (and changing the sign
of (c0α − clα)) we obtain the inequality below,
sj−1
∑
i=s1
gB
′
i (cαi − c0i )Tαπ (n) ≤
sj−1
∑
i=s1
gB
′
i F
π
n,i +
sj−1
∑
i=s1
gB
′
i ∑
l∈b′ ,l≠α
(c0i − cli)T lπ(n).
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Using Eq. (A.7) on both sides of the above inequality (for i = α in the left hand side and for all i ∈ b
′
, i ≠ α in
the right side) we obtain:
(µα(θ′α) − z∗(θ′))Tαπ (n) ≤
sj−1
∑
i=s1
gB
′
i F
π
n,i + ∑
l∈b′ ,l≠α
(z∗(θ′) − µl(θl))T lπ(n),
which simplifies into:
µα(θ′α)Tαπ (n) ≤
sj−1
∑
i=s1
gB
′
i F
π
n,i + z∗(θ′)∑
l∈b′
T lπ(n) − ∑
l∈b′ ,l≠α
µl(θl)T lπ(n).
Now from the definition of Γπn we have that n − Γπn = ∑l∈b′ T lπ(n) and recall that z∗(θ′) = xαµα(θ′α) +
∑l∈b′ ,l≠α xlµl(θl) and that by assumption µl(θl) > 0. Using these and simple algebra the above inequality can
be written as,
Tαπ (n) ≤ nxα +
sj−1
∑
i=s1
gB
′
i
µα(θ′α)F
π
n,i + 1
µα(θ′α) ∑l∈b′ ,l≠α(nxl − T
l
π(n))µl(θl).
The last inequality can be rearranged and written as,
nxα − Tαπ (n) +
sj−1
∑
i=s1
gB
′
i
µα(θ′α)F
π
n,i + 1
µα(θ′α) ∑l∈b′ ,l≠α(nxl − T
l
π(n))µl(θl) ≥ 0.
For simplicity the above will be written as
nxα − Tαπ (n) +A1π(n) +A2π(n) ≥ 0.
where A1π(n) = ∑sj−1i=s1 gB
′
i
µα(θ
′
α)
F πn,i and A
2
π(n) = 1µα(θ′α) ∑l∈b′ ,l≠α(nxl − T lπ(n))µl(θl).
Note that from Eq. (A.12) (and Eq. (A.13) respectively) it follows that Aiπ(n) = o(na), ∀ a > 0, and i = 1,2,
since all means are positive. From the Markov inequality, for any positive βn = o(n)
P
θ
′ (nxα − Tαπ (n) +A1π(n) +A2π(n) ≥ nxα − βn) ≤
E
θ
′ (nxα − Tαπ (n) +A1π(n) +A2π(n))
nx
′
α − βn
=
o(na)
nxα − βn = o(n
a−1), ∀ a > 0.
Using the above we obtain,
P
θ
′ (Tαπ (n) ≤ βn) ≤ Pθ′ (Tαπ (n) ≤ βn +A1π(n) +A2π(n)) = o(na−1),∀ a > 0.
And the proof is complete for this case too. 2
For the analysis in proof of Lemma 4 we use the index ui(θˆt, θ′i) at block t, where θ′i is the corresponding
inflated θi, to denote the index ui(θˆt) of bandit i. In fact θ′i ≡ θ0i (Sπ0(t − 1), T iπ0(Sπ0(t − 1))) according to
the definition of our policy.
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Lemma 7 Under conditions (C1),(C2), and (C3) policy π0 satisfies:
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
≤
1
mbiKi(θ) , for all i ∈D(θ), i ∈ b, b ∉ O
∗(θ),
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
= 0, for all i ∉D(θ), i ∈ b, b ∉ O∗(θ),
lim
n→∞
EθT̃
b
π0,1
(Ln)
logLn
= 0, for all b ∉ O∗(θ).
Proof. From the relation between the two indices ui and Ji we have that
T̃ bπ0,2(Ln) =
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), ui(θˆt, θ′i) > z∗(θ) − ǫ}
≤
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), Ji(θˆt, ǫ) < logSπ0(t − 1)T i
π0
(Sπ0(t − 1))}
=
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt),
Ji(θˆt, ǫ) < logSπ0(t − 1)
T i
π0
(Sπ0(t − 1)) , Ji(θˆ
t, ǫ) > Ji(θ, ǫ) − δ}
+
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt),
Ji(θˆt, ǫ) < logSπ0(t − 1)
T i
π0
(Sπ0(t − 1)) , Ji(θˆ
t, ǫ) ≤ Ji(θ, ǫ) − δ}
≤
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), T iπ0(Sπ0(t − 1)) < logLnJi(θ, ǫ) − δ}
+
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), Ji(θˆt, ǫ) ≤ Ji(θ, ǫ) − δ}.
Now, the first sum of the last inequality for c =
logLn
Ji(θ,ǫ)−δ
is equal to
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), T iπ0(Sπ0(t − 1)) < c}
≤
Ln
∑
t=2
1{π0t = b, T iπ0(Sπ0(t − 1)) < c}
=
Ln
∑
t=2
⌊c/mbi ⌋
∑
s=0
1{π0t = b, T iπ0(Sπ0(t − 1)) = smbi +m0i }
=
⌊c/mbi ⌋
∑
s=0
Ln
∑
t=2
1{π0t = b, T iπ0(Sπ0(t − 1)) = smbi +m0i }
≤ ⌊c/mbi ⌋ + 1
≤
c
mbi
+ 1 = logLn
mbi(Ji(θ, ǫ) − δ) + 1.
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Thus,
Eθ
Ln
∑
t=2
1{π0t = b, bt0 ∈ O∗(θ), ui(θˆt, θ′i) = uα∗(θˆt), T iπ0(Sπ0(t − 1)) < logLnJi(θ, ǫ) − δ}
≤
logLn
mbi(Ji(θ, ǫ) − δ) + 1. (A.15)
Furthermore,
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), Ji(θˆt, ǫ) ≤ Ji(θ, ǫ) − δ}
≤
Ln
∑
t=2
1{b ∉ O∗(θ), b ∈ O∗(θˆt), Ji(θˆt, ǫ) ≤ Ji(θ, ǫ) − δ}
Then from (C2) and Remark 3 we have that
Eθ
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), Ji(θˆt, ǫ) ≤ Ji(θ, ǫ) − δ}
≤ o(logLn). (A.16)
Now we have that ui(θˆt, θ′i) = uα∗(θˆt) > us(θˆt, θ′s) for any bandit s which is contained in an optimal BFS of
θ. Thus we can show the following inequalities
T̃ bπ0,1(Ln) =
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), ui(θˆt, θ′i) ≤ z∗(θ) − ǫ}
≤
Ln
∑
t=2
1{us(θˆt, θ′s) ≤ z∗(θ) − ǫ}
≤
Ln
∑
t=2
1{us(θˆj , θ′s) ≤ z∗(θ) − ǫ, for some j ≤ Sπ0(t − 1)}
=
Ln
∑
t=2
1{∣θˆjs − θs∣ > ξ, for some j ≤ Sπ0(t − 1)}.
Thus from condition (C3)
Eθ
Ln
∑
t=2
1{π0t = b, b ∉ O∗(θ), b ∈ O∗(θˆt), ui(θˆt, θ′i) = uα∗(θˆt), ui(θˆt, θ′i) ≤ z∗(θ) − ǫ}
≤ o(logLn). (A.17)
Finally, it follows from Eq. (A.15), Eq. (A.16) and Eq. (A.17) that
EθT̃
b
π0(Ln) ≤ logLnmbi(Ji(θ, ǫ) − δ) + 1 + o(logLn) + o(logLn).
Now from the definition of Ji(θ, ǫ) and (C1) we have that
lim
ǫ→0
Ji(θ, ǫ) =Ki(θ), for i ∈ D(θ) and lim
ǫ→0
Ji(θ, ǫ) =∞, for i ∉ D(θ).
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Thus
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
≤
1
mbi Ki(θ) , for all i ∈D(θ), i ∈ b, b ∉ O
∗(θ),
lim
n→∞
EθT̃
b
π0,2
(Ln)
logLn
= 0, for all i ∉ D(θ), i ∈ b, b ∉ O∗(θ) and
lim
n→∞
EθT̃
b
π0,1
(Ln)
logLn
= 0, for all b ∉ O∗(θ).
This completes the proof. 2
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