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De vectorvergelijking die ontstaat bij passende discretisatie van 
het Dirichlet-probleem voor de Laplace-vergelijking kan worden opgelost 
met behulp van het semi-iteratieve proces: 
Hierin is u0 een beginvector die op de randen van een gebied voorge-
schreven waarden aanneemt; 1\. een benadering van de gezochte oplossings-
vector; H een matrix waarvan vele elementen nul blijken te zijn (een 
"sparse matrix"); en Pk een polynoom dat iteratief wordt geconstrueerd. 
Het polynoom Pk moet z6 geconstrueerd warden, dat de rij 1\. zo 
snel mogelijk convergeert. Om dit doel te bereiken kiest men voor Pk 
meestal een Chebyshev-polynoom, Stiefel [2] ziet een mogelijkheid de 
convergentie van 1\. te versnellen door Pk z6 te kiezen, dat bij het 
iteratie-proces speciale nadruk komt te liggen op d1e gebieden van het 
spectrum van H, waar de beginfout geacht wordt het grootst te zijn. 
In dit verslag warden theorie en experiment vergeleken. 
1. Probleemstelling 
Het Dirichlet-probleem voor de Laplace-vergelijking op een vier-
kant, leidt tot het volgende gediscretiseerde probleem (zie [1]): 
Gevraagd een functie u die voldoet aan 
( 1. 1 ) ( 1-H) u = 0 op B, 
( 1. 2) u = f op aB. 
Hierin is 
u een roosterfunctie (vector) die waarden aanneemt op het rooster B: 
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B = { ( rx , ry ) I rx , ry = 0 , 1 , 2 , . , . , R} , 
B de verzameling inwendige punten van B: 
B = {(rx,ry) I rx,ry = 1,2, ... ,R-1}, 
en aB de verzameling randpunten van B: 
:rn = B - B. 
De operator H, die voorlopig alleen op het binnengebied B gedefinieerd 
is, berekent het gemiddelde van u over de vier naaste buren van (rx,ry) 
i. e, 
( 1. 3) Hui ( ) = -41 [u(rx,ry-1 )+u(rx-1,ry)+u(rx+1,ry)+u(rx,ry+1 )], rx,ry 
Men gebruikt hiervoor vaak de molecuul-notatie: 
( 1 • 4) 
mol(H) = ¾ r: 0 :J 
Verder voeren wij in: 
G , de verzameling van functies op B, en 
G0 , de verzameling van functies op B die op aB nul worden. 
We zullen een rij {~} genereren, die moet convergeren naar u. 
Aangezien we de waarden van u op aB kennen, kunnen we er voor zorgen 
dat de fout 
( 1. 5) 
in de ruimte G0 ligt. 
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Stel dat 
( 1. 6) 
waarin Pk een polynoom van de graad k is; dan geldt voor '\: 
( 1. 7) 
We kunnen Hop de rand nog vrij kiezen, en nemen: 
( 1 ,JI ) Hul(rx,ry) = u(rx,ry), op 8B; 
of in molekuulnotatie: 
( 1 , 4 I ) mol(H) = [1], op 8B. 
Hiermee is (1,1) uitgebreid tot het hele gebied B: 
(1.1') (1-H)u=O, 
Indien we Pk z6 normeren, dat 
( 1.8) 
reduceert (1.7) tot 
( 1.9) 
In verband met (1.6) moet 
(1.10) u = f op 8B. 0 
op B. 
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2. Minimalisatie van de fout 
2.1. Eigenwaarden van H 
In verband met de afschatting van de fout, vk = Pk(H) vO, is het 
volgende van belang (zie [1]): De eigenvectoren e., van H, vormen een 
J 
compleet, orthogonaal stelsel in G0 , en de eigenwaarden µj liggen 
tussen de grenzen 
( 2. 1 ) mumin < µ. _< mumax, 
- J 
waarin 
mumin = -1 +; 
mumax = 
h = ,r/R (roosterafstand). 
2 We zullen aannemen dat de eigenvectoren e., j = 1,2, ... ,(R-1) , ge-
J 
rangschikt zijn naar opklimmende waarden vanµ., en dat (e.,e.) = 1. 
J J J 
2.2. Keuze van een norm. 
De beginfout v0 kan ontbonden worden in eigenvectoren van H: 
(2.2) Vo = I C. e •. 
J J 
Voor vk vindt men dan 
(2.3) L c. Pk(µ.) e., 




( 2. 5) I C. Pk(µ. ) I < 11 p 11 11 V 11 J J k max O max' 
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Men kan Vk snel naar nul laten gaan door: 
1° minimalisatie van I IPkl lmax (Richardson~Chebyshev-proces), 
2° minimalisatie van I IP k I I 2 ; 
beiden onder de nevenconditie 
Bij deze methodes wordt geen gebruik gemaakt van de mogelijkheid 
dat het gedrag van cj globaal, maar niet exact, bekend kan zijn. Met 
behul~ van een functie d. die het globale gedrag van c. vertoont, kan 
J J 
men pogen I IVkl 12 , en niet I IPkl 12 , te minimaliseren. Dit leidt tot een 
derde methode: 
3° mini~alisatie van l d~ P~(µj) = I IPkl I!, dj ~ O. 
Op deze wijze kan men delen van het spectrum van v0 bij het iteratie-
proces benadrukken .(met het bijbehorende risico van verwaarlozing van 
het verdere spectrum). 
2,3. Benadering van gekozen normen 




In formule (2.7) is geen rekening gehouden met het feit dat de eigen-
waarden µ. onregelmatig over het interval (mumin,mumax) verdeeld kunnen J . 
liggen; di t wordt hersteld bij de benadering van 11 Pk 11; :· 
mum.ax 




~(µ. 1-µ. 1) g(µJ.)'" d~ J+ J- J 
2.4. Convergentiesnelheid 
In het algemeen zal de fout exponentieel naar nul gaan. We definieren 
een feitelijke convergentiesnelheid 
(2.9) 
en een theoretische convergentiesnelheid 
(2.10) R ( k) = - t log 11 Pk 11 • 
Aangezien 
geldt 
(2.11) * R (k) .:_R(k). 
Het proces zal dus niet langzamer mogen convergeren dan theoretisch is 
voorspeld. 
3, Norm-minimaliserende polynomen 
We voeren een transformatie uit die het interval (mumin,mumax) 
lineair overvoert in het interval (-1,1): 
( 3. 1 ) y( µ) = 
Verder definieren we: 
Y7 = 
(3.2) ~(y) = 
w(y) = 
2µ - (mumax+mumin) 
mumax - mumin 
y ( 1 ) (y 1 > 1 ) , 
pk ( µ) 
' 
y = y( µ)' 
g( µ) y = y( µ). 
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Het probleem is nu: de minimalisatie van 




(3.4) I 1~11; = f 2 '%_(y) w(y) dy, 
-1 
onder de nevenconditie 
( 3. 5) 
3,1. Maximum-norm (Chebyshev-polynomen) 
Minimalisatie van de maximum-norm wordt gerealiseerd door 
(3.6) Tk(y) ~ (y) = T (y ) ' 
k 1 
waarin Tk een k-de graads Chebyshev-polynoom van de eerste soort is 
(zie [1] en [3]). 
De norm van~ is 
(3,7) I lc:ij•j = {cosh(k log r)}- 1, 
"""k max 
waarin 
(3.8) r = y 1 + /y~ - 1 \ • 
Voor de theoretische convergentiesnelheid vindt men 
(3,9) R ( k) = - £ log 11 ~ 11 = log r - £ log 2 + o ( i) , 
3,2, Gewogen tweenorm (kern-polynomen) 
Zij {~k(y)} een stelsel polynomen dat op het interval (~1,1) 




J qk(y) ql(y) w(y) dy = hk 0k,l 
-1 
Beschouw nu het polynoom 
(3,11) 
Polynomen van deze vorm noemt men kern-polynomen (zie bijvoorbeeld [2] 
en [3]); zij danken hun naam aan de eigenschap dat 
Het kern-polynoom K is dus een reproducerende kern (een soort o-functie) 
n 
voor willekeurige polynomen f., van graad j < n: 
J 
(3.12) (K (y 1,y),f.(y)) = f.(y 1), J < n. n J w J 
Voor de norm van K vinden we met behulp van (3.12) dat 
n 
(3, 13) 
Het stelsel {Kn(y 1,y)} is orthogonaal ten opzichte van het gewicht 
(y 1-y)w(y); uit (3.12) volgt immers voor een willekeurig polynoom fj' 
van graad j < n, dat 
(3, 14) 
1 
J Kn(y 1,y) fj(y) (y 1-y) w(y) dy = O, j < n. 
-1 
De polynomen K zijn voor ons van nut wegens de volgende eigenschap 
n 
(norm-minimalisatie): 






S.(y) = K (y 1,y) + R (y), J n m 
waarin R een polynoom is van graad m ,::_ n, met 
m 
R (y) = O· 
m 1 ' 
we vinden voor de norm van S.: 
J 
wegens (3.12) is de laatste term nul; hieruit volgt de bewering. 
Blijkbaar is 
(3, 16) 
het door ons gezochte, norm-minimaliserende polynoom. 
4. Toepassingen 
De resultaten van paragraaf 3,2 zijn door ons op twee manieren 
toegepast in een numeriek proces. 
4. 1 . Proces I 
Minimalisatie van de norm 
( 4. 1 ) 11 . II s , ( 1-y)a( 1+y) 
wordt gerealiseerd door het polynoom 
n 
-1 I h. q/y1) q/y) j=1 J (4.2) ~(y) = n 
-1 I h. q/y1) qj(y1) j=1 J 
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waarin q. het Jacobi-polynoom P~S 
J J 
is. 
Voor de convergentiesnelheid van dit proces in de norm (4.1) kan 
een asymptotische uitdrukking gevonden warden. De recursie-coefficienten 
a, b enc van de Jacobi-polynomen PaS gaan naar de limieten O, 2, 
n n n n 
respectievelijk 1. Hieruit volgt dat 
voor n + oo; 
waarin 
(3.8) r = y 1 + /y~ - 1 • 
Met behulp van (2.10) en (3.13) vindt men na enig rekenen dat 
(4.3) R(n) + log r, voor n + 00 
Blijkbaar is de convergentiesnelheid van dit proces in de limiet gelijk 
aan die van het Richardson-Chebyshev proces (3,9). 
In het ALGOL-programma voor proces I is gebruik gemaakt van een 
4-traps recursie voor de optimale polynomen Q (zie [1]). Wegens de 
n 
orthogonaliteit (3.14) bestaat er voor het stelsel {~} ook een 3-traps 
recurrente betrekking. In ons geval, q. = P~S, kunnen de recursie-
J J 
coefficienten numeriek bepaald warden. Het bijbehorende proces is vol-
gens Stiefel [2] stabiel. 
We zullen hier niet verder op dit proces ingaan, omdat de beschouwing 
van paragraaf 3,2 ons op het spoor brengt van een veel eenvoudiger proces, 
dat vergelijkbare resultaten kan opleveren. 
4.2. Proces II 
Minimalisatie van de norm 
(4.4) 11-11 a S -1 ( 1-y) ( 1+y) ' ( y 1 -y) 
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wordt volgens (3.14) en (3.15) gerealiseerd door 
(4.5) 
Voor Q geldt de recurrente betrekking: 
n 
(4.6) Qn+1(y) 
pas ( ) 
n Y1 
= ( a +b y) S . Q (y) - c 
n n pa ( ) ~ n 
n+1 Y1 
p~~ 1 (y 1) 
p:!,cy 1) Qn-1 (y) ' 
waarin a, b enc de recursiecoefficienten zijn van de Jacobi-polynomen 
n n n 
pas. 
n 
Het bijbehorende numerieke proces is stabiel [2]. De convergentie-




Voor enkele speciale gevallen berekenden we de convergentiesnelheid 
van het residu, 
tk = (1-H) ~• 
Deze is: 
( 5. 1 ) 1 ~ = - k log 
waarin als norm genomen is 
I !al I = max la(rx,ry) I, 
0.::_rx ,ry.::_R 
Een streepje in de tabel duidt op een instabiel proces; voor het gebruikte 
stabiliteitscriterium zij verwezen naar [1]. Het aantal roosterpunten 
is be~aald door de keuze, R = 10. 
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Start vector 3. 
u0 (rx,ry) = sin(rx.h) sin(ry.h) 
Proces I 
a. s R( 10) R(20) R(50) 
0 0 . 15 .21 .26 
0 . 16 .22 .26 
0 2 
-.25 0 , 17 ,23 .27 
-.5 0 .20 .26 .28 
-,75 0 
Proces II 
-,5 -,5 .25 .28 .29 
0 0 . 19 ,23 .26 
0 .20 .24 .27 
0 2 . 21 .24 .27 
0 3 .22 .25 .27 
-.25 0 . 21 .25 .28 
-,5 0 .25 .28 .29 
-,75 0 .32 ,32 . 30 
.5 -,5 . 14 .20 .25 
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Startvector 4 
u0(rx,ry) = (rx.h-2) (ry.h-2) sin(rx.h) sin(ry,h) 
Proces I 
Cl. s R( 10) R(20) R(50) 
0 0 ,33 . 31 ,30 
0 ,33 ,32 ,30 
0 2 
-,25 0 . 31 , 31 . 31 
-,5 0 .29 ,32 . 31 
-,75 0 
Proces II 
-,5 -.5 .26 ,36 . 31 
0 0 . 30 ,33 . 31 
0 .30 ,34 . 31 
0 2 ,30 .36 ,32 
0 3 . 31 ,35 . 32 
-,25 0 .28 ,35 ,32 
-,5 0 ,27 ,35 . 31 
-,75 0 .26 , 31 . 32 
. 5 -,5 ,33 ,30 ,29 
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Startvector 5 

































R( 10) R(20) R(50) 
.48 . 41 .34 
.40 .39 .34 
.39 ,39 .33 
.32 .35 .33 
.23 .30 ,32 
.31 .34 .33 
• 31 ,33 .33 
.36 ,33 .29 
.34 .26 .24 
.27 ,32 ,33 
,23 ,29 .31 
.20 .28 .31 



















. 5 -,5 
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1, ry=R 
0, overige gevallen. 
R( 10) R(20) 
.34 ,32 
,33 ,33 
, 31 . 35 
.25 ,30 
,27 . 32 
. 31 ,34 
. 32 ,33 
.30 .28 
.22 . 19 
, 31 ,33 
,29 . 31 
,25 .28 















Voor twee gevallen stelden we, in verband met lage waarden van 
R(50), het aantal iteraties op 150, Ter vergelijking zijn de resultaten 
van het Richardson-Chebyshev proces ernaast afgedrukt. 
Proces II 
start-
vector a B R(10) R(20) R(50) R(100) R(150) 
5 0 3 ,34 .26 .24 ,25 
5 -,5 -,5 ,23 ,30 ,32 ,32 
6 0 3 .22 .19 .21 .24 
6 -,5 -,5 ,27 
-~ ,31 .25 
5.2. Effect van de gewichtsfunctie 
Door keuze van de gewichtsfunctie kan men bepalen welke delen van 
het spectrum van H bij het iteratieproces benadrukt zullen worden. De 
onderzochte. mogelijkheden zijn: 
proces I : w = (1-y)a(1+y)s 
proces II: w = (1-y)a(1+y)s(y1-y)-1 a,S > -1. 





Variatie van a en S heeft bij beide processen hetzelfde effect: naarmate 
a stijgt en/of S daalt wordt de omgeving van y = 1 meer beklemtoond en 
die van y = +1 meer verwaarloosd (en andersom), 
We zullen nagaan of dit effect ook blijkt uit de waarnemingen: 
Startvector 3 is de eigenvector van H met de grootst mogelijke eigen-
waarde; iedere beklemtoning van de, omgeving van y = 1 vergroot de con-
vergentiesnelheid. 
Startvector 4 en 5 hebben vergeleken met startvector 3 steeds lagere 
eigenwaarden in hun spectrum, het spectrum wordt breder. Bij startvector 5, 
proces II, a= 0, S = 3 ziet men een geval van verwaarlozing van het lage 
deel van het spectrum. 
Startvector 6 is moeilijk vergelijkbaar met de vorige startvectoren, de 
beginfout heeft een breed spectrum. Het geval, proces II, a= 0, S = 3, 
is weer een voorbeeld van verwaarlozing van het lage deel van het spectrum, 
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5,3, Conclusies 
Door varieren van de gewichtsfunctie kan, afhankelijk van de start-
vector, een flinke variatie in de convergentiesnelheid worden verkregen. 
Deze variatie is vaak. toe te schrijven aan slechte keuze van de gewichts-
functie (verwaarlozing van een deel van het spectrum). 
Convergentieversnellingen ten opzichte van het Richardson-Chebyshev-
proces zijn het duidelijkst waarneembaar bij een klein aantal iteraties. 
Proces I heeft, bij een groot aantal iteraties, dezelfde theoretische 
convergentiesnelheid als het Richardson-Chebyshev-proces (ieder in de 
bijbehorende norm). 
Het lijkt niet eenvoudig om bij een bepaalde startvector een ge-
wichtsfunctie te vinden die een proces levert dat zeker sneller is dan 
het Richardson-Chebyshev-proces. 
Men krijgt enigszins de ind.ruk dat "A plateau is reached, however, 
beyond which it is difficult to envision significant gains 'in efficiency 
without a fresh approach" ( [3], pag. 270). 
6. ALGOL 60 programma voor proces II 
Hieronder volgt een ALGOL 60 programma voor proces II, bestemd voor 
het MC-ALGOL 60-systeem voor de X8 [4]. Dit proces wordt beschreven door 
(1.9), (3.2), (4,5) en (4.6). Bij iedere iteratiestap wordt de conver-









gewenste gewichtsfunctie (4.4) 
gewenste gewichtsfunctie (4.4) 
19 
doorgaan als doorgaan = -1 eindigt het programma na de K-de iteratie; 
als doorgaan = 1 kan men weer een nieuwe rij getallen, R, K; 
i, etc. in laten lezen. 
Het programma is voorzien van comments; voor de identifiers zijn dezelfde 
letters gebruikt als in dit verslag. 
begin comment mjwj,21 1 71 ,opdrnr R2082, 
richardl.son-jacobi methode voor model-dirichlet probleem, 
de matrix is die van een jacobi proces met plusformule; 
integer K,R,Rmineen,k,rx,ry,i; 
real alfa, beta, 











mum.in : = -1 +. 5Xhaxha; mu.max: =1-. 5Xhaxha; 
y1 :=( 8--mumax-mu:min) /(mumax-nru.min); 
eps:=y1-1; 
begin 
comment de achtervoegsels m,n en p geven aan hoever een 
ldentif'ier ender of boven het rekursieniveau ligt, 
m betekent min,n betekent niveau en p betekent plus; 
real array um[ O:R,O:R] ,un[ O:R,O:R] ,up[ O:R,O:R] ,yn[ O:R,O:R]; 
'reiI procedure F(i);integer i; 
'Eeg'In comment F( i) "fuepaal t beginapproximatie; 
if' 1=1 then F:=READ else 
TI' i =2~n F:=O el~ 
TI' 1=3 tnenF:=sin\rxXha)xsin(ryXha.) else 
F 1=4 then F:=(rxXha,-2)x(ryXhBl-2)Xsin(rxXha)Xsin(ryXha) else 
F 1=5 wn F:=( rx><ha-2)x(ryXh&-2)x( rx><hai-1 )x( ryXha,-1 )x 
- - sin(rx><ha)xsin(ryXha) else 





begin comment YHberekent y(H) un ; 
for rx:=1 step 1 until Rmineen do 












begin comment wij starten op recursieniveau k is 0 
pi is Jacpol in y1,u is oplossing; 
pin:=1; 
pip:=.5X(alfa--beta)+ .5x(alfa+beta+2)Xy1; 
for rx:=0 step 1 until R do 
for ry:=0 step 1 until R oo 
un[rx,ry]:=F(i); 
YH; 
for rx:=0 step 1 until R do 












for rx:=0 step 1 until R do 
r'or ry:=0"s-tep 1 until Rcto 




for rx:=0 step 1 until R do 







begin comment Dun berekent (1-H)un; 
Dn:=O; 
f0r rx:,=1 step 1 until Rmineen do 
for ry:.=1 step 1 until Rmineen ao 
oegin d:=un[rx,ry]-.25X(un[rx,ry-1]+un[rx-1,ry]+ 
un[rx+1,ry]+un[rx,ry+1]); 
Dn:=if Dn>abs(d) then Dn else abs(d); 
end - - -
en"cl; 
procedure output; 
begin comment drukt un af; 
integers; 
NEW.PAGE; 
NLCR;NLCR;FRINTTEXT(i oplossing na i); 
ABSFIXT( 3, 0 ,k-1 ) ;PRIN'ITEXT( i i teraties i) ;NI.CR; 
if R< 12 then s:=1 else ifR<24 then s:=2 else 
TI' R< 36 tEe'ii s:=3 else Tr lk 4otnen s:=ret'se got0 ~IND; 
Tor ry:=O'srep 1 unur'Rcio - - -- -
oegin NLCR;for rx:=O stepl until R do 
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