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Abstract
We present a property that is a characterization of the solution to a scalar optimization problem. This property is
also considered in vector optimization, and two sufficient conditions are provided: one is in connection with strict
efficiency and the other takes into account topological characteristics of the problem.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Interest in getting approximate solutions of optimization problems has spread greatly during the last
twenty years. This growing interest is essentially due to two reasons. Firstly, mathematical models are an
approximation of the practical situations modelled. Secondly, the use of an algorithm in a computer in
order to solve an optimization problem often leads to an approximation of the solution.
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In particular, the interest has been emphasized in multiobjective optimization because this area
considers decision models widely used in practice.
The first concepts of approximate solution or ε-efficient solution in multiobjective optimization appear
in the works of Kutateladze [1], Loridan [2] and White [3]. Loridan [2] defines the concept of ε-efficient
point for a set and, starting from this concept, he extends the ε-optimal solution concept from scalar
optimization problems to multiobjective optimization problems defining the notion of ε-efficient solution
in a Pareto context. This definition is the same as Kutateladze’s notion introduced in [1].
An important property of any solution x0 in scalar optimization, denoted by Pr in what follows (see
Definition 2.6), is that for any degree of precision ε > 0 we can find a neighborhood B( f (x0), δ) of f (x0)
in such a way that the feasible points in f −1(B( f (x0), δ)) are ε-solutions of the optimization problem,
even if the objective function is discontinuous at the solution. This result gives conditions to analyze if
a sequence of points obtained applying an iterative algorithm converges to a solution of the problem [4,
Section 5].
Pr is not true in general for vector optimization problems. However, situations exist in which Pr is
true. We wish to investigate conditions that imply this property also in vector optimization problems.
One of them is the notion of strict local efficient solution of order m, which has been recently introduced
by Jiménez in [5], extending the concept of strict local minimum from scalar optimization problems to
vector optimization problems.
The notion of strict local minimum was used by Hestenes [6] to obtain sufficient optimality conditions
in scalar problems. Cromme [7] used this concept in a study of the convergence of iterative numerical
procedures. In [8], Jiménez and Novo provide first and second order sufficient conditions for strict local
Pareto minima of orders 1 and 2 in some multiobjective programs.
In Section 2, we set up the notation and terminology. Section 3 presents some properties of strict
efficient solutions in vector optimization related to the ε-efficiency notion. In Section 4, we extend the
results of Section 3 to efficient solutions of some vector optimization problems with certain topological
properties.
2. Notation and preliminaries
Let X and Y be two normed spaces, S ⊂ X , S = ∅, and let D ⊂ Y be a convex, closed and pointed
cone. The cone D defines a partial order in Y as usual:
y, y′ ∈ Y, y ≤ y′ ⇐⇒ y′ − y ∈ D.
We use y ≤ y′ if y′ − y ∈ D. Given a function f : X → Y , the following general vector optimization
problem is considered:
Min{ f (x) : x ∈ S}. (1)
B(y, δ) denotes the open ball of center y ∈ Y and radius δ > 0. cl(Q) designates the closure of the
set Q ⊂ Y .
Definition 2.1. A point x0 ∈ S is said to be an efficient solution for (1), denoted by x0 ∈ Min( f, S), if
there is no x ∈ S such that f (x) − f (x0) ∈ −D \ {0}.
Definition 2.2. Let ε ∈ D. A point x0 ∈ S is said to be an ε-efficient solution for (1), denoted by
x0 ∈ Minε( f, S), if there is no x ∈ S such that f (x) − f (x0) + ε ∈ −D \ {0}.
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Remark 2.1. Note that Definition 2.2 depends on the objective value f (x0). Therefore, if x0 ∈
Minε( f, S) then f −1( f (x0)) ∩ S ⊂ Minε( f, S).
Definition 2.2 becomes Definition 2.1 when ε = 0. On the other hand, Definition 2.2 extends the
following definition of approximate solution in scalar optimization problems.
Definition 2.3. In problem (1), assume that Y = R and D = R+. Let ε ≥ 0. A point x0 ∈ S is said to be
an ε-solution for (1), or an approximate solution up to ε for (1), if f (x0) − ε ≤ f (x), ∀ x ∈ S.
The following definitions collect the concepts of strict efficient solution of order m and strict efficient
solution introduced by Jiménez [5].
Definition 2.4. Let m ≥ 1 be an integer. We say that the point x0 ∈ S is a strict efficient solution of order
m for (1), denoted x0 ∈ Str(m, f, S), if there exists a constant α > 0 such that
( f (x) + D) ∩ B( f (x0), α‖x − x0‖m) = ∅ ∀ x ∈ S\{x0}. (2)
Definition 2.5. We say that the point x0 ∈ S is a strict efficient solution for (1), denoted x0 ∈ Str( f, S),
if f (x) ≤ f (x0),∀ x ∈ S\{x0}.
A simple verification shows the following relations.
Proposition 2.1. Str(m, f, S) ⊂ Str( f, S) ⊂ Min( f, S) ⊂ Minε( f, S).
In this paper we examine the following property.
Definition 2.6. We say that the point x0 ∈ S satisfies property Pr if
∀ ε ∈ D\{0} ∃ δ > 0 such that f −1(B( f (x0), δ)) ∩ S ⊂ Minε( f, S).
We conclude this section with two properties for set-valued maps that will be used in this paper.
Both have been used in [9] to obtain conclusions about the stability of the efficient set in multiobjective
optimization problems.
Definition 2.7. Let F : X  2Y be a set-valued map.
(a) F is said to be upper semicontinuous at a point x0 ∈ X if (xn) ⊂ X , xn → x0, (yn) ⊂ Y , yn ∈ F(xn)
and yn → y0 all imply that y0 ∈ F(x0).
(b) F is said to be uniformly compact near a point x0 ∈ X if there is a neighborhood U of x0 such that
the closure of the set
⋃
x∈U F(x) is compact.
3. Strict efficiency and ε-efficiency
The following theorem characterizes the solutions in scalar optimization problems by means of a
property associated to the approximate solutions of these problems.
Theorem 3.1. Let (1) satisfying Y = R and D = R+. Suppose that x0 ∈ S. Then, x0 ∈ Min( f, S) if and
only if x0 satisfies property Pr.
Proof. Part “if”. Choose a sequence (εn) such that εn ↓ 0. By hypothesis, ∀ n ∈ N, there exists δn > 0
such that
f −1(B( f (x0), δn)) ∩ S ⊂ Minεn( f, S). (3)
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As x0 ∈ S we have x0 ∈ f −1(B( f (x0), δn)) ∩ S and by (3), x0 ∈ Minεn( f, S). Consequently,
f (x0) − εn ≤ f (x), ∀ x ∈ S and ∀ n ∈ N. Letting n → ∞, we have f (x0) ≤ f (x), ∀ x ∈ S, and
we conclude that x0 ∈ Min( f, S).
Part “only if”. Let x0 ∈ Min( f, S) and suppose that there exists ε > 0 such that, for δn = 1/n,
we can build a sequence (xn) ⊂ S with f (xn) → f (x0) and xn ∈ Minε( f, S). Since xn is not an ε-
efficient solution for (1) and x0 ∈ Min( f, S), we have f (xn) − ε > f (x0). Taking n → ∞ we obtain
f (x0) − ε ≥ f (x0), which is a contradiction. 
Theorem 3.1 gives a necessary condition to analyze if a sequence of points obtained by applying an
iterative algorithm converges to a solution of the problem.
Pr is not true in general for vector optimization problems as the following example shows.
Example 3.1. Consider problem (1) with X = Y = R2, D = R2+ and
S = {(x, y) ∈ R2 : y > 0} ∪ {(0, 0)}.
Let f : R2 → R2 be given by f (x, y) = (x, y),∀ (x, y) ∈ R2. In this multiobjective problem,
x0 = (0, 0) ∈ Min( f, S). However, taking ε = (1, 0) ∈ D we see that there is no δ > 0 satisfying
Pr because the feasible sequence xn = (0, 1/n) satisfies f (xn) → f (x0) and xn ∈ Minε( f, S), ∀ n ∈ N.
This last assertion is true since for the feasible sequence zn = (−(n + 1), 1/n) we have
f (xn) − ε ∈ f (zn) + D\{0}.
However, there are situations in which Pr is also true in vector optimization problems as the next
theorem shows.
Theorem 3.2. Consider problem (1) with f continuous at x0. If there exists m ≥ 1 such that x0 ∈
Str(m, f, S) then Pr is satisfied.
Proof. First, if f (x0) is an isolated point of f (S) then there exists δ > 0 such that B( f (x0), δ)∩ f (S) =
{ f (x0)}. Therefore, f −1(B( f (x0), δ)) ∩ S = f −1( f (x0)) ∩ S and, using Remark 2.1, we obtain
f −1( f (x0)) ∩ S ⊂ Minε( f, S) because x0 ∈ Str(m, f, S) ⊂ Minε( f, S) (Proposition 2.1).
Second, let us consider that f (x0) is not an isolated point of f (S). Reasoning “ad absurdum”, suppose
that there exists ε ∈ D\{0} such that f −1(B( f (x0), δ))∩ S ⊂ Minε( f, S), ∀ δ > 0. Then, for each n ∈ N,
there exists xn ∈ f −1(B( f (x0), 1/n)) ∩ S such that xn ∈ Minε( f, S). Clearly
f (xn) → f (x0). (4)
As xn ∈ Minε( f, S) we can find sequences (zn) ⊂ S and (dn) ⊂ D\{0} such that
f (zn) + dn = f (xn) − ε. (5)
If there exists a subsequence (znk ) such that znk = x0,∀ nk , then, taking in (5) the limit when nk → ∞,
we conclude that dnk → −ε by (4). Therefore, −ε ∈ cl(D) = D and ε ∈ D ∩ (−D) = {0}, which is
impossible because ε = 0.
Thus, there exists n0 ∈ N such that ∀ n ≥ n0, zn = x0. As x0 ∈ Str(m, f, S), there exists α > 0 such
that (2) holds. Equality (5) implies that f (xn) = f (zn) + dn + ε ∈ f (zn) + D because dn, ε ∈ D and D
is a convex cone. Evaluating expression (2) at x = zn it follows that
f (xn) = f (zn) + dn + ε ∈ B( f (x0), α‖zn − x0‖m).
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As f (xn) ∈ B( f (x0), 1/n) we have that α‖zn − x0‖m < 1/n, ∀ n ∈ N. Then, zn → x0 and
f (zn) → f (x0) since f is continuous at x0. Again, taking in (5) the limit when n → ∞, we conclude
that dn → −ε, −ε ∈ cl(D) = D and ε ∈ D ∩ (−D) = {0}, which is a contradiction since ε = 0. 
The example below shows that the converse of Theorem 3.2 is not true in general.
Example 3.2. In problem (1), let f : R → R be defined by f (x) = e−1/x2 if x = 0 and f (0) = 0 and let
us consider the feasible set S = R. It follows immediately that x0 = 0 is a solution of this problem and
x0 is not a strict solution of any order (see [5, Proposition 3.5] for more details). However, Pr is satisfied
by Theorem 3.1. In particular, ∀ ε > 0, letting δ = e−1/ε2 we obtain f −1(B(0, δ)) = B(0, ε) and taking
into account that e−1/ε2 ≤ ε we conclude that f −1(B(0, δ)) ⊂ Minε( f, S) since f (x) − ε < f (0),
∀ x ∈ B(0, ε).
Example 3.1 shows that Theorem 3.2 is not true if x0 ∈ Str( f, S) because the efficient solution
considered in this example is a strict efficient solution.
4. Efficiency and ε-efficiency
The main idea of the proof of Theorem 3.2 is that Pr is a consequence of the incompatibility
between x0 ∈ Str(m, f, S) and the existence of sequences (zn), (xn) ⊂ S and (dn) ⊂ D such that
f (xn) − ε = f (zn) + dn and f (xn), f (zn) are convergent to f (x0).
The following theorem gives another condition that also leads to the incompatibility previously
discussed. Therefore, this condition implies Pr, but for an efficient solution x0 for the vector optimization
problem.
Theorem 4.1. Consider problem (1) and x0 ∈ Min( f, S). Let F : Y  2Y be the set-valued map defined
by F(y) = (y − D) ∩ f (S). If F is upper semicontinuous at f (x0) and uniformly compact near f (x0)
then Pr holds.
Proof. Following the same approach as in the proof of Theorem 3.2, it is sufficient to show that if there
exist ε ∈ D\{0} and sequences (xn), (zn) ⊂ S, (dn) ⊂ D\{0} such that f (xn) → f (x0),
f (xn) − ε = f (zn) + dn, (6)
then there exists a subsequence ( f (znk )) of ( f (zn)) with f (znk ) → f (x0).
Indeed, as F is uniformly compact near f (x0) there exists a neighborhood U ⊂ Y of f (x0) such that
cl(
⋃
y∈U F(y)) is a compact set. From f (xn) → f (x0) we deduce that there exists n0 ∈ N such that
f (xn) ∈ U , ∀ n ≥ n0. Moreover, (6) shows that f (xn) − (ε + dn) ∈ F( f (xn)). Therefore, ∀ n ≥ n0,
f (zn) = f (xn) − (ε + dn) ∈ F( f (xn)) ⊂ cl
(⋃
y∈U
F(y)
)
,
and using the compactness of cl(
⋃
y∈U F(y)) it follows that there exists a convergent subsequence
of f (zn). Thus, there exists a sequence ( f (znk )) that converges to a point y ∈ Y such that, ∀ nk ,
f (znk ) ∈ F( f (xnk )) with f (xnk ) → f (x0). By the upper semicontinuity of F at f (x0) and since
x0 ∈ Min( f, S) we deduce that y ∈ F( f (x0)) = { f (x0)}. Consequently, y = f (x0), and this finishes the
proof. 
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Remark 4.1. It is easy to verify that if f (S) is compact, then the set-valued map F(y) = (y − D)∩ f (S)
is upper semicontinuous at f (x0) and uniformly compact near f (x0). Consequently, Theorem 4.1 can be
applied and Pr holds whenever x0 ∈ Min( f, S).
Remark 4.2. Consider the optimization problem (1) with Y = Rp and D = Rp+. Let ε ∈ Rp+ be a
vector with all its components equal to α > 0. White [3] indicates that in a multiobjective optimization
problem such as the one described here, it would be desirable that the definition of ε-efficiency causes a
set Minε( f, S) with the following property:
∀ x0 ∈ Min( f, S) ∃x ∈ Minε( f, S) such that ‖ f (x) − f (x0)‖ < α.
Pr is more restrictive than this, since it assures that there exists a radius δ > 0 such that x ∈ Minε( f, S)
whenever x ∈ S and ‖ f (x) − f (x0)‖ < δ.
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