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Energy transport in photosynthetic systems can be tremendously efficient. In particular we study exciton
transport in the Fenna-Mathews-Olsen (FMO) complex found in green sulphur bacteria. The exciton dy-
namics and energy transfer efficiency is dependent upon the interaction with the system environment. Based
upon realistic, site-dependent, models of the system-bath coupling, we show that this interaction is highly
optimised in the case of FMO. Furthermore we identify two transport pathways and note that one is dom-
inated by coherent dynamics and the other by classical energy dissipation. In particular we note a strong
correlation between energy transport efficiency and coherence for exciton transfer from bacteriochlorophyll
(BChl) 8 to BChl 4. The existence of two clear pathways and the role played by BChl 4 also challenges
assumptions around the coupling of the FMO complex to the reaction centre.
Keywords: site-dependent, inhomogeneous, spectral density, system-bath coupling, reorganization energy,
pigment-protein interaction, optimization, efficiency, coherence, linker site, reaction centre, BChl 4
I. INTRODUCTION
Given the importance of the effect of the environ-
ment upon energy transport in photosynthetic systems,
it is common practice in theoretical studies to assign to
each chromophore, identical spectral densities, usually
described by a smooth, simple functional form. While
this simplistic approach should still allow the essential
physics to be captured, it may nevertheless mask the in-
fluence of realistic site variations which could potentially
contain interesting physics in itself.
In fact, recent computational chemistry calculations
have shown, for instance in the case of the Fenna-
Matthews-Olson (FMO) complex of the green sulfur bac-
teria, that site variations of spectral density can be
significant1–3. Obviously, in biological systems, traits
showing some degree of heterogeneity are expected, and
in many cases, it is simply random. However, the
green sulfur bacteria, due to its ability to survive in
extremely low-light conditions, must certainly possess
highly-evolved light-harvesting machinery. It is then
only natural to suspect that there may be an underly-
ing design principle associated with this heterogeneous
system-bath couplings. A previous publication demon-
strated that the heterogeneous spectral densities can sig-
nificantly impact exciton transport dynamics and sug-
gested that this could be a mechanism used to tune en-
ergy transport2.
In addition, exciton delocalization may also be af-
fected by site-dependent system-bath couplings. Sato
a)Electronic mail: coker@bu.edu
b)Electronic mail: david.hutchinson@otago.ac.nz
and Reynolds4 found that the length and robustness of
quantum coherence in a generic dimer is simultaneously
increased under specific ratios of site energy mismatch to
site reorganization energy mismatch. Due to the pres-
ence of long-lived coherence within the timescale of exci-
ton dynamics and the ability of quantum walks to sample
multiple paths simultaneously, there is a large amount of
speculation that quantum coherence may remain impor-
tant to the remarkable efficiency of photosynthetic en-
ergy transport. It is generally accepted that the dynam-
ics are modified by coherence and that optimal transport
occurs in the intermediate regime between the coherent
and incoherent limits5–10. However, it remains an open
question whether or not, in this optimal regime, compa-
rable or even better efficiencies can be achieved by a more
classical type of mechanism, e.g. energy funneling. As
such, it is entirely plausible that the presence of quan-
tum coherence is to serve a different biological function
or that it is simply a by-product of dense chromophore
packing, with no specific function of its own. Finding evi-
dence of underlying coherence optimization and a system
design which can effectively utilize coherence would cer-
tainly provide some confidence regarding its importance
in energy transport.
In this work, we present evidence that the site-
varying spectral densities of the FMO complex are in-
deed optimized for energy transport. This finding has
been made possible by the availability of accurate site-
dependent spectral densities from recent quantum chem-
istry/molecular dynamics calculations1,11.
The basic theories of energy transport or spectroscopic
response assume that the full Hamiltonian can be broken
into a system part, HˆS , a bath, or environmental compo-
nent, HˆB , and an interaction between these system and
bath subsystems, Vˆ . The partitioning of the different
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2degrees of freedom between the system and bath sub-
systems is determined by the resolution capabilities of
a given experiment. Thus, for example, high resolution
2D electronic spectroscopy (2DES) can actually resolve
transitions between higher frequency intramolecular vi-
brational and electronic states, so in such experiments
the system part is best described by the vibronic eigen-
states of the chromophores and the bath becomes the
lower frequency environmental, or intermolecular degrees
of freedom. For less well resolved experiments, for exam-
ple, monitoring energy migration from one chromophore
to another and not resolving (i.e. averaging over) the in-
tramolecular vibrational structure of the chromophores,
the system is best described by their coupled electronic
states, while the bath becomes all the intra- and inter-
molecular vibrations. The study presented here approx-
imately adopts this latter perspective in that it assumes
that HˆS is represented by the eigenstates of the coupled
electronic subsystem, while the intermolecular spectral
density composed of a continuum of protein environmen-
tal modes describes the bath. In these studies we will dis-
regard the influence of the discrete intramolecular com-
ponent of the spectral density as they are expected to
play a fairly minor role in energy transport in chlorophyll
systems with small intramolecular Huang-Rhys factors.
The possibility of further optimization from vibronic con-
tribution and interplay with the intermolecular compo-
nent of the spectral density will be explored in a future
publication. Preliminary results from these further stud-
ies do not materially affect the conclusions in this paper.
II. THEORETICAL MODEL
The total system-bath Hamiltonian is expressed as
Hˆtot = Hˆs + Hˆb + Hˆsb, (1)
where Hˆs, Hˆb and Hˆsb are the system (electronic), bath
and system-bath interaction Hamiltonians respectively.
A. The electronic system
The electronic system consists of the chromophores
in the pigment-protein complex (PPC). Its Hamiltonian
governs the coherent part of the evolution and is de-
scribed by the tight-binding model in the site basis |m〉:
Hˆs =
N∑
m=1
Em |m〉 〈m|+
N∑
m 6=n
Vmn |m〉 〈n| , (2)
where Em, Vmn and N are the site energies, electronic
coupling between pigments m and n and number of chro-
mophores respectively. Since our system operates in a
low-photon environment, the single exciton manifold ap-
proximation is valid here. The kth eigenstate of the sys-
tem Hamiltonian (also known as the exciton state) can
be decomposed in terms of the site basis:
|k〉 =
∑
m
cm,k |m〉 . (3)
In this work, we use the 8-site Hamiltonian for the Pros-
thecochloris aestuarii (P. aestuarii) species as presented
by Moix et. al12.
B. The bath and system-bath coupling
The protein environment is commonly modelled
as a bath of harmonic oscillators with Hˆb =∑
i,m
(
~ωi,mb†i,mbi,m +
1
2
)
m
where b†i,m(bi,m) are the cre-
ation (annihilation) operators of excitations of the ith
bath mode with frequency ωi,m on pigment m. In this
work, the phonon modes on each site are treated as being
uncorrelated with each other and coupled linearly to the
diagonal part of the system Hamiltonian such that:
Hˆsb =
∑
i,m
ui,m(b
†
i,m + bi,m) |m〉 〈m| . (4)
Here ui,m is the coupling between the electronic transi-
tion of the mth site and the ith phonon mode. Physi-
cally, this equation reflects the effect of the protein envi-
ronment dynamically modulating the site energies of the
pigments. All information about the system-bath inter-
action of each pigment m is contained in its correspond-
ing spectral density Jm(ω) = pi
∑
i
|ui,m|2δ(ω−ωi,m). The
reorganization energy λm of pigment m is in turn related
to Jm(ω) by the following integration over frequency ω:
λm =
1
pi
∫ ∞
0
Jm(ω)
ω
dω. (5)
III. NUMERICAL METHODS
The numerical computation of the dynamics was per-
formed using the Modified Redfield Theory (MRT)13 and
its more recent upgrade, the Coherent Modified Red-
field Theory (CMRT)14–17. It has been shown that MRT
and CMRT are reasonably valid over a broad range of
system-bath coupling strengths and provide reasonable
agreement with dynamics computed from numerically ex-
act methods14,16,18. This, coupled with the convenience
and efficiency as compared to numerically exact methods
make them suitable numerical methods in this work.
In contrast to MRT, CMRT allows the computation
of coherence terms in the density matrix as well as the
incorporation of some non-Markovianity. Also while the
MRT population vector P (t) can only be in the exciton
basis, the CMRT density matrix ρ(t) can be obtained in
both the site and exciton basis, with the site basis be-
ing the default (Appendix C). The downside of CMRT
however, and the reason why both versions of the same
3method had to be used, is its much longer computation
time. This renders it infeasible for the statistical meth-
ods and genetic algorithm used in Sections V A and V B
respectively, which incidentally require only the popula-
tion terms. We thus employ MRT in those cases while
using CMRT for the rest of the work in this paper. As in
Refs. 16 and 17, we solve for the non-Markovian dynam-
ics of CMRT with the non-Markovian Quantum Jump
(NMQJ) technique19,20.
To justify the use of MRT in place of CMRT, we
have checked that the effects of non-Markovianity are not
overly significant, or in other words, the general trend of
population dynamics (in the exciton basis) is similar with
the two versions. For self-consistency, we give a brief out-
line of MRT, CMRT and NMQJ in Appendices A, B and
C respectively. The full derivation and additional details
can be found in Refs. 13 and 18 for MRT, Refs. 14–17
for CMRT and Refs. 19 and 20 for NMQJ. All compu-
tation is performed for the physiological temperature of
T = 300K.
IV. NUMERICAL SETUP
The two most important pigments in the FMO are the
initial excitation site and the target site – the former in-
fluences the exciton dynamics and the latter determines
our assessment of energy transport efficiency. It is now
believed that BChl 8 is the most likely linker site between
the chlorosome and the rest of the FMO complex21. How-
ever, BChl 8 is normally lost during sample preparation,
and before its recent discovery,22,23 BChls 1 and 6 were
proposed as the possible linker sites. These two pigments
are also the usual initial photoexcitation sites in spectro-
scopic experiments. For these reasons, many theoretical
studies of the past and present employ BChls 1 and 6
as the initial excitation site. Since our motivation is to
understand the in vivo workings of the FMO, and not for
comparison to spectroscopic data, we choose BChl 8 for
this work.
In the literature, the linker site to the reaction cen-
tre is usually assumed to be BChl 3, which is also the
lowest energy pigment with the closest proximity to the
reaction centre. There exists some ambiguity, however.
Wen et. al.24 reported that it is the BChl 3 side of
the FMO complex which interacts with the reaction cen-
tre, but their experiment did not pinpoint the exact pig-
ment(s). Furthermore, it has been mentioned in several
publications7,25–29 that the two lowest energy pigments,
BChls 3 and 4, are in the target region close to or in con-
tact with the reaction centre. As such, we consider both
BChls 3 and 4 as the possible target sites in this paper.
To aid physical interpretation, we represent the real-
istic spectral densities in the Drude-Lorentz regularized
Ohmic form30:
JDLm (ω) = 2λmΩm
ω
ω2 + Ω2m
, (6)
TABLE I. Site-dependent reorganization energies λm and
cutoff frequencies Ωm of the FMO Drude-Lorentz spectral
density used in this work.
m λm (cm
−1) Ωm (cm−1)
1 21.28 40.96
2 31.52 88.04
3 22.86 43.52
4 17.88 48.79
5 15.36 52.10
6 23.18 43.55
7 24.89 39.35
8 41.00 37.31
Mean 24.75 49.20
where λm and Ωm are the reorganization energy and cut-
off frequency of site m respectively. Here the values of
λm are calculated from the realistic site spectral densi-
ties via eq 5. Ωm, which corresponds to the inverse of
the bath correlation time, can be obtained by first com-
puting the site-dependent bath correlation function (eq.
A6). For simplicity, we assume that the real part of the
bath correlation functions can be represented by time de-
caying exponential functions, from which it is possible to
extract the bath correlation time and subsequently Ωm.
We have verified that the dynamics with the realistic site-
dependent spectral densities can be reliably reproduced
with their Drude-Lorentz forms.
The computed values of λm and Ωm are presented in
Table I. It is clear that the FMO complex has a fairly
significant range of λm values where the largest is more
than 2.5 times the magnitude of the smallest. It is in-
teresting to note that the mean reorganization energy is
also in a sense the most representative since half of the
pigments have λm values close to this value.
The complexity of the problem is now significantly re-
duced since the spectral density is characterized by only
two physically meaningful bath parameters, i.e. λm and
Ωm. It turns out the problem can be further simplified.
By comparing the dynamics obtained with site variation
in only one of the bath parameters to that obtained with
a completely site-independent benchmark, we established
that it is primarily the site variation in λm which modi-
fies the dynamics, with very little contribution from the
Ωm site variation. Here the site-independent case is con-
structed by assigning the mean value of λm and/or Ωm
from Table I. Importantly, we note an improvement in ex-
citon transport to the target sites with the site-varying
spectral density.
Therefore, all computation will be performed using the
Drude-Lorentz spectral density representation, keeping
the site-dependent Ωm fixed to the original configuration
values in Table I and varying only λm.
4V. RESULTS
A. Optimality of system-bath coupling configuration
Following the observation of energy transport enhance-
ment with the site-dependent spectral density, a more
rigorous assessment of optimality is necessary. To this
end, the energy transfer efficiency with the FMO site-
dependent λm configuration must be compared to that
from a large sample of random site-dependent λm con-
figurations. Here the energy transfer efficiency, as ob-
tained using the MRT formulation, is defined as the time-
averaged population at the predominant exciton state of
the target site:
ζm =
1
τ
∫ τ
0
Pk(t)dt, where |cm,k|2 is maximal. (7)
Here Pk is the population in exciton state k, with k =
1(2) for the target site m = 3(4). The participation
of an exciton state in each site is denoted by the ab-
solute square of the corresponding expansion coefficient
in eq. 3 and ranges from 0 to 1. Here |c3,1|2 = 0.88 and
|c4,2|2 = 0.59. We have chosen τ = 1 ps since a large
portion of the relevant exciton dynamics and the experi-
mentally observed coherence occur within this timescale.
Two types of randomization were performed. In the first
set, the efficiencies of all possible site permutations of the
original λm configuration were computed and presented
as a histogram in Figure 1.
Notice that the efficiency of the actual FMO λm con-
figuration falls in an impressive upper percentile range
(85th and 78th percentile for the target sites of BChl 3
and 4 respectively). The fact that it is not the most ef-
ficient configuration is not a concern here. In fact, it is
not surprising in the context of evolution, since biologi-
cal constraints may be present and traits only need to be
sufficiently functional. In contrast, the site-independent
case yields an efficiency closer to the mode of the dis-
tribution. A similarly high level of optimization is also
observed in our second set of randomization, where now
the only constraints on the values are that the mean,
maximum and minimum are similar to that of the origi-
nal configuration. For consistency, the same sample size
as the first set, i.e. 40320 was used. As shown in Figure 5
of Appendix E, the efficiency corresponding to the origi-
nal λm configuration is in the 87th and 81st percentile for
the target sites of BChl 3 and 4 respectively. Once again,
the efficiency for the site-independent case appears near
the mode of the distribution. To provide a visualization
of how a random unoptimized λm configuration could
be detrimental to transport efficiency, we present in Fig-
ure 2 the comparison of the exciton dynamics with the
original λm configuration to that with the least efficient
configuration in Figure 1.
Finally, it is worth mentioning that when we tested
BChls 1 and 6 as the initial excitation sites, no such op-
timization is present. Compared to the site-independent
case, there is no appreciable improvement in energy
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FIG. 1. Histogram of efficiencies ζm for all possible site per-
mutations of λm for exciton state (corresponding target site)
of (a) k = 1 (BChl 3) and (b) (k = 2) (BChl 4). In both
histograms, the original configuration is also included in the
sample. The red and green vertical lines indicate the position
on the histogram of the original and site-independent config-
urations respectively. Numerical method: MRT.
transport in the case of BChl 1, while for BChl 6, there
is in fact a deterioration in efficiency. Assuming the dis-
tribution of λm is a result of evolution to optimize en-
ergy transport, this observation is further testament that
BChl 8 is likely the first pigment to receive the exciton
from the chlorosome.
B. Source of optimality
Having established that the actual site-dependent λm
configuration is highly optimized for energy transport to
both BChls 3 and 4, we seek to identify the underly-
ing mechanism behind its effectiveness. We note that
network connectivity and site energy distribution deter-
mine how effective a particular mode of energy transport
(dissipative or coherent) would be. Moreover, larger re-
organization energies are conducive to energy dissipation
while smaller reorganization energies are beneficial for
the sustenance of quantum coherence. This suggests an
optimized interplay between the FMO λm distribution
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FIG. 2. Site population dynamics showing the disparity in en-
ergy transport performance with the original FMO λm config-
uration (solid curves) and the least efficient site permutation
of λm (dashed curves) for the target site of (a) BChl 3 and
(b) BChl 4. Numerical method: CMRT.
and the design of the electronic system.
Therefore, to determine if the system design is opti-
mized for a dissipative or coherent mode of transport,
we establish whether the best efficiency is obtained with
larger or smaller values of λm. This is achieved through
the use of a genetic algorithm (Appendix F). Here, the
fitness function is the same measure of efficiency used in
the previous section, i.e. the efficiency at the predomi-
nant exciton state as evaluated with the MRT formula-
tion (eq. 7).
Now, for the target site of BChl 3, the optimal config-
uration is one where all the sites have the maximum λm
value. Clearly, the optimal mechanism of energy trans-
port to this target site must be a dissipative one. On the
other hand, for the target site of BChl 4, the optimal val-
ues are minimized for the three lowest energy pigments
(BChls 2, 3 and 4) and maximized for the remaining pig-
ments. This suggests that a combined coherent and dis-
sipative mechanism leads to optimal energy transport in
this case. We note that the minimization for BChls 3 and
4 could partly be due to increased coherence prolonging
linear combinations between two sites. This would lead
TABLE II. Original site-dependent reorganization energies
λm of the FMO complex and the optimal configuration of
site-dependent reorganization energies λgam,3 and λ
ga
m,4 as de-
termined by a genetic algorithm for exciton states (corre-
sponding target sites) of k = 1 (BChl 3) and (k = 2) (BChl
4) respectively. The mean, lower bound and upper bounds
for the solution of the genetic algorithm have been set to be
similar to that of the original FMO configuration. Numerical
method: MRT.
m λm (cm
−1) λgam,3 (cm
−1) λgam,4 (cm
−1)
1 21.28 36.37 40.95
2 31.52 32.44 15.37
3 22.86 40.52 15.36
4 17.88 15.36 15.36
5 15.36 15.36 19.95
6 23.18 15.36 21.27
7 24.89 15.36 37.79
8 41.00 27.21 31.92
to increased population in BChl 4 on average compared
to if the process was dissipative, promoting only down-
hill energy flow to BChl 3. However, we fail to see any
indication of Rabi oscillations suggesting this process is
highly overdamped and negligible here.
Next, we performed a second genetic algorithm run,
but this time with a constraint on the mean, mimick-
ing the conditions in Section V A. Due to this constraint,
it is now possible to assess the significance of each pig-
ment to the energy transport process. This is because the
only way now for the algorithm to maximize efficiency is
through prioritizing the most important pigments by as-
signing them the best λm values, and leaving the remain-
der to the less influential pigments. Thus, in a dissipative
process for example, the more influential a pigment is, the
larger the computed optimal λm would be.
The results from the second genetic algorithm run are
tabulated in Table II, where the computed optimal values
are now labelled λgam,3 and λ
ga
m,4 for the target sites of
BChls 3 and 4 respectively. From the larger values of
λgam,3, it is clear that the dominant pathway consists of
BChls 8, 1, 2 and 3, while BChls 4, 5, 6 and 7 only have
minimal contributions. This, together with the previous
finding of a dissipative mode of transport, are consistent
with the findings of Moix et. al.12. Meanwhile, based on
the magnitudes of λgam,4, we can infer that the dissipative
part of the process predominantly involves BChls 1, 7
and 8, with less significant contribution from BChls 5
and 6.
The λgam,3 and λ
ga
m,4 configurations also provide useful
optimality benchmarks. Through comparison with the
FMO λm configuration, the source of its high degree of
optimality can be identified. With the exception of λ1,
all the site reorganization energies show some level of
optimization for either one or both of the target sites.
The two smallest λm values, λ4 and λ5 show a high degree
of agreement with the genetic algorithm values for both
target sites. λ2 and λ6 are optimized for only one of
6the target sites. Meanwhile, the values of λ3 and λ7 are
somewhere in between the optimized values for the two
target sites, thus achieving a compromise. Lastly, λ8,
despite being close to neither of the optimized values,
show a similar trend to the genetic algorithm results by
virtue of its larger than average value. With regards
to the mutual optimization for both target sites, three
mechanisms of optimization can be identified. The first is
where the magnitude of λm mutually benefits both target
sites, for example the larger than average value of λ8 is
advantageous for the dissipative type of energy transport
to both BChls 3 and 4. The second mechanism, which is
also the most interesting, is where the magnitude of λm
benefits only one of the target sites, while minimizing
its negative effects on the other target site. This applies
when a particular pigment is involved in different effective
modes of transport to each of the target sites. A case in
point is the small value of λ4, which is advantageous for
the partially coherent energy transport to the target site
of BChl 4. At the same time, it does not overly impede
dissipative energy transport to the target site of BChl 3
since the dominant pathway is not involved. Finally, the
third mechanism is one where the magnitude of λm does
not assist energy transport to any of the target sites, but
the negative impact is simply minimized. For example,
the small value of λ5 is unfavourable for the dissipative
energy transport to both target sites, but the negative
effect is mutually minimized since BChl 5 is not on a
dominant pathway for any of them.
At this juncture, we must stress that it is not the λm
site variation per se which is responsible for the enhanced
performance, since it is really the magnitude of λm that
matters. Rather, it is more likely a case of Nature mak-
ing the best of an unavoidable situation. Biological con-
straints in the FMO can lead to site variation in λm;
for example, pigments located at the protein-solvent in-
terface tend to have larger reorganization energies than
those in the interior2. The high efficiency of the FMO λm
configuration compared to various other random config-
urations of similar average (Section V A) is then simply
a consequence of the system and system-bath interaction
having evolved to complement each other in a very effec-
tive manner, e.g. via selection of appropriate dominant
pathways and effective transport mechanisms.
C. Relevance of quantum coherence to efficiency
Given the evidence for both dissipative and coherent
energy transport pathways, we investigate how energy
transport efficiency relates to coherence length in the
presence of site-dependent λm. Since the coherence terms
of the density matrix are required, all the computation in
this section is performed using the CMRT formulation.
For the efficiency ηm, we utilize a measure similar to eq.
7 but for the site basis counterpart, i.e:
ηm =
1
τ
∫ τ
0
ρmm(t)dt, (8)
where ρmn(t) are the elements of the time-dependent den-
sity matrix computed using the CMRT formulation, with
the diagonal elements ρmm(t) representing the popula-
tion at site m. Here m = 3(4) for the target site of BChl
3(4). As usual, τ = 1 ps.
To quantify the degree of exciton delocalization, we use
the coherence length defined by31,32
Lρ(t) =
(
∑N
mn |ρmn(t)|)2
N
∑N
mn |ρmn(t)|2
, (9)
Lρ(t) ranges from 1 for the case of zero coherence to N for
a fully delocalized state, i.e. larger Lρ(t) values indicate
a larger degree of delocalization. At t = 0, even though
the state is fully coherent, the population is completely
localized at a single site, in which case Lρ(0) = 1/N . As a
result, Lρ(t) starts from 1/N in all cases, increases then
peaks after a certain period of time before decreasing.
This reflects the scenario of an initially localized pure
state becoming more delocalized before the interaction
with the environment gradually destroys the coherence.
With the original λm configuration, Lρ(t) peaks at the
value of about 2 around t = 0.7 ps, corresponding to the
fact that within the chosen time scale of τ = 1 ps, the
dynamics are still relatively far from thermal equilibrium.
Note however, that the state of complete incoherence can
never be reached even at equilibrium33.
In analogy to eqs. 7 and 8, we define the time-averaged
coherence length as:
Lρ,avg =
1
τ
∫ τ
0
Lρ(t)dt. (10)
The relationship between efficiency ηm and the time-
averaged coherence length Lρ,avg is depicted as a scatter
plot in Figure 3. The data points correspond to 200 ran-
dom site-dependent λm configuration plus 6 additional
relevant data points, namely the original configuration,
the site-independent configuration, the optimized solu-
tion from the genetic algorithm (i.e. λgam,3 and λ
ga
m,4) and
the most efficient site permutation of the original config-
uration (which we shall denote as λpermm,3 and λ
perm
m,4 for
target sites BChls 3 and 4 respectively). For the target
site of BChl 3 (Figure 3), even though there is a positive
correlation between Lρ,avg and ηm, it is in the weak to
moderate regime, with a correlation coefficient of only
0.36. This relatively weak correlation implies that it is
unlikely effects due to coherence are significant in the
energy transport mechanism to BChl 3, and further con-
firms the mainly dissipative nature of the energy trans-
port mechanism as demonstrated in the previous section.
We observe a remarkably strong positive correlation
between η4 and Lρ,avg, with a correlation coefficient of
0.90. We also examined the correlation with V34 set to
zero in the system Hamiltonian, in order to address the
concern that the remarkable correlation could be predom-
inantly attributed to the strong coupling between BChls
3 and 4. While the positive correlation decreased as ex-
pected, it remains strong with a correlation coefficient of
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FIG. 3. Scatter plot of efficiency ηm as a function of the time-
averaged coherence length Lρ,avg for the assigned target sites
of BChls 3 and 4. Black and grey dots represent (Lρ,avg,η3)
and (Lρ,avg,η4) data points respectively, and correspond to
200 random site-dependent λm configurations with the same
mean, maximum and minimum as the original. Coloured
markers represent data points from the following λm config-
urations: original, site-independent, optimized λm configura-
tion from the genetic algorithm (for both target sites BChls 3
and 4) and the most efficient site permutation of original λm
(for both target sites BChls 3 and 4). Open markers are for
η3 while solid markers are for η4. The linear regression line
corresponding to η3(η4) is shown in black(grey). b and r are
the slope of the regression line and the correlation coefficient
respectively. Numerical method: CMRT.
0.76. This shows that even though the strong coupling
between the two pigments undoubtedly plays a role, it
is not overwhelmingly responsible for the correlation be-
tween coherence and η4.
Figure 3 also clearly showcases the capability of the
FMO λm configuration to accommodate efficient energy
transport to both target sites, as we have inferred in pre-
vious sections. Even though the FMO λm configuration
does not lead to the best efficiency for either of the target
sites, it nevertheless corresponds to relatively high effi-
ciency for both target sites. In contrast, two of the most
optimized configurations, λgam,3(λ
ga
m,4) and λ
perm
m,3 (λ
perm
m,4 )
only produce superior efficiencies for their respective tar-
get site BChl 3(4), but are significantly less remarkable
and are even inferior to the FMO configuration for the
other target site BChl 4(3). This illustrates the non-
triviality of navigating trade-offs to sufficiently accom-
modate two largely uncorrelated and partially conflicting
processes. The highly coherent nature of λgam,4 and λ
perm
m,4
(as reflected by their large Lρ,avg values) while advanta-
geous for the partially coherent energy transport to BChl
4, is unconstructive for the dissipative energy transport
to BChl 3 (Figure 3). Similarly, λgam,3 and λ
perm
m,3 which
only corresponds to moderate coherence only leads to av-
erage efficiencies at BChl 4 (Figure 3). Meanwhile, the
FMO λm configuration gives rise to a rather impressive
degree of exciton delocalization, where its Lρ,avg value
η30.09 0.1 0.11 0.12 0.13 0.14
η 4
0.06
0.065
0.07
0.075
0.08
0.085
1.3
1.35
1.4
1.45
1.5
1.55
Lρ,avg
b = 0.14
r = 0.34
FIG. 4. Scatter plot using the same 206 data points from
Figure 3 showing the relation between the efficiencies η3 and
η4 at the target sites of BChls 3 and 4 respectively. The black
cross indicates the data point corresponding to the original
configuration. Numerical method: CMRT.
lies between that of λgam,3(λ
perm
m,3 ) and λ
ga
m,4(λ
perm
m,4 ), re-
sulting in intermediate η3 an η4 values.
Lastly, we explore the question of independence be-
tween the observed optimization of η3 and η4. This is
an important point to address since the relatively strong
coupling between BChls 3 and 4 raises the possibility that
the optimization observed at one target site could simply
be a side effect of optimization at the other target site.
From the differences in energy transport mechanism and
the somewhat different site distribution of λgam,3 and λ
ga
m,4
(Table II), it can be inferred that these two quantities
are reasonably uncorrelated. This can be seen explicitly
from Figure 4 where we have recast the data, showing
the efficiencies are only weakly correlated.
VI. CONCLUDING REMARKS
To summarize, we have proposed a plausible design
principle for FMO which involves an effective interplay
between the system and system-bath interaction. Energy
transport mechanisms and pathways are combined with
the fine-tuning of pigment-protein interaction in such a
way that the (inevitable) site-varying system-bath in-
teraction strengths are efficiently exploited to optimize
energy transport. Interestingly, the optimization is ob-
served not only for the commonly assigned target site of
BChl 3, but for BChl 4 as well. More importantly, this
optimization for the two target sites is largely uncorre-
lated, meaning that the observed optimization at BChl 4
is non-trivial.
In fact, it appears that the electronic system itself may
be designed to transport energy to the two target sites via
two different mechanisms of energy transport. For BChl
3, the optimal mechanism is purely dissipative funnelling
8while for BChl 4, the optimal mechanism is partially co-
herent. This implies that the system and system-bath
interaction are configured in such a way that both dissi-
pative and coherent processes are reasonably accommo-
dated. Indeed, we observe an optimization of exciton de-
localization when the FMO Hamiltonian is paired with
the realistic configuration of site-dependent reorganiza-
tion energies.
This simultaneous optimization of two largely uncorre-
lated processes of somewhat opposing nature is notewor-
thy since it suggests the presence of an underlying evolu-
tionary design principle. It requires spatial “engineering”
of system-bath interaction such that the magnitude of the
reorganization energies either mutually benefits energy
transport to both target sites or at least does not nega-
tively impact energy transport to any of the target sites
too significantly. Hence, if the simultaneous optimiza-
tion at the two target sites is not purely accidental, and
if coherence does indeed play a role in the FMO complex,
then the conventional view of BChl 3 as the sole linker
site to the reaction centre is possibly incomplete.
Finally, we would also like to comment briefly on the
180 cm−1 vibronic mode which has been shown to en-
hance electronic coherence in FMO34. We note that this
mode is also resonant with the energy difference between
BChls 3 and 4. It is possible that this mode may be rel-
evant to the design principle we have presented in this
paper. We are exploring this possibility currently.
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Appendix A: Modified Redfield Theory
The exciton population dynamics is described by the
following rate equation:
dP (t)
dt
= KMRTP (t), (A1)
where KMRT is the Modified Redfield rate matrix and
P (t) = [P1(t) P2(t) . . . Pk(t) . . . PM (t)]
ᵀ is a vector of ex-
citon populations at time t, with the total number of
exciton states M = N . The matrix element KMRTk,k′ of
KMRT is the population transfer rate from the k′th to
the kth exciton state and is given by the following time
integral:
KMRTk,k′ = 2Re
∫ ∞
0
dτF ∗k′(τ)Ak(τ)Nk,k′(τ), (A2)
where Fk′(τ) = exp(−i(E0k′ − λk′)τ − g∗k′k′,k′k′(τ)),
Ak(τ) = exp(−i(E0k + λk)τ − gkk,kk(τ)),
Nk,k′(τ) = (g¨k′k,kk′(τ)− [g˙k′k,kk(τ)− g˙k′k,k′k′(τ)
− 2iλk′k,k′k′ ][g˙kk′,kk(τ)− g˙kk′,k′k′(τ)
− 2iλkk′,k′k′ ])e2(gkk,k′k′ (τ)+iλkk,k′kτ).
Here, λδσ,κµ and gδσ,κµ(t) are the exciton counter-
parts of the site reorganization energy λm and site line-
shape function gm(t) respectively with the relationships
expressed as:
λδσ,κµ =
∑N
m=1 aδσ(m)aκµ(m)λm, (A3)
gδσ,κµ(t) =
∑N
m=1 aδσ(m)aκµ(m)gm(t), (A4)
where ak,k′ = c
∗
m,kcm,k′ . λk = λkk,kk is the kth exciton
reorganization energy, which when subtracted from the
kth exciton transition energy Ek (i.e. the kth eigenenergy
of Hs), gives the corresponding 0-0 transition energy, i.e.
E0k = Ek − λk. Meanwhile, the site lineshape function
gm(t) is defined by the following double time integral:
gm(t) =
∫ t
0
dt1
∫ t1
0
dt2Cm(t2), (A5)
where Cm(t) is the complex bath correlation function
which can be written as:
Cm(t) =
1
pi
∫ ∞
0
dωJm(ω)
[
cos(ωt)coth
(
βω
2
)
− i sin(ωt)
]
. (A6)
Thus, gm(t) can be computed from the spectral density
Jm(ω) from the following relation:
gm(t) =
1
pi
∫ ∞
0
dω
Jm(ω)
ω2
[
(1− cos ωt)coth
(
βω
2
)
+ i(sin ωt− ωt)
]
. (A7)
The integrand in eq. A7 contains poles, and thus the
lower limit of integration must be changed to an appro-
priately small finite value for numerical integration. Al-
ternatively, the poles can be removed at the level of C(t)
by analytical means, such as in the case of the Drude-
Lorentz representation. The derivation of the analytical
form of gm(t) for the Drude-Lorentz spectral density is
shown in Appendix D.
Lastly, the diagonal elements of KMRT are computed
from:
KMRTk,k = −
∑
k′
KMRTk′,k . (A8)
Eq. A1 can then be easily solved with P (t) =
eK
MRT tP (0). Here the initial population vector
consists of the exciton populations corresponding
9to the initial excitation site m0, i.e. P (0) =
[c2m0,1 c
2
m0,2 . . . c
2
m0,k
. . . c2m0,M ]
ᵀ.
It should be pointed out that the numerical integra-
tion in eq. A2 requires a finite cutoff value for the upper
integration limit. In general, the stronger the system-
bath coupling, the more oscillatory the integrand and
the longer it takes for the integrand function to taper off.
We have taken care to ensure our chosen cutoff value of
τ = 1 ps is acceptable by checking that increasing the cut-
off has negligible effect on the calculated rates. For the
genetic algorithm and statistical evaluation performed in
this work, such manual inspection would be impractical.
As such, we have applied a “worst case scenario” test by
assigning λm with the largest reorganization energy to
each site and confirmed there is no appreciable change
in the computed rates when the value of the cutoff is
increased to 5 ps−1.
Appendix B: Coherent Modified Redfield Theory
The formula for the exciton transfer rates for CMRT
is similar to eq. A2, except with the upper limit of in-
tegration replaced by t to incorporate non-Markovianity.
That is, the rates are time-dependent in contrast to the
Markovian MRT case. We shall denote this exciton pop-
ulation transfer rate (from exciton k′ to k) as KCMRTk,k′ (t).
Due to the inclusion of coherences in CMRT, dephasing
rates must also be accounted for and is defined by the
following relation:
Lkk′(t) =
∑
m
[
akk(m)− ak′k′(m)
]2
Re
[
˙gm(t)
]
. (B1)
It turns out the CMRT master equation can be cast
into a generalized Lindblad form:
dρ(t)
dt
=− i
[
Hˆe, ρ(t)
]
− 1
2
∑
k,k′
Rkk′(t)
[{
A†kk′Akk′ , ρ(t)
}
− 2Akk′ρ(t)A†kk′
]
. (B2)
This allows the master equation to be conveniently
solved using the Non-Markovian Quantum Jump
(NMQJ) approach. The summary of the NMQJ tech-
nique is provided in Appendix C while full details and
derivation can be found in Refs. 19, 20, and 35. In
eq. B2, Akk′ = |k〉〈k′| are the jump operators while
He =
∑
k E
0
k |k〉 〈k| is the modified system Hamiltonian
that governs the coherent evolution. The jump rates
Rkk′(t) from exciton state k
′ to k are such that:
Rkk′(t) =
{
Gk(t) for k = k
′,
KCMRTkk′ (t) for k 6= k′,
(B3)
where Gk(t) is the kth element of vector G(t) which is
linked to the pure dephasing rate Lkk′(t). This relation is
given by G(t) = B−1D(t) where B is a matrix and D(t)
is a time-dependent vector whose elements are defined
respectively as:
Bkk′ =

0.5 for k′ < k,
0.5(2M − k′) for k = k′,
1 for k < k′ < M,
0.5 otherwise,
(B4)
Da(t) =
M∑
k=a+1
Lak(t) +
M−1∑
k=1
Lka(t). (B5)
Appendix C: Non-Markovian Quantum Jump
The Non-Markovian Quantum Jump (NMQJ) is a tool
for the stochastic unravelling of a non-Markovian quan-
tum master equation, and is the non-Markovian gener-
alization of the well-known Monte Carlo Wave Function
(MCWF) method36,37. It takes advantage of the general
definition of the density matrix,
ρ(t) =
∑
α
Nα(t)
N
|ψα(t)〉 〈ψα(t)| , (C1)
where N is the ensemble size and Nα is the number of
ensemble members in the state |ψα(t)〉, and operates on
the level of the state vector.
In this work, the |ψα(t)〉s are the exciton states |k〉 and
the time-evolved initial state |ψ0(t)〉. |ψ0(t)〉 is a coherent
superposition of exciton states in which |ψ0(0)〉 = |m0〉,
where |m0〉 is the initial localized site basis. Due to the
construct of the density matrix, the single exciton states
are time-independent as global phases are cancelled out.
Hence eq. C1 can be rewritten as:
ρ(t) =
N0(t)
N
|ψ0(t)〉 〈ψ0(t)| +
∑
k
Nk(t)
N
|k〉 〈k| . (C2)
Note that ρ(t) is in the site basis due to eq. 3.
According to the NMQJ formulation, each ensemble
member undergoes continuous time evolution interrupted
by discontinuous probabilistic jumps. The propagation of
the state vector proceeds in small time steps δt with the
deterministic evolution described by
|ψα(t+ δt)〉 = e
−i ˆHeff δt |ψα(t)〉∥∥∥e−i ˆHeff δt |ψα(t)〉∥∥∥ , (C3)
where the effective non-Hermitian Hamiltonian is defined
as
ˆHeff (t) = Hˆe − i
2
∑
k,k′
Rkk′(t)A
†
kk′Akk′ . (C4)
When Rkk′(t) ≥ 0, an instantaneous positive jump to
another state |ψα′(t)〉 may occur, and the state at the
10
next time step would be set to this new state.:
|ψα(t)〉 → Akk
′ |ψα(t)〉
‖Akk′ |ψα(t)〉‖ = |ψα
′(t+ δt)〉 . (C5)
Here the probability of the jump occurring through the
channel k′ → k for a given ensemble member state |ψα〉
is
P+α,kk′(t) = Rkk′(t)δt 〈ψα(t)|A†kk′Akk′ |ψα(t)〉 . (C6)
Unlike purely Markovian dynamics, the non-
Markovian transition rate Rkk′(t) is time-dependent
and can become negative. During this time period, the
action of the positive jump operator Akk′ is to bring the
target state |ψα′(t)〉 to the source state |ψα(t)〉:
|ψα′(t+ δt)〉 ← |ψα(t)〉 = Akk
′ |ψα′(t)〉
‖Akk′ |ψα′(t)〉‖ . (C7)
This implies that the negative jump operator A−kk′ =|ψα′(t)〉 〈ψα(t)|. In other words, a negative jump means
the reversal of a previous jump back to a prior state. The
probability for a reverse jump is given by:
P−α→α′,kk′(t) =
Nα′(t)
Nα(t)
|Rkk′(t)|δt
× 〈ψα′(t)|A†kk′Akk′ |ψα′(t)〉 . (C8)
With each jump, the number of ensemble members in
the source and target states are updated accordingly for
the current time step, i.e. Nα(t) − 1 and Nα′(t) + 1
respectively.
The choice between deterministic evolution or jump
is determined by a random number 0 <  < 1. If  is
less than or equals to the total jump probabilities of all
channels, a jump occurs and vice versa. If a jump is
determined, another random number s is generated to
randomly select the jump channel.
At t = 0, all the ensemble members are in |ψ0(0)〉, i.e.
N0(0) = N . This means the propagation of the density
matrix starts from a pure state and progresses to a mixed
state through positive jumps. At a later time when the
rates become negative, negative jumps can undo these
positive jumps, and this may include the revival of co-
herences via a reverse jump to |ψ0(t)〉. For FMO, there
are 56 relaxation and 8 dephasing channels. As can be
seen from eq. C2, efficient computation and averaging
of the constituent density matrices can be achieved by
simply updating Nα(t) and Nα′(t) at each time step and
performing a one-off time evolution of |ψ0(t)〉.
Appendix D: Analytical form of the Drude-Lorentz
lineshape function
Since the Drude-Lorentz spectral density JDLm (w) has
simple poles at ω = ±iΩm, the residue theorem can be
conveniently applied to obtain the analytical form of the
bath correlation function Cm(t)
38 which is:
Cm(t) =
nr∑
k=1
αrke
γrkt − iαieγit, (D1)
where
αrk =

λmΩmcot
(
βΩm
2
)
for k = 1,
− 4λm
βΩm
νk−1
1− (νk−1/Ωm)2
for k = 2 to nr,
γrk =

−Ωm for k = 1,
−νk−1 for k = 2 to nr,
αi = λmΩm,
γi = −Ωm.
Here νk =
2pik
β
are the Matsubara frequencies. In prin-
ciple, the Matsubara expansion is infinite but in practice,
the summation can be truncated at some finite value nr.
The number of terms required for convergence is depen-
dent only on temperature, with more terms needed for
lower temperatures.
Substituting into eq. A5, we arrive at the analytical
form of the lineshape function:
gm(t) =
nr∑
k=1
αrk
(γrk)
2
(eγ
r
kt − γrkt− 1)
− i α
i
(γi)2
(eγ
it − γit− 1). (D2)
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Appendix E: Histogram of efficiencies for random
configurations of λm
ζ3
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(b)
FIG. 5. Histogram of efficiencies ζm for random configu-
rations of λm with the same mean, maximum and minimum
as the original for exciton state (corresponding target site)
of (a) k = 1 (BChl 3) and (b) k = 2 (BChl 4). In both
histograms, the original configuration is also included in the
sample and the sample size is the same as in Fig. 1, i.e. 40320.
The red and green vertical lines indicate the position on the
histogram of the original and site-independent configurations
respectively. Numerical method: MRT.
Appendix F: Numerical details of the genetic algorithm
We have utilized the Genetic Algorithm solver from the
MATLAB optimization toolbox with the following pa-
rameters: (i) Population size: 80, (ii) Selection function:
Stochastic uniform, (iii) Elite count: 4, (iv) Crossover
function: Intermediate, (v) Crossover fraction: 0.8, (vi)
Mutation function = Adaptive feasible, (vii) Number of
generations: 4000. To maximize the efficiency of the algo-
rithm while representing a realistic scenario at the same
time, we confined the search space to be within the mini-
mum and maximum values of the original λm. The choice
of the upper bound is also important for another reason:
in order for a positive correlation between larger λm and
higher efficiency to stay valid for a dissipative process,
the allowed values of λm must not be so large to the
point that the quantum Zeno effect becomes relevant5.
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