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Abstract 
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It is shown that the well-known independent set problem remains NP-complete even when 
restricted to graphs which contain no cycles of length less than cnk where n is the number of ver- 
ticec in the graph, and c and k are constants atisfying c>O and 01 k< 1. A polynomial time ap- 
proximation algorithm for this problem is also examined. 
1. Imtroductioa 
An independent set S, of a simple graph G = (V; E), is a collection of mutually 
nonadjacent vertices, and the independence number is the cardinality of a maximum 
independent set. The girth of a graph is the length of the shortest cycle in the graph. 
There has been some interest in the relationship between the girth of a graph and 
its independence number [2,3,G-9,121 both recently and in the past. Of particular 
interest is the problem of computing independent sets in graphs with large girth. 
An algorithm is commonly referred to as “efficient” if it has polynomial time 
complexity. Alternatively, t’ne proof that a problem is NP-complete suggests that the 
problem cannot be solved by an efficient algorithm, and it is generally accepted as 
a classification of intractability for all but small instances of the problem. In this 
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paper it is shown that the well-known independent set problem [4] is NP-complete 
even when restricted to graphs that contain no cycles of length less than cnk where 
n is the number of vertices in the graph and c and k are constants atisfying c>O 
and 0 5 kc 1. The problem remains NP-complete when restricted to planar graphs 
of maximum degree three. An approximation algorithm resulting from the work in 
[8,10] is also examined. 
2. The independent set problem 
The independent set problem is the problem of computing the independent set of 
maximum cardinality. Let IS refer to the decision problem associated with the in- 
dependent set problem. IS is NP-complete [4], and it remains NP-complete for cubic 
planar graphs [5] and for graphs without triangles [111. Let IS*(x) refer to instances 
of IS where the graph contains no cycles of length less than X. 
Theorem. IS *(cnk) is NP-complete where n = 1 V j, and c and k are Instants satis- 
fying c>O and O=k< 1. 
Proof. It will be shown that the independent set problem on cubic planar graphs 
is polynomially rec!u:ible to IS*(cnk). Given a cubic planar graph G = (I@), con- 
sider the graph G * = (V*,E*) constructed by replacing each of the +n edges in G 
with an even path of length p (termed an edge-path) where p is the smallest even 
integer satisfying 
(G* is obtained by inserting into each edge (u, u) of G an even number of vertices 
ZI , . . . , z, of degree 2, thus obtaining the path u - z1 - z2 - l ** - z,., - v .) Let m denote 
the number of vertices in G*. Now p is sufficiently large such Chai p= fcmjk where 
m= +np+ n. (To see this, note that 
when 
Note that m = O(n”” -“I), and if G* is constructed with edge-paths of length p, 
then the graph G* contains only vertices of degree 2 and degree 3, and it contains 
no circuits of length less than 3p + 3 > cmk. The vertices of degree 3 are connected 
by the edge-paths which contain only vertices of degree 2. If two vertices connected 
by an edge-path belong to an independent set, then only +p - 1 vertices from that 
edge-path may also belong to the set. However, if only one of the two vertices 
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belongs to the independent set, then +p vertices from the edge-path may belong to 
the set as well. This implies that G has an independent set of size 4 if and only if 
G* has an independent set of size 4” = $r, + Q_ Assume that G has an independent 
set of size q. The vertices in G”’ associated with the vertices in G that form the in- 
dependent set along with +p vertices from each edge-path in G* form an indepen- 
dent set in G* of size anp+ q. Now assume that G* has an independent set Sf of 
size 4. We shall construct an independent set ST from S: from which an indepen- 
dent set of size at least q= q*- $np can be found for G. Initially let S,*=Sf. If 
two vertices u and u of degree 3 in S: are connected by an edge-path, then ar- 
bitrarily delete one of the two vertices from Sz. Note that only +p - 1 vertices from 
the edge-path connecting u with IJ can belong to SF, but now +p vertices from that 
path may belong to Sf. Consequently, the cardinality of S,* is no less than that of 
S:. This procedure can be repeated until no pair of vertices of degree 3 that are 
connected by an edge-path belong to S,*. S,* has cardinality no less than that of S:, 
and the vertices of degree 3 in S: form an independent set in G of size no less than 
q=q*-$np. 0 
A graph is bipartite if it contains no cycles of odd length. A maximum indcpcn- 
dent set for a bipartite graph can be computed in O(i 1 V 1. IE /) time using matching 
techniques (see [l]). Trivially, a graph with less than c vertices and without cycles 
of length less than c is bipartite. Therefore IS*(c) is tractable for all graphs with no 
more than c vertices. Since IS*(c) remains NP-complete for arbitrarily large c, it 
follows that the problem is NP-complete, but it is tractable for all reasonable in- 
stances. 
3. Approximation algorithm for IS* 
Nemhauser and Trotter [lo] discovered an efficient linear programming heu- 
ristic for computing independent sets. The procedure is analogous to computing 
the independent set of a bipartite graph. For the graph G =(K:E), let I/‘= 
(TV’] DE C-1; construct the br;, ’ -artitc graph H=(VH,EH) where V,= r/U V’ and 
EH= {(u, u’), (u’, u) 1 (u, u) E E}. Let S!, be a maximum independent set of H. Con- 
sider the partition of the set V that is obtained from SH. 
L’, = {u 1 oESH, U’ES”}, 
u, = (u ) ues,, U’$S”), 
u,= v-q-u,. 
The sets U, , ZJ’,, and r/, have the following properties. r/l, is a subset of a maximum 
independent set of G. There are no edges (u, u) E E where u E U, and u E r/, . The 
cardinality of the maximum independent set of G is no greater than 1 U, 1 + ) r/, ) /2. 
Clearly, a bipartite graph must contain an independent set with at least one half 
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the vertices in the graph. One would therefore expect hat graphs without odd cycles 
of increasing length must contain independent sets approaching one half the number 
of vertices. This property was formalized by Monien and Speckenmeyer [8] who 
presented an algorithm for computing independent sets in graphs with large girth. 
The algorithm runs in O(l V 1 l IEI) time and computes independent sets of at least 
[IVl/2]“/(““’ vertices in graphs without any odd cycles of length less than 2~ + 3. 
Consider algorithm A obtained by first applying the Nemhauser-Trotter algo- 
rithm and then the Monien-Speckenmeyer algorithm. Specifically, the Nemhauser- 
Trotter algorithm is first applied to the graph G yielding U,, U2, and U3. The Mo- 
nien-Speckenmeyer algorithm is then applied to the graph induced by the set of ver- 
tices Uj, returning an independent set denoted S( U3). U, U S( U3) is an independent 
set for G. Let q. be the size of the maximum independent set, and let qa denote the 
size of the independent set computed by algorithm A. The worst case performance 
ratio of algorithm A satisfies 
40< WI I + lW2 qa - lUil .[lyl/zlX/'"f"~[~~3~'2] 
1~(*+1)([~1/~/2]1~(*+1). 
Note that for increasing girth the independent set problem remains NP-complete, 
and the worst case performance ratio of algorithm A satisfies 
lim [IV1/2]“(*+*) = 1. 
X4= 
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