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ABSTRACT

Crystallization is the main physical separation process in many chemical industries. It is an
old unit operation which can separate solids of high purity from liquids, and is widely applied in
the production of food, pharmaceuticals, and fine chemicals. While industries in crystallization
operation quite rely on rule-of-thumb techniques to fulfill their requirement, the move towards a
scientific- and technological- based approach is becoming more important as it provides a
mechanism for driving crystallization processes optimally and in more depth without increasing
costs. Optimal operation of industrial crystallizers is a prerequisite these days for achieving the
stringent requirements of the consumer-driven manufacturing.
To achieve this, a generic and flexible model centric framework is developed for the
advanced operation of crystallization processes. The framework deploys the modern software
environment combined with the design of a state-of-the-art 1-L crystallization laboratory facility.
The emphasis is on developing an economically and practically feasible implementation which
can be applied for the optimal operation of various crystallization systems by pharmaceutical
industries. The key developments in the framework have occurred in three broad categories:
i.

Modelling: Using an advanced modelling tool is intended for accurate representation of the
behavior of the physical system. This is the cornerstone of any simulation, optimization or
model-based control approach.

ii.

Monitoring: Applying a novel image-based technique for online characterization of the
particulate processes. This is a promising method for direct tracking of particle size and
size distribution with high adaptability for real-time application

iii.

Control: Proposing numerous model-based strategies for advanced control of the
crystallization system. These strategies enable us to investigate the role of model
xiii

complexity on real-time control design. Furthermore, the effect of model imperfections,
process uncertainty and decision variables on optimal operation of the process can be
evaluated.
Overall, results from this work presents a robust platform for further research in the area of
crystal engineering. Most of the developments described will pave the way for future set of
activities being targeted towards extending and adapting advanced modelling, monitoring and
control concepts for different crystallization processes.
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1
1.1

INTRODUCTION

Crystallization Overview
Crystallization is the formation of a structured material in solid state from a fluid phase or

an amorphous solid phase. It is, therefore, a core separation and purification technology. The
merits of crystallization process lie in producing products with high purity that are difficult to
achieve using other production processes. Crystallization also requires a relatively lower level of
energy consumption in many cases.
1.1.1 Significance of Crystallization
Crystallization, in many industries, is the most common way of production of high value
chemicals with high purity and desired size and shape. It is widely used in the production of
pharmaceuticals, foods and many more chemical and petrochemical fine products to separate the
drug from the solvent mixture as well as to ensure that the drug crystal product conforms to size
and morphology specifications. The capability of crystallization to mass-produce particulates with
high purity makes it a powerful production and separation process. According to [1], 60 % of the
end products in the chemical industry are manufactured as particulate solids with an additional 20
% using powders as ingredients.
The significance of crystallization can be illustrated by the global market trends of
microelectronics and pharmaceutical industries reported by [2]. Both industries reported revenues
of US$27 billion and US$255 billion in 2017. According to [3], more than 90% of small molecule
drugs are produced in crystalline form. These figures clearly shows the economic value and
societal benefits of crystallization processes. Any method to improve the production of
crystallization products would be highly valued.
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1.1.2 Principle of Crystallization
Crystallization product can be formed from a solution, vapor or melt. Solution crystallization
is the most common method in chemical industries which is the focus of this dissertation. The
main driving force in crystallization is supersaturation which is a state in which a solution contains
more dissolved solute than defined by the condition of saturation. Supersaturation can be thought
of as the concentration of solute in excess of solubility. For practical use, however, supersaturation
is generally expressed in terms of concentration:
∆𝐶 = 𝐶 − 𝐶 ∗

(1)

Where 𝐶 is the concentration of solution, 𝐶 ∗ is the saturation concentration and ∆𝐶 is sometimes
called the “concentration driving force”. Supersaturation drives the solid phase out of the solution
and can be achieved by different techniques such as cooling, evaporation or antisolvent addition.
The basic principles governing crystallization can be elucidated by the phase diagram shown in
Figure 1.1. In the diagram, three distinct regions are depicted.
1. Undersaturated zone: the crystals in this region dissolve. The dissolution rate depends on
the degree of undersaturation
2. Metastable supersaturated zone: the area between the solubility and metastable curve in
which the present crystals in the system grow with a defined rate, depending on the degree
of supersaturation
3. Unstable supersaturated zone: solution nucleates spontaneously in this region
The interaction between nucleation and growth in consuming the supersaturation potential
determines the particle characteristics such as size distribution, morphology and purity.
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Figure 1.1: Equilibrium phase diagram

1.1.3 Crystallization Technique
There are several different ways currently used to generate supersaturation necessary for
crystallization. The most common techniques are cooling, evaporation, and antisolvent addition.
All of these techniques cause crystallization due to changes in equilibrium solubility. The
appropriate approach to use depends on the solubility behavior of the compound to be crystallized.
1.1.3.1 Cooling Crystallization
In this method which is the oldest and most conventional, simply by knowing that for some
systems solubility decreases with temperature, an initial concentrated solution goes through a
temperature reduction phase resulting in supersaturation, hence particle formation. Accordingly
the temperature profile imposed to the system dictates the rate of supersaturation rate. So, control
over the temperature profile is the main objective through the process in order to achieve the
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desired particle size characteristics. Therefore, manipulated variable as an optimization decision
variable is traditionally the working temperature. Considerable effort has been made on particle
size control in batch cooling crystallization [4]. Most of these works consider supersaturation as
the key variable to be optimized. This strategy which is based on the determination of the optimal
temperature profile was first discussed by [5]. It was though based on a key understanding namely
that constant nucleation rate is required in order to keep the supersaturation low and within the
meta-stable zone. Other works dealing with an optimal cooling profile generation intended to keep
supersaturation low in the beginning stages of the process inhibiting nucleation but promoting
crystal growth.
1.1.3.2 Antisolvent Crystallization
Among the different techniques employed for producing supersaturation in liquid phase, in
the last decade antisolvent addition is increasingly being used as an alternative to cooling and
evaporative crystallization processes for the isolation and separation of organic fine chemicals,
especially for active pharmaceutical ingredients (APIs) whose biological activity might be
degraded when using high temperature conditions [4,6,7]. In this method which is also known as
solventing-out, drowning-out and quenching, a secondary solvent known as antisolvent or
precipitant is added to the solution resulting in the reduction of the solubility of the solute in the
original solvent with the consequent generation of supersaturation. This technique is regarded as
an energy-saving alternative to evaporative and cooling crystallization, provided that antisolvent
can be separated at low (energy) costs. Also, in cases where either solute is highly soluble or its
solubility doesn’t change much with temperature or the substance to be crystallized is heat
sensitive or unstable in high temperatures, antisolvent crystallization is an advantageous method.
Traditionally, antisolvent crystallization is performed by adding organic material to aqueous
solutions, in which the inorganic solutes have negligible miscibility. The new solvent molecules
4

bind with the original solvent resulting in decrement of solubility of the solute in aqueous phase,
therefore starting the process with saturated (or high concentrated) solution by antisolvent addition,
supersaturation is produced simultaneously and precipitation is expected. The strive to understand
antisolvent crystallization phenomena and to develop systematic operational policies towards
crystal size control have been the interest of many recent and overly experimental investigations.
Studies looking at the effect of various operating conditions are numerous. The process of the
salting-out precipitation of cocarboxylase hydrochloride from its aqueous solution by addition of
acetone was studied by [8]. They found that the crystallization may be remarkably improved after
careful selection of operating parameters vis. seeding, agitation and acetone dosage rate. In a study
of precipitating potassium sulphate by acetone addition to the aqueous solution, [9] found that
slight dilution of antisolvent feed will help in reduction of fine particles as a result of recreation in
local supersaturation at feeding point in the system.
[10] measured the meta-stable zone width for crystallization of potassium sulphate with
different antisolvents. In addition they reported that seeding has no effect on the width of this zone.
[11] have studied the relationships between the size distribution and shape of crystals for the
ternary system of water-ethanol-sodium chloride. They observed that the nucleation and as a result
the final size is highly influenced by the micro mixing conditions because as the number of crystals
precipitated by mixing a saturated aqueous solution and a saturated pure ethanol solution was much
greater than that produced by mixing two saturated ethanol aqueous solutions having different
concentrations. Other works considering antisolvent concentration and feed rate effects on final
crystal habit are [12-16].
1.1.3.3 Combined Cooling and antisolvent Crystallization
In most industrial processes supersaturation is created by cooling, evaporation or antisolvent
addition with the two main technologies being the cooling and antisolvent addition. Cooling
5

crystallization is employed when the solubility of the material is temperature sensitive. On the
other hand, anti-solvent aided crystallization is an advantageous separation technique when the
solute is highly soluble or heat sensitive. There are significant amount of work deal with each
application separately [17,18]. It is recently demonstrated that when cooling and antisolvent
addition approaches are combined together, it could increase crystallization yield and improve
product qualities such as crystals’ mean size [19]. Although system considered had solubility
which was strongly a function of temperature, it has been shown even for systems with solubility
weakly dependent on temperature; it is possible to impart significantly improved control over both
distribution mean size and coefficient of variation by manipulating temperature together with
antisolvent feed rate [20]. Although in the pharmaceutical industries the heuristic combination of
these two procedures is fairly common, a systematic study of the combined procedure is a novel
area for scientists and engineers. Development of an effective mathematical models describing the
crystal growth dynamics in this type of crystallization processes will be the first step towards
finding the optimal process performance and to control the crystal properties such as size and
distribution.
1.1.4 Crystallization Modelling
There are significant properties of the final product such as purity and stability of crystalline
particles, growth morphology, and size distribution that affect downstream unit operations
including filtration, granulation, and drying. Due to particulate form of crystals, size distribution
is an important aspect of the end product which needs to be controlled. This physical textural
feature influences solid properties such as filtration rate, bioavailability, and dewatering rate. Size
distribution of crystals is very sensitive to various kinetic and thermodynamic parameters some of
which are temperature, antisolvent flow rate, and seeding variables that might change owing to
unavoidable disturbances during the process [21]. Hence, to fulfill the product specification it is
6

important to properly control the physical reaction which necessitates understanding the dynamic
of the system and underlying phenomena. Antisolvent crystallization has been modeled for many
systems using the traditional population balance modeling approach (PBA) [19, 20, 22-30]. This
traditional approach implies first principle assumptions and requiring a detailed knowledge of the
physics and thermodynamics of the process. From a modeling perspective and as an alternative to
the population balance approach, we have shown [31-35] that it is possible to describe a
crystallization process by means of a stochastic approach, which allows description of the Crystal
Size Distribution (CSD) evolution with respect to time using the Fokker-Planck equation (FPE).
In this approach, rather than understanding the complex interactions at the microscopic level along
the crystallization process, one seeks to explain the observed macroscopic behavior. In this regard,
crystallization can be visualized as a self-organizing and complex process [36] which is subjected
to apparently disordered and erratic phenomena such as turbulence at micro-scale mixing,
temperature fluctuations, etc. These fluctuations affect the crystal growth habits and its
morphology. Thus, in an effort to explain the observed macroscopic behavior of crystal growth in
an anti-solved aided crystallization, we have incorporated the Fokker–Planck equation (FPE) as
the centerpiece of our approach in our previous research.
1.1.5 Crystallization Control
Regarding the control of CSD, one typical approach used is based on model-developed
optimal profiles which are then implemented on-line with or without any feedback (FB) action.
Some examples of antisolvent crystallization control are paracetamol [37] and sodium chloride
[23,24]. Recently, cooling has been combined with antisolvent crystallization and the joint process
has been modeled for lovastatin [19] and acetylsalicylic acid [30]. In contrast to model-developed
optimal profiles, there has been alternative ways to control antisolvent and cooling processes.
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These have been supersaturation control [38-40] and direct nucleation control [41]. In
supersaturation control, the aim is to restrain the concentration of solute to keep supersaturation at
a constant low level to maximize crystal growth. The concentration is usually measured using
attenuated total reflectance-Fourier transform infrared (ATRFTIR) [42-45]. It is the most widely
used technique for concentration measurement during crystallization. Although the proposed
approach has been shown to be robust and provide high control quality, for unseeded
crystallization large variability in product CSD was reported which is due to the unpredictable
nature of primary nucleation [46]. Moreover, calibration of the instrument is very sensitive to
impurities in calibration solutions [47]. Additionally, from an industrial viewpoint, mechanical
damage, thermal stress or chemical deterioration of the ATR element immediately affects the
calibration accuracy; and encrustation of the probe can easily occur which makes it difficult to
apply ATR-FTIR in industrial crystallizers [48].
In indirect nucleation control, the aim is to maintain the number of particle counts at a
predetermined value using an on-line particle counter. In recent years, the application of focused
beam reflectance measurement (FBRM) has gained popularity. In this method which is based on
laser light scattering, online monitoring of the chord length distribution (CLD) of crystals is
determined which is statistically related to the CSD. Several works on the application of FBRM in
FB control of CSD are reported. [49] investigated cooling crystallization of potassium chloride
(KCl). It was shown that effective control of mean crystal size in the presence of set-point and
disturbance changes is feasible. [41] used the information on nucleation and dissolution from the
FBRM in a FB control strategy to directly control the apparent onset of nucleation to achieve larger
crystals with a narrow CSD and grow a desired polymorphic form of crystals [50]. For the FBRM
technology, data are used more often qualitatively for monitoring the process because to restore
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the CSD from CLD, the geometry of the crystals must be well known and a three-dimensional
model is also necessary to perform the time-consuming calculations [27,51].
1.2

Dissertation Motivation
Overall, the results corroborated that the FPE represents a powerful new direction in

developing population balance models, taking into account the natural fluctuations present in the
crystallization process, and allowing a novel description, in a compact form, of the CSD in time.
Building on these important original findings the proposed project aims at further uncovering the
potential and expanding the capabilities of this novel stochastic formulation to fully characterize
the dynamics involved in antisolvent mediated crystallization process and implementing on-line
optimal control strategies. In particular, this work aims at the formulation and implementation of
a generic and flexible model-centric framework for integrated simulation, estimation, optimization
and feedback control of systems. For the first time we combine the powerful capabilities of the online image-based monitoring system with a modern simulation, estimation and optimization
software environment towards an integrated system for the optimal operation of antisolvent
crystallization processes.
The conceptual representation of the proposed model-based framework for integrated
simulation, estimation, optimization and feedback control of crystallization processes is illustrated
in Figure 1.2. The modelling work was carried out using gPROMS modelling language and
embedded into the framework providing a complete environment for modelling/analysis of
complex systems. Among gPROMS other advantages are:
1. Modelling and solution power : All solvers within gPROMS are specifically designed for
large scale systems and there are no limits regarding problem size. This unparalleled
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modelling powers with the generality of the software means that it can be used for any
processes that can be described by a mathematical model.
2. Project Environment: Project tree structure is a comprehensive project environment which
all elements of a modelling project can be easily accessed and maintained. Besides that, a
palette view can be used to access libraries of model icons when building a flowsheet.
3. Multiple activities using the same model: Once a model is built in gPROMS, it can be used
for steady-state and dynamic simulation, parameter estimation, optimization and
experiment design. There are multiple activities can be done using the same model.
4. Integrated steady state and dynamic capabilities : Models can be written to be steady-state
or dynamic or both. It is not like steady state simulators which have added dynamic
capabilities or dynamic simulator which have to iterate to steady state. gPROMS can
always solve for a steady state providing the models and specifications allow this.
5. Sophisticated optimization capabilities: gPROMS's optimization facilities can be used for
steady state or dynamic model to find the optimal answer to any design or operational
questions directly rather than by trial-and-error iteration.
The parameter estimation entity makes use of the data gathered from the experimental runs. It has
the ability to estimate an unlimited number of parameters, use data from multiple dynamic
experiments and ability to specify different variance models among the variables as well as among
the different experiments. The optimization entity allows for the typical dynamic optimization
problems arising from batch and/or semibatch operation to be formulated and implemented. In this
way the optimal control variables profile that will yield a desired mean size and final CSD (targets)
can be obtained. One of the key issues is the connectivity of the software platform with the control
system and image-base characterization system towards full integration.
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Figure 1.2: Model-centric framework for integrated simulation, estimation, optimization and
advanced model-based control of crystallization systems

1.3

Dissertation Organization
This dissertation is structured in seven main chapters. In the first chapter the motivations for

this dissertation is highlighted and a brief literature review regarding control of crystallization
processes is given.
Chapter 2 focuses on uncovering the potential and expanding the capabilities of the
stochastic modeling approach. This is combined with previous studies on direct control of CSD.
Chapter 3 describes a framework for model-based optimization and parameter estimation of
the crystallization system. The estimation aims at finding the optimal value for the global model
parameters using the maximum likelihood procedure which is implemented in gPROMS. A
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rigorous analysis is presented to assess the quality of the estimation technique. After identifying
the model, an offline model-based optimization analysis is conducted to determine the optimal
temperature profile in conjunction with the optimal antisolvent flow rate in order to reach a final
target crystal size distribution.
Chapter 4 presents a controllability analysis of the studied process. The focus is on
establishing quantitative possibilities for fulfilling the control objectives. Advanced control
strategies are derived based on the analysis of the semi-analytical solution of the Fokker Planck
equation.
Chapter 5 describes the development and implementation of the experimental system that
can be used to validate the computational aspects of this project as well as to implement advanced
control strategies. This includes the implementation of a novel image-based multi-resolution
sensor for on-line monitoring of CSD and the implementation of a fully automated system towards
the optimal control of crystallization operations.
Chapter 6 provides the results of validations of the mathematical framework against
experimental data. This includes model validations under a number of operational scenarios,
namely the optimization, linear and nonlinear model-based feedback control, aiming at controlling
the final batch CSD.
Chapter 7 provides the conclusions and presents some perspective for future work.
1.4

Dissertation Contributions
There are a number of original contribution from this thesis:
•

A novel model-based centric framework for optimal operation of crystallization processes
was formulated, implemented and experimentally validated. A mathematical model of the
antisolvent non-isothermal crystallization process was first developed based on a new
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stochastic formulation. The model was embedded into framework allowing, using a single
model, multiple activities such as parameter estimation and dynamic optimization studies.
Furthermore, uncertainty regions for the parameters are obtained using the proposed
framework which can be used towards the development robust control strategies.
•

Although large strides have been made in modelling crystallization processes, sensor
technology for real-time process control is still not available. In fact, online measurement
of the key particle properties has always been a major obstacle. Even offline measurement
is cumbersome and difficult. These problems have hindered implementation of newly
developed process control techniques to crystallization reactors. Despite ongoing control
theory development and implementation of advanced control techniques to a variety of
chemical processes, conventional control methods are still used. The image-based multiresolution sensor for on-line monitoring of CSD platform proposed here can provide a huge
leap towards integration of monitoring, control, and optimization tools in the control of
complex industrial crystallization.

•

Using controllability tools jointly with the novel stochastic formulation it is shown that the
system is ill conditioned in the operational range, posing limitations on the achievable
control performance. To circumvent these problems, alternative control strategies are
investigated by pairing crystals’ mean size with antisolvent feed rate and manipulating
temperature to control the size variation. For the first time an online strategy to directly
control crystal size distribution in joint cooling antisolvent crystallization processes is
proposed and alternative linear and nonlinear controllers are formulated and
experimentally tested.
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•

Finally, a completed automated laboratory scale experimentally facility was designed and
implemented for testing and evaluations. This includes a monitoring and control unit
developed in LabVIEW, a flow cell for continuous sampling and imaging, an image-based
multiresolution sensor, a conductivity-based salt concentration sensor and the advanced
control modules.
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2
2.1

MODEL DEVELOPMENT

Introduction
Crystallization process is an interchange of different complex phenomena. In order to predict

the behavior of a crystallization unit, different mechanisms that influence the physical system such
as nucleation, growth, attrition and breakage must be well represented by a dynamic process
model. The development of an effective mathematical model, describing the dynamic relation
between inputs and outputs of the system is a crucial issue toward finding the optimal process
performance and to control the crystal properties such as size and size distribution.
The selection of the model features depends on the targeted application and available
knowledge needed for the model development. In general, the model structure and its level of
complexity should be tailored based on its intended purpose. In other words, the sophistication of
a model should be commensurate with the ultimate application in which it will be used. For the
current application, the process model should be capable of describing fundamental properties of
the crystal particles such as size and size distribution. On the other hand, the modelling approach
should result in simple model which can be employed in model-based control design and real-time
implementation.
The main approach, so far exploited, is by developing population balance models [1] taking
into account the evolution of crystal particles across temporal and size domains. This method
implies first principle assumptions requiring a detailed knowledge of the physics and
thermodynamics associated with the solute and solvent properties to be adequately incorporated
in the population balances, which sometimes come from empirical formulations such as the solute
solubility. In addition, population balances modeling results in large and complex dynamic models,

20

which cannot be easily employed, for instance, in model-based process control design or for realtime application.
Recently, direct design, model-free approaches were proposed as an alternative efficient way
of controlling crystallization processes for anti-solvent, cooling and combined processes [2,3]
including the case of polymorphic control [4]. Along this way, a new approach to model
crystallization systems characterized by PSD is the Fokker-Planck Equation is developed (FPE)
[5-8]. In this approach, the time evolution of each element of the population, the crystal, is regarded
as a possible outcome of a random variable driven by a deterministic term. Indeed, each crystal
does not grow in the same manner and some dispersion, in size, of the population is always
observed. This random variable will be thus characterized uniquely by its Probability Density
Function (PDF) whose evolution in time can be described in terms of a the FPE. Within this
context, the FPE could be considered as an alternative way to develop a population balance, taking
into account the natural fluctuations present in the crystallization process, and allowing describing,
in a compact form, the Crystal Size Distribution (CSD) in time. The deterministic contribution
driving the crystal growth is modeled by a proper model, allowing to describe the mean size
behavior in time. However, in the FPE formulation, the model behavior is affected by both the
deterministic and stochastic contribution. In fact, the specific form of the stochastic model may
lead to different shapes for the predicted probability density function, even being equal the nature
of the deterministic part.
In the following a brief description of the different modeling approaches for cooling and
antisolvent crystallization is first presented. Next, A stochastic modeling framework for semibatch operation of combined cooling-antisolvent crystallization is discussed in detail.

21

2.2

Population Balances
The population balance equation is a well-known mathematical framework for dynamic

modelling of particle size distribution in several particulate systems such as crystallization and
polymerization. The population balance model has been used to model emulsion polymerizations
[9,10] in the field of chemical engineering. Hulbert and Katz originally applied population balance
to describe the evolution of the crystal particles for a crystallization system [11]. Traditionally a
complete population balance crystallization model is comprised of a population balance with
corresponding kinetics, mass balance, and solubility model [12]. Here, the crystal growth is
assumed as size independent and with negligible attrition and agglomeration. As a further
assumption, the only internal coordinate, which uniquely identifies the crystal, is its size 𝐿. Within
these assumptions the one-dimensional PBE for a crystallization process undergoing nucleation
and crystal growth can be written as:
𝜕𝑛(𝐿, 𝑡) 𝑛(𝐿, 𝑡) 𝑑𝑉
𝜕𝑛(𝐿, 𝑡)
+
+𝐺
−𝐵 =0
𝜕𝑡
𝑉 𝑑𝑡
𝜕𝐿

(1)

Where 𝑛(𝐿, 𝑡) is the number density of the crystals (# of particles/𝑚4 ), t is the time (s), V is the
crystallizer volume (𝑚3 ), L is the internal coordinate; G is the crystal growth rate (m/s); B is the
nucleation rate (#𝑚4 𝑠). The nucleation and growth rates are modeled using equations (2) and (3):

𝐵 = 𝑏0 (𝑇 − 273)𝑒𝑥𝑝 (−𝑏

𝜌
𝑙𝑜𝑔3 (𝐶𝜌𝑐 )
𝑠

𝑙𝑜𝑔2 (𝑆)

(2)
)

−𝑔

𝐺 = 𝑔0 [1 − 𝑔1 (1 + 𝑤) 𝑔2 ]𝑒𝑥𝑝 ( 𝑅𝑇3 ) (𝑇 − 273) 𝑔4 ∆𝐶 𝑔5 𝑤+𝑔6
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(3)

Where 𝑏0 and 𝑏1 are nucleation parameters, and 𝑔0 , 𝑔1 , 𝑔2 , 𝑔3 , 𝑔4 , 𝑔5 and 𝑔6 are the growth
parameters. 𝜌𝑠 is the crystal density of the solute (𝑘𝑔⁄𝑚3 ), 𝐶 ∗ is the equilibrium concentration, 𝜌𝑠
is the solution density (𝑘𝑔⁄𝑚3 ), 𝑤 is the solute free mass present of antisolvent in the solution, R
is the ideal gas constant, and T is the temperature (K). ∆𝐶 and S are the absolute and relative
supersaturation which are defined as:
∆𝐶 = 𝐶 − 𝐶 ∗

(4)

𝑆 = 𝐶⁄𝐶 ∗

(5)

Two common methods for solving population balances are the method of moments and the
method of discretization. The method of moments solves the population balance by calculating the
individual moments of the crystal distribution. The method of moments is a system of Φ+1
ordinary differential equations where Φ is usually equal to 4. The method of moments is described
by Equation Set (6):
𝑑µ0
=𝐵
𝑑𝑡
𝑑µ𝑖
= 𝑖𝑢𝑖−1 𝐺
𝑑𝑡

(6a-b)

𝑖 = 1…𝛷

Where µ𝑖 is the ith moment of the distribution. The method of moments requires less computational
time than the discretization method, but the disadvantage of the method of moments is that a unique
CSD cannot be recovered from the different moments. Since the modeling of the CSD is important,
the discretization method is used. This technique converts the partial differential equation into a
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system of ordinary differential equations with corresponding boundary and initial conditions
shown in Equation set 7:
𝑑𝑛1
𝑛1 𝑛1 𝑑𝑉
=𝐵−𝐺
−
𝑑𝑡
2𝛿1 𝑉 𝑑𝑡
𝑑𝑛𝑖
𝑛𝑖
𝑛𝑖
𝑛𝑖 𝑑𝑉
= 𝐺(
−
)−
𝑑𝑡
2𝛿𝑖−1 2𝛿𝑖
𝑉 𝑑𝑡

𝑖 = 2…𝜁

𝐿1 (𝑡) = 0.1 µ𝑚
𝐿𝜁 (𝑡) = 1000 µ𝑚

𝑖 = 1…𝜁

(7)

𝑛(𝐿𝑖 , 𝑡 = 0) = 0
𝑛(𝐿1 , 𝑡) = 0
𝑛(𝐿𝜁 , 𝑡) = 0

With ζ being the number of discretization intervals, and 𝛿 the length of each discretization interval
which is given by:
𝛿𝑖 = 𝐿𝑖 − 𝐿𝑖−1

𝑖 = 1…𝜁

(8)

Due to complexity of the model , application of numerical methods is required to obtain a
numerical solution to the set of consisting differential equations.
2.3

Stochastic Formulation of CSD in Logarithmic Scale
From the modeling point of view, the FPE approach was first introduced by our research

group to model the CSD in antisolvent crystallization processes [5,6]. In these papers, the basic
formulation was introduced using the logistic equation as the deterministic model and alternative
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stochastic components were evaluated. The capabilities of the FPE was assessed both through
simulation and experimental validation. Subsequently, we investigated and assessed
comparatively the performance of the FPE approach to model the crystal size distribution based
on different expressions for the stochastic component [7]. In particular, the one-dimensional
Fokker-Planck equation with a nonlinear diffusion coefficient to represent the crystal growth
process was investigated. It was shown that the stochastic model better suited to describe the
experiments is given by the Geometric Brownian Motion (GBM), which gives an excellent
agreement, with the experiments for a wide range of process conditions (i.e., antisolvent feed rate
and temperature). The growth fluctuations and the unknown dynamics not captured by the
deterministic term are modelled using a random component, where the intensity of the fluctuations
depends on the crystal size. The general equation can be written as:
𝑑𝐿
𝑑𝑡

= ℎ′ (𝐿, 𝑡; 𝜃) + 𝑔(𝐿)𝜂(𝑡)

(9)

𝐿(𝑡0 ) = 𝐿0

where ℎ′ (𝐿, 𝑡; 𝜃) is the expected growth rate of the single crystal 𝐿, 𝑡 is the time, 𝜃 is the vector of
parameters defined in the model, 𝑔(𝐿) is the diffusion term determining the random motion of the
variable L, and 𝜂(𝑡) is a random term assumed as Gaussian additive white noise and defined in
Equation (10):
〈𝜂(𝑡)〉 = 0

(10a-c)

〈𝜂(𝑡)𝜂(𝑡′)〉 = 𝜎 2 𝛿(𝑡 − 𝑡′)
𝜎 2 = 2𝐷

Where 𝜎 2 (= 2𝐷) is the variance of the assumed noise intensity. Applying a suitable nonlinear
variable transformation 𝑦 = ln(𝐿):
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1 𝑑𝐿 𝑑𝑙𝑛𝐿 1 ′
𝑑𝑦
=
= ℎ (𝐿, 𝑡; 𝜃) + 𝜂(𝑡) = ℎ(𝑦, 𝑡; 𝜃) + 𝜂(𝑡) =
𝐿 𝑑𝑡
𝑑𝑡
𝐿
𝑑𝑡

(11)

The fluctuation term in Eq. (11) does not depend anymore on the crystal size. The time evolution
of the probability density function 𝜓(𝑦, 𝑡) with respect to the variable 𝑦 can be described now by
the FPE as follows:
∂𝜓(𝑦, 𝑡)
𝜕 2 𝜓(𝑦, 𝑡) 𝜕
[ℎ(𝑦, 𝑡; 𝜃)𝜓(𝑦, 𝑡)]
=D
−
𝜕𝑡
𝜕𝑦 2
𝜕𝑦

(12)

Here 𝐷 is the diffusion term related to variance of the assumed noise intensity 𝐷 =

𝜎2
2

, and

ℎ(𝑦, 𝑡; 𝜃) is the deterministic growth term which is assumed to follow a logistic equation (LG) [6]:
𝑦
ℎ(𝑦, 𝑡; 𝜃) = 𝑟𝑦 (1 − )
𝐾

(13)

Where 𝑟 is the crystal growth rate and 𝐾 stands for the equilibrium mean size in logarithmic scale.
It is also possible to obtain an analytical solution of the corresponding FPE by reformulating the
deterministic crystal growth using a Gompertz equation (GM) [8]:

ℎ(𝑦, 𝑡; 𝜃) = 𝑟 ′ (1 −

𝑦
)
𝐾′

(14)

Where 𝑟 ′ and 𝐾 ′ are the corresponding crystal growth and equilibrium mean size.
2.4

Stochastic Formulation of CSD in Linear Scale
In this section we investigate the formulation of the CSD in linear scale. This proposed

approach has a number of advantages over the previous formulation. First, does not require a
variable change which allows the solution of the FPE using a state dependent diffusion term [13].
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Second, under the proposed formulation, it is possible to derive the deterministic expression of
CSD mean and mode dynamics of the distribution. That is, simple nonlinear differential equations
can be obtained to characterize the mean and mode time evolution as an alternative to the FPE.
These new developments impact the implementation of further control strategies.
Let us start considering the stochastic differential equation (SDE) representing the model of
the crystal growth in a more general representation using nonlinear functions ℎ(𝑥) for the drift
term and 𝑔(𝑥) for the diffusion term with multiplicative noise [14]:
𝑑𝑥(𝑡)
= ℎ(𝑥, 𝑡) + 𝑔(𝑥, 𝑡)𝜂(𝑡)
𝑑𝑡

(15)

Where 𝜂(𝑡) stands for Gaussian white noise characterized by the first two moments (Equation 10).
Depending on the functionality of 𝑔(𝑥) with respect to the state variable 𝑥, we may have :
1) Additive noise when 𝑔(𝑥) does not depend on 𝑥
2) Multiplicative noise if 𝑔(𝑥) depends on 𝑥 [14]
Following the stochastic modelling approach [14,15] the PDF, 𝜓(𝑥, 𝑡), depends on the function
𝑓(𝑥) and 𝑔(𝑥), according to the Fokker-Planck equation, in Stratonovich form:
∂𝜓(𝑥,𝑡)
𝜕𝑡

𝜕

𝜕

= 𝜕𝑥 {−[ℎ(𝑥) + 𝐷𝑔′ (𝑥)𝑔(𝑥)]𝜓(𝑥, 𝑡) + 𝐷 𝜕𝑥 𝑔2 (𝑥)𝜓(𝑥, 𝑡)} =
𝜕
𝜕𝑥

(16a)

𝜕

{−[ℎ(𝑥) − 𝐷𝑔′(𝑥)𝑔(𝑥)]𝜓(𝑥, 𝑡) + 𝐷𝑔2 (𝑥) 𝜕𝑥 𝜓(𝑥, 𝑡)}

Where 𝑔′(𝑥) stands for the derivative of 𝑔(𝑥) with respect to 𝑥, with the following initial and
boundary condition:
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𝜓(𝑥, 0) = 𝜓0 (𝑥)

(16b)

𝜕

𝐷 {𝑔(𝑥) 𝜕𝑥 [𝑔(𝑥)𝜓(𝑥, 𝑡)]} = ℎ(𝑥)𝜓(𝑥, 𝑡) at 𝑥 = 0 and ∀𝑡

(16c)

𝜕𝜓(𝑥,𝑡)

(16d)

𝜕𝑥

= 0 at 𝑥 → ∞ and ∀𝑡

By inspection of Equation (16a), the drift term is given by the deterministic model ℎ(𝑥),
augmented with a noise-induced term that will depend on the noise intensity (𝐷) function, 𝑔(𝑥),
and its derivative.
By solving the Fokker–Planck equation, one can find that the asymptotic distribution is given by
[14,16]:
𝑥

𝜓𝐴𝑠 (𝑥) = ℵ𝑒𝑥𝑝{∫0 −𝜙(𝜁)𝑑𝜁 } with 𝜙 = −

ℎ(𝜁)−D𝑔′(𝜁)𝑔(𝜁)
D𝑔2 (𝜁)

(17)

With ℵ being the normalization constant and 𝜙 the stochastic potential.
This means that the multiplicative noise may change the asymptotic solution with respect to the
deterministic model and, as could be seen in Equation (17), the asymptotic extrema of 𝑥 obey the
following equation:
ℎ(𝑥𝐴𝑠 ) − 𝐷𝑔(𝑥𝐴𝑠 )𝑔′(𝑥𝐴𝑠 ) = 0

(18)

Equation (10) provides the opportunity to discuss further the influence of the external noise
on the asymptotic behavior of the nonlinear system. In case of additive noise, 𝑔(𝑥) = 1 i.e., the
environmental fluctuations does not depend on the states of the system, the extrema of 𝜓𝐴𝑠 (𝑥)
always coincide with the deterministic asymptotic states, independent of the intensity of noise, and
the noise will affect only the wideness of the distribution. On the other hand, in the case of
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multiplicative noise, the environmental fluctuations depend on the states of the system. If 𝐷 is
sufficiently large the most probable state does not coincide with the deterministic stationary state
and “new” solution may appear or existing solution may disappear. This phenomenon has been
named noise-induced transition [14].
Considering that the evolution of the distribution mode (𝑥̅ ) follows the drift term, by
inspection of Equation (16a), we have:
𝑑𝑥̅
= ℎ(𝑥̅ ) − 𝐷𝑔′(𝑥̅ )𝑔(𝑥̅ )
𝑑𝑡

(19)

Moreover, if Equation (18) has unique stable solution, the mean value of the distribution can be
approximated by:
𝑑〈𝑥〉
≅ ℎ(〈𝑥〉)
𝑑𝑡

(20)

In terms of our original description of the crystallization model the functions ℎ(𝑥), 𝑔(𝑥) and the
noise descriptions are as follows (using the LG model as the growth term in the original linear
state, L)

𝐿

ℎ(𝐿, 𝑡) = 𝑟𝐿 (1 − 𝐾),

𝑔(𝐿) = 𝐿

and

𝑔′(𝐿) = 1

(21)

And the resulting FPE that provides the time evolution of the CSD is now given by:
∂𝜓(𝐿, 𝑡)
𝜕
𝐿
𝜕
=
{− [𝑟𝐿 (1 − ) − 𝐷𝐿] 𝜓(𝐿, 𝑡) + D𝐿2 𝜓(𝐿, 𝑡)}
𝜕𝑡
𝜕𝐿
𝐾
𝜕𝐿

Along with the lognormal I.C.
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(22a)

𝜓(𝐿, 0) = 𝑒𝑥𝑝 {−

[𝑙𝑛(𝐿) − 𝜇0 ]
2𝜎02

(22b)

} /(𝜎0 𝐿√2𝜋)

and boundary conditions given by Equations (22c) and (22d):
𝜕

𝐷 {𝑔(𝐿) 𝜕𝐿 [𝑔(𝐿)𝜓(𝐿, 𝑡)]} = ℎ(𝐿)𝜓(𝐿, 𝑡) at 𝐿 = 0 and ∀𝑡

(22c)

𝜕𝜓(𝐿,𝑡)

(22d)

𝜕𝐿

= 0 at 𝐿 → ∞ and ∀𝑡

Furthermore, from Equations (19) and (20) the time evolution of the mode 𝐿̅, and the mean 𝐿̂, of
the CSD can now be represented by the following nonlinear differential equations:

𝑑𝐿̅
𝐿̅
= 𝑟𝐿̅ (1 − ) − 𝐷𝐿̅
𝑑𝑡
𝐾

(23a)

𝑑𝐿̂
𝐿̂
= 𝑟𝐿̂ (1 − )
𝑑𝑡
𝐾

(23b)

Equation (23b) will effectively describe the time evolution of the mean since Equation (10), for
the present case, has two solutions but one (𝐿 = 0) is unstable. The importance of Equation (23)
is that simple nonlinear differential equation provides the time evolution characterization of the
CSD in terms of mode and mean values of the crystal rather than solving the corresponding FPE,
which is suitable for testing but not designing controllers.
It is important to discuss the implications of these results in the context of describing the
CSD in crystallization processes using this new stochastic approach as compared with population
balances approaches. Generally, when solving the population balances only the first two moments
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of the distribution are considered (mean and standard deviation). However, we can appreciate that
information on the distribution, in analytic form, is obtained in the proposed formulation in terms
of mean and mode of the CSD as well the analytical solution of the asymptotic CSD, which is
typically the final control target. The mode of the distribution represents, as it is known, the crystal
size with the highest probability. In control terms this information may be as important or more
than controlling the mean value of the distribution.
Next, a global model will be introduced providing the explicit dependencies of the model
parameters 𝑟, 𝐾and 𝐷 with the operating conditions determined by the antisolvent flowrate and the
temperature. This will provide the opportunity to analyze the effect of the process conditions on
the main components of the CSD such as the mode, mean, variance and distributions.
2.4.1 Global Stochastic Model in terms of Operating Conditions
The proposed crystallization models, discussed above, do not have an explicit dependency
with the operating conditions. In order to use the model over the whole operating range, linear
piece-wise interpolation approaches have been so far exploited for the isothermal operation [6,17].
Later, Cogoni et al. [18] expanded these results by eliminating the linear piece-wise interpolation
and defining analytical expression for the parameters dependencies on the operating conditions. In
the following we will extend these ideas and propose an explicit dependence of the stochastic
model parameters (𝑞, 𝑇) on input variables Under the new generalized formulation, the model
that fully characterize the CSD is represented as:
∂𝜓(𝐿, 𝑡)
𝜕
𝐿
𝜕
= − {[𝑟𝐿 (1 − ) + 𝐷𝐿] 𝜓(𝐿, 𝑡) + D [𝐿2 𝜓(𝐿, 𝑡)]}
𝜕𝑡
𝜕𝐿
𝐾
𝜕𝐿

(24)

Along with the I.C. and B.Cs. From the inspection of the experimental behavior, it is possible to
hypothesize that the model parameters can have a nonlinear or weak nonlinear dependence on
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inputs. From the above considerations, the proposed input-parameter models are required to satisfy
the following conditions:
1) Simple linear or quadratic dependences have been preferred to describe the input-parameter
relationships
2) The cross term dependence on T and q should be avoided [18]
In spite of these simplifications, there are however many possible models to be implemented;
indeed each parameter may depend on several combinations of 𝑇,𝑇 2 , 𝑞 and 𝑞 2 and thus, there are
many alternative models to be considered. To detect the most suited model among the possible
alternatives, which depends on the functionality of 𝑇 and 𝑞, the Akaike information criterion
(AIC) measure has been used [18,19] which is reported below:
𝐴𝐼𝐶 = 2𝑛𝜃 − 2ln(𝐿)

(25)

Where 𝑛𝜃 is the number of model parameters and 𝐿 is the maximum likelihood of the estimated
model. The model leading to the minimum AIC was selected and reported [13,18]:
𝑟(𝑞, 𝑇) = 𝛾0𝑟 + 𝛾1𝑟 𝑞 𝑖 + 𝛾2𝑟 𝑇𝑗
𝐾(𝑞, 𝑇) = 𝛾0𝐾 + 𝛾1𝐾 𝑞𝑖 + 𝛾2𝐾 𝑇𝑗

i, j=1 or 2

(26a-c)

𝐷(𝑞, 𝑇) = 𝛾0𝐷 + 𝛾1𝐷 𝑞𝑖 + 𝛾2𝐷 𝑇𝑗

In this way, the functions obtained to correlate the vectors 𝜃 = (𝛾𝑟 , 𝛾𝐾 , 𝛾𝐷 ) with the manipulated
variables 𝑇 and 𝑞 have nine parameters which need to be estimated from experimental data.
2.5

Model Implementation in gPROMS and Simulation Studies
Due to complexity of the model proposed in the previous sections, application of numerical

methods is required to obtain a numerical solution to the set consisting of Differential Algebraic
Equations (DAEs). The rigorous crystallization model was implemented in the general Process
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Modelling System (gPROMS, Process Systems Enterprise Ltd., United Kingdom). The capability
of this software package for modeling, simulation and optimization has been tested by [20,21]. To
summarize, gPROMS is a powerful general-purpose process modelling and optimization
environment used to enhance design and operation that covers the full range of processes, from
purely batch to purely continuous. Therefore, due to its strong modeling power among other
advantages illustrated in Chapter 1, gPROMS is chosen for the modelling, simulation and
optimization of processes to carry out the tasks in this thesis.
2.5.1 FPE Solution
The systems of DAEs defined within gPROMS MODELs are normally solved using the
“method of-lines” family of numerical methods. This involves discretization of the distributed
equations with respect to all spatial domains, which reduces the problem to the solution of a set of
DAEs. A number of different techniques fall within the method-of-lines family of methods,
depending on the discretization scheme used for discretizing the spatial domains. Ideally, this
discretization scheme should be selected automatically or, indeed, a single discretization method
that can deal efficiently with all forms of equations and boundary conditions would be desirable.
Three specifications are necessary to completely determine most discretization methods:
1. Type of spatial discretization method: The proper choice of the discretization method is
often the critical decision for solving a system of DAEs. As we mentioned earlier, because
no method is reliable for all problems, the incorrect choice of method may lead to
physically unrealistic solutions, or even fail to obtain any results.
2. Order of approximation: The order of approximation for partial derivatives and integrals
infinite difference methods, and the degree of polynomials used infinite element methods
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has a great influence on the accuracy of the solution. This is especially true if coarse grids
or only a small number of elements are used.
3. Number of discretization intervals/elements. The number of discretization intervals
infinite difference methods and the number of elements infinite element methods are also
of great significance in determining the solution trajectory. A coarse grid or a small
number of elements for a steep gradient problem may result in an unacceptably inaccurate
solution. On the other hand, too many elements will increase the required computational
efforts drastically, leading to an inefficient solution procedure.
In this work, discretization of the crystal size domain for the FPE was performed using the
Centered Finite Difference Method (CFDM) with the order of approximation 6 and using 500
discretization points. Selection of this method with the aforementioned parameters was based on
the simulation analysis which in this case results in the most stable and accurate solution.
Referring back to the general FPE equation system for CSD along with its initial and boundary
functions:
∂𝜓(𝐿, 𝑡)
𝜕
𝐿
𝜕
= − {[𝑟𝐿 (1 − ) + 𝐷𝐿] 𝜓(𝐿, 𝑡) + D [𝐿2 𝜓(𝐿, 𝑡)]}
𝜕𝑡
𝜕𝐿
𝐾
𝜕𝐿
𝜓(𝐿, 0) = 𝑒𝑥𝑝 {−

[𝑙𝑛(𝐿) − 𝜇]
} /(𝜎𝐿√2𝜋)
2𝜎 2

(22a)
(22b-d)

𝜕

𝐷 {𝑔(𝐿) 𝜕𝑥 [𝑔(𝐿)𝜓(𝐿, 𝑡)]} = ℎ(𝐿)𝜓(𝐿, 𝑡) at 𝐿 = 0 and ∀𝑡
𝜕𝜓(𝐿,𝑡)
𝜕𝐿

= 0 at 𝐿 → ∞ and ∀𝑡

The system above can be solved numerically. The solution of the proposed partial differential
equation (PDE) at a certain condition of temperature and antisolvent feed rate (𝑇 = 30° , 𝑞 = 0.7 )
at 𝑡 = 8 hour is shown as an example in Figure 2.1. Also, results for the CSD evolution at this

34

condition is displayed in Figure 2.2. It appears that, as time increases, the diffusivity in the model
tends to spread the probability density function to the higher crystal size which is consistent with
the physical behavior of the system. In Figure 2.3 the contour plots evolution of the probability
density function are displayed.
In Figures 2.4 and 2.5, the capability of the simple deterministic equations in predicting
crystal mean size and mode is shown at the operating condition of (T=30,q=0.7) as an example.
Mode and mean crystal size evolution has been computed using the set of equations (22) as well
as equations (23a-b). As it shows, the simple deterministic equations are able to capture, rather
well, the behavior of these two characteristics parameters of the CSD. The availability of such
simpler expression for CSD parameters can be exploited to formulate and implement model-based
control strategies which is not possible using either population balance or FPE approaches.

Figure 2.1: CSD distribution at t=8 hour for the operating condition of (T=30,q=0.7)
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Figure 2.2: Variation of CSD with respect to time

Figure 2.3: CSD evolution at (T=30, q=0.7)

36

Figure 2.4: Mean size evolution for the simulation run at (T=30, q=0.7) using Eqs 22 and 23

Figure 2.5: Crystal mode evolution for the simulation run at (T=30, q=0.7) using Eq.22 and
Eq.23
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3 OPTIMIZATION IN COOLING-ANTISOLVENT
CRYSTALLIZATION: A PARAMETER ESTIMATION AND
DYNAMIC OPTIMIZATION STUDY

3.1

Introduction
The inherent characteristics of crystallization processes are a challenge to process

management and optimization. Crystallization phenomena are known to be non-linear and highly
coupled and thus pose difficulties in their modelling and control. They also contain liquid as well
as solid (crystals) phases adding to the process’s complexity. Any unforeseen disturbances during
process operation could result in irreversible changes to the end-product features. Therefore,
application of a model is a necessity for optimizing the crystallization reactors which allows for
maximum yield and reproducibility. On the other hand, the accuracy and predictive capabilities of
the process model is dependent on the unknown kinetic and dynamic parameters of the model
which have to be determined properly so the model predictions is in agreement with the measured
process behavior. Estimation of the model parameters is in fact a crucial step in subsequent modelbased activities such as controllability analysis, process optimization and supervisory control.
In this chapter, a model-based strategy for off-line estimation of the crystallization model
parameters is presented. The estimation aims at finding the optimal value for the global model
parameters using the maximum likelihood procedure which is implemented in gPROMS. A
rigorous analysis to assess the quality of the estimation technique is presented next. After
identifying the model, optimization of the crystallization systems is briefly discussed. The
methodology which is used by gPROMS for optimization is presented next and an offline modelbased optimization analysis is conducted as a case study to determine the optimal temperature
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profile in conjunction with the optimal antisolvent flow rate for a final target crystal size
distribution.
3.2

Parameter Estimation
Parameter estimation can be accomplished in different ways. The values of the model

parameters may be obtained from literature data or determined by guessing the parameter values
in the first stage. Next, by performing simulations using the model and visually analyzing the
agreement between the model predictions and experimental data a good estimation of the desired
parameter is obtainable. However, for some systems the properties may not be available in the
literature. Moreover, such a trial and error technique is a tedious task and not guaranteed to achieve
an optimal set of parameters. As an alternative to this approach a mathematical optimization-based
algorithm can be employed in which the process model is directly applied to repeatedly calculate
and minimize an objective function comprised of a residual terms that penalizes the difference
between the measured and simulated data points [1,2]. This enables reducing the number of
experimental trials needed in order to reach a statistically sound estimation and guarantees finding
the optimal set of parameters.
3.2.1 Approach
Effective solution of parameter estimation is attainable if the following criteria are met [3]:
a) The nonlinear system should be structurally identifiable which means that each set of
parameter values will result in unique output trajectories
b) Parameters which have a weak effect on the estimated measured variables and the
parameters which their effect on the measured output is linearly dependent should be
detected and removed from the formulation of the estimation since their effect cannot be
either accurately or individually quantified.
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For the proposed system the polynomial coefficients where selected as the parameters which have
to be estimated since they directly determine the different terms in FPE equation namely, 𝑟, 𝐷 and
𝐾. The parameters for the estimation problem in this case can be represented as 𝑧(𝑡) =
[µ(𝑡), 𝜎 2 (𝑡)] which are the outputs of the parameter estimation model, 𝑢(𝑡) = [𝑇(𝑡), 𝑞(𝑡)] which
are the time-varying inputs and 𝜃 the set of model parameters to be estimated which in this case
are [𝛾0𝑟 , 𝛾1𝑟 , 𝛾2𝑟 , 𝛾0𝐾 , 𝛾1𝐾 , 𝛾2𝐾 , 𝛾0𝐷 , 𝛾1𝐷 , 𝛾2𝐷 ]. The Parameter estimation attempts to determine the
values for the set of parameters in order to maximize the probability that the mathematical model
will predict the outputs obtained from the experiments. In this work the parameter estimation
technique is based on maximum likelihood criterion. The gEST function in gPROMS is used as
the software to estimate the set of parameters using the data gathered from the different
experimental runs. Each experiment is characterized by a set of conditions under which it is
performed, which are:
1. The overall duration
2. The initial conditions which are the initial loading of salt and solvent
3. The variation of the control variables which in this case are the temperature and antisolvent
flow rate
4. The values of the time invariant parameters
Assuming independent, normally distributed measurement errors, 𝜖𝑖𝑗𝑘 , with zero means and
standard deviations, 𝜎𝑖𝑗𝑘 , this maximum likelihood goal can be captured through the following
objective function:
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𝑁𝐸 𝑁𝑉𝑖 𝑁𝑀𝑖𝑗

(𝑧̃𝑖𝑗𝑘 − 𝑧𝑖𝑗𝑘 )2
𝑁
1
2
𝜙 = ln(2𝜋) + min {∑ ∑ ∑ [ln(𝜎𝑖𝑗𝑘 ) +
]}
2
2
2 𝜃
𝜎𝑖𝑗𝑘

(1)

𝑖=1 𝑗=1 𝑘=1

Where N describes the total number of measurements taken during all the experiments, θ is the set
of model parameters to be estimated which may be subjected to a given lower and upper bound,
𝑁𝐸, 𝑁𝑉𝑖 and 𝑁𝑀𝑖𝑗 are respectively the total number of experiments performed, the number of
variables measured in the ith experiment and the number of measurements of the jth variable in
2
the ith experiment. 𝜎𝑖𝑗𝑘
is the variance of the kth measurement of variable j in experiment i while

𝑧̃𝑖𝑗𝑘 is the kth measured value of variable j in experiment i and 𝑧𝑖𝑗𝑘 is the kth model-predicted
value of variable j in experiment i.
2
According to [4] the variable 𝜎𝑖𝑗𝑘
depends on the error structure of the data which can be

constant (homoscedastic) or depend on the magnitude of the predicted and measured variables
2
(heteroscedastic). If 𝜎𝑖𝑗𝑘
is fixed in the model the maximum likelihood problem is reduced into a

least square criterion. If a purely heteroscedastic model applied the error has the following
structure:
2
2
𝜎𝑖𝑗𝑘
= 𝜔𝑖𝑗𝑘
(𝑧̃𝑖𝑗𝑘 )𝛾

(2)

This means that as the magnitude of the measured variable increases the variance of 𝑧̃𝑖𝑗𝑘 also
2
increases. The parameter 𝜔𝑖𝑗𝑘
and 𝛾 are determined as part of the optimization during the

estimation. In this work we assume the measurement error for both mean size and coefficient of
variation in all the experiments can be described by constant variance models since the errors for
both of these variables are independent of their magnitude in the measurement. The given upper
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and lower bounds of the variance are based on the accuracy of the measurement plant and the
2
function gEST specifies the 𝜔𝑖𝑗𝑘
value along with µ and 𝜎 2 as part of the optimization.

3.2.2 Statistical Analysis
The statistical analysis of the estimation results is provided by gPROMS provides an
advanced statistical analysis tool that allows further evaluation of the results. In this work, the
significant information regarding the estimation results are presented in the form of confidence
ellipsoids. Confidence intervals provide an indication of how far the estimate is expected from its
true value [5]. Additionally, when two or more parameters are estimated in conjunction,
confidence regions can be used to evaluate the correlation between parameters and their variation.
This analysis and characterization steps are essential, especially when parameter uncertainty does
exist and for model validation. For the two to-be-estimated parameters, the confidence ellipsoids
in two-dimensional space for any pair of parameters (𝑝𝑖 , 𝑝𝑗 ) are given according to the joint
confidence region:

(

−1
𝑝𝑖 − 𝑝̂𝑖 𝑇 𝑉𝑖𝑖 − 𝑉𝑖𝑗
𝑝𝑖 − 𝑝̂ 𝑖
) (
) (
) ≤ 𝑁𝑝 𝑠 2 𝐹(𝛼, 𝑁𝑝 , 𝑁 − 𝑁𝑝 )
𝑝𝑗 − 𝑝̂𝑗
𝑝𝑗 − 𝑝̂𝑗
𝑉𝑖𝑗 − 𝑉𝑗𝑗

(3)

Where 𝑝𝑖 and 𝑝𝑗 are the two estimated parameters while 𝑁𝑝 is the total number of estimated
parameters and V corresponds to the covariance matrix. The inverse of the 2×2 variance
covariance matrix in inequality (3) is equal to the Fischer information matrix whose F-values are
calculated for 𝛼% confidence region by internal statistical functions of gPROMS. An 𝛼%
confidence region means that if the experiments are repeated (which produces nearly the same
measurements, but with slightly different observation values and therefore a different distribution
of the measurement errors), and estimate the parameters out of the repeated experimental data, the

44

values of the estimated parameters will lie in this confidence region with % probability. The
confidence ellipsoid formulation also includes a measure defining the quality of the fit in the form
of a weighted residual:
𝑁𝑒 𝑁𝑉𝑖 𝑁𝑀𝑖𝑗

(𝑧̃𝑖𝑗𝑘 − 𝑧𝑖𝑗𝑘 )
1
𝑠2 =
∑∑ ∑
2
𝑁 − 𝑁𝑝
𝜎𝑖𝑗𝑘

(4)

2

𝑖=1 𝑗=1 𝑘=1

Figure 3.1 shows an example of 95% confidence ellipsoid given by gPROMS for a pair of
polynomial coefficients of the proposed crystallization systems. The optimal value as well as the
probability in which the parameter will lie is presented in this figure.

Figure 3.1: An example of the confidence ellipsoid interval for the estimated parameters
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3.3

Dynamic Optimization
The process model can be employed to design an off-line optimization problem in which the

operating trajectories which are optimal with respect to the selected control objectives are obtained
by solving an optimization problem. These trajectories are then implemented without applying any
feedback control on the control objectives. This is one of the most frequently-used approaches
named open-loop optimal control. The open-loop control of the crystallization system is
formulated in the form of the dynamic optimization. The objective of the dynamic optimization is
to find the optimal control profile for one or more control variables and control parameters of the
system that drives the process to the desired final crystal property while minimizing the reaction
time. There are several benefits regarding the dynamic optimization of the system. First, multiple
control objectives can be considered simultaneously. Furthermore, constraints on the process and
control variables can be dealt explicitly in the formulation of the optimization. In what follows the
dynamic optimization of the system is explained in detail.
3.3.1 Dynamic Optimization in gPROMS
The implementation of the optimization problem in gPROMS is straight forward. In addition
to the existing model code, an optimization entity is created. The structure of the optimization
entity allows simple input of the optimization specifications. The interested reader is referred to
the gPROMS advanced user guide for specific details. Management of the optimization runs is
extremely well-handled by gPROMS. It offers four files to store:
1. The optimization specifications (gOPT file),
2. Summary of optimization results (PPP.out)
3. Detailed optimization results (S-PPP.gPLOT)
4. A schedule of the solution point report (PPP.SCHEDULE)
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The schedule file is designed in such a way that allows its use in the gPROMS simulation model
to reproduce the output of the model under the optimized control variable profile. An optimal
solution was found for maximizing the mean size. The output file containing the optimal solution
is displayed in the Appendix.
The significance of the dynamic optimization problem is that a path to optimality is drawn.
In this case the optimal path is described by a temperature and antisolvent trajectory and a
corresponding mean size and variance trajectory. This path, in reality, is not realizable. The reasons
being that the on-line execution of the off-line optimal temperature profile is subject to
disturbances which are not modelled and a simple surge away from the temperature profile,
particularly in a batch operation, could move away from the optimal objective. This is experienced
by [6] who studied the control of a semi-batch polymerization reactor and suggested that an
efficient re-computation of the optimal trajectory is required for on-line application.
3.3.2 Control Vector Parameterization Technique
Today, there are large ranges of computational methods available for solving dynamic
optimization problem. Most popular methods used for optimization are:
1. Discrete Maximum Principle (DMP) [7]
2. Orthogonal collocation with successive quadratic programming (OC with SQP) [8]
3. Iterative dynamic programming (IDP) [9]
4. Generalized reduced gradient (GRG) with golden search (GS) [10]
5. Nonlinear Programming with control vector parameterization (CVP) and successive
quadratic programming (SQP) [11-13]

47

Control vector parameterization (CVP) is one of the most frequently used techniques for
determining the optimal control profile in optimization of batch and semi-batch processes [14].
According to Kraft et al. [15], In the control vector parameterization approach only the control
variables 𝑢(𝑡) are discretized explicitly. The discretization parameters are the decision variables
for the optimization. The profiles for the state variables 𝑥(𝑡) are obtained by forward numerical
integration of the model equation input, which explains the term single-shooting approach consists
of the following steps:
1. Duration of each control interval and the values during the interval are selected by the
optimizer
2. Starting from the initial condition the dynamic system is solved in order to calculate the
time-variation of the states of the system
3. Based on the solution, the values of the objective function and its sensitivity to the control
variables and also the constraints are determined.
4. The optimizer revises the choices at the first step and the procedure is repeated until the
convergence to the optimum condition is achieved.
The control variable must be specified as one of four forms; piecewise constant, piecewise linear,
piecewise linear continuous or polynomial. Each one of these is represented graphically in Figure
3.2. In this case, the problem is specified in gOPT as piecewise constant in the manipulated
variable Variation of the control variables in this case is considered as piecewise-constant,
indicating the control variables remain constant at a certain value over a certain part of the time
horizon before they jump discreetly to a different value over the next interval. The optimization
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algorithm determines the values of the controls over each interval, as well as the duration of the
interval.

Figure 3.2: Different types of control variables

3.4

Optimization of the Crystallization System
Dynamic optimization of the proposed model which was identified in Chapter 2 can be

conducted to obtain the optimal profiles for the decision variables. The trajectories can either be
directly implemented to the system in an open-loop fashion or they can be selected as the setpoint
of the controller for the optimal control of the crystallizer. At this point it is convenient to discuss
how the mathematical formulation of the dynamic optimization is defined in gPROMS. For
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example, it is important to define an appropriate set of initial conditions which describe the state
of the system at the beginning of the dynamic optimization problem. Additionally, the variables
given by the fundamental description of the process should be the natural candidates as objective
functions. Otherwise, additional relationships must be included in the process model for this
purpose. Needless to say, we need to address the selection of control variables in such a way that
the results of the optimization studies are physically realizable. Finally, the incorporation of
process constraints in the definition of the dynamic optimization problem is a non-trivial topic that
deserves special attention.
3.4.1 Initial Conditions
Recalling the probability equation for the FPE model with the initial and boundary condition
we have:
∂𝜓(𝐿, 𝑡)
𝜕
𝐿
= − {[𝑟𝐿 (1 − ) + 𝐷𝐿] 𝜓(𝐿, 𝑡)
𝜕𝑡
𝜕𝐿
𝐾
+D

𝜓(𝐿, 0) = 𝑒𝑥𝑝 {−

(5a-d)

𝜕 2
[𝐿 𝜓(𝐿, 𝑡)]}
𝜕𝐿

[𝑙𝑛(𝐿) − 𝜇0 ]
} /(𝜎02 𝐿√2𝜋)
2𝜎02

𝜕

𝐷 {𝑔(𝐿) 𝜕𝑥 [𝑔(𝐿)𝜓(𝐿, 𝑡)]} = ℎ(𝐿)𝜓(𝐿, 𝑡) at 𝐿 = 0 and ∀𝑡
𝜕𝜓(𝐿,𝑡)
𝜕𝐿

= 0 at 𝐿 → ∞ and ∀𝑡

The family of solutions for the system equation (5) is dependent on the initial conditions
(𝜇0 , 𝜎02 ) of the system given by Equation (5b). In this case, dynamic optimization problems with
identical mathematical formulation but different initial state of the process system will arrive to
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different solutions. Therefore, we need to define precisely the initial conditions of a process system
subject to dynamic optimization. For the case-studies in this work, the initial state of the system is
defined at the flow rate and lowest temperature of the operating conditions. The selection of this
case is due to the highest nucleation which occurs in this condition. These conditions are
maintained for 30 minutes and then the optimizer determine the optimal values of the flow rate
and temperature to speed up the growth.
3.4.2 Objective Functions
Generally, variables of the fundamental process model could be used directly in the
objective function formulation. However, performance indicators do not usually result from
fundamental process variables but from additional relationships needed to better ascertain the
condition of the process rather than to describe its mechanistic nature. This is often the case of
safety, environmental, operational and economic indicators which are important to evaluate the
performance of an industrial process system. In this work, the primary control objective is to reach
a specific CSD distribution. Optimization of the product CSD can be achieved using the complete
distribution 𝜓(𝐿) by integrating the Fokker-Planck equation. The objective function can then be
defined in terms of the final CSD alone which is:

𝜓𝑖 −𝜓𝑠𝑝

𝐽(𝑢, 𝑡𝑓 ) = ∑𝑁
𝑖=1 𝑤𝑖 (

𝜓𝑠𝑝

2

(6)

)

Where 𝑢 is the decision variable and 𝑡𝑓 is the time horizon. 𝜓𝑖 is the probability for a desired size
𝐿 while 𝜓𝑠𝑝 is the probability set-point (target) for the corresponding size. 𝑁 is the number of
probability points, determining the accuracy of the final distribution. 𝑤1 and 𝑤2 are the weighting
factors, determining the significance of each term in the objective function.
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An alternative way to achieve a desired CSD is to select a target crystal mean size and
2
variance; that is, (𝜇𝑠𝑝 , 𝜎𝑠𝑝
). In this case, a desired CSD is achieved by controlling the target mean

and variance, corresponding to the CSD. For example, if a unimodal narrow CSD is desired, the
2 (𝑡)
selected 𝜎𝑠𝑝
should be the minimum feasible variance which can be achieved. The formulation

of the objective function in this form is:

𝑡𝑓

𝑡𝑓

2 (𝑡)|
𝐽(𝑢, 𝑡𝑓 ) = 𝑤1 ∫ |µ(𝑡) − µ𝑠𝑝 (𝑡)| + 𝑤2 ∫ |𝜎 2 (𝑡) − 𝜎𝑠𝑝
𝑡0

(7)

𝑡0

The latter formulation has an advantage over equation (6) as in this the terms defined in the
objective function can be monitored during an experiment and used as the set point of the controller
to achieve optimal controlling of the process. This formulation will be chosen for the control and
optimization case studies in the next chapters of this work. It is worth mentioning that using a
multi-objective function, other terms such as amount of antisolvent or the total energy
consumption can also be added to the objective function. This is of course a more demanding case
which may not guarantee accurate achievement of the final CSD.
3.4.3 Control Variable
Decision or control variables are the degrees-of-freedom of the optimization problem and
they usually coincide with a subset of the input variables (degrees-of freedom) of the original
process model. However, the process decision variables should conform to their impact on the
product quality and their capability for real time implementation as not all input process variables
are suitable to be used as control variables. In this work temperature , 𝑇, and antisolvent flow rate,𝑞,
are selected as the decision variables. Temperature plays a very important role in controlling the
reaction kinetics which has a considerable impact on the CSD while antisolvent flowrate is also a
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powerful means of controlling crystal size distribution by affecting the supersaturation. As a
consequence of the above, the results of process optimization studies can be implemented
straightforwardly by operators and/or the supervisory control layer of the crystallizer.
3.4.4 Constraint Variables
Constraints often results in reducing the optimization domain. For example, total amount of
salt at the end of the crystallization and/or maximum heat exchange duty that the heat exchanger
can handle. The importance of deriving a sound and comprehensive fundamental plant-wide model
of the crystallization system is evident while dealing with the different types of constraints. The
dynamic optimization facilities in gPROMS support formulation of the different types of constraint
among those are:
1. Bounds on the optimization decision variables
2. Endpoint constraints in which the system is forced to satisfy certain conditions at the end
of the operation
3. Path constraints where we have certain constraints that must be satisfied at all times during
the system operation
For the proposed crystallization system, the bounds on the antisolvent flow, temperature and time
horizon as well as the final volume of the reactor were considered as the process constraints. They
can be included very easily in the optimization entity, gOPT of gPROMS as shown in Figure 3.3.
3.4.5 Simulation Results
The optimization of the nonisothermal-antisolvent crystallization process was conducted to
obtain the optimal profiles of the temperature and antisolvent feed rate. Equation (7) was applied
as the objective function. Formulation of this single objective optimization problem is summarized
as follows:
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Objective function:

min 𝐽(𝑢, 𝑡𝑓 )

𝑡∈[0,𝑡𝑓 ]

Subject to
Crystallization model

FPE Equations

Initial conditions

𝜇 = 𝜇0

𝑡=0

𝜎02 = 𝜎0

𝑡=0

𝑡𝑓𝑚𝑖𝑛 ≤ 𝑡𝑓 ≤ 𝑡𝑓𝑚𝑎𝑥

Batch time

𝑇𝑚𝑖𝑛 ≤ 𝑇(𝑡) ≤ 𝑇𝑚𝑎𝑥

Manipulated variable

𝑞𝑚𝑖𝑛 ≤ 𝑞(𝑡) ≤ 𝑞𝑚𝑎𝑥
𝑉𝑡𝑓 ≤ 𝑉𝑚𝑎𝑥

End-point constraint

Figure 3.3: Optimization formulation

A schematic structure of the optimization algorithm for the crystallization problem is shown
in Figure 3.4. Choosing a desired asymptotic mean (𝜇𝑑 = 132 µ𝑚) and variance (𝜎𝑑2 =
3500 µ𝑚2 ) among the feasible asymptotic solutions, optimal profiles (recipe) for the temperature
and antisolvent flow rate are obtained by minimizing the residual area between the desired values
and their time evolution trajectories. The optimizer iteratively computes the sequence of reactor
temperature and antisolvent flow rates which will yield the best match between the final mean and
variance and their corresponding target values. Figure 3.5 presents a snapshot of the three selected
iterations. The graph on the left-hand side shows the mean size profile and the right diagram
represents the calculated objective function values. Since the solution for early iterations is not
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optimal the final objective function is high and there is a large discrepancy in the final distribution
results. The simulation results for the proposed optimization case study is displayed in Figure 3.6.
It should be noted that the optimizer, CVP-SS, used by gPROMS may find the local minima rather
than the global one. So, the solution is sensitive to the initial point and it is necessary to properly
initialize the optimization problem in order to capture the global minima in case of local minima
existence.

Figure 3.4: Schematic representation of the optimization problem in polymerization processes
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Figure 3.5: Antisolvent flow (left) and objective function (right) profiles for three different
iterations

Figure 3.6: Time evolution of process variables from optimization
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4

4.1

MODEL-BASED OPTIMAL STRATEGIES FOR CONTROLLING
PARTICLE SIZE DISTRIBUTION IN NON-ISOTHERMAL
ANTISOLVENT CRYSTALLIZATION PROCESSES
Introduction
Crystallization is an important separation process used in many manufacturing industries

namely foods, drugs, and chemicals. Generally, the manufacturing process requires a tight control
on the final crystal form and size since they affect downstream operations such as filtration, drying,
transport and storage. Furthermore, the control of the crystal size distribution (CSD) shape may be
also important for the end-product properties, as shelf-life, bioavailability and dissolution rate [1].
The operating objectives in crystallization process must satisfy complex property requirements for
the final products and simultaneously attain the most economic potential. Achievement of the
specified targets during operation requires an increased effort in many different levels of the
production procedure, such as the quality of the measurements, the accuracy of the model
predictions, the performance of the control system, and the ability to determine and implement the
optimal operating conditions that would ensure the satisfaction of certain economic and product
quality criteria. The main challenge in crystallization control can be attributed to a limited
controllability of batch and semi-batch crystallization. This limited controllability motivates
seeking additional possibilities to influence the product properties in a reproducible and
predictable manner. As recently summarized in [2], the typical procedure for the attainment of a
target crystal size distribution is to apply on line the optimal profile which is obtained from the
crystallization model. However, it is rare to find results concerning the direct use of model-based
strategies to control CSD in a feedback fashion. On the other hand, the presence of uncertainties
in the estimated parameters or process disturbances can cause the system to deviate from the
expected distribution. Therefore a feedback action can be useful to improve product quality.
58

To achieve this a detailed quantitative analysis of the controllability for the crystallization
system is presented in this chapter. The global model of the crystallization system can be used to
analyze the input-output relationships to evaluate the process characteristics, such as stability and
transient response. First, an operative map of the process is constructed where the two moments
of the CSD at asymptotic conditions can be represented as a function of antisolvent flow rate and
temperature. This determines the admissible range of the performance criteria and the possible
different control strategies should be applied to reach a specified target. Next, a comprehensive
analysis of the input-output relationships of the crystallization system and its controllability is
taken into account to design a proper control strategy. Control of non-isothermal antisolvent
crystallization process by means of a two-stage feedforward-feedback PI controller is investigated
[2]. The controller is developed using the information derived from the process model.
Recently, the stochastic approach based on the Fokker-Planck equation was reformulated
exploiting the noise transition theory, with the obtainment of a simple model for the description of
the CSD mean and mode dynamics [3]. This result offers a tool for developing model-based
feedback control which can be a valid alternative to the use of the linear model-free PI algorithm.
It is indeed important to underline that the crystallization process is nonlinear and it is
characterized by time-varying characteristics [4]. For this reason, the use of a control algorithm
which exploits the information derived on-line from the model can effectively improve the product
quality. In this perspective, different model-based strategies were designed and compared in this
work: (i) IMC with adaptive parameters along the reference trajectory (ii) linearizing feedback
control [5] (iii) output feedback controller proposed in [6]. The new model is also used to estimate
off-line the optimal trajectories in terms of manipulated parameters (temperature and antisolvent
feed rate) and controlled variables (mean size and coefficient of variation).
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4.2

Controllability Analysis of Combined Non-isothermal Antisolvent Process
In this section, controllability of the proposed non-isothermal antisolvent crystallization

system is studied. Process controllability is the ability to achieve a desired control performance.
Its analysis is, therefore, inseparable from control objectives that need to be fulfilled by a control
system. For this reason, control targets for the given crystallization process are defined first prior
to their controllability assessment.
4.2.1 Operability analysis of the system
The global model of the crystallization system, presented in chapter 2, can be used to analyze
the input-output relationships in order to evaluate the process characteristics such as stability and
transient response. First, we were able to construct the operational map, where the two moments
of the CSD at asymptotic conditions can be represented as a function of antisolvent flow rate and
temperature. Recalling the stationary solution of the model we have:
+∞

(1a,b)

𝐿 Ѱ𝑎𝑠𝑦𝑚𝑝 (𝐿; 𝑞, 𝑇)𝑑𝐿

µ𝑎𝑠𝑦𝑚𝑝 = ∫
−∞

+∞
2
𝜎𝑎𝑠𝑦𝑚𝑝
=∫

2

(𝐿 − µ𝑎𝑠𝑦𝑚𝑝 ) Ѱ𝑎𝑠𝑦𝑚𝑝 (𝐿; 𝑞, 𝑇)𝑑𝐿

−∞

Where Ѱ𝑎𝑠𝑦𝑚𝑝 (𝐿) is:
𝑟𝐿 + (𝐷 − 𝑟)𝐾𝑙𝑛(𝐿)
Ѱ𝑎𝑠𝑦𝑚𝑝 (𝐿) = ℵ𝑒𝑥𝑝 (−
)
𝐷𝐾

With ℵ = (

𝑟
𝐷𝐾

)

−

𝑟
𝐷

𝑟

𝛤( )
𝐷

(2)

Being ℵ the normalization factor. By inspection of Equation 5, it is clear that the asymptotic CSD
resembles a log normal distribution, as expected. Figure 4.1 illustrates the asymptotic iso-mean
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(blue line) and iso-standard deviation (red line) curves reported in an antisolvent flowrate temperature plane.

Figure 4.1: Isomean/isovariance map of the Fokker plank equation for the asymptotic
condition; black circles are the input multiplicity points

The operative map will be used here to choose the target distributions in terms of mean and
variance, given that the two moments cannot be selected independently. By inspection of Figure
4.1 it is interesting to note that iso-variance curves may intersect iso-mean curves in two points,
therefore the same distribution in terms of the first two moments can be obtained at different
operating conditions. Considering Figure 4.1, a CSD with mean crystal size equal to 132 𝜇𝑚 and
variance equal to 59.16 𝜇𝑚 is attained at (q, T) ≅ (2.25, ~13.2) and (q, T) ≅ (2.7, 22.2). This result
implies some kind of input multiplicity of the system, which is coherent with the opposite effects
that antisolvent feed rate and temperature have on the crystallization process. Therefore it is
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possible to obtain the same asymptotic mean and standard deviation with two different couples of
manipulated input values. This particular behavior is due to the presence of competing effects of
the process inputs; for example, high antisolvent flow rate and low temperature favor crystal
growth rate, while low flow rate and high temperature lead to higher asymptotic mean crystal size.
4.2.2 Input-Output Controllability Analysis
From control viewpoint input multiplicity implies that the gain process may change sign
making the system difficult to handle with conventional feedback control; therefore, if a
conventional feedback control is applied, it can lead to undesired output values, unstable or
oscillatory responses [7]. With the objective of designing a robust and efficient control for the
crystallizer it is important to eliminate the difficulties related to the occurrence of input
multiplicities; thus, a deep analysis on the input−output relationships is of paramount importance.
Preliminary information can be obtained by considering the derivative of the process outputs
(mean and variance) with respect to the manipulated variables (𝑞 and 𝑇):

𝐾𝑝𝑖𝑗 =

𝜕𝑦𝑖
,
𝜕𝑚𝑗

𝑖, 𝑗 = 1,2

(𝑦1 , 𝑦2 ) = (µ, 𝜎 2 )

(3)

(𝑚1 , 𝑚2 ) = (𝑞, 𝑇)

The 𝐾𝑝𝑖𝑗 variables would be equivalent to the process gain if the system were linear and time
independent, but being the crystallization a nonlinear process conducted in semibatch mode, they
give punctual information on the effects of inputs on output response depending on the prescribed
input trajectories. Different simulations have been run in order to have a broader analysis on system
behavior, considering the FPE model. For sake of brevity only the results obtained in a specific
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case are shown, in the understanding that similar behavior can be obtained at different conditions.
The time evolution of the four gains obtained with input trajectories reported in Figure 4.2 are
represented in Figure 4.3, where it is evident that mean and variance gains with respect to 𝑞 and 𝑇
change sign as the system evolves, according to the behavior of system exhibiting input
multiplicities. This behavior may indicate that the input−output relationships degenerate at some
conditions, and the determinant of the process matrix 𝐾𝑃 (𝑡) as shown in Equation 2 may approach
zero:

𝐾𝑝 (𝑡)
𝐾𝑃 (𝑡) = ( 11
𝐾𝑝21 (𝑡)

𝜕µ
𝐾𝑝12 (𝑡)
𝜕𝑞
)=
𝐾𝑝22 (𝑡)
𝜕𝜎 2
( 𝜕𝑞

𝜕µ
𝜕𝑇
𝜕𝜎 2
𝜕𝑇 )

(4)

As a rigorous framework for a more reliable indication of the conditioning of the process, the
minimum singular value and condition number of 𝐾𝑃 matrix have been also calculated. The SVD
has been applied after a proper scaling of the variables, using the following relationships:
(5)

𝜕µ̅ 𝜕µ (𝑞(𝑡0 ) − 𝑞(𝑡𝑓 ))
=
𝜕𝑞̅ 𝜕𝑞 (µ(𝑡 ) − µ(𝑡 ))
0

𝑓

𝜕µ̅ 𝜕µ (𝑇(𝑡0 ) − 𝑇(𝑡𝑓 ))
=
𝜕𝑇̅ 𝜕𝑇 (µ(𝑡 ) − µ(𝑡 ))
0

𝑓

𝜕𝜎̅ 2 𝜕𝜎 2 (𝑞(𝑡0 ) − 𝑞(𝑡𝑓 ))
=
𝜕𝑞̅
𝜕𝑞 (𝜎 2 (𝑡 ) − µ(𝑡 ))
0
𝑓
𝜕𝜎̅ 2 𝜕𝜎 2 (𝑇(𝑡0 ) − 𝑇(𝑡𝑓 ))
=
𝜕𝑇 (𝜎 2 (𝑡 ) − µ(𝑡 ))
𝜕𝑇̅
0
𝑓
{
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where 𝑡0 and 𝑡𝑓 are, respectively, the initial and the final sampling time. The obtained values are
reported as a function of time in Figure 4.4, using the input trajectory shown in Figure 4.2. The
system along the entire trajectory is constantly ill-conditioned with the condition number always
greater than 10, indicating sensitivity to model errors and possible difficulties for achieving
acceptable control performance. It has been also verified that the occurrence of the maximum value
of the condition number (or lesser value of the minimum singular value) corresponds to zero
determinant for the given trajectory. At this condition the input−output relationship degenerates,
and controlling the system is practically impossible.

Figure 4.2: Antisolvent flow and temperature trajectory applied for the controllability analysis
4.2.3 System behavior at asymptotic condition
As demonstrated in Cogoni et al. [4] and pointed out in Figure 4.1, the underlying system
exhibits input multiplicity. Therefore, it is possible to obtain the same asymptotic mean and
standard deviation with two different couples of manipulated input values. The region in the (𝑞, 𝑇)
plane where the matrix of the process gain at asymptotic condition is singular is called catastrophe
locus,
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Figure 4.3: Time evolution of the derivatives of process output with respect to the manipulated
variables

Figure 4.4: Time evolution of the minimum singular value (left panel) and condition number
of the process matrix 𝐾𝑃 (𝑡) with respect to the manipulated variables (q and T), calculated for
the trajectory reported in Figure 2
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and it is represented with a black dashed line in Figure 4.5. From a control point of view where
the gain array becomes singular, there is no direct guidance on the loop pairing between the
manipulated and the controlled variables and a conventional control system may be inadequate if
asymptotic conditions lying on (or is close to) the singularity loci have been chosen as target
values. As illustrative examples to consider different behaviors of the dynamical system, two
asymptotic conditions (μ,)=(132 μ𝑚,59.16 𝜇𝑚) and (μ,𝜎)=(142.5 μ𝑚,61.24𝜇𝑚) are represented in
the map. According to the operational map these points are feasible and the second one is on the
catastrophe locus of the system as shown by gray circles in Figure 4.5.

Figure 4.5: The iso-level curves represent respectively the asymptotic standard deviation (solid
red lines) and the mean size (solid blue lines). The catastrophe locus is reported as dashed
black line
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4.3

Control strategy
The development of an efficient and robust control for the crystallization system should take

into account the following issues:
1. occurrence of input multiplicities
2. ill-conditioning of the input−output relationship
3. Semibatch conduction mode
The first two aspects evidence that a conventional feedback control could be inadequate for the
problem at hand, while batch or semibatch processes are challenging to track the set-point since
there are not steady state operating points and there are wide operating ranges, as for the case
studied for antisolvent crystallization. Among the operational challenges discussed by [8,9] the
most remarkable is the Time-varying characteristics, which means that the transition in the
controlled variables may be large compared to typical excursions for continuous systems, implying
that in case a standard linear transfer function model (gain and time constant) is used, it may need
to be time varying and, batch characteristics can change from run-to-run i.e.: growth velocity (𝑟),
diffusivity constant (𝐷), and asymptotic dimension of crystals (𝐾).
Exploiting the availability of simple dynamic models explained in chapter 2 to describe the
time evolution of the particle characteristics, it is possible to formulate alternative control
strategies to achieve a desired asymptotic CSD. The antisolvent flow rate is the manipulated input
obtained through the controller law, while temperature is varied according to the optimal profile
calculated from optimization. For the present system, the target CSD could be assumed lognormal
[10], therefore it is sufficient to set two distribution parameters as mean and variance. This task
can be accomplished using the asymptotic solution which gives the achievable CSD in the
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available operation region. In the following three different model-based approaches are formulated
and discussed.
4.3.1 Linear (IMC) Control Design
In order to design the crystallizer controller based on the IMC approach, an input-output
relationship between controlled and manipulated variable is first developed in the Laplace domain
transform, starting from the dynamic equation that describe the mean crystal size behavior. For the
sake of clearness this equation is reported in the following:
𝑑𝐿̂
𝐿̂
= 𝑟𝐿̂ (1 − )
𝑑𝑡
𝐾

(6)

It is worth noting that Equation (6) is not linear with respect to the input variables, therefore a
linear approximation is obtained by considering a small deviation (𝛿𝐿̂, 𝛿𝑞) from the reference
trajectory (𝛿𝐿̂∗ , 𝛿𝑞 ∗ )
𝐿̂(𝑡) = 𝛿𝐿̂(𝑡) + 𝐿̂∗

(7a)

𝑞(𝑡) = 𝛿𝑞(𝑡) + 𝑞 ∗

(7b)

Applying the operator 𝛿 to Equation (7) the deviation of system dynamics from the nominal one
is obtained, as reported in (8).

𝛿(

𝑑𝐿̂
𝐿̂
) = 𝛿 [𝑟𝐿̂ (1 − )]
𝑑𝑡
𝐾

(8)

Changing the position of the operator 𝛿 in the right and left-side member of (8) and approximating
the right-side member through a first-order Taylor expansion, the linearized dynamics of 𝛿L is
obtained (9).
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𝑑(𝛿𝐿̂ )
𝑑𝑡

̂

𝜕ℎ
𝜕ℎ 𝜕𝑟
𝜕ℎ 𝜕𝐾
𝐿
= 𝜕𝐿̂ | 𝛿𝐿̂ + ( 𝜕𝑟 𝜕𝑞 + 𝜕𝐾 𝜕𝑞 )| 𝛿𝑞; ℎ(𝐿̂, 𝑞) = 𝑟𝐿̂(1 − 𝐾)
∗

(9)

∗

where the derivatives are calculated on the reference trajectory indicated with the asterisk. The
coefficients of equation (9) are reported in (10a-c), according with Eq. (7).
𝜕ℎ
2𝐿̂
2𝐿̂∗
∗
∗
= 𝑟 (1 − )| = (𝛾0𝑟 + 𝛾1𝑟 𝑞 + 𝛾2𝑟 𝑇 ) (1 −
)
𝐾 ∗
𝜕𝐿̂
(𝛾0𝐾 + 𝛾1𝐾 𝑞 ∗ 2 + 𝛾2𝐾 𝑇 ∗ 2 )

(10a)

𝜕ℎ 𝜕𝑟
𝐿̂
𝐿̂∗
| = 𝐿̂ (1 − )| 𝛾𝑟,1 = 𝐿̂∗ (1 −
) 𝛾𝑟,1
𝜕𝑟 𝜕𝑞 ∗
𝐾 ∗
(𝛾0𝐾 + 𝛾1𝐾 𝑞 ∗ 2 + 𝛾2𝐾 𝑇 ∗ 2 )

(10b)

𝜕ℎ 𝜕𝐾
𝑟𝐿̂2
(𝛾0𝑟 + 𝛾1𝑟 𝑞 ∗ + 𝛾2𝑟 𝑇 ∗ )𝐿̂2
∗
| = (2𝛾𝐾,1 𝑞 2 )| = 2𝛾𝐾,1 𝑞
𝜕𝐾 𝜕𝑞 ∗
𝐾
(𝛾0𝐾 + 𝛾1𝐾 𝑞 ∗ 2 + 𝛾2𝐾 𝑇 ∗ 2 )2
∗

(10c)

Introducing the deviations variables 𝐿̃ = 𝛿𝐿̂ and 𝑞̃ = 𝛿𝑞 and performing the Laplace transform,
it is possible to obtain the transfer function relating the mean size to the antisolvent flow rate:

𝐺𝑝 =

𝑘𝑝
𝜏𝑠 + 1

(11)

where s is the complex transform variable and the model parameters are defined as reported in
(12a,b).
𝜕ℎ −1

𝜏 = − (𝜕𝐿̂ )

(12a)

𝜕ℎ 𝜕𝑟
𝜕ℎ 𝜕𝐾
𝑘𝑝 = 𝜏 (
| +
|)
𝜕𝑟 𝜕𝑞 ∗ 𝜕𝐾 𝜕𝑞 ∗

(12b)

The model is then used to design the process controller, by means of the Internal Model Control
(IMC) approach (13):
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𝐺𝑐𝐼𝑀𝐶 =

1
𝜏𝑠 + 1 1
𝑓=
𝐺𝑝
𝑘𝑝 𝜆𝑠 + 1

(13)

where 𝜆 is the tuning parameter. The parameters 𝜏 and 𝑘𝑝 depend on the state of the system Eqs.
(12a,b), therefore there are two possibilities:
1) The controller parameters are updated at each sampling time obtaining an adaptive
controller.
2) They are kept constant. In the latter case, the parameter values can be calculated at the
values of q and T leading to the desired asymptotic CSD Eq. 6 and the IMC design is
equivalent to a PI feedback control.
4.4

Non-linear (Linearizing) Controller
The linearizing controller proposed by [5] is here used to track the mean crystal size to the

reference trajectory 𝐿̂∗ . A PI-like model (14) is considered for the tracking error, defined as the
difference between the desired trajectory and the actual mean size (𝐿̂∗ − 𝐿̂):
𝑑(𝐿̂∗ −𝐿̂ )
𝑑𝑡

𝑡

(14)

+ 𝜆1 (𝐿̂∗ − 𝐿̂) + 𝜆2 ∫0 (𝐿̂∗ − 𝐿̂)𝑑𝜍=0

where 𝜆𝑖 (i=1,2) are the tuning coefficient to be chosen so that the differential equation (14) is
stable. For the proposed system The mean crystal size L is described by Equation (15):
𝑑𝐿
𝐿
= (𝑏1 + 𝑏2 ∗ 𝑞 + 𝑏3 ∗ 𝑇)𝐿(1 −
)
𝑑𝑡
𝑏4 + 𝑏5 ∗ 𝑞 2 + 𝑏6𝑇 2

Where the parameters [𝑏1 − 𝑏6 ] are the polynomial coefficients of the FPE which are:
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(15)

[𝑏1 , 𝑏2 , 𝑏3 ] = [0.94,0.47, −0.017]

(16)

[𝑏4 , 𝑏5 , 𝑏6 ] = [144.02, −3.05,0.027]

(17)

The reference trajectory 𝐿∗ can be obtained using equation 18 where 𝑞𝐹 and 𝑇𝐹 are calculated
from the operating map for a given set-point 𝐿𝑠𝑝 :

𝑑𝐿∗
𝐿∗
= (𝑏1 + 𝑏2 ∗ 𝑞𝐹 + 𝑏3 ∗ 𝑇𝐹 )𝐿∗ (1 −
)
𝑑𝑡
𝑏4 + 𝑏5 ∗ 𝑞𝐹2 + 𝑏6 ∗ 𝑇𝐹2

(18)

By substituting Eqs. (15) and (18) in (14), it is possible to calculate the trajectory of the antisolvent flow rate minimizing the error between 𝐿 and 𝐿∗ . 𝑞 is one of the root of a cubic equation
(19):
𝑐3 𝑞3 + 𝑐2 𝑞2 + 𝑐1 𝑞 + 𝑐0 = 0

(19)

Where the coefficients 𝐶𝑖 s are formulated as:
𝑐3 = 𝑏5 ∗ 𝑏2 ∗ 𝐿

(20a-d)

𝑐2 = (𝑏1 + 𝑏3 ∗ 𝑇) ∗ 𝑏5 ∗ 𝐿 + 𝑏5 ∗ ( Λ(𝐿 − 𝐿∗ ) + 𝑘𝐼 ∫(𝐿 − 𝐿∗ ) 𝑑𝑡 −

𝑑𝐿∗
)
𝑑𝑡

𝑐1 = 𝑏2 ∗ 𝐿 ∗ (𝑏4 + 𝑏6 ∗ 𝑇 2 − 𝐿)
𝑐0 = (𝑏1 + 𝑏3 ∗ 𝑇) ∗ 𝐿 ∗ ((𝑏4 + 𝑏6 ∗ 𝑇 2 ) − 𝐿) + (𝑏4 + 𝑏6 ∗ 𝑇 2 ) ∗ ( Λ(𝐿 − 𝐿∗ ) + 𝑘𝐼 ∫(𝐿 − 𝐿∗ ) 𝑑𝑡 −
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𝑑𝐿∗
)
𝑑𝑡

It is important to note the mean crystal size nonlinearly depends on the antisolvent flow rate,
therefore no explicit solution is available for the manipulated inputs, and the controller equation
(14) has to be solved numerically.
4.4.1 Observer-based feedback controller
The approach proposed by [6] suggests another way to account for the nonlinear behavior
of the system in the control law and it is reported in the following. The first step is to consider a
linearized state model to describe the dynamics of the CSD mean (15)
𝑑𝐿̂
𝜕ℎ
= 𝑎(𝑞 − 𝑞0 ) + 𝑏, 𝑎 = |
𝑑𝑡
𝜕𝑞 0

(21)

where h is defined in (9), 𝑏 takes into account the modeling errors due to model linearization, and
the subscript 0 indicates reference conditions. The desired closed-loop trajectory is reported in
(22), where 𝐿̂∗ is the desired output value.
𝑑𝐿̂
| = −𝐾(𝐿̂ − 𝐿̂∗ )
𝑑𝑡 ∗

(22)

Equating (21) and (22), the Eq. (23) is obtained
−𝐾(𝐿 − 𝐿∗ ) = 𝑎(𝑞 − 𝑞𝑜 ) + 𝑏 = 𝑎𝑞̃ + 𝑏

(23)

And it can be used to derive the action of the manipulated inputs leading to the desired trajectory:

𝑞̃ =

−𝐾(𝐿̂ − 𝐿̂∗ ) − 𝑏
, 𝑞̃ = 𝑞 − 𝑞0
𝑎

(24)

The parameter 𝑏 can be reconstructed through the first order observer in (25)
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𝑑𝐿̂
𝑏̂̇ = 𝜔(𝑏 − 𝑏̂) = 𝜔 ( 𝑑𝑡 − 𝑎𝑞̃ − 𝑏̂) with 𝑏̂(0)=0

(25)

where 𝜔 is the observer gain. Because the use of time derivative should be avoided because it is
noise sensitive, the coordinate change in Equation (26) is applied
𝜒 = (𝑏̂ − 𝜔𝐿̃), with 𝐿̃ = 𝐿̂ − 𝐿̂∗

(26)

Applying time derivative to (26), the observer equation in new coordinates in obtained
𝑑𝐿̂
𝜒̇ = (𝑏̂̇ − 𝜔 ) = −𝜔𝜒 − 𝜔(𝑎𝑞̃ + 𝜔𝐿̃) = −𝜒(0) = 0
𝑑𝑡

4.5

(27)
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5
5.1

EXPERIMENTAL SET-UP

Introduction
Experimental testing and validation of the theories proposed in this research project are of

paramount importance. In this regard, experimental investigations will be carried out parallel to
the theoretical studies to validate the proposed framework in an on-line environment.
This chapter describes the experimental bench–scale unit used in our experimental
component along with control system developed for full automatic operation as well as all the
procedures that were applied to obtain the experimental data. The main focus is on the on-line
implementation and testing of a novel multiresolution image-based sensor for prediction of the
CSD along the experiment. In this regard, starting from a short description of the theory involved
within the on line CSD sensor, its implementation for real-time application is described as well as
the devices used and developed for such application.
A case study of a single image is provided to demonstrate the feasibility of the methodology
to infer the crystal size distribution using on-line image-based technique. Results are compared
with the histograms obtained by off-line counting of sample images captured using Am-Scope
software.
5.2

Experimental Set-up and Procedure
Crystallization of sodium chloride in water using ethanol as antisolvent is considered as the

case study. Reagent grade sodium chloride (NaCl) of 99.5% purity (Sigma-Aldrich), 190 proof
ethanol provided by Pharmco-AAPER and only purified water are used during the experiment.
The initial solution consists of 34 g NaCl in 100 g of deionized water. The experimental rig (Ace
Glass Incorporated) is made up of 1 L glass, jacketed cylindrical crystallizer, connected to a
heating/cooling bath controller. The temperature in the crystallizer is measured using an resistance
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temperature detectors (RTD) probe which is wired up to a slave temperature control system
(Thermo Fisher Scientific) capable of heating and cooling. Mixing is provided by a magnetic stirrer
at the speed of 400 RPM. In similar fashion, the antisolvent addition is performed using a calibrated
peristaltic pump (Masterflex Model 77200-60, Cole-Parmer). The master control is performed by
a computer control system which is connected to the slave temperature and flow rate controllers
respectively. The desired set-points are set by the master controllers. Along the experiment,
particles are circulated throw a second pump (Masterflex Model 77200-60 Cole-Parmer) into a
cell where they are lighted up by an illumination system. Images are taken continuously using a
universal serial bus (USB) microscope camera (BASLER make, Model MD900) which fits into
the side tube on the side of the microscope with one of the supplied adapters and connects to a
dedicated computer. Using image-based texture analysis, CSD, that is, mean and standard
deviation are determined. During implementation of any FB controller the results are compared
with the desired set-points. Applying a proper control plan, the error is used to calculate the value
of temperature and the amount of antisolvent flow rate (set-points). Data is then sent to the data
acquisition and control computer running LabVIEW (2009). The software is linked to the pump
and the heating/cooling bath so the updated values are applied in the plant. All the experimental
set up and instrumentation are displayed schematically in Figure 5.1.
5.3

Inferential salt concentration measurement
As part of our experimental investigation, on-line monitoring of the solute concentration

was also implemented. This additional measurement will not be used specifically in the control
program but provide practical information regarding solute mass transfer and the rate of crystal
mass
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Figure 5.1: Schematic of apparatus and sensors used in this work

Figure 5.2: Graphical User Interface of the experimental system in LabVIEW
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Figure 5.3: Illustration of experimental system: Upper Panel- Overall system (left); crystallizer
(right); Lower Panel- USB microscope camera (left) ; Circulating pump (Right)

evolution as well as allowing us to analyze the performance of alternative control strategies
discussed in this article. In this work, the concentration of the solution is measured by
simultaneously evaluating the solution conductivity, antisolvent mass fraction, and temperature.
A similar measurement for Ammonium sulfate is reported by [1] and [2]. This procedure states an
inferential measurement whereby the conductivity, antisolvent mass fraction, and temperature are
the primary measurements which are then translated into the secondary inferred measurement
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being the concentration. Conductivity is gauged on-line using an Orion 4 STAR conductivity probe
model 018020 MD.
Solubility of NaCl is assumed to be independent of temperature in the small ranges.
However, the conductivity of a solution increases with temperature, as the mobility of the ions
increases[3]. If the temperature T does not vary too much, a linear approximation is typically used
δ(T) = δ0 [(1 + ⍺(T − T0 )]

(1)

δ(T) is the conductivity at the measured temperature in mS/cm, ⍺ presents the temperature
coefficient of resistivity, T0 is a fixed reference temperature (20°C for this experiment), and δ0 is
the conductivity at the reference temperature T0 . The parameter ⍺ is fitted from measurement data.
Equation 10 is used to convert the conductivity of the solution at the temperature of the experiment
to the value at the reference temperature (20°C) where it can be transformed to concentration. At
20°C a series of solutions of aqueous ethanol at known concentrations (10, 20, 30, 40, 50, 60, 80
wt %) are prepared representing the concentration range of the crystallization experiment. The
conductivities of these solutions are measured at various salt concentration range of crystallization.
The data collected is shown in Figure 5.2. As can be observed, the conductivities of the various
solutions increase until a point where it becomes independent of concentration. In fact, when
solubility equilibrium is reached, the rest of the salt that is added to the solution is deposited at the
bottom of reactor and does not contribute to the concentration of ions. Since the effect of salinity
on dielectric constant and viscosity is negligible [4], according to Debye-Huckel-Onsager theory,
ions’ concentration is the only factor that influences the conductivity of the solution which is
constant after equilibrium point. This point represents the limiting conductivity at which any
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further increase is only possible by decreasing the ethanol weight percent. The locus of these points
is tracked as an exponential model of concentration as a function of conductivity (Figure 5.2).

w = (1 − exp (−

(2)

δ0
)) ∗ a
b

a and b are constants with values 27 and 86 respectively for this case study. This equation is used
to determine the salt weight percent at the measured conductivity which can then be converted to
concentration knowing the amount of antisolvent added and the total volume of the solution.

Figure 5.4: Conductivity of sodium chloride at various concentrations and ethanol mass fraction
(left Panel) with the equation shown for the locus of limiting conductivity vs sodium chloride
mass percent (right panel)
5.4

In situ crystal size distribution measurement
Feedback control of crystallization processes requires the knowledge of state variables of

the system. To control the size characteristic in an online fashion real-time measurement of the
CSD is required to establish a comprehensive relationship between the process variables and
measured data. An overview of the existing CSD measurement methods are described in [5] and
[6]. Recent advances in the development of imaging devices and computer systems enables fast
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capturing of high resolution images with low measurement time of processing [7]. This suggest an
online image-based approach for monitoring physical and textural properties of crystals. A
multiresolution image-based approach was implemented here based on the work recently
developed by [8,9]. This novel technique which is based on combining thresholding and wavelet
fractal-energy algorithms is a good approach for real –time application. In what follows we
illustrate the procedures for the texture analysis of crystals from crystal images.
5.4.1 Image Processing
Crystal images always contain background information which when removed leaves behind
only information related to the crystals for the purpose of texture analysis and crystal feature
extraction. Thus, detecting crystals themselves or removing backgrounds are essential to
accurately perform texture analysis. Typically, the edges of crystals appear darker in crystal images
and thus have lower intensity values compared with backgrounds and with crystals themselves.
Crystals, on the other hand, have similar intensity values as the background due to the fact that
crystals are transparent and illuminations on both of them are similar during the image acquisition
process. The threshold method is applied here to identify the crystal edges and remove the
background.
Thresholding is a segmentation approach operating in a way of comparing objects’ intensity
values with a certain threshold value. If only one feature is of interest in an image, separating the
image into two classes, a foreground and a background, by applying a single threshold value is
sufficient during the thresholding process. In a thresholding algorithm, the threshold value is the
significant parameter for successfully dividing segments, thus appropriately selecting the threshold
value becomes the major concern. There are different ways to choose a threshold for image
segmentation. One way is by visual inspection of the image intensity histogram. Another method
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is by trial and error, picking different threshold until one is found that produces a good result by
the observer. Otsu’s global thresholding is a method for finding the optimum threshold value
among the candidates under the circumstance of identification of only two classes in an image
[10]. Using this method a threshold value is generated which is applied to distinguish between the
crystal edges and the background. This will help to detect the particles and subtract the background
from the image. Once the crystals are separated from the background ,the information is stored in
an empty image which will be the input data for the wavelet-fractal analysis.

Figure 5.5: Crystal edge detection using thresholding method

Wavelet transform, a recent multi-resolution technique, can extract textural characteristics
from crystal images. It can decompose a signal into several details and an approximation. Details
carry the characteristic information such as edges of distinct objects distinguishing its
corresponding signal from others. The approximation, on the other hand, usually reflects the
intensity variance generated by lighting or illumination. Thus, extracting features from details is
more appropriate than from the approximation. As the number of crystal edges is the distinction
between small and large crystals in images, texture features can be obtained from the point of
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energy distribution. Discrete wavelet transformation (DWT) is an efficient and accurate way used
in this context since an image can be considered as discrete data. In wavelet transformation, a
wavelike function called wavelet is used to transform a signal or function 𝑓(𝑥) in space or time
into another form by convolution. The wavelet function 𝜓𝑚,𝑛 in the discrete form is:

𝜓𝑚,𝑛 (𝑥) =

1
√ 𝑎0 𝑚

(3)

𝜓(𝑎0 −𝑚 𝑥 − 𝑛𝑏0 )

Where 𝑎0 is a fixed dilation parameter and is greater than 1 and 𝑏0 is the location parameter and
is greater than zero. The discrete wavelet transformation of function 𝑓(𝑥) is thus a function of m
and n:
+∞

(4)

𝑓(𝑥)𝜓𝑚,𝑛 (𝑥)𝑑𝑥

𝑇𝑚,𝑛 = ∫
−∞

Discrete wavelet transformation 𝑇𝑚,𝑛 is known as the detail coefficients or high-frequency
components. The approximation coefficients 𝑆𝑚,𝑛 like the detail coefficients generated by wavelet
functions, are given by convoluting with the function 𝑓(𝑥) and another set of functions called
scaling functions 𝜙𝑚,𝑛 (𝑥):
+∞

𝑆𝑚,𝑛 = ∫

(5)

𝑓(𝑥)𝜙𝑚,𝑛 (𝑥)𝑑𝑥

−∞

Taking multi-resolution into consideration, we can write the function 𝑓(𝑥) as a sum of
approximation of the function at arbitrary scale index 𝑚0 and detail function from scale 𝑚0 to -∞
using the approximation coefficients and detail coefficients:
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+∞

𝑓(𝑥) = ∑

𝑆𝑚0 ,𝑛 𝜙𝑚0 ,𝑛 (𝑥) + ∑

𝑛=−∞

𝑚0
𝑚=−∞

+∞

∑

𝑇𝑚,𝑛 𝜓𝑚,𝑛 (𝑥)

(6)

𝑛=−∞

Using the detail coefficients it is possible to calculate the Fractal Dimension (FD) of the particles.
FD is a statistical real number that measures how complicated a fractal is. To calculate FD, we
here use fractal-wavelet method which requires not only wavelet decomposition but also fractional
Brownian motion (𝑓𝐵𝑚) function in our work. The FD of an (𝑓𝐵𝑚) function can be calculated
through the relationship equation of:
𝐹𝐷 = 𝐷𝐸 + 1 − 𝐻

(7)

Here 𝐷𝐸 is the Euclidean dimension. The Hurst exponent,𝐻, has a value between 0 and 1
characterizing fBm. It is an indicator to reflect the smoothness of the fBm function: the higher the
Hurst exponent is, the smoother the fBm function is. For an fBm, 𝐻 also scales to wavelet power
spectra 𝑃𝑤 (𝑓𝑚 ) and frequency 𝑓𝑚 . Meanwhile, wavelet power spectra 𝑃𝑤 (𝑓𝑚 ) is related to the
variance of discrete wavelet coefficients, and frequency 𝑓𝑚 is inversely proportional to the wavelet
scale. The scaling relationship becomes:
(2𝐻+1)
2 〉
〈𝑇𝑚,𝑛
𝑚 ∝ 𝑎𝑚

(8)

Where ∝ means the constraint is proportional. The logarithmic plot of variance of discrete wavelet
coefficients provides a method of deciding Hurst exponent from the slope of the plot where the
constant depends on the wavelet function and the Hurst exponent.
2 〉
𝑙𝑜𝑔2 (〈𝑇𝑚,𝑛
𝑚 ) = (2𝐻 + 1)𝑚 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

(9)

As an example here to demonstrate the relationship between the Fractal Dimension and
crystal mean size the methodology for FD determination was applied on different images at the
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operating condition (T=10ºC, q=1.5ml). The mean FD for each stage was the average value
obtained from the set of images for that stage which in this case were 10 images. The mean size
for each stage was obtained from its corresponding image set which was measured manually by
means of the sizing computer software (AmScope). The mean FD, mean Hurst exponent and
measured mean size for each stage are calculated. Charts for the two prior items are plotted as well
in Figure 5.6, distinctly displaying their tendency over time. During the crystallization process, the
measured mean size and mean Hurst exponent increase sharply at the beginning and then increase
gradually until they reach relatively constant values. The mean FD decrease quickly as time goes
by to reach another relatively constant value. As expected, the figures illustrate that mean FD
follows an inverse changing pattern to measured mean size.

Figure 5.6: Dynamic of mean crystal size (Circles) and mean fractal dimension (Squares)
during an experimental run

5.4.2 Artificial Neural Network Modelling and CSD Prediction
Artificial Neural Networks have a strong ability in capturing complex input/output
relationships. The network is composed by a number of nodes connected to the inputs and to the
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outputs. The signals pass throw the connections and are scaled using appropriate weights that are
updated following an error-correction rule in order to adapt the network to new situations and aims.

•
•
•
•
•

Flow Rate
Temperature
Fractal dimension
Sampling time
Wavelet energy
signature

•

Mean Size

•

Standard deviation

Figure 5.7: Schematic representation of the neural network model

As can be observed in Table 5.1, the whole crystallization operates at the range of 10-30°C and
0.7 to 3.0ml/min. We ran 10 experiments. The first 9 are running at constant conditions and the
last one at changed parameters according to the curves which cover the whole operation ranges.
Sample images were taken at those crystallization stages. The ANN was built with the images
coming from constant conditions, which we call them training data. The testing data were the
images from changed conditions. They were used to check how well the established ANN can
predict the CSD.
For both size and standard deviation artificial neural networks have been configured. One
using sampling time, the other without sampling time. The sum of squared residuals (SSR), rootmean- square-deviation (RMSE) and regression coefficient have been shown in Table 5.2 and
Table 5.3. When using sampling time, since we have one more input for the network, the results
matched better with the targets.
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The crystal size distribution can be assumed to be either normal or log-normal distribution.
The probability density functions for both the normal (𝑝𝑑𝑓𝑁 ) and log-normal (𝑝𝑑𝑓𝐿𝑁 ) distributions
are:

𝑝𝑑𝑓𝑁 =

1
√2𝜋𝑠 2

𝑝𝑑𝑓𝐿𝑁 =

exp (−

1
√2𝜋𝜎 2

(𝑥 − 𝑚)2
)
2𝑠 2

𝑒𝑥𝑝 (−

(10)

(𝑥 − 𝜇)2
)
2𝜎 2

(11)

The lognormal distribution has parameters 𝜇 and 𝜎, which can be calculated from the mean 𝑚 and
standard deviation 𝑠 of normal distribution.

𝜇 = ln(

𝑚2
√𝑚2 + 𝑠 2

(12)

)

(13)

𝑠2
𝜎 = √ln( 2 + 1)
𝑚

The next question is that what kind of probability density function can be the proper one to
track the distribution. A null hypothesis were implemented on the 9 experiment data sets. Recalling
that the null hypothesis is that the population is normally distributed, if the p-value is less than the
chosen alpha level, then the null hypothesis is rejected (i.e. one concludes the data are not from a
normally distributed population). If the p-value is greater than the chosen alpha level, then one
does not reject the null hypothesis that the data came from a normally distributed population.
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Table 5.1: Operating range applied for the obtainment of training and testing data
Condition
Temperature

Antisolvent flow rate

Sampling Time

[°C]

[ml/min]

(min)

10

0.7

30, 60, 90, 120,180,240,

Data Type

Training Set

300,360,420,480
10

1.5

30, 60, 90, 120, 180, 240,

Training Set

300, 360,420,480
10

3

10, 15, 20, 30, 60, 90,

Training Set

120, 180, 240, 300
20

0.7

30, 60, 90, 120, 180, 240,

Training Set

300, 360,420,480
20

1.5

30, 60, 90, 120, 180, 240,

Training Set

300, 360,420,480
20

3

10, 15, 20, 30, 60, 90,

Training Set

120, 180, 240, 300
30

0.7

30, 60, 90, 120, 180, 240,

Training Set

300, 360,420,480
30

1.5

30, 60, 90, 120, 180, 240,

Training Set

300, 360,420,480
30

3

10, 15, 20, 30, 60, 90,

Training Set

120, 180, 240, 300
Changed Condition

Changed Condition

30, 60, 90, 120, 180, 240
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Testing Set

Table 5.2: Statistical results of the ANN model using data without sampling time

Table

𝑅2
Predicted mean size
RMSE
SSR
10°C, 0.7 ml/min
82.33
6.12
374.20
20°C, 0.7 ml/min
71.10
7.34
538.14
30°C, 0.7 ml/min
94.67
5.20
270.58
10°C, 1.5 ml/min
72.70
6.92
479.13
20°C, 1.5 ml/min
77.17
7.36
542.15
30°C, 1.5 ml/min
96.13
4.34
188.16
10°C, 3 ml/min
64.72
3.40
115.64
20°C, 3 ml/min
50.36
5.80
336.32
30°C, 3 ml/min
75.39
5.72
326.89
Changed conditions
91.75
7.01
491.01
Statistical results of the ANN model using data with sampling time

Predicted mean size
10°C, 0.7 ml/min
20°C, 0.7 ml/min
30°C, 0.7 ml/min
10°C, 1.5 ml/min
20°C, 1.5 ml/min
30°C, 1.5 ml/min
10°C, 3 ml/min
20°C, 3 ml/min
30°C, 3 ml/min
Changed conditions
5.5

𝑅2
99.68
99.84
99.95
99.84
99.94
99.99
99.63
99.81
99.96
98.82

RMSE
0.821
0.54
0.51
0.53
0.35
0.24
0.35
0.36
0.22
2.65

5.3:

SSR
6.75
2.94
2.61
2.85
1.24
0.56
1.23
1.3
0.49
70.43

Fitting of experimental histogram
The different control algorithms proposed in this work will be compared in terms of mean

and standard deviation of the crystal size estimated at different sampling time, and also considering
the crystal size distribution at the end of the batch. For the latter, a number of images are taken and
manually analyzed to produce the corresponding histogram using the software AmScope. This
representation of the experimental results requires that a very high number of crystals be
considered in order to adequately describe the population of crystals, with a prohibitive effort for
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Table 5.4: Number of experimental samples that passed normality (N) or log-normality (LN) test
0.7 ml/min

1.5 ml/min

3.0 ml/min

Overall

N

LN

N

LN

N

LN

N

LN

10

0/10

7/10

0/10

6/10

0/10

7/10

0/30

20/30

20

1/10

5/10

0/10

7/10

0/10

5/10

1/30

17/30

30

0/10

7/10

0/10

6/10

0/10

8/10

0/30

21/30

Overall

1/30

19/30

0/30

19/30

0/30

20/30

1/90

58/90

the experimentalists. The knowledge of the type of distribution for the crystal size, along with a
practical number count allows the obtainment of a good representation of the experimental CSD.
To obtain an estimation of the CSD, there are two possible approaches:
1. Parametric approximation
2. Non-parametric approximation
In the parametric approach it is assumed that the process measurements will conform to a specific
type of distribution such as normal or lognormal distribution. According to previous results (Table
5.4) a lognormal distribution is considered as best fit of the experimental data obtained at the end
of the batch for during crystallization processes. Not all sets of measurements fit into the given
distribution, however, and nonparametric methods, which require no knowledge of a population’s
mean or standard deviation, present a useful alternative means for defining the normal operating
region directly from historical data of a process [11].
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Kernel density estimation is the most widely used nonparametric data-driven technique used to
find a nonparametric estimation of the probability density function for a set of data. The
multivariate kernel estimator with kernel K is defined as:
𝑛

(14)

1
𝑥 − 𝑋𝑖
𝑓̂(𝑥) = 𝑑 ∑ 𝐾 (
)
𝑛ℎ
ℎ
𝑖=1

Where h is the window width, also called the smoothing parameter or bandwidth, and d is the
number of dimensions in the data [12]. The kernel function used here was the multivariate normal
distribution given by this equation:

𝑦 = 𝑓(𝑥, 𝜇, Σ) =

1

1
𝑒𝑥𝑝 (− (𝑥 − 𝜇)Σ −1 (𝑥 − 𝜇)′)
2
√|Σ|(2𝜋)𝑑

(15)

Where 𝑥 and 𝜇 are 1 by 𝑑 vectors and Σ is a 𝑑 by 𝑑 symmetric positive definite matrix. The kernel
function 𝐾 must have the property that:
∞

(16)

∫ 𝐾 (𝑥)𝑑𝑥 = 1
−∞

A simple way to imagine kernel density estimation is to think of it as the sum of bumps, defined
by the kernel function, centered at each of the data points in the set of interest. It is generally
accepted that the window width h is much more important in determining the accuracy of a density
estimate than the nature of the kernel function [11].
In our investigation we have tested both methods in different studies. One of them is reported
as illustrative example in Figure 5.8, where the lognormal approximation is compared with the
histogram of the relative frequency density of the crystal sample along with the kernel
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approximation (non-parametric fitting). Being the two continuous curves almost overlapping and
considering that no assumption is made for the non-parametric approach, the lognormal
assumption is assumed to be valid and also the number of samples can be considered sufficient for
a good representation of the experimental CSD. In the following, the results obtained with the
parametric fitting will be shown, but in case of system behavior exhibiting different distribution,
as in case of multimodal CSD, a non-parametric representation is more adequate.

Histogram
Lognormal
Non-parametric
0.01

Density

0.008

0.006

0.004

0.002

0
0

50

100

150

200

250

300

350

Size

Figure 5.8: A section of a typical image processed using visual inspection (left) and the
obtained size distribution diagram (right)

5.6

Advanced Control Implementation
To test the performance of the controller, a controller module was formulated and

implemented in Matlab which interacts continuously via Excel using the optimal trajectories
provided by gPROMS. The controller can communicate with the plant and the image-based sensor
at the same time, performing the control action in a regular number of sampling times. The
controller was initiated by reading information from the setting panel including set point recipe,

92

control parameters and the image-based sensor. A main loop was designed to govern the
communication with the image-based sensor of 4 Hz.
The set point trajectory is the optimal trajectory obtained during the optimization studies.
While one of the input manipulated variables is adjusted by the feedback controller, all other inputs
are applied according to the optimal recipe obtained during the optimization. The two possible
manipulated variables in this case are the antisolvent flow rate and the temperature. 𝐹𝑠 is selected
as the control variable and its controllability with respect to the manipulated variables has been
investigated. Figure 5.9 shows a schematic representation of the approach followed in the
experimental studies. The Matlab environment for implementation was selected since it is easily
adaptable and compatible to the image-based multiresolution sensor environment as well as any
control system. It is envisaged that a final version of the control module will be developed in
Python environment, using a single module for all possible control strategies with a switching
option for selecting the inputs and outputs of the controller.
The formulation for the various control strategies were implemented in MATLAB
(MathWorks, USA). For integration of control equations, the solver ODE45 was used which is a
versatile ODE solver used for most problems. Analysis of the images and simulation of the
controller is done in the same script-file and take several seconds on a regular PC equipped with a
3.5 GHz processor and 16 GB of RAM. To transfer data between MATLAB, gPROMS and
LabView, an Excel spreadsheet was used which can interact continuously with all the software.
The temperature output sequences which are calculated by the controller are implemented using a
conventional proportional integral derivative controller. The PID controller is embedded in the
DCS which forms the lowest control layer. The flow rate signals are sent directly to the pump
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which has already been calibrated for the specific range of flow being used. Synchronization and
sequencing of tasks are carried out by means of a timer and a scheduler, respectively.

Figure 5.9: Schematic representation of proposed direct feedback control of CSD
One of the requirements for industrial control systems is a relative simplicity of the applied
control algorithms and system architecture. If a certain control task can be equally accomplished
by different control systems, the simplest system has to be chosen as the preferred one. For the
crystallization system here various approaches were proposed and implemented. First Operating
trajectories that are optimal with respect to the chosen control objectives were found by solving
the designed optimization problem and implemented without using feedback from the crystallizer.
This approach which is termed as feedforward (FF) or open loop control has the potential to
provide minimum error but will not be able to compensate if any disturbance hits the process or in
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case of model-plant mismatch, as no feedback (FB) action is deployed. On the other hand the
performance of any FB controller is highly dependent on the applied measurement technique.
Consequently a two-stage controller (FF/FB) has been also executed, where a FF strategy is
combined with a FB controller (FB). In particular, the FF action is used to bring the system close
to the target at around 5% of the desired set-point, and then the FB controller is activated to remove
the offset. A schematic representation of all the control configurations explored is given in Figure
5.10.

Figure 5.10: Schematic representation of different control configuration

5.7
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6
6.1

RESULTS AND DISCUSSION1

Introduction
Whatever modelling procedure technique is being used, the accuracy and predictive qualities

of the model-based activities will only have some bearing on the real system, if it is a good
representation of the system. Obviously, what constitutes a good model is subjective, but from a
performance modelling point of view our criteria for judging the acceptability of the model will
be based on how accurately measurements extracted from the model correspond to the data which
was obtained from the experiments.
This chapter will present all the results obtained from the model and all model-based
activities studied, and then validated with the experiments conducted ad hoc. First the off-line
capabilities of the framework are fully tested experimentally for parameter estimation. The
Estimation problem is easily specified in gPROMS and solved by the gEST facility. The optimal
solution points of the parameters along with a statistical analysis are outputted into an Excel
workbook for detailed analysis. This illustrates the importance of this strategy to follow model
parameters and reaction characteristics allowing fundamental understanding of reaction
mechanisms that can help in the development of different crystallization chemistries and processes.
Next, results of the dynamic optimization are shown for the different objective functions
explained in chapter 3. Different open-loop optimal policies are derived for the crystallizer reactor.
These optimal policies are implemented on the experimental reactor system, and the results are
compared with the theoretical predictions.
Validation of the proposed online image-based technique is presented next using a set of

1

Portions reprinted from AIChE, Copyright 2015, with permission of Wiley
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anti-solvent crystallization experiments at both constant and varying (temperature and feed flow)
conditions. The predicted CSD in log-normal probability density function is plotted and compared
with experimental data. These results attest to the potential application of the proposed method for
crystal production process monitoring and control.
Finally results from the alternative control strategies are implemented and tested to attain a
desired CSD. The control approach is classified into two categories, namely the elementary and
advanced controller design. The elementary control strategy includes multi-loop proportional
integrals (PIs) approach, a feedforward (FF) strategy based on off-line calculated profiles, and a
two stages control structure using a combination of FF and FB algorithm (FF/FB). In the advanced
control perspective, different model-based strategies control comprised of (i) IMC with adaptive
parameters along the reference trajectory (ii) linearizing feedback control [1] (iii) output feedback
controller proposed in [2]. Results demonstrate in some cases poor performance of the PI
algorithm due to ill-conditioning of the process. Conversely, excellent behavior on the CSD control
is achieved when the FF, the proposed FF/FB controllers and the advanced model-based strategies
are applied.
6.2

Model Validation
The validation procedure adopted for validating the rigorous crystallization models is an

iterative process consisting of three steps. In the first step, a necessary amount of data is collected
and processed for the use in the formal mathematically-based parameter estimation technique
introduced in chapter 2. Design of dedicated experiments is part of the first step. The second step
of the validation procedure includes the actual parameter estimation studies and statistical and
visual analyses of the estimation results. Finally during the third and the last step, a verification
test is carried out to assess model predictive capabilities using an independent experiment.
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6.2.1 Data acquisition and Processing
Semi-batch non-isothermal antisolvent crystallization of sodium chloride were carried out
for different temperature and antisolvent flow rate. Table 6.1 summarizes the operating conditions
for the conducted fed-batch experiments. Crystal mean size values along the whole process were
calculated by visual inspection and manually counting the particles using the software AmScope.
AmScope allows to select the contours of the particles or any shape present in the photos. This
operation is done for all the samples, using the photos taken from the slides until the number of
crystals is sufficient to obtain a stabilization criterion of ±2.5% of the mean. Figure 6.1 shows an
example of the mean size variation during image analysis using AmScope.

Figure 6.1: Mean size variation at t=360 min during manual counting of the particles by
AmScope, operating condition (T=20,q=0.7)
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Table 6.1: Operating conditions of runs in the jacketed cylindrical crystallizer
Operating conditions
Experiments number

Temperature

Antisolvent flow rate

[°C]

[ml/min]

1

10

0.7

2

10

1.5

3

10

3

4

20

07

5

20

1.5

6

20

3

7

30

0.7

8

30

1.5

9

30

3

6.2.2 Parameter Estimation
Using the set of experimental data for the all 9 operating conditions, parameter estimation
was performed for the main polynomial coefficients. The simulated mean size, 𝜇𝑠𝑖𝑚 , is evaluated
using the numerical integration of the Fokker-Planck-Equation at 𝑁 = 300 different spatial
locations 𝐿𝑘 (𝑘 = 1,2, … , 𝑁) at each sampling time 𝑡𝑗 . The parameters to be estimated are:

100

(1)

𝜃 = [𝜸𝟎𝒓 , 𝜸𝟏𝒓 , 𝜸𝟐𝒓 , 𝜸𝟎𝑲 , 𝜸𝟏𝑲 , 𝜸𝟐𝑲 , 𝜸𝟎𝑫 , 𝜸𝟏𝑫 , 𝜸𝟐𝑫 ]

Parameter inference is accomplished by using the least square criterion, thus searching for the
minimum of the objective function:
𝑁𝐸 𝑁𝑀𝑖𝑗

(2)

𝑁
1
𝜙 = ln(2𝜋) + min {∑ ∑ [(𝜇̃𝑖𝑗 − 𝜇𝑖𝑗 )2 + (𝜎̃𝑖𝑗2 − 𝜎𝑖𝑗2 )2 ]}
2
2 𝜃
𝑖=1 𝑗=1

2
Where 𝜇̃𝑖𝑗𝑘 and 𝜎̃𝑖𝑗𝑘
are the kth measured value for the mean size and standard deviation at the

experiment i. Both measurement and simulated data are normalized so they will equally weigh to
the objective function.
Optimal values of the estimated parameters are shown in Table 6.2 as well as the uncertainty
of the parameter represented as confidence interval (CI) which is shown in Figure 6.2. Here, the
contours correspond to a confidence level of 90%, 95% and 99%. In addition to CI, the correlation
matrix is also represented in Table 6.3 as a 6 × 6 lower triangular matrix (the upper triangular
matrix is identical to the lower one).
Table 6.2: Estimated value of the polynomial coefficients for the nine experimental data
Parameter

𝛾0𝐷
𝛾0𝐾
𝛾0𝑟
𝛾1𝐷
𝛾1𝐾
𝛾1𝑟
𝛾2𝐷
𝛾2𝐾
𝛾2𝑟

Estimated
(Optimal) value

0.055
143.525
1.15477
0.121605
-3.01651
0.486977
-7.16065×10−5
0.0224658
-0.03

Confidence Interval
90%

95%

99%

0.2046
1.597
0.8021
0.08595
0.2093
0.3636
0.0003819
0.006465
0.03264

0.2459
1.92
0.9641
0.1033
0.2516
0.437
0.000459
0.00777
0.03923

0.3301
2.577
1.294
0.1387
0.3377
0.5867
0.0006162
0.01043
0.05266
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95%
t-value

Standard
Deviation

0.2237
74.66
1.28
1.036
11.99
1.155
0.06536
2.98
0.921

0.121
0.9445
0.4744
0.05083
0.1238
0.215
0.0002258
0.003823
0.0193

Figure 6.2: Confidence ellipsoids for 𝛾0𝑘 − 𝛾0𝐷 , 𝛾0𝑟 − 𝛾0𝐷

The most pronounced correlations between the parameters are shown in red. Most of the
estimated parameters obtained have narrow confidence intervals indicating that the number of
measurements performed for the parameter estimation were sufficient. The normalized covariance
matrix shows that although a few parameters are quite correlated, most parameters estimated in
the optimization are only weakly correlated and therefore are suitable for being estimated
simultaneously.
Larger correlation coefficients are found between the following five sets of parameters.
Likely, any change in one of these parameters could be compensated by a change in the other ones.
For example, the correlation between 𝛾0𝐷 and 𝛾0𝑟 is -0.919 indicating a strong correlation between
them and making it difficult to find a unique estimate for these parameters. Unique parameter
estimate means that the parameters have an acceptably low correlation to any of the other
parameters and a low confidence interval. Thus, in spite of the large covariance mentioned above,
a consistent estimation is possible because of the true value of the estimated parameters are located
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within a very small confidence bands reducing their uncertainty. However, the confidence
ellipsoids are large including in most cases negative numbers.
Table 6.3: Correlation matrix for the estimated parameters of the system
𝛾0𝐷

Parameter

𝛾0𝐾

𝛾0𝑟

𝛾1𝐷

𝛾1𝐾

𝛾1𝑟

𝛾2𝐷

𝛾2𝐾

𝛾0𝐷

1

𝛾0𝐾

0.7558

1

𝛾0𝑟

-0.919

-0.844

1

𝛾1𝐷

-0.662

-0.399

0.548

1

𝛾1𝐾

-0.558

-0.635

0.577

0.327

1

𝛾1𝑟

0.584

0.444

-0.611

-0.750

-0.507

1

𝛾2𝐷

-0.773

-0.665

0.761

0.599

0.412

-0.177

1

𝛾2𝐾

-0.381

-0.498

0.478

0.452

-0.126

-0.440

0.224

1

𝛾2𝑟

0.653

0.675

-0.759

-0.132

-0.196

-0.755

-0.749

-0.422
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𝛾2𝑟

1

(3)

(𝜸𝟎𝑫 |𝜸𝟎𝒓 )
(𝜸𝟎𝑲 |𝜸𝟎𝒓 )
(𝜸𝟎𝑫 |𝜸𝟐𝑫 )
(𝜸𝟎𝑫 |𝜸𝟎𝒓 )
(𝜸𝟎𝒓 |𝜸𝟐𝑫 )
{ (𝜸𝟏𝑫 |𝜸𝟏𝒓 )

Therefore, a second iteration was performed by eliminating five of the correlated parameters,
𝛾0𝐷 , 𝛾2𝐷 , 𝛾0𝐾 , 𝛾0𝑟 , 𝛾1𝑟 and fixing their values to the estimated ones in the first iteration. The optimal
values of the estimated parameters as well as the uncertainty of the parameter represented as
confidence interval (CI) are shown in Table 6.4.
For purposes of illustration the confidence regions for the parameter pairs estimated are
shown in Figure 6.3. None of the confidence ellipsoids cross either the x or y axes. Thus, no
parameter pair has a parameter value equal to zero. The confidence ellipsoids also show small
negative correlation between different coefficients. Figure 6.4 shows the comparison between the
model prediction and experimental data for the mean size evolution at the nine operating
conditions. The simulation results after the parameter estimation have an excellent agreement with
the experimental data for all the conditions, indicating the adjusted model has good predictive
capabilities for the proposed system.
6.2.3 Model Verification Test
The global model with the estimated parameters have been also validated using the antisolvent
flow rate and temperature trajectory reported in Figure 6.5. The purpose of this improved
experiment is to test prediction capabilities of the model with a different set of data which is not
used for the estimation. Results are reported in Figure 6.6 for the average size and also the complete
CSD at three different sampling time. The models again has excellent prediction capabilities,
during the non-isothermal operation of the system.
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Table 6.4: Estimated value of the polynomial coefficients at the second iteration
Parameter

Estimated
(Optimal) value

Confidence Interval

95%
t-value

90%

95%

99%

Standard
Deviation

𝛾1𝐷

0.10626

0.01981

0.02378

0.03184

4.468

0.01176

𝛾1𝐾

-3.00741

0.1502

0.1803

0.2414

16.68

0.08913

𝛾2𝐾

0.022708

0.0052212

0.006257

0.008376

3.629

0.003039

𝛾2𝑟

-0.0353385

0.008094

0.009717

0.01301

3.637

0.004804

Figure 6.3: Confidence ellipsoids for final estimated parameters

Due to this agreement between the model and experimental data, the model can accurately predict
dynamics of an independent experiment in any admissible temperature and antisolvent flow rate
inside the operating conditions.
6.3

Optimization and Control
This section presents the results for the optimization and control strategies proposed in the

previous chapters. The control approaches enable us to investigate the detrimental effects of model
imperfections and process uncertainties on optimal operation of crystallization processes. The
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validated model presented in the previous section is employed as the cornerstone of the control
approach to a wide range of industrial crystallizers. Results for the control approaches are applied
in two cases, namely the elementary model-free and the advanced model-based controller. The
performance of the various controllers in both approaches is compared with the experimental
results. The benefits and pitfalls of each controller is also discussed in details.
6.3.1 Elementary Control Results
The performance of the three types of controller will be analyzed considering two different
cases, which differ from the position of the mean and standard deviation set-points in the (q, T)
plane. Case 1 considers the targets far from the catastrophe locus (point 1 in Figure 6.7), whereas
Case 2 set the target values belonging to the catastrophic locus (point 2 in Figure 6.7).
6.3.1.1 Case 1: set-points far from the catastrophe locus
First, the results concerning the performance of the conventional feedback control are
discussed. In this case the mean crystal size and standard deviation are controlled using two PIs
which manipulate respectively the pump flow rate and system temperature. Parameters of the
controller are tuned using different simulations carried on with the FPE model and sensible values
for the proportional and integral constants for both structures are chosen for the experiments (Table
6.5). The sampling time was selected at 15 minutes for both the PI controllers, such as enough
time is given to the CSD sensor to perform the image processing steps and the maximum heat
exchangeable from the cooling/heating bath to vary temperature is respected.
The initial conditions of the batch are highest flow rate (3 ml/min) and lowest temperature (10ºC)
in order to promote nucleation and speed up crystal growth. These conditions are maintained for
30 minutes and then the feedback controller is introduced. Results are reported for a target CSD
expressed as (𝜇, σ) = (132 𝜇𝑚, 59.16 µ𝑚) in Section 2. Figure 6.8 illustrates the size evolution
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Figure 6.4: Comparison between experimental data and simulation using the estimated parameter

107

of the crystals and the manipulated variables trajectories during the whole batch. At the beginning
of the experiment the flow rate is high and it cuts down to a lower value to promote crystal growth
instead of the new crystal formation. After 2 hours when the mean size exceeds its set point value,
flow rate increases to favor more crystal formation and a lower mean size. Although there is a
large overshoot in the mean crystal size profile, the controller is able to bring the system to the
desired mean value after about 5 hours. The standard deviation exhibits larger fluctuations within
the first hour and a half, due to an aggressive action of the controller, then it has smaller oscillation
around the set points and finally it maintains a small offset.

Figure 6.5: Antisolvent flow and temperature trajectory applied used for the validation
experiment
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Figure 6.6: Validation results obtained in terms of mean sizes and CSDs

Using the global model described in Chapter 4, a FF controller has been designed and applied to
track the crystallization system to the desired set-points defined previously. Again, the beginning
of the batch has been conducted at the highest antisolvent flow rate and lowest temperature
allowable by the instrumentation, in order to promote crystal growth. At time equal to 30 minutes,
the manipulated inputs are moved to the values obtained by solving the nonlinear global model at
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Figure 6.7: The iso-level curves represent respectively the asymptotic standard deviation (solid
red lines) and the mean size (solid blue lines). The catastrophe locus is reported as dashed
black line

Table 6.5: Simulation parameters for the calculation of temperature and antisolvent addition
policies
Tuning Parameters

𝑘𝑐

𝜏𝐼

Flow Rate

0.01

0.008

Temperature

0.04

0.1

asymptotic conditions for the selected mean and standard deviation values. A step function should
be used as optimal trajectory since it allows reducing the integral error calculated as difference
between output trajectories and target values [3].
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Figure 6.8: Manipulated and control variables profiles for PI controller. Upper panel-Antisolvent
flow rate (left) and temperature (right) profile. Bottom panel- evolution of mean (left) and
standard deviation (right)

This variation can be obtained with the antisolvent flow rate, but temperature follows a ramp due
to the heat exchangeable rate from the cooling/heating bath (Figure 6.9). The outputs’ behavior is
reported in the bottom of Figure 6.9, which shows a rapid convergence of the mean and standard
deviation to the set-points with only a small offset for the latter.
It should be remarked that this result is due to the availability of a very accurate model, but in case
of disturbances or error mismatch, the FF controller would not be able to compensate for it. For
practical application a two-stage controller is suggested, where the first part of the batch is
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conducted using the FF action and a PI controller is switched on towards the end of the run to
perform final adjustments of the mean crystal size. In the proposed control plan, the feedback loop
is closed when the mean size is circa 5% of the set-points. The results obtained with the two-stage
controller are reported in Figure 6.10 and they show that perfect control can be obtained for crystals
mean size, without offset.

Figure 6.9: Manipulated and controlled variables profiles for FF controller. Upper panelAntisolvent feed rate (left) and temperature (right) profile. Bottom panel-evolution of mean (left)
and standard deviation (right) for the set-point (𝜇, 𝜎) = (132 𝜇𝑚, 59.16 µ𝑚)
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Figure 6.10: Manipulated and controlled variables profiles for FF/FB controller. Upper panelAntisolvent flow rate (left) and temperature (right) profile. Bottom panel-evolution of mean
(left) and standard deviation (right) for set-point (𝜇, 𝜎) = (132 𝜇𝑚, 59.16 µ𝑚)

It is worth noticing that using the feedback only when close to the set-point allows the
achievement of asymptotic conditions at about one hour faster when compared with the
conventional feedback controller (Figure 6.8).
A more detailed analysis of the results can be acquired using the experimental
distributions at the end of the batch. Figure 6.11 illustrates the asymptotic CSD distribution for
the different runs under all controllers when compared to the set-point distribution, where the

113

experimental distribution have been fit with a lognormal function with the parametric approach
described in Chapter 5. All the controllers exhibit good results in terms of final distribution,
with slightly better performance for the FF controller, followed by the two-stage controller.
As further information on the controlled system it is important to represent the behavior of
the salt concentration in the solution during the batch, since it may give indication on the
nucleation/growth process when different input trajectories are implemented.
The experimental data are shown in Figure 6.12 for the three control configurations with the
sampling time of 15 minutes. Although the results show similar trends there are some differences
towards the end especially between the PI controller and both feedforward and FF/FB controllers.
The similarities can be explained by the fact that all controllers attempt to produce a step change
in the antisolvent flowrate towards the asymptotic value as indicated in the operating map. In the
case of the PI

Figure 6.11: End of the batch distribution (𝜇, 𝜎) = (132 𝜇𝑚, 59.16 µ𝑚) for all controllers
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Figure 6.12: Salt concentration profile during run for set-point (𝜇, 𝜎) = (132 𝜇𝑚, 59.16 µ𝑚)
using FF, PI and FF/FB controller

controller this is achieved by small steps thus also producing and overshoot in the antisolvent
flowrate which is later corrected (indicated also for the differences in the salt concentration towards
the end). Furthermore, all the controllers exhibit similar good results in terms of final distribution,
thus making sense on the similar “overall” behavior of the salt consumption.
6.3.1.2 Case 2: set-points belonging to the catastrophe locus
The different control configurations described above have also been tested for the case when
the targets belong to the catastrophe locus. The point is indicated in Figure 6.7 and it has the
following mean and standard deviation values: (𝜇, σ) = (142.5 𝜇𝑚, 61.24 µm). This choice aims
to assess the control configurations in a more demanding situation with respect to the previous
one, because of the singularity in the input-output relationships.
First, the results obtained when using the PI controllers are shown in Figure 6.13, where
controlled outputs, manipulated inputs, experimental distribution at the end of the batch and salt
concentration profile are reported. Identical to the previous case, the batch starts using highest
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antisolvent flow rate (q = 3 ml/min) and lowest temperature (T = 10ºC). As shown in Figure 6.13,
the controller is not able to reach the final target indicating an off-set in the final values of the
mean size, whereas the fluctuation in the standard deviation can be considered within the
estimation error of the on-line sensor. It is interesting to note that antisolvent flow rate and
temperature exhibits a large variation approaching the end of the batch, but with little effect of the
crystal size. This fact can be explained by considering that salt concentration rapidly decreases and
it is very low after three hours from the beginning of the batch. The consumption of salt, due to
the initial high antisolvent flow rate, makes the action of the controller useless since there is not
sufficient salt even if the final CSD is quite satisfactory.
In order to test the controller performance at the end of run, using different initial conditions
it is possible to diminish the consumption of salt at the first stage of the runs. Therefore the next
run has been conducted starting from an antisolvent flow rate value equal to 1.5 ml/min and a
temperature value of 20ºC.
The results are reported in Figure 6.15, where the inputs and outputs behavior are shown
along with the distribution at the end of the batch and the salt concentration. In this case the PI
controllers are able to track the system to the desired set-points, thanks to the presence of a higher
salt concentration within the first three hours of the run. In order to adjust the mean crystal size,
the antisolvent flow rate is increased after 2 hours and a half to its maximum value by the
controller, because it is favored the creation of new nuclei lowering the mean of CSD. However,
it is interesting to analyze the shape of the final distribution (bottom of Figure 6.15) as given by
the images taken at the end of the batch. As demonstrated, the final distribution is bimodal showing
the effects of secondary nucleation with small crystal created at the end of the run. This can also
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Figure 6.13: System behavior for PI controller with the initial condition of 3 ml/min and 10°C
for set-point (𝜇, 𝜎) = (142.5 𝜇𝑚, 61.24 µ𝑚). Upper panel-Antisolvent flow rate (left) and
temperature (right) profile. Middle panel- response of mean (left) and standard deviation (right)
Bottom panel - End of the batch distribution compared with target (left) and salt concentration
profile during run (right).
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Figure 6.14: Sample images refer to t=390 min. The effect of secondary nucleation appears as
small particles beside the big crystals that have already been formed.

be observed by analyzing the images, where small particles are observed jointly with the large
particles already created (Figure 6.14). Consequently, even if the PI controller appears to achieve
the control targets in terms of mean and standard deviation, it is not able to bring the system to the
target CSD (unimodal lognormal distribution with a specified mean and variance).
The poor performance of the conventional PI when operating close to the ill-conditioned
region confirms what evidenced in the previous studies [3]. According to the simulation results by
Cogoni et al.[3] the control problem can be approached using the FF action. Two runs have been
conducted with this controller, one uses highest flow rate and lowest temperature during the first
30 minutes, then changing by a step to the input values calculated by means of the model and
represented in Figure 6.7 (point 2). Then, an experiment has been conducted starting from the
antisolvent flow rate and temperature values leading to the required asymptotic mean and standard
deviation. In Figure 6.16, only the results obtained at constant conditions are reported, in the
understanding that the behaviors of the system in the two cases are very similar. The performance
of the controller is very good, with a small mismatch for the standard deviation, but the gap is
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within the estimation error of the sensor. The target has been obtained in this case also in terms of
end of batch distribution,

Figure 6.15: System behavior for PI controller with the initial condition of 1.5 ml/min and 20°C
for set-point (𝜇, 𝜎) = (142.5 𝜇𝑚, 61.24 µ𝑚). Upper panel-Antisolvent flow rate (left) and
temperature (right) profile. Middle panel- response of mean (left) and standard deviation (right)
Bottom panel - End of the batch distribution compared with target(left) and salt concentration
profile during run(right).
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which is quite close to the desired lognormal CSD. A further experiment has been conducted in
order to test the system when either disturbances and/or modeling errors are present and a FF action
cannot assure offset-free performance. To accomplish this task, an error in the model estimation
of antisolvent flow rate was introduced, and it is set equal to 1.8 ml/min instead of 2.1 ml/min.
This situation may also represent a calibration error in the feed pump. As presented previously the
FF control action is coupled with a PI controller (FB) which is switched on towards the end of the
batch to perform final adjustments for the mean size (5% of the final mean size). The performance
of the two-step controller are rather good and very close to the results obtained with the FF strategy,
both in terms of the two moments and considering the shape of the distribution at the end of the
batch, as shown in Figure 6.17. This clearly shows the importance of a FF/FB combination for
realistic situations due to presence of unexpected disturbances. The proposed combination is able
to perform a final correction eliminating the expected offset of an inherent open-loop controller
when confronted with model and process disturbances.
6.3.2 Advanced Control Results
The performance of the proposed mode-based control strategies are tested through extensive
simulation studies using the full FPE model as the plant. Next, each control strategy is
experimentally examined by several real time implementations for the selected target mean (𝜇𝑑 =
132 𝜇𝑚) and variance (𝜎𝑑2 = 3500 𝜇𝑚2 ) in the optimization section. Through numerical
simulation the effect of the controller sampling time was analyzed and the largest possible value
(15 minutes) was set for the experiments, allowing enough time for the sensor to estimate the mean
values. The obtained trajectories are shown in Figures 6.18-6.21 for the various controllers which
are the PI, Internal model-based (IMC), linearizing and observer-based controller respectively.
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The asymptotic crystal mean size is shown in each figure for comparison with the simulation and
the

Figure 6.16: System behavior for FF with the initial condition of 2.1 ml/min and 24°C for setpoint (𝜇, 𝜎) = (142.5 𝜇𝑚, 61.24 µ𝑚). Upper panel-Antisolvent flow rate (left) and temperature
(right) profile. Middle panel- response of mean (left) and standard deviation (right) Bottom
panel - End of the batch distribution compared with target (left), and salt concentration profile
during run (right).
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Figure 6.17: System behavior for FF/FB controller with the initial condition of 1.8 ml/min and
24°C for set-point (𝜇, 𝜎) = (142.5 𝜇𝑚, 61.24 µ𝑚). Upper panel-Antisolvent flow rate (left)
and temperature (right) profile. Middle panel: Mean (left) and standard deviation (right). Bottom
panel: End of the batch distribution compared with target (left), and salt concentration profile
during run (right).
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actual experimental data. Temperature is not used in the feedback controls of the CSD, but it varies
according to the optimal profile obtained from the optimization. This is because the emphasis of
this work is in selecting the more appropriate model-based control algorithm preventing the
interaction problems arising in the case of MIMO controller.
Clearly all controllers achieve the target mean size with varying degree of performance.
However, the antisolvent flow rate trajectories to achieve the desired mean size are different.
Overall, the alternative model-based controller outperform the PI controller with the IMC design
having the best performance. It is worth remarking that the PI controller has constant parameters,
therefore it does not cope with the effect related to process nonlinearities. As can be observed in
Figure 6.18 there is a large overshoot in the mean size trajectory causing the controller increasing
the antisolvent flow to favor nucleation in order to reduce the particle mean size. On the other
hand, the IMC design (Figure 6.19) shows better performance since the control parameters are
adapted along the trajectory according to the model.
Figure 6.20 reveals the fluctuation in the mean size experimental data as opposed to the
simulation which shows a smooth trajectory. This is due to the characteristics of the linearizing
controller which highly depends on the model accuracy. Further improvement (Figure 6.21) is
obtained with the algorithm proposed by Castellanos-Sahagun et al. [2], where the linear control
is coupled with an observer which adjusts the controller actions using the inferred information on
the nonlinear system components. This causes a smoother manipulated profile as shown in the
antisolvent diagram.
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Figure 6.18: PI controller performance

Figure 6.19: IMC controller performance
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Figure 6.20: Linearizing controller performance

Figure 6.21: PI observer-based controller performance
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Figure 6.22: Mean Size trajectories applying the different controller

Figure 6.23: CSD profiles applying the different controller (solid lines) with the target
distribution (dashed line)
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Figure 6.24: Salt concentration data applying alternative control configurations

A comparative analysis of the evolution of the mean crystal size and the final size distribution for
the various controllers is displayed in Figures 6.22-6.23. The final distribution is considerably
improved using the IMC and PI observer-based design. This is in agreement with the mean crystal
size results as in these cases there is a tight control over the mean size trajectory. The salt
concentration data for the three control conﬁgurations are also shown in Figure 6.24. Results show
similar trends for all cases which can be explained by the fact that all controllers attempt to produce
a step change in the antisolvent ﬂow rate toward the asymptotic value.
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7
7.1

CONCLUSIONS AND PERSPECTIVES

Conclusions
This dissertation focuses on the formulation and implementation of a generic and flexible

model-based framework for integrated simulation, parameter estimation and advanced feedback
control of crystallization systems. The emphasis is on developing a comprehensive scheme which
can be applied for the optimal operation of different crystallization systems and this was achieved
by combining the powerful capabilities of the modelling approach with a modern simulation,
estimation and optimization software environment. Various tools were assembled in the proposed
framework. These included advanced modelling , parameter estimation, process optimization and
control strategies combined with the state-of-the-art instruments all combined within the
framework.

7.1.1 Model development and identification
Mathematical description of the crystal size distribution in combined cooling and antisolvent
crystallization were developed using a novel stochastic approach. In the developed model, the
crystal size is considered as a random variable, whose probability density evolution in time can be
described in the form of one dimensional FPE. A stochastic global formulation was structured to
find the explicit relation between the crystal size distribution; i.e. the mean and variance with the
operating conditions. A two-step optimization-based parameter estimation procedure was applied
for estimating of the model parameters. A detailed statistical evaluation of the parameter
estimation technique was carried out showing the uncertainty and cross correlation between the
parameters. Excellent quantitative agreement between experiments and the predictions from the
FPE model are obtained for a wide range of conditions.
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7.1.2 Process Optimization
The influence of operating conditions on the crystal size properties was investigated through
a dynamic optimization approach to obtain optimal profiles for temperature and antisolvent flow
rate. A gPROMS implementation of a comprehensive dynamic optimization was presented. This
software was selected since the mathematical model can be easily included in the advanced
optimization scheme. The optimization formulation employs the process dynamic model as well
as the process constraint and target information to minimize a multi-objective function, accounting
for both mean size and coefficient of variation. Results of the optimization are obtained as
piecewise-constant profiles which are the most commonly applied profiles for practical
application.
7.1.3 Real-time Implementation and Inferential Sensor Development
A complete automated bench-scale experimental unit was developed allowing data
collection for model validations as well as providing a proper set-up for control and optimization
studies. In situ measurement of crystals‟ size distribution was incorporated as part of the
experimental system, for inferring the particles characteristics captured at different time of the
experiment. In this regard, a novel multiresolution image-based approach was implemented for
on-line particle characterization. The proposed set-up allows for digital images to be taken along
the experiment at specified sampling times. Applying a combination of thresholding and wavelet
fractal analysis images are the analyzed and the evolution of the CSD along the batch operation is
determined in automated mode. Currently, there is no clear technology to directly characterize online CSD, especially as in the case under investigation when particles are touching and overlapping
where individual particle characterization is impossible. It was shown in a bench-scale
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experimental setting that this methodology can solve those problems and a completely automated
system was implemented and utilized for on-line feedback control of CSD.
7.1.4 Advanced Control
The model-based approach control of combined cooling and antisolvent crystallization
processes has been extensively investigated. The uniqueness of the control framework is embodied
in the employment of the identified crystallizer model as a “soft-sensor” within a model-based
predictive control formulation. Using the model, the explicit relation between inputs and outputs
was obtained to sketch the operating map of CSD at asymptotic condition, allowing us to identify
regions of input multiplicity which gives punctual information regarding stability of the process
and regions of singularities. The operating map was then used to select the target distributions in
terms of mean and standard deviation, recalling that the two moments cannot be selected
independently. Alternative control strategies were implemented and tested for the achievement of
various CSD targets. They classified from simple proportional-integral to advanced model
predictive controller.
7.2

Future directions
In light of the research objective sought in this dissertation a number of key suggestions

are given for future research:
7.2.1 Modelling of Crystallization Phenomena
Capabilities of the previously described stochastic modelling approach can be expanded to
incorporate additional phenomena. In this case formulation and assessment of alternative
mathematical structures using 2-dimensional FPE can be applied towards capturing other
phenomena taking place during the crystallization process. Among them the model capabilities

131

can be extended to characterize the time evolution of the solute concentration which is of critical
importance for further optimization and control studies.
7.2.2 Development of Optimization Algorithm
The optimization of crystallization reactors in this work was addressed for achievement of
a certain CSD target. In principle, the formulation of the optimization problem could be easily
extended to incorporate other terms such as total amount of salt or the heat-input to the system.
The crystallization unit is a part of an overall production process with consequences for the
downstream processes. Hence a plant-wide optimization can be structured which analyzes the
performance of the crystallizer in the overall production plant [1-3]. The obtained optimization
strategy may be quite different from the one resulting from a separate optimization of the
crystallizer.
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