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Abstract 
I reconsider some hypotheses concerning errant behaviors of the m-tuple QR iteration for real Hessenberg matrices, 
including potential effects of small products of codiagonal elements on bulge and shift vectors, and the fimess of House- 
holder matrices as information carriers. The design of an iteration with dynamic adjustment of m follows. Results of 
numerical experiments are included for illustration. 
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O. Introduction 
Francis' basic QR algorithm with shift for the computation of eigenvalues of Hessenberg matrices 
[5] is expressed by the following iteration: 
A(i) _ ff(i)l = Q(i)R(i) 
A (i+1) = Q(i)*A(i)Q (i) j ,  i=  1,2,... 
for some initial matrix A (1) of order n. The right-hand side of the first equation above represents 
a unitary-triangular QR factorization, where R ~i) is upper-triangular. The role of the shift a ~0 is 
to accelerate convergence to nearby eigenvalues. The iteration preserves the Hessenberg form and 
converges to produce a triangular matrix bearing the desired eigenvalues on its diagonal. In the same 
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article, Francis also presented another algorithm mathematically equivalent for real Hessenberg 
matrices, which combined two basic iterations into one double iteration where neither the shifts 
of the spectrum nor the QR factorizations were performed explicitly. This 'implicit' double it- 
eration, which keeps the computation real in the presence of pairs of complex-conjugate eigen- 
values, is still very much in use [1, 10]. More recently, software based on m-tuple iterations 
[1-3] was developed to exploit architectural quirks of high-performance machines. The implicit 
m-tuple iteration for an unreduced real upper-Hessenberg matrix A (° consists of two major 
phases: 
1. Shift operations. The injection of shifts in the iteration starts with the construction of the shift 
vector defined by 
m 
Z(i) = S (i) 1 - I (h  (i) _ a)i)l)el 
j=l 
for a scaling constant s(~) and a set of shifts s-(i) _(i) tOl , 0 2 , . . . ,  tr(,n/~} such that complex values appear as 
conjugate pairs. The above equation can be used for the computation of z (0, but a better algorithm 
is described in [4] when the shifts are defined as the eigenvalues of a Hessenberg matrix, which 
is generally the case in practice. The shift vector in tum defines the unitary shift transformation of 
matrix f2 (° as follows: 
a<i z <° =  llz °l12 el, 
A(i+m/2) ~ ]~$(i)A(i)~](i)*" 
(0.1) 
This similarity transformation alters the Hessenberg shape of the matrix by creating a subdiagonal 
'bulge' of dimension m. 
2. Restoration of the Hessenber9 form. The bulge is 'chased' down the subdiagonal by orthogonal 
similarity transformation to produce the (i + m)th iterate: 
A (i+m) z Q(i+m/2)A(i+m/2)Q(i+m/2)*. (0.2) 
This phase is a reduction to Hessenberg form that takes into account he special shape of ,4 (i+m/2). 
As the leading vector of a bulge ('bulge vector') is transformed to restore the Hessenberg form in its 
column, a new bulge of same size but lower by one row and one column is created in the process. 
Typically, the implicit iteration isolates principal Hessenberg submatrices of orders close to m 
by making subdiagonal elements of the iterated matrix negligible to working precision. The smaller 
eigenvalue problems o separated can be solved independently. 
Experiments how that the algorithm progressively loses its effectiveness as m increases, starting 
at about m = 16 for double-precision random matrices [3]. This condition is traceable to erratic 
behaviors mostly confined to the isolation of the first block of eigenvalues (unfortunately when 
the iteration is most costly), and the size of this first block tends to be much larger than m (see 
1 double iterations in [3] clearly indicates Figs. 1 and 4). An m-shift iteration implemented as im 
that the multiplicity of the iteration, not the number of shifts per se, is the cause of convergence 
difficulties. Actually, in those experiments, the double iteration with the m-shift strategy appeared to 
be slightly more efficient han the usual two-shift strategy of hqr in [14]. 
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n = 100 m= 40 
Variable i terat ion mult ipl ic i ty F ixed i terat ion mult ip l ic i ty 
iter. roots order iter. roots order 
15 18 100 21 100 100 
2 15 82 
4 67 67 
(+) 21 (+) 21 
Max. rel. error: 5.53D-15 Max. rel. error: 6.20D-15 
Time: 0.50s Time: 0.87s 
Fig. 1. Iteration profile with type-1 reflectors for the computation of eigenvalues uniformly distributed. The adjusted 
iteration multiplicity is constrained to be at least 6. The best solution time for this matrix is 0.25 s for both algorithms 
(m = lO) .  
n = 400 
Variable i terat ion mult ipl ic ity 
m = 30 
Fixed i terat ion mult ipl ic i ty 
iter. roots order ±ter. roots order 
29 23 400 63 68 400 
11 11 377 11 67 332 
4 14 366 11 1 265 
5 9 352 3 16 264 
4 9 343 2 31 248 
2 9 334 3 48 217 
2 8 325 12 2 169 
4 6 317 2 39 133 
8 14 311 3 94 94 
6 25 297 (+) 113 
2 15 272 
4 14 257 
2 12 243 
2 13 231 
3 45 218 
5 13 173 
5 13 160 
7 51 147 
2 96 96 
(+) 89 
Max. te l .  e r ror :  9 .32D-15  Hax. re l .  e r ror :  8 .87D-15  
Time: 26 .3s  Time: 42.6s  
Fig. 2. Iteration profile with type-1 reflectors for the computation of eigenvalues uniformly distributed. The adjusted 
iteration multiplicity is constrained to be at least 6. The best solution time for this matrix is 23 s for both algorithms 
(,n = 8). 
So far, the mechanisms by which the malfunction occurs and the possible remedies are still to be 
found. Hypotheses in [3] have not been backed up by tangible evidence. In experiments, Watkins 
[13, 12] could observe that the iteration distorts the shifts, but the phenomenon remains unexplained 
other than by generally invoking forward instability. 
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n = 100 
Variable i terat ion mult ipl ic i ty 
m= 10 
F ixed i terat ion mult ip l ic i ty 
iter. roots order iter. roots order 
5 10 100 6 10 100 
5 10 90 5 i0 90 
2 9 80 2 9 80 
6 10 71 3 10 71 
2 9 61 1 8 61 
2 10 52 3 10 53 
1 9 42 2 9 43 
5 10 33 2 10 34 
1 1 23 2 i0 24 
1 22 22 2 14 14 
(+) 30 (+) 28 
Max. tel. error: 3.65D-15 Max. tel. error: 5.02D-15 
Time: 0.25s Time: 0.25s 
Fig. 3. Iteration profile with type-1 reflectors for the computation of eigenvalues uniformly distributed. The adjusted 
iteration multiplicity is constrained to be at least 6. This is the best solution time for this matrix. 
n = 400 
Variable i terat ion mult ipl ic ity 
m = 40 
F ixed i terat ion mult ip l ic i ty 
iter. block order 
38 10 400 
28 42 390 
4 23 348 
9 24 325 
4 17 301 
4 18 284 
4 11 266 
5 14 255 
4 55 241 
1 8 186 
1 11 178 
4 9 167 
3 11 158 
3 8 147 
1 9 139 
2 10 130 
2 10 120 
4 9 110 
2 101 101 
(+) 123 (+) 150 
Max. re1.  e r ror :  3.91D-14 Max. re l .  e r ror :  6.15D-14 
Time: 35.1s Time: 73.2s 
iter. block order 
132 221 400 
11 66 179 
7 113 113 
Fig. 4. Iteration profile with type-1 reflectors for the computation of eigenvalues uniformly distributed. The adjusted 
iteration multiplicity is constrained to be at least 6. The best solution time for this matrix is 23 s for both algorithms 
(m = 8). 
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In the following, new analyses of the shift vector and Householder transformations define simple 
conditions of negligibility for the elements of the shift vector. These conditions constitute the basis 
for a scheme of dynamic adjustment of iteration multiplicity, which generally curbs erratic behaviors. 
For lighter notation in the equations, the following sections drop the iteration superscript, and A 
designates the generic QR matrix iterate. 
1. Anatomy of  the shift vector 
The following analysis stems from the remarks (1) that an m-shift vector actually represents 
fewer than m shifts if its (m+ 1)th component is negligible (replaceable by zero), and (2) that this 
component, which is proportional to the product of the first m subdiagonal elements of the matrix, 
is likely to become very small because of the effects of the QR iteration. The characterization of
the shifts injected in the iteration in case of negligibility is first illustrated for the simple case m = 2, 
where the shift vector is 
z = 
(all - o ' l ) (a l l  - o2)  + a21a12" 
a21(a l l  + a22 - Ol - o"2) 
a21a32 
0 
0 
If la21a321 is negligible and may be replaced by zero, z is the shift vector associated with a single 
shift 6~ such that 
-a l  1 - -  61 
a21 
Z=s 0 
0 
for some scaling constant s. A combination of the last two equations yields 
61 - -  ~)2 - -  IP2 
41 
where q51 and ~b2 are the symmetric functions (resp. sum and product) of the roots of the leading 
principal submatrix of order two, and ~kl and ~k2 those of 01 and a2. Note that 6l differs much from 
the intended shifts. If negligibility of the product ]a21a32[ can be defined - this remains to be proved 
- the injection of an unintended shift in the iteration could explain erratic behaviors. The following 
is a characterization f the unintended shifts in the general case. 
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Let L designate the m x m leading principal submatrix of the generic iterate A, and qm(t), the monic 
characteristic polynomial of the m x m matrix T the roots of which are the shifts, 1 so that 
Z =qm(A)el .  (1.1) 
A simple inspection of z shows that 
Z = qm(L)el + Zm+lem+l, Zm+l ~ H ai+l i, 
i=1 
0 
l In practice, T is the m x m trailing principal submatrix of  .4 [1], but this choice is not important o our discussion. 
where 
If pro(t) is the (monic) characteristic polynomial of L, 
pro(L) = 0 
by the Cayley-Hamilton theorem. A combination of these last two equations annihilates (at least) 
the term of ruth power of the polynomial expression, 
qm(A)el = d~(L)el + Zm+lem+l , 
(1.2) 
d~(t) = q~(t) - p~(t),  r~m-  I. 
Here, dr is a polynomial of degree r characterized by the symmetric functions 61,62 .... ,6r of its 
zeros. 
Let Ol, O2,-..,Om and q~l, ~b2,..., ~bm be the symmetric functions of the zeros of qm(t) and pro(t), 
that is, the eigenvalues of T and L. The ith function is the sum of the products of all distinct 
i-tuples of zeros. It is also the sum of all principal minors of order i of the associated matrix [6]. 
Eqs. (1.2) yield 
3 i= , i= l ,2 , . . . , r ,  (1.3) 
0m--r 
where the denominator is the nonzero coefficient of the term of highest degree in dr(t). 
The above derivations are illustrated with the case m = 3. From the definition (1.1) of z and 
the expression of q~i in terms of principal minors of L, we have 
"((~1 --  ~Pl)(a~, + a12a21) - -  (q~2 --  I//2)all + (~3 - -  I / /3) 
[(~1 --  I~ l ) (a l l  + 1222) - -  (q~2 --  ~/2)]a2t 
(~1 --  I~l)a21a32 
Z =- a21a32a43 ( 1.4)  
0 
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Adjusting the scaling factor s so that z correspond to the monic form of dr(t), we get the following 
expressions in terms of the symmetric functions of dr. 
1. ~Pl ~ ~bl and r : 2: 
Z=s 
a~l + a12a21 -- ~a l l  + (~2" 
(a l l  + ct22 - -  ~1)a21 
a21a32 
a21a32a43/( ()l - IPa ) 
0 
0 
~i+1 --  IPi+I 
- (1 .5 )  
2. ~bl =(~1, IP2 ¢~2,  and r - -1 :  
-a l l  + 61 
--a21 
0 
g : S a21a32an3/(~P2 -- IP 2)  
0 
. 
0 
q• i+2 - -  ~i+2 
(~ i -  ~)2 - ~bz (1 .6 )  
3. ~b~ - ~bl = q~2 - ¢2 =0,  q~3 ¢ ~b3, and r=0:  
1 
0 
0 
Z : S a21a32a43/(~93 -- I//3) 
0 
0 
(1.7) 
If IZm+~[ = ]-Ii%l lag+l,[ is negligible, the zeros of dr(t) replace the specified shifts, from which they 
are likely to differ drastically, with consequences for the coherence of the iteration. 
A similar argument should apply to any bulge vector. Consider, for example, the last nontrivial 
element fin+2,1 of the first bulge vector created by the shift transformation of Householder matrix 
H, 
1 Z 
n = I q- - -ww T, w : - e l ,  : Ilzl12, 
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where z is the shift vector. Because of the Hessenberg shape, I~m+2,1 is generated in the right-hand 
side multiplication of the matrix by H from the subdiagonal element in column (m + 1): 
am+2,1 =am+2m+lem+l /11 ÷ - -  WW T el, 
w1 
1 
-fl am+2m+l Zm+l. 
It follows that ~7,,+zl is proportional to the product of the (m + 1) leading subdiagonal elements 
of the matrix. Yet, a21 must be removed from that product because it is a scaling factor for the 
entire bulge vector, and as such is irrelevant to the restoration of the Hessenberg form in the first 
column of the matrix. This is shown from the expression of the element ~7,-1 of the bulge vec- 
tor, 
gt i l=eT i ( l+ lwwr)A( l+ lwwr)eb  
by taking into account hat a2~ is a factor in wi for i>  1. Thus, the last nontrivial component of 
the first bulge vector is of the form 
m+l 
t~m+2,1 ~ 0~ 1 I I a i+ l i .  
i=2 
Similarly, the trailing component of the kth bulge vector is proportional to the product of the m 
subdiagonal elements in columns (k + 1) to (k + m) of the matrix. 
It remains to be proved that the trailing element of a shift or bulge vector can become negligible. 
Experiments so far hint that such a proof will not be produced any time soon. 
2. Householder matrices as information carriers 
The bulge-chasing phase of the QR iteration - a reduction to Hessenberg form - passes shift 
information from bulge vector to bulge vector through Householder similarity transformations. After 
a few iterations, the sub-Hessenberg components of the bulge vectors - those to be annihilated - 
become small with respect o the subdiagonal elements. This is not surprising since these compo- 
nents are proportional to products of subdiagonal elements that tend to decrease in magnitude under 
the QR iteration. The analysis below examines how well Householder matrices perform their r6le 
of information carriers for the small components of the shift or bulge vectors. 
Let z c C m+l define a Householder matrix H such that Hz = [3ek, 
1 z 
H = l + - -  ww * ,  w= - ek,  [3 = 4- z~ Ilzl12. (2.1) 
Note that 
Ilwl12 = (2 .2)  
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The underlying assumption is that some Izi], i Ck,  is fairly small compared to IIz[[2. To assess 
the fitness of H to transmit information contained in z, we multiply an arbitrary vector x ¢ 0 by H, 
y = Hx,  
and we consider the relative variation of a nonzero component: 
lYi -- Xil [W* X[ [Wil 
-- x i¢O , wk¢O.  (2.3) 
Ixil Ix, I Iwkl' 
We will use this quantity to detect invariance under a transformation by H, which we will interpret 
as a gap in the transmission of information. Using the Cauchy-Schwarz inequality and Eq. (2.2), 
we get 
l Y i -  xi___l <<.2 Iwi~[ Ilxll= 
[Xil IIw[[= Ix, l" 
For a machine precision ~, a sufficient condition for xi to remain numerically invariant under trans- 
formation by H follows: 
Iw, I c Ix, I 
~< - - -  (2 .4 )  
IIw[[= 2 Ilxll= 
H has an effect only on those components of x corresponding to components of w 'not small' with 
respect o Ilwll2. An alternate form of this condition derives from Eq. (2.2): 
Iw, I ~ Ix, I (2.5) 
So far, we have made no assumption on the sign placed on /3 in Eqs. (2.1), and we still have 
two options to consider for w. Both produce values of Yk that differ only in sign since 
Z*X 
yk= /~ , (2.6) 
and essential differences between the two options will be observed in yi for i ¢ k. 
The first option, which is the most common, maximizes [wk[ with 
zk Ilzll=. /3 -  [zkl 
The corresponding matrix H will be referred to as a Householder matrix of the first type, for which 
the direction of w is that of the inner bisector of the angle (Z,zkek). Under this option, the condition 
of numerical invariance (2.5) for x/ is 
Iz~l l lxiL 
<. iCk.  (2.7) 
x/llzll=(llzll2+lzkL) v~ Ilxll= ~' 
The second option is practically never used and has not been given proper attention in numerical 
analysis texts, except for Parlett [8, 9]. It is defined by 
zk 
/3 = ]L~ Ilzll=, 
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and is often said - erroneously - to be unstable because of the possible loss of accuracy in 
the floating-point computation of 
]zkl 1. (2.8) wk-  Nzr[2 
As pointed out in [8], the instability is not at all in the choice of sign, but rather in the use 
of Eq. (2.8) for the computation of wk. A stable substitute is found in a formula mathematically 
equivalent: 
]]z - zkek I1~ (2.9) 
wk = - [[zll=(llzl[2 + [zkl) 
The corresponding matrix H will be referred to as a Householder matrix of the second type, for 
which w is parallel to the outer bisector of the angle (Z, Zkek). For this type, numerical invariance 
of xi under transformation by H is expressed by 
Iz;I ~1 + 1 ]xi[ E, Izkl< is~k" (2.10) 
Ilz --7 e ll= Ilzllz Ilxll= 
Obviously, the invariance criterion is harder to satisfy for the second type than for the first, and 
particularly when Izkl is close to Ilzll=, a case of interest here. The simple example below illustrates 
this point. 
Let Hz = fie1 determine the Householder reflectors H for z, x ,y  E ~3, such that 
E 
z = [ 1 3r/ 4n IT, tl = if, X = e, y = f l (Hx) ,  
f l ( .  ) denotes floating-point representation f precision e, for which we have fl(ll zll )--1. The effects 
of the two types of reflectors on x are examined below. 
• First type 
With 
fl(llzllz + [ell) = 2, 
the invariance criterion is satisfied for i > 1, 
y=[ -1  1 1] T, 
and the information borne by z2 and z3 is lost. 
• Second type 
Formula (2.9) for the computation of wl yields 
fl(llz[[2 - Iz, f) --- f l (25q:/2) .  
The condition of invariance is not verified for i > 1, and 
y=[ l+7r /  -0.68 --1.24]T. 
Here the information contained in z is carried by H within machine precision. 
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In summary, when z is nearly parallel to ek, matrices of the second type preserve the information 
contained in the small components of z while type-1 matrices do not. This edge fades as z moves 
away from ek, and disappears when the two vectors are orthogonal. 
In the context of the QR shift transformation (k = 1 in the appropriate subspace), criteria (2.7) 
and (2.10) suggest hat suitably accurate bulges are created with Householder reflections of both 
types because their elements result from the transformation f matrix elements that are null or small. 
The situation is different for the upper-triangular part of the matrix, where one should not expect 
the elements to be small in general. For that reason, type-2 reflectors hould be used for the shift 
transformation a d subsequent reduction to Hessenberg form. Yet, they will not be entirely effective 
in cases where zl is not the only largely dominant component of the shift or bulge vector, and a better 
way to propagate z subspace information is to substitute products of plane reflections (or rotations) 
for full-dimension Householder t ansformations, as illustrated below for our example in E3. Consider 
the reflectors in the planes {2,3} and {1,2} that annihilate the third and second components of z. 
Their floating-point representations are approximately 
4 , 5~ --1 , 
4 0 0 
5 
and they transform x into a vector with floating-point representation 
y=[ l+7r /  -1.4 0.2]T 
to machine precision. As with the Householder reflector of the second type, the information contained 
in z2 and z3 is not lost - it is differently encoded - but the arithmetic ost is 50% higher. Yet, the use 
of plane reflectors alone does not guarantee better accuracy: it just allows for such a possibility by 
giving control over the order in which finer-grain operations are performed. The order {2, 3}, {1,2} 
works well because the computation starts with operations involving z components of comparable 
sizes and deals with disparate magnitudes only at the end. Had we chosen the order {1,3}, {1,2}, 
we would have obtained a result much like that from the Householder transformation of the first 
type. 
There are obvious generalizations of the use of products of plane reflections to that of products of 
type-2 Householder t ansformations in subspaces elected to avoid unwarranted loss of information. 
In the general case, this approach leads to fairly intricate algorithms. Fortunately, the case of the QR 
iteration is simpler: the pattern of component magnitudes in the bulge vectors uggests the use of re- 
flectors operating in the planes {m, m + 1 }, {m-  1, m},... ,  { 1, 2} to annihilate components in reverse 
natural order, starting with the last one. For comparison purposes, I included in my experiments 
such a Givens-like implementation f the QR iteration. 
3. Adjustment of the iteration multiplicity 
This section builds on the analyses of Section 2 and on the computation of the shift vector in [4]. 
It describes a scheme based not on the negligibility of the trailing component of the shift vector in 
the sense of Section 1, but rather on its significance in the shift transformation. 
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The computation of the shift vector is performed in such a way that the vectors ZI,Z2,...,Zr-1 
corresponding to 1,2 . . . . .  r -  1 shifts are available for the computation of Zr, r<~th, for some 
given th. For the smallest value of r such that the (r + 1)th component of Zr is found 'insignificant', 
the computation is stopped, the iteration multiplicity is set to ( r -  1), zr-1 is used as shift vector, 
and rh is set to (r - 1) for the next iteration. It is only after convergence and deflation of a block 
of eigenvalues that th is reset to a specified value m that it assumed at the start of the computation. 
The insignificance test is described below. 
Let z designate a r-shift vector under scrutiny. Our criterion of insignificance is based on the in- 
variance of nonzero matrix elements corresponding to Zr+l in the shift transformation, 
]z,+l [ ~< 1 [x~+, I (3.1) 
U(z~ ~ ]-~2 ¢' 
where N(z) is an expression that generates the left-hand sides of inequalities (2.7) and (2.10). 
In the context of the QR iteration, x is a segment of matrix column or row of dimension (r + 1 ). From 
a viewpoint of backward error in norm for which the QR algorithm is stable, IXr+II/[IXlI2 for xr+l # 0 
can be considered as rounding-error noise if it is of the order of e or less. It is not important that such 
matrix elements be accurately transformed, with the implication that corresponding values of z~+l 
satisfying inequality (3.1) may not carry much significance in the transformation. A simple criterion 
ensues: 
IZr+,l< 1 e2" (3.2) 
N(Z----) -~  
This expression yields two tests for type-1 and type-2 Householder matrices, respectively, 
[Zr+l[ ~ 1 ]zr+--21! ~1 + Izl[ <~ 1 e2. 
v'llzll2(llzll2+lzll) Ilz-z,e, ll2_ Ilzll= 
I also use the first test in the code based on products of plane reflections. 
4. Experiments 
I compared three types of implementations that differ by the matrices used for the shift transforma- 
tion and restoration to Hessenberg form (bulge chasing), namely, full-dimension type-1 and type-2 
Householder reflectors, and products of plane reflectors. Each type has two implementations, one 
where iteration multiplicity is fixed, and the other where it is variable. In all, iteration multiplicity 
and number of shifts coincide. 
4.1. Data 
The generic matrix used in the experiments i created as follows. Pairs of real and complex- 
conjugate igenvalues are drawn with equal probabilities from uniform or normal deviates. They are 
arranged to form a real symmetric block-diagonal matrix with blocks of order two. For odd matrix 
orders, an real random eigenvalue is appended to the diagonal. Similarity transformations by random 
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Gauss matrices of order two are applied to all blocks to break the symmetry. The resulting block- 
diagonal matrix is then subjected to a similarity transformation by a random orthogonal matrix [11]. 
The result is a simple matrix, the eigenvalues of which are known to about working precision and 
are used to check the correctness of the computation. Another validation is based on the residual of 
the Schur decomposition for the Hessenberg form presented to the QR algorithm. As usual, the initial 
Hessenberg form is obtained by Householder similarity transformations. 
Values for the iteration multiplicity m vary from 8 to 50 for matrix orders in the range 200-500. 
4.2. Implementation notes 
• All computations are performed in double precision with an HP 9000/725 work-station. The codes, 
which are compiled with the +03 option of the f77 compiler, do not include any special 
performance-enhancing device such as loop unrolling, or transformation blocking. 
• Householder t ansformations are implemented in the form 
I - uu  +. 
For a QR iteration with a Hessenberg matrix of order n, this expression requires (n - 1 ) additional 
square roots, but avoids about n 2 multiplications (more if the Schur decomposition is computed). 
I use it because it is simpler than other forms, and because I have an accurate and reasonably 
fast square root function. 
• The representation used for plane reflections is 
The transformations, which are defined by (m + 1) contiguous elements of a shift or bulge vector, 
are ganged in such a way that the product of m plane reflections transform a group of matrix 
columns or rows in one sweep. This allows for economy of memory references. 
• Customary provisions for special shifts at set numbers of iterations to avoid iteration cycles (e.g., 
as in [10] or [1]) were removed from all implementations to avoid spurious effects on iteration 
patterns. 
• The algorithm in [4] for the computation of shift vectors allows for the adjustment of the iteration 
multiplicity at practically no extra cost, because it does not require the computation of the shifts. 
• All QR implementations call on a double-iteration subroutine for separated submatrices of orders 
up to (m + 2), where m is the iteration multiplicity specified by the user. The numbers of roots 
listed in the figures are accumulated for the solution of isolated problems of dimensions less than 
or equal to (m + 2). 
• Although experiments show that iteration multiplicity very seldom falls below the value 6, I used 
that value as the lowest permissible adjusted setting. 
The iteration profiles with type-1 reflectors for various values of m and n are shown in 
Figs. 1-4. 
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4.3. Summary of results 
1. Householder matrices and plane reflectors. Experiments with both types of Householder ma- 
trices show only minor differences. Implementations with type-2 matrices tend to have a slightly 
higher number of iterations for the isolation of the first block of eigenvalues, but the differences in 
execution times seldom exceed 5%. There is also little difference between the iteration patterns of 
the Householder and Givens implementations. Hence, loss of subspace information in the similarity 
transformations is not a primary cause of algorithm misbehavior, and it appears that its effects are 
masked by more powerful influences. 
2. Adjustment of the iteration multiplicity. Performance is very sensitive to the sort of test used 
in the adjustment of the multiplicity. Experiments with criteria other than inequality (3.2) easily 
produced performance r sults much worse than those measured for fixed multiplicity. As shown in 
Figs. 1, 2, and 4, test (3.2) works smoothly. Yet, adverse ffects of early large values of m sometimes 
linger even after convergence to smaller blocks of roots. For good performance, initial values of m 
should not be arbitrarily large. Experiments show that values close to v/~ work well. 
5. Conclusion 
The main results of this work may add new items to the list of questions about the behavior of 
the QR algorithm. It is clear that improving the accuracy of the transformations i  the iteration has no 
significant impact, and that more powerful forces are at play when the algorithm thrashes. The case 
for adverse ffects of small products of subdiagonal elements hould not be closed: the analysis of 
Section 1 and the fact that the scheme for the adjustment of the number of shifts works well suggest 
that questions of negligibility need further attention. 
As demonstrated by the analysis of Section 2, the Householder matrix of the second type has 
a better capacity to represent information contained in its driving vector. This feature should make 
it the default choice for algorithm implementation. 
References 
[1] E. Anderson, Z. Bai, C. Bischof, J. Dernmel, J. Dongarra, J. Du Croz, A. Greenbaum, S. Hammarling, A. McKenny, 
S. Ostrouchov, D. Sorensen, LAPACK Users' Guide (2nd ed.), SIAM, Philadelphia, PA, 1995. 
[2] Z. Bai, J.W. Demmel, On a block implementation of the Hessenberg multishift QR iteration, Int. J. High-Speed 
Comput. 1 (1) (1989) 97-112. 
[3] A. Dubrulle, The multishift QR algorithm - Is it worth the trouble?, TR G320-3558, IBM Scientific Center, Palo Alto, 
CA, 1991 (revised 1992). 
[4] A. Dubrulle, G. Golub, A multishift QR iteration without computation of the shifts, Numer. Algorithms 7 (1994) 
173-181. 
[5] G.J.F. Francis, The QR transformation, Computer J. 4 (1961-1962) 265-272, 332-345. 
[6] J.N. Franklin, Matrix Theory, Prentice-Hall, Englewood Cliffs, NJ, 1968. 
[7] G.H. Golub, C.F. Van Loan, Matrix Computations, Johns Hopkins University Press, Baltimore, MD, 1989. 
[8] B. Parlett, Analysis of algorithms for reflections in bisectors, SIAM Rev. 13 (2) (1971) 197-208. 
[9] B. Parlett, The Symmetric Eigenvalue Problem, Prentice-Hall, Englewoods Cliffs, NJ, 1980. 
[10] B. Smith, J. Boyle, J. Dongarra, B. Garbow, Y. Ikebe, V. Klema, C. Moler, Matrix Eigensystem Routines - EISPACK 
Guide, Springer, Berlin, New York, 1976. 
A.A. Dubrullel Journal of Computational nd Applied Mathematics 86 (1997) 125-139 139 
[11] G.W. Stewart, The efficient generation of random orthogonal matrices with an application to condition estimators, 
SIAM J. Namer. Anal. 17 (3) (1980) 403-409. 
[12] D.S. Watkins, Forward stability and the transmission of shifts in the QR algorithm, SIAM J. Matrix Anal. Appl. 
16 (2) (1995) 469-487. 
[13] D.S. Watkins, The transmission of shifts and shift blurring in the QR algorithm, Linear Algebra Appl. (1996) 
241-243; 877-896. 
[14] J.H. Wilkinson, C. Reinsch (Eds.), Handbook for Automatic Computation, vol. II: Linear Algebra, Springer, Berlin, 
1971. 
