The formulation of the extended Kalman lter for a multilayer nonlinear quasi-geostrophic ocean circulation model is discussed. The nonlinearity in the ocean model leads to an approximative equation for error covariance propagation, where the transition matrix is dependent on the state trajectory. This nonlinearity complicates the dynamics of the error covariance propagation, and e ects which are nonexistent in linear systems contribute signi cantly. The transition matrix can be split into two parts, where one part results in pure evolution of error covariances in the model velocity eld, and the other part contains a statistical correction term caused by the nonlinearity in the model. This correction term leads to a linear unbounded instability, which is caused by the statistical linearization of the nonlinear error propagation equation. Di erent ways of handling this instability are discussed. Further, nonlinear small-scale instabilities also develop, since energy is accumulated at wavelengths 2 x, owing to the numerical discretization. These small-scale oscillations are removed with a Shapiro lter, and the e ect they have on the error covariance propagation is discussed. Some data assimilation experiments are performed using the full extended Kalman lter, to examine the properties of the lter. An experiment where only the rst part of the transition matrix is used to propagate the error covariances is also performed. This simpli ed experiment actually performs better than the full extended Kalman lter because the unbounded instability associated with the statistical correction term is avoided.
Introduction
The concept \data assimilation" denotes methods which combine dynamical models of a system with observations in order to improve the knowledge of the system. These methods are motivated by the following:
1. A mathematical model will never give an exact description of the state of a dynamical system. It will be subject to errors from estimated model parameters, neglected physics, solution techniques, forcing data, and errors in initial and boundary conditions. The model will therefore only give an approximate description of the physical processes as functions of space and time.
2. A set of measurements will never be complete. There will always be physics on some scales which are not resolved by the measurements, and they will only be available sparsely in space and time. A set of measurements is also subject to errors and will therefore only give an approximate description of the complete state as a function of space and time.
A data assimilation system should improve the estimate of a state by extracting a maximum amount of information from both the measurements and the dynamical model, and this information should be combined in an optimal way. The main objectives of a data assimilation system are to improve the forecasting capability, and to provide a sophisticated data analysis tool. It may be used to improve initial and boundary conditions, to estimate badly known model parameters and to improve error estimates. The measurements are interpolated consistently with the model dynamics, and more information is extracted from the data. The model is constrained by the measurements and will not drift away from the observed state.
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The importance of a reliable data assimilation system in oceanography is increasing, owing to the large amounts of oceanographic data which will be available in the future. It is mainly in the last decade that data assimilation has gained interest in the oceanographic community, although the method has been used in meteorology for some time.
There are mainly two general concepts which have been discussed for data assimilation. The \variational/adjoint" method has been the most used scheme e.g. , Lewis and Derber, 1985; Talagrand and Courtier, 1987; Courtier and Talagrand, 1987; 1990; Long and Thacker, 1989a,b; Thacker and Long, 1988; Thacker, 1988] . Given a set of measurements distributed in a certain time interval, the initial conditions and unknown parameters for the model which are sought, are those resulting in the model trajectory that best ts the measurements in some sense. This can be formulated as a constrained minimization problem where the ocean model operates as a strong constraint on a cost function measuring the distance between the model solution and the measurements in a time interval. The cost function will normally include terms which ensure smoothness of the model solution, and it may also contain di erent weighting on di erent measurements. A drawback of the method is the di culty of including model errors (system noise). This may result in bad solutions which depart signi cantly from the measurements, especially if the ocean model is unable to describe important phenomena which are contained in the measurements.
Another class of methods are those described as \sequen-tial" data assimilation. Starting from some best guess initial condition, the model solution is sequentially updated in every time step where measurements are available. The model solution will, under certain conditions, approach the observed state. At the same time, it will propagate the previous information which has been assimilated forward in time to increase the knowledge of the system. This group of methods requires an updating scheme, which combines the model solution and the measurements to nd a better state estimate. \Better" normally means that the updated estimate is closer to the data then the previous estimate, and at the same time is smooth and physically acceptable. The methods of \direct insertion" and the \Kalman lter" represent the two extremes of updating schemes. Direct insertion means that the value from a measurement is directly inserted at the grid point corresponding to the location of the measurement. This may of course lead to spikes and discontinuities in the model solution. The Kalman lter see, e.g. , Gelb, 1974] is the other extreme, where the update is based on information about the statistical properties of the errors in both the measurements and the model state, and therefore the error covariance matrices of both the state estimate and the measurements must be known. The Kalman lter gives the optimal linear update in a least squares sense, based on the known statistics. It also ensures a smooth update determined by the covariance functions describing the correlation of the errors between variables at di erent grid points. The full Kalman lter is extremely expensive to compute, both in number of numerical operations and storage. The propagation of the error covariance matrix requires an amount of computation, which is 2n times a pure ocean model integration, where n is the number of state variables. Further, the error covariance matrix of size n n must be stored.
There is also a number of methods in between these two extrema, which try to generate smooth updates by using more or less ad hoc correlation or in uence functions in different ways. An example is optimal interpolation (OI) which has been used by meteorologists for operational weather prediction. This method has recently been discussed in the context of a quasi-geostrophic model by Rienecker and Miller 1991] for oceanographic applications. In OI a constant error covariance matrix is used in the standard Kalman lter equations to update the state vector when measurements are available. It is not propagated forward in time, and this results in major computational savings. Although the information from dynamical propagation of error statistics is lost, this method may give good results and it should be considered, maybe in connection with the full Kalman lter, where results may be compared. An excellent review on data assimilation has been given by Ghil and MalanotteRizzoli 1991] .
In a data assimilation system for mesoscale ocean circulation, there are some issues that should be considered. The ocean model must be able to describe the dominant physics in a realistic manner, which requires it to be nonlinear. For most applications, it should also contain both barotropic and baroclinic instabilities. Since the data assimilation methods for nonlinear dynamics are extremely complicated, the model should be as simple as possible. A second criteria is that a sophisticated error statistics scheme should be used. We believe that good estimates of the error statistics are necessary to provide reliable state estimates. The improvement of the state estimate at locations where measurements are assimilated, and also the advection of this information by the background velocity eld, should be reected when new measurements are assimilated. In this paper the extended Kalman lter is used with a nonlinear multilayer quasi-geostrophic (QG) model. This provides us with both a realistic ocean model and a very sophisticated error statistics scheme. The extended Kalman lter is an extension of the common Kalman lter and may be used when the model dynamics or the measurement equation is nonlinear. It consists of an approximative equation for the propagation of error covariances, and also approximative lter equations if the measurement equation is nonlinear.
When changing from a linear system to nonlinear dynamics the possible existence of a wide variety of phenomena which are nonexistent in the linear theory is introduced. Nonlinear systems may have solutions with multiple equilibria, where the solutions sometimes abruptly undergo transitions from one equilibrium to another as parameters change (bifurcations). Also chaotic behavior occurs in many deterministic systems, where solutions exhibit an apparently random behavior. The Lorenz 1963 ] model is probably the best known example of chaotic systems. It has solutions which undergo \unpredictable" transitions between two different equilibria (chaos). As discussed by Miller and Ghil 1990 ], a sequential data assimilation scheme should handle these abrupt transitions caused by bifurcations and indicate the correct qualitative state of the system. Further, it should also provide reliable error estimates, re ecting possibly chaotic behavior in the system. The existence of such nonlinear phenomena in a QG model has been pointed out by Chao 1984] .
In the following, some of the properties of the Kalman lter are discussed. A simple example, where the Kalman lter is used to assimilate synthetic measurements in a linear one-dimensional advection equation, is used to illustrate the Kalman lter. Then the ocean model is discussed, the equation for evolution of the error covariance matrix is derived, and the equations for the extended Kalman lter are given. The e ects of nonlinearities are discussed and examples are included which illustrate the properties of the extended Kalman lter in a nonlinear QG model. Conclusions are given in the nal section.
The Kalman Filter
The Kalman lter has been derived in a number of books on control theory e.g. , Gelb, 1974; Jazwinski, 1970; Tzafestas, 1978; Bierman, 1977; Anderson, 1979; Stengel, 1986] . In oceanography the Kalman lter has been used by Budgell 1986 Budgell , 1987 to describe nonlinear and linear shallow water wave propagation in branched channels, using one-dimensional cross-sectionally integrated equations. Miller, 1986] used a one-dimensional linear barotropic QG model to investigate the properties of the Kalman lter. He also gave a derivation of the Kalman lter equations. In two more recent papers, Miller and Cane 1989] and Miller 1990 ] used the Kalman lter to assimilate wind data in a wind-driven numerical model of the equatorial Paci c. The physical model was the linearized equation of motion on an equatorial plane. Budgell 1987, 1989] have analyzed the Kalman lter and the Kalman smoother in connection with a spectral approximation for the barotropic potential vorticity equation in a doubly periodic domain. They studied the convergence of the Kalman lter in the limit of high numerical resolution. Ghil 1989] discussed the Kalman lter as a data assimilation method in oceanography, and used it with a simple linear barotropic model. The Kalman lter for use in meteorology has recently been discussed by Cohn and Parrish 1991] , who discussed the propagation of error covariances in a two-dimensional linear model. 1991] has introduced a simpli ed and numerically more efcient method where the error covariances are propagated with simpli ed equations.
A complete derivation of the Kalman lter can be found in the literature described above. This paper concentrates on some of the properties of the lter. First of all, the lter is linear and it is also optimal in a least squares sense, and therefore no other linear lter exists which is better. It is assumed that a state estimate vector k 2 < n and a vector of measurements z k 2 < no are given at time t k , where n is the number of unknowns in the state vector and no is the number of measurements. The elements in an updated or analyzed state vector a k are then given by a linear combination of all the elements in both the state estimate vector k and the measurement vector z k . This linear combination is determined so that the error in the update is minimized in a least squares sense.
A discretized linear model without forcing can be formulated as
where A is the advection operator between each time step. The superscripts f and a denote the forecasted and analyzed estimate, respectively. The underlying system evolves according to
where t k is the true state at t k , and v k contains the unbiased model system noise. The system noise takes account of errors in the mathematical model, the numerical approximation, and the boundary conditions. An error covariance matrix for the state vector k is de ned as
, where E ] means the expected value. An equation for the propagation of the error covariance matrix is derived from equation (2) as
where Q k = E v k v T k ] 2 < n n is the system error covariance matrix.
The measurement vector z k is related to the true state vector through the measurement equation
where H k 2 < no n is the measurement matrix and w k is a vector containing unbiased measurement noise. timal estimate is
where the Kalman gain or in uence matrix K k 2 < n no is given by
where R k = E w k w T k ] 2 < no no is the measurement error covariance matrix. The Kalman gain matrix contains the in uence from a measurement on the di erent elements of k in the columns of K k , and it contains the in uence on one element of k from all of the measurements in the rows of K k .
In the case with only one measurement, and when this measurement is exactly observing an element of the state vector, the matrix H k will reduce to a vector with zero at all elements except the one corresponding to the element m k in k which is measured. The inverse matrix in the equation for the Kalman gain will then be a scalar which is the sum of the error variance to m k and the measurement z k . The product P k H T k is a vector containing the error covariance function for m k . The Kalman gain will therefore be equal to the error covariance function to m k divided by the sum of the error variances of m k and the measurement z k . In the case when the measurement error is large, the in uence of the measurement will be small. In the case when the measurement error is small the in uence function will approach one, and the in uence of the measurement becomes large. When the lter is used to improve an estimate, the error is reduced and the error covariance matrix is updated according to the formula
(7) Equations (5){(7) constitute the Kalman lter update equations.
A Simple Example
To illustrate some of the properties of the Kalman lter, a simple case with a linear one-dimensional advection equation @ @t + c @ @x = 0 (8) is discussed. This equation describes pure advection of the quantity with constant velocity c, without distortion of the shape or amplitude of . When discretized with a onestep numerical scheme in time, this equation may be written on the form (1), and it has an error covariance propagation equation given by (3).
A study of a simple linear system used for illustrational purposes has also been given by Ghil et al. 1981] . They discussed a simpli ed linear barotrophic model for onedimensional atmospheric wave propagation, where a modied Kalman lter, designed to remove fast wave modes, was compared to the standard Kalman lter. The time evolution and propagation of averaged errors in data-rich areas (land), and in data-sparse areas (ocean) were discussed together with in uence functions at di erent locations. Here a simpler one-dimensional advection equation has been used, and spatial maps of the error variances have been included, in addition to in uence functions and time evolution of average errors. are taken as measurements. It is assumed that no initial information about the solution is available, and the integration starts with the amplitude of the initial wave equal to zero. The initial error variance is also set equal to one and a correlation function of the form exp ?(r=rc) 2 is assumed, where r is the distance between grid points and rc is the e-folding scale of the correlation function. The solution is propagated with equation (8), and at every fth time step the solution is updated with the two measurements from the reference solution. Even though the measurements are perfect, a certain error variance is assumed to decrease their in uence. The measurement at x = 20, has twice as high error variance as the measurement at x = 5. Figure 1 shows the solutions after one lter update. The upper left plot displays the estimate of the correct solution as given by the Kalman lter (solid line), and the correct solution which is estimated as the dotted line. The upper right plot shows the two columns of the Kalman gain matrix K k which describe the in uence from the measurements on the estimate. Note the di erence in amplitude of the inuence functions for the two measurements. The width of these functions is directly connected to the cross correlation between o diagonal elements in the error covariance matrix P k . This ensures a spatially smooth update, and a measurement will normally have in uence on a domain of a few characteristic lengths of the system, determined by the error covariance function. In the lower left plot the diagonal of P k is plotted, where each element contains the square of the error (variance), for the state vector. After an update, the error is reduced in a spatial domain around the locations of the measurements. The lower right plot shows the trace of P k divided by the number of grid points, i.e. , the mean square error, as a function of time. Figure 2 shows the solutions after four lter updates, i.e. 20 time steps. The estimated solution is now approaching the form and amplitude of the exact reference solution. The errors have decreased further, and note that the information gained at the measurement locations has propagated with velocity c, and the errors downstream of each measurement point are therefore smaller than upstream. The average error is decreasing each time measurements are used to improve the estimate. Between the updates, the average error is slightly increasing due to the system noise Q k , which is added every time step. Figure 3 shows the solutions after 11 lter updates. The lter has now reached a state where the error increase between measurement updates is matched by the error reduction caused by the assimilation of measurements. The solution is very close to the reference solution and the errors are oscillating between a minima right after measurement updates, and a maxima right before measurement updates. Because of the system noise, the errors will always increase unless information is provided by measurements. The amplitudes of the Kalman gain functions have decreased, since the errors in the model state have decreased, and the model predicted estimate is weighted more strongly.
Similar results were also found by Miller 1986 ] using a one-dimensional linear barotropic QG model. 
where nz is the number of layers and the velocities are the geostrophic approximations
The vorticity in each layer is given by 
The bottom topography term is = " ?1 h Dn z ; (14) with " as the Rossby number and h as bottom topography.
These equations have been used extensively for mesoscale ocean modeling by, among others, Ikeda 1981 ], Ikeda and Apel 1981] , Ikeda et al. 1989 ], and Haugan et al. 1991] . The reason for using this model instead of a more complex primitive equation model, is the simple dynamics of the model. It describes conservation of vorticity in each layer, and the only physics included are relative vorticity (r 2 term), stretching or compression of a vorticity column and topographical in uence in addition to barotropic and baroclinic instabilities. This leads to solutions which are relatively simple to interpret, and the model may be characterized as the simplest circulation model which is able to give a \realistic" representation of mesoscale variability in the ocean. It has only one dependent variable for each grid point, and this limits the size of the matrices used in the Kalman lter. The model constitutes a well formulated problem when boundary conditions are speci ed as proposed by Charney et al. 1950 ], i.e. , the stream function is speci ed at all boundary points and the vorticity is speci ed at in ow boundaries. Some restrictions to the well posedness occur when the ow is parallel to the boundary as pointed out by, among others, Miller and Bennett 1988] .
Discretization
The stream function is chosen as the state variable. If the vorticity was used, the transition matrix would be rather complicated to compute. Measurements are also normally given in terms of sea-level or velocities, which are hard to convert to vorticity information. The stream function is discretized on a uniform grid of dimension nx ny in nz layers, and stored in the vector k 2 < n in some convenient order, where n = nznxny is the total number of grid points. Hereafter the vectors k and k of dimension n denote the stream function and the potential vorticity, respectively, at time t = t k . When starting with the stream function k , the solution algorithm for the model equations is as follows:
1. Calculate the vorticity k at all internal grid points from the equations (11) by using a ve-point second-order nite di erence formula for the horizontal Laplacian operator r 2 . To be able to use the same advection scheme for all internal grid points, a simple scheme is used to estimate the vorticity at the boundaries. The accuracy of this scheme is not important when closed boundaries are used, as is the case in this paper. 2. Advect the vorticity at the internal grid points according to equation (9) with velocities calculated from the stream function according to equation (10). 3. Apply appropriate boundary conditions for the stream function at time t k+1 , and solve the system of Helmholtz equations (11) to nd the stream function at time t k+1 .
For an advection scheme which is one step in time, the equation for the stream function at time t k+1 may be written
L 0 2 < n i n is the operator resulting from the discretized Laplacian plus the coupling terms between the layers in the system of Helmholtz equations (11), ni is the number of internal grid points; ni = nz(nx ? 2)(ny ? 2); 0 2 < n i is the bottom topography at all internal grid points; and 2 < n contains the bottom topography at all internal grid points and zero elements at the boundary points. The matrix L 00 is the same as L 0 except that L 00 includes extra rows for the estimation of boundary vorticity. ?( k ) 2 < n i n is the advection matrix which updates the vorticity at all the internal grid points. Equation (15) is then a system of ni linear equations for n unknowns and it can not be solved uniquely for k+1 without additional n ? ni equations to close the system. These additional equations are the boundary conditions for the stream function, and they can be formulated as
where I 0 ; C b 2 < (n?n i ) n . The matrix I 0 , when operating on k+1 results in a vector containing the boundary stream function at t k+1 . The matrix C b relates the value of the stream function at the boundaries to the stream function from the last time step. The stream function on open boundaries may be kept constant in time, or it may be determined from a radiation condition. On closed boundaries the stream function will normally be constant in time. If a linear and explicit scheme for the radiation condition is assumed, the equations for the boundary stream function can be contained in the rows of C b corresponding to the di erent boundary points.
By using the boundary conditions (16) in equation (15), and by moving 0 to the right-hand side, a system of linearly independent equations which have a unique solution for k+1 results. The ni vector function f 0 ( k ) = ?( k )(L 00 k + ) (17) which contains the vorticity at all internal grid points, is dened. Further the n vector function f( k ) is de ned, which includes f 0 ( k ) ? 0 at locations corresponding to internal grid points and the boundary conditions (16) for k+1 at locations corresponding to boundary points. A compact matrix equation for the ocean model is (18) where L contains the Helmholtz operator at rows corresponding to internal grid points, and one on the diagonal at elements corresponding to boundary points.
To advance the ocean model in time, a numerical advection scheme must be speci ed for stepping the vorticity eld forward in time. This scheme is discussed in the appendix. A linear equation solver must be used to update the stream function from the system of Helmholtz equations (18). A block cyclic reduction algorithm which is based on the methods discussed by Sweet 1977] , is developed and adapted to the matrices resulting from the coupled systems of Helmholtz equations (11). It can be used for rectangular grids of arbitrary size and dimension. This solver will be discussed in a forthcoming paper on the numerical implementation of the extended Kalman lter. Next the complete system of equations which constitutes the implemented data assimilation method is discussed.
Propagation of Errors
The numerical model (15) and (16) is purely deterministic. The initial, boundary, and governing equations are assumed to be known with certainty. However, initial and boundary conditions are never exactly known. The numerical model contains errors due to neglected physics and estimated parameters, and also due to numerical approximation and truncation errors. These errors can be included in the model as follows: Taking the expectation of the equations (19) and (20) 
Taking the expectation of the expansion (23) gives
(24) When substituting the expansion (23) into equation (19) and the expansion (24) into equation (21), and subtracting (21) from (19), an approximative equation for the propagation of errors for the internal grid points is found, (25) where
A similar equation can be found for the boundary points as
By inserting these equations into appropriate locations in the error propagation equation for the internal grid points (25), an approximative equation for the propagation of the
where F k is the transition matrix which contains the rows of F 0 k for the internal grid points and the rows of C b for the boundary points. Note the di erence between this equation and the error propagation equation for the linear advection equation (3). Here the transition matrix F k is a linearized approximate function of the state estimate. We also have to solve 2n elliptic systems to step the error covariance matrix forward in time.
For linear systems, the propagation of the error covariance is described by the linear dynamical model without reference to higher moments. In an optimal nonlinear lter the inclusion of an in nite number of equations for the moments, is required. The extended Kalman lter results from neglecting all moments of third and higher order. It has been proven to give good results in the extensive engineering literature (some of which is referenced above), and also in Budgell 1986 ] for oceanographic applications and Lacarra and Talagrand 1988] in meteorology, when the advective nonlinearity is not combined with too strong instability.
Equations for the Extended Kalman Filter
Now the complete set of equations which describes the extended Kalman lter for the QG model is discussed. When the superscript a denotes the analyzed estimate, f the forecasted estimate, and t the true state, the following equations constitute the extended Kalman lter for the QG model: The nonlinear equation for the propagation of the state estimate The equation for propagation of the error covariance matrix (31) The Kalman gain matrix gives the in uence of the measurements on the state vector during a lter update,
(32) The analyzed estimate,
(33) The analyzed error covariance matrix,
The last expression in equation (34) should be used for numerical stability since the rst expression contains the difference between two positive de nite matrices, which may become nonde nite, but the last expression is a sum of two positive de nite matrices. This is especially important in regions with low variance, which may become negative due to numerical errors. The vectors and matrices in the equations are listed in Table 1 . The main numerical tasks in solving these equations are the matrix multiplications and the elliptic systems which must be solved during each time step in order to propagate the error covariance. The storage of the full error covariance matrix P k also limits the size of the problem to be solved.
Note that the same elliptic solver can be used both for the ocean model and for the propagation of error covariances.
For the examples in this paper only closed boundaries has been used. This is satisfactory since the purpose of the paper is to give a general discussion of the formulation and the properties of the extended Kalman lter with a nonlinear QG model. The inclusion of open boundary conditions signi cantly complicates the boundary treatment, both for the ocean model and the error covariance propagation equation. A discussion of a more general boundary treatment will therefore be given in a forthcoming paper. By using closed boundary conditions the problem is well posed both for the ocean model and the error covariance propagation equation and no special problems occur.
Effects of Nonlinearities on Error Propagation
With a nonlinear model the dynamics of the error covariance propagation becomes much more complicated than what it would be if the model was linear. In general, very little can be said about the properties of a nonlinear lter, and every special case must be studied separately. The QG model results in equations with \modest" nonlinearity, since the only nonlinearity occurs on the right-hand side of the equation. It is not necessary to solve extra systems of equations resulting from a linearized nonlinear left-hand side, as was done in Budgell 1986 ].
The transition matrix for the internal grid points, (26) may be separated into two matrices. When the derivative is evaluated, it may be written as
The rst term describes pure evolution of error covariances according to the model velocity eld, where the velocity eld is calculated from the model predicted state estimate. The second part includes the additional e ect resulting from the error caused by evaluating the transition matrix as a function of the model predicted estimate instead of using the exact stream function. In a linear problem the second part is avoided since the transition matrix is independent of the model solution, and the rst part will therefore exactly describe the evolution of error covariances. The second term contains the derivatives of the advection operator with respect to the stream function eld, multiplied with the vorticity, and it is responsible for some important e ects discussed below.
In a nonlinear numerical model, small-scale oscillations will occur in the solutions since energy is transferred between wave modes at di erent wave numbers. Energy is accumulated at waves with wavelength 2 x, which is the shortest wavelength resolved by the grid. This energy must be removed to avoid nonphysical small-scale instabilities in the solutions, and this is normally done by using a Shapiro lter of some order (see the appendix). When the extended Kalman lter is used to propagate error covariances, these instabilities will be important for two reasons. First, the transition matrix is directly dependent on the vorticity eld through the second term in (35), and since the small-scale noise in the stream function is actually ampli ed in the vorticity eld, this has strong e ects on the error propagation. Secondly, since the same \advection" scheme is used for the propagation of error covariances as for advection of the model solution, small-scale instabilities will be created also in the error covariances by the rst part of equation (35). This noise must be removed in both the model solution and the error covariance functions. Actually, if the model solution is ltered by the Shapiro lter Shapiro, 1970] , which is a linear operator, formulated as lt k = S k ;
(36) the error covariance matrix should be updated according to
(37) which is derived in the same way as the error covariance propagation equation (28) . The e ect of adding these two equations to the total data assimilation system is illustrated in the next section.
The bottom topography term is not included in the rst part of the error covariance propagation. It will only work through the nonlinear correction term where it gives a contribution to the potential vorticity. This would also be the case for a term if it was included in the model. This means that the bottom topography can give a contribution to the error covariance propagation through the second term even if the model velocity eld is zero. Occurrence of such an e ect can be illustrated in the following way: Suppose there are errors of some level in the state vector. This will lead to an incorrect advection matrix, which in this case assumes zero velocity eld. The second term therefore \corrects" for this error based on the statistical knowledge of the system.
Data Assimilation Experiment
Now a few cases which illustrate the use of the extended Kalman lter in the nonlinear QG model are discussed. The examples are chosen to illustrate the nonlinear e ects on the error covariance propagation as well as the data assimilation process itself. The QG model has proven to give good results in this parameter regime as discussed in Haugan et al., 1991; Ikeda et al., 1989 ] even though the Rossby number is quite large.
Initial State Noise
As has been mentioned above, the Kalman lter requires knowledge of the error statistics to give reliable results. It is likely that the choice of a correct initial error covariance eld is not crucial, at least for a dissipative system as is discussed here. After some time the error covariance matrix will be mostly determined by the information which is previously assimilated according to measurement updates, the addition of system noise, and the error covariance propagation. A bad choice of the initial error covariance matrix will in uence the rst data sets which are assimilated, by using incorrect in uence from the data on the surrounding stream function values.
In many cases special knowledge of the solution is available, e.g. , at a closed boundary where the stream function can be chosen as constant in time see Holland, 1978] . The measurements should not generate a signi cant in ow or out ow through a boundary which is actually closed, and this information must be included in the initial error eld.
By choosing both the initial and the system error variance to be zero at the closed boundaries, the in uence from measurements taken inside the domain on these boundaries is avoided. The boundary stream function is then kept constant during the update in equation (33). However, for numerical stability a nite but low error variance should be used. With zero variance in a point, numerical truncation errors can result in negative variance at that point, and the error covariance matrix becomes nonde nite. The initial error eld is de ned for each of the grid points (i; j) from the function E(i; j) = Emax ? (Emax ? Emin) exp ? ?d 2 cb ;
where Emin has been chosen as a small number at the closed boundaries where the error should be zero, to ensure numerical stability. As long as Emin is small enough, this will not in uence the solutions signi cantly. Emax is a maximum error which is approached in the center of the grid, and d cb is the distance to the nearest boundary. The initial error covariance eld is now calculated according to the formula (l1; i1; j1; l2; i2; j2) 2 = E(i1; j1)E(i2; j2) where the subscripts 1 and 2 are used to distinguish between the grid points to which the covariance is calculated.
The jjr2 ? r1jj2 is the horizontal distance between the grid points, r h is the horizontal correlation scale, l1 and l2 denote the layers for the two points, and rv is a vertical correlation factor between the layers. The horizontal and vertical correlation scales have been chosen as r h = 1:75 and rv = 0:7 in all the following cases.
System Noise In this paper no attempt has been made to estimate the correct system noise for the model. Here the same correlation function which is used for the initial noise above, and with the same horizontal and vertical scales, but with di erent values for Emax and Emin has been used. There may of course exist other choices which give better results, but an elaborate discussion on the subject will not be given here.
Pure Error Propagation
As has been discussed, the transition matrix F 0 k as dened in equation (35) contains one part which describes pure evolution due to the model velocity eld, and another part which contains a statistical correction caused by the nonlinearity. It is of interest to examine the e ect and the importance of this nonlinear correction term. This can be done using a steady state stream function eld. The velocity eld will then be constant in time and so will the transition matrix, although both the velocity eld and the transition matrix are still determined from the reference stream function. Since the velocity eld is time independent, this case may be described by a linear model. This linear model will have a transition matrix equal to the rst part of (35), with the nonlinear correction equal to zero. Note that when neglecting the second term of the transition matrix (35), the vorticity of the covariance functions is advected like a passive quantity in the model velocity eld. It will then be possible to examine the e ect of the second term in a con- sistent way. The following two cases will be discussed:
Case 1A: Steady barotropic eddy, using only the rst part of the transition matrix (35) for error covariance propagation.
Case 1B: Steady barotropic eddy, using the full transition matrix (35) for error covariance propagation. A steady barotropic anticyclonic eddy on a at bottom is used. This stream function is also used as the initial condition in the reference case for the data assimilation experiments to be discussed next, and it is shown in Figure 8 for t = 0:0. In the left and right column of Figure 4 the evolution of the error variance eld in cases 1A and 1B are shown, respectively. The initial error variance eld has been set to one over the entire domain to clearly illustrate the e ect of the velocity eld on the error variance evolution. No system noise has been added. In case 1A, the error variance eld would stay constant in time if the error covariance propagation were described by exact numerical equations. It turns out that the error variance is fairly constant at the locations where the uid velocities are small. In the area where the velocities in the eddy are high, the error variance decreases. This reduction of errors is caused by numerical di usion in the advection scheme. The e ect of di usion on the error covariance eld is quite strong, partly because of the coarse resolution which is used. Note that it is not the pure error variance eld which is advected, since the advection operator works sep- arately on each of the covariance functions for the elements in the state vector. If higher resolution or a less di usive advection scheme was used, this should give better results for the error propagation. The use of wider covariance functions would also decrease the di usion. Figure 5 shows the error variance through the center of the domain in case 1A.
In case 1B the errors increase strongly at the locations where the eddy velocities are high. From the second term in (35) it can be seen that this e ect requires a nonzero vorticity eld, which is equivalent to requiring shear or curved ow. Thus, this instability may be interpreted as a shear ow instability for error covariance propagation. Figure 6 shows the error variance through the center of the domain in case 1B. Note the di erence in scales in Figure 5 and 6.
In Figure 7 the mean square error is plotted, i.e. , the trace of the error covariance matrix divided by the number of grid points, in the two cases 1A and 1B. For case 1A the average error variance decreases in the beginning, since the most di usive wavelengths are damped rst. Thereafter the average error variance decreases more slowly with a much smaller e ect of the di usion. In case 1B the average error variance has an exponential growth. This result is actually quite pessimistic for the use of the extended Kalman lter with the QG model. It suggests the existence of an unbounded instability resulting from the linearization of the nonlinear error propagation equation. If the exact error propagation equation were solved, these instabilities would probably be saturated and damped, and this e ect is lost through the linearization process. At this stage the following three approaches for handling this unbounded instability are proposed:
1. Using only the linear part of the transition matrix. This may work well if the estimated solution is close to the exact solution, and the errors are small. The contribution from the second term will then be small too. If this approach is used, the system noise should be increased to account for some of the error growth which is eliminated.
2. Controlling the instability with measurements. The instability is rather weak but will be exponential for long time integrations. If enough measurements are available, the errors will not be allowed to increase too much. Every time the errors in some domain are growing, the measurements will have increased in uence in that domain, and the errors are reduced again.
3. Using higher order approximations for the error propagation equation. By using some higher order closure theory, which includes a damping or saturation term, it should be possible to control the instability. This must be done in an approximative way to be computationally a ordable.
In this paper, only the rst and second approach are discussed.
Data Assimilation Using the Extended Kalman Filter
Now some cases where measurements are assimilated using the extended Kalman lter are discussed. First a reference run is generated where the pure ocean model is integrated in time. A time series of the reference case is shown in Figure 8 . The initial condition in the reference run is the same barotropic anticyclonic eddy which was used in case 1. The di erence from case 1 is the introduction of a sloping bottom topography with linearly increasing depth in the y direction. This forces the eddy to propagate in the positive x direction along isolines of constant depth, and with a small component in the positive y direction. Behind the initial eddy a cyclonic eddy develops and after some time the eddies start to interact with the closed boundaries and each other.
The initial and system error variance is determined from the formulas (38) and (39). For the initial noise, Emax = 1:0, and Emin = 0:01, and for the system noise, Emax = 0:09, and Emin = 0:01.
Measurements are picked from the reference solution as stream function values at four di erent locations in layer one, (grid points (1; 6; 6), (1; 6; 12), (1; 12; 6), (1; 12; 12)), with time intervals of t = 2. The measurements are perfect and no noise has been added. In the actual data assimilation runs the measurement error variance is set to 2 o = 0:05, to reduce the weighting on the measurements. An eighth order Shapiro lter has been used every time step, as described by equations (36) and (37). The following two cases have been run: Case 2A: Data assimilation experiment using only the rst part of (35) for the error covariance propagation.
Case 2B: Data assimilation experiment using the full extended Kalman lter where both terms in (35) are used for the error covariance propagation. In all experiments the initial stream function is set identically to zero. Figure 9 shows a time sequence of the stream function, the error variance eld, and the potential vorticity for case 2A, and Figure 10 shows the same time sequence for case 2B. The structure of the stream function evolution is quite similar. The di erence between the estimated stream functions and the reference stream function at T = 60 for case 2A and 2B, are shown in Figure 11 . Table 2 gives the maximum norms and the average mean square errors in each layer for the same di erences.
The simpli ed error covariance propagation used in case 2A performs better than the full extended Kalman lter. A reason for this may be the unbounded instabilities which develop in case 2B. If the time series of the error variances for the two cases are compared (Figure 12 ), the di erence is obvious. In case 2A the variances are decreasing steadily toward a minimum, just as in the one-dimensional example case. The errors are reduced every time measurements are assimilated, and the error increases between the assimilation times because of the system noise. In case 2B it can be seen how the unbounded instabilities increase the average error, until measurements \kill" them, and the error is reduced again. When the errors are increasing because of these instabilities, the measurements will get too strong in uence on the estimated solution in the areas with high errors. The strong error growth must be avoided if the extended Kalman lter shall give reliable results in a data assimilation scheme. Since the instabilities are localized to subdomains on the grid, very dense data coverage is required to prevent them from growing.
There is a signi cant di erence between the exact values for mean square errors in Table 2 and the estimated mean square errors from Figure 12 . This is caused by the use of incorrect system and measurement noise. The generation of measurements and the data assimilation experiments are using the same model. Since no arti cial noise has been added, neither to the measurements nor the ocean model, both the system and measurement noise should be set to zero. In the examples, a nonzero variance is assumed both for the ocean model and the measurements for illustrational purposes. It also ensures numerical stability, since zero measurement and system noise results in zero error variance at the locations where the measurements are assimilated. This can lead to numerical instabilities if the error variance becomes negative owing to numerical truncation errors. The estimated error variance is therefore based on \incorrect" error statistics.
Note that the in uence of measurements is determined from the relative magnitudes of the state, system and measurement variances. These variances should therefore be scaled properly, if they are used to estimate the exact state error variance. The covariance functions (not shown in a gure), will evolve dependent on the assimilation of measurements, the velocity eld, and the error variance eld. Their in uence radii stay fairly constant (typically a few characteristic length scales), independent of the amplitude which is determined by the error variance eld. The vorticity plots are discussed in connection with case 3.
Nonlinear Small-Scale Instabilities The e ect of nonlinear small-scale instabilities on the propagation of error covariances will now be illustrated, and the same parameters and example as in case 2B, with full error covariance propagation is used. The following modications to case 2B are discussed.
Case 3A: Data assimilation experiment using the full extended Kalman lter, where no smoothing with the Shapiro lter (see appendix) has been applied neither for the stream function nor for the error covariances.
Case 3B: Data assimilation experiment using the full ex- been applied every time step for the stream function, but not for the error covariance functions. Figure 13 shows a time sequence of the stream function, the error variance eld, and the potential vorticity for case 3A, where no Shapiro lter has been used. Figure 14 shows the same time sequence for case 3B, where the Shapiro lter has been used only for the stream function.
The e ect of not using a lter to eliminate the small-scale noise is totally corrupting the results. In case 3A, instabilities occur both due to the noise in the stream function solution through the second term in (35), and also due to the nonlinear small-scale instabilities in the rst term. The stream function solution is very bad with some additional structures which did not exist in the reference solution. The error variance eld is completely di erent with several new structures and instabilities. The reason for this strong inuence is that the second part of the transition matrix is proportional to the potential vorticity elds, where the oscillations in the stream function are ampli ed.
When using the Shapiro lter on the stream function in case 3B, the solution becomes much better, but it is still quite di erent from the results of case 2B (Figure 10 ), where the Shapiro lter was used both for the stream function and the error covariance matrix. The error variance eld now looks more like the one from case 2B, but there are still some signi cant di erences. The small-scale noise due to the pure advection term in (35) is still important, and they actually seem to trigger the more serious unbounded instability.
Since the error covariance evolution is directly dependent on the second term in equation (35), noise in the vorticity eld will be re ected as noise in the covariance functions. The Kalman gain matrix (32) is proportional to the error covariance functions and it will also be a ected by noise in them. The stream function will be in uenced by noise in the Kalman gain matrix when equation (33) is used for assimilation of measurements. This coupling of the stream function and error covariance elds suggests that both the stream function and the error covariance functions should be ltered. The importance of ltering the small-scale noise is clearly seen from the potential vorticity plots. In case 3A where no ltering has been applied neither for the stream function nor the error covariance functions, the potential vorticity eld becomes extremely noisy (Figure 13 ). When the stream function is smoothed in case 3B, the most signi cant noise is removed and the vorticity eld appears to be quite realistic ( Figure 14) . The e ect of ltering the error covariance functions is seen by comparing the vorticity elds for case 2B and case 3B in Figures 10 and 14 . It provides a smoother vorticity eld, since the noise in the error covari- ance functions no longer a ects the stream function eld when measurements are assimilated, using equation (33). A conclusion from the data assimilation experiment is that case 2A, using only the rst part of (35) for error covariance evolution, and where both the stream function and the error covariance functions are smoothed, gives the solution which is closest to the reference solution at t = 60.
Conclusions and Discussion
The formulation of the extended Kalman lter with a nonlinear multilayer quasi-geostrophic ocean circulation model has been discussed, including the nonlinear e ects on the error covariance propagation, like the unbounded instability caused by the linearization of the error covariance propagation equation. A multilayer ocean model have been used, even if this reduces the horizontal resolution which is possible on existing computers. The main reason for this is that the baroclinic instabilities should be included in most mesoscale simulations to give reasonably good results. No veri cation of the validity of the approximative error covariance propagation equation has been given, and this is an important subject which requires further study.
The transition matrix can be expressed as two parts, where one part contains pure evolution due to the model velocity eld, and the second part is the statistical correction term resulting from the nonlinearity in the error propagation equation. This makes it possible to test the data assimilation scheme both with and without the statistical correction, and to totally remove the unbounded instability connected to it. The unbounded instability has actually proven to be rather strong for the QG model. If the full extended Kalman lter shall be used, it requires either an extensive data coverage which is able to control the instability, or some higher order closure equations which introduce damping of the instability. The inclusion of higher moments in the approximative error propagation equation will make the Kalman lter very computationally expensive, and an approximative method should be used.
Fortunately, pure error covariance evolution in the model velocity eld has given quite good results in our cases. It also has some other advantages which should be taken into account. The coding is very simple, and the existing routines in the ocean model can be used with only slight modi cations. This simpli ed propagation is probably the best that can be done without the inclusion of equations which damp the unbounded instability. It contains error propa-gation based on the estimated state, and if the estimate is close to the exact solution it should perform very well.
With good knowledge of the error statistics, both for the dynamical model and the measurements, the inclusion of error covariance propagation should certainly improve the estimate. An important issue will be to examine if the extended Kalman lter, with some version of the error propagation equation, gives good enough results compared to optimal interpolation (OI), to defend the considerably greater computational cost.
Data assimilation using the extended Kalman lter in realistic ocean circulation models requires super computers with large memory and extremely fast CPUs. The computational load has been used as an argument against the use of the Kalman lter in data assimilation, and most of the research has so far been focused on adjoint methods, nudging, and OI. Fortunately, computers are becoming more powerful, and there are now super computers available which can handle data assimilation using the extended Kalman lter with a QG model for reasonably large grids. The error covariance propagation equation is also very well suited to be computed on the massive parallel computers like the MasPar 1200 series and the Connection Machines (CM2). The examples have been run on a Cray X-MP, and each case required about 20 min of CPU.
First a scheme is developed and discussed in the linear case when the velocities are constant in time and space. When de ning = u t x and = v t x ;
(43) and using a second-order centered approximation for the spatial derivatives, a \general" scheme may be written as (50) is equivalent to the condition Re( ) 2 + Im( ) 2 1 The accuracy of the scheme is given by the dispersion relation (51). These schemes are discussed by Smolarkiewicz 1982] , and he suggested the use of s = 0:5, which results in a scheme which is stable under the condition ( 2 + 2 ) 1=2 1; (52) which is a great improvement from the standard case with s = 1, which is stable when ( 2 + 2 ) 1=2 0:5:
The Nonlinear Case
The proposed scheme satis es the rst four conditions, but because the time derivatives of the velocities occur in the scheme (40), information from a minimum of two time levels is needed. With the assumption of a slowly varying velocity eld in time, nondimensional @(u; v)=@t @(u; v)=@x; @(u; v)=@y, the time derivatives may be neglected. That results in a scheme which is second order in x and y, and it is second order in t if the velocity eld really is slowly varying in time; if not, it is rst order in t.
In this paper the discretized scheme (44) 
Nonlinear Instability Energy is accumulated at high wave numbers (wavelengths of order O(2 x)), and has to be removed. The
Shapiro lter (which is developed and discussed in Shapiro 1970] ) has the properties that it totally removes the waves with wavenumber 2 x, and at the same time it restores in nitely long waves to their original value. A plot of the amplitude reduction factor for di erent orders of the Shapiro lter, as a function of nondimensional wavenumbers is shown in Figure 15 . A simple general formula for the onedimensional lter was given by Smolarkiewicz 1982] . Unfortunately, his formula contained a typing error, and we therefore give the correct formula for a one-dimensional lter of order n as 
In this expression, index i corresponds to the grid point to be updated, j is a counter running over the grid points which are used in the updating of grid point i. Note that the operator (56) is symmetrical. It seems that the Shapiro lter of some order is the optimal smoothing and ltering technique for removing nonlinear small-scale instabilities without destroying the physics in the model. A recent review on recursive and implicit lters has been given by Raymond and Garder 1991] . When ltering data on a two-dimensional grid, the onedimensional operator (56) can be used rst for all the rows in the x direction, and thereafter for all the columns in the y direction.
It has been chosen not to update the boundary points with the Shapiro lter. When updating grid points close to the boundaries, the operator (56) will reference points outside the boundary. The existence of ctive grid points located outside the boundary, with values which are symmetrical about the value of the boundary point, is assumed.
That is, the value of the ith ctive point outside the boundary will have the value given by a straight line through the value of the boundary point and the value of the ith point inside the boundary. By using these in the Shapiro lter close to the boundaries, boundary e ects are avoided.
