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A Trotter–Kato type result is proved for a class of second order difference inclusions in
a real Hilbert space. The equation contains a nonhomogeneous term f and is governed
by a nonlinear operator A, which is supposed to be maximal monotone and strongly
monotone. The associated boundary conditions are also of monotone type. One shows that,
if An is a sequence of operators which converges to A in the sense of resolvent and f n
converges to f in a weighted l2-space, then under additional hypotheses, the sequence of
the solutions of the difference inclusion associated to An and f n is uniformly convergent
to the solution of the original problem.
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1. Introduction
Let H be a real Hilbert space endowed with the scalar product (·,·) and the corresponding norm ‖ · ‖. Consider the
boundary value problem{
ui+1 − (1+ θi)ui + θiui−1 ∈ ci Aui + f i, i  1,
u1 − u0 ∈ α(u0 − a), (ui)i1 ∈ L, (1.1)
where A : D(A) ⊆ H → H and α : D(α) ⊆ H → H are nonlinear maximal monotone operators (possible multivalued) in H ,
with the domains D(A) and D(α), respectively, a ∈ H , f i ∈ H , (∀)i  1 and ci > 0, 0 < θi < 1, (∀)i  1 are given sequences.
We have denoted by L the space l2(H) with the weight sequence (ϕi)i0 deﬁned through
ϕ0 = 1, ϕi = 1
θ1θ2 . . . θi
, i  1.
Therefore, the scalar product in L is
〈
(ui)i1, (vi)i1
〉= ∞∑
i=1
ϕi(ui, vi)
and the corresponding norm is
∣∣(ui)i1∣∣=
( ∞∑
i=1
ϕi‖ui‖2
)1/2
,
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inclusion L⊂ l2(H) holds both algebraically and topologically.
Existence, uniqueness and asymptotic behavior of the solution for problem (1.1) were investigated in [5,6,22,24], under
different hypotheses on A and α. In the case when A and α are subdifferential mappings, problem (1.1) is equivalent with
an optimization problem [6].
We work under the following conditions, which assure the existence of the solution of problem (1.1).
(1) A : D(A) ⊆ H → H , α : D(α) ⊆ H → H are nonlinear maximal monotone operators in H , 0 ∈ D(A) ∩ D(α), 0 ∈ α(0).
(2) A is strongly monotone, i.e. (∃)ω > 0 such that
(y1 − y2, x1 − x2)ω‖x1 − x2‖2, (∀)x1, x2 ∈ D(A), (∀)yi ∈ Axi, i = 1,2.
(3) If Aλ = (I − (I + λA)−1)/λ is the Yosida approximation of the operator A, then
(Aλx− Aλ y, z) 0, (∀)z ∈ α(x− y), with x− y ∈ D(α).
In this case we say that A is α-monotone.
(4) 0 < c  ci , 0< θi < 1, (∀)i  1 (c > 0 is a constant), ( f i)i1 ∈L, a ∈ H .
The following result is proved in [6]:
Theorem 1.1. If hypotheses (1)–(4) hold, then problem (1.1) has a unique solution u = (ui)i1 ∈L.
Recall brieﬂy some deﬁnitions and results about maximal monotone operators. The multivalued operator A : D(A) ⊆
H → H is called monotone in the Hilbert space H if for any x1, x2 ∈ D(A) and for any yi ∈ Axi , i = 1,2, we have (y1 − y2,
x1 − x2) 0. The monotone operator A is maximal monotone if, regarded as a subset of H × H , is not properly included in
any other monotone set of HxH .
The resolvent of the operator A is the single-valued operator Jλ = (I + λA)−1, λ > 0, with the domain D( Jλ) = H . The
Yosida approximation of A is deﬁned by Aλ = (I − (I + λA)−1)/λ, λ > 0, with D(Aλ) = H . Then Aλ is monotone, Jλ is
nonexpansive and Aλx ∈ A( Jλx), (∀)x ∈ H . By the deﬁnition of Aλ , we have
x = Jλx+ λAλx, (∀)x ∈ H, (∀)λ > 0. (1.2)
It is known that if A is a maximal monotone operator on H , then there exists a unique semigroup {S(t), t  0} of
nonlinear contractions on D(A) whose inﬁnitesimal generator is −A0 (A0 is the minimal section of A). Actually, there
exists a one-to-one correspondence between the class of maximal monotone operators on H and the class of semigroups
of nonlinear contractions on closed convex subsets of H (see [13, p. 175]). Further information on maximal monotone
operators and their applications to the study of different classes of evolution equations can be found in the monographs
[13,15,20].
In the present paper we study the continuous dependence on data for problem (1.1). More exactly, consider a sequence
of maximal monotone operators An : D(An) ⊆ H → H , with the domains D(An), n ∈ Z, n 1, and the sequences (an)n ⊂ H ,
f n = ( f ni )i1 ⊂L. Similarly to (1.1), consider the sequence of boundary value problems{
uni+1 − (1+ θi)uni + θiuni−1 ∈ ci Anuni + f ni , i  1,
un1 − un0 ∈ α(un0 − an), un = (uni )i1 ∈ L.
(1.3)
About An , f n , one imposes some conditions which are analogous to (1)–(4). They assure the existence and the uniqueness
of the solution un = (uni )i1 ∈L of (1.3). In addition, assume that an → a in H , f n → f in L and An converges to A in the
sense of resolvent, i.e.(
I + λAn)−1ξ → (I + λA)−1ξ, as n → ∞, (∀)λ > 0, (∀)ξ ∈ H . (1.4)
We prove that uni → ui (as n → ∞) in H , uniformly with respect to i  1.
Problem (1.1) is a discrete variant of the evolution equation{
p(t)u′′(t) + r(t)u′(t) ∈ Au(t) + f (t), t ∈ [0,∞),
u′(0) ∈ α(u(0) − a), u ∈ L2r˜/p(0,∞; H).
(1.5)
Here r˜ : [0,∞) → R is a weight function given by
r˜(t) = exp
( t∫
0
r(s)
p(s)
ds
)
, t ∈ [0,∞),
where p, r : [0,∞) → R belong to W 1,∞(0,∞), p(t)  p0 > 0, r(t)  r0 > 0 (p0, r0 constants). The space L2r˜/p(0,∞; H) is
the Hilbert space L2(0,∞; H) with the weight r˜/p. This means that the scalar product in L2r˜/p(0,∞; H) is
〈u, v〉 =
∞∫
r˜(t)
p(t)
(
u(t), v(t)
)
dt0
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|u| =
∞∫
0
r˜(t)
p(t)
∥∥u(t)∥∥2 dt,
whenever the integrals in the right-hand side are convergent.
The existence and the properties of the solution to problem (1.5) were investigated in [4,12,18,21,23]. In the particular
case of the boundary value problem u′′(t) ∈ Au(t), t ∈ [0,∞), u(0) = a ∈ D(A), the solution deﬁnes a semigroup of nonlinear
contractions on D(A), denoted by {S1/2(t), t  0}. Let −A01/2 be its inﬁnitesimal generator. Then the unique extension
of A01/2 to a maximal monotone operator, denoted by A1/2, is called the square root of the operator A [12,13].
For a ﬁnite time interval [0, T ], the following problem was analyzed in [1]:{
p(t)u′′(t) + r(t)u′(t) ∈ Au(t) + f (t), t ∈ [0, T ],
u′(0) ∈ α(u(0) − a), −u′(T ) ∈ β(u(T ) − b). (1.6)
Here α,β are maximal monotone operators in H , with the domains D(α), D(β). In the particular case when α = β = ∂ j
is the subdifferential of the convex, proper and lower semicontinuous function j : H → R, j(x) = +∞, for x = 0, j(0) = 0,
we have D(∂ j) = {0} and ∂ j(0) = H . Therefore, the boundary conditions from (1.6) become u(0) = a, u(T ) = b. For such a
problem, the continuous dependence of the solution u on A, a, b, f was proved in [7]. This is a Trotter–Kato type theorem.
More exactly, let un and u be the solution of (1.6) corresponding to {An,an,bn} and to {A,a,b}, respectively. It is shown that
if An converge to A in the sense of resolvent and an → a, bn → b in H , then un(t) → u(t) uniformly on compact intervals
of t . The goal of this paper is to establish a discrete variant of the above result.
Applications of (1.6) to internal schemes of approximation are presented in [9]. The book [8] contains a detailed study of
problems (1.5), (1.6) and their discrete variants, together with some applications to asymptotic approximations. For different
types of convergences and hypertopologies of functions, sets and operators, the reader may consult [2,3,10]. Trotter–Kato
results for different classes of semigroups of operators are proved in [11,14,16,17,19].
The structure of the paper is the following. In Section 2, we state the hypotheses for our work and establish the main
result. Its proof is based on some boundedness lemmas and on some a priori estimates, which are presented in Section 3.
To this end, auxiliary boundary value problems are associated and studied. Last section contains an application to partial-
difference equations.
2. The hypotheses and the main result
In this section we state the main result of the paper, concerning the convergence of the solution un = (uni )i1 of prob-
lem (1.3) to the solution u = (ui)i1 of problem (1.1) in H , uniformly with respect to i ∈ Z, i  1.
We work under the following hypotheses:
(H1) 0 < c  ci  c∗ , 0 < θi < 1, (∀)i  1 (c, c∗ > 0 are given constants), f = ( f i)i1 ∈L, f n = ( f ni )i1 ∈L, a,an ∈ H .
(H2) α : D(α) ⊆ H → H are nonlinear maximal monotone operators in H , 0 ∈ D(α), 0 ∈ α(0).
(H3) A : D(A) ⊆ H → H , An : D(An) ⊆ H → H are maximal monotone operators in H with 0 ∈ D(An)∩ D(A). In addition,
suppose that A and An are strongly monotone, i.e. (∃)ω > 0 such that
(y1 − y2, x1 − x2)ω‖x1 − x2‖2,
(∀)x1, x2 ∈ D(A), (∀)yi ∈ Axi , i = 1,2, and also (∀)x1, x2 ∈ D(An), (∀)yi ∈ Anxi , i = 1,2.
(H4) A and An are α-monotone. This means that, if Aλ = (I − (I +λA)−1)/λ and Anλ = (I − (I +λAn)−1)/λ are the Yosida
approximations of the operators A and An , respectively, then
(Aλx− Aλ y, z) 0,
(
Anλx− Anλ y, z
)
 0, (∀)z ∈ α(x− y), with x− y ∈ D(α).
Hypotheses (H1)–(H4) assure the existence and uniqueness of the solutions of problems (1.1) and (1.3).
In the sequel we impose some additional conditions concerning the convergence of the data:
(H5) an → a in H , f n → f in L, where f = ( f i)i1, f n = ( f ni )i1.
(H6) Sequence An converges to A in the sense of resolvent, i.e.(
I + λAn)−1ξ → (I + λA)−1ξ, as n → ∞, (∀)λ > 0, (∀)ξ ∈ H .
The convergence result may now be stated.
Theorem 2.1. If hypotheses (H1)–(H6) hold and u = (ui)i1 , un = (uni )i1 are the solutions of the boundary value problems (1.1)
and (1.3) respectively, then uni → ui in H as n → ∞, uniformly with respect to i.
The proof of the theorem combines some ideas from [16] and [7] with some techniques used in the proof of the existence
of the solutions [6]. For this purpose, we introduce some auxiliary boundary value problems. Let Anλ and Aλ be the Yosida
approximations of An and A. Consider the problems
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wλi+1 − (1+ θi)wλi + θi wλi−1 ∈ ci Awλi + f i, i  1,
wλ1 − wλ0 ∈ α(wλ0 − yλ), wλ = (wλi )i1 ∈ L,
(2.1)
{
vλi+1 − (1+ θi)vλi + θi vλi−1 = ci Aλvλi + f i, i  1,
vλ1 − vλ0 ∈ α(vλ0 − yλ), vλ = (vλi )i1 ∈ L,
(2.2)
{
wnλi+1 − (1+ θi)wnλi + θi wnλi−1 ∈ ci Anwnλi + f ni , i  1,
wnλ1 − wnλ0 ∈ α(wnλ0 − ynλ), wnλ = (wnλi )i1 ∈ L,
(2.3)
{
vnλi+1 − (1+ θi)vnλi + θi vnλi−1 = ci Anλvnλi + f ni , i  1,
vnλ1 − vnλ0 ∈ α(vnλ0 − ynλ), vnλ = (vnλi )i1 ∈ L,
(2.4)
where yλ = (I +
√
λA)−1a and ynλ = (I +
√
λAn)−1a. By hypothesis (H6), it follows that
ynλ → yλ, Anλξ → Aλξ, as n → ∞, (∀)λ > 0, (∀)ξ ∈ H . (2.5)
In view of Theorem 1.1, all problems (2.1)–(2.4) admit unique solutions. For every n, i ∈ Z, n, i  1, and λ > 0, we can
write ∥∥uni − ui∥∥ ∥∥uni − wnλi ∥∥+ ∥∥wnλi − vnλi ∥∥+ ∥∥vnλi − vλi ∥∥+ ∥∥vλi − wλi ∥∥+ ∥∥wλi − ui∥∥. (2.6)
One shows that each term tends to 0 as n → ∞ and λ → 0. To do this, we ﬁrst prove some boundedness results for the
solutions of problems (1.3), (2.3), (2.4). Next one obtains some estimates for the terms in the right-hand side of (2.6).
3. The proof of the main result
We start with the boundedness with respect to n of the solution wnλ of problem (2.3).
Lemma 3.1. Under the hypotheses of Theorem 2.1, for any ﬁxed λ > 0, the solution wnλ = (wnλi )i1 of problem (2.3) is bounded with
respect to n, uniformly in i  1. More exactly, the following estimates hold:
limsup
n→∞
∥∥wnλi ∥∥ C(‖yλ‖ + 1), (∀)i  1,
limsup
n→∞
∞∑
i=1
ϕi
∥∥wnλi ∥∥2  C(‖yλ‖2 + 1).
Proof. Consider the auxiliary boundary value problem{
wnλμi+1 − (1+ θi)wnλμi + θi wnλμi−1 = ci Anμwnλμi + μwnλμi + f ni , i  1,
wnλμ1 − wnλμ0 ∈ α(wnλμ0 − ynλ), wnλμ = (wnλμi )i1 ∈ L,
(3.1)
for arbitrary μ > 0, where Anμ = (I − (I + μAn)−1)/μ is the Yosida approximation of An . Theorem 1.1 assures the existence
of a unique solution (wnλμi )i1 ∈L for this problem.
We multiply the equation from (3.1) by ϕi w
nλμ
i and sum up from i = 1 to i = ∞. With the aid of the equality ϕiθi = ϕi−1,
one derives that
∞∑
i=1
ϕi
(
wnλμi+1 − wnλμi ,wnλμi
)− ∞∑
i=1
ϕi−1
(
wnλμi − wnλμi−1 ,wnλμi−1
)− ∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2
=
∞∑
i=1
ciϕi
(
Anμw
nλμ
i ,w
nλμ
i
)+ μ ∞∑
i=1
ϕi
∥∥wnλμi ∥∥2 +
∞∑
i=1
ϕi
(
f ni ,w
nλμ
i
)
. (3.2)
Without loss of generality, we may assume that 0 ∈ An0. If this condition is not fulﬁlled, we can replace Anwnλμi
by Anwnλμi − (An)00 and f ni by f ni + ci(An)00, where (An)00 is the element of minimum norm of An0. By (H3), we
get
∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2 + ω
∞∑
i=1
ciϕi
∥∥wnλμi ∥∥2 + μ
∞∑
i=1
ϕi
∥∥wnλμi ∥∥2
= −(wnλμ1 − wnλμ0 ,wnλμ0 )−
∞∑
ϕi
(
f ni ,w
nλμ
i
)
.i=1
N. Apreutesei, G. Apreutesei / J. Math. Anal. Appl. 361 (2010) 195–204 199In view of the monotony of α and of the inclusion 0 ∈ α(0), the boundary conditions from (3.1) imply that (wnλμ1 − wnλμ0 ,
wnλμ0 − ynλ) 0, so
−(wnλμ1 − wnλμ0 ,wnλμ0 )−(wnλμ1 − wnλμ0 , ynλ)
( ∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2
)1/2
‖ynλ‖
and thus
∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2 + ωc
∞∑
i=1
ϕi
∥∥wnλμi ∥∥2

( ∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2
)1/2
‖ynλ‖ +
( ∞∑
i=1
ϕi
∥∥ f ni ∥∥2
)1/2( ∞∑
i=1
ϕi
∥∥wnλμi ∥∥2
)1/2
.
Since f n = ( f ni )i1 is bounded in L, this implies that
∞∑
i=1
ϕi−1
∥∥wnλμi − wnλμi−1 ∥∥2  C1(‖ynλ‖2 + 1), (3.3)
∞∑
i=1
ϕi
∥∥wnλμi ∥∥2  C2(‖ynλ‖2 + 1), (3.4)
where C1, C2 > 0 are independent of n, λ, μ. Consequently, wnλμ = (wnλμi )i1 and (wnλμi − wnλμi−1 )i1 are bounded in L
with respect to μ > 0. By (3.1) and (3.4) we also have
∞∑
i=1
ciϕi
∥∥Anμwnλμi ∥∥2  C3(‖ynλ‖2 + 1), (3.5)
∥∥wnλμi ∥∥ C4(‖ynλ‖ + 1), i  1, (3.6)
with C3, C4 > 0 independent of n, λ, μ, i.
We now show that wnλμi converges in L to the solution wnλi of problem (2.3), as μ → 0. To this end, we write (3.1)
for μ and η, multiply their difference by ϕi(w
nλμ
i − wnληi ) and sum up from i = 1 to i = ∞:
∞∑
i=1
[
ϕi
(
wnλμi+1 − wnληi+1 − wnλμi + wnληi ,wnλμi − wnληi
)− ϕi−1(wnλμi − wnληi − wnλμi−1 + wnληi−1,wnλμi−1 − wnληi−1)]
=
∞∑
i=1
ϕi−1
∥∥wnλμi − wnληi − wnλμi−1 + wnληi−1∥∥2 +
∞∑
i=1
ciϕi
(
Anμw
nλμ
i − Anηwnληi ,wnλμi − wnληi
)
+
∞∑
i=1
ϕi
(
μwnλμi − ηwnληi ,wnλμi − wnληi
)
.
Since x = Jnμx+ μAnμx and x = Jnηx+ ηAnηx, (∀)x ∈ H , it follows that
−(wnλμ1 − wnλη1 − wnλμ0 + wnλη0 ,wnλμ0 − wnλμ0 )
=
∞∑
i=1
ϕi−1
∥∥wnλμi − wnληi − wnλμi−1 + wnληi−1∥∥2 +
∞∑
i=1
ciϕi
(
Anμw
nλμ
i − Anηwnληi , Jnμwnλμi − Jnηwnληi
)
+
∞∑
i=1
ciϕi
(
Anμw
nλμ
i − Anηwnληi ,μAnμwnλμi − ηAnηwnληi
)+ ∞∑
i=1
ϕi
(
μwnλμi − ηwnληi ,wnλμi − wnληi
)
. (3.7)
Using the boundary conditions of problem (3.1) in μ and η, together with the monotonicity of α, one ﬁnds(
wnλμ1 − wnλη1 − wnλμ0 + wnλη0 ,wnλμ0 − wnλμ0
)
 0.
Since Anμx ∈ An( Jnμx), (∀)x ∈ H and similarly for η, by the strong monotonicity of An , we have(
Anμw
nλμ − Anηwnλη, Jnμwnλμ − Jnηwnλη
)
ω
∥∥ Jnμwnλμ − Jnηwnλη∥∥2,i i i i i i
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∞∑
i=1
ϕi−1
∥∥wnλμi − wnληi − wnλμi−1 + wnληi−1∥∥2 + ω
∞∑
i=1
ciϕi
∥∥ Jnμwnλμi − Jnηwnληi ∥∥2
+
∞∑
i=1
ciϕi
(
μ
∥∥Anμwnλμi ∥∥2 + η∥∥Anηwnληi ∥∥2)+
∞∑
i=1
ϕi
(
μ
∥∥wnλμi ∥∥2 + η∥∥wnληi ∥∥2)
 (μ + η)
∞∑
i=1
ciϕi
(
Anμw
nλμ
i , A
n
ηw
nλη
i
)+ (μ + η) ∞∑
i=1
ϕi
(
wnλμi ,w
nλη
i
)
.
It follows with the aid of (3.4) and (3.5) that
∞∑
i=1
ϕi−1
∥∥wnλμi − wnληi − wnλμi−1 + wnληi−1∥∥2 + ωc
∞∑
i=1
ϕi
∥∥ Jnμwnλμi − Jnηwnληi ∥∥2  C5(μ + η)(‖ynλ‖2 + 1), (3.8)
with C5 > 0 independent of n, λ, μ, η.
Therefore wnλμi − wnλμi−1 and Jnμwnλμi are strongly convergent in L as μ → 0. Since wnλμi = Jnμwnλμi + μAnμwnλμi , with
Anμw
nλμ
i bounded in L (see (3.5)), we get the convergence of wnλμi in L, say wnλμi → wnλi in L, as μ → 0. In view of the
inequality
∥∥wnλμi − wnλi ∥∥2 
∞∑
i=1
ϕi
∥∥wnλμi − wnλi ∥∥2, (∀)i  1,
we deduce that wnλμi → wnλi in H as μ → 0, uniformly with respect to i  1. Obviously, Jnμwnλμi → wnλi in L and H .
Inequality (3.5) implies also the boundedness of Anμw
nλμ
i in H , uniformly with respect to i ∈ Z, i  1. Hence
Anμw
nλμ
i ⇀ g
nλ
i (weakly in H) as μ → 0. Passing to the limit as μ → 0 in the inclusion Anμwnλμi ∈ An( Jnμwnλμi ), one
arrives at gnλi ∈ Anwnλi and wnλi ∈ D(An), (∀)i  1.
Now we may pass to the limit as μ → 0 in (3.1) and deduce that wnλ = (wnλi )i1 is the unique solution of problem (2.3).
The boundary conditions from (2.3) follow with the aid of the monotonicity of α. Taking the limit as μ → 0 in (3.4), (3.6)
we get
∞∑
i=1
ϕi
∥∥wnλi ∥∥2  C2(‖ynλ‖2 + 1), (3.9)
∥∥wnλi ∥∥ C4(‖ynλ‖ + 1), (∀)i  1. (3.10)
The claim follows via (2.5), by passing to the superior limit as n → ∞ in (3.9) and (3.10).
Analogously we can ﬁnd estimates for the solutions of the problems (1.3), (2.1), (2.2) and (2.4). 
Lemma 3.2. Under assumptions (H1)–(H5), the solution un = (uni )i1 of problem (1.3) is bounded in H, uniformly with respect to i.
More exactly,
limsup
n→∞
∥∥uni ∥∥ C(‖a‖ + 1), (∀)i  1. (3.11)
Lemma 3.3. If (H1)–(H6) are satisﬁed, then for each λ > 0, the solution vnλ = (vnλi )i1 of (2.4) is bounded with respect to n,
uniformly in i  1, namely
limsup
n→∞
∥∥vnλi ∥∥ C(‖yλ‖ + 1), (∀)i  1, (3.12)
limsup
n→∞
∞∑
i=1
ϕi
∥∥vnλi ∥∥2  C(‖yλ‖2 + 1). (3.13)
In addition,
limsup
n→∞
∥∥Anλvnλi ∥∥ C(‖yλ‖ + 1), (∀)i  1. (3.14)
Lemma 3.4. Under hypotheses (H1)–(H4), the solution of problem (2.1) satisﬁes the estimate∥∥wλi ∥∥ C(‖yλ‖ + 1), (∀)i  1, (∀)λ > 0. (3.15)
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Lemma 3.5. If (H1)–(H6) hold, then for all λ > 0,
limsup
n→∞
∥∥uni − wnλi ∥∥ C1‖a − yλ‖, (∀)i  1. (3.16)
Proof. Multiplying the difference between Eqs. (1.3) and (2.3) by ϕi(uni − wnλi ), we get
∞∑
i=1
ϕi
(
uni+1 − wnλi+1 − uni + wnλi ,uni − wnλi
)− ∞∑
i=1
ϕi−1
(
uni − wnλi − uni−1 + wnλi−1,uni − wnλi
)
=
∞∑
i=1
ciϕi
(
Anuni − Anwnλi ,uni − wnλi
)
.
Here Anuni and A
nwnλi denote two arbitrary elements of the sets A
nuni and A
nwnλi , respectively. By the strong monotonicity
of An , this implies that
∞∑
i=1
ϕi−1
∥∥uni − wnλi − uni−1 + wnλi−1∥∥2 + ωc
∞∑
i=1
ϕi
∥∥uni − wnλi ∥∥2
−(un1 − wnλ1 − un0 + wnλ0 ,un0 − wnλ0 ). (3.17)
The boundary conditions from (1.3) and (2.3), together with the monotonicity of α, provide us with the inequality(
un1 − wnλ1 − un0 + wnλ0 ,un0 − an − wnλ0 + ynλ
)
 0,
so
−(un1 − wnλ1 − un0 + wnλ0 ,un0 − wnλ0 )−(un1 − wnλ1 − un0 + wnλ0 ,an − ynλ)

( ∞∑
i=1
ϕi−1
∥∥uni − wnλi − uni−1 + wnλi−1∥∥2
)1/2
‖an − ynλ‖.
This, together with (3.17), leads to
∞∑
i=1
ϕi−1
∥∥uni − wnλi − uni−1 + wnλi−1∥∥2  ‖an − ynλ‖2
and therefore,
∥∥uni − wnλi ∥∥2 
∞∑
i=1
ϕi
∥∥uni − wnλi ∥∥2  C‖an − ynλ‖2.
Passing to the superior limit as n → ∞ and using (H5) and (2.5), one arrives at (3.16). 
Lemma 3.6. For every λ > 0 and i  1, the solutions of problems (2.3) and (2.4) verify the estimate
limsup
n→∞
∥∥wnλi − vnλi ∥∥ C2√λ. (3.18)
Proof. As above, we multiply the difference between Eqs. (2.3) and (2.4) by ϕi(wnλi − vnλi ) and use the monotonicity of α,
to ﬁnd that
∞∑
i=1
ϕi−1
∥∥wnλi − vnλi − wnλi−1 + vnλi−1∥∥2 +
∞∑
i=1
ciϕi
(
snλi − Anλvnλi ,wnλi − vnλi
)
 0, (3.19)
where snλi is the element [wnλi+1 − (1 + θi)wnλi + θi wnλi−1 − f ni ]/ci of the set Anwnλi . Since snλi ∈ Anwnλi , Anλvnλi ∈ An( Jnλvnλi )
and An is a monotone operator, we have(
snλ − Anλvnλ,wnλ − Jnλvnλ
)
ω
∥∥wnλ − Jnλvnλ∥∥2.i i i i i i
202 N. Apreutesei, G. Apreutesei / J. Math. Anal. Appl. 361 (2010) 195–204Introducing this, together with the equality vnλi = Jnλvnλi + λAnλvnλi in (3.19), we get
∞∑
i=1
ϕi−1
∥∥wnλi − vnλi − wnλi−1 + vnλi−1∥∥2 + ω
∞∑
i=1
ciϕi
∥∥wnλi − Jnλvnλi ∥∥2  λ
∞∑
i=1
ciϕi
(
snλi − Anλvnλi , Anλvnλi
)
.
This implies
∞∑
i=1
ϕi−1
∥∥wnλi − vnλi − wnλi−1 + vnλi−1∥∥2 + ωc
∞∑
i=1
ϕi
∥∥wnλi − Jnλvnλi ∥∥2  λ
∞∑
i=1
ciϕi
∥∥snλ∥∥2, λ > 0, n ∈ N.
But snλ is bounded with respect to n in L (via Lemma 3.1). So there exists a constant m > 0 such that
∞∑
i=1
ϕi
∥∥wnλi − Jnλvnλi ∥∥2 mλ, λ > 0, n ∈ N. (3.20)
From the estimate ‖wnλi − vnλi ‖ (
∑∞
i=1 ciϕi‖wnλi − Jnλvnλi ‖2)1/2 + λ‖Anλvnλi ‖, i  1, λ > 0, n ∈ N, it follows in view of (3.20)
and (3.14) that∥∥wnλi − vnλi ∥∥ K√λ(‖yλ‖ + 1),
where K is independent of i, n, λ. Since yλ = (I +
√
λA)−1a is convergent as λ → 0, there is a constant C2 > 0 such that
(3.18) holds. 
Lemma 3.7. Under hypotheses (H1)–(H6), the solutions of problems (2.2) and (2.4) satisfy the equality
lim
n→∞
∥∥vnλi − vλi ∥∥= 0, (∀)λ > 0, (∀)i  1. (3.21)
Proof. By (2.2) and (2.4), we can easily obtain
∞∑
i=1
ϕi
(
vnλi+1 − vλi+1 − vnλi + vλi , vnλi − vλi
)− ∞∑
i=1
ϕi−1
(
vnλi − vλi − vnλi−1 + vλi−1, vnλi − vλi
)
=
∞∑
i=1
ciϕi
(
Anλv
nλ
i − Aλvλi , vnλi − vλi
)+ ∞∑
i=1
ϕi
(
f ni − f i, vnλi − vλi
)
.
It is known from [1] that if An is ω-monotone, then Anλ is 1/(1+ λω)-monotone. This leads to(
Anλv
nλ
i − Aλvλi , vnλi − vλi
)= (Anλvnλi − Anλvλi , vnλi − vλi )+ (Anλvλi − Aλvλi , vnλi − vλi )
 1
1+ λω
∥∥vnλi − vλi ∥∥2 + (Anλvλi − Aλvλi , vnλi − vλi ).
Then,
∞∑
i=1
ϕi−1
∥∥vnλi − vλi − vnλi−1 + vλi−1∥∥2 + K
∞∑
i=1
ϕi
∥∥vnλi − vλi ∥∥2
−(vnλ1 − vλ1 − vnλ0 + vλ0, vnλ0 − vλ0)
+
[( ∞∑
i=1
c2i ϕi
∥∥Anλvλi − Aλvλi ∥∥2
)1/2
+
( ∞∑
i=1
ϕi
∥∥ f ni − f i∥∥2
)1/2]( ∞∑
i=1
ϕi
∥∥vnλi − vλi ∥∥2
)1/2
. (3.22)
The boundary conditions and the monotonicity of α imply(
vnλ1 − vλ1 − vnλ0 + vλ0, vnλ0 − vλ0 − ynλ + yλ
)
 0,
so
−(vnλ1 − vλ1 − vnλ0 + vλ0, vnλ0 − vλ0) ∥∥vnλ1 − vλ1 − vnλ0 + vλ0∥∥ · ‖ynλ − yλ‖

( ∞∑
i=1
ϕi−1
∥∥vnλi − vλi − vnλi−1 + vλi−1∥∥2
)1/2
‖ynλ − yλ‖.
Thus (3.22) leads to
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i=1
ϕi−1
∥∥vnλi − vλi − vnλi−1 + vλi−1∥∥2
)1/2
 C1
[
‖ynλ − yλ‖ +
( ∞∑
i=1
c2i ϕi
∥∥Anλvλi − Aλvλi ∥∥2
)1/2
+
( ∞∑
i=1
ϕi
∥∥ f ni − f i∥∥2
)1/2]
and ( ∞∑
i=1
ϕi
∥∥vnλi − vλi ∥∥2
)1/2
 C2
[
‖ynλ − yλ‖ +
( ∞∑
i=1
c2i ϕi
∥∥Anλvλi − Aλvλi ∥∥2
)1/2
+
( ∞∑
i=1
ϕi
∥∥ f ni − f i∥∥2
)1/2]
.
We can prove now that the series
∑∞
i=1 c2i ϕi‖Anλvλi − Aλvλi ‖2 is uniformly convergent with respect to n. Indeed, since
λAλx = x− Jλx and Jnλ0 = Jλ0 = 0, where Jλx = (I + λA)−1x, we have the estimate∥∥Anλvλi − Aλvλi ∥∥= ∥∥ Jnλvλi − Jλvλi ∥∥/λ [∥∥ Jnλvλi − Jnλ0∥∥+ ∥∥ Jλvλi − Jλ0∥∥]/λ.
But Jnλ and Jλ are nonexpansive mappings. This implies that ‖Anλvλi − Aλvλi ‖ 2‖vλi ‖/λ, for any n and i. Since ci is bounded,
it follows that
∑∞
i=1 c2i ϕi‖vλi ‖2 < ∞, so the series
∑∞
i=1 c2i ϕi‖Anλvλi − Aλvλi ‖2 is uniformly convergent with respect to n.
Next, we use the second part of (2.5) to conclude that
∑∞
i=1 c2i ϕi‖Anλvλi − Aλvλi ‖2 → 0 as n → ∞. By virtue of (H5), one
deduces that limn→∞
∑∞
i=1 ϕi‖vnλi − vλi ‖2 = 0, (∀)λ > 0 and since ‖vnλi − vλi ‖ (
∑∞
i=1 ϕi‖vnλi − vλi ‖2)1/2, (∀)i  1, we arrive
at (3.21). 
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. Passing to the superior limit (as n → ∞) in (2.6), we obtain (for each ﬁxed λ > 0) with the aid of
Lemmas 3.5–3.7:
limsup
n→∞
∥∥uni − ui∥∥ C1‖a − yλ‖ + C2√λ + ∥∥vλi − wλi ∥∥+ ∥∥wλi − ui∥∥, (∀)λ > 0, (∀)i  1. (3.23)
We can also ﬁnd estimates for the last two terms, which are similar to those from Lemmas 3.5 and 3.6, namely∥∥wλi − ui∥∥ C3‖a − yλ‖, ∥∥vλi − wλi ∥∥ C4√λ, (∀)λ > 0, (∀)i  1,
where C3, C4 > 0 are independent of λ and i. Therefore, by (3.23) we get
limsup
n→∞
∥∥uni − ui∥∥ C5‖a − yλ‖ + C6√λ, (∀)λ > 0,
uniformly with respect to i  1. Passing to the limit as λ → 0 in the above inequality and using the convergence yλ → a as
λ → 0, we derive that uni → ui in H (as n → ∞), uniformly with respect to i  1. This completes the proof. 
4. An example
Let Ω be an open bounded subset of Rd , d  1, with the boundary ∂Ω smooth enough. We work in the Hilbert spaces
H = L2(Ω) and L= L(L2(Ω)). Let β : D(β) ⊆ R → R, βn : D(βn) ⊆ R → R be a sequence of maximal monotone operators
in R such that 0 ∈ D(β) ∩ D(βn). Then the operators
Au = −u + β(u),
D(A) = {u ∈ H2(Ω) ∩ H10(Ω), (∃)v ∈ L2(Ω), v(x) ∈ β(u(x)) a.e. x ∈ Ω}
and
Anu = −u + βn(u),
D
(
An
)= {u ∈ H2(Ω) ∩ H10(Ω), (∃)v ∈ L2(Ω), v(x) ∈ βn(u(x)) a.e. x ∈ Ω}
are maximal monotone and strongly monotone in H = L2(Ω) [13, p. 89]. If βn → β , then An converges to A in the sense of
the resolvent.
Assume that the operator α : D(α) ⊆ L2(Ω) → L2(Ω) is maximal monotone in L2(Ω), such that 0 ∈ D(α), 0 ∈ α(0) and
condition (3) holds for both A and An . If 0 < c  ci  c∗ , 0 < θi < 1, (∀)i  1 are given sequences and a,an ∈ L2(Ω), then
we compare the solutions of the boundary value problems⎧⎨
⎩
ui+1(x) − (1+ θi)ui(x) + θiui−1(x) ∈ −ciui(x) + β(ui(x)), x ∈ Ω,
ui(x) = 0, x ∈ ∂Ω,
u (x) − u (x) ∈ α(u (x) − a(x)), x ∈ Ω, (u ) ∈ L(L2(Ω))
(4.1)1 0 0 i i1
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⎪⎩
uni+1(x) − (1+ θi)uni (x) + θiuni−1(x) ∈ −ciuni (x) + βn(uni (x)), x ∈ Ω,
uni (x) = 0, x ∈ ∂Ω,
un1(x) − un0(x) ∈ α(un0(x) − an(x)), x ∈ Ω, (uni )i1 ∈ L(L2(Ω)).
(4.2)
As a consequence of Theorem 1.1, we ﬁrst remark that these problems admit unique solutions u = (ui)i1, un =
(uni )i1 ∈L. By virtue of Theorem 2.1, we have the following continuous dependence on data result.
Corollary 4.1. Suppose that in addition to the above hypotheses, an → a in H = L2(Ω) and βn → β in the sense of the resolvent. Then,
uni → ui as n → ∞ in H, uniformly with respect to i.
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