This work deals with the use of laser-induced breakdown spectroscopy (LIBS) for determining the surface density of titanium in ultrathin layers, particularly in ultrathin layers on a steel sheet. The results obtained by LIBS spectroscopy were compared with those obtained by wavelength dispersive X-ray fluorescence spectroscopy (WDXRF), X-ray photoelectron spectroscopy (XPS) and laser ablation inductively coupled plasma time of flight mass spectrometry (LA-ICP-TOF-MS). A simple, cheap and efficient method for the determination of the surface density of titanium in thin layers has been developed.
Introduction
Thin lms of titanium are widely used in many elds of materials science. The main reason for the use of Ti coating is the excellent corrosion resistance to many highly corrosive substances. The high corrosion resistance of titanium lms results from the formation of very stable, continuous, highly adherent, and protective oxide lms on metal surfaces. In the production process, it is necessary to control the thickness of the titanium layer on the substrate. An effective way of monitoring the amount of titanium deposited on the substrate is determination of the surface density of titanium.
In recent years a number of analytical methods have become available for depth proling of solid surfaces. The most commonly used techniques for the chemical characterization of thin lms are expensive and time consuming (see, for example, X-ray photoelectron spectroscopy (XPS), 1,2 X-ray diffraction (XRD), 3, 4 Auger electron spectroscopy (AES), 5 secondary ions mass spectrometry (SIMS), 6 ) or limited in terms of the sample geometry towards the excitation source (Glow discharge optical emission spectrometry (GDOES) 7 ). Furthermore, the operation of the above mentioned techniques is usually expensive. Moreover, only a few studies (e.g. LA-ICP-MS) 8 deal with the issue of quantitative analysis of thin layers.
The use of LIBS could be advantageous since it is a relatively cheap technique that does not require high vacuum equipment or consumption of inert gases and it allows analysis of samples of different sizes without any pre-treatment. LIBS is a wellestablished tool for qualitative, semi-quantitative and quantitative analysis of surfaces. The principle of LIBS spectroscopy is the generation of micro-plasma above the surface of the sample with a laser pulse. The interaction of the laser beam with the sample leads to the melting and ablation of the material from the sample and subsequently to the formation of the plasma. The plasma under certain conditions has the same composition as the ablated material from the sample surface. The radiation emitted by excited atoms and ions in the plasma, which is characteristic for each element, is detected for a period of a few microseconds. Given the characteristics of the LIBS spectrometer or the excitation source (laser), respectively, it is possible to analyse even a very thin layer of the sample.
The LIBS technique was previously used for elemental mapping or proling of solid samples mostly with the aim to achieve high depth resolution.
9-12 Different research groups employed LIBS for characterization of chemical composition and element distributions on surfaces.
13,14 A quantitative and semi-quantitative LIBS analysis has been carried out also as a possible diagnostic tool for thin lm elemental composition. 15, 16 A comparison of the IR nanosecond laser ablation parameters for polished and nanostructured titanium samples has been also performed in a recent study. 17 The suitability of the LIBS technique for quantitative analysis of titanium in Al 2 O 3 with a xed plasma temperature calibration method was demonstrated in a recent study.
18 However, none of these studies deals with the use of the LIBS technique for the determination of the surface density of an element.
The objective of the present study was to use a commercially available LIBS spectrometer for carrying out a fast and cheap quantitative analysis of a thin layer with titanium on a steel surface. The quantitative analysis has been carried out to determine the surface density of titanium in the ultrathin layer (nanometres) on a steel sheet. The effectiveness of LIBS has been evaluated by comparison of results obtained by other analytical techniques, namely XPS, WDXRF and LA-ICP-TOF-MS.
Experimental

LIBS instrumentation
The commercially available fully compact LIBS instrument (LEA S500, Solar TII Ltd., Minsk, Belarus) was used in this work. The details of the instrument are given elsewhere. 19 The system consists of a dual pulse Q-switched Nd:YAG laser operating at 1064 nm in a collinear dual-pulse arrangement. The laser emits two co-linear pulses of about 12 ns duration with variable energy per pulse, which can be set from 80 to 150 mJ at a maximum repetition rate of 20 Hz. The interpulse delay can be set from 0 to 20 ms. The Czerny Turner spectrograph with a focal length of 500 mm and a grating of 1800 lines mm À1 provides a linear reciprocal dispersion of 1 nm mm À1 . The spectrograph is fully sealed and can be purged by a low ow of argon or helium, consequently the wavelength range of the spectrograph can be set from 170 to 800 nm. Recording of the spectra is carried out by means of a back thinned and front illuminated CCD-camera (2048 Â 14 pixels) with a xed integration time (gate width) of 1 ms. The optical spectral resolution is better than 0.03 nm for the whole spectral range. Spectra can be measured in 30 nm wide regions. The samples are placed inside the sample chamber on the top of the motorized positioning table and the samples can be automatically moved during the analysis. The sample chamber can be ushed with inert gas (He, Ar) or, alternatively, can be evacuated. Selection of the analyzed area of the sample surface is performed via an inbuilt video system with a magnication up to 100Â. The measurements are fully soware controlled (position and number of points in the pattern).
XPS instrumentation
XPS analyses were carried out with an Axis Ultra DLD spectrometer using a monochromatic Al Ka (hn ¼ 1486.7 eV) X-ray source operating at 150 W (10 mA, 15 kV). The spectra were obtained using an analysis area of $300 Â 700 mm. The high resolution spectra, which are required for quantitative analysis, were measured with the step size 0.1 eV and 20 eV pass energy. Instrument base pressure was 2 Â 10 À8 Pa. Spectra were analyzed using CasaXPS soware (version 2.3.15) and were charge corrected to the main line of the carbon C 1s spectral component (C-C, C-H) set to 284.80 eV. A standard Shirley background is used for all sample spectra.
WDXRF instrumentation
The determination of titanium in a thin layer was carried out using a bench-top vacuum wavelength dispersive X-ray uo-rescence spectrometer Spectroscan Makc GVII (Spectron Optel, Wed Petersburg, Russia). The WDXRF spectrometer is equipped with a bent lithium uoride (200) crystal in a Johansson arrangement. A Pd X-ray tube was operated at 40 kV (current 2 mA, output 80 W). The apparatus is equipped with a sealed gas proportional detector lled with Xe.
LA-ICP-TOF-MS instrumentation
The Optimass 8000 ICP-oa-TOF-MS instrument (GBC Scientic Equipment Pty Ltd., Australia) was used throughout this study. The instrument, the detailed description of which is given elsewhere, 20 was equipped with orthogonal acceleration (oa) and Time of Flight mass analyser. Instrument settings are summarised in Table 1 .
Sample characterization
A Scanning Electron Microscope (SEM) JEOL JSM-5500LV at an acceleration voltage of the electron beam 15-20 kV was adopted for visualization of typical representatives of ablation craters on the samples of the steel sheet. The depth of the craters was analyzed employing Digital holographic microscopy (DHM), for details see ref. 21 and 22.
Samples and reference values
A set of sheet steel samples with an ultrathin titanium layer deposited on the layer of tin, which ensures better adhesion of titanium to the substrate (steel sheet), was used for the 
À1
Gasbox plasma ow 12 l min
Gasbox auxiliary ow 0.8 l min
Generator set power experiments. The values of the surface density of titanium in the thin layer were determined by etching of a dened area on the sample surface and subsequent analysis of the obtained solution (ICP-OES, ICP-ToF-MS). The main disadvantage of this procedure is the necessity to etch a large area of steel to ensure the sufficient concentration for determination of titanium in solution. Unfortunately, this process is time consuming and inapplicable for the standard quality control process in the fabrication. The values of surface densities obtained from etch analysis were validated using the reference XPS technique. The values obtained from etch and XPS analysis were in good agreement (correlation coefficient 0.994) and therefore were used for the calibration. However, given the cost and complexity of the device operation (analysis time 45 minutes per sample; high vacuum), this method is not suitable for the standard quality control process.
Optimization of the experimental conditions
In general, the optimization of LIBS analysis is a complex task. It is necessary to nd the best combination of several basic parameters of the LIBS device (energy of laser pulses, delay between pulses, focal spot diameter, number of analytical points, spectrometer slit width, etc.) providing satisfactory values of basic characteristics of the obtained analytical method (LOD, dynamical range, etc.). The above-mentioned LIBS parameters are closely linked together and a minor change in one of them entails the necessity of a substantial change in the others. Development of the proper LIBS method is thus time consuming and large amounts of samples are consumed during this process. Our optimization procedure on the LIBS device was based on dividing LIBS parameters into the xed and variable ones. Fixed parameters, which are typically the number of shots, the number of analytical points and the spectrometer slit width are set in the beginning of the optimization process with respect to the sample character and demands on the analytical process and they are not changed any more. These parameters were optimized previously. The most important variable parameters were energy of a laser pulse; interpulse delay and focal spot diameter. These parameters strongly inuence the sensitivity, dynamic range and repeatability of the measurements. They were optimized simultaneously and proper parameters, signal-to-background ratio (SBR) and RSD%, were used for evaluation of measurement quality. The optimization of LIBS parameters was performed on the sample with the mean surface density of Ti being 0.6285 mg m À2 . The Ti I 337.28 nm spectral line was repeatedly measured (three series -each with four shots), and then optimization criterion SBR values of the LIBS signal were evaluated (see Fig. 1-3 ). As can be seen from Fig. 1-3 , LIBS analysis was most inuenced by changing the parameters of laser pulse energy and focal spot diameter. The optimal parameters for the LIBS instrument used are listed in chapter 3.1. À2 recorded using the following LIBS conditions -spot diameter 400 mm, spectrometer slit width 15 mm, gate width 1 ms and acquisition delay of 6 ms.
Results and discussion
LIBS spectra and preferences
In case of the samples analysed in this work a non-homogeneous layer of tin on the iron substrate was passivated by titanium. Titanium was present in the form of islands of TiO 2 with diameters in the tens of nanometers. Simultaneously, the titanium surface density was very low (up to 1 mg m À2 ). Unfortunately, the most common techniques in quantitative analysis of the mentioned type of samples fail. The conventional etching technique requiring decomposition of the sample to form a solution, given the type of sample and the complexity of such an analysis, is unusable for the routine analysis. Due to the fact that the LIBS technique allows us to ablate the material from thin surface layer containing titanium, it can record the high signal intensity of spectral lines of titanium, despite its very low concentrations. Based on the preliminary evaluation, the most suitable region of the titanium spectral lines was selected in the range from 320 to 350 nm. The LIBS spectrum recorded in the 320-350 nm wavelength region contained almost all of the strong emission lines of Ti. These emission lines were sufficiently intense and relatively spectrally pure, without interferences from iron and tin lines. The typical LIBS spectrum of Ti obtained under LIBS analysis conditions is shown in Fig. 4 and 5 .
Optimization of LIBS spectrometer parameters for determination of titanium was performed with respect to the properties of the sample. The aim of the optimization of the conditions was to achieve maximum values of the signal to background ratio (SBR) of Ti lines. The sample with the mean surface density of Ti (0.6285 mg m
À2
) was used for optimization of experimental conditions. The LIBS analysis was performed with a focal spot diameter of 400 mm, a laser pulse energy of 130 mJ, 1 laser shots per analytical point, 4 analytical points per sample and a spectrometer slit width of 15 mm. Typical delay time and gate width values of 6 ms and 1 ms, respectively, were used. All measurements were performed under the optimal operating conditions.
The inuence of ablation conditions on the spectra
An important task in the development of a method for determination of Ti in the thin layer was the selection of an appropriate LIBS mode. As is evident from Fig. 4 and 5, a spectrally cleaner spectrum without interference lines from the substrate layer was recorded in the single-pulse mode. Simultaneously, in the singlepulse mode, it was also possible to detect much more lines of Ti À2 recorded on a LIBS device under the optimal conditions -laser energy 105 mJ (both pulses), spot diameter 400 mm, spectrometer slit width 15 mm, gate width 1 ms and acquisition delay of 6 ms. À2 recorded on a LIBS device under the optimal conditionslaser energy 105 mJ (both pulses), spot diameter 400 mm, spectrometer slit width 15 mm, gate width 1 ms and acquisition delay of 6 ms.
and a higher ratio SBR of Ti lines was recorded. On the other hand, higher absolute intensities of Ti lines were obtained in a double-pulse mode. Nevertheless, the best tted calibration curve was obtained in a double-pulse mode. According to Vrenegor, 23 we assume that this fact is caused by more effective elimination of the matrix effect in the double-pulse mode in contrast to the single-pulse mode. Since double-pulse mode led to linear calibrations and at the same time to sufficient sensitivity and better RSD of the measurements, it was chosen as the optimal mode for the following measurements.
Under the optimal conditions, the depth of the crater aer the rst laser shot was about 150 nm. The second laser shot created in the same place a crater with a depth of about 330 nm and the third laser shot created a crater with a depth of about 530 nm. Fig. 6 shows the images of the individual craters and the result of DHM prolometry of the craters created by the laser shots focusing at the 400 mm.
Our assumption about ablation of the complete layer with titanium by the rst laser shot (depth of crater 150 nm) was veried by monitoring of the intensities of titanium lines. Under optimal conditions it was possible to fully ablate the layer with titanium just by the one laser shot. Subsequently, the second laser shot focused to the same spot provided the spectrum in which no lines of titanium were detected (see Fig. 4 and 5). In conjunction with the measurements of the crater depth it was possible to indirectly estimate that the titanium is present in the layer with the thickness less than 150 nm. Simultaneously, the intensities of iron lines, which is the major component of the substrate of the layer containing titanium, were monitored. Aer the rst laser shot, when the layer with titanium was ablated predominantly, the intensities of titanium and tin lines were maximal. In contrast, during the second laser shot (in the same spot) only the substrate was ablated and intensities of iron lines increased sharply (without the presence of titanium lines).
Verication of the successful etching of the complete layer with titanium was carried out also using the LIBS analysis. As is evident from Fig. 7 , the sample aer etching provided a spectrum without the presence of titanium lines in contrast to the spectrum obtained from the same sample before etching. Due to a very low value of LIBS LOD it is a sufficient evidence of etching of the complete layer with the titanium. Furthermore, the spectrum obtained aer the etching was the same (without the presence of titanium lines) as the spectrum obtained by the second double-pulse shot on the sample without the etching. The possibility of using LIBS for the control of the primary analysis (success of the complete etching) is another signicant advantage of this technique.
Calibration curves
Under optimal conditions, the measurements to obtain a calibration curve using the LIBS device were performed. Several Ti lines in the region 320-340 nm were found to be considerably sensitive and provided a linear calibration. Specically Ti(I) 337.28 nm line showed the best linear dependency on the surface density over a concentration range 0-1 mg m
À2
. Integral net intensities of the titanium analytical line with wavelength 337.28 nm were plotted against the corresponding titanium surface densities and the calibration model was suggested for the description of measured data (see Fig. 8 and Table 2) . The calibration curves demonstrate that the LIBS signal intensity at 337.28 nm line increases linearly with the surface density of titanium. The generated calibration curve shows good linearity and precision. Each data point presented in Fig. 8 is the statistical average of 12 scans and the standard error (standard deviation divided by square root of 12) is depicted by the error bar. The precision of any analytical instrument is dened as the repeatability of the measurement, and is usually estimated from the relative standard deviation. The RSD of the measurements on the LIBS device varied in the range of 4-11%. The specic values of RSD are shown by the error bars, which represent the standard deviation from multiple measurements at each value (see Fig. 8 ).
A method of the determination surface density of Ti in the samples was also developed for the WDXRF spectrometer. The obtained calibration curves showed compliance with the calibration curves obtained using LIBS (see Table 2 ). However, the calibration curve was not accurate enough. The signicantly worse tting of the curve calculated for WDXRF compared to LIBS favours the LIBS technique for this type of analysis. Moreover, the sensitivity of the LIBS technique was much higher (100 times higher SBR) than that of the WDXRF technique. In the case of WDXRF the concentration of titanium in the samples was near to the detection limit of the instrument. The main advantage of the LIBS technique is, compared with the WDXRF, its speed, the possibility of local mapping elements onto the sample surface and no restrictions in terms of the geometry of the sample towards the excitation source. In addition, WDXRF analysis requires a relatively large area of the sample with sufficient at-ness. The typical analysis time is 10 minutes per sample.
For the analysis of surface density of titanium in the samples the use of LA-ICP-TOF-MS was also tested. In the case of LA-ICP-TOF-MS analysis it was possible to detect 48 Ti and
49
Ti isotopes with the values of SBR similar to the Ti lines from LIBS. On the other hand, the precision of analysis was slightly worse than WDXRF (see Table 2 ) and reproducibility was signicantly unsatisfactory. The typical analysis time was similar to WDXRF (10 minutes per sample). A major disadvantage of the technique is the higher operating cost, namely consumption of helium and argon. Since the time needed and the cost of the analysis were higher than those in the case of LIBS, we did not continue with the investigation of LA-ICP-TOF-MS analysis.
The LOD of titanium was determined according to the de-nition 3sB/s, where sB is the standard deviation of the blank (steel sheet without the protective layer containing titanium) and s is the sensitivity determined by the slope of the calibration curve. We determined sB from 12 measurements of the blank signal under the same experimental conditions, where the sample was a steel sheet with the surface density of titanium 0 mg m À2 . From the device point of view, LIBS provided the lowest LOD 0.008 mg m À2 . The low value of LOD indicates that the LIBS technique is very sensitive for this type of analysis and the determination of the surface density is possible even for a much lower concentration than 0.2-1 mg m À2 , which is a range desired by industry.
Conclusion
The results demonstrate the applicability of the LIBS technique for the determination of Ti in ultrathin layers at low concentrations. The proposed method of LIBS analysis eliminates the time-consuming decomposition of the sample and reduces the cost of analysis. Moreover, results from LIBS are consistent with those obtained by the etching method. LIBS is a robust method, with a simple operation and without the use of vacuum or inert gas in the sample chamber. The total time of analysis including data capture and subsequent calculations was less than one minute without the sample preparation. The sensitivity of the LIBS technique is higher than that in the case of WDXRF, which provides a signicantly worse tted curve (results with more signicant error). The advantage of the LIBS technique is the speed, the possibility of local mapping of elements and no restrictions in terms of the sample geometry towards the excitation source. The LIBS technique represents an interesting and promising application for elemental analysis of ultrathin layers in low concentrations. The results have shown that the compact commercial LIBS system is suitable for fast determination of titanium surface density and in this case even surpasses wellestablished and sophisticated techniques as WDXRF and LA-ICP-TOF-MS (see Table 3 ). The applicability verication in the laboratory conditions opens the possibility of implementing the LIBS technique in industry as an instrument for online measurements in production.
