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RÉSUMÉ 
 
Les inondations causées par les ruptures de barrages, les crues et les tsunamis sont d’une 
violence de plus en plus accrue et il importe de considérer avec plus d’attention les études 
relatives à la protection contre ce fléau. Les mesures préventives contre les inondations 
consistent généralement en des actions sur les cours d’eau à travers la canalisation des débits, 
en des aménagements tels que les digues de protection, les barrages écrêteurs de crues ou les 
canalisations d’évacuation. La mise en œuvre de telles mesures de protection nécessite 
l’intervention de l’hydraulicien dans la modélisation et la prédiction de la dynamique des 
écoulements caractérisant les inondations.  
 
L’objectif principal de cette thèse est de proposer un modèle numérique explicite de 
simulation des écoulements à surface libre en général et des inondations en particulier et de 
construire un modèle numérique d’ordre réduit subséquent pour des calculs accélérés. Cet 
objectif est atteint à travers la discrétisation des équations d’eaux peu profondes par les 
volumes finis et la réduction des équations discrétisées par projection de Galerkin sur des 
bases obtenues par la technique de décomposition orthogonale aux valeurs propres (POD). 
 
Le modèle numérique aux volumes finis est adapté à la simulation adéquate des bancs 
couvrants et découvrants qui représentent des phénomènes caractérisant les écoulements 
d’inondation. Leur prise en compte sur des bathymétries réelles fortement irrégulières est 
restée longtemps un défi. En effet les bancs couvrants et découvrants se manifestent par le 
mouvement des interfaces entre le mouillé et le sec.  Ces zones de discontinuité où le niveau 
tend à s’annuler peuvent être internes (apparition d’îlots) ou externes et leur traitement est 
très souvent source d’instabilités numériques pouvant se traduire par une génération 
d’hauteurs d’eau négatives ou de vitesses irréalistes. 
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Dans cette étude, les équations de Saint-Venant sont considérées dans leur forme de base de 
sorte à éviter l’intégration du terme source de géométrie. Ce terme est obtenu dans la 
démarche courante par éclatement du terme englobant les forces de gravité (car ne respectant 
pas la forme divergente stricte) en un terme de pression et en un terme source de variation de 
la géométrie. Il est proposé une approximation locale du terme source de gravité de sorte à en 
obtenir une forme divergente permettant de l’inclure dans le flux d’interface. Un schéma de 
Lax-Friedrichs avec un terme de dissipation artificielle est utilisé pour le calcul des flux aux 
interfaces. Le calcul du flux est adapté selon la nature sèche ou mouillée de la cellule 
courante. La technique de correction locale de la surface libre est utilisée afin de palier la 
création d’un gradient de niveau d’eau au voisinage des zones sèches, phénomène 
responsable de flux non-physiques et d’instabilités numériques. Cette technique permet de 
conserver la condition du fluide au repos ou la C-property. En outre, les calculs symétriques 
aux interfaces assurent au modèle la conservation globale de la masse. 
 
La construction d’un modèle d’ordre réduit de simulation des écoulements à surface libre 
répond à la nécessité d’accélération des calculs pour la prise en compte des incertitudes liées 
aux paramètres physiques utilisés. En effet, les paramètres tels que la bathymétrie, le débit, le 
coefficient de frottement régissant les écoulements réels ne peuvent être saisis avec précision 
du fait de leur variabilité naturelle. Dans une gestion efficace des risques d’inondation, des 
calculs répétitifs doivent prendre en compte les incertitudes sur ces paramètres physiques et 
ce à travers une analyse probabiliste. Cette démarche peut être très coûteuse en temps de 
calculs lorsqu’un modèle explicite avec plusieurs milliers de degrés de liberté est utilisé. Le 
modèle d’ordre réduit (ROM) proposé est basé essentiellement sur la réduction du schéma 
aux volumes finis à travers la projection de Galerkin des équations discrétisées. Les 
équations sont projetées sur un sous-espace engendré par des bases obtenues par la 
décomposition orthogonale aux valeurs propres des matrices des snapshots des variables 
d’intérêt. Les matrices des snapshots sont obtenues par stockage d’un certain nombre de 
solutions numériques du problème étudié durant le temps de simulation. Des approximations 
des termes non linéaires relatifs au flux de convection et de la vitesse d’onde sont effectuées 
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pour la réalisation d’un modèle réduit effectif. Le coût des calculs avec le ROM dépend 
essentiellement de la dimension de la base réduite.  
 
Le modèle aux volumes finis s’est montré précis et robuste à travers les tests de validation 
effectués notamment dans la simulation des bancs couvrants et découvrants sur une 
bathymétrie réelle complexe. Par ailleurs, les résultats obtenus du ROM sont assez proches 
des résultats issus du modèle aux volumes finis pour la phase de reproduction. Lors de la 
phase d’exploitation, l’analyse de sensibilité a montré que pour des perturbations 
raisonnables des conditions et paramètres initiaux (moins de 50% pour le niveau d’eau 
initial), le ROM simule de façon concluante chaque nouveau scénario. Les résultats restent 
satisfaisants et le temps de calcul très appréciable relativement au schéma volumes finis. Il 
ressort en définitive que le modèle d’ordre réduit ici proposé peut être d’une aide précieuse à 
l’ingénieur pour la simulation d’écoulements hypothétiques et éventuellement la définition de 
cartes d’inondation.  
 
Mots-clés: écoulements d’eaux peu profondes; équations de Saint-Venant; bancs couvrants-
découvrants; propagation d’onde; volumes finis; modèle d’ordre réduit; décomposition 
orthogonale aux valeurs propres 
.
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ABSTRACT 
 
Flooding events caused by dam breaks, long rains and tsunamis have reached such violence 
that more critical preventive measures should be considered. Preventive measures against 
floods generally consist on flow managing and on facilities such as protective dykes, flood 
managing dams or pipes of evacuation. The implementation of such measures of protection 
requires the intervention of the hydraulic engineer in modeling and predicting the flow 
dynamics that characterize the floods. 
 
The main objective of this thesis is to propose a numerical model for the simulation of free 
surface flows in general and floods specifically and to build a reduced-order model (ROM) 
that will allow significant accelerations in the calculations. This is achieved through the 
discretization of the shallow water equations based on the finite volume technique and the 
reduction of those equations by the Galerkin projection onto a subspace spanned by some 
bases through the proper orthogonal decomposition (POD) technique. 
 
The proposed finite volume numerical model is well-adapted to the simulation of wetting and 
drying processes which commonly characterize flooding event. Dealing with wetting and 
drying processes on highly irregular real bathymetries has long been a challenge. Indeed, at a 
wet and dry interface, the water depth tends to zero and forms a discontinuity zone that may 
be internal (appearance of islets) or external. The treatment of this discontinuity problem is 
very often a source of numerical instabilities that can lead to the generation of negative water 
depths or some unrealistic velocities, especially for variable bathymetry. 
 
In this study, the Saint-Venant equations are considered in their basic form in order to avoid 
the integration of the source term of geometry. This term is obtained currently by splitting the 
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term that contains the forces of gravity (which does not respect the strict divergent form) in a 
term of pressure and a source term of the variation of the geometry. A local approximation of 
the source term of gravity is applied so as to obtain a divergent form to be included in the 
interface flux. A Lax-Friedrichs scheme with an artificial dissipation term is used to calculate 
the flux at the interfaces. The calculation of the flux is adapted to the wet or dry state of the 
calculated cell. The local free surface correction technique is used to circumvent the 
generation of a water level gradient in the vicinity of dry areas which is a phenomenon 
responsible for non-physical fluxes and numerical instabilities. This technique preserves the 
condition of the fluid at rest or the C-property. In addition, the symmetrical calculations at 
the interfaces ensure the global mass conservation overall the computational domain. 
 
The construction of a reduced order model for the simulation of free surface flows answers 
the necessity of accelerating the calculations while handling the uncertainties involved in the 
physical parameters. Indeed, parameters such as the bathymetry, the inflow flux, the friction 
coefficient, that governs real flows cannot be defined precisely because of their natural 
variability. In effective flood risks managements, repetitive calculations have to take into 
account the uncertainties in these physical parameters and this, through a probabilistic 
analysis. This can be very time consuming when a high fidelity model with thousands of 
degrees of freedom is used. The reduced order model (ROM) proposed is based essentially 
on the reduction of the finite volume scheme through the Galerkin projection of the 
discretized equations. The equations are projected onto a subspace spanned by bases obtained 
from the proper orthogonal decomposition of the snapshots matrices of the variables of 
interest. The snapshots matrices are obtained by recording a number of numerical solutions 
of the considered problem during the simulation time. Approximations of the nonlinear terms 
related to the convection flux and the wave velocity are applied to derive an effective 
reduced order model. The CPU time with the ROM depends mainly on the size of the POD 
reduced bases.  
 
The finite volume model proved accurate and robust through validation tests and mainly in 
the simulation of wetting and drying transitions on a real complex bathymetry. On the other 
XV 
hand, the results obtained from the ROM are quite close to those of the finite volumes model 
for the reproduction phase. During the operation phase, the sensitivity analysis showed that 
for reasonable perturbations on the initial conditions and the physical parameters (less than 
50% for the initial free surface level), the ROM simulates with a quite good accuracy each 
new scenario. The speedups are very significant with respect to the finite volume scheme. It 
appears that the reduced order model proposed here can be of great help for the engineer in 
the simulation of hypothetical flows and possibly for the definition of flood maps. 
 
Keywords: shallow water flows; Saint-Venant equations; wetting and drying transitions; 
wave propagation; finite volumes; reduced-order model; proper orthogonal decomposition.  
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 INTRODUCTION 
 
Généralités et problématique 
Les inondations dues aux glissements de terrains, aux séismes (entrainant des tsunamis), aux 
ruptures de barrages, ou aux longues intempéries sont de plus en plus catastrophiques. Il 
importe par conséquent, de considérer avec plus de circonspection les études relatives aux 
mesures préventives. Les mémoires resteront longtemps marquées par le tsunami de mars 
2011 au Japon dont les dégâts ont été chiffrés à plus de 150 milliards d’euros (lemonde.fr du 
29-03-2011). Dans le sud du Québec, la crue des eaux causée par de fortes pluies durant 
plusieurs jours a fait augmenter le niveau de l’eau sur plusieurs kilomètres au sud de la 
rivière Richelieu d’avril à mai 2011, frappant cette région par des inondations d’une étendue 
et d’une durée sans précédent. Enfin, l’histoire de la France est marquée par l’inondation de 
la vallée de Fréjus suite à la rupture du barrage de Malpasset en décembre 1959.  
 
Les mesures préventives relatives aux inondations sont nombreuses. La protection physique 
contre les inondations consiste généralement en des actions sur le cours d’eau à travers la 
canalisation des débits, le calibrage du lit mineur, mais aussi en des aménagements tels que la 
construction de digues de protection, de barrages écrêteurs de crues ou des canalisations 
d’évacuation. Au titre des mesures préventives, figure également l’établissement des cartes 
d’inondations identifiant les zones inondables selon les scénarios les plus critiques pour 
l’établissement d’un plan d’évacuation d’urgence. La mise en œuvre de telles mesures de 
protection nécessite l’intervention de l’hydraulicien dans la description de la physique du 
phénomène d’inondation et la dynamique des écoulements subséquents.  
 
Les défis auxquels est confronté l’hydraulicien prennent de nouvelles dimensions face à la 
violence de plus en plus accrue des catastrophes dues aux inondations. La construction 
d’aménagements de défense contre les crues et les inondations ne peuvent se faire sans la 
prise en compte des interactions avec un plus grand système formé du bassin versant, de 
l’ensemble des vallées et plaines inondables. La modélisation de la dynamique de l’ensemble 
de ce système comprend un volet hydrodynamique, un volet sédimentaire et désormais un 
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volet environnemental avec entre autres la dynamique des polluants (Dewals, 2006). En 
hydrodynamique particulièrement, la prédiction des zones inondables doit être de plus en 
plus précise et ce à travers le développement d’un modèle numérique adéquat de simulation 
des bancs couvrants et découvrants. Par ailleurs, les paramètres physiques (bathymétrie, 
débit, coefficient de résistance) régissant les écoulements réels ne peuvent être saisis avec 
précision du fait de leur variabilité naturelle. En outre, les crues et les inondations ont un 
caractère aléatoire. Il convient donc d’associer à l’étude hydrodynamique une analyse 
probabiliste. 
 
Dans la construction des infrastructures de protections sécuritaires contre les inondations, la 
prise en compte des incertitudes dans la pratique courante consiste à appliquer des facteurs de 
sécurité. Il en résulte un surdimensionnement des constructions pouvant se traduire par 
l’ajout d’une unité de mesure supplémentaire ou plus sur la crête prédite des digues de 
protection. Dans l’élaboration des cartes d’inondation, il est parfois recommandé de minorer 
le temps d’arrivée des ondes. De telles corrections sont basées sur une analyse unique 
considérant un débit extrême et peuvent donc être défaillantes. 
 
La prise en compte des incertitudes liées aux paramètres physiques utilisés lors des 
simulations numériques nécessite idéalement une analyse probabiliste couplée au modèle 
déterministe. Cependant, l’analyse probabiliste requiert un nombre relativement élevé de 
simulations dont le coût peut être prohibitif pour des systèmes réels complexes malgré les 
progrès fulgurants enregistrés dans le domaine de l’informatique. Le besoin de faire des 
calculs répétitifs dans l’analyse des incertitudes doublé de la nécessité de résoudre de façon 
accélérée les cas d’écoulements hypothétiques pour l’aide à la prise de décision en situation 
d’urgence exigent l’utilisation d’un modèle réduit de simulation assurant une accélération 
significative des calculs et des résultats d’une précision acceptable.   
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Équations de Saint-Venant 
Les écoulements caractérisant les inondations peuvent être modélisés à travers les équations 
d’eaux peu profondes ou équations de Saint-Venant. En effet, ces écoulements sont 
généralement de faibles profondeurs et constituent des processus de propagation avec de 
longues longueurs d’onde. Les équations de Saint-Venant dérivent d’un système d’équations 
plus générales dites équations de Navier Stokes par application de l’hypothèse de la pression 
hydrostatique. Elles sont constituées des formes différentielles des équations de conservation 
de la masse et de la quantité de mouvement. La complexité des écoulements d’inondation, 
l’étendue du domaine couvert et la variabilité des paramètres physiques les décrivant ont 
longtemps imposé l’utilisation d’études expérimentales, la résolution analytique des systèmes 
d’équations correspondantes étant pratiquement impossible. Avec l’avènement et le 
développement accéléré de l’outil informatique, la résolution numérique des problèmes 
physiques à l’aide d’ordinateurs ou la CFD (Computational Fluid Dynamics) a connu un 
essor impressionnant depuis ces dernières décennies.  
 
La CFD est utilisée comme un outil d’appoint ou de substitution (pour compléter ou 
suppléer) aux méthodes expérimentales beaucoup plus onéreuses. Des efforts intensifs ont été 
consacrés au développement d’algorithmes numériques capables de simuler la dynamique 
des écoulements à surface libre ces dernières décennies (Audusse E. et al., 2004; Bradford et 
Sanders, 2002; Brufau, Garcia-Navarro et Vazquez-Cendon, 2004; Castro et al., 2005; Jiang 
et Wai, 2005; Kramer et Jozsa, 2007; Krüger et Rutschmann, 2006; Liang et Borthwick, 
2009; Liao, Wu et Liang, 2007; Nikolos et Delis, 2009; Song et al., 2010; Tchamen et 
Kahawita, 1998; Zhang et al., 2007). Cependant, plusieurs millions de degrés de liberté sont 
parfois nécessaires à l’obtention d’un certain seuil de précision des résultats issus du modèle 
numérique. En outre, une difficulté spécifique à la modélisation des écoulements 
d’inondation réside dans la mobilité de la frontière du domaine mouillé avec parfois de fortes 
variations sur les berges. Il en résulte un problème de conditions aux limites non-linéaires et 
non-stationnaires (Soulaïmani, 1983). 
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Bancs couvrants et découvrants 
Le problème de conditions aux limites non-linéaires et non-stationnaires se caractérise 
également par l’évolution des bancs couvrants et découvrants. Ceux-ci constituent un 
phénomène très présent dans les écoulements d’eaux peu profondes tels que les écoulements 
estuariens, lagunaires, fluviaux, les inondations et tout cours d’eau sujet à une oscillation de 
sa surface libre. Les bancs couvrants et découvrants se traduisent par l’exondation ou 
l’inondation d’une zone, ou encore par leur production alternée selon la vitesse et la hauteur 
d’eau à l’intérieur du domaine et la variabilité de la bathymétrie. Le mouvement des 
frontières humide/sec (H/S) en résultant constitue un aspect très important dans une étude 
préventive des inondations. La reproduction adéquate des bancs couvrants et découvrants est 
restée longtemps un défi pour les modèles numériques. Parmi les études pionnières de 
modélisation des écoulements à surface libre, figurent les travaux de Reid et Bodine (1968), 
Leendertse et Gritton (1971) et de Lynch et Gray (1978).  
 
Les approches proposées dans la littérature pour le traitement des bancs couvrants et 
découvrants sont de deux types : 
(i) Modification ou adaptation continue du maillage du domaine occupé par le fluide, ou 
méthode de Lagrange ou d’Euler-Lagrange. 
(ii) Maillage fixe d’un domaine maximal pouvant être occupé par le fluide durant 
l’écoulement ou méthode d’Euler. 
L’accent est mis, au delà de ces approches, sur le traitement des termes sources de friction 
(Heniche et al., 2000) et de géométrie (Bradford et Sanders, 2002), mais aussi et surtout sur 
le traitement de l’interface H/S assimilable au problème de Riemann  (Beffa et Connell, 
2001; Brufau et Garcìa-Navarro, 2003; Brufau, Vazquez-Cendon et Garcia-Navarro, 2002). 
 
Réduction du modèle 
La modélisation des écoulements à surface libre à partir des équations aux dérivées partielles 
(ÉDP) conduit à une résolution numérique des équations discrétisées formant des systèmes 
non-linéaires de très grandes tailles pour des écoulements réels complexes. La résolution de 
tels systèmes requiert des ressources informatiques assurant une grande capacité de mémoire 
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et une rapidité d’exécution appréciable. Bien que les ressources informatiques connaissent un 
essor considérable (grande capacité de mémoire, processeurs assurant le parallélisme 
d’exécution), la résolution de systèmes de très grande taille avec des nombres très élevés de 
degrés de liberté (allant jusqu’à l’ordre du million) reste coûteuse en temps de calculs. 
D’autre part, les exigences rencontrées par les ingénieurs en termes de précision, de fiabilité 
et de rapidité d’exécution sont de plus en plus importantes (réduction de la consommation de 
fuel des véhicules, optimisation des processus industriels).  
 
Le besoin de fiabilité des prédictions numériques tient de ce que les paramètres physiques 
d’entrée sont entachés d’incertitudes. L’analyse de fiabilité pour la prise en compte des 
incertitudes est généralement réalisée à travers une approche probabiliste nécessitant des 
calculs répétitifs avec plusieurs appels au modèle déterministe. À titre illustratif, l’utilisation 
de la méthode de Monte Carlo requiert un nombre de réalisations de l’ordre de 100/p pour un 
évènement de probabilité p. Le temps de calculs nécessaire pour un évènement de faible 
probabilité peut être donc très prohibitif. Par ailleurs, en situation d’urgence, ou dans le 
domaine du contrôle actif où la simulation en temps quasi-réel est nécessaire, l’utilisation 
d’un modèle explicite (coûteux en temps de calcul) n’est d’aucune praticité (Dibike, 
Solomatine et Abbott, 1999; Liberge et Hamdouni, 2010; Ravindran, 2000b). 
 
La construction d’un modèle d’ordre réduit (ROM) s’avère être une approche efficace 
assurant la possibilité de réduire le temps de calculs en conservant la dynamique 
prédominante du système étudié. Une fois construit, le modèle d’ordre réduit devrait être de 
plusieurs ordres de grandeur plus rapide que le code primaire. Il devrait être en outre utile de 
par sa précision dans la prédiction des problèmes définis par des paramètres d’entrée 
différents de ceux ayant servi à sa conception (Forrester, Sóbester et Keane, 2008). Les 
principales attentes d’un modèle réduit sont : 
(i) La rapidité d’exécution : une réduction significative du temps de prédiction relativement 
au modèle primaire. 
(ii) La précision : l’obtention de résultats exploitables assez proches de ceux du modèle 
primaire. 
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(iii) L’utilité : la possibilité d’exploitation du modèle par application à de nouveaux 
scénarios.  
(iv) L’autonomie de l’utilisateur : la possibilité d’utilisation du modèle réduit sans grande 
expertise. 
 
Objectifs et méthodologie 
L’objectif principal de cette thèse est de proposer un modèle numérique de simulation des 
écoulements à surface libre en général (des inondations en particulier) et de proposer un 
modèle numérique d’ordre réduit subséquent. Un code écrit en langage FORTRAN 90 est 
développé à cet effet afin de servir d’outil d’aide à l’analyse. 
Les objectifs spécifiques sont : 
(i) La construction d’un modèle numérique explicite bidimensionnel simulant adéquatement 
les bancs couvrants et découvrants. 
(ii) La satisfaction des propriétés de conservation (C-property et masse globale) en présence 
de discontinuités formées par les zones sèches externes et internes. 
(iii) La construction d’un modèle d’ordre réduit (ROM) assurant une accélération 
significative des simulations et des résultats assez proches de ceux fournis par le modèle 
explicite. 
(iv) L’exploitation du modèle réduit à travers une analyse de sensibilité aux paramètres 
initiaux. 
 
La construction du modèle numérique est basée sur la discrétisation des équations de Saint-
Venant à travers la technique des volumes finis. La prise en compte des bancs couvrants et 
découvrants est assurée par un traitement approprié des interfaces H/S. Les flux aux 
interfaces sont calculés à travers un schéma simple mais robuste de Lax-Friedrichs avec un 
terme artificiel de dissipation. Le choix de ce schéma est justifié par le besoin d’assurer la 
vérification des propriétés de conservation, soit la solution stationnaire ou C-property 
(Bermúdez et Vazquez, 1994) et la masse globale à travers un calcul symétrique aux 
interfaces. 
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Le ROM est réalisé à travers la projection de Galerkin des équations de Saint-Venant 
discrétisées sur un sous-espace engendré par des bases spécifiques. Ces bases sont obtenues 
par la décomposition orthogonale aux valeurs propres (POD) (Lumley, 1967; Sirovich, 1987) 
de la matrice des snapshots. Cette dernière est obtenue par stockage d’un certain nombre de 
solutions numériques du problème étudié durant le temps de simulation. Des approximations 
judicieuses des termes non-linéaires sont proposées pour contourner les difficultés relatives à 
la réduction, le but étant essentiellement de garantir un gain appréciable en temps de calculs 
sans compromettre la précision des résultats. 
 
Originalité et contributions 
L’originalité et les contributions apportées par ce projet se présentent sous trois axes : 
 
Premièrement, nous proposons un modèle numérique bidimensionnel simple (facile à 
implémenter) de simulation des bancs couvrants et découvrants. Les instabilités numériques 
dues à l’apparition des zones sèches à l’intérieur du domaine inondé sont résolues dans le 
présent modèle. Les propriétés de conservation sont également assurées en situation générale. 
Le travail réalisé à ce premier niveau a permis de publier un article dans la revue scientifique 
Computer Methods in Applied Mechanics and Engineering :  
Zokagoa, Jean-Marie, et Azzeddine Soulaimani. 2010. « Modeling of wetting-drying 
transitions in free surface flows over complex topographies ». Computer Methods in Applied 
Mechanics and Engineering, vol. 199, p. 2281-2304. doi:10.1016/j.cma.2010.03.023. 
  
En second lieu, nous proposons un modèle d’ordre réduit de simulation des écoulements à 
surface libre par un traitement direct des équations de Saint-Venant, ce qui à notre 
connaissance n’avait pas encore été réalisé. Les équations de Saint-Venant sont fortement 
non-linéaires si bien que leur réduction a toujours été éludée à travers l’utilisation 
d’équations transformées allégeant la difficulté de la présence des composantes non-scalaires 
du vecteur vitesse (Esfahanian et Ashrafi, 2009). Dans la présente étude, nous résolvons ces 
difficultés par la définition de matrices ou de tenseurs constants et indépendants définis par 
l’utilisation de la technique POD et de la projection de Galerkin. Des approximations des 
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termes fortement non-linéaires sont utilisées afin d’assurer la célérité des calculs. L’utilité du 
modèle est mise en évidence à travers une étude de sensibilité aux paramètres initiaux ayant 
servi à construire un modèle d’ordre réduit d’un problème d’écoulement donné. Des 
perturbations des paramètres initiaux définissant des scénarios différents sont considérées 
afin de confirmer la possibilité d’utilisation du modèle déterministe d’ordre réduit dans une 
analyse de fiabilité par couplage avec un modèle stochastique. Le modèle d’ordre réduit est 
implémenté de sorte à être facilement utilisable. Le passage d’un problème d’écoulement à 
un autre ne nécessite pas une expertise particulière de la part de l’utilisateur, ce qui 
représente une caractéristique déterminante dans la construction d’un modèle d’ordre réduit. 
À ce niveau, un second article a été publié dans la revue scientifique Computer Methods in 
Applied Mechanics and Engineering :  
Zokagoa, Jean-Marie, et Soulaïmani Azzeddine. 2011. « A POD-based reduced-order model 
for free surface shallow water flows over real bathymetries for Monte-Carlo-type 
applications ». Computer Methods in Applied Mechanics and Engineering. 
doi:10.1016/j.cma.2011.11.012. 
 
 
Enfin, le code de calcul CUTEFLOW utilisé durant ce travail a été entièrement élaboré au 
sein du groupe de recherche sur les applications numériques en ingénierie et technologie 
(GRANIT). Notre contribution fait suite aux travaux de Youssef Loukili (Loukili et 
Soulaimani, 2007) ayant établi les bases du code CUTEFLOW. Nous y avons inséré les 
modules de traitement des bancs couvrants et découvrants et un module de calculs accélérés 
basé sur la traduction en FORTRAN 90 du modèle numérique d’ordre réduit de simulation 
des écoulements à surface libre ici proposé. Le développement intégral de code est 
d’importance capitale car il évite la nécessité du recours aux codes commerciaux disponibles 
sous forme compilée uniquement. Nous avons ainsi un contrôle total sur l’ensemble des 
étapes des calculs et des modifications à apporter au besoin.  
 
9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Description du groupe de recherche GRANIT 
Tirée de Ben Haj Ali (2008) 
 
 
Organisation de la thèse 
Cette thèse est rédigée afin de ne pas imposer une lecture séquentielle du document bien que 
chaque chapitre ait une importance spécifique. Un organigramme de la structure du 
document présentant l’agencement des chapitres est fourni afin de guider le lecteur pour un 
parcours de la thèse selon ses priorités. 
 
La présente thèse est écrite en deux parties essentielles. La première composée des trois 
premiers chapitres porte sur la présentation du modèle numérique volumes finis pour la 
simulation des écoulements d’eaux peu profondes et des inondations en particulier. La 
seconde partie composée des quatre derniers chapitres porte sur le développement du modèle 
d’ordre réduit du modèle précédent. 
 
Le premier chapitre présente une revue de la littérature des traitements des bancs couvrants et 
découvrants. Nous y décrivons les différentes approches de traitement des interfaces H/S en 
relevant leurs limites et/ou leurs avantages. Le second chapitre est consacré à la discrétisation 
 
10 
des équations de Saint-Venant par les volumes finis et au traitement des interfaces H/S pour 
la simulation des bancs couvrants et découvrants. Le troisième chapitre porte sur la validation 
du modèle numérique présenté au chapitre 2 à travers des tests numériques. Les premiers 
tests sont des tests classiques rencontrés dans la littérature. Le dernier test porte sur 
l’estacade de Bordeaux, une portion de la rivière des Prairies à Laval (Québec). Les bancs 
couvrants et découvrants y sont simulés avec des conditions aux limites extrêmes de sorte à 
mettre à l’épreuve la robustesse du modèle proposé.  
 
Le quatrième chapitre entame la seconde partie du document et présente une revue 
généralisée des méthodes de réduction. Le cinquième chapitre porte sur le modèle réduit 
relatif au schéma numérique présenté au chapitre 2. La méthode de réduction par la technique 
POD y est exposée de façon détaillée de sorte à en faciliter l’implémentation. Le sixième 
chapitre est consacré à la validation du modèle numérique d’ordre réduit. Les tests simulés 
portent sur des problèmes de rupture de barrages pour des bathymétries simples et la portion 
de la rivière des Prairies considérée au chapitre 3. Chaque test est d’abord simulé à partir du 
modèle numérique volumes finis pour le stockage des snapshots et la construction des 
matrices et tenseurs définissant le modèle réduit du problème précédemment simulé. Ensuite, 
le problème est simulé à nouveau avec les mêmes conditions et paramètres initiaux à l’aide 
du modèle réduit. Les résultats issus des deux modèles sont comparés : cette étape 
correspond à la phase de reproduction.  
 
Le dernier chapitre porte sur la phase d’exploitation. Le modèle réduit est appliqué à des 
problèmes adjacents (nouveaux scénarios) définis par des conditions initiales et des 
paramètres physiques différents de ceux ayant servi à sa construction. Cette phase permet de 
mettre en évidence les limites d’exploitation d’une base POD obtenue, mais aussi et surtout 
la possibilité d’utilisation du modèle réduit d’un problème considéré dans une étude 
d’optimisation ou de fiabilité par couplage avec des méthodes de calculs stochastiques.  
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 Organisation générale de la thèse 
 

 CHAPITRE 1 
 
 
PRÉDICTION DES ÉCOULEMENTS À SURFACE LIBRE : REVUE DE LA 
LITTÉRATURE 
1.1 Introduction  
Les écoulements à surface libre sont généralement prédits à travers la résolution des 
équations d’eaux peu profondes ‘shallow water equations’ (SWEs). Ces équations sont 
adaptées à la description des écoulements en canal, dans les rivières, les baies, les estuaires et 
les régions océaniques côtières. Ces équations sont également adaptées à la modélisation des 
écoulements catastrophiques tels que les inondations ou les tsunamis. Cependant, la 
résolution des équations d’eaux peu profondes pour des écoulements dans des domaines 
présentant des topographies complexes avec des déformations tridimensionnelles de la 
bathymétrie présente quelques difficultés.  Celles-ci résident dans le traitement des termes de 
gravité et dans le traitement du terme de friction. Ces termes en effet doivent être intégrés de 
façon cohérente avec le schéma numérique utilisé pour les termes différentiels sous forme 
divergente (Tchamen, 2006).  
 
D’autre part, les écoulements d’eaux peu profondes sont également caractérisés par 
l’exondation ou l’inondation d’une zone, ou encore par leur production alternée selon la 
vitesse et la hauteur d’eau à l’intérieur du domaine. Ce phénomène des bancs couvrants et 
découvrants caractérise tout cours d’eau sujet à une oscillation de sa surface libre et le 
mouvement des frontières humide/sec (H/S) en résultant constitue un aspect très important 
dans une étude préventive des inondations. Il en résulte en effet, un problème de conditions 
aux limites non-linéaires et non-stationnaires dont la résolution adéquate est restée pendant 
des décennies un défi pour les modèles numériques.  
 
Ce premier chapitre présente les équations d’eaux peu profondes ou équations de Saint-
Venant et traite des méthodes proposées dans la littérature pour la résolution des difficultés 
liées aux traitements des termes sources et des interfaces (H/S).  
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1.2 Équations d’eaux peu profondes  
Les équations d’eaux peu profondes ou équations de Saint-Venant dérivent du système 
d’équations plus générales que sont les équations de Navier Stokes auxquelles est affectée 
l’hypothèse de la pression hydrostatique. Ces équations ont un caractère hyperbolique et sont 
formées d’un ensemble de trois équations couplées, soient l’équation de continuité, et les 
deux équations de la conservation de la quantité de mouvement. Considérant un fluide 
incompressible dans un domaine Ω  et négligeant les effets de diffusion, les forces de 
Coriolis et l’action du vent, les équations de Saint-Venant peuvent s’écrire en 2D sous la 
forme suivante : 
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•  h désigne la hauteur d’eau telle que h zη= −  avec η  représentant la surface libre et z la 
bathymétrie comme l’indique la figure 1.1.  
•  (u, v) sont les composantes de la vitesse moyenne. 
•  g est l’accélération gravitationnelle. 
•  n est le coefficient de friction de Manning. 
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•  fS désigne le terme de friction. 
•  sT  est le temps. 
 
 
 
 
 
 
 
 
 
 
Figure 1.1  Description des variables définissant la surface libre ,η   
la hauteur d’eau h  et la bathymétrie z  
 
 
Les techniques numériques de résolution des équations de Saint-Venant sont basées sur les 
différences finies, les éléments finis et les volumes finis apparus ces 20 à 30 dernières 
années. Ces techniques nécessitent un maillage du domaine d’étude pouvant être celui 
occupé par le fluide ou un domaine plus étendu. Selon les conditions initiales ou durant 
l’écoulement, des cellules ou nœuds du maillage peuvent passer du sec au mouillé ou 
inversement selon la complexité de la topographie. Des pentes adverses peuvent en effet se 
dresser et créer des interfaces humide/sec (H/S) ou des cellules partiellement mouillées. Le 
traitement numérique de ces discontinuités est très souvent source d’erreurs de stabilité non 
négligeables pouvant se traduire par la génération d’une hauteur d’eau irréaliste, infinie ou 
négative. Il en résulte un schéma instable ou non conservatif.  
 
Parmi les études pionnières de modélisation des écoulements à surface libre, figurent les 
travaux de Reid et Bodine (1968), Leendertse et Gritton (1971) et de Lynch et Gray (1978). 
16 
Les avancées pertinentes jusque là enregistrées sont celles relatives à la capacité pour 
certains codes à simuler des écoulements avec une gamme assez importante de conditions 
aux limites et initiales. Ce sont entre autres les écoulements sous critiques et supercritiques, 
ceux autour et à travers des structures simples, les recouvrements de lits initialement secs, les 
bathymétries présentant des irrégularités simplifiées (Bradford et Sanders, 2002; Brufau et 
Garcìa-Navarro, 2003; Castro et al., 2006). Il existe cependant quelques résultats intéressants 
pour des écoulements réels à bathymétries complexes (Brufau, Vazquez-Cendon et Garcia-
Navarro, 2002; Díaz et al., 2008; Heniche et al., 2000; Loukili et Soulaimani, 2007; Sleigh et 
al., 1998; Tchamen et Kahawita, 1998; Tchamen, 2006). Pour certains cas isolés, l’on 
dispose de quelques données de comparaison. Il s’agit entre autres de la simulation du bris de 
barrage de Malpasset au sud de la France en 1959 (Brufau, Garcia-Navarro et Vazquez-
Cendon, 2004; Hervouet, 2000; Tchamen, 2006), l’inondation du bief de la Rivière de Meuse 
en Hollande en 1995 (Bates et De Roo, 2000) et celle de la Rivière Severn au centre-ouest de 
l’Angleterre (Bates et al., 2004). Les données pour ces derniers cas ont pu être obtenues par 
photo satellite (Synthetic Aperture Radar). Les données expérimentales les plus fournies sont 
celles relatives au bief de la Rivière Culm (Devon, UK) (Nicholas et Mitchell, 2003); la 
fréquence des inondations (six fois par an) en fait un cadre idéal de collecte de données. 
 
La simulation adéquate des bancs couvrants et découvrants présents dans les écoulements de 
type inondation nécessite une intégration appropriée des termes sources et un calcul judicieux 
des flux d’interfaces. 
 
1.3 Traitement des termes sources 
La présence de termes sources dans les équations peut enfreindre le critère de positivité 
consistant à éviter la génération d’une hauteur d’eau négative. Les termes sources pour les 
équations d’eaux peu profondes sont composés des termes de géométrie et de friction. Le 
terme source de géométrie est obtenu par la décomposition du terme relatif aux forces de 
gravité en une composante de pression et une composante de variation de la géométrie. 
Comme l’indique Tchamen (2006), cette décomposition aboutit à une forme propice à 
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l’utilisation des schémas classiques de Riemann, mais il reste à intégrer les termes sources de 
friction et de géométrie de manière cohérente avec le schéma numérique pour les termes 
différentiels exprimés sous forme divergente. En particulier, en volumes finis, la difficulté 
dans la modélisation numérique des équations d’eaux peu profondes contenant les termes 
sources réside dans l’équilibre global entre le gradient du flux et les termes sources lorsqu’un 
problème à bathymétrie variable est considéré. 
  
1.3.1 Terme source de friction 
Le terme source de friction est exprimé en général en fonction du coefficient de friction de 
Manning et nécessite seulement une discrétisation appropriée en temps. Lors de la 
propagation des bancs couvrants et découvrants, à l’interface H/S, la hauteur d’eau h dans 
(1.3) tend vers zéro. Les forces de friction deviennent alors très grandes et peuvent générer 
des instabilités numériques. Heniche et al.,(2000) proposent à cet effet une adaptation du 
coefficient de friction à la fluctuation du niveau d’eau : 
 
( 0)
( 0)
n n
n n (1 )
h
h hβ
≥
<
=
= +
 
 
(1.4)
 
La validation du modèle montre qu’une meilleure précision est obtenue pour des valeurs 
élevées de β  mais les calculs deviennent alors assez coûteux. D’autres auteurs (Bradford et 
Sanders, 2002; Loukili et Soulaimani, 2007; Tchamen et Kahawita, 1998; Tchamen, 
Kahawita et Tessier, 1994) ont procédé plutôt à une intégration du terme source de friction 
selon un schéma implicite ou semi-implicite. Cette démarche respecte le caractère réactif du 
terme source de friction et permet d’éviter les changements brusques de vitesses et de 
niveaux d’eau, sources d’instabilités numériques. 
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1.3.2 Terme source de géométrie 
Le traitement du terme source de géométrie consiste en général à équilibrer le flux 
d’interface avec la pente du lit afin d’assurer la condition du fluide au repos. Cette condition 
se rapporte à la propriété de conservation dite ‘C-property’ (Bermúdez et Vazquez, 1994) et 
permet d’éviter l’apparition d’oscillations parasites dues à la discrétisation du terme source. 
A cet effet, la technique d’adaptation du terme source de géométrie a été couramment utilisée 
afin de satisfaire à la C-property en présence d’interfaces H/S. Cette approche est souvent 
précédée de la stratégie de différentiation décentrée vers l’amont (upwinding) présentant 
plusieurs avantages à la base (Bermúdez et Vazquez, 1994; Castro et al., 2005; Van Leer, 
1992; Vazquez-Cendon, 1999). Les schémas numériques en résultant sont robustes 
notamment pour des écoulements à régimes changeants. Ils prennent en compte la non-
linéarité des équations et sont adaptés à leur nature hyperbolique.  
 
D’autres auteurs ont procédé à un traitement direct de la forme intégrale du terme source de 
géométrie à travers une approximation locale ou une substitution de la hauteur effective. 
Bradford et Sanders (2002) ont proposé en effet, la substitution de h par z−η utilisée ensuite 
par Loukili et Soulaïmani (2007). L’expression suivante est alors obtenue : 
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2 2
z z z zg d g
x x x x
η η
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(1.5)
 
Ainsi, puisque η  (niveau de la surface libre) est constant pour un plan d’eau au repos, le 
modèle ne génère aucun mouvement. L’approche s’est avérée cependant moins précise dans 
la simulation des grandes vagues. Tchamen Georges (2006) a plutôt proposé une 
approximation locale à travers la linéarisation du terme η∇h  : 
 
I I
Ih ds h dsη η
Ω Ω
∇ = ∇   (1.6) 
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L’intérêt de cette approximation réside dans l’obtention d’une forme divergente des termes 
de gravité permettant ainsi d’éviter le traitement direct des termes sources de géométrie, à 
l’origine d’instabilités numériques. 
 
1.4 Traitement des bancs couvrants-découvrants 
Les bancs couvrants-découvrants sont des phénomènes inhérents aux écoulements d’eaux 
peu profondes sur une bathymétrie variable qui produisent un mouvement du front d’onde 
pouvant se manifester par l’inondation ou l’assèchement des zones. Le mouvement des 
frontières H/S en résultant constitue un aspect très important dans l’étude de la propagation 
des ondes de crue ou d’inondation. Il en résulte un problème de conditions aux limites non-
linéaires et non-stationnaires qui est resté longtemps un défi pour les modèles numériques. 
Les effets d’inondation étaient en effet négligés dans les premières études, et des frontières 
solides étaient plutôt considérées. 
 
Les approches proposées dans la littérature pour le traitement des bancs couvrants et 
découvrants sont de deux types : 
(i) Modification ou adaptation continue du maillage du domaine occupé par le fluide, ou 
méthode de Lagrange ou d’Euler-Lagrange. 
(ii) Maillage fixe d’un domaine maximal pouvant être occupé par le fluide durant 
l’écoulement ou méthode d’Euler. 
L’accent est précisément mis sur le traitement numérique de l’interface H/S où la hauteur 
d’eau tend à s’annuler. Ainsi, lorsque les composantes de la vitesse ( , )u v  sont obtenues des 
rapports ( )/ , /hu h hv h , sans aucun traitement particulier, des instabilités numériques 
peuvent être générées. 
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1.4.1 Méthodes de déformation de maillage 
Méthodes Lagrangiennes 
Les méthodes Lagrangiennes considèrent un état initial d’écoulement et de maillage dont les 
nœuds aux frontières seront déplacés selon la vitesse de la ligne de front. Le maillage est 
donc continuellement généré (au moins en partie)  et  adapté aux frontières du domaine 
mouillé. (Akanbi et Katopodes, 1988; Barr et Das, 1980; Beckett et al., 2002; Lynch et Gray, 
1978; Titov et Synolakis, 1995; Vasiliev, 1970).  Selon Lynch et Gray (1978), le front d’eau 
peut être modélisé par les relations suivantes: 
 
0=− zη   à  
0
( ) (0)
t
bx t x v dt= +   (1.7) 
 
bv désigne la vitesse du front d’onde et ( )x t , la position de la ligne de front. Le premier 
modèle selon Balzano (1998) semble appartenir à Reid et Bodine (1968) considérés par ce 
dernier comme les pionniers dans l’étude des fluides en écoulement. Plusieurs travaux se sont 
consacrés à l’approche Lagrangienne mais pour la plupart, à des problèmes 
unidimensionnels. Vasiliev (1970) a développé en effet une technique en différences finies 
adaptée au déplacement des nœuds du maillage mise en œuvre par Barr et Das (1980). Plus 
tard Akanbi et Katopodes (1988) proposeront un schéma de déformation et de génération de 
maillage simulant la propagation ou la régression de l’onde en éléments finis.  
 
Récemment, Ata, Soulaimani et al. (2007) ont proposé dans une formulation purement 
Lagrangienne, un modèle utilisant un algorithme de remaillage continuel basé sur la méthode 
dite NEM (natural element method). Le modèle reste cependant complexe dans son 
implémentation et coûteux en temps de calculs. Feng et Peric (2000a; 2003) de même, ont 
proposé une méthode dite FLD (fully lagrangian description) dans laquelle une technique 
d’adaptation du maillage assurant un contrôle sur sa densité et sa distorsion est introduite. 
Selon le constat de Tchamen et Kahawita (1998), la méthode Lagrangienne pour un modèle 
bidimensionnel doit également adapter le flux au mouvement des nœuds. Cependant, comme 
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l’affirment Bates et Horritt (2005), les approches Lagrangiennes rencontrent en général de 
sérieux problèmes numériques à l’intérieur du domaine. En effet,  leur efficacité peut être 
sérieusement compromise par l’assèchement d’une zone à l’intérieur du domaine (apparition 
d’une île). L’alternative consiste généralement à coupler les méthodes Eulérienne et 
Lagrangienne. 
 
Méthodes Euler-Lagrange 
Selon le modèle d’Euler-Lagrange de Petera et Nassehi (1996), seuls les nœuds passant du 
sec au mouillé ou inversement entre deux pas de temps successifs sont déplacés. Les critères 
de remaillage utilisés sont ceux de Kawahara et Umetsu (1986). Dans la méthode FLD pour 
les éléments finis 3-D proposée pas Feng et Perié (2003) et (2000b), le maillage est déplacé 
avec les particules fluides. Les fonctions d’interpolation sont linéaires par morceaux mais 
constantes dans le temps. Une technique dite ‘spatially adaptive remeshing’ permettant le 
contrôle de la densité du maillage et le recouvrement des aspérités est proposée pour 
optimiser la distorsion de chaque élément. Les détails de cette technique sont donnés dans 
Feng et Peric (2000a).  
 
En général, la méthode FLD rencontre également des instabilités numériques à l’intérieur du 
domaine d’où l’utilisation plus courante de la méthode ALE (arbitrary lagrangian eulerian) . 
Celle-ci définit une équation supplémentaire relative à la vitesse de déplacement des nœuds. 
Lorsqu’il n’y a aucun mouvement de nœud, l’approche devient eulérienne par simple 
annulation de la vitesse supplémentaire. Soulaïmani (1983) proposera une approche ALE 
bidimensionnelle où seuls les éléments à la frontière sont déplacés. Le modèle était 
cependant sujet à d’importantes distorsions des éléments si bien qu’il ne fut applicable 
qu’aux écoulements en canalisations simplifiées. Dans l’approche de Christian et Palmer 
(1997), les fonctions de base sont traitées à la fois comme des fonctions d’espace et de temps. 
Deux techniques dites DTI (discrete time interval) et STE (space-time element) sont utilisées 
pour la résolution de problèmes unidimensionnels d’écoulements d’eaux peu profondes. 
D’autre part, Soulaïmani et al (1991) ont développé un algorithme du type Newton de second 
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ordre et Soulaïmani et Saad (1998), l’algorithme GMRES pour des problèmes 2-D et 3-D. A 
la frontière du domaine une condition cinématique est imposée : 
 
( ) 0=⋅− nwu   (1.8) 
 
n  représente le vecteur normal sortant. Au cours de la simulation, le mouvement du front 
entraine celui des nœuds à l’intérieur du domaine selon w .  
 
La technique de déformation du maillage constitue l’approche la plus précise de suivi de la 
ligne de front d’eau. Elle permet d’éviter les distorsions non représentatives de la topographie 
du domaine notamment pour des bathymétries complexes impliquant des déformations 
tridimensionnelles. Cependant, l’opération de remaillage consistant à ajouter des nœuds ou 
cellules ou à en retrancher selon que le front d’eau avance ou recule reste un sérieux 
handicap à l’efficacité du modèle numérique. Ces méthodes sont coûteuses en ressources 
informatiques et ne demeurent applicables efficacement qu’à des problèmes à topographies 
simples (Bates et Horritt, 2005; Bermúdez et al., 1998; Tchamen et Kahawita, 1998). Aussi 
le besoin de simuler des écoulements réels comprenant des zones alternativement inondées 
puis asséchées avec éventuellement apparition d’îlots à l’intérieur du domaine priorise-t-il les 
modèles à maillage fixe. 
 
1.4.2 Méthodes Eulériennes ou à maillage fixe 
Le choix d’une approche Eulérienne est motivée par le fait qu’elle soit naturellement adaptée 
au contexte physique de la prédiction des bancs couvrants et découvrants (Heniche et al., 
2000). Les méthodes à maillage fixe simulent le problème d’écoulement considéré sur un 
domaine plus étendu que celui occupé initialement par le fluide afin d’éviter l’opération de 
remaillage. Le domaine peut ainsi contenir des îlots qui pourront éventuellement être 
inondés. La difficulté majeure dans cette approche réside dans la précision des calculs à 
l’interface H/S. En effet en considérant un maillage fixe, il peut résulter de la position de la 
ligne de front d’eau des cellules partiellement mouillées. L’identification de telles cellules où 
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la hauteur d’eau tend à s’annuler et leur traitement numérique requiert une attention 
particulière car pouvant être le foyer d’instabilités numériques générées par une prédiction de 
très grandes vitesses et d’hauteurs d’eau négatives. Balzano (1998) a en effet mis en évidence 
des oscillations au voisinage de la ligne de front d’eau prédite par quelques modèles 
unidimensionnels pour une pente adverse. Pour faire face à cette difficulté, la technique 
couramment utilisée est le raffinement local du maillage (Kramer et Jozsa, 2007; Liang et 
Borthwick, 2009; Liang et al., 2007; Skoula, Borthwick et Moutzouris, 2006; Sleigh et al., 
1998; Zhao et al., 1994). Cette opération affecte cependant le temps de calculs. 
 
Les premiers travaux relatifs au traitement des interfaces H/S selon la littérature ont été 
effectués par Sielecki et Wurtele (1970), Leendertse et Gritton (1971) en différences finies et 
Holz et Nitsche (1980) en éléments finis. Dans certains travaux pionniers, le problème était 
simplifié par le retrait des cellules sèches ou partiellement inondées (Falconer et Owens, 
1987; Leendertse et Gritton, 1971). Une autre approche consistait à utiliser une mince 
épaisseur d’eau partout dans le domaine (Zhang et Cundy, 1989) de sorte à éviter les 
instabilités numériques engendrées par l’amincissement de la hauteur d’eau dans une cellule 
partiellement mouillée. Cette méthode évidemment viole le principe de conservation de la 
masse mais aussi serait susceptible de générer des instabilités numériques avec l’apparition 
de zones sèches à l’intérieur du domaine (Bradford et Sanders, 2002).  
 
En éléments finis, quelques auteurs ont développé une approche prenant en compte 
l’apparition d’hauteurs d’eau négatives dans le traitement d’une pente adverse de sorte à 
assurer la conservation de la masse (Heniche et al., 2000; Khan, 2000). Une hauteur d’eau 
positive correspond alors à un nœud inondé et une hauteur d’eau négative, à un nœud sec. Il 
reste cependant que cette approche est dénuée de tout sens physique et que les propriétés de 
conservation ne sont pas complètement satisfaites pour les problèmes transitoires à 
bathymétrie complexe. De ce constat, résulte la méthode de limitation de la hauteur d’eau 
(water depth limitation) dans laquelle une valeur minimale ε  est utilisée. Celle-ci peut être 
assignée arbitrairement, par calibration ou obtenue selon le coefficient de rugosité du lit du 
cours d’eau (Falconer et Chen, 1991). Ainsi (Falconer et Chen, 1991; Falconer et Owens, 
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1987; Leendertse et Gritton, 1971; Zhao et al., 1994) ont proposé le retrait des calculs de 
toute cellule dont le niveau d’eau venait à être inférieur à ε .  
 
En volumes finis, le traitement à l’interface peut être réduit à un problème de Riemann dans 
lequel l’une des hauteurs d’eau est nulle. Pour deux éléments voisins mouillé ( )ε>Ih  et sec 
( )ε≤+1Ih , le flux à l’interface est calculé à travers un solver de Riemann. Imposer un flux 
nul comme proposé par Sleigh, Gaskell et al. (1998) revient à imposer une frontière solide, ce 
qui provoquerait un saut inapproprié en hauteur d’eau. Dans l’approche de Castro, Dìaz et al. 
(2005; 2006; 2008), le flux à l’interface H/S est calculé en annulant la vitesse dans la cellule 
mouillée. Loukili et Soulaïmani (2007) ont plutôt opté pour l’annulation de la vitesse 
seulement dans la cellule sèche en y imposant: .0,0,1 ===+ vuhI ε   
 
Le critère de déclaration d’une cellule sèche ou mouillée demeure un facteur non négligeable 
dans la simulation des bancs couvrants et découvrants. Il peut être préjudiciable à un modèle 
aussi bon soit-il (Balzano, 1998).  Ces modèles restent donc sensibles à l’ordre de grandeur 
de ,ε pouvant induire des pertes de masse et des problèmes de stabilité. D’autres méthodes de 
traitements aux interfaces H/S ont été proposées et peuvent être regroupées comme le 
décrivent les paragraphes suivants :  
 
Correction de la surface libre et propriété dite ‘Well-Balancing’ 
Certains auteurs ont préconisé un traitement spécifique des cellules partiellement inondées 
avec pour objectif essentiel d’éviter la création d’un gradient de niveau d’eau à l’interface 
H/S. En éléments finis, Soulaïmani (1983) a proposé un algorithme dans lequel lorsqu’un 
élément est sec, les vitesses nulles y sont imposées. Pour un élément partiellement mouillé, 
soit lorsque le niveau moyen de la surface libre coupe celui-ci en faisant apparaître au moins 
un point d’intégration sec, la vitesse est annulée au nœud sec correspondant et la hauteur 
fixée égale à la hauteur moyenne de sorte à avoir une surface libre approximativement 
horizontale (Figure 1.2). Dans des études plus récentes, Horritt (2002) et Ern, et al.(2008) ont 
également procédé à la modification locale du flux de sorte à obtenir un gradient de surface 
libre nul dans un élément partiellement mouillé. 
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Figure 1.2  Correction locale de la surface libre proposée  
par Soulaïmani (1983) 
 
Utilisant les volumes finis, Beffa et Connell (2001) ont plutôt proposé une redéfinition locale 
de la bathymétrie telle que ; ,sec mouillé sec mouilléz zη η= =  lorsque mouillé secη η<  avec annulation 
de la vitesse à l’interface où η  désigne la surface libre et z la bathymétrie. Les modifications 
apportées aux traitements des interfaces H/S ne doivent pas cependant violer les principes de 
conservation. A cet effet, certains auteurs se sont assurés de l’équilibre entre le flux 
numérique d’interface et les termes sources, propriété connue sous l’appellation ‘well-
balancing’. Ainsi Bermúdez et al (1998) et Brufau, et al. (2002) ont proposé une technique de 
redéfinition de la bathymétrie obtenue de l’équilibre entre le flux numérique d’interface et les 
termes sources pour un système au repos ( )0;0 == vu . Les figures 1.3 et 1.4 décrivent les 
traitements proposés pour une cellule partiellement mouillée par Brufau, et al. (2002) et 
Brufau et Garcìa-Navarro (2003) en volumes finis et éléments finis respectivement.  
 
La technique de redéfinition locale de la bathymétrie basée sur la condition de fluide au repos 
ne garantit pas nécessairement le respect des propriétés de conservation pour des problèmes 
transitoires. Bradford et Sanders (2002), ont conséquemment proposé une technique 
d’extrapolation de la vitesse afin d’éviter les erreurs résultant de la résolution des équations 
de conservation de la quantité de mouvement sur des cellules partiellement inondées. Dans 
une logique identique, Brufau et al. (2004) ont développé une méthode de redéfinition locale 
de la bathymétrie plus performante, adaptée à la nature supercritique ou sous-critique de 
l’écoulement.  
(a)
1
1η
2η
'
1 moyη η=
(b)
∇
2
'
2η∇
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Figure 1.3  Redéfinition locale de la bathymétrie pour une pente adverse  
Tirée de Brufau et al. (2002, p. 257) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4  Redéfinition locale de la bathymétrie pour une cellule partiellement mouillée  
Tirée de Brufau et Garcìa-Navarro (2003, p. 516). 
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La technique de correction de la surface libre reste cependant sujette à un handicap majeur. 
Elle peut en effet, introduire une surestimation du volume d’eau à l’intérieur de la cellule 
partiellement inondée (Horritt, 2002).  
 
Conservation globale de la masse 
Le critère d’identification d’une cellule sèche ou mouillée comme mentionné plus haut 
demeure un facteur important dans la modélisation des bancs couvrants et découvrants. En 
effet, les modèles fixant une valeur limite de la hauteur d’eau dans une cellule restent 
sensibles à la valeur de .ε  Plus cette valeur est d’un faible ordre de grandeur, plus le modèle 
est précis. Ceci pourrait cependant générer des vitesses infinies aux interfaces H/S lorsque 
celles-ci sont calculées par division par la hauteur d’eau, des variables 
conservatives ( , )hu hv . Il s’agit donc de trouver un meilleur compromis entre la précision des 
résultats et la stabilité du modèle. Il apparaît d’autre part que pour des écoulements 
supercritiques et pour une certaine pente limite du lit d’écoulement, une valeur négative de la 
hauteur d’eau peut être prédite (Brufau, Garcia-Navarro et Vazquez-Cendon, 2004). La mise 
à jour de la solution en ramenant cette valeur à ε  suppose donc l’ajout d’un volume 
supplémentaire d’eau au volume global d’eau du système. Ce volume d’eau supplémentaire, 
bien que très faible devant le volume total, viole tout de même la propriété de la conservation 
globale de la masse. Fort de ce constat, quelques auteurs (Bai et Jin, 2009; Brufau, Garcia-
Navarro et Vazquez-Cendon, 2004; Liang et Borthwick, 2009; Nikolos et Delis, 2009) ont 
proposé une phase de correction au cours de laquelle le volume d’eau ajouté est retiré du 
volume global d’eau du système. 
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1.5 Conclusion 
Cette revue sans être totalement exhaustive visait à couvrir l’aspect général des approches 
rencontrées dans la littérature pour le traitement des bancs couvrants et découvrants. Elle 
aura permis d’entrevoir l’évolution de l’étude de ce phénomène et de prendre connaissance 
des forces et des faiblesses des méthodes proposées. Ce projet dans sa première partie sera 
donc consacré à trouver un modèle simple, robuste et vérifiant les propriétés de conservation 
tant à l’intérieur du domaine qu’aux frontières humide/sec. Les difficultés relatives au 
traitement du terme source soulignées dans cette revue sont prises en compte. Les calculs aux 
interfaces utilisés dans cette étude sont inspirés également des limites des approches 
proposées par certains auteurs nous ayant précédé dans l’étude de la propagation des bancs 
couvrants et découvrants. 
  
 CHAPITRE 2 
 
 
MODÈLE NUMÉRIQUE BIDIMENSIONNEL DE SIMULATION DES 
ÉCOULEMENTS A SURFACE LIBRE : SCHÉMA VOLUMES FINIS 
2.1 Introduction 
Les modèles numériques de simulations des écoulements à surface libre utilisent en général 
la technique de discrétisation par les différences finies, les éléments finis ou les volumes 
finis. La technique des volumes finis présente cependant plusieurs avantages relativement 
aux deux premières méthodes de discrétisation. En effet, les différences finies sont 
confrontées à des difficultés de conservation de la masse. Les éléments finis conservent la 
masse dans le domaine entier mais non à l’intérieur de chaque élément ou à chaque nœud 
(Rogers, Borthwick et Taylor, 2003).  
 
La technique des volumes finis s’applique à la forme intégrale des équations d’eau peu 
profondes. Elle est adéquate à la résolution des systèmes conservatifs et permet une meilleure 
prise en compte des conditions aux limites. Les volumes finis présentent également une 
grande tolérance vis-à-vis du maillage; maillage de type éléments finis conforme ou non, 
maillage hybride avec des triangles et des quadrangles. Les flux sont calculés à chaque 
interface par identification à un problème de Riemann (Toro, 1999; 2001) à l’interface des 
cellules voisines.  
 
Ce chapitre est consacré au développement d’un modèle numérique bidimensionnel en 
volumes finis pour la résolution des équations d’eaux peu profondes.  
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2.2 Modèle numérique volumes finis 
Considérons un domaine Ω  avec un maillage tel que: ,
1
e
N
i
iK
=
=Ω  eN  désignant le nombre 
total de volumes de contrôle .iK  Soit ΩΓ , l’ensemble des interfaces du domaine. L’interface 
ijΓ  est alors définie par : ; , ,ij i j ij ij eK K   L i j NΓ = ∩ Γ = ∀ ≠ ∈  iK  étant l’aire du volume de 
contrôle. La discrétisation par les volumes finis après la formulation intégrale de (1.1) s’écrit: 
 
( ( ) ( ) ) ( ) ,
i i i
x y
i
K I K I K I
d dt n n d dt d dt K
t× ∂ × ×
∂ Ω + + Γ = Ω ∀ ∈Ω  ∂
U G U H U S U  
 
(2.1) 
Tx yn n =  n  représente le vecteur unitaire normal extérieur au volume de contrôle iK .  
[ ],I T T t= + Δ  désigne l’intervalle de temps. 
 
Les vecteurs G et H présentent l’avantage de satisfaire à la propriété de l’invariance 
rotationnelle introduite par  Spekreijse (1988) et Toro (1999) (Annexe I, pp. 177). 
  
1( ) ( ) ( )x y n nn n
−+ = ⋅ ⋅G U H U T G T U  
 
 
(2.2) 
nT  est la matrice de rotation d’expression : 
  
1 0 0
0
0
x y
n
y x
n n
n n
  
=   − 
T  
 
 
(2.3) 
 
Cette propriété permet de ramener le calcul du flux à un problème de Riemann 
unidimensionnel selon la normale à chaque interface en utilisant uniquement le vecteur G.   
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Par ailleurs, en considérant la variable moyennée 
 
1
i
i
i K
d
K
= ΩU U  
 
 
(2.4) 
 
et en utilisant les relations suivantes : 
 
1
,
n n
i i i
I
dt
t t
U U U+ − ∂
=
Δ ∂   avec  ( )ni i n t= ΔU U , 1n nt t t+Δ = −  
 
 
(2.5) 
  
 
une approximation de  (2.1) est donnée par : 
 
1
11 1( ) ( ) ,
ij ij
i
n n m
n ni i
n n i ij i i
ji i K
L d K
t K K
+
−
 
−
= − ⋅ ⋅ + Ω ∀ ∈Ω 
Δ    
U U T G T U S U  
 
 
 
 
(2.6) 
avec 
Tx y
ij ij ijn n =  n désignant le vecteur normal extérieur à ijΓ  orienté de la cellule calculée 
iK  vers la cellule voisine jK ( )j m≤ comme illustré à la figure 2.1. ijnT est la matrice de 
rotation associée au vecteur normal ij .n  
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iK
jK
lK
mK
ijn
iln
imn
ilΓ
imΓ
ijΓ
 
 
Figure 2.1  Cellules voisines à la cellule calculée iK  
pour un maillage triangulaire 
 
 
2.3 Traitement du terme source de bathymétrie 
Comme relevé au chapitre précédent, une attention particulière doit être accordée au 
traitement numérique des termes sources de bathymétrie de sorte à assurer le respect des 
propriétés de conservation pour des problèmes à bathymétrie variable. Dans cette étude, nous 
utilisons une méthode basée sur l’obtention d’une forme divergente du terme de bathymétrie. 
 
Substituant z par h−η  : 
 
21
2
i i iK K K
h z d h d h dη∇ Ω = ∇ Ω− ∇ Ω    
 
 
(2.7) 
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Par simplification avec le terme 2
1
2
iK
g h d∇ Ω  figurant dans l’expression du flux de 
convection (combinaison des équations (1.1) et (1.2) (2.1)), il vient : 
  
i
i
b
K
g h dη= ∇ ΩS  
 
(2.8) 
 
Les expressions des flux de convection sont conséquemment modifiées. Deux approches de 
calcul du terme h η∇  sont considérées et il en résulte deux modèles numériques. 
 
2.3.1 Modèle-1 (dit linéaire)  
Le premier modèle numérique est basé sur une linéarisation locale du terme 
ib
S initialement 
proposée par Tchamen (2006) : 
  
i
i
b
K
h g dη≈ ∇ ΩS  
 
(2.9) 
 
Les vecteurs G et H en (2.1) s’écrivent alors : 
  
1 2 1
2
,
hu hu
hu h g hu v
hu v hv h g
η
η
      
= + =      +  
G H  
 
 
 
(2.10)
La hauteur d’eau moyennée h doit être définie en accord avec les propriétés de conservation. 
Pour ce faire h  sera défini selon la nature de l’interface mouillée ou H/S. Ce modèle dit 
linéaire s’avère tout de même très robuste.  
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2.3.2 Modèle-2 (dit non-linéaire)  
Dans le second modèle, la différence entre le niveau de la surface libre et la bathymétrie 
zh −=η  est substituée à la hauteur d’eau h en (2.8) lorsque 0.h zη= − >  Le terme de 
gravité s’écrit alors : 
 
2
( )
2i
i i i
b
K K K
g h d g d g z dηη η= ∇ Ω = ∇ Ω− ∇ Ω  S   (2.11)
 
La linéarisation dans ce cas est plutôt portée sur le paramètre bathymétrique fixe z. Ainsi, en 
approximant le terme 
iK
g z dη∇ Ω  par 
iK
g z dη∇ Ω , la relation (2.8) devient : 
 2
( )
2i
i
b
K
g z dη η≈ ∇ − ΩS   (2.12)
 
Les vecteurs G et H s’écrivent par conséquent : 
  
2
2 2 2
2
2
,
2
2
hu
hu
hu g z g hu v
hu v hv g z g
η η
η η
        
= + − =        + −   
G H  
 
 
 
 
(2.13)
Ce second modèle conduit à une meilleure résolution des discontinuités du fait de la 
conservation du terme non linéaire 22η  dans l’expression du flux satisfaisant ainsi la 
condition de Rankine-Hugoniot (Toro, 2001). 
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2.3.3 Terme source pour le modèle-1 et le modèle-2 
Suite aux modifications apportées aux vecteurs G et H en utilisant le modèle-1 ou le modèle-
2, le terme source en (2.1) se réduit au terme de friction : 
  
T
2 2 2 2 2 2
4/3 4/3
n n
( ) 0
u u v v u v
g h g h
h h
 + + = − −  
S V  
 
 
 
(2.14)
 
L’intégration sur chaque volume de contrôle est donnée par les relations : 
  
2 2 2
4/3
2 2 2
4/3
x x
i
y y
i
i i i
f i i f i i
iK
i i i
f i i f i i
iK
n u u v
g h S d K g h S K gh
h
n v u v
g h S d K g h S K gh
h
 + Ω ≈ =
+
Ω ≈ =


 
 
 
 
(2.15)
 
Remarques 
Les relations (2.15) sont valables seulement pour toute cellule inondée, soit .ih ε>  Pour une 
cellule sèche, nous imposons un terme source de friction nul : .0S =  Le critère 
d’identification de la cellule sèche ou mouillée sera généralement pris entre les valeurs 
3 610 m et  10 mε − −= . Par ailleurs, pour la prise en compte des instabilités numériques dues à 
d’éventuelles variations brusques dans la hauteur d’eau et la vitesse, une discrétisation semi-
implicite du terme source est considérée : 
 
 
11 ( ),
2
n n n n
f f f
+
≈ + −S S J V V avec 
n
fn
f
∂
=
∂
S
J
V
 
 
(2.16)
 
Finalement, les traitements numériques affectés au terme source de friction et au flux 
d’interface conduisent au choix du vecteur d’inconnues suivant pour chaque cellule iK : 
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[ ]T, ( ) , ( )i i i ih u h vη=V  (2.17)
 
L’équation numérique à résoudre sur chaque volume de contrôle s’écrit alors : 
 
11
11 ( , , ) , ,
2 ij
n n m
n n n ni i
f n ij i j ij ij f i
ji
t L K
t K
−+
−
 
− Δ 
= − ⋅ − ⋅ − ∀ ∈Ω  Δ     
V V I J T F V V n S  
 
(2.18) 
 
I  est la matrice identité et ijF  le flux numérique à l’interface ijΓ  dont l’expression est 
donnée à la section suivante. Le pas de temps tΔ  est obtenu de la condition de CFL (Annexe 
II, pp. 179). 
 
2.4 Traitement du flux d’interface 
Le flux à l’interface est calculé selon un schéma de type Godunov (1959). L’information 
relative à l’écoulement est propagée à travers la résolution d’une séquence de problèmes de 
Riemann en considérant une distribution discrète de données constantes à l’intérieur des 
cellules du maillage. Le problème de Riemann se définit comme un problème hyperbolique à 
valeurs initiales dans un domaine comportant une discontinuité entre deux états initialement 
constants (Tchamen, 2006). Plusieurs schémas numériques de résolution du problème de 
Riemann dits solvers de Riemann ont été développés (Toro, 1999; 2001). Le schéma de Roe 
(Roe, 1981) passe pour être l’un des premiers solvers de Riemann pour les équations d’Euler.  
 
2.4.1 Approximation numérique du flux d’interface 
Dans le modèle numérique proposé, le flux d’interface est calculé localement dans la 
direction normale aux interfaces par identification à un problème de Riemann présentant les 
états ( ),i jV V  de part et d’autre de l’interface ijΓ  (Figure 2.2). Pour le calcul du flux, le choix 
est porté sur un schéma centré (Lax-Friedrichs) avec un terme dissipatif artificiel : 
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{ }1 1( , , ) ( ) ( ) ( )2 2ij jiij i j ij n i n j ij j iD= ⋅ + ⋅ − −F V V n G T V G T V V V   (2.19) 
 
où G  désigne soit 1G (équation (2.10)), soit 2G (équation (2.13)). ijD  est un paramètre 
dissipatif de stabilisation à définir ultérieurement. 
 
Le flux d’interface tel qu’exprimé selon la relation (2.19) ne satisfait pas toujours à la 
propriété de la conservation du fluide au repos ou C-property. Les paramètres h , z  et ijD  
des relations (2.10) (2.13) et (2.19) doivent être définis conséquemment : 
 
Modèle-1 : 
Dans le premier modèle, h  (équation (2.10)) est fixé égale à la hauteur d’eau dans la cellule 
calculée: ih h=  et le flux devient : 
 
, ,
(1) 2 2
, , , ,
, , , , , ,
1 1( , , ) ( )
2 2
i i n j j n j i
ij i j ij i i n j j n i i j ij j j n i i n
i i n i n j j n j n j j n i i n
h u h u
h u h u gh D h u h u
h u v h u v h v h v
η η
η η
+   −   
= + + + − −      + −  
F V V n  
 
(2.20) 
 
Modèle-2 : 
Posant izz = , le flux selon le second modèle s’écrit : 
 
, ,
(2) 2 2 2 2
, , , ,
, ,
, , , ,
1 1 1( , , ) ( ) ( )
2 2 2
i i n j j n
j i
ij i j ij i i n j j n i j i i j ij j j n i i n
j j n i i n
i i n i n j j n j n
hu h u
hu h u g g z D h u hu
h v hvhu v h u v
η η
η η η η
+   −    
= + + + − + − −      − + 
F V V n  
 
 
(2.21) 
 
avec yijk
x
ijknk nvnuu +=,   et  
y
ijk
x
ijknk nunvv −=, ,   ( jik ,= ).  
Divers choix de calcul du terme ijD  existent dans la littérature. Loukili and Soulaïmani 
(2007) ont utilisé un schéma de Lax-Friedrichs avec :  
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T
, ,ij i n i n iD u v gh = +    (2.22)
Davis (1988), prenant en considération la cellule voisine jK  a proposé : 
{ }, , , ,max , , ,Davisij i n i j n j i n i j n jD u gh u gh u gh u gh= − − + +  (2.23)
Un schéma plus simple et robuste a été proposé par Toro (1999) :  
{ }, ,max ,Toroij i n i j n jD u gh u gh= + +  (2.24)
 
Il importe cependant que le schéma utilisé vérifie certaines propriétés de conservation. Le 
modèle de calcul du terme ijD  retenu dans cette étude est guidé par cet impératif. Nous 
proposons à cet effet l’expression suivante : 
 
{ }, , ,max , ,ij ij ij n ij ij n ij n ijD u c u u cλ α= = − +  
 
 
(2.25)
 
où  
0 1,α< ≤    
2
,,
,
njni
nij
uu
u
+
=  et 
2
ji
ij
hh
gc
+
=  
 
(2.26)
 
iV
ijΓ
jV
 
 
Figure 2.2  Problème de Riemann associé à l’interface ijΓ  
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2.4.2 Propriétés de conservation 
Les propriétés de conservation se rapportent à la conservation globale de la masse et à la 
vérification de la solution du fluide au repos ou C-property. 
 
Conservation globale de la masse  
La conservation globale de la masse est assurée par une discrétisation adéquate de l’équation 
de continuité. Celle-ci doit être telle que la somme totale des flux aux interfaces excluant les 
frontières du domaine s’annule. Le modèle numérique proposé vérifie bien cette propriété. 
Pour en faire la preuve, il suffit d’additionner deux à deux les flux de part et d’autre d’une 
interface donnée. Considérons à cet effet, la première composante du vecteur flux à 
l’interface ijΓ  correspondant à l’équation de continuité pour deux cellules voisines iK  et :jK   
 
( ) { }
( ) { }
1
, ,
11
, ,
1( , , ) ( )
2 , , ,
1( , , ) ( )
2
ij ij
ji ji
ij i j ij i i n j j n ij j i
i j i j ij
ji j i ji j j n i i n ji i j
h u h u
K K K K
h u hu
λ η η
λ η η

= + − − ∀ ∈Ω ∩ = Γ
= + − −
F V V n
F V V n


 
 
 
(2.27)
 
 
avec yijk
x
ijknk nvnuu +=,   et  
y
ijk
x
ijknk nunvv −=, ,   ( jik ,= ).  
 
Puisque 
 
 ij jin n= −  (2.28)
 
 , , , , 0ij ji ij jii i n i i n j j n j j nhu hu h u h u+ = + =   (2.29)
 
et la somme des flux en (2.27) se réduit au terme de dissipation :  
 
( )1 ( ) ( )ij ji ij ji i jλ λ η η+ = − −F F  . 
 
 
(2.30)
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Il résulte alors du caractère symétrique du calcul du terme dissipatif ijλ  donné par les 
équations (2.25-2.26) que : 
   
( )1 0, , , .ij ji i j i j ijK K K K+ = ∀ ∈Ω ∩ = ΓF F   
 
 
(2.31)
    
Finalement, la somme des flux relatifs à la masse aux interfaces sur le domaine entier se 
réduit à la somme sur les éléments de frontière ΩΓ∂  : 
   
( ) ( )1 11 1( , , ) ( , , )ij ij
ij ij
n ij i j ij ij n ij i j ij ijL L
Ω Ω
− −
Γ ∈Γ Γ ∈∂Γ
⋅ = ⋅ T F V V n T F V V n   
  
 
 
(2.32)
d'où la vérification de la propriété de la conservation globale de la masse : 
 
1
(1)( ) ( , , ) 0
ij
n n
i i
i ij i j ij ij
i
h hK L
t
Ω
+
Γ ∈∂Γ
−
+ =
Δ  F V V n  
 
 
(2.33)
 
Conservation de la solution du fluide au repos ou la C-property  
Un schéma satisfait à la C-property (Bermúdez et Vazquez, 1994) lorsqu’il conserve la 
solution du problème hydrostatique suivant : 
   
0( , , )
( , , ) 0
( , , ) 0
x y t
hu x y t
hv x y t
V
ηη      
= =         
, 0( , ) ,x y η∀ ∈Ω ∀ ,  et  ] ]0, st T∈  
 
 
 
(2.34)
 
Considérant le problème défini en (2.34), pour un domaine entièrement inondé : 
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• Le Modèle-1 conduit à : 
 
1
( )
2
1 1 ( )
2
1 ( )
2
i j
j i
n n m
xi i
ij ij i j i
ji
y
ij i j i
h h
g
L n gh
t K
n gh
η η
η η
η η
+
 +
− −   
−
= − + Δ   
+  
V V  
 
 
 
 
(2.35)
 
Le niveau d’eau étant constant partout dans le domaine, il vient : 
 
1
0
0
n n m
xi i i
ij ij
ji y
ij
gh L n
t K
n
η+
  
−
= −  Δ    
V V  
 
 
 
(2.36)
 
• Le Modèle-2 de façon similaire aboutit à : 
 
2
0
1 0
0( )
2
n n mi
xi i
ij ij
ji y
ij
g z
L n
t K
n
η η+  −  
−
= −  Δ    
V V  
 
 
 
(2.37)
 
Puisque chacune des cellules vérifie 
   
1 1
0
m m
x y
ij ij ij ij
j j
L n L n
= =
= =   
 
 
(2.38)
 
finalement : 
 
1 0n ni i
+
− =V V  
 
(2.39)
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2.4.3 Traitement d’une interface humide/sèche 
Le système d’équations (1.1-1.3) n’étant valide que pour un domaine inondé vérifiant donc la 
condition 0h zη= − > , les calculs numériques à chaque interface H/S doivent être adaptés. 
En effet, h tendant à s’annuler, sans aucune adaptation, le modèle numérique tel que proposé 
peut générer des instabilités numériques. En outre, le calcul du flux numérique doit assurer 
l’inondation d’une cellule seulement lorsque physiquement possible.  
 
A une interface ijΓ  entre une cellule inondée ( )ih ε>  et une cellule sèche ( )jh ε≤ , lorsque 
j iz η≤ , les forces de gravité et d’inertie permettent le transfert d’eau de la cellule mouillée à 
la cellule sèche comme l’indique la figure 2.3. Dans ce cas, les flux (2.19) et (2.20) sont 
calculés en imposant 
T
0 0j jz =  V dans la cellule sèche.  
 
 
ih
zΔ
ijΓ
iK jK
, 0i n >u ih
zΔ
ijΓ
iK jK
, 0i n >u
 
 
Figure 2.3  Inondation d’une cellule sèche du fait des forces de gravité et d’inertie 
 
 
43 
Par ailleurs, lorsque le front d’eau avance sur une pente ascendante j iz η>  (Figures 2.4 et 
2.5), la correction locale de la surface libre est appliquée. L’idée de base est similaire à celle 
évoquée dans les travaux réalisés par Beffa et Connell, (2001), Brufau, et al. (2002), Liang et 
Borthwick (2009). L’objectif est d’éviter la création d’un gradient de surface d’eau 
( 0)η∇ ≠ , lequel engendrerait des flux non-physiques à travers l’interface ijΓ  et des 
instabilités numériques.  
 
La correction de la surface libre proposée dans cette étude est formulée comme suit : 
Cas (a) : Considérant une cellule courante inondée iK ( )ih ε>  ayant une interface H/S, les 
conditions requises à la correction de la surface libre et les modifications locales 
subséquentes s’écrivent :  
 
`
,
   
0
0
0
i j
i j
j i
i j
j
i n
j j
z
z
h h
h
u
u v
η η
η
η
ε
= < 
= 
> ≥  
= ≥ 
= =
 
 
 
 
(2.40)
 
 
ih
zΔ
ijΓ
, 0i n ≥u
iη j jzη =
iK jK
ih
ijΓ
, 0i n ≥u
j iη η=
iK jK
j iz η=
  
 
Figure 2.4  Correction de la surface libre pour une cellule courante inondée 
ayant une cellule voisine sèche 
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La condition , 0i nu ≥  suppose que l’eau s’écoule de la cellule inondée vers la cellule sèche 
(ou un fluide statique) de sorte que le calcul du flux à travers ijΓ traduise cet écoulement 
durant le pas de temps considéré.  
 
L’approximation du flux selon les modèles 1 et 2 s’écrit : 
 
Modèle-1 : 
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1 1 2
, , , , ,
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, , , , ,
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2 2
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+ + +      
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(2.41) 
 
Modèle-2 : 
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(2.42) 
 
avec 
   
, , ,max , ,
2 2 2 2 2
i n i n i ni i
ij ij
u u uh hD g gλ
  
= = − +   
 
 
 
(2.43) 
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Les relations (2.41) et (2.42) diffèrent par les termes jighη2  et )2( 2 jij zg ηη −  lesquels 
représentent l’effet du gradient de la surface libre. L’expression du flux donnée par (2.42) 
peut être problématique lorsque la cellule courante est sèche. 
 
Cas (b) : Considérant une cellule courante sèche iK ( )ih ε>  et supposant son inondation par 
la contribution d’une cellule voisine inondée jK ,( 0),j nu ≤  des modifications similaires sont 
apportées : 
 
,
,
 
0
0
0
i j
i j
i j
i j
i
j n
i n
z
z
h h
h
u
u
η η
η
η
ε
= > 
= ≤ <  
= ≤ 
=
 
 
 
 
(2.44) 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 2.5  Correction de la surface libre pour une cellule courante sèche 
ayant une cellule voisine inondée 
jhzΔ
Cas (b) : Calcul du flux pour une cellule 
sèche ayant une cellule voisine mouillée
ijΓ
, 0j n <u
jηi izη =
iK jK
jh
Case (b) : Correction de la surface libre
ijΓ
, 0j n <u
i jη η=
iK jK
i jz η=
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Le flux à l’interface ijΓ s’écrit alors : 
• Modèle-1 : 
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(2.45) 
 
• Modèle-2 : 
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(2.46)
 
Il apparaît clairement à travers la relation (2.45) que la cellule sèche sera inondée du fait de la 
force d’inertie dans la cellule voisine. Cependant, alors que le gradient numérique de la 
surface libre s’annule dans le modèle-1, le terme supplémentaire 2( 2 )j i jg zη η−  apparaît dans 
le modèle-2. Faisant l’hypothèse que la hauteur libre dans la cellule inondée est égale à la 
bathymétrie dans la cellule sèche voisine ( i jz η= ), ce terme se réécrit 2 2( 2 )j i j jg z gη η η− = −  
et traduit l’existence d’une force de pression non-physique. Ce constat procède de ce que 
l’expression du flux donné en (2.21) n’est valide que pour 0h zη= − > . En conséquence, en 
présence d’une frontière H/S, seules les relations (2.41) et (2.45) n’introduisant aucune force 
fictive devront être utilisées. 
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En définitive, l’utilisation du modèle-2 suivra la procédure suivante : 
(i) Toute cellule inondée est traitée avec la relation (2.21). 
(ii) Une interface H/S est traitée avec la relation (2.41) ou (2.45) selon que la cellule 
courante est inondée ou sèche respectivement. 
(iii) Lorsqu’une cellule a au moins une interface H/S, les flux à toutes ses interfaces sont 
calculés selon les relations : (2.20),  (2.41) ou (2.45) afin d’assurer la C-property. 
 
Remarques : 
Lors de la mise à jour de la solution numérique, la hauteur d’eau dans une cellule 
précédemment sèche est évaluée à partir de la relation originaljjj zh ,−=η  où originaljz ,  désigne 
la bathymétrie originale. Cela suppose une inondation systématique de la cellule sèche 
voisine du fait de l’apport de la cellule inondée voisine iK vérifiant :  
   
εη >Δ−=Δ ijnii
j
j LuhK
t
,2
 
 
 
(2.47)
 
Il importe alors de s’assurer dans une certaine mesure de l’effectivité de cette inondation afin 
d’éviter une propagation trop rapide voire irréaliste du front d’eau sur le sec. A cet effet, nous 
proposons de remplacer les conditions , 0i nu ≥  en (2.40)  et , 0j nu ≤  en (2.44) par : 
 
2
,
,
2
,
,
0 si 0
2
                     et
0 si 0
2
i n
i j i i n
j n
j i j j n
u
h z z u
g
u
h z z u
g

+ > − > > + > − > <
 
 
 
 
(2.48)
 
Ces conditions assurent qu’il y a suffisamment d’énergie dans la cellule inondée pour que 
l’écoulement atteigne le centre de la cellule voisine sèche. Ainsi, les modifications en (2.40) 
et (2.44) ne seront appliquées que si les conditions  (2.48) sont vérifiées. 
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2.4.4 Calcul du flux aux frontières 
Le flux numérique doit être également calculé aux interfaces des cellules ,iK ∂Ω  coïncidant 
avec les frontières du domaine. Les conditions aux limites y fixées sont généralement des 
conditions débit, de sortie d’eau ou d’imperméabilité. Les flux aux frontières sont calculés en 
considérant, une cellule fictive ', Ω∂iK  à l’extérieur du domaine et partageant la même 
interface avec la cellule ,iK ∂Ω . Les valeurs appropriées de la hauteur d’eau et des 
composantes de la vitesse sont ensuite attribuées à la cellule fictive de sorte à définir un 
problème de Riemann. Les modèles décrits plus haut peuvent être alors utilisés pour le calcul 
du flux. 
  
Spécifiquement, pour une condition de mur ou d’imperméabilité nous imposons 
0',, == nini uu  et 'ii ηη =  et le flux s’écrit : 
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ii wall i i
i i
h g
h g
η
η
  
=    
F  
 
 
 
(2.49)
 
Pour un débit imposé, le flux est calculé selon la relation : 
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ii i i
i
i i
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Q
Q gh
h
Q gh
h
η
η
  
−  
= +    +  
F  
 
 
 
 
(2.50)
 
où /Q Q l= est le débit par unité de longueur avec l, la longueur de la frontière considérée.  
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2.5 Conclusion 
Dans cette première partie de notre étude, un modèle Eulérien pour la simulation des bancs 
couvrants et découvrants a été proposé. Il résulte de la discrétisation des équations d’eaux 
peu profondes par la technique des volumes finis. Les difficultés relatives au traitement des 
termes sources des équations gouvernantes et aux calculs aux interfaces H/S ont été prises en 
compte afin d’éviter les instabilités numériques générées pour des problèmes à bathymétries 
variables. Un schéma de Lax-Friedrichs avec un terme de dissipation artificielle est utilisé 
pour le calcul des flux aux interfaces. La propagation des bancs couvrants et découvrants est 
prise en compte à travers une adaptation des calculs des flux. Des traitements spécifiques 
basés sur la correction de la surface libre sont appliqués aux interfaces (H/S) afin d’assurer la 
vérification des propriétés de conservation. Les calculs symétriques aux interfaces assurent 
au modèle la conservation de la masse et de la C-property. Il reste à valider le modèle 
proposé par application à des tests numériques. 
 

 CHAPITRE 3 
 
 
RÉSULTATS NUMÉRIQUES DU MODÈLE VOLUMES FINIS 
3.1 Introduction 
Le présent chapitre se rapporte à la validation du modèle numérique précédemment 
développé. A cet effet, plusieurs tests de validations sont considérés. Les trois premiers tests 
simulent une rupture de barrage idéalisée (rupture complète et instantanée). Le quatrième test 
porte sur la vidange d’un canal à bathymétrie présentant une singularité, par imposition d’une 
onde double de raréfaction. Le cinquième test simule les bancs couvrants et découvrants dans 
un bassin à pente variable, par imposition d’une condition de marée à l’entrée. 
 
Pour ces différents tests, les résultats numériques sont comparés soit à des solutions 
analytiques, soit à des données expérimentales, soit encore aux prédictions numériques 
obtenues par d’autres auteurs. Les modèles numériques 1 et 2 sont également comparés pour 
la mise en évidence de l’apport du traitement non-linéaire du terme de gravité dans le calcul 
du flux. Le modèle-2 est enfin appliqué dans le dernier test à un cas de bathymétrie réelle 
pour la simulation des bancs couvrants et découvrants. Il s’agit de l’estacade de Bordeaux, 
une portion de la rivière des Prairies à Laval (Québec).  
 
3.2 Problèmes d’écoulements de ruptures idéalisées de barrage 
Les problèmes d’écoulements de ruptures idéalisées de barrages sont des tests simples mis en 
œuvre pour évaluer l’aptitude des modèles à capturer les ondes de choc. Ces problèmes sont 
par ailleurs d’autant plus utiles qu’il existe des solutions analytiques pour la comparaison 
avec les résultats numériques (Chanson, 2006; Stoker, 1957). Dans cette section, deux tests 
de rupture de barrage sur des lits plats mouillé et sec sont considérés respectivement. Dans le 
troisième test un obstacle triangulaire est ajouté dans le canal en aval du barrage. 
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3.2.1 Rupture de barrage sur lit mouillé 
 
 
 
 
 
 
 
Figure 3.1  Écoulement de rupture de barrage sur lit mouillé 
Conditions initiales 
 
Ce test porte sur un écoulement subséquent à la rupture d’un barrage situé à / 2x L=  où 
100 mL =  est la longueur totale du canal horizontal. Le barrage est caractérisé par des plans 
d’eau de hauteurs 1 10 mh =  en amont et 0 1 mh =  en aval de la position / 2x L=  (Figure 
3.1). Un maillage structuré de 1000 nœuds est utilisé pour les simulations numériques. On 
suppose un effondrement complet et instantané du barrage. 
 
Une analyse de convergence au maillage a été réalisée (Figure 3.2). A cet effet, une valeur 
plus faible du coefficient 3.0=α  (équations 2.25-2.26) a été utilisée pour réduire l’effet de 
la viscosité artificielle en plus d’un CFL=0.25. Pour un maillage de 50 nœuds selon l’axe 
longitudinal, on observe une imprécision des prédictions numériques au voisinage de la 
discontinuité et ceci est beaucoup plus manifeste avec les prédictions de la vitesse. Le 
modèle-2 semble légèrement plus précis que le premier modèle. La convergence au maillage 
est atteinte à partir de 200 nœuds.  
 
Les prédictions des hauteurs d’eau et des vitesses à 4st =  issues des modèles proposés pour 
un maillage plus fin sont très proches des solutions analytiques comme le montre la figure 
3.3. L’excellente correspondance entre les résultats numériques et analytiques témoigne de la 
conservation de la masse par le modèle numérique. 
1 10 mh =
∇
0 1mh =
∇
100 mL =
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Du point de vue quantitatif, l’erreur relative selon la norme L2 est calculée à travers la 
relation :  
 
2
2 2
, , ,
1 1
( ) / ( )
nd nd
k numérique k analytique k analytiqueL
k k
E Y Y Y
= =
= −   
 
 
(3.1) 
 
où Y représente soit la profondeur h, soit la vitesse u et nd désigne le nombre de nœuds.  
 
Le tableau 3.1 montre de très faibles erreurs pour h et u, confirmant ainsi la précision du 
modèle numérique proposé.  
 
 
 
Tableau 3.1  Écoulement de rupture de barrage sur lit mouillé 
Erreurs relatives sur les prédictions de la hauteur d’eau et la vitesse 
Solutions à 200 nœuds 
 
 h u 
2L
E  0,000623 0,001795 
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Figure 3.2  Écoulement de rupture de barrage sur lit mouillé 
Analyse de la convergence au maillage pour les modèles 1 et 2, solutions à t = 4 s 
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Figure 3.3  Écoulement de rupture de barrage sur lit mouillé 
 Prédictions numériques de la surface libre et de la vitesse comparées aux solutions 
 numériques à t = 4 s 
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3.2.2 Rupture de barrage sur lit sec 
 
 
 
 
 
 
 
Figure 3.4  Écoulement de rupture de barrage sur lit mouillé 
Conditions initiales 
 
Le second test est beaucoup plus sévère en ce sens que la propagation se fait sur un lit sec. La 
configuration géométrique est identique à celle du cas précédent à l’exception de la 
considération d’un lit sec en aval du barrage 00 =h (Figure 3.4). Le barrage est supposé 
s’effondrer instantanément. Ce problème ne présente aucune onde de choc, mais une onde 
d’expansion et une annulation amortie de la hauteur d’eau.  
 
Une analyse de la convergence au maillage a été également entreprise pour les deux modèles 
avec 0,3α = . La figure 3.5 montre que les écarts entre les prédictions numériques sont plus 
significatifs pour le maillage grossier (50 nœuds selon l’axe du canal), notamment pour la 
vitesse. De légères différences sont observables entre les prédictions issues des deux modèles 
jusqu’à la convergence à 400 nœuds. Contrairement au premier test de rupture de barrage 
avec lit aval mouillé, ce test nécessite plus de nœuds pour la convergence du fait de 
l’influence du traitement des interfaces H/S. 
 
Les prédictions numériques de la vitesse et la hauteur d’eau à 2,5st =  restent assez proches 
des solutions analytiques (Figure 3.6). Cependant, des différences importantes sont observées 
dans la prédiction de la vitesse et pourraient être attribuées au fait que le schéma soit du 
premier ordre. Il reste cependant que le même constat est fait par Vincent et al. (2001) qui 
ont utilisé un schéma de Mac-Cormack TVD (total variation diminishing) du second ordre. 
1 10 mh =
∇
100 mL =
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Nous notons par ailleurs que la valeur limite de la hauteur d’eau assignée à ε  a un effet non 
négligeable sur les prédictions, notamment celle de la vitesse (Figure 3.7). Le tableau 3.2 
montre en effet, une réduction significative de l’erreur relative selon qu’une valeur plus 
faible de ε  est utilisée. 
 
Les résultats obtenus pour ces premiers tests sont semblables, voire plus précis que certains 
résultats rencontrés dans la littérature où des modèles encore plus sophistiqués ont été utilisés 
(Glaister, 1993; Jha, Akiyama et Ura, 2001; Vincent, Caltagirone et Bonneton, 2001; Zhao et 
al., 1994; Zoppou et Roberts, 1999). Enfin, nous observons que pour des maillages 
relativement fins, les modèles 1 et 2 convergent. Par conséquent, le modèle-2 a été utilisé 
pour les prochaines simulations.  
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Figure 3.5  Écoulement de rupture de barrage sur lit sec 
         Analyse de la sensibilité au maillage des modèles 1 et 2, hauteurs d’eau prédites à t=2,5 s 
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Figure 3.6  Écoulement de rupture de barrage sur lit sec 
Prédictions numériques de la surface libre et de la vitesse comparées aux solutions 
à t = 2,5 s 
 
 
 
 
Figure 3.7  Écoulement de rupture de barrage sur lit sec 
Sensibilité de la prédiction de la vitesse à la valeur limite de la hauteur d’eau ε  
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Tableau 3.2  Écoulement de rupture de barrage sur lit sec 
 Erreurs relatives selon la norme L2 en fonction de la réduction 
 de la valeur limite de la hauteur d’eau ε  
 
 
2L
E (h) 510−×  2LE (u)
210−×  
−
=
410 mε  7,26494 1,73317 
−
=
610 mε  7,11837 1,44698 
−
=
910 mε  7,10515 1,21796 
−
=
1210 mε  7,13318 0,99982 
−
=
1510 mε  7,09777 0,72075 
−
=
1810 mε  7,09768 0,30728 
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3.2.3 Test-2 de CADAM 
 
 
Figure 3.8  CADAM Test 2. Réservoir et canal avec obstacle triangulaire 
Tirée de Loukili et Soulaimani (2007, p. 82) 
 
Le présent test est une proposition du CADAM (concerted action on dam-break modeling), 
lors de ses premières assises du 2 au 4 mars 1998 à Wallingford UK (Alcrudo et Frazão, 
1999). L’objectif était d’évaluer la capacité des modèles numériques à simuler correctement 
des écoulements présentant des caractéristiques d’écoulements réels. Ce test a été 
expérimenté dans le Laboratoire de Recherches Hydrauliques de Châtelet à l’Université 
Libre de Bruxelles par l’équipe du professeur JM Hiver.  
 
La simulation porte sur une rupture de barrage avec un obstacle symétrique coudé dans le 
canal. Les caractéristiques géométriques du domaine sont données à la figure 3.8. On 
considère initialement un réservoir d’eau à une hauteur de 0,75 m et un canal rectangulaire 
asséché. L’obstacle situé à 10 m de l’entrée du canal est triangulaire avec une pente de 7,59°. 
La friction est calculée pour une valeur de 1/30,0125 m sn −=  du coefficient de rugosité de 
Manning. Les frontières sont des murs hormis la sortie du canal. Des jauges sont fixées 
comme l’indique la figure 3.8 pour la mesure de la hauteur d’eau à des intervalles de temps 
de 0,1 s. 
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Les tests numériques ont été effectués avec un maillage structuré de 12000 éléments 
triangulaires et les paramètres 1, 0,9CLFα = = . Afin de vérifier la C-property, deux 
problèmes préliminaires ont été simulés en imposant une vitesse nulle, des hauteurs d’eau 
respectives de 0,3 m et 0,5 m dans tout le domaine et une condition de mur à la sortie du 
canal. Le modèle numérique n’a généré aucune vitesse et le niveau d’eau est resté toujours 
constant (Figure 3.9).  
 
Le test de CADAM a été ensuite simulé et les prédictions numériques sont présentées à 
plusieurs instants successifs à la rupture du barrage. La figure 3.10 montre les prédictions de 
la surface libre comparées à celles de Castro et al.(2006) et aux données expérimentales du 
Laboratoire de Recherches Hydrauliques de Châtelet. Les résultats numériques obtenus 
cadrent en général avec l’esprit du test. Le modèle en effet propage l’onde le long du 
réservoir, inonde l’obstacle coudé et produit les interactions ultérieures attendues entre les 
ondes de choc et de raréfaction. 
 
A la figure 3.11, les prédictions relatives aux jauges G4 et G10 situées avant le coude 
indiquent une assez bonne estimation du temps d’arrivée de l’onde alors que la jauge G11 
présente une simulation satisfaisante des bancs couvrants et découvrants. Les jauges G13 et 
G20 montrent respectivement une sous-estimation et une surestimation du niveau d’eau 
comparées aux mesures expérimentales. Les erreurs relatives entre les prédictions et les 
données expérimentales du Professeur Hiver (obtenues avec une précision de reproductivité 
de plus de 5%) n’excèdent pas 4%. La conservation globale de la masse a été vérifiée durant 
la simulation. A cet effet, le volume total d’eau prédit est calculé selon la relation : 
 
1
1
1
n
n k
Ω i i
k i
Vol K h
+
+
=
=  
 
 
(3.2) 
 
Le volume d’eau à l’intérieur du domaine résulte de volume initial initVolΩ , du débit et des 
conditions de sortie : 
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1
1
1
( )
n
n init k k
Ω Ω inflow outflow
k
V Vol Vol Vol
+
+
=
= + −   (3.3) 
 
Par conséquent, les erreurs relatives à la conservation de la masse peuvent être calculées 
selon les relations :  
   
1 1 1n n n
error Ω ΩMass Vol V
+ + +
= −
  
 
(3.4) 
   
1 1
Ω1
1
Ω
% 100
n n
n
error n
Vol V
Mass
V
Ω
+ +
+
+
−
= ×

  
 
 
(3.5) 
 
Dans le cas du test de CADAM, il n’y a aucun débit. Les erreurs relatives à la conservation 
de la masse sont calculées pour 40 s à partir du volume d’eau initial et la condition de sortie 
et vérifient 1 13 36 10 mnerrorMass
+ −< ×  et %104% 121 −+ ×<nerrorMass . 
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Figure 3.9  CADAM Test 2 
Plans d’eau pour les tests 1 et 2 relatifs à la vérification de la C-property 
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Figure 3.10  CADAM Test 2 
Prédictions de la surface libre à différents instants comparées 
aux données expérimentales et aux prédictions de Castro et al. (2006) 
 
65 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
  
      
 
Figure 3.11  CADAM Test 2 
Hauteurs d’eau prédites comparées aux données  expérimentales enregistrées 
par les jauges G4, G10, G11, G13 et G20 et aux résultats de Brufau et al., (2002) 
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Figure 3.12  CADAM test 2 
Évolution des erreurs relatives à la masse 
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3.3 Test de vidange avec onde double de raréfaction 
Ce test a été initialement proposé par Toro (2001) et vise à simuler la vidange d’un canal 
rectangulaire 2(25 1 m )×  présentant les états initiaux et la bathymétrie suivants : 
   
( )
( )
350 50 / 3
, ,0
350 50 / 3
, ,0 10 m
pour x
hu x y
pour x
x yη
>
= 
− <
=
 
 
 
 
(3.6) 
 
Galloüet et al.(2003) ont introduit la singularité bathymétrique suivante : 
   
( )

 <<
=
sinon0
2/503/25pour1
,
x
yxzb  
 
 
(3.7) 
 
Les positions 0=y  et 1 my =  correspondent aux frontières solides et les positions 0=x  et 
25 m,x =  aux sorties de fluide. 
 
Les prédictions numériques ont été obtenues pour un maillage de 3900 triangles et un temps 
de simulation de 0, 25 s.sT =  Les conditions initiales imposent un écoulement supercritique 
avec un nombre de Froude de / 35 / 0,9 10 3,53rF u gh= = ± × = ±  de part et d’autre de la 
position 50 / 3 m,x =  générant deux ondes de raréfaction et une vidange progressive du 
réservoir. La présence du fond surélevé provoque la naissance d’une onde de choc. La figure 
3.13 compare les surfaces libres prédites par le présent modèle et celui de Díaz et al (2008). 
Les prédictions des niveaux d’eau et débits unitaires (hu) sont données à la figure 3.14 aux 
instants 0,05 s,t =  0, 25 s,t = 0,45 s,t =  0,65 st = . La figure 3.15 montre clairement que 
les vitesses s’annulent avec l’exondation. Les erreurs relatives à la conservation restent par 
ailleurs très faibles et vérifient 1 12 32 10 mnerrorMass
+ −< × et %105% 111 −+ ×<nerrorMass . 
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Figure 3.13  Vidange avec onde double 
Prédictions comparées de la surface libre 
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Figure 3.14  Vidange avec onde double 
Prédictions des nivaux d’eau (a) et débits unitaires (b) à différents instants 
(a)
(b)
70 
 
 
 
 
  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15  Vidange avec onde double 
Champs de vitesse dans le canal après 0,05 s et 0,25 s 
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3.4 Bassin à pente variable soumis à une marée 
Ce test introduit par Leclerc et al. (1990) simule l’influence d’une marée sur un bassin 
rectangulaire de dimensions 2500 25 m×  à pente variable. La hauteur d’eau est fixée 
initialement à 1,75 mη =  et un niveau d’eau fluctuant est imposé à l’entrée 
( 500 m)x = selon l’expression suivante : 
   
( )500, 1 0,75cos(2 )
3600
ttη π= +  
 
 
(3.8) 
 
Toutes les autres frontières sont soumises à des conditions de mur. Les simulations ont été 
réalisées avec un pas de discrétisation en espace égal à 5 mx yΔ = Δ =  et un coefficient de 
friction de Manning 1/3n 0,03m s.−=   
 
Les résultats sont comparés à ceux de Brufau et al. (2002) et Heniche et al. (2000) qui ont 
utilisé respectivement les volumes finis et les éléments finis. A la figure 3.16 à 36 mn,t =  on 
observe l’assèchement de la partie avale du canal dû au reflux de l’eau. Le flux augmente 
ensuite jusqu’à inonder complètement le canal à 54 mn.t =  Les résultats comparés décrivent 
des prédictions relativement semblables. On remarque cependant une surestimation du 
niveau d’eau pour le modèle proposé à 36 mnt =  et 48 mnt =  avec une onde entamant la 
deuxième et la dernière pente respectivement. Ceci met en évidence l’influence du traitement 
numérique à l’interface humide/sec. En effet, dans Brufau et al. (2002), la vitesse est 
systématiquement annulée à l’interface afin d’éviter une avancée trop rapide du front d’eau 
sur la pente. Dans Heniche et al (2000), la hauteur d’eau est fixée à une valeur limite 
2
min(H 5.10 m)
−
= avec des traitements spécifiques de sorte à stabiliser la solution. Cette 
dernière approche conduit à une surestimation de la position du front d’eau relativement à 
celle proposée par Brufau et al. (2002) et le modèle-2. La figure 3.17 montre l’évolution du 
débit unitaire (hu) et la vitesse à différents instants. Les erreurs relatives à la masse restent 
toujours assez faibles : 1 11 38 10  mnerrorMass
+ −< ×  et  %106% 121 −+ ×<nerrorMass . 
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Figure 3.16  Bassin soumis à une marée 
Prédictions comparées de la surface libre à différents instants 
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Figure 3.17  Bassin soumis à une marée 
Prédictions du débit unitaire (à gauche) et de la vitesse (à droite) à différents instants 
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3.5 Simulation d’un cas réel de bathymétrie 
3.5.1 L’estacade de Bordeaux (Laval) 
L’estacade de Bordeaux est une portion de la rivière des Prairies située à proximité de la ville 
de Laval (Québec). Le domaine a fait l’objet de quelques travaux dont ceux de (Loukili et 
Soulaimani, 2007). Les données relatives à la bathymétrie (Figure 3.18) et au maillage non-
structuré (Annexe III, pp. 180) ont été fournies par Hydro-Québec. Le maillage est constitué 
de 25976 éléments triangulaires et de 13217 nœuds pour un domaine couvrant 
approximativement 2720 400 m .×  Les simulations sont effectuées avec 610 mε −=  et un 
coefficient de Manning fixé à 1/3n 0,03m s.−=  
 
3.5.2 Vérification des propriétés de conservation 
Afin de vérifier la C-property, des conditions de mur ont été imposées à toutes les frontières. 
Un plan d’eau fixé à 0 16 mη = a été considéré de sorte à créer des zones sèches à l’intérieur 
du domaine. Les simulations n’ont généré aucune vitesse et le plan d’eau statique a été 
conservé. Pour la vérification de la conservation du volume d’eau, une rupture d’un barrage 
fictif situé à la position 601000  mx =  a été simulée. Pour un niveau d’eau fixé à 0 19 m,η =  
le volume total d’eau dans le réservoir était de 3378 991,133 m . Les erreurs relatives à la 
masse sont restées quasiment nulles avec 1 9 34,1 10 mnerrorMass
+ −< ×  et 
1 13% 8,1 10 %nerrorMass
+ −< ×  (Figure 3.19). 
 
3.5.3 Simulation des bancs couvrants et découvrants 
La dernière étape a consisté en la simulation des bancs couvrants et découvrants dans la 
rivière. Pour ce faire, dans un premier temps, afin d’obtenir un régime permanent, le niveau 
d’eau a été fixé à 0 16 mη = et les frontières d’entrée et de sortie soumises aux conditions : 
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( )
3
nflow
0
1000  m /s
, si  0
i
outlet outlet
Q
u nη η
 =
= ⋅ >
   
 
 
(3.9) 
 
Le régime permanent a été atteint avec un niveau d’eau moyen égal à 1 16,34 mη = . A partir 
de cette solution, de nouvelles conditions aux limites ont été imposées avec un débit fluctuant 
selon la relation : 
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(3.10)
 
La condition de relaxation basée sur le calcul du nombre de Froude imposée à la sortie s’est 
avérée déterminante dans l’obtention des résultats escomptés. Le débit d’entrée fluctuant 
énormément en plus de la grande variabilité de la géométrie à la sortie de la prairie, 
l’écoulement peut y devenir assez complexe. Il convenait donc d’imposer une condition de 
sortie relative au régime d’écoulement.   
 
Les simulations ont été faites pour une amplitude maximale 3max 900 m / s,Q =  une période 
3600 ssT =  pour une durée totale de 10800 s. Dans une première phase, on observe une 
baisse progressive du niveau d’eau jusqu’à un niveau moyen de 15,5 m après 1200 s. Il 
apparaît alors des zones sèches avec de petites îles éparses dans la prairie. C’est l’exondation 
due à la baisse du débit d’entrée. Le niveau d’eau monte ensuite progressivement avec 
l’arrivée d’une onde due à l’augmentation du débit. Les zones tantôt asséchées sont inondées 
et le niveau d’eau moyen atteint 16,6 m après 2700 s. La prairie présente alors pour seules 
zones sèches une île au sud-est et les berges hautes. Le processus se reproduit cycliquement 
jusqu’au bout de la simulation (Annexe IV, pp. 181). 
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Les phases extrêmes de l’évolution des bancs couvrants-découvrants sont décrites par les 
figures 3.20-3.25. Les figures 3.20 et 3.21 présentent le champ de vitesse et montrent que les 
vitesses s’annulent avec l’exondation et l’apparition de zones sèches. A la figure 3.22, les 
lignes de courant contournent les zones sèches pendant l’exondation et reviennent couvrir 
tout le domaine durant l’inondation. Les lignes de contour décrivant les hauteurs et niveaux 
d’eau pour les valeurs moyennes observées sont représentées sur les figures 3.23 et 3.24. Une 
vue 3-D des phases extrêmes de la propagation des bancs couvrants-découvrants dans cette 
portion de la rivière est présentée à la figure 3.25.  
 
 
 
 
Figure 3.18  Bathymétrie de la portion de la rivière des Prairies 
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Figure 3.19  Rivière des Prairies 
 Erreurs relatives à la conservation de la masse pour le test de rupture de barrage 
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Figure 3.20  Rivière des Prairies  
Champ de vitesses dans la prairie asséchée et inondée  
par une fluctuation extrême du débit d’entrée après 1200 s et 2700 s 
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Figure 3.21  Rivière des Prairies 
Zoom sur le champ de vitesses proche de la sortie de la prairie  
aux instants t=1200 s et t=2700 s 
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Figure 3.22  Rivière des Prairies  
Lignes de courant lors des bancs couvrants et découvrants aux instants t=1200 s et t=2700 s 
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Figure 3.23  Rivière des Prairies  
Lignes de contour des hauteurs lors des bancs couvrants et découvrants  
aux instants t=1200 s et t=2700 s 
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Figure 3.24  Rivière des Prairies 
 Lignes de contour des niveaux lors des bancs couvrants et découvrants  
aux instants t=1200 s et t=2700 s 
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Figure 3.25  Rivière des Prairies 
 Vue 3-D des bancs couvrants-découvrants après 1200 s et 2700 s 
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3.6 Conclusion 
Le modèle numérique de traitement des bancs couvrants et découvrants proposé a été 
implémenté dans le code de calcul CUTEFLOW développé en langage FORTRAN 90 au 
sein du groupe de recherche sur les applications numériques en ingénierie et technologie 
(GRANIT). Les tests numériques effectués ont montré des résultats satisfaisants relativement 
à quelques travaux antérieurs dont ceux de Brufau et al. (2002), Heniche et al. (2000),  Castro 
et al.(2006; 2008). Le modèle a pu être appliqué au cas réel de la rivière des Prairies 
présentant une bathymétrie complexe. Ce dernier test est évidemment fictif, mais a été réalisé 
à dessein : l’objectif était d’évaluer la robustesse du modèle à travers la simulation d’un 
écoulement extrême sur une bathymétrie réelle. De par le caractère assez réaliste des résultats 
obtenus, le modèle numérique proposé dans ce travail s’est montré capable de simuler des 
cas d’écoulements complexes. Répondant aux perspectives des travaux de Loukili et 
Soulaïmani (2007), le modèle s’est révélé robuste pour le schéma de Lax utilisé, simulant 
adéquatement le cas extrême d’un débit fluctuant.  
 
Le travail réalisé à ce premier niveau a fait l’objet de la publication dans la revue scientifique 
‘Computer Methods in Applied Mechanics and Engineering’ d’un article intitulé :  
Zokagoa, Jean-Marie, et Azzeddine Soulaimani. 2010. « Modeling of wetting-drying 
transitions in free surface flows over complex topographies ». Computer Methods in Applied 
Mechanics and Engineering, vol. 199, p. 2281-2304. doi:10.1016/j.cma.2010.03.023. 
 
 CHAPITRE 4 
 
 
RÉDUCTION DU MODÈLE : PROBLÉMATIQUE ET ÉTAT DE L’ART 
4.1 Introduction 
Le design en ingénierie se rapporte à la spécification des objectifs et à la satisfaction des 
contraintes relatives à un problème donné. Avec les avancées du domaine informatique 
(grande capacité de mémoire, processeurs assurant le parallélisme des exécutions), les 
exigences rencontrées par les ingénieurs en termes de précision, de fiabilité et de rapidité 
d’exécution sont de plus en plus importantes. La capacité de prédire le comportement des 
systèmes solides ou fluides ou leur interaction requiert des ressources informatiques 
puissantes pouvant assurer la résolution des équations aux dérivées partielles gouvernant de 
tels problèmes. En effet, cette démarche conduit généralement à des systèmes de très grande 
taille pour des domaines complexes. 
 
Certaines approches, notamment celles basées sur la résolution de systèmes linéaires 
connaissent un succès notable par le développement de méthodes sophistiquées de résolution 
numérique. C’est le cas des méthodes de décomposition du domaine avec l’utilisation des 
solvers "multigrid ", et des calculs parallélisés. On note aussi des avancées dans l’utilisation 
des méthodes de Krylov pré-conditionnées en mécanique des structures et des méthodes de 
Newton-Krylov en dynamiques des fluides assurant une réduction significative du temps de 
calcul.   
 
Cependant, la prédiction des écoulements de fluides en régime non permanent, basée sur la 
résolution des équations non linéaires de Navier-Stokes nécessite des efforts supplémentaires 
lorsque certains objectifs spécifiques de fiabilité et rapidité d’exécution sont à considérer. En 
effet, les paramètres d’entrée (débit, niveaux d’eau, bathymétrie, coefficient de frottement, 
etc.) utilisés pour la simulation d’un écoulement ne sont pas connus avec la certitude 
escomptée du fait de leur variabilité naturelle. La prise en compte des incertitudes nécessite 
une analyse de fiabilité à travers des calculs de sensibilité mesurant le degré d’influence des 
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paramètres d’entrée. Il en résulte des calculs répétitifs pouvant être assez coûteux en temps 
de simulation. D’autre part, en situation d’urgence, ou dans le domaine du contrôle actif où la 
simulation en temps quasi-réel est nécessaire, l’utilisation d’un modèle numérique de haute 
précision n’est d’aucune praticité (Dibike, Solomatine et Abbott, 1999; Liberge et Hamdouni, 
2010; Ravindran, 2000b), d’où l’émergence des techniques de réduction. 
 
La réduction du modèle s’avère être une approche efficace assurant la possibilité de réduire 
le fardeau numérique en conservant les propriétés physiques prédominantes du système 
étudié (Ata, 2008). L’utilisation la plus simple et la plus courante actuelle des modèles 
réduits vise à augmenter le nombre de résultats provenant d'un code de simulation coûteux, 
utilisé pour une gamme de paramètres d’entrée dictée par une certaine stratégie de 
conception. Une fois construit, le modèle réduit doit être de plusieurs ordres de grandeur plus 
rapide que le code primaire. Il doit être également utile et précis, pour la prédiction des 
problèmes définis par des paramètres d’entrée différents de ceux ayant servi à sa conception 
(Forrester, Sóbester et Keane, 2008). Les principales attentes d’un modèle réduit sont les 
suivantes : 
 
(i) Une réduction significative du temps de prédiction relativement au modèle de 
référence (modèle numérique de haute précision : full-order model, high fidelity 
model). 
(ii) Des résultats exploitables assez proches de ceux du modèle de référence.  
(iii) La possibilité d’exploitation du modèle réduit par application à de nouveaux 
scénarios. 
(iv) L’autonomie à travers la minimisation de l’intervention de l’utilisateur.  
 
Ce chapitre donne un aperçu général des méthodes proposées dans la littérature. Plusieurs 
techniques de réduction ont été proposées et utilisent soit une approche non intrusive, soit 
une approche intrusive. 
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4.2 Méthodes non intrusives de réduction ou concept de la boîte noire 
L’utilisation des modèles de calculs de haute précision (high-fidelity) reste problématique 
dans le domaine du design en ingénierie, du fait du coût élevé des simulations avec 
l’application des algorithmes d’optimisation ou d’analyse des incertitudes. Par ailleurs, 
l’obligation d’utilisation de codes commerciaux en l’absence de codes "maison" a rendu 
nécessaire le développement de modèles d’approximation pour l’analyse. Ainsi, un gain en 
coût de calculs peut être obtenu par couplage des modèles d’optimisation avec le modèle 
d’approximation en lieu et place du modèle original. Cette approche est dite non intrusive car 
aucune modification n’est apportée au code original. Ce dernier est sollicité comme une 
"boîte noire", soit sans considération de la structure interne du système, pour la simulation 
d’un nombre réduit de scénarios différents, définis par des paramètres d’entrée 
présélectionnés.  
 
Les solutions obtenues génèrent un plan d’expérience relatif aux paramètres d’entrée et de 
sortie. Le modèle approximatif ou meta-modèle est construit par apprentissage à travers le 
plan d’expérience obtenu. Des techniques d’interpolation ou de régression peuvent être 
utilisées pour la construction du meta-modèle.  
 
4.2.1 Les surfaces de réponse 
L’origine des surfaces de réponse date selon Keane et Nair (2005) du début du XXe siècle 
avec le besoin pour des scientifiques du domaine de la biologie et de l’agriculture de  
développer de nouveaux outils pour la modélisation des données expérimentales. Ces travaux 
utilisaient des techniques de régression pour des données indépendantes et des modèles 
d’approximation linéaires ou quadratiques lorsque la génération des données était coûteuse. 
 
En analyse de fiabilité, le principe des surfaces de réponse est d’approcher la fonction d’état 
limite implicite ( )G X  estimée ponctuellement par un code éléments finis ou volumes finis 
ou des données expérimentales, par une fonction équivalente ˆ ( )G X  en terme de réponse 
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explicite et simple à manipuler. Une telle fonction utilisée en remplacement du modèle 
explicite permet un gain appréciable en temps de calculs. La fonction peut être construite à 
l’aide de méthodes de régression et à l’aide de polynômes linéaires ou de second degré.  
 
La surface de réponse est construite à partir d'un plan d’expérience défini dans un espace 
standardisé. Les coordonnées des points du plan d’expérience définissent les données des 
calculs du modèle déterministe original. Le nombre de points expérimentaux du plan 
d’expérience est choisi de sorte à avoir autant d’équations que d’inconnues pour la 
détermination des coefficients du polynôme définissant la fonction équivalente. Ces 
coefficients peuvent être ajustés par la méthode des moindres carrés. La qualité de la surface 
de réponse réside essentiellement dans le choix de la forme de la surface de réponse et des 
points du plan d’expérience qui doivent permettre une reproduction fidèle des résultats du 
modèle déterministe. 
 
La littérature fait cas de plusieurs travaux utilisant les surfaces de réponse couplées à des 
méthodes stochastiques pour une analyse de fiabilité avec des applications intensives en 
structures (Gomes et Awruch, 2004; Nguyen et al., 2009; Wu, Yu et Zhao, 2005). Elle reste 
cependant moins fournie en travaux portant sur la simulation des écoulements d’eaux peu 
profondes au moment où nous réalisons ce projet. 
 
4.2.2 Approximation de modèle basée sur les réseaux de neurones artificiels 
Les réseaux de neurones artificiels (RNA) constituent une nouvelle approche mathématique 
flexible capable d’identifier des relations complexes non linéaires entre des données d’entrée 
et de sortie d’un système. Leur conception est réalisée par analogie au fonctionnement des 
cellules du système nerveux humain ou des vertébrés en général. Selon la modélisation 
mathématique du fonctionnement du neurone proposée par Mc Culloch et Pitts (1943), 
chaque cellule du système nerveux reçoit des informations représentées par un vecteur 
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donnée { }1 2 3 1, , , , ,n nx x x x x− , effectue une somme pondérée 
1
n
i i
i
S w x
=
=  et génère un 
résultat y  à travers éventuellement une fonction de transfert f  comme décrit à la figure 4.1.  
 
1
, ( )
n
i i
i
S w x f S
=
= y
1x
2x
3x
1nx −
nx
1w
nw
1nw −
2w
2w
 
 
Figure 4.1  Modèle du fonctionnement d’un neurone artificiel 
 
 
La définition de l’architecture et l’apprentissage constituent les phases principales de la 
construction d’un réseau neuronal. La définition de l’architecture consiste au choix du 
vecteur d’entrée (en rapport avec les résultats du modèle déterministe), en la définition : du 
nombre total de couches et des neurones (taille du réseau); du type d’interconnexion entre les 
couches et enfin des fonctions de transfert. L’apprentissage est un processus adaptatif au 
cours duquel les relations complexes entre les données et les résultats numériques sont 
assimilées et les interconnexions entre les couches sont ajustées. Lorsqu’une architecture et 
un algorithme d’apprentissage adéquats sont établis, le modèle réduit de RNA peut être très 
efficace en termes de temps de calculs et de prédictions du phénomène étudié pour des 
paramètres d’entrée dans l’ordre de grandeur de ceux ayant servi à la phase d’apprentissage 
(Dibike, Solomatine et Abbott, 1999). 
  
Plusieurs applications sont concernées. Les domaines couverts sont entre autres : la 
prédiction et la prévision; l’optimisation et la planification; la reconnaissance de formes; le 
traitement de signal et d’image (Zeng, 2010). Les réseaux de neurones ont pu être également 
90 
utilisés en hydraulique numérique (Dibike, Solomatine et Abbott, 1999; Solomatine et 
Torres, 1996). Dartus et al. (1993), dans le but de montrer que cet outil est suffisamment 
fiable pour être utilisé dans le cadre de la gestion en temps réel des réseaux d’assainissement, 
ont procédé à l’étude de la propagation d’une onde de crue dans un canal. Un réseau de trois 
couches ayant dix neurones chacune a été utilisé. La phase d’apprentissage est réalisée avec 
un échantillon de 1000 valeurs d’hydrogramme. Les résultats pour 200 tests ont été ensuite 
validés par comparaison à ceux fournis par un modèle numérique de type Muskingum-Cunge 
rendant bien compte de la diffusion pour un canal à pente faible. Les résultats montrent que 
les réseaux de neurones donnent des résultats proches de ceux du modèle de référence. 
Cependant, la qualité de la réponse du réseau de neurones reste liée intrinsèquement au 
nombre d’exemples servant à la phase d’apprentissage. En effet dans l’étude de Dartus et al. 
(1993), pour un nombre réduit de 20 exemples, les résultats montrent des erreurs allant de 
6% à 15% pour 20 tests. D’autre part Dibike, Solomatine et Abbott (1999) dans leur étude 
relative à l’application des réseaux de neurones à la gestion du système des réservoirs dans le 
bassin de la rivière Apure (Venezuela), montrent que le surapprentissage peut affecter les 
performances du modèle de réseau de neurones. Ils suggèrent à cet effet une limitation du 
nombre de couches neuronales cachées ou celle du nombre d’itérations durant la phase 
d’apprentissage.  
 
Les limites essentielles des méthodes non-intrusives résident dans la nécessité d’utilisation 
d’un nombre important de données expérimentales ou numériques à l’aide du modèle 
explicite (coûteux) pour la construction d’un meta-modèle offrant des résultats d’une certaine 
précision (Forrester, Sóbester et Keane, 2008; Keane et Nair, 2005). En outre, les méthodes 
non-intrusives exigent généralement une certaine expertise de la part de l’utilisateur, du fait 
de leur grande dépendance aux choix des scénarios (échantillonnage) servant à la phase 
d’apprentissage et aux techniques de calibrage (Martinez, 2009). 
 
91 
4.3 Méthodes intrusives de réduction    
Les méthodes intrusives de réduction nécessitent une compréhension plus profonde des 
équations gouvernant les phénomènes étudiés et des méthodes numériques utilisées pour leur 
résolution. Elles se basent sur l’exploitation des formes discrètes ou continues des équations 
gouvernantes et selon que celles-ci aboutissent à des systèmes linéaires, faiblement non-
linéaires ou non-linéaires, la tâche de réduction est plus ou moins complexe.  
 
Plusieurs méthodes efficaces ont en effet été développées pour la réduction des systèmes 
linéaires. L’extension des techniques de réduction aux systèmes non-linéaires reste cependant 
moins évidente.  
 
Les stratégies couramment rencontrées se basent sur des approximations des systèmes non-
linéaires pour l’application des méthodes de réduction du domaine du linéaire. C’est le cas 
avec les méthodes polynomiales. Les paragraphes suivants énumèrent quelques méthodes 
généralement utilisées dans la réduction des modèles numériques à travers une approche 
intrusive. 
 
4.3.1 Réduction de Guyan ou méthode de condensation 
La méthode de condensation ou réduction de Guyan (Guyan, 1965) consiste à réduire le 
nombre de degrés de liberté (ddl) pour les matrices de masse et de raideur en élément finis. 
Le principe de base consiste à répartir les ddl les plus significatifs en maîtres (m) et ceux 
restants en esclaves (s). Ainsi, pour un système de la forme : 
    
=K u f  
 
(4.1) 
 
la subdivision s’écrit : 
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mm ms m m
sm ss s s
     
=          
K K u f
K K u f
 
 
(4.2) 
 
En supposant que les effets des forces d’inertie des ddl esclaves sont négligeables : 0,s =f  la 
résolution de la partie esclave donne : 
    
1
s ss sm m
−
= −u K K u  
 
(4.3) 
 
Le système réduit comprenant seulement les ddl maîtres est alors obtenu par substitution de 
(4.3) dans (4.2). 
  
La réduction de Guyan est couramment proposée en mécanique des structures pour la prise 
en compte des incertitudes à travers une analyse stochastique (Panayirci, Pradlwarter et 
Schueller, 2011). Elle reste cependant inefficace pour l’étude des problèmes à basse 
fréquence. En outre, la méthode nécessite l’expertise de l’utilisateur et l’effectivité de la 
réduction en terme de gain en temps de calculs est liée au nombre de ddl esclaves identifiés. 
Enfin, selon la nature du problème étudié la condition maître esclaven n
 
n’est pas toujours 
garantie. 
 
4.3.2 Réduction par approximation polynomiale 
La méthode de réduction par approximation polynomiale consiste à approcher le système 
étudié à travers la troncature des séries de Taylor relatives à la fonction de transfert du 
système. Elle possède l’avantage d’être applicable à des systèmes non-linéaires. Considérons 
la forme générale d’un système non-linéaire suivant : 
    
( )d
dt

= + =
xE f x Bu
y C x
 
 
 
 
(4.4) 
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où f  est une fonction vectorielle non-linéaire. Par application d’un développement en séries 
de Taylor autour de ,=x 0  il vient : 
    
3( ) ( ) ( ) ...
d
dt

= + + ⊗ + ⊗ ⊗ + +
1 2
xE f 0 W x W x x W x x x Bu
y = C x
 
 
 
(4.5) 
 
avec ⊗  désignant le produit de Kronecker et ,kn nk
×∈W   un tenseur d’ordre k tenant compte 
des contributions d’ordre supérieur. Ainsi, une méthode de linéarisation du système 
consistera donc en la troncature de la série à l’ordre 1k =  et une méthode quadratique 
correspondra à une troncature à l’ordre 2.k =  La littérature fait également cas de 
l’approximation de Padé comme un choix naturel d’approximation du développement en 
série de Taylor d’une fonction vectorielle donnée (Baker et Graves-Morris, 1996; Zhaojun, 
2002). 
 
La réduction par approximation polynomiale peut être efficace en terme de gain en temps de 
calculs mais les principales limites de cette méthode résident dans la garantie de la stabilité. 
En outre, l’utilisateur pourrait éprouver des difficultés d’application à un système de grande 
taille ou à un système à entrée et sortie multiples  (Martinez, 2009). 
 
 
4.3.3 Méthode de réduction par décomposition en valeurs singulières (SVD)  
La décomposition en valeur singulières (SVD) d’une matrice N M×∈M  correspond à sa 
factorisation selon la relation ,∗M = UΣV  où N N×∈U  et M M×∈V   sont des vecteurs 
unitaires et ∗V est la matrice adjointe à V . La matrice M  peut alors s’écrire :  
 
1 1 1 2 2 2 n n nu v u v u vσ σ σ
∗ ∗ ∗
= + + +M   
 
 
(4.6) 
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où iu  et jv  sont les colonnes de vecteurs U et .V  Les valeurs singulières sont rangées dans 
l’ordre décroissant tel que 1 1, 1ii i i i iσ σ + + +Σ = > = Σ .   
 
Il est possible alors de définir une approximation optimale dans la norme 2L  telle que pour 
une matrice N M×∈M   donnée, il soit possible de trouver une matrice N M×∈X   de rang 
inférieur à celui de M  et minimisant l’erreur .E = M - X  La solution Xˆ  au problème ainsi 
défini par la troncature de la décomposition de M  s’écrit (Antoulas, 2005) : 
 
1 1 1 2 2 2
ˆ , ( )K K Ku v u v u v K Nσ σ σ
∗ ∗ ∗
= + + + <X   (4.7) 
 
Cette technique s’est avérée assez efficace dans plusieurs domaines et a inspiré de 
nombreuses méthodes de réduction de modèle. Antoulas (2005) fait cas de la méthode de 
troncature équilibrée (balanced troncature) et de l’approximation de Hankel pour les 
systèmes linéaires. Cependant, la technique POD (proper orthogonal decomposition) reste 
l’outil le plus couramment utilisé dans le cadre de la réduction de modèle par décomposition 
en valeurs singulières. Cette technique sera présentée avec plus de détails ultérieurement.  
 
4.3.4 Réduction par projection sur des sous-espaces ou projection de Galerkin 
La réduction de modèle par projection sur un sous-espace consiste à projeter le système 
original considéré sur un sous-espace de dimension finie réduite, engendré par des modes 
considérés prédominants, le tout en conservant la dynamique du problème étudié.  
 
    
d
dt

= +
xE A x Bu
y = C x
 
 
 
(4.8) 
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Avec , , ,N N N M P N× × ×∈ ∈ ∈E A B C   , ( ) Nt ∈x  la variable d’état, ( ) Mt ∈u   la donnée 
d’entrée et ( ) Pt ∈y   la donnée de sortie. On considèrera, pour simplifier les notations, un 
problème à une entrée et une sortie, soit 1.M P= =   
 
Pour une base appropriée N K×∈V   permettant l’approximation x Vz
 
du vecteur variable 
d’état du système original, avec K∈z   le vecteur variable d’état du système projeté, les 
relations (4.8) peuvent se réécrire : 
   d
dt

= +
zE V A Vz B u
y C Vz 
 
 
(4.9) 
 
où y  est une approximation de y. La réduction du modèle s’achève alors par l’application de 
la projection de Galerkin : 
    
ˆˆ ˆ
ˆ
d
dt

= +
=
zE A z B u
y C z
 
 
 
(4.10)
 
Avec ˆ K K×∈TE = V E V  , ˆ K K×∈TA = V AV  , ˆ K∈TB = V B   et 1ˆ K×∈C = CV  . Le système 
ainsi obtenu est d’ordre K, inférieur à n et peut être assez efficace, si les bases de projection 
sont choisies telles que la dynamique du problème étudié est conservée avec .K N     
 
La constitution des bases de projection demeure donc le socle de la méthode de réduction par 
projection de Galerkin. En cela, l’exploitation de la théorie des sous-espaces de Krylov a 
permis d’aboutir à des résultats plutôt intéressants pour des systèmes linéaires (Phillips, 
2000). Par définition, un sous-espace de Krylov ( , )rK A b  généré par une matrice A  et un 
vecteur b  d’ordre M est un espace engendré par une série de vecteurs 
{ }2 1M -b, Ab, A b,…,A b . Deux méthodes sont couramment utilisées dans la littérature : La 
procédure de Lanczos (Lanczos, 1950) et celle de d’Arnoldi (Arnoldi, 1951). Cependant, les 
96 
méthodes à base de projection sur les sous-espaces de Krylov sont limitées à la résolution de 
grands systèmes linéaires et leur succès réside dans un choix adéquat du sous-espace de 
Krylov. D’autre part, elles peuvent rencontrer des problèmes de stabilité. (Antoulas, 2005). 
 
Deux autres méthodes de construction de bases de projection couramment utilisées sont les 
techniques CVT (Centroidal Voronoi Tessellation) et POD (Proper Orthogonal 
Decomposition). Nous y consacrons les sous-sections suivantes. 
 
4.3.5 Réduction par projection sur une base réduite-CVT 
La technique CVT est une méthode de réduction exploitée dans plusieurs domaines dont le 
traitement d’images, la biologie, l’astrophysique et la résolution numérique des équations aux 
dérivées partielles. Initialement, le concept de la CVT était traduit (Du, Gunzburger et Ju, 
2010) comme un modèle de distribution optimale de points et de partitions (tessellation) 
spatiales de régions (ou de volumes) dans N ou à l’intérieur d’un ensemble discret de 
données. Qiang et Gunzburber (2002) ont pu étendre l’utilisation de la CVT à la génération 
d’un maillage optimisé pour la minimisation des coûts de calculs dans la résolution des 
problèmes complexes.  
 
La base de projection utilisée dans le processus de réduction à travers la CVT est constituée 
de vecteurs { } 1Kk k=z dits générateurs du diagramme (tessellation) { } 1Kk k=V de Voronoi définis 
comme suit : 
    
{ }: , 1,..., ;k k i i K k i= ∈Ω − ≤ − ∀ = ≠V w w z w z  
 
(4.11)
 
où ⋅  désigne la distance Euclidienne dans N  
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Par définition, une tessellation d’un domaine NΩ∈ (figure 4.2) est une partition { } 1Kk k=V  de 
W  telle que  pour 1,..., ,k k K⊂ Ω =V  vérifiant   pour k k k i∩ = ∅ ≠V V  et 1 .
K
kk= = ΩV  
La tessellation de Voronoi ( ){ } 1, Kk k k=z V  de Ω  est dite centroïdale (CVT) si et seulement si 
les points générateurs { } 1Kk k=z  sont également les centroïdes des régions { } 1Kk k =V . Plusieurs 
algorithmes de construction d’une CVT existent et le plus usité est celui de Lloyd (Du, Faber 
et Gunzburger, 1999). Le lecteur intéressé à plus de détails se rapportera à (Okabe, 2000) et 
(Burkardt, Gunzburger et Lee, 2006).  
 
Un choix judicieux de Ω  serait un ensemble discret de solutions, soit une matrice de 
snapshots { } 1 ,N Nek ek N N=Ω = ∈ <w   obtenue du code éléments finis ou volumes finis où 
eN  désigne le nombre de cellules du maillage. Une fois les vecteurs de base CVT 
{ } 1Kk k=z obtenus, chaque variable ( , )tu x  peut être approximée par la relation : 
    
1
( , ) ( )
K
k k
k
t tα
=
=u x z  
 
 
(4.12)
 
Le modèle réduit dont les inconnues sont les fonctions de coefficients { } 1( ) Kk ktα =  est 
finalement obtenu par substitution dans les équations de Navier Stokes discrétisées et par 
application du principe de Galerkin forçant le résidu à l’orthogonalité à chacune des 
fonctions de base. Cette technique a été l’objet d’étude de Burkardt et al. (2006) en 
mécanique des fluides. L’application au T-cell problem correspondant à un écoulement 
incompressible, visqueux dans un domaine en forme de T soumis à un débit d’entrée variant, 
montre des résultats encourageants. Les écarts entre les résultats du modèle réduit CVT et 
ceux fournis par le modèle éléments finis restent faibles. Le gain en temps de calculs est très 
appréciable. Le modèle réduit permet 2553 et 28673 simulations pour 12 et 6 bases CVT 
respectivement dans un même temps qu’une simulation unique avec le modèle explicite. 
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Ces résultats bien qu’intéressants, ne peuvent être généralisés à des problèmes plus 
complexes et la littérature au moment où nous réalisons cette étude n’est pas très riche en 
travaux portant sur la réduction de modèles de simulation d’écoulements de fluides. La 
technique CVT peut être combinée à d’autres méthodes comme la POD (Proper Orthogonal 
Decomposition). Dans ce cas, l’idée est de construire un modèle hybride dit CVOD 
(centroidal voronoi orthogonal decomposition) dans lequel, la matrice des snapshots est 
divisée en un nombre fini de clusters avec une base POD définie pour chaque cluster (Du et 
Gunzburger, 2003). 
 
 
 
Figure 4.2  Exemple d’une tessellation d’un carré pour une densité uniforme 
Tirée de Du Q. et al., (2010, p. 121) 
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4.3.6 Réduction de modèle par projection sur la base réduite-POD 
La technique POD (Proper Orthogonal Decomposition) connue encore sous l’appellation 
‘réduction de Karhunen-Loève’ (Karhunen, 1946; Loeve, 1946) reste la plus utilisée dans la 
réduction des systèmes complexes (Burkardt, Gunzburger et Hyung-Chun, 2006). Elle est 
considérée comme une puissante technique de réduction de modèle permettant d’extraire les 
informations caractéristiques des données relatives à des systèmes complexes à partir d’une 
procédure d’orthogonalisation. La réduction de modèle par la POD est équivalente à la 
combinaison des procédés de réduction par décomposition en valeurs singulières et par 
projection de Galerkin.  
 
La technique POD débute par la constitution d’une matrice N M×∈M   de snapshots à l’instar 
de la CVT : 
    
[ ]1 2, , , M=M w w w  
 
(4.13)
 
La matrice M  est ensuite décomposée en valeurs singulières comme indiqué à la section 
(4.3.3) .∗M = UΣV  La base réduite POD de dimension K ( )K N≤  peut être donnée par 
l’ensemble de vecteurs { } 1Kk k =φ  constitué par les K premiers vecteurs-gauche de la 
décomposition en valeurs singulières (Burkardt, Gunzburger et Lee, 2006) : 
    
[ ]1 2, , , K=U φ φ φ  
 
(4.14)
 
La base POD ainsi obtenue, possède des propriétés très intéressantes justifiant sa popularité 
dans la construction d’un modèle d’ordre réduit (ROM) : 
(i) La base réduite POD possède la propriété d’orthonormalité : ,i j ijδ=φ φ  
(ii) La base réduite POD est optimale. En d’autres termes, de toutes les combinaisons 
linéaires, la base réduite POD est la meilleure en ce sens qu’elle capture le maximum 
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d’énergie cinétique moyenne. En effet, soit Ε  la somme des carrés des erreurs entre 
chaque vecteur-snapshot nw  et sa projection nΠsw  sur le sous-espace engendré par la 
base { } 1Kk k =s  : 
    
2
1
1
( , , )
N
K n n
n=
Ε = −Π ss s w w  
 
 
(4.15)
  
Selon (Burkardt, Gunzburger et Lee, 2006), la base { } 1Kk k =φ  minimise Ε  sur toute base 
orthonormale possible de dimension K dans .M  
(iii) Les valeurs singulières { }1, , Kσ σ  relatives aux vecteurs de la base POD ont un 
caractère dégénératif  1 2 .Kσ σ σ≥ ≥ ≥  D’autre part, on montre que (Ravindran, 2000a) 
: 
   
2
1
1
( , , )
N
K n
n K
σ
= +
Ε = φ φ    (4.16)
 
où N  est le rang de la matrice M . Ainsi, les valeurs singulières peuvent servir de moyen 
de détermination de la dimension de la base optimale K. En effet pour 1( , , ) ,K δΕ ≤φ φ  
( 1)δ < , K peut être choisi tel que la condition suivante soit satisfaite (Burkardt, 
Gunzburger et Lee, 2006) : 
    
2 2
1 1
(1 )
K N
n n
n n
σ δ σ
= =
≥ −   
 
 
(4.17)
 
En général, on a K N  et chaque variable définissant la matrice des snapshots peut être 
approximée selon la relation : 
    
1
( , ) ( )
K
k k
k
t tα
=
w x φ  
 
 
(4.18)
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Ensuite, en utilisant l’orthonormalité des bases POD à travers la projection de Galerkin 
décrite à la section (4.3.4), on aboutit à un système réduit d’ordre K d’inconnues { } 1Kk kα =  
pouvant être résolu beaucoup plus rapidement que le système original.  
 
La technique POD a été introduite en mécanique des fluides par Lumley (1967) pour 
l’extraction des structures cohérentes d’un écoulement turbulent. Depuis, plusieurs études se 
sont appropriées la technique POD avec beaucoup de succès (Allery, Beghein et Hamdouni, 
2005; Sirovich, Ball et Keefe, 1990). La POD s’est avérée un outil très utile dans le contrôle 
actif ou rétroactif et dans l’optimisation des systèmes d’écoulements (Cardoso, Durlofsky et 
Sarma, 2009; Galbally, 2008; Kasnakoglu, 2007; Ravindran, 2000a; 2000b). En interaction 
fluide-structure (IFS), précisément en aéroélasticité, la POD a été utilisée pour la 
modélisation de la configuration complète d’un avion de guerre de type F-16 par (Danowsky 
et al., 2009; Lieu, Farhat et Lesoinne, 2006). D’autre part, Feng et Soulaimani (2007), ont 
appliqué la méthodologie classique de la POD à l’étude des oscillations d’une aile flexible 
soumise à un écoulement transsonique. On note également toujours en IFS des travaux 
portant sur la réduction d’un modèle de simulation de fluide autour d’un cylindre statique 
(Akhtar, Nayfeh et Ribbens, 2009; Sirisup et al., 2005) ou oscillant (Liberge, Benaouicha et 
Hamdouni, 2008; Liberge et Hamdouni, 2010). Cependant, le gain en temps de calculs reste 
très faible (une accélération de facteur 4 pour Lieu et al. (2006)).  
 
L’utilisation de la POD a été récemment étendue à la simulation d’écoulements complexes 
réels à grande échelle (de l’ordre de 610  à 1010  degrés de liberté) tels que les écoulements 
océaniques. Yanhua et al. (2006) ont en effet initié la réduction à travers la POD d’un modèle 
de simulation des courants océaniques du Pacifique. Ils ont été ensuite suivis par Fang et al. 
(2009) et Zhendong et al. (2007). Ces travaux montrent que la technique POD est très 
appropriée en océanographie, car assurant la simplification des calculs numériques et 
réduisant le temps CPU et l’espace mémoire requis. Aucune précision n’est faite cependant 
sur l’ordre de grandeur du gain en temps de calculs relativement au modèle numérique 
original. Dans des études plus récentes, Esfahanian et Ashrafi (2009) ont proposé un modèle 
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réduit de simulation des équations d’eaux peu profondes dit "equation-free Galerkin-free 
POD/ROM". Le modèle est appliqué à des domaines simples mais avec des conditions 
initiales complexes. L’étude montre que la réduction du temps CPU (incluant pour le modèle 
réduit la construction des bases POD) est d’environ 13 à 30 % selon le type d’écoulement 
simulé. Les auteurs notent que l’utilisation de la technique POD offre une meilleure précision 
des résultats, relativement à l’utilisation d’un maillage grossier. 
 
La popularité de la technique POD s’explique par les avantages assez intéressants qu’elle 
présente. Elle peut en effet s’appliquer à des données expérimentales comme à des données 
issues d’un modèle numérique à travers l’utilisation de snapshots. De plus, la constitution des 
snapshots n’est pas astreinte à suivre une direction particulière (Martinez, 2009). Cependant, 
elle nécessite la connaissance de la solution finale du système, laquelle n’est pas toujours 
disponible ou facile à générer. 
 
4.3.7 Conclusion 
A travers ce chapitre, nous avons relevé la nécessité de la construction d’un modèle réduit 
pour le design en ingénierie et la prédiction des écoulements de fluide. Plusieurs techniques 
sont proposées dans la littérature et ont pu être répertoriées en deux catégories. Les méthodes 
non-intrusives pour lesquelles aucune modification n’est apportée au modèle de base et les 
méthodes intrusives réduisant les systèmes d’équations gouvernant la physique du problème 
étudié.  
 
L’efficacité d’un modèle réduit est étroitement liée à la rapidité escomptée et à la précision 
tolérée. Les méthodes de réduction les plus efficaces semblent être celles basées sur la 
projection sur des sous-espaces ou projection de Galerkin. En effet, cette technique a 
l’avantage d’être applicable aux systèmes non-linéaires complexes avec un temps 
d’apprentissage, pour la construction de la base, moins coûteux en CPU.  
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La technique POD reste la plus populaire des techniques de réduction. Elle peut utiliser des 
données expérimentales comme des données numériques (snapshots). En outre, le modèle 
réduit une fois construit à travers la POD ne nécessite pas une grande expérience de la part de 
l’utilisateur. Seulement, à l’instar des autres méthodes, son efficacité diminue 
considérablement lorsqu’appliquée à des problèmes fortement non-linéaires. 

 CHAPITRE 5 
 
 
RÉDUCTION DU MODÈLE DE SIMULATION DES ÉCOULEMENTS A SURFACE 
LIBRE 
5.1 Introduction 
Ce chapitre porte sur le développement d’un modèle d’ordre réduit (ROM) de simulation des 
écoulements à surface libre. Le ROM est construit à partir de la réduction des équations 
discrétisées du modèle numérique aux volumes finis proposé au chapitre 2 (modèle-1). 
L’application directe de la technique POD aux équations de Saint-Venant discrétisées à notre 
connaissance n’a pas encore été réalisée. Les équations de Saint-Venant sont fortement non-
linéaires si bien que leur réduction a été toujours éludée à travers l’utilisation d’équations 
transformées allégeant la difficulté de la présence des composantes non-scalaires du vecteur 
vitesse (Esfahanian et Ashrafi, 2009).  
 
La théorie de la méthode POD est présentée. La réduction du modèle numérique aux volumes 
finis est ensuite détaillée. Des approximations des termes fortement non-linéaires sont 
proposées afin d’assurer la célérité des calculs mais aussi l’obtention de résultats assez 
proches de ceux du modèle aux volumes finis. 
 
5.2 Méthode de décomposition orthogonale aux valeurs propres ou POD 
5.2.1 Formulation théorique de la méthode  POD 
La méthode POD consiste à trouver une fonction ψ  dans l’espace de Hilbert H permettant la 
représentation optimale d’un champ donné ( , )u x t  défini dans un domaine borné Ω  à travers 
la résolution du problème de maximisation suivant : 
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2 2( , ) ( , )
max
( , ) ( , )H
u u
ψ
ψ ϕ
ψ ψ ϕ ϕ∈
=  
 
(5.1) 
 
où >•<  désigne l’opérateur de moyenne, ),( ••  est le produit scalaire dans H et 2
H
•  est 
la norme associée. 
 
Si l’espace de Hilbert considéré est )(2 Ω= LH , alors le problème de maximisation (5.1) 
conduit à la résolution du problème aux valeurs propres suivant (Holmes et al., 1997) : 
 
, , ,( , ) ( ) ( )R x x x dx xϕ λϕ
Ω
=  (5.2) 
 
où R est un tenseur de corrélation spatiale symétrique défini positif. Il existe alors un 
ensemble de valeurs propres 1)( ≥iiλ  positives décroissantes, ainsi qu’un nombre de modes 
propres orthonormaux 1)( ≥iiϕ  constituant la base POD tels que le champ ( , )u x t  puisse 
s’écrire :  
 
1
( , ) ( ) ( )i i
i
u x t a t xϕ
∞
=
=   (5.3) 
 
les fonctions temporelles ia  étant les coordonnées modales. 
 
5.2.2 La base réduite POD 
Introduite par Sirovich (1987), la technique des snapshots est un moyen efficient d’extraction 
d’une base POD de dimension finie. La technique des snapshots consiste à évaluer la solution 
numérique à différents instants afin d’obtenir la matrice : 
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1 2 sN
 =  W w w w  (5.4) 
 
 sN  est le nombre total de solutions calculées et kw  désigne les vecteurs-snapshots formant 
les colonnes de la matrice W de dimension e sN N× . 
 
La base réduite POD est alors extraite à travers la décomposition en valeurs singulières de la 
matrice W . Comme indiqué par Burkardt, Gunzburger et Lee (2006), la base POD réduite 
B  peut être définie par les bN  premiers vecteurs 1 2   bN =  B φ φ φ  vérifiant : 
   
T  0
0   0
 
=   
Σ
B W V  
 
 
(5.5) 
 
où 1( , , )Ndiag σ σ=Σ   et N  est le rang de W .  
Puisque T 2k k kσ=W W φ φ , pour ( 1,..., )k N=  , la dimension bN  de la base peut être choisie 
telle que : 
 
2
1
2
1
1 ,    (avec  1) 
bN
kk
N
kk
σ
ε ε
σ
=
=
≥ −    
 
(5.6) 
 
La base réduite POD est naturellement orthogonale et peut être normalisée : 
   
1 si 
( , ) ,   
0 sinoni j ij ij
i jδ δ == = φ φ  
 
 
(5.7) 
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5.2.3 Principe de la réduction du modèle 
On considère une solution ( , )x tu  d’un système non linéaire de eN  équations différentielles :  
   
( ( , )) ( ( , ), )d x t x t t
dt
=
u f u  
 
 
(5.8) 
 
Alors la fonction ( , )x tu  peut être approximée à l’aide de la base POD selon la relation : 
   
1
( , ) ( ) ( )
bN
POD
i i
i
x t a t x
=
=u φ  
 
 
(5.9) 
 
En multipliant (5.8) par les modes pφ  (projection de Galerkin), on obtient un système non-
linéaire de bN  équations différentielles des coordonnées modales :  
 
1
( ( , ))
( ( , ), ) ( ( , ), )
bN
p POD POD
p p
i
d a x t
x t t x t t
dt
=
= =φ f u r u  
 
 
(5.10)
 
Le système ainsi obtenu constitue le modèle réduit (POD/ROM) du modèle explicite (5.8). 
Le système (5.10) peut être très efficace en terme de gain en temps de calculs, si bN  est très 
petit ( b eN N<< ) et si le terme non linéaire ( ( , ), )
POD
p x t tr u  peut être calculé assez 
rapidement. La précision sera évidemment liée à la base B  et aux approximations ayant servi 
à développer ( ( , ), ).PODp x t tr u   
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5.3 Réduction du schéma aux volumes finis 
Étant donnée une matrice de snapshots pour chacune des variables du schéma aux volumes 
finis, la base POD 1 2   q
b
q q q q
N
 =  B φ φ φ  est obtenue comme décrit à la section (5.2.2). Les 
variables peuvent être exprimées selon la relation : 
 
1
( ) ( )
q
bN
q q
k k
k
t a t
=
=q φ   (5.11)
 
Où q  désigne le vecteur de degré de liberté correspondant aux variables 
,  ,  ,  ,   ou h hu h v u vη . L’exposant ' 'q  porté par le mode POD qkφ  et le coefficient 
q
ka indique leur correspondance à la fonction ( )tq . Les coefficients ( ), 1
q q
k ba t k N≤ ≤  
représentent les inconnues du modèle réduit et les vecteurs qkφ  impliquent une dépendance 
spatiale. La i-ème composante du vecteur qkφ  sera notée ikηϕ  indiquant ainsi la contribution de 
la cellule iK .  
 
Des valeurs différentes de qbN  pour chacune des variables dépendantes peuvent être 
considérées tant que la condition (5.6) est vérifiée. Cependant, dans un souci d’allègement 
des notations, nous utiliserons qb bN N= . Les sections suivantes présentent la réduction du 
schéma aux volumes finis à travers la projection de Galerkin.    
 
5.3.1 Réduction de l’équation de continuité 
L’équation de continuité discrétisée selon le schéma (2.6) s’écrit : 
                      
{ }31
1
( ) ( ) , 1,...,
nn n x y
i i ij ij ij ij ij ij j i e
ji
t L n hu n hv i N
K
η η λ η+
−
=
Δ
= − + − =  
 
 
(5.12)
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avec ( ) ( )1 1( ) ( ) ( ) , ( ) ( ) ( )
2 2ij i j ij i j
hu hu hu h v h v h v   = + = + et 1 ( )
2j i j i
η η η
−
= − . ijλ  est la 
vitesse d’onde.  
 
En utilisant la relation (5.11), il vient : 
 
3
1
, , , , ,
1 1 1 1 1 1
tb b b b bN N N N Nn n x n hu y n hv n n
k ik k ik ij ij k hu ikj ij k hv ikj ij k j ik
k k j k k ki
a a L n a n a a
K
η η η
η η ηϕ ϕ ϕ ϕ λ ϕ+ −
= = = = = =
 Δ  
= − + −          
 
(5.13)
 
où 1 ( ),
2
hu hu hu
ikj ik jkϕ ϕ ϕ= +  
1 ( )
2
hv hv hv
ikj ik jkϕ ϕ ϕ= +  et 
1 ( ).
2j ik jk ik
η η ηϕ ϕ ϕ
−
= −   
 
En permutant les sommations sur les interfaces avec celles sur les bases modales, l’équation 
précédente devient : 
 
3 3
1
, , , ,
1 1 1 1 1 1
3
,
1 1
t ( ) ( )
                                               ( ) ,    pour
b b b b
b
N N N N
n n n x hu n y hv
k ik k ik k hu ij ij ikj k hv ij ij ikj
k k k j k ji
N
n n
k ij ij j ik
k j
a a a L n a L n
K
a L
η η
η η
η
η
ϕ ϕ ϕ ϕ
λ ϕ
+
= = = = = =
−
= =
Δ 
= − +

− 
     
   1,..., ei N=
 
 
 
 
(5.14)
 
La projection de Galerkin peut être alors appliquée par la multiplication du système (5.14) 
par chacun des vecteurs .p
ηφ  De la propriété orthonormale des bases modales POD : 
 
   
1
, ,...,
eN
q q
ik ip kp b
i
 p 1 Nηϕ ϕ δ
=
= =   (5.15) 
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il résulte : 
     
3 3
1
, , , ,
1 1 1 1 1 1
,
t ( ) ( )
                                              ( )
b e b eN N N N
ip ipn n n x hu n y hv
p p k hu ij ij ikj k hv ij ij ikj
k i j k i ji i
ipn n
k ij ij j ik
ji
a a a L n a L n
K K
a L
K
η η
η η
η
η
η
ϕ ϕϕ ϕ
ϕ λ ϕ
+
= = = = = =
−
    
= − Δ + −                
3
1 1 1
,   1,...,
b eN N
b
k i
p N
= = =
 
=     
 
 
 
 
 
(5.16)
 
Nous pouvons dès lors définir des matrices 1huM et 
1
hvM où l’exposant '1'  réfère à la première 
équation du système (2.6) (équation de continuité) et les indices ' 'hu  et ' 'hv  traduisent 
l’expression des matrices selon les bases modales hukφ  et hvkφ  respectivement. Les coefficients 
des matrices 1huM  et 
1
hvM sont donnés par les relations : 
 
 
   
3
1
1 1
3
1
1 1
( , ) ( ),
( , ) ( )
e
e
N
ip x hu
hu ij ij ikj
i ji
N
ip y hv
hv ij ij ikj
i ji
p k L n   
K
p k L n
K
η
η
ϕ ϕ
ϕ ϕ
= =
= =

=
=
 
 
M
M
 
 
 
(5.17)
 
De même, nous définissons la matrice 1,nηΔD  relative au terme de stabilisation du flux (2.19) : 
 
 
   
3
1,
1 1
( , ) ( )
eN
ipn n
ij ij j ik
i ji
p k L
K
η
η
η
ϕ λ ϕΔ −
= =
= D   (5.18)
 
L’exposant ' 'n  indique ici que contrairement aux matrices 1huM  et 
1
hvM , la matrice 
1,n
ηΔD  
varie dans le temps puisqu’elle dépend de la vitesse d’onde calculée à chacune des interfaces 
ijΓ  des cellules triangulaires iK  et jK . L’équation de continuité se réduit alors selon 
l’expression : 
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   ( )1 1 1 1,
T
1, ,
T
1, ,
T
1, ,
t
avec
,..., ,   
,...,  and
,...,  
 
b
b
b
n n n n n n
hu hu hv hv
N
hu hu N hu
hv hv N hv
a a
a a
a a
η η η η
η η η
+
Δ

= − Δ + −  =    =    =  
A A M A M A D A
A
A
A
 
 
 
 
 
(5.19)
Les matrices 1huM  et 
1
hvM  sont calculées une seule fois en phase de prétraitement. En effet, 
elles dépendent uniquement des bases modales invariantes. Cependant, la matrice 1,nηΔD  reste 
problématique en ce sens qu’elle doit être calculée en phase de traitement du fait de la 
nécessité d’évaluation du terme nijλ  dans (5.18) dans le temps. 
 
Le terme nijλ  s’exprime en fonction de la racine carrée de la hauteur d’eau (2.24-2.25) et ne 
peut donc s’écrire sous une forme polynomiale dont les coefficients seraient les inconnues du 
modèle réduit ηA , huA  et hvA . Par ailleurs, calculer 
n
ijλ  explicitement sur chaque cellule 
engage un nombre de calculs de l’ordre du nombre total d’interfaces et un temps de calculs 
conséquent. Le gain en temps de calculs pourrait donc être sérieusement affecté en utilisant 
l’expression réduite de l’équation de continuité telle que donnée par la relation (5.19). Nous 
proposons par conséquent une approximation podiλ  de la vitesse d’onde indépendante du 
temps pour chaque cellule de sorte à obtenir une matrice constante. A travers plusieurs tests 
numériques, nous avons constaté qu’une valeur de podiλ  satisfaisant aux conditions : 
 
 
   ,max1,..,1
1 max ( )
s
s
N
n pod n
i i i i in NnsN
λ λ λ λ λ
=
=
= ≤ ≤ =   (5.20)
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où 
3
1
1 ,
3
n n
i ij
j
λ λ
=
=   assure un modèle stable et des résultats d’une précision acceptable. Nous 
définissons alors en remplacement de 1,nηΔD , la matrice constante suivante : 
 
 
   
3
1
1 1
( , ) ( )
eN
ippod
i ij j ik
i ji
p k L
K
η
η
η
ϕλ ϕΔ −
= =
= M   (5.21)
  
L’équation (5.19) s’écrit alors :  
   
 
   
( )1 1 1 1tn n n n nhu hu hv hvη η η η+ Δ= − Δ + −A A M A M A M A  (5.22)
 
Pour l’ensemble des tests numériques présentés dans cette partie du travail, nous utilisons : 
 
 
   1
1 sNpod n
i i i
nsN
λ λ λ
=
= =   
 
(5.23)
 
D’autres formulations pourraient être proposées, l’objectif essentiel étant d’obtenir un 
modèle stable, raisonnablement précis et assurant une accélération appréciable des calculs. 
 
5.3.2   Réduction des équations de la quantité de mouvement 
Les équations discrétisées de la quantité de mouvement après développement et 
simplification s’écrivent : 
 
( )31
1
( ) ( ) ( ) ( ) ( )n n x n n y n n x n n ni i ij ij ij ij ij ij ij ij i ij ij j i
ji
thu hu L n u hu n v hu n g h hu
K
η λ+
−
=
Δ
= − + + −   (5.24) 
( )31
1
( ) ( ) ( ) ( ) ( )n n x n n y n n y n n ni i ij ij ij ij ij ij ij ij i ij ij j i
ji
thv hv L n u hv n v hv n g h hv
K
η λ+
−
=
Δ
= − + + −   (5.25) 
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Les termes sources ont été omis afin d’alléger la présentation des équations. Leur réduction 
sera présentée à la section suivante. Ces équations sont plus complexes du fait des termes non 
linéaires ( ) , ( ) ,n n n nij ij ij iju h u  v hu  ( ) , ( )
n n n n
ij ij ij iju hv  v hv  et 
n n
i ijg h η . Leur traitement nécessite la 
considération des variables dépendantes ,u ,v  et h  ainsi que les bases associées. En utilisant 
la relation (5.11), et l’approximation de la vitesse d’onde ,podiλ  l’équation (5.24) devient : 
 
1
, ,
1 1
3
, , , ,
1 1 1 1 1
,
1
t                  ( ) ( ) ( ) ( )
                   + ( )
b b
b b b b
b
N N
n hu n hu
k hu ik k hu ik
k k
N N N N
x n u n hu y n v n hu
ij ij k u ikj k hu ikj ij k v ikj k hu ikj
j k k k ki
N
x n h
ij k h ik
k
a a
L n a a n a a
K
g n a
ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ
+
= =
= = = = =
=
=
Δ
− +
 
    
 , ,
1 1
( )
b bN N
n pod n
k ikj i k j ik
k k
a aη ηη ηϕ λ ϕ −
= =

−  
 
 
 
 
(5.26) 
 
Ensuite par projection de Galerkin en utilisant la base modale hupφ , l’équation réduite s’écrit : 
 
1 2 2
, , , , , ,
1, 1 1, 1
2 2
, , ,
1, 1 1
t ( , , )  ( , , )  
                          ( , , )      ( , )
b b
b b
N N
n n n n n n
p hu p hu m u uhu k hu m v vhu k hu
m k m k
N N
n n n
m h h k k hu hu
m k k
a a a m p k a a m p k a
a m p k a a p kη η
+
= = = =
Δ
= = =

= − Δ +

+ − 
 
 
M M
M M
 
 
 
(5.27)
 
ou encore 
 
( )1 T 2 T 2 T 2 2t ( ) ( ) ( )n n n n n n n n nhu hu u uhu hu v vhu hu h h hu huη η+ Δ= − Δ + + −A A A M A A M A A M A M A  (5.28)
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où  
3
2
1 1
3
2
1 1
3
2
1 1
3
2
1 1
( , , )
( , , )
( , , )
( , )
1 (
2
huNe
ip x u hu
uhu ij ij imj ikj
i ji
huNe
ip y v hu
vhu ij ij imj ikj
i ji
huNe
ip x h
h ij ij im ikj
i ji
huNe
ippod hu
hu i ij j ik
i ji
hu
ikj
m p k L n
K
m p k L n
K
m p k g L n
K
p k L
K
η
η
ϕ ϕ ϕ
ϕ ϕ ϕ
ϕ ϕ ϕ
ϕλ ϕ
ϕ ϕ
= =
= =
= =
Δ −
= =
=
=
=
=
=
 
 
 
 
M
M
M
M
1), ( ), 1,...,
2
hu hu hu hu hu
ik jk j ik jk ik b  p Nϕ ϕ ϕ ϕ−
 + = − =
 
 
 
 
 
 
(5.29)
 
De même, la seconde équation (5.25) se réduit sous la forme :  
 
( )1 T 3 T 3 T 3 3t ( ) ( ) ( )n n n n n n n n nhv hv u uhv hv v vhv hv h h hv hvη η+ Δ= − Δ + + −A A A M A A M A A M A M A  
 
(5.30)
 
avec 
 
3
3
1 1
3
3
1 1
3
3
1 1
3
3
1 1
( , , )
( , , )
( , , )
( , )
hvNe
ip x u hv
uhv ij ij imj ikj
i ji
hvNe
ip y v hv
vhv ij ij imj ikj
i ji
hvNe
ip y h
h ij ij im ikj
i ji
hvNe
ippod hv
hv i ij j ik
i ji
m p k L n
K
m p k L n
K
m p k g L n
K
p k L
K
η
η
ϕ ϕ ϕ
ϕ ϕ ϕ
ϕ ϕ ϕ
ϕλ ϕ
= =
= =
= =
Δ −
= =

= =
=
=

 
 
 
 
M
M
M
M

 
 
 
 
 
(5.31)
 
Les exposants '2 '  et '3'  portés par les matrices M  indiquent leur rapport avec les deuxième 
et troisième équations du système (2.6) respectivement.  
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Les variables ROM , hua  aη  et hva sont mises à jour selon les relations (5.22), (5.28) et (5.30).  
Il reste cependant à calculer les variables additionnelles ,h ua  a  et .va  
 
Calcul de la variable ROM ha  
Puisque i i ih zη= − , il vient : 
 
, ,
1 1
b bN N
n h n
k h ik k ik i
k k
a a zηηϕ ϕ
= =
= −    (5.32)
 
La multiplication de (5.32) par hpφ donne : 
 
, , ,
1 1 1 1 1
( ) ( )
e b b e eN N N N N
n h n n h h
p h ip k ik i k ik ip i ip
i k k i i
a a z a zη ηη ηϕ ϕ ϕ ϕ ϕ
= = = = =
= − = −       (5.33)
 
Posant 0
1
( , )
eN
h
h ik ip
i
p k ηϕ ϕ
=
=M et 0
1
( )
eN
h
hz i ip
i
p z ϕ
=
=M , on obtient : 
 
0 0
, ,
1
( , ) ( )
bN
n n
p h h k hz
k
a p k a pη
=
= − M M   (5.34)
 
Calcul des variables ROM ua et va  
La vitesse moyenne en une cellule inondée podih ε>  peut être calculée selon la relation 
 
( )i
i
i
huu
h
=  
 
(5.35)
 
Afin d’obtenir un modèle assurant une accélération appréciable des calculs, l’approximation 
suivante a été considérée : 
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, , ,
1 1 1
1 1b b bN N Nn u n hu n hu
k u ik k hu ik k hu ikpod
k k ki i
a a a
h h
ϕ ϕ ϕ
= = =
= =     (5.36)
 
pod
ih est une approximation de la hauteur d’eau ih  dans chaque cellule, calculée comme étant 
la hauteur d’eau moyenne relative aux snapshots : 
 
1
1 sNpod n
i i
ns
h h
N
=
=    (5.37)
 
La projection de Galerkin appliquée à (5.36) donne   
 
, ,
1 1
1e bN Nn n hu u
p u k hu ik ippod
i ki
a a
h
ϕ ϕ
= =
=    (5.38)
 
Ayant évalué la variable ,
n
p hua à partir de (5.29), 
n
upa , est calculé selon la relation : 
 
0
, ,
1
( , ), , ,
bN
n n
p u k hu u b
k
a a p k   p 1 ... N
=
= = M   (5.39)
 
avec 
 
0
1
1( , )
eN
u hu
u ip ikpod
i i
p k
h
ϕ ϕ
=
=M   (5.40)
 
A travers une analyse similaire : 
 
0
, ,
1
( , ), , ,
bN
n n v
p v k hv v b
k
a a p k   p 1 ... N
=
= = M   (5.41)
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avec 
 
0
1
1( , )
eN
v hv
v ip ikpod
i i
p k
h
ϕ ϕ
=
=M   (5.42)
 
 
5.3.3 Réduction du terme source de friction 
Le terme source de friction est également réduit à travers la projection de Galerkin. Selon son 
expression donnée par la relation (2.14) suivante : 
 
T
2 2 2 2 2 2
1/3 1/3
n n
( ) 0, ,
u u v v u v
g g
h h
 + + = − −  
S V  
 
 
 
ce terme à l’instar de la vitesse d’onde nijλ  présente quelques difficultés de réduction. En 
effet, la norme de la vitesse 2 2( )u v+  compromet une écriture sous une forme polynomiale 
dont les coefficients seraient les inconnues du modèle réduit hA , uA  et vA . Pour contourner 
cette difficulté, nous avons donc considéré la valeur moyenne sur l’ensemble des snapshots : 
 
 ( )2 2
1
1 ( )
sN npod
i ii ins
u v
N
=
= +u   (5.43)
 
Ainsi, en utilisant le procédé de réduction appliqué aux sections (5.3.1) et (5.3.2), u et v sont 
remplacés par leur approximation selon (5.11) :  
 
( ) ( ) ( )
T
2 2
, ,1/3 1/3
1 1
0, n , n
b b
pod pod
N Nn i in u n v
i k u ik k v ikpod podk ki i
g a g a
h h
ϕ ϕ
= =
  = − −  
 u uS  
 
(5.44)
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et suite à la multiplication des équations (5.24) et (5.25) par hupφ et hvpφ  respectivement, il 
vient : 
 
( ) ( )
T
2 2
, ,1/3 1/3
1 1 1 1
( , ) 0, n , n
b b
pod pod
N NNe Ne
i ipod hu n u hv n v
ip k u ik ip k v ikpod podi k i ki i
p k g a g a
h h
ϕ ϕ ϕ ϕ
= = = =
        = − −        
   u uS (5.45)
 
Par permutation des sommations : 
 
( ) ( )
T
2 2
, ,1/3 1/3
1 1 1 1
( , ) 0, n , n
b b
pod pod
N NNe Ne
i ipod n hu u n hv v
k u ip ik k v ip ikpod podk i k ii i
p k a g a g
h h
ϕ ϕ ϕ ϕ
= = = =
        = − −        
   u uS (5.46) 
 
Les matrices constantes indépendantes suivantes peuvent être alors construites en phase de 
prétraitement : 
 
( )
( )
2 2
1/3
1
3 2
1/3
1
( , ) n
( , ) n
pod
Ne
i hu u
Friction ip ikpodi i
pod
Ne
i hv v
Friction ip ikpodi i
p k g
h
p k g
h
ϕ ϕ
ϕ ϕ
=
=
  
= −  
  
= −  


u
M
u
M
 
 
 
(5.47)
 
Les équations (4.29) et (4.30) tenant compte des termes de frictions s’écrivent : 
 
(
)
1 T 2 T 2 T 2
2 2
t ( ) ( ) ( )
                                                  
n n n n n n n n
hu hu u uhu hu v vhu hu h h
n n
hu hu Friction hu
η η
+
Δ
= − Δ + +
− −
A A A M A A M A A M A
M A M A
 
 
(5.48)
 
(
)
1 T 3 T 3 T 3
3 3
t ( ) ( ) ( )
                                                  
n n n n n n n n
hv hv u uhv hv v vhv hv h h
n n
hv hv Friction hv
η η
+
Δ
= − Δ + +
− −
A A A M A A M A A M A
M A M A
 
 
(5.49)
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5.3.4 Traitement des cellules sèches 
Les traitements spécifiques effectués aux interfaces H/S dans le schéma aux volumes finis ne 
peuvent être reconduits dans le ROM car les matrices constantes indépendantes M  sont 
calculées une seule fois en phase de prétraitement. Des corrections sont cependant apportées 
durant la construction des matrices M  lorsqu’une cellule sèche 310podih ε
−≤ ≈ est identifiée. 
En annulant la vitesse à l’intérieur d’une telle cellule ( 0),i iu v= =  nous imposons 
0u hu v hvip ik ip ikϕ ϕ ϕ ϕ= =  en (5.40) et (5.42). Pour une cellule sèche qui pourrait être inondée, un 
traitement plus élaboré a été proposé pour le calcul des flux du schéma aux volumes finis 
(2.6). Cependant, ces calculs s’effectuant à chaque pas temps ne sauraient être appliqués au 
modèle réduit au risque d’affecter sérieusement le temps de calculs et partant, l’efficacité du 
ROM. 
 
5.3.5   Conditions aux limites pour le modèle réduit 
Les flux aux interfaces coïncidant avec les frontières externes du domaine sont également 
projetés sur les bases POD. Les flux sont calculés dans le modèle VF selon la nature de la 
frontière. Une cellule fictive ,jK ∂Ω  partageant l’interface correspondant à la frontière avec la 
cellule Ω∂,iK  est considérée. Des modifications sont apportées aux variables indépendantes 
dans chacune des cellules pour le calcul du flux.  
 
Les termes de frontière dans le modèle réduit sont des vecteurs supplémentaires représentant 
des sollicitations extérieures. Ils sont obtenus de la projection sur les bases modales des 
termes de frontière du schéma aux volumes finis. Un problème se pose néanmoins lorsque la 
condition de frontière est fonction du temps, car ne pouvant alors être représentée par des 
matrices constantes. C’est le cas lors de l’imposition d’un débit ou d’une condition de marée 
à une des frontières du domaine.  
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Vu que le nombre de cellules aux frontières d’entrée et de sortie du domaine est 
généralement faible, nous nous sommes proposés de : 
• Calculer le flux à la frontière selon le modèle VF, suite aux calculs des variables 
,  ,  et hu hvη  à partir des coordonnées modales ,  et  n n nhu hvηA A A  en utilisant la relation 
réciproque à (5.11).  
• Réduire le terme de flux de dimension, le nombre de cellules à la frontière considérée par 
projection de Galerkin à l’aide des modes k
ηφ  hukφ  et hvkφ . 
 
Les paragraphes suivants donnent les détails de la procédure selon la nature de la frontière.  
 
Frontière solide et condition d’imperméabilité 
A une frontière solide, la condition de non-glissement est imposée. Cette condition étant fixe 
dans le temps, elle peut être implémentée directement lors de la construction des matrices 
constantes indépendantes M . Il suffit pour cela à l’instar du calcul du flux de mur dans le 
modèle explicite : 
   
,
     0
FV x
i mur i i i i
y
i i i
L n g h
n g h
η
η
  
=    
F  
 
 
(5.50)
 
d’imposer les conditions suivantes :  
 
, ,
0
0
u
imj
v
imj
x y h x y h
ij ij imj ikj i i im ikL n L n
η η
ϕ
ϕ
ϕ ϕ ϕ ϕ
 =
=
=
 
 
 
(5.51)
 
iL  est la longueur de l’interface coïncidant avec la frontière. Les seuls termes non nuls sont 
alors les composantes correspondantes des matrices 2hηM et 
3
hηM définies en (5.29) et (5.31) 
respectivement.
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Entrée ou sortie avec débit 
La condition de débit pose le problème de la condition aux limites dépendante du temps. 
Comme indiqué plus haut, le flux est calculé selon le modèle explicite : 
2
,
2
         i
FV x i
i débit i i i i
i
y i
i i i
i
Q
QL n gh
h
Qn gh
h
η
η
  
−    = +      
+    
F  
 
 
 
(5.52)
 
iQ  est le débit unitaire (par unité de longueur de la frontière). Les variables ih et iη  sont 
calculées à chaque pas de temps et pour chaque cellule à la frontière selon les relations :  
   
,
1
bN
n n
i k ik
k
n n
i i i
a
h z
η
ηη ϕ
η
=

=
= −
  
 
 
(5.53)
 
Le vecteur de flux ,
FV
i débitF  est alors multiplié par les modes k
ηφ  hukφ  et hvkφ  afin d’obtenir des 
vecteurs POD/ROM de sollicitation extérieure relative au débit, à ajouter au système (5.22), 
(5.48) et (5.49) : 
   
1,
1
2
2,
1
2
3,
1
( )
( )
( )
CL
e
CL
e
CL
e
N
ROM i
débit ik i
i i
N
ROM hu xi i
débit ik i i i
i i i
N
ROM hv yi i
débit ik i i i
i i i
Lk Q
K
L Qk n g h
K h
L Qk n g h
K h
ηϕ
ϕ η
ϕ η
=
=
=
= −
 
= +   
 
= +   
F
F
F
 
 
 
 
 
(5.54)
 
CL
eN désigne le nombre de cellules à la frontière considérée. 
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Les exposants '1' , '2 '  et '3'  traduisent que les vecteurs correspondants sont ajoutés aux 
équations (5.22), (5.48) et (5.49) respectivement, lorsqu’une frontière est soumise à une 
condition de débit. 
 
Entrée ou sortie transmissive 
Les frontières transmissives laissent passer le courant. Il est cependant parfois nécessaire 
d’imposer un niveau d’eau pour la fermeture du problème. Dans ce cas, la démarche est 
identique à la précédente. Le flux est d’abord calculé à partir du modèle explicite VF: 
    
,
( ) ( )
( ) ( )
( ) ( )
x y
i i i i
FV x y x
i trans i i i i i i i i i i
x y y
i i i i i i i i i
n hu n hv
L n u hu n v hu n g h
n u hv n v hv n g h
η
η
 + 
= + +  + + 
F  
 
 
 
(5.55)
 
Les variables ( )ihu  et ( )ihv  sont calculées à chaque pas de temps et pour chacune des 
cellules à la frontière, selon les relations : 
 
,
1
,
1
( )
( )
b
b
N
n n hu
i k hu ik
k
N
n n hv
i k hv ik
k
hu a
hv a
ϕ
ϕ
=
=

=
=


 
 
 
(5.56)
 
Par projection de Galerkin à l’aide des modes k
ηφ  hukφ  et ,hvkφ  on obtient les vecteurs 
POD/ROM suivants : 
 
   ( )
( )
( )
1,
1
2,
1
3,
1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
CL
e
CL
e
CL
e
N
ROM x yi
trans ik i i i i
i i
N
ROM hu x y xi
trans ik i i i i i i i i i
i i
N
ROM hv x y yi
trans ik i i i i i i i i i
i i
Lk n hu n hv
K
Lk n u hu n v hu n g h
K
Lk n u hv n v hv n g h
K
ηϕ
ϕ η
ϕ η
=
=
=
= +
= + +
= + +
F
F
F
 
 
 
 
(5.57)
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De même, les vecteurs 1, ROMtransF , 
2, ROM
transF et 
2, ROM
transF  ainsi obtenus seront ajoutés aux équations 
(5.22), (5.48) et (5.49) respectivement, lorsqu’une frontière est soumise à une condition de 
flux transmissif. 
 
5.3.6 Propriété de conservation (C-property) 
La conservation de la solution du fluide au repos décrite par (2.34) est vérifiée par le modèle 
réduit (5.22), (5.48) et (5.49) pour un domaine totalement inondé. Cependant en présence de 
zones sèches à l’intérieur du domaine, la C-property n’est pas assurée. En effet, les calculs 
particuliers aux interfaces H/S, identiques à ceux du schéma aux volumes finis, ne peuvent 
être appliqués au modèle réduit en phase de traitement pour les raisons d’accélération des 
calculs. Cependant les courants générés restent de faible amplitude comme le montreront les 
tests numériques. 
 
5.3.7 Extraction des bases POD 
Après simulation du problème considéré, chacune des matrices de snapshots relatives aux 
différentes variables stockées est décomposée en valeurs singulières. Cette opération peut 
être onéreuse en CPU lorsque la matrice de snapshot 1 2 sN =  W w w w  est de très 
grande taille. C’est le cas lorsqu’un domaine de calculs assez large est considéré ou lorsqu’un 
maillage très fin est utilisé. Il en résulte une matrice de snapshot de dimension e sN N×  avec 
e sN N . Pour palier cet handicap, nous utilisons la procédure de décomposition dite 
‘economy size decomposition’ dans laquelle seulement les b sN N  premiers modes et 
valeurs propres sont extraits (Chan, 1982). Cette technique permet d’éviter une saturation de 
mémoire et aboutit à un gain très appréciable en temps CPU, pour la phase d’extraction des 
bases modales POD. 
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5.3.8 Algorithme détaillé du modèle réduit 
Le modèle réduit fonctionne selon les étapes suivantes : 
1. Le problème considéré est simulé à l’aide du modèle volumes finis sur une période 
[ ]0, sT  et les snapshots sont stockés pour chacune des variables , , , ,  et .hu h v h u vη  
2. Les bases POD sont extraites à partir des matrices de snapshots et les matrices constantes 
et indépendantes M sont calculées. 
3. Les valeurs initiales des vecteurs de coordonnées modales 0 0 0,  et  hu hvηA A A  sont calculées 
à partir de la solution initiale du modèle explicite selon les relations : 
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(5.58)
 
4. Les coordonnées modales A  sont calculées selon le système d’équations définissant le 
modèle réduit : 
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(5.59)
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5. Finalement, la solution à un instant désiré [ ]0, st T∈  est reconstruite : 
 
1
( ) ( ) ;  ,  ou
q
bN
q q
k k
k
t a t q hu hvη
=
= =q φ   (5.60)
 
Le nombre total d’opérations requises pour le modèle réduit (4.45) est de l’ordre de 
hu hv h u v
b b b b b bN N N N N N
η + + + + +  alors qu’avec le modèle explicite (2.18), le nombre total 
d’opérations est de l’ordre de 3 eN× . Nous réalisons ainsi une importante réduction du temps 
CPU si qb eN N<< . 
 
5.4 Conclusion 
Un modèle d’ordre réduit (ROM) pour la prédiction des écoulements à surface libre a été 
proposé. Ce modèle est basé essentiellement sur la réduction du schéma aux volumes finis à 
travers la projection de Galerkin des équations discrétisées sur des bases obtenues par la 
décomposition orthogonale aux valeurs propres (POD) des matrices des snapshots. 
 
Des approximations des termes non linéaires relatifs au flux de convection et de la vitesse 
d’onde ont été proposées pour la réalisation d’un modèle réduit effectif. En d’autres termes, 
un modèle pour lequel, le coût des calculs en phase de traitement dépend de la dimension de 
la base de réduction et non de la dimension du problème discrétisé (Galbally, 2008). Ce 
procédé a abouti à la définition de matrices constantes indépendantes calculées en phase de 
prétraitement, assurant ainsi un gain considérable en temps de calculs. Les résultats à obtenir 
du modèle réduit seront des approximations des résultats fournis par le modèle aux volumes 
finis. La précision des résultats des applications numériques justifiera le bien-fondé de la 
démarche proposée. Le modèle numérique d’ordre réduit détaillé dans ce chapitre a été 
intégralement traduit en FORTRAN 90 et ajouté comme un module supplémentaire au code 
CUTEFLOW. L’utilisateur a ainsi la latitude de basculer aisément en mode VF ou en mode 
POD/ROM par simple sélection du mode souhaité. 
 CHAPITRE 6 
 
 
VALIDATION DU MODÈLE RÉDUIT POD/ROM 
6.1 Introduction 
Le modèle d’ordre réduit proposé est évalué à travers ce chapitre. A cet effet, trois tests 
numériques sont considérés. Le premier est un test de rupture de barrage sur lit sec. Le 
second test simule des oscillations d’eau dans un bassin parabolique et le dernier porte sur 
une rupture de barrage dans l’estacade de Bordeaux. Chaque test est simulé à l’aide du 
modèle volumes finis durant une période donnée au cours de laquelle des solutions ou 
snapshots sont stockées à différents instants. Les matrices de snapshots ainsi obtenues sont 
décomposées en valeurs singulières et les bases orthonormées sont extraites pour la 
construction des matrices constantes indépendantes (Figure 6.1). 
 
La validation du modèle réduit consiste ici à reproduire la solution du modèle volumes finis 
(phase de reproduction) pour chaque problème considéré. Il s’agira aussi et surtout d’évaluer 
le gain en temps de calculs dont dépend l’effectivité de la réduction du modèle. La figure 6.2 
présente l’algorithme des simulations comparées d’un problème considéré entre le modèle 
VF et le modèle réduit POD/ROM. Pour l’évaluation du gain en temps de calculs, les temps 
CPU pour les phases principales désignées dans l’algorithme par Modèle FV et POD/ROM 
sont comparés. Enfin, les solutions fournies par les deux modèles sont comparées 
quantitativement à travers le calcul des erreurs relatives selon la norme L2: 
 
2
2 2
,POD/ROM ,full FV ,full FV
1 1
( ) ( ) / ( )
e eN N
k k kL
k k
E q q q q
= =
= −    (6.1) 
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Figure 6.1  Phase de prétraitement 
Procédure de construction des matrices constantes indépendantes 
du modèle réduit POD/ROM  
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Figure 6.2  Phase de traitement 
Procédure de la simulation comparée d’un problème donné 
entre les modèles VF et POD/ROM 
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6.2 Écoulement de rupture de barrage avec lit aval sec 
Ce test de rupture de barrage avec lit aval sec simulé à la section (3.1.2) est repris pour la 
validation du modèle d’ordre réduit. À l’instant initial le niveau d’eau en amont du barrage 
est de 1 10 mh = . L’écoulement est simulé dans un premier temps avec le modèle VF durant 
2,5 ssT =  au cours desquels 25snapshotN =  snapshots sont enregistrés pour l’extraction des 
bases modales. Pour ce problème quasiment unidimensionnel, la figure 6.3 montre la 
dégénérescence rapide des valeurs propres relatives aux variables η  et .hu  Une base de 
dimension réduite formée des 5 premiers modes capturant 98% et 91% d’énergie pour les 
variables η  et hu  respectivement est considérée pour les simulations avec le modèle 
POD/ROM (Tableau 6.1).  
 
Tableau 6.1  Rupture de barrage sur lit aval sec 
Paramètres de construction du POD/ROM 
 
( )sT s  1( )h m  snapshotN  bN
η  hubN  
2.5 10 25 5 5 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3  Rupture de barrage sur lit aval sec 
Diagramme spectral relatif aux variables η  et hu  
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La figure 6.4 montre les caractéristiques des huit premiers modes pour chacune des variables 
le long de l’axe central du canal. On observe des oscillations à hautes fréquences autour de la 
position initiale du barrage à partir du sixième mode. Le choix des cinq premiers modes est 
ainsi justifié. La simulation du problème pour les données et conditions initiales identiques 
(phase de reproduction) donne des résultats assez proches de ceux fournis par le modèle VF. 
La figure 6.5 présente la surface libre et la vitesse prédites à 2,5 ssT =  par le modèle d’ordre 
réduit, le long de l’axe central du canal.  
 
Les résultats sont comparés aux solutions du modèle VF et aux solutions analytiques. La 
prédiction de la vitesse par le modèle réduit présente des oscillations et s’annule bien avant 
d’atteindre la valeur maximale. Ces instabilités sont dues à l’approximation du terme de 
stabilisation du flux dans l’approche POD et au fait que les interfaces humide/sec ne peuvent 
être calculées en phase de traitement pour le besoin de gain en temps de calcul. La prédiction 
de la surface libre est beaucoup plus satisfaisante et l’erreur relative selon la norme 2L  
vérifie 2 2( , , ) 8 10LE x tη
−< ×  (Figure 6.6). L’évaluation du gain en temps de calculs montre 
que la simulation du problème à partir du modèle réduit est environ 800 fois plus rapide 
qu’avec le modèle VF. Le tableau 6.2 compare les temps CPU pour différents pas de temps et 
montre une accélération appréciable des calculs à travers l’utilisation de modèle POD/ROM. 
 
 
Tableau 6.2  Rupture de barrage sur lit aval sec 
Comparaison du temps CPU entre le modèle VF et le POD/ROM pour Ts =2,5s 
 
 ( )FV 0,9cfl =  ( )POD t 0,1Δ =  ( )FV t 0,001Δ =  ( )POD t 0,001Δ =
Temps CPU (s)  56,96 7,08 x 10-2 88,11 9,36 x 10-2 
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Figure 6.4  Rupture de barrage sur lit aval sec 
Description des huit premiers modes relatifs aux variables η  et hu  
le long de l’axe central du canal 
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Figure 6.5  Rupture de barrage dans un canal avec lit aval sec 
Prédictions comparées de la surface libre et de la vitesse entre le modèle volumes finis 
et le modèle POD/ROM avec la solution analytique 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6  Rupture de barrage dans un canal avec lit aval sec 
Évolution temporelle de l’erreur sur les prédictions de la surface libre et de la vitesse selon la 
norme L2 par le modèle POD/ROM relativement au modèle VF 
 
0 10 20 30 40 50 60 70 80 90 100
0
2
4
6
8
10
12
x(m)
η 
(m
)
t=2.5s
 
 
Analytique
VF             
POD/ROM  
0 10 20 30 40 50 60 70 80 90 100
0
2
4
6
8
10
12
14
16
18
20
x(m)
u(
m
/s
)
t=2.5s
 
 
Analytique
VF
POD/ROM
0,5 1 1,5 2 2,5
0
0,02
0,04
0,06
0,08
0,1
t(s)
E
rre
ur
 re
la
tiv
e 
: n
or
m
e 
L2
η
0 0.5 1 1.5 2 2.5 3
0.2
0.25
0.3
0.35
0.4
t(s)
E
rre
ur
 re
la
tiv
e 
: L
no
rm
e 
L2
u
134 
 
6.3 Oscillations libres dans un bassin parabolique 
Ce test simule l’oscillation de la surface libre d’un volume d’eau donné dans un bassin 
parabolique. Le mouvement oscillatoire est périodique, de faible amplitude sans dissipation 
d’énergie et la friction est négligée. La bathymétrie est définie par le paraboloïde de 
révolution : 
 
2 2
0 2( , ) 1
x yb x y h
a
 +
= −  
 
 
(6.2) 
 
où 0h et a sont définis comme indiqué à la figure 6.7.  
 
 
0r
a
0z =
0h
 
 
 
Figure 6.7  Bassin parabolique 
Description schématique du problème 
 
La solution analytique à ce problème proposée par Thacker (1981) s’écrit : 
 
2 2 2 2
0 2 2
1 1( , , ) max ( , ), 1 1
1 cos( ) (1 cos( ))
A x y Ax y t b x y h
A t a A t
η
ω ω
   − + − = − − −   
− −    
 
 
(6.3) 
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avec 08 /gh aω =  et 
4 4 4 4
0 0( ) / ( )A a r a r= − +  où 0r  est la distance radiale du centre au 
point du paraboloïde de cote 0z =  (figure 6.7). Les simulations numériques ont été 
effectuées avec les valeurs suivantes des paramètres 0 0,1 mh = , 1a =  et 0 0,8 mr =  
identiques à celles utilisées par Song et al. (2010). Le domaine considéré est de dimension 
[ ] [ ]2 m, 2 m 2 m, 2 m− × −  discrétisé avec 39200 cellules triangulaires et le problème est simulé 
sur une période de 2 / 2,2 s.sT π ω= =   
 
Pour ce problème à bathymétrie variable, une analyse de convergence a montré la sensibilité 
des bases POD au nombre de snapshots retenu. La convergence est atteinte pour les 4 
premiers modes pour 440 snapshots (soit un snapshot chaque 0,005 s ) (Figure 6.8). Les 
solutions obtenues pour les nombres 2bN = , 4bN =  et 5bN =  de modes significatifs à 
différents instants sont comparées à celles données par le modèle VF et les solutions 
analytiques (Figure 6.9). La convergence est atteinte pour 4 modes significatifs. Le temps 
CPU requis pour la simulation du problème sur 2, 22 ssT =  par le modèle réduit est environ 
870 fois inférieur à celui requis par le modèle VF comme l’indique le tableau 6.3. Des 
oscillations sont observables pour les prédictions de la surface libre obtenues du ROM à 
T/2t =  et T/3t =  mais ces dernières s’estompent dans le temps comme le montre la solution 
au bout de la période à la figure 6.9. Les figures 6.10 et 6.11 montrent les champs de vitesses 
et les lignes de contours relatives à la hauteur d’eau dans le bassin aux instants T/6t =  et 
T/2t = . À la demi-période, on note un retard sur la prédiction de la propagation de l’onde 
vers le centre du bol par le ROM relativement au modèle VF (Figure 6.10).  
 
Ces difficultés numériques peuvent encore une fois être justifiées par les approximations des 
termes non linéaires utilisées pour l’obtention du modèle d’ordre réduit effectif. L’accent est 
mis sur l’accélération des calculs et l’obtention de résultats acceptables relativement au 
modèle volumes finis. En effet, l’erreur relative à la solution exacte reste faible avec 
2
2( , , ) 1,4 10
L
E x tη −< × comme le montre la figure 6.12. 
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Tableau 6.3  Bassin parabolique 
Temps CPU comparés entre les modèles VF et POD/ROM pour Ts =2,22 s 
 
 ( )FV 0,4cfl =  ( )POD t 0,01Δ =  ( )FV t 0,001Δ = ( )POD t 0,001Δ =
Temps CPU (s)  44,41 0,11 139,79 0,16 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8  Bassin parabolique 
Convergence des modes relativement au nombre de snapshots 
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Figure 6.9  Bassin parabolique 
Convergence de la solution avec le nombre de modes significatifs 
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Figure 6.10  Bassin parabolique 
Champs de vitesses comparés aux instants T/6t =  et T/2t =  
 entre les modèles VF et POD/ROM 
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Figure 6.11  Bassin parabolique 
Lignes de contours relatifs à la hauteur d’eau comparées aux instants T/6t =  et T/2t =  
entre les modèles VF et POD/ROM 
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Figure 6.12  Bassin parabolique 
Évolution temporelle de l’erreur sur la prédiction de la surface libre selon  
la norme L2 par le modèle POD/ROM relativement au modèle VF 
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6.4 Rupture de barrage dans l’estacade de Bordeaux (Laval) 
Le modèle réduit est enfin appliqué à l’estacade de Bordeaux décrit au chapitre 3. Le 
domaine couvre approximativement 2720 400 m×  discrétisé avec 25976 éléments 
triangulaires et 13217 nœuds. Les détails du maillage et de la géométrie ont été présentés à la 
section 3.4.1 (voir également l’Annexe III, pp. 180).  
 
La satisfaction de la C-property a été évaluée dans un premier temps. Pour ce faire, nous 
avons considéré un domaine entièrement inondé en fixant la surface libre à 0 24 m,η =  puis 
un domaine avec des zones sèches en imposant 0 14 mη = (Figure 6.13). Dans le premier cas, 
la C-property est parfaitement satisfaite avec aucune génération de vitesse après 50 s. 
Cependant, en présence de zones sèches (cas 0 14 mη = ), le modèle réduit POD éprouve 
quelques difficultés à conserver la solution hydrostatique. En effet, la correction de la surface 
libre empêchant la génération de courants fictifs ne peut être entreprise avec le modèle réduit 
en phase de traitement au risque d’affecter sérieusement le temps de calcul. On note une 
génération de vitesses résiduelles par endroits de faible intensité cependant comme le montre 
la figure 6.13.  
 
Enfin une inondation due à une rupture soudaine d’un barrage fictif situé comme décrit à la 
figure 6.14 à l’instant 0 st =  est simulée. Initialement, les niveaux d’eau sont fixés à 
1 26 mη = et 2 22 mη = en amont et en aval respectivement. L’inondation suite à la rupture 
du barrage est simulée à partir du modèle VF pour 50 ssT =  au cours desquels 1000 
snapshots sont enregistrés pour la construction de matrices indépendantes définissant le 
modèle réduit POD. Du fait de la complexité du domaine et de la dynamique de 
l’écoulement, un nombre plus important de modes significatifs s’imposait, soit 17bN =  
obtenu suite à une analyse de convergence des modes. Il résulte cependant de l’utilisation du 
modèle réduit, une accélération appréciable des calculs. Comme le montre le tableau 6.4, le 
problème est résolu environ 61 fois plus rapidement avec le modèle réduit.    
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La propagation de l’onde d’inondation par les deux modèles reste assez semblable comme on 
peut le constater à travers la figure 6.14 présentant une vue 3D des solutions aux instants 
10 s,t = 20 st =  et 50 st =  subséquents la rupture du barrage. La figure 6.15 présente les 
champs de vitesses comparés à différents instants après la rupture du barrage. Le modèle 
réduit génère quelques résidus de vitesse en aval avant l’arrivée du front d’onde du fait de la 
difficulté à respecter la C-property, mais ces vitesses restent de faibles amplitudes. Les 
prédictions de l’évolution de la surface libre par les deux modèles le long de l’axe de la 
rivière sont très proches comme le montre la figure 6.16. L’erreur relative à la solution 
fournie par le modèle VF vérifie 2 3( , , ) 2,4 10LE x tη
−< ×  (Figure 6.17). 
 
 
Tableau 6.4  Estacade de Bordeaux 
Temps CPU comparés entre les modèles VF et POD/ROM  pour 50 ssT =  
 
 ( )FV t 0,001Δ =  ( )POD t 0,001Δ =  
Temps CPU (s)  231,27 3,81 
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Figure 6.13  Estacade de Bordeaux 
Évaluation de la vérification de la C-Property par le modèle réduit 
pour les niveaux d’eau 0 24 mη = et 0 14 mη =  
0 2 4 mη = 0 1 4 mη =
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Figure 6.14  Estacade de Bordeaux 
Propagations comparées de l’inondation entre les modèles VF et POD/ROM 
aux instants 10 s,t = 20 st = et 50 st =  
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Figure 6.15  Estacade de Bordeaux 
Champs de vitesses comparés entre les modèles VF et POD/ROM 
aux instants 5 s,t = 10 s,t = 30 st =  et  50 st =   
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Figure 6.16  Estacade de Bordeaux 
Prédictions comparées de la surface libre le long de l’axe de la rivière 
à différents instants entre les modèles VF et POD/ROM 
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Figure 6.17  Estacade de Bordeaux 
Évolution temporelle de l’erreur sur la prédiction de la surface libre selon la norme L2  
par le modèle POD/ROM relativement au modèle VF 
 
 
6.5 Conclusion 
Ce chapitre a été consacré à la validation du modèle réduit POD/ROM à travers la 
reproduction des solutions du modèle VF pour différents tests simulant des ruptures de 
barrages. Pour chaque test, les solutions issues du modèle réduit ont été comparées à celles 
fournies par le modèle aux volumes finis et à des solutions analytiques pour les deux 
premiers tests. Nous notons que le POD/ROM peut être utilisé avec un pas de temps plus 
important que celui imposé par le modèle VF. Il ressort généralement des simulations, que le 
modèle réduit reproduit raisonnablement les solutions du modèle explicite VF. Nous 
enregistrons quelques perturbations dans la prédiction de la vitesse notamment en présence 
de zones sèches du fait de l’impossibilité du traitement ‘on-line’ de chaque interface 
humide/sec. Cependant l’accélération appréciable des calculs et les prédictions assez proches 
de celles du modèle VF satisfont aux attentes du modèle réduit proposé. 
 

 CHAPITRE 7 
 
EXPLOITATION DU POD/ROM : ANALYSE DE LA SENSIBILITÉ AUX 
VARIATIONS DES PARAMÈTRES PHYSIQUES ET CONDITIONS INITIALES  
7.1 Introduction 
Le modèle réduit précédemment obtenu s’est avéré satisfaisant dans la phase de 
reproduction. Cependant la reconstitution par un modèle réduit d’un problème donné à partir 
duquel ce dernier a été construit n’est pas d’un grand intérêt. Le temps de calcul consacré à la 
construction d’un modèle réduit pourrait être justifié dans son application à un grand nombre 
de problèmes adjacents (nouveaux scénarios) obtenus par variations des conditions et 
paramètres initiaux ayant défini le problème de base. C’est la phase d’exploitation (Figure 
7.1). 
 
Dans la prédiction des écoulements à surface libre, l’incertitude sur les paramètres et 
conditions initiaux donne tout son sens à l’exploitation du modèle réduit. En effet, afin de 
tenir compte de ces incertitudes, la démarche classique est de solliciter le modèle explicite 
aux volumes finis ou éléments finis à plusieurs reprises. Cette démarche peut s’avérer assez 
onéreuse pour des écoulements réels. Nous nous proposons alors d’évaluer la mesure dans 
laquelle le modèle d’ordre réduit proposé dans cette étude pourrait être utile à la prise en 
compte des incertitudes dans la simulation d’un problème d’écoulement à surface libre. Pour 
ce faire, nous procédons à une analyse de la sensibilité à la variation des conditions initiales 
et des paramètres physiques du modèle POD/ROM selon les étapes suivantes : 
 
(i) Considération d’un problème défini par des paramètres physiques et conditions initiales 
donnés et simulation dans un premier temps à l’aide du modèle VF. 
 
(ii) Stockage des matrices de snapshots durant la simulation, et construction des bases 
modales et matrices constantes indépendantes. 
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(iii) Définition de nouveaux problèmes (scénarios) par variation des paramètres physiques et 
conditions initiales: hauteurs d’eau, débit, coefficient de friction. 
(iv) Simulation de chaque nouveau problème à l’aide du modèle réduit sans adaptation des 
bases POD précédemment obtenues. 
 
(v) Comparaison avec les solutions du modèle aux volumes finis. 
 
Les résultats de cette analyse pourront en définitive permettre de concevoir le modèle réduit 
proposé comme un outil utile à l’optimisation ou à l’analyse de fiabilité.   
 
 
ROM constuit 
à partir de 
        q
q
q
q + Δ
q
q − Δ
 
 
Figure 7.1 Phase d’exploitation du ROM 
 Analyse de nouveaux scénarios obtenus par variations des conditions 
 et paramètres initiaux ayant défini le problème de base. 
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7.2 Rupture de barrage dans un canal avec lit aval sec : Exploitation du POD 
 
1 10 mh =
∇
100 mL =
1 1h h+ Δ
1 1h h− Δ
 
 
Figure 7.2  Rupture de barrage sur lit aval sec 
Définition de nouveaux scénarios pour l’analyse de sensibilité de POD 
 
 
Dans cette section, nous considérons le problème de rupture de barrage avec lit aval sec 
proposé à la section 6.2. Le modèle réduit a été construit pour la donnée initiale 1 10 mh =  
relative au niveau d’eau initial en amont du barrage. Le problème correspondant est désigné 
ici par "Test 0" . Considérant quelques perturbations autour de 1h  décrite à la figure 7.2, huit 
différents scénarios sont définis (Tableau 7.1). La figure 7.3 présente les prédictions 
comparées de la surface libre après 2,5 s. Le modèle réduit reproduit avec satisfaction les 
solutions du modèle VF pour des variations inférieures à %10±  de 1.h  Des écarts 
substantiels sont observés pour 1 8 mh =  et 1 12 mh =  correspondant à 20%  de variations 
autour de 1.h  La simulation par le modèle réduit des cas de variations extrêmes 1 5 mh = et 
1 15 mh = , résultant de %50±  de variations autour de 1h , conduit à des écarts plus 
importants. Le calcul des erreurs relatives sur la prédiction de la surface libre selon la norme 
L2 sur le domaine spatio-temporel montre une accumulation plus importante d’erreurs pour 
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les cas extrêmes (Figure 7.4). Cependant pour l’ensemble des tests, les erreurs vérifient 
2
2( , , ) 8 10 .
L
E x tη −< ×  
 
Les détériorations des solutions issues du modèle POD/ROM pour les cas de variations 
extrêmes sont causées en partie par les approximations utilisées pour la construction du 
modèle réduit. Elles sont aussi et essentiellement dues à l’inaptitude des bases POD à 
reproduire la dynamique des nouveaux problèmes considérés. Cette assertion peut être 
prouvée simplement en considérant un modèle que nous désignerons par 
"Pseudo-POD / ROM". Ce dernier est construit par projection de Galerkin de chacune des 
équations du schéma aux volumes finis (2.6) en conservant en l’état, les flux et le terme 
source de friction : 
 
1
FV ( ) , ,  ou ,  et 
i
n n
q q n
K iq hu hv Kt
η
+
−
= = ∈Ω
Δ
A A
RHS U  
 
(7.1) 
 
FVRHS désigne le membre de droite de l’équation (2.6) dans lequel aucune approximation 
des flux et du terme source n’est effectuée. Le modèle Pseudo-POD / ROM  n’aboutit 
évidemment pas à une accélération des calculs puisque les flux sont calculés à l’aide du 
modèle VF à travers chacune des interfaces des cellules. Il a pour seul objet de mettre en 
évidence l’aptitude des bases POD à reproduire efficacement un écoulement considéré. 
Aussi, considérons-nous le scénario 1 15 mh =  dont la simulation présente (Figure 7.5) des 
écarts, certes moins amplifiés pour ce problème, mais qui rendent compte de l’inefficacité 
des bases POD. Nous pouvons en conclure que les informations stockées dans les bases ne 
sont plus représentatives de la dynamique des nouveaux problèmes considérés pour des 
variations extrêmes de la hauteur d’eau initiale. 
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Tableau 7.1  Rupture de barrage dans un canal 
Valeurs de la hauteur d’eau en amont du barrage définissant chaque nouveau scénario 
 
 Test 0 Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 
1(m)h 10 9,5 10,5 9 11 8 12 5 15 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3  Rupture de barrage dans un canal 
Analyse de sensibilité du POD/ROM pour huit nouveaux scénarios 
Prédictions comparées de la surface libre entre les modèles VF et POD/ROM 
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Test 0 : h1=10m
Test 3 : h1=9m
Test 4 : h1=11m
Test 5 : h1=8m
Test 6 : h1=12m
Test 7 : h1=5m
Test 8 : h1=15m
 
 
Figure 7.4  Rupture de barrage dans un canal 
Analyse de sensibilité du POD/ROM pour huit nouveaux scénarios 
Évolution temporelle de l’erreur sur la prédiction de la surface libre 
selon la norme L2 par le modèle POD/ROM relativement au modèle VF 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5  Rupture de barrage sur lit aval sec  
Mise en évidence des limites des bases POD face à une variation extrême  
de la hauteur d’eau initiale, cas du test 8 
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7.3 Estacade de Bordeaux : Exploitation du POD/ROM 
7.3.1  Rupture de barrage : Analyse de la sensibilité du POD/ROM à la variation de 
la hauteur d’eau initiale 
Le modèle réduit construit pour le problème de rupture de barrage avec lit aval sec proposé à 
la section 6.4 est également appliqué à de nouveaux scénarios. Rappelons que le test initial 
(Test 0)  est défini par imposition des niveaux d’eau 1 26 mη = et 2 22 mη = en amont et en 
aval du barrage respectivement. Par perturbations autour de ces valeurs, six nouveaux 
problèmes sont considérés comme décrits à la figure 7.6 et le tableau 7.2. Les figures 7.7-7.9 
présentent les prédictions comparées de la surface libre à différents instants le long de l’axe 
de la rivière. Les résultats sont globalement assez proches de ceux fournis par le code VF 
mais des écarts sont observables. Les Test 5  et Test 6  (Figure 7.9) sont en effet des cas 
d’extrêmes variations car la dénivellation 1 2η η ηΔ = −  entre l’amont et l’aval a plus que 
doublé relativement au test initial. La figure 7.10 montre que pour l’ensemble des scénarios, 
l’erreur relative vérifie cependant 2 2( , , ) 7 10 .LE x tη
−< ×  L’application du 
Pseudo-POD / ROM  aux Test 5  et Test 6  montre les mêmes écarts observés avec le modèle 
réduit POD mettant ainsi en cause l’inefficacité des bases (Figure 7.11).  
 
 
Tableau 7.2  Estacade de Bordeaux  
Analyse de sensibilité, valeurs de la hauteur d’eau en amont ( 1h ) et en aval ( 2h ) 
du barrage définissant chaque nouveau scénario 
 
 Test 0 Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
1(m)η  26 24 22 28 30 28 30 
2 (m)η  22 20 18 24 26 20 18 
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Figure 7.6  Estacade de Bordeaux 
Analyse de sensibilité, conditions initiales relatives aux niveaux d’eau définissant 
chaque nouveau scénario 
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Figure 7.7  Estacade de Bordeaux  
Analyse de sensibilité, hauteurs d’eau comparées des scénarios 1 2( 24 , 20 m)η η= =   
et 1 2( 22 m, 18 m)η η= = à différents instants entre les modèles VF et POD/ROM  
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Figure 7.8  Estacade de Bordeaux  
Analyse de sensibilité, hauteurs d’eau comparées des scénarios 1 2( 28 m, 24 m)η η= =   
et 1 2( 30 m, 26 m)η η= =  à différents instants entre les modèles VF et POD/ROM 
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Figure 7.9  Estacade de Bordeaux  
Analyse de sensibilité, hauteurs d’eau comparées des scénarios 1 2( 28 m, 20 m)η η= = et  
1 2( 30 m, 18 m)η η= =  entre les modèles VF et POD/ROM  
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Figure 7.10  Estacade de Bordeaux  
Analyse de sensibilité, évolution temporelle de l’erreur sur la prédiction  
de la surface libre selon la norme L2 par le modèle POD/ROM relativement 
au modèle VF pour six différents scénarios 
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Figure 7.11  Estacade de Bordeaux  
Analyse de sensibilité, mise en évidence des limites des bases POD  
face à une variation extrême des hauteurs d’eau initiales 
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7.3.2 Rupture de barrage : Analyse de la sensibilité du POD/ROM à la variation du 
coefficient de Manning 
Le coefficient de friction de Manning est un paramètre non négligeable régissant un 
écoulement. Cependant la variabilité naturelle des terrains rend quasi-impossible sa 
détermination avec grande précision. Il importe alors de tenir compte de l’incertitude 
inhérente à la détermination d’un coefficient de friction donné, dans la prédiction d’un 
écoulement considéré. 
 
Dans cette sous-section, nous évaluons la capacité du modèle réduit proposé à reproduire la 
dynamique d’un écoulement suite à une perturbation sur le coefficient de friction de 
Manning. Pour ce faire, nous considérons une rupture de barrage dans la portion de la rivière 
des Prairies avec les conditions initiales 1 220 m, 16 mη η= =  pour les niveaux d’eau en 
amont et en aval du barrage respectivement et un coefficient de friction initialement fixé à 
1/3n 0,03 m s.−=  Le problème est simulé à partir du modèle VF sur 60 ssT =  durant lesquels 
1200 snapshots sont stockés. 10bN =  modes significatifs sont extraits de la décomposition 
en valeurs singulières des matrices des snapshots pour la construction des matrices du ROM. 
 
Le modèle réduit ainsi obtenu est appliqué à des scénarios définis par des variations du 
coefficient de Manning fixé à 1/3n 0,01 m s−=  et 1/3n 0,05 m s.−=  Ces variations importantes 
sont considérées du fait de la prédominance de l’inertie sur le frottement dans ce type 
d’écoulement. Chaque nouveau scénario est simulé environ 964 fois plus rapidement 
relativement au modèle VF. Les figures 7.12 et 7.13 montrent les contours comparés de la 
hauteur d’eau dans la rivière selon l’influence du coefficient de friction aux instants 30 st =  
et 60 st =  respectivement. La figure 7.14 présente les prédictions comparées de la surface 
libre selon l’axe central de la rivière. Les résultats restent dans l’ensemble satisfaisants 
malgré les variations assez importantes imposées au coefficient de friction. Les erreurs 
relatives aux prédictions du modèle VF restent faibles avec 2 2( , , ) 1.8 10LE x tη
−< ⋅ (Figure 
7.15).
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Figure 7.12  Estacade de Bordeaux  
Analyse de sensibilité, variation du coefficient de friction  
Contours comparés de la hauteur d’eau à l’instant 30 st =  
Manning = 0,03 
Manning = 0,05 
Manning = 0,01 
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Figure 7.13  Estacade de Bordeaux  
Analyse de sensibilité, variation du coefficient de friction  
Contours comparés de la hauteur d’eau à l’instant 60 st =  
Manning = 0,01 
Manning = 0,03 
Manning = 0,05 
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Figure 7.14  Estacade de Bordeaux  
Analyse de sensibilité, variation du coefficient de friction  
Niveaux d’eau comparés le long de l’axe de la  rivière à 30st =  et 60st =  
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Figure 7.15  Estacade de Bordeaux  
Analyse de la sensibilité de la base POD, évolution temporelle de l’erreur  
sur la prédiction de la surface libre selon la norme L2 pour des scénarios  
 de variation du coefficient de friction de Manning 
 
 
7.3.3 Simulation d’une crue : Analyse de la sensibilité du POD/ROM à la variation 
du débit  
Le débit est également une donnée difficile à saisir avec grande précision. Le modèle 
POD/ROM est donc appliqué ici à des scénarios de perturbation sur une valeur 
31000 m /sQ =  initialement donnée à un débit d’eau occasionnant l’inondation de la rivière 
des Prairies. La surface libre est fixée à 16 mη =  partout dans le domaine. Le problème est 
simulé sur 90ssT =  et 1300 snapshots sont enregistrés. Le modèle réduit est construit à partir 
de 17bN =  modes significatifs favorisant une accélération de l’ordre de 350 relativement au 
modèle VF.  
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Deux scénarios sont considérés avec des débits fixés à 31250 m /sQ =  et 31500 m /s.Q =  Les 
figures 7.16 à 7.18 présentent une vue 3D des prédictions comparées de la progression de 
l’inondation dans la vallée avec l’influence de l’ordre de grandeur du débit, entre le ROM et 
le modèle VF. Les figures 7.19 et 7.20 montrent les prédictions comparées de la surface 
libres à différents instants selon le débit le long de l’axe de la rivière. Les résultats restent 
également satisfaisants et les erreurs relatives vérifient 2 2( , , ) 2 10LE x tη
−< ⋅  (Figure 7.21). 
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Figure 7.16  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Contours de la hauteur d’eau comparés à l’instant 30 st =  
Q = 1000 m3/s
Q = 1250 m3/s
Q = 1500 m3/s
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Figure 7.17  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Contours de la hauteur d’eau comparés à l’instant 60 st =  
Q = 1000 m3/s
Q = 1250 m3/s
Q = 1500 m3/s
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Figure 7.18  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Contours de la hauteur d’eau comparés à l’instant 90 st =  
Q = 1000 m3/s
Q = 1250 m3/s
Q = 1500 m3/s
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Figure 7.19  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Niveaux d’eau comparés le long de l’axe de la  rivière à 10 st =  et 30 st =  
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Figure 7.20  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Niveaux d’eau comparés le long de l’axe de la rivière à 60 st =  et 90 st =  
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Figure 7.21  Estacade de Bordeaux  
Analyse de la sensibilité du POD/ROM à la variation du débit  
Évolution temporelle de l’erreur sur la prédiction de la surface libre  
selon la norme L2 pour des scénarios de variation du débit 
 
 
7.4 Conclusion  
L’exploitation du modèle réduit POD/ROM à travers ce chapitre a montré que la POD peut 
être un outil essentiel dans une analyse de sensibilité pour des variations raisonnables des 
conditions initiales et des paramètres physiques régissant les écoulements. Les résultats 
obtenus du modèle réduit proposé sont globalement assez proches de ceux issus du modèle 
aux volumes finis, avec une accélération appréciable dans les calculs. 
 
Pour des variations plus importantes, soient d’environ 50% dans le cas de la variation de la 
hauteur d’eau, les bases obtenues à partir du problème de référence (Test 0) ne sont plus 
efficaces. Les informations stockées dans ces bases sont dépassées par la dynamique des 
nouveaux problèmes considérés. La solution à ce handicap résiderait dans la construction 
d’un modèle adaptatif prenant en compte la mise à jour des bases POD pour des variations 
extrêmes des conditions initiales et paramètres physiques de référence. 

 CONCLUSION 
 
Cette thèse a eu pour double objectif le développement d’un modèle numérique de simulation 
des écoulements à surface libre et la proposition d’un modèle d’ordre réduit associé, pour des 
calculs accélérés. Il s’agissait fondamentalement dans cette étude de répondre à la 
problématique des inondations dues aux crues, aux ruptures de barrage, voire aux tsunamis. 
En effet, face à la violence de plus en plus accrue des catastrophes dues aux inondations, 
l’hydraulicien est confronté  à des défis prenant de nouvelles dimensions. La gestion des 
mesures préventives telles que la construction de digues de protection, de barrages écrêteurs 
de crues ou de canalisations d’évacuation et des cartes d’inondation nécessite une analyse de 
plus en plus fine. Ainsi, le code numérique développé dans cette étude se veut-il un outil 
aidant à faciliter l’analyse en ingénierie. 
 
Dans la première partie de ce projet, nous avons proposé un modèle numérique simulant 
adéquatement les bancs couvrants et découvrants. Ces phénomènes sont en effet très présents 
dans les écoulements à surface libre et caractérisent particulièrement les écoulements 
d’inondation. La dynamique des bancs couvrants et découvrants est modélisée à travers les 
équations d’eaux peu profondes (Saint-Venant) dans leur forme conservative. Le caractère 
non-linéaire et hyperbolique des équations est approprié à la modélisation de la propagation 
d’ondes impliquant de forts gradients de vitesse à l’interface entre les zones sèches et 
humides. Les équations sont discrétisées par la technique des volumes finis selon une 
approche eulérienne dans leur forme de base afin d’éviter l’intégration du terme source de 
géométrie. L’intégration du terme source de géométrie a en effet été identifiée comme étant à 
la base du déficit de robustesse des schémas numériques proposés dans la littérature 
(Tchamen, 2006).  
 
Le terme source de gravité est approximé localement de sorte à en obtenir une forme 
divergente permettant de l’inclure dans le flux d’interface. Deux propositions sont faites. La 
première est basée sur le modèle proposé par Tchamen (2006) à travers une approximation 
locale de la hauteur d’eau et aboutit à un modèle numérique dit ‘linéaire’.  
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Dans la seconde proposition, la hauteur d’eau est substituée par la différence entre la surface 
libre et la bathymétrie dont l’approximation locale conduit à un schéma dit ‘non-linéaire’. Le 
terme source est réduit finalement au terme de friction discrétisé selon un schéma semi-
implicite. La résolution du système résultant de la discrétisation des équations requiert 
l’utilisation d’un schéma numérique robuste capable de reproduire la propagation de chocs. 
Les schémas de Riemann sont particulièrement adaptés à ce type de problème. Nous avons 
utilisé à cet effet un schéma de Lax-Friedrichs avec un terme de dissipation artificielle pour 
le calcul des flux aux interfaces.  
  
La propagation des bancs couvrants et découvrants a été prise en compte à travers des 
traitements spécifiques aux interfaces humide/sec. Le calcul du flux est adapté selon la nature 
sèche ou mouillée de la cellule calculée. La correction locale de la surface libre a été 
appliquée afin de palier la création d’un gradient de niveau d’eau au voisinage des zones 
sèches, phénomène responsable de flux non-physiques et d’instabilités numériques. La 
correction de la surface libre à l’interface humide/sec permet de conserver la condition du 
fluide au repos ou la C-property. En outre, les calculs symétriques aux interfaces, assurent au 
modèle la conservation globale de la masse. Le modèle a été validé à travers des tests 
classiques numériques dont les résultats se sont avérés satisfaisants, relativement à quelques 
travaux antérieurs (Brufau, Vazquez-Cendon et Garcia-Navarro, 2002; Castro et al., 2006; 
Díaz et al., 2008; Heniche et al., 2000). La robustesse du modèle a été évaluée à travers la 
simulation des bancs couvrants et découvrants dans une portion de la rivière des Prairies 
constituant un domaine à bathymétrie réelle complexe. Des conditions aux limites extrêmes 
ont été imposées à cet effet. Malgré l’absence de données de comparaison, le caractère assez 
réaliste des résultats obtenus ont témoigné de la capacité du modèle numérique proposé à 
simuler des cas d’écoulements complexes.  
 
La seconde partie de cette thèse a été consacrée à la construction d’un modèle d’ordre réduit 
assurant une accélération significative des simulations et des résultats assez proches de ceux 
fournis par le modèle explicite. L’objectif est de faciliter l’analyse de la sensibilité aux 
paramètres physiques régissant un écoulement considéré sans recours permanent au code 
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volumes finis. Les paramètres physiques (bathymétrie, débit, coefficient de résistance) 
régissant les écoulements réels ne peuvent être saisis avec précision du fait de leur variabilité 
naturelle. Dans une gestion efficace des risques d’inondation, des calculs répétitifs doivent 
prendre en compte les incertitudes sur ces paramètres physiques de sorte à procéder à une 
analyse probabiliste. Cette démarche peut être très lourde et coûteuse lorsqu’un modèle 
explicite avec plusieurs milliers de degrés de liberté est utilisé. Le modèle d’ordre réduit 
(ROM) proposé est basé essentiellement sur la réduction du schéma aux volumes finis à 
travers la projection de Galerkin des équations discrétisées sur des bases obtenues par la 
décomposition orthogonale aux valeurs propres (POD) des matrices des snapshots. Des 
approximations des termes non linéaires relatifs au flux de convection et de la vitesse d’onde 
ont été effectuées pour la réalisation d’un modèle réduit effectif, soit un modèle pour lequel 
le coût des calculs dépend essentiellement de la dimension de la base de réduction. Le ROM 
a été ensuite validé à travers des tests numériques dont les résultats ont été comparés à ceux 
fournis par le code volumes finis.  
 
Dans une première phase dite de reproduction, considérant un problème défini par des 
conditions initiales et paramètres physiques donnés, un modèle d’ordre réduit a été construit. 
Les résultats des modèles POD/ROM et VF pour ces conditions et paramètres identiques ont 
été comparés avec satisfaction. Le modèle réduit reproduit raisonnablement les solutions du 
modèle VF avec une accélération très appréciable des calculs. En outre le POD/ROM donne 
la latitude d’utiliser un pas de temps plus important que celui imposé par le modèle VF. Dans 
la seconde phase, à partir d’un modèle d’ordre réduit construit pour un problème donné, des 
perturbations ont été appliquées aux conditions initiales et paramètres physiques de base. 
Cette phase dite d’exploitation a eu pour objectif d’évaluer l’utilité du ROM dans une 
analyse de sensibilité. Les résultats obtenus du modèle réduit sont assez proches de ceux 
issus du modèle aux volumes finis pour des variations raisonnables (moins de 50% pour les 
hauteurs d’eau et débits initiaux) des conditions initiales et des paramètres physiques 
régissant les écoulements des problèmes étudiés. 
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Les différentes applications effectuées ont permis de répondre aux attentes d’un modèle 
réduit effectif : 
 
(i) La rapidité d’exécution : les simulations sont faites environ 60 à 960 fois plus rapidement 
avec le ROM relativement au modèle VF pour les problèmes étudiés. Le facteur 
d’accélération peut être encore plus important pour des problèmes simulés sur un plus 
grand domaine ou une plus longue période car le pas de temps peut être pris plus grand 
avec le ROM. Ces accélérations dans les calculs restent toutefois satisfaisantes comparées 
à celles rencontrées dans la littérature. 
 
(ii) La précision : les résultats obtenus du ROM sont assez proches de ceux du modèle VF 
pour des paramètres physiques identiques. Les erreurs relatives sont généralement 
inférieures à 0.02%.  
 
(iii) L’utilité : Le ROM est exploitable par application à de nouveaux scénarios pour une 
analyse de la sensibilité des prédictions aux paramètres physiques et aux conditions 
initiales. Le ROM proposé pourrait être un outil intéressant d’analyse en ingénierie par 
couplage avec un modèle probabiliste de type Monte Carlo. 
  
(iv) L’autonomie de l’utilisateur : La technique POD utilisée permet une utilisation sans 
grande expertise du ROM. La démarche intrusive de réduction à travers la projection de 
Galerkin des équations gouvernantes discrétisées sur les bases POD a abouti à un modèle 
d’ordre réduit quasi-autonome.  
 
En définitive, nous pouvons affirmer que les objectifs préfixés à cette thèse ont été atteints. 
Un modèle numérique bidimensionnel de simulation des écoulements à surface libre prenant 
en compte la propagation des bancs couvrants et découvrants a été développé et un modèle 
d’ordre réduit pour l’accélération des calculs a été proposé. Ces outils pourront être d’une 
aide précieuse à l’ingénieur pour la simulation d’écoulements hypothétiques et 
éventuellement la définition de cartes d’inondation. 
 RECOMMANDATIONS 
 
Recommandations relatives au modèle de simulation des écoulements à surface libre 
La modélisation de la dynamique des crues et des inondations doit prendre en compte, au-
delà du volet hydrodynamique, un volet sédimentaire et désormais un volet environnemental 
avec entre autres la dynamique des polluants dans les vallées et les plaines inondables. 
(Dewals, 2006). En effet, les inondations survenant suite aux ruptures de barrages et aux 
crues transportent de nombreux débris, sédiments et polluants. Il importe alors d’ajouter au 
modèle numérique proposé dans cette thèse un modèle turbulent et un modèle de transport de 
sédiments et de polluants. 
 
Recommandations relatives au modèle d’ordre réduit (ROM) 
Lors de la phase d’exploitation du modèle réduit POD/ROM, il est apparu que pour des 
perturbations plus importantes des conditions et paramètres initiaux, soient d’environ50% 
pour les niveaux d’eau et débits, les bases obtenues pour le problème de référence n’étaient 
plus efficaces. Pour palier ce handicap, nous suggérons un modèle adaptatif imposant une 
reconstruction des bases POD lorsque pour des variations plus importantes, celles-ci ne sont 
plus représentatives de la dynamique des nouveaux problèmes considérés. 
 
Recommandations relatives au couplage du ROM avec un modèle probabiliste 
Pour une utilisation optimale du ROM proposé dans cette étude, un couplage peut être réalisé 
avec un modèle probabiliste de type Monte Carlo pour des fins d’analyse de fiabilité. Cette 
approche pourra être utile à la définition de probabilité de dépassement des mesures 
préventives contre les inondations. L’étude de la sensibilité aux paramètres initiaux en donne 
un aperçu. A partir d’un échantillon de problèmes définis, le modèle probabiliste pourra faire 
des appels séquentiels ou parallèles (idéalement) au modèle d’ordre réduit en remplacement 
du modèle volumes finis. 
 

 ANNEXE I 
 
 
SIMPLIFICATION DE L’EXPRESSION DU FLUX D’INTERFACE PAR 
L’INVARIANCE ROTATIONNELLE 
Les vecteurs G et H satisfont à la propriété de l’invariance rotationnelle : 
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et ,nT  la matrice de rotation d’expression : 
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En effet, en considérant le membre de gauche, nous pouvons écrire :  
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Finalement par application de l’inverse de la matrice de rotation 1,n
−T  il vient : 
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 ANNEXE II 
 
 
CONDITION DE STABILITÉ DU SCHÉMA NUMÉRIQUE 
Dans le contexte de la discrétisation des équations d’eaux peu profondes par les volumes 
finis, l’analyse de stabilité conduit à la restriction du pas de temps par la condition de CFL : 
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(A II-1) 
où 
iji
d
−Γ  est la  distance du centre de la cellule iK  à l’interface ijΓ  avec la cellule jK  
 
Le coefficient de CFL peut être considéré comme la fraction de longueur de l’élément 
traversée par l’onde dans le pas de temps. Cette condition assure donc que les ondes les plus 
rapides ne traversent pas plus d’un élément par pas de temps. 
 
Vu que nous considérons des maillages triangulaires dans cette étude, et pour des raisons 
d’économie de temps de calculs, nous utilisons comme proposé par (Loukili et Soulaimani, 
2007) l’approximation :  
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ANNEXE III 
 
 
MAILLAGE DE L’ESTACADE DE BORDEAUX (RIVIÈRE DES PRAIRIES) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A II-1 Maillages 2-D et 3-D de la portion de la rivière des Prairies

  
     t=1470s          t=1770s          t=2070s    
     t=2370s 
     t=2770s          t=3600s          t=2370s     
ANNEXE IV 
 
 
BANCS COUVRANTS ET DÉCOUVRANTS DANS LA RIVIÈRE DES PRAIRIES 
 
 
                                                                                                                                                   
 
 
 
 
                                                                                                                                    
 
 
 
 
 
 
 
  
                                                              
   
               
 
 
 
 
 
 
Figure A III-1  Rivière des prairies  
Évolution des bancs couvrants-découvrants dans la prairie à différents instants 
     t=0s          t=570s            t=1170s     
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