Measurements of the densities (and with these of the molar volumes and the excess volumes) of the molten salt systems LiCl + AgCl, NaCl + AgCl, KCl + AgCl, RbCl + AgCl, and CsCl + AgCl as functions of composition and temperature from the liquidus curve up to 1200 K are reported. It is shown that a linear relation with the volume fraction fits the measured densities of the alkali chloride + silver chloride mixtures better than one with the mole fraction.
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Measurements of the densities (and with these of the molar volumes and the excess volumes) of the molten salt systems LiCl + AgCl, NaCl + AgCl, KCl + AgCl, RbCl + AgCl, and CsCl + AgCl as functions of composition and temperature from the liquidus curve up to 1200 K are reported. It is shown that a linear relation with the volume fraction fits the measured densities of the alkali chloride + silver chloride mixtures better than one with the mole fraction.
Binary molten salt mixture show very often no ideal behaviour in their molar volumes [1. 2] . Thus it is impossible to calculate the molar volumes of the mixtures from those of the pure salts. On the other hand the knowledge of the molar volumes is necessary for many experimental and theoretical considerations.
As it is difficult to measure molar volumes directly, they are usually determined indirectly by density measurements, for which some approved methods are available. In this paper the densities, and so the molar volumes, of the alkali chloride + silver chloride systems LiCl + AgCl, NaCl + AgCl, KCl + AgCl, RbCl + AgCl, and^ CsCl + AgCl 'are presented.
The ideal molar volume V ld of a binary molten salt is given by the densities q\ and q 2 of the pure components
where .V| and x 2 denote the mole fractions of the components 1 (alkali chloride) and 2 (silver chloride), and M\ and M 2 their molar weights. The real molar volume V exp can be determined from the measured density g exp of the mixture
The molar excess volume V E is the difference of (1) and (2):
Reprint requests to Prof. Dr. J. Richter. Templergraben 59. D-5100 Aachen.
Our experimental setup [3] is similar to Bloom's device [4] , based on the Archimedies axiom, and is a realization of the "sinker method". The measurements were carried out at given compositions as functions of temperature. The lowest temperature was given by the phase diagram of the respective system [5j; the highest temperature was 1200 K (930 °C).
The alkali chlorides, of p. A. quality, were delivered by MERCK and the silver chloride by DEGUSSA. All salts were dried 24 h at 60 °C under vacuum -the hygroscopic LiCl 48 h at 100 °C -before being used.
Results
At a given composition, the densities are a linear function of temperature:
The axis intercept A and the slope B depend on the composition. Both dependencies can best be described by cubic equations. Thus the density as function of temperature and composition results from a combination of two cubic equations:
Here a, b, c, d. a', b\ c\ and d' are system specific constants, which are listed in Table 1 .
As the densities of the pure components are known [1] and also calculable with (4), the molar excess volumes can be determined with (1), (2), and (3). These V E of all systems are listed in Table 2 for a temperature of 1075 K. All investigated systems have a positive excess volume. Plotting them versus the mole fraction shows that the maximum value of all systems is at x 2 ~ 0.45, and that Fm ax grows with rising radius of the alkali ion ( Figure 1 ).
The plot of the maximum values against the radii of the alkali ions shows that there is a linear dependence (Figure 2) .
The densities of molten salt mixtures are often estimatd from the densities of the pure components, chloride mixtures at 1075 K 
+ 1
This assumption reduces the differences between estimated and measured densities by nearly one order of magnitude: LiCl + AgCl: 0.4%, NaCl + AgCl: 1.4%, KCl + AgCl: 1.4%, RbCl + AgCl: 1.9%, and CsCl + AgCl: 1.9% (Figure 3 ). Nevertheless the difference is still outside the sum of the experimental errors and the error due to the fit, which amounts to 0.3-0.5%.
