Abstract
Introduction
Shared-memory multiprocessor systems have recently made the transition from being resources dedicated for computing-intensive calculations to common-place general-purpose computing facilities. The main reason for this is the increasing commercial availability of such systems. The significant advances in design methods for parallel architectures have resulted in very competitive costperformance ratios for off-the-shelf multiprocessor systems. Another important factor that has increased the availability of these systems is that they have become relatively easy to program.
Based on current trends [l] one can foresee an increasing demand for computing power in modem real-time applications such as multimedia and virtual-reality servers. Shared-memory multiprocessors constitute a viable remedy for meeting this demand, and their availability thus paves the way for cost-effective, high-performance real-time systems. Naturally, this new application domain introduces a new intriguing research problem of how to take advantage of the available processing power in a multiprocessor system while at the same time account for the real-time constraints of the application.
Fixed-priority scheduling of tasks on such systems is typically solved using one of two different methods based on how tasks are assigned to the processors at run-time. In the partitioned method, all instances of a task are executed on the same processor. The processor used for the execution of a task is determined before run-time by a partitioning algorithm. In the non-partitioned method, a task is allowed to execute on any processor, even when resuming after having been preempted. For the partitioned method, a plethora of mature algorithms and analyses have been proposed, something that has contributed to the widespread use of the method in multiprocessor-based real-time systems. In contrast, the non-partitioned method has received much less attention, mainly because it is believed to suffer from scheduling-and implementation-related shortcomings, but also because it lacks support for more advanced system models, such as the management of shared resources.
Many operating systems for shared-memory multiprocessors support fixed-priority scheduling with both the partitioned and the non-partitioned method. In order to know which of the methods should be used in practice, it is important to know their ability to schedule an arbitrary task set on a fixed number of processors. So far, the only previous evaluation of fixed-priority preemptive multiprocessor scheduling claims that the average-case performance of the non-partitioned method is lower than the averagecase performance of the partitioned method [2] . It has also been shown that the worst-case performance of the non-partitioned method using the rate-monotonic priority scheme is poor [3] . We believe that these comparisons are not complete, because (i) recently a novel priority as-signment for the non-partitioned method [4] was proposed which alleviates the scheduling-related shortcoming, and (ii) the previous evaluation considered the cost of preemption and migration to be zero. It is not clear how preemption and migration costs will affect performance of the partitioned and non-partitioned methods.
In this paper, we compare the novel non-partitioned priority-assignment scheme against the best partitioning algorithms. We demonstrate that the partitioned method is not necessarily the best approach. To this end, we make two main research contributions.
C1. We show that, on an idealized architecture, the nonpartitioned method offers higher average-case performance than the partitioned method. We also show that, even if a necessary and sufficient schedulability test is used for the partitioning algorithms, then the best partitioned method performs only slightly better than the non-partitioned method.
C2. We show that, on a realistic architecture, the nonpartitioned method can provide higher performance than the partitioned method when both an improved dispatcher is used and the additional cost of a migration is no greater than the cost of a preemption.
The rest of this paper is organized as follows. In Section 2, we review previous work in fixed-priority preemptive multiprocessor scheduling and define concepts and system models used. Section 3 shows the average-case behavior of the partitioned and non-partitioned method, and in Section 4, we discuss and show the architectural impact on the average-case performance. We discuss other aspects of the scheduling problem in Section 5, and summarize our results in Section 6.
Background
Recall that there are two methods that are used to solve the multiprocessor scheduling problem, namely the partitioned and the non-partitioned method'. In this section, we first discuss in more detail the capabilities and problems of these methods, and then define concepts and system models used in this paper.
Previous work
For fixed-priority preemptive scheduling of periodicallyarriving tasks on a multiprocessor system, both the partitioned and the non-partitioned method have been addressed in previous research. Important properties were presented in a seminal paper by Leung and Whitehead [5] . In particular, they showed that the problem of deciding whether a task set is schedulable (that is, all tasks will meet their deadlines at run-time) is NP-hard for both the partitioned method 'Some authors refer to the non-partitioned method as "dynamic binding" or "global scheduling". and the non-partitioned method. They also observed that no method dominates the other in the sense that there are task sets which are schedulable with an optimal priority assignment with the non-partitioned method, but are unschedulable with an optimal partitioning algorithm and conversely.
Among the two methods, the partitioned method has received the most attention in the research literature. The main reason for this is that the partitioned method can easily be used to guarantee run-time performance (in terms of schedulability). By using a uniprocessor schedulability test as the admission condition when adding a new task to a processor, all tasks will meet their deadlines at run-time. Now, recall that the partitioned method requires that the task set has been divided into partitions, each having its own dedicated processor. Since an optimal solution to the problem of partitioning the tasks is believed to be computationally intractable, many heuristics for partitioning have been proposed (see for example [3, 6, 7, 8, 9, lo] ). All of these bin-packing-based partitioning algorithms provide performance guarantees, they all exhibit fairly good average-case performance, and they can all be applied in polynomial time (using sufficient schedulability tests).
The non-partitioned method has received considerably less attention, mainly because of the following limitations. First, no efficient schedulability tests currently exist for the non-partitioned method. The only known necessary and sufficient schedulability test for the non-partitioned method has an exponential time-complexity [ 1 13. The complexity can be reduced with sufficient schedulability tests to a polynomial [12,2, 13, 141 or pseudo-polynomial [13] time complexity. However, the test in [ 141 becomes pessimistic when the number of tasks increases, and the tests in [ 12,2, 131 become pessimistic when the number of processors increases. Second, no efficient optimal priority-assignment scheme has been found for the non-partitioned method. The ratemonotonic priority assignment (RM) [15] , which is optimal on a uniprocessor, is not optimal for multiprocessors using the non-partitioned method [3, 51. Even worse, task sets with a very low utilization can be unschedulable with RM [3] . We refer to the latter as Dhall's efect.
In a recent comparison of the partitioned and nonpartitioned method, it was claimed that, even if one is willing to use a necessary and sufficient schedulability test for the non-partitioned method, the non-partitioned ratemonotonic is mferior to the partitioning algorithms [2, Section 3.51. We believe that this comparison is not complete for two reasons. First, the previous evaluation did not consider a recently-proposed priority assignment scheme, adaptiveTkC [4] , in which the highest priority is assigned to the task T, which has the least T, k * C,, where (m is the number of processors). As shown in [4] , the value of k is selected to counter two effects that occur at k = 0 and k -+ cm. The case
where k = 0 is equivalent to RM, which is known to suffer from Dhall's effect. The other case, k 4 cq gives highest priority to the task with the longest execution time, which can make task sets unschedulable at arbitrary low utilization. The second reason why the previous evaluation is not complete is that it considered the cost of preemption and migration to be zero. It is not clear how preemption and migration costs will affect performance of the partitioned and non-partitioned methods. Because of these shortcomings, we believe that it is necessary to take a new look at the question of whether to partition or not to partition.
Concepts and System model
We consider the problem of scheduling a task set T = { T I , 7 2 , . . . ,Tn} of n independent2, periodically-arriving real-time tasks on m identical processors. A task arrives periodically with a period of T,. Each time a task arrives, a new instance of the task is created. Each instance has a constant execution time of C,. Each task has a prescribed deadline, which is the time of the next arrival of the task. The meta period of the task set is the least common multipleofTI,T2, ..., Tn.
For the partitioned method the system behaves as follows. Each task is assigned to a processor, and then assigned a local (for the processor), unique and fixed priority.
With no loss of generality, we assume that the tasks on each processor are numbered in the order of decreasing priority, that is, 71 has the highest priority. On each processor, the task with the highest priority of those tasks which has arrived, but not completed, is executed.
For the non-partitioned method the system behaves as follows. Each task is assigned a global, unique and fixed priority. With no loss of generality, we assume that the tasks in T are numbered in the order of decreasing priority, that is, T I has the highest priority. Of all tasks that have arrived, but not completed, the m highest-priority tasks are executed3 in parallel on the m processors.
The utilization U , of a task T, is U , = C,/T,, that is, the ratio of the task's execution time to its period. The utilization U of a task set is the sum of the utilizations of the tasks belonging to that task set, that is, U = Cy=, C,/T,.
A task is schedulable if all its instances completes no later than their deadlines. A task set is schedulable if all its tasks are schedulable.
To understand the basic performance characteristics, we initially assume the following simple system model. Al. Tasks are independent, arrive periodically, and can always be preempted. Hence, at every moment, a dispatcher determines which task to execute. In prac2That is, there are no precedence constraints on the arrival time of the tasks.
3At each instant, the processor chosen for each of the m tasks is arbitrary If less than m tasks should be executed simultaneously, some processors will be idle.
tice, some operating systems use tick driven scheduling, where the ready queue is only inspected at certain times.
A2. Tasks do not require exclusive access to any other resource than a processor.
A3. The cost of preemption is zero. We will use this assumption even if a task is resumed on another processor than the task was originally preempted on (that is, the cost of migration is also assumed to be zero).
A4. The cost when a task arrives is zero because we consider cache misses that occur when a task arrives to be included in the execution time. We will use this assumption even if a task executes after arrival on a processor on which it has never executed. These assumptions should be reasonable since worst-case execution time analysis tools typically consider uninterrupted execution of a task that starts in an "empty state" (e.g., all cache lines are empty).
To investigate more realistic characteristics of the system, we will relax A3 later in this paper (in Section 4).
Average-Case Behavior
In this section, we will conduct an average-case performance evaluation of the non-partitioned and partitioned methods, assuming an idealized architecture with no overhead of task preemption or migration. Our evaluation methodology, which will be described in Section 3.1, is based on simulation experiments using randomly-generated task sets. The rationale for using simulation of synthetic task sets is that it more easily reveals the average-case performance and robustness of a scheduling algorithm than can be achieved by scheduling a single application benchmark. Section 3.2 presents the results from the simulations.
Experimental setup
Unless otherwise stated, we conduct the performance evaluation using the following experimental setup.
Task sets are randomly generated and their scheduling is simulated with the respective method on m = 4 processors.
The number of tasks, n, follows a uniform distribution with an expected value of E[n] = 8, a minimum of 0.5E [n] , and a maximum of 1.5 E[n]. The period, T,, of a task 7% is taken from a set { 100,200,300,400,500, . . . ,1600}, each number having an equal probability of being selected. The utilization, U,, of a task 7% follows a normal distribution with an expected value of E[u,] = 0.5 and a standard deviation
generated. The execution time, C,, of a task T, is computed from the generated utilization of the task, and the execution time is rounded down to the next lower integer. If the execution time becomes zero, then the task is generated again.
The priorities of tasks are assigned with the respective priority-assignment scheme, and, if applicable, tasks are partitioned and assigned to processors. All tasks arrive at time 0 and scheduling is simulated during one meta period'.
Scheduling decisions are only taken when a task arrives or completes.
We use success ratio as the performance measure for average-case performance. The success ratio is the fraction of all generated task sets that are successfully scheduled with respect to an algorithm. The success ratio is computed for each point in a plot as an average of 2,000,000 task sets5. In the evaluation of the partitioned method, we consider a task set as successfully scheduled if and only if the number of processors required according to the bin-packing algorithm is no greater than m. In the evaluation of the nonpartitioned method, we consider a task set as successfully scheduled if the task set is schedulable, that is all task instances in the task set simulated during a meta period completed no later than their deadlines.
Two non-partitioned priority-assignment schemes are evaluated, namely RM [15] and adaptiveTkC [4] . Two binpacking-based partitioning algorithms are studied, namely RM-FFDU [8], and R-BOUND-MP [9] . The reason for selecting these two latter algorithms is that we have found that they are the partitioning algorithms which provide the best performance in our experimental environment (other algorithms, such as RRM-BF [7] and RMGT [6] offer lower performance). For all partitioning algorithms, we use the corresponding sufficient schedulability test.
We have also evaluated a hybrid partitionedhonpartitioned algorithm, which we will call RMFFDU+adaptiveTkC. The reason for considering a hybrid solution is that we may be able to increase processor utilization with the use of non-partitioned tasks, without jeopardizing the guarantees given to partitioned tasks. The RM-FFDU+adaptiveTkC scheme operates in the following manner. First, as many tasks as possible are partitioned with RM-FFDU on the given number of processors, and are given local priorities. Then, the remaining tasks (if any) are assigned global priorities according to the adaptiveTkC priority-assignment scheme. Each processor has a local ready queue for the partitioned tasks and there is a global ready queue for the non-partitioned tasks. A processor executes a task from its local ready queue, if the local ready queue of that processor is non-empty. A processor executes 4The reason for scheduling during a meta period is because for the nonpartitioned method, the response time of a task is not necessarily maximized when a task arrives at the same time as its higher priority tasks [4] .
We therefor select small values of E[n] to avoid that the meta period grows too large, causing simulations to take too long time. We also select small values of m since m must be less than n to make the scheduling problem non-trivial.
'With 95% confidence, we obtain an error of the success ratio that is less than 0.1 %. a task from the global ready queue, if the local ready queue of that processor is empty. Figure 1 shows the results of the simulation experiment. We make three observations. First, RM offers the worst performance. However, it is not as bad as suggested by previous studies [3] . The reason for this is of course that Dhall's effect, although it exists, does not occur frequently. This observation also corroborates a recent study [2] .
Performance comparison
Second, adaptiveTkC offers the best performance, no matter how we vary the parameters (the number of processors, the expected value of the number of tasks, the expected value of task utilization and the standard deviation of the task utilization). The reason for this is that adaptiveTkC takes advantage of the salient property of the nonpartitioned method, namely the ability to schedule tasks in slots of unused time on different processors (as RM does).
Third, the hybrid partitionedhon-partitioned algorithm consistently outperforms the corresponding partitioning algorithms. This indicates that such a hybrid scheme is a viable alternative to use in multiprocessor systems that mixes real-time tasks of different criticality. The reason for the good performance is that the hybrid partitionedhonpartitioned algorithm can schedule all task sets that the corresponding partitioned method can schedule, but the hybrid partitioned/non-partitioned algorithm can also schedule some tasks in slots of unused time on different processors.
For all partitioning algorithms, sufficient schedulability tests were originally proposed to be used. Now, if we instead use a necessary and sufficient schedulability test based on response-time analysis [16] for the partitioning algorithms, the success ratio can be expected to increase, albeit at the expense of a significant increase in computational complexity. Recall that response-time analysis has pseudopolynomial time complexity, while sufficient schedulability tests typically have polynomial time complexity. Figure 2 shows the simulation results when the partitioning algorithms use response-time analysis. Here, we make the following observation. RM-FFDU with response-time analysis only provides a slightly higher success ratio than adaptiveTkC while other partitioning algorithms still have a lower success ratio than adaptiveTkC. Note that this means that, even if the best partitioning algorithm (R-BOUND-MP) use response-time analysis, it still performs worse than adaptiveTkC. This should not come as a surprise, since for R-BOUND-MP, the performance bottleneck is the partitioning and not the schedulability test [9] .
Architectural Impact
From the results in Section 3, we observed that adaptiveTkC performed well under the assumption of an ideal- ized architecture. Now, in order to evaluate the performance of a realistic system we must incorporate some architectural costs. In this section, we will study the impact of two architectural costs, namely preemption and migration.
It is tempting to believe that the non-partitioned method causes a larger amount of (and more costly) preemptions6 than the partitioned method, and that this makes more task sets schedulable with the partitioned method than with the bA task is preempted if it has remaining execution time but does not immediately continue to execute on the same processor.
non-partitioned method. We will now show that such statements cannot easily be made. First, we will propose a dispatcher for the non-partitioned method that reduces the number of preemptions by analyzing the current state of the schedule. We will then show that the average number of preemptions generated by the best non-partitioned method using the new dispatcher is significantly less than that of the best partitioning algorithm. Finally, we will evaluate the schedulability of the non-partitioned and partitioned method when the costs of preemption and migration are accounted for. 
Improved Dispatcher
Recall that the non-partitioned method using fixedpriority preemptive scheduling only requires that, at each instant, the m tasks with the highest priorities are executed; it does not require a task to run on a specific processor. As long as the cost of a preemption is zero, the task-toprocessor assignment at each instant does not affect schedulability. However, on real computers the time required for a preemption is non-negligible. If the task-to-processor assignment is selected arbitrarily, it could happen that all m highest-priority tasks execute on another processor than they did the last time they were dispatched, even if these m tasks were the same ones that executed last. With the original dispatcher, this would have serious consequences for the schedulability of the system. Hence, to reduce the risk of unnecessary preemptions, we need a dispatcher that not only selects the m highest-priority tasks, but also selects a task-to-processor assignment such that the number of preemptions is minimized.
We now propose a heuristic for the task-to-processor assignment that will reduce the number of preemptions for the non-partitioned method. The basic idea of the task-toprocessor assignment algorithm is to determine which of the remove r, from T h l y h e s t
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non -existing tasks that must execute now (that is, have the highest priority) have recently executed, and then try to execute those tasks on the same processor as in their previous execution. The algorithm for this is described in Algorithm 1, In the remainder of this paper, we will refer to this dispatcher as the preemption-aware dispatcher. We let adaptiveTkCunaware denote adaptiveTkC together with a dispatcher where the task with the highest priority is assigned to the processor with the least index, unaware of the preemptions it will generate. Correspondingly, we let adaptiveTkCaware denote adaptiveTkC together with the preemption-aware dispatcher. In the remainder of this section, we will assume that, whenever the non-partitioned method is used, adaptiveTkCaware is used. AdaptiveTkCunaware will only be used as a baseline algorithm.
Number of Preemptions
To demonstrate that the preemption-aware dispatcher is effective, we will start by showing its performance in terms of the number of preemptions generated. To this end, it would be natural to simulate scheduling and count the total number of preemptions generated during a meta period and use that number as a measure of the number of preemptions. However, if many task sets are simulated, and we take the sum of the preemptions in all task sets, then task sets with a large meta period would be biased in that they would have a higher impact on the total number of preemptions. To make each task set equally important, we have therefore chosen to use preemption density as the measure of the number of preemptions. Preemption density of a scheduled task set is defined as the number of preemptions generated during a meta period divided by the length of the meta period.
To reveal which of the two methods (partitioned or nonpartitioned) that generates the highest number of preemptions, we have simulated scheduling of randomly-generated task sets and computed the preemption density for each of these task sets. Since, in this subsection, we are only interested in the number of preemptions -not their impact on schedulability -we assume that the cost of preemption and the cost of migration is zero. We simulate scheduling using adaptiveTkCaware, adaptiveTkCunaware and R-BOUND-MP because they are the best (as demonstrated in Section 3.2) schemes for the non-partitioned method and the partitioned method, respectively. We use the same experimental setup as described in Section 3.1. We varied the number of tasks and simulated 5,000 task sets for each point in a plot. We then computed the preemption density only for those task sets for which both adaptiveTkCaware, adaptiveTkCunaware and R-BOUND-MP were schedulable.
The results from the simulations are shown in Figure 3 .
We observe that, on average, the preemption density of the best non-partitioned method (adaptiveTkCaware) is lower than the preemption density of the best partitioned method (R-BOUND-MP). The reason for this is that, for the partitioned method, an arriving higher-priority task must always preempt an executing lower-priority task on the same processor. With the non-partitioned method, a higher priority task can sometimes execute on another idle processor, thereby avoiding a preemption. Figure 4 illustrates a situation where the non-partitioned method with the preemptionaware dispatcher causes the number of preemptions to be less than the number of preemptions of a partitioned method.
Note that, in Figure 3(a) , increasing the number of processors gives a different effect on the preemption density for adaptiveTkCaware than for adaptiveTkCunaware. It can be explained as follows. When the number of processors increases, there will be more tasks executing in parallel and it is more likely that, during a time interval, a task completes its execution. Consider which processor a low-priority task executes on when a higher-priority task completes it execution. For adaptiveTkCaware, the lower-priority task will continue to execute on the same processor as it did before the higher priority task completed. Hence no preemption occurs. However, for adaptiveTkCunaware (as defined in Section 4.1), the lower priority task will continue its execution on another processor with a lower index. That is, with our definition, a preemption.
Average-Case Behavior
With the new dispatcher at hand, we are now in position to assess the schedulability of a system with non-negligible preemption and migration cost. We will model the preemption cost and migration cost of a uniform-memory access shared-memory multiprocessor with caches.
For the assumed system, the cost of a preemption includes the following terms: time to acquire the ready queue, time to save and restore a task's environment (e.g., registers, memory mapping) and the cost of cache misses due to cache reloading when the task resumes. In the evaluation in this section, we will assume that the time to acquire the ready queue and time to save and restore a task's state is zero. We do this for three reasons, namely (i) these costs depend heavily on the implementation (hardwarehoftware) and mechanism to protect the ready queue (fine-grained/coursegrained locking/wait-free/lock-free), (ii) it has been found that the time to execute kemel code constitute only a fraction of the total cost of a context switch [17] , and (iii) the trend of faster processors and (relatively) slower memories will make the cache reload effect an even more dominant term in the cost of preemption. Our simulated system model is now changed as follows.
When a task is resumed, we add a cost of preempt.ratio . E [u] . E[T] to its remaining execution time because of cache reloading. If a task is resumed on another processor than it was preempted on we add yet another cost of mig.ratio. E [u] . E[T] to its remaining execution time because of cache reloading due to the migration. We use the same experimental setup as described in Section 3.1, but simulated 5,000 task sets for each possible combination of preemption ratio, migration ratio, and the number of processors.
The results from our simulations are shown in Figure 5 . We observe that, when the migration and preemption costs are high, adaptiveTkCaware has higher success ratio than adaptiveTkCunaware. This indicates that the preemptionaware dispatcher is effective. We can also see that the partitioned method becomes more favorable when the migration ratio is large, because no migrations can occur for that method. On the other hand, the non-partitioned method becomes more favorable when the preemption ratio increases, because the preemption-aware dispatcher can reduce the number of preemptions. However, when there are only two processors available (see Figure 5(a) ), the preemptionaware dispatcher becomes less effective, because it has only one alternative processor to try to schedule a task on to reduce the number of preemptions.
Discussion
From the previous sections, we have learned that the relative performance of the partitioned and non-partitioned method varies depending on the system models and performance measures used. However, the decision whether to partition or not to partition may also need to consider other aspects than comparing success ratio. Below we list some interesting aspects.
The non-partitioned method is the best way of maximizing the resource utilization when a task's actual execution time is much lower than its stated worst-case execution time [ 2 ] . This situation can occur when the execution time of a task depends highly on user input or sensor values. Since the partitioned method is guided by the worst-case execution time during the partitioning decisions, there is a risk that the actual resource usage will be lower than anticipated, and thus wasted if no dynamic exploitation of the spare capacity is made. Our suggested hybrid approach hence offers one solution for exploiting processors efficiently, while at the same time providing guarantees for those tasks that require so. The hybrid solution proposed in this paper applies the partitioned method to the task set until all processors have been filled. The remaining tasks are then scheduled using the non-partitioned approach. An altemative approach would be to partition only the tasks that have hard real-time constraints, and then let the tasks with soft constraints be scheduled by the non-partitioned method.
The partitioned method has the advantage of having a low computational complexity of the schedulability test, something that is important for, e.g., online admission tests and QoS negotiation [18] . There is also a complexity associated with the algorithm that reschedules a task set that has changed. The non-partitioned method has lower computational complexity for rescheduling than the partitioned method if the partitioned method use the response-time analysis. However, even if sufficient schedulability tests are used for the partitioned method, the non-partitioned method has a slightly lower computational complexity of rescheduling (O(n log n) for adaptiveTkC) than the partitioned method (O(nm + n log n ) for R-BOUND-MP and O(nm + n log n) for RM-FFDU). For systems that reschedule frequently, but do not rely on schedulability tests, e.g., feedback control scheduling [ 191, the non-partitioned method, with its slightly higher success ratio and its slightly lower computational complexity of rescheduling, becomes a viable altemative. Also, since these systems are likely to be used when the execution time varies, the advantage of reclaiming resources in the non-partitioned method gives a further performance increase. 
