An estimation method for correcting misclassifications in signal and image processing is presented. The method is based on the use of context-based (temporal or spatial) information in a sliding-window fashion. The classes can be purely nominal, that is, an ordering of the classes is not required. The method employs nonlinear operations based on class proximities defined by a proximity matrix. Two case studies are presented. In the first, the proposed method is applied to one-dimensional signals for processing data that are obtained by a musical key-finding algorithm. In the second, the estimation method is applied to two-dimensional signals for correction of misclassifications in images. In the first case study, the proximity matrix employed by the estimation method follows directly from music perception studies, whereas in the second case study, the optimal proximity matrix is obtained with genetic algorithms as the learning rule in a training-based optimization framework. Simulation results are presented in both case studies and the degree of improvement in classification accuracy that is obtained by the proposed method is assessed statistically using Kappa analysis.
INTRODUCTION
Automatic classification of data is a standard problem in signal and image processing. In this context, the overall objective of classification is to categorize all data samples into different classes as accurately as possible. The selection of classes depends naturally on the particular application. Powerful supervised classification methods based on neural networks, genetic algorithms, Bayesian methods, and Markov random fields have been developed (see, e.g., [1, 2, 3] ). However, even the most advanced methods of automatic classification are typically unable to provide a classification without misclassifications. The main reason for this is the inherent presence of noise in data as well as the structure of the signals and images themselves. Usually, the larger the noise level (variance), the greater the probability of misclassifications.
This problem, however, is almost always approached from the point of view of feature selection and classifier design. For example, the emphasis is usually placed on the synthesis of powerful one-stage classification methods. Unfortunately, in many cases, the original data or the classifier itself may not be made available and hence cannot be improved upon. Thus, there is a need to be able to correct misclassifications.
We propose a nonlinear estimation method for the misclassification correction task. Some preliminary results have been published earlier in our conference papers [4, 5, 6, 7, 8] . The idea is that the classification procedure consists of two separate stages: the primary classification (recognition) stage and the misclassification correction stage. The basic philosophy behind the proposed method is that contextual information should be utilized, implying that neighboring samples can carry useful information about each other. This is the conventional view in most signal/image processing applications, especially in filtering, where information in a sliding window is used to estimate the central pixel. Markov random field modeling approaches to image processing are also based on utilization of spatial dependencies and have been successfully used for classification of images [3] .
The fundamental difference between the proposed estimation method and traditional signal/image filtering methods is that the latter are essentially quantitative in that they operate on sample values or other quantitative information, whereas the proposed method is applied to categorical data in which every sample may belong to one of a number of possible classes. As such, categorical data contain structural information, but can be thought of as taking values drawn from some finite alphabet representing class membership. One obvious approach might be to map these symbols to integers and then subsequently employ traditional signal/image processing methods designed for numerical data. The difficulty with such an approach is that the choice of the mapping can have a drastic effect on the subsequent analysis. Another approach is to remain entirely in the symbolic or categorical domain. There have been very few totally symbolic signal processing approaches, with the notable exception of [9] , where the authors show how to compute spectrograms with an application to DNA sequence analysis. The proposed method also operates entirely in the categorical domain.
The proposed method makes use of the notion of class proximities. Informally speaking, two classes are close to each other if the samples belonging to these classes are likely to be found in temporal proximity to each other in a onedimensional (1D) signal or in spatial proximity to each other in a two-dimensional (2D) image. In this way knowledge of the classes themselves can be used, which is a fundamental advantage over simpler approaches, such as weighted majority filters. The mathematical formulation of the proposed method is closely related to the so-called median function on graphs [10] , which plays a role in consensus theory [11] .
The proposed estimation method is discussed in detail in Section 2. This is followed by two case studies. The case study of section 3 illustrates the use of the proposed method in 1D signal processing and takes its example from musical key-finding, whereas the case study of section 4 applies the method in 2D to correct misclassifications in classification of remotely sensed images. The use of training-based optimization for finding the optimal proximity matrix employed by the method is also discussed, and Kappa analysis is employed to statistically assess the degree of improvement in classification accuracy that is obtained by the proposed method. Finally, some concluding remarks are given in Section 5.
ESTIMATION METHOD
It is well known that in the case of real numbers, the L p -norm estimate of
For example, the median operator can be defined as
when N is odd. Similarly, the mean operator can be defined as
Suppose that instead of a set of real numbers we have some multiset of samples of class data B = {b 1 
Then, analogous to the L p -norm, we can define
where w is a proximity function. The value p = 1 corresponds to the "median" and p = 2 to the "mean" of the samples in B. Note that the estimate (4) is necessarily one of the samples in B.
The proximity function w can be arbitrary, which means that the requirements of a metric are lifted. This is exactly why we talk about interclass proximities and not distances. Suppose the set of possible classes is V = {v 1 , v 2 , . . . , v n }. For example, w(v i , v j ) is the proximity from v i to v j . The greater the proximity from one class to another, say from v i to v j , the less likely it is that v i occurs in the neighborhood of v j . Note in particular that the proximities do not have to obey the triangle equality. This is important, because it is clear that it can be very likely for v i to occur in the neighborhood of two different classes v j and v k , while it may not be likely for v j to occur in the neighborhood of v k .
The proximity function can be represented by a proximity matrix W with each entry w i j equal to w(v i , v j ). Then, the power p can be incorporated into the proximity matrix by replacing each entry w i j by w p i j . This makes (4) similar to a result stemming from the theory of median graphs [10] . In that context, a profile of length N on a weighted graph G(V , E) (where V is the vertex set and E is the edge set) is a finite sequence π = {v 1 , v 2 , . . . , v N } of vertices of G(V , E), and the median of π is defined as
where d is the usual shortest path distance between two vertices. The vertex set V corresponds to the set of possible classes. If G(V , E) is a complete graph with nonnegative weights, this definition is identical to (4) with the power p incorporated into the proximity function.
The following example demonstrates the calculation of C p . The example also illustrates how samples may be repeated in B, and thus B is a multiset. Example 1. Consider the proximity matrix
where the first row refers to the class v 1 , the second to v 2 , and the third to v 3 . Suppose that we have the multiset of samples
We compute C 1 (B). The proximity from v 1 to itself is 1, the proximity from v 1 to v 2 is 2 and to v 3 is 3. Thus, the sum of proximities from v 1 to all the samples in B is 1+1+2+2+3 = 9. Similarly, the sum of proximities from v 2 to all the samples in B is 3+3+1+1+4 = 12, and from v 3 the sum of proximities is 2+2+4+4+2 = 14. Therefore, since the sum of proximities is minimum from v 1 , C 1 (B) = v 1 .
Similarly to the running median and mean filters based on (2) and (3), we can define a sliding-window processing operation based on (4). This can be done by simply choosing B to be the contents of the sliding window at each position. Then, we only need to calculate C p (B) and consider the result as the output of the operator at that window position. In 1D, the processing operator can be expressed as
where {x(i)} is the sequence of input data, {y(i)} is the sequence of output data, and the width of the sliding window is 2k + 1. The generalization to 2D is straightforward. This definition leads to a nonlinear estimation method for class data. Analogously to median and mean filters, the obtained operator is a smoothing operator. Therefore, it is only applicable in situations where some continuity in the class data is expected.
It is also possible to weight the samples in the sliding window differently. This enables us to treat each sample differently depending on its location. The weighted modification of (4) can be written as
where a i is the weight of b i . This definition is analogous to the definition of the weighted median filter [12] . If the spatial weights are natural numbers, weighting can also be thought of as duplication of samples in the same way as in weighted median filtering. In some classification tasks the set of classes can be divided into two distinct subsets: the basic classes and the supplementary classes. The actual division of classes into basic and supplementary ones is dependent on the application. We call supplementary such classes that are needed only for providing additional information for the misclassification correction stage. The basic classes are then the proper classes, and they appear only in the final classification result that is obtained after correction of misclassifications. A simple modification to (9) 
One alternative approach to postclassification smoothing is to use weighted majority filters [13] . In fact, the proposed method can be thought of as a generalization of this filter class. If the proximity matrix is a matrix of ones with a main diagonal of zeros, the output is the same as the output of the basic (unweighted) majority filter. However, determining the corresponding proximity matrix for a weighted majority filter may not be straightforward, and not all proximity matrices have a corresponding weighted majority filter. Moreover, it is in general not possible to select the weights of a weighted majority filter such that the filter preserves fine details and removes misclassifications at the same time. The following case studies illustrate how this can be achieved using the proposed method.
CASE STUDY 1: CORRECTION OF MISCLASSIFICATIONS IN MUSICAL KEY FINDING
In this case study, the proposed estimation method is applied in 1D for processing data that are obtained by a musical key-finding algorithm. The musical key is a system of pitches and harmonics generated from a scale of tones, one of which is predominantly important. In total, there are 24 keys, 12 major and 12 minor. Although a key is typically indicated at the beginning of a piece of music by means of a key signature, which sets up the overall tonal organization and center, compositions often move away from the fundamental key and shift into other keys. Here, our goal is to detect these shifts and to establish the key in a local region in a piece of music. The key-finding algorithm and the obtained data are discussed in Section 3.1. The algorithm can be applied to a musical composition to find a sequence of local key assignments. However, such a sequence typically contains many oscillations and impulses. As is discussed in Section 3.2, the keys can be thought of as classes, and the proposed estimation method is directly applicable for smoothing the obtained signal.
Musical key finding
Automated key finding in music is a prerequisite to successful automation of music analysis. Specifically, the determination of key is necessary for meaningful coding of melodic and harmonic events [14] . A number of approaches have been shown to be successful for assigning a key signature to a musical composition [14, 15, 16, 17] . A review of several other approaches can be found in [14] . Our objective, however, is not to find the key signature of a musical composition, but rather to trace the varying tonal orientations and modulations throughout the composition. Here, only information that is localized around the desired regions is used in determining the key. The motivation in this kind of local key finding is that information on the local key is needed in recognition of musical patterns [18, 19, 20] . Such a recognition system is useful in automatic retrieval of music information from large music databases.
Specifically, our goal is to be able to determine the primary key in a region centered around an arbitrary position in the score. An obvious approach is to determine the key of each region of a given length and then assign it to the note around which the region is centered. This does not mean that we are determining the key of a given note, which would be meaningless. Rather, we are merely using notes as location markers of regions. In this case study, the primary key is determined by using an algorithm proposed by Krumhansl [14] with the modification of using it in a sliding-window fashion instead of using it with nonoverlapping windows. The details of our approach can be found in [19] .
The algorithm results in a sequence of class data. The classes correspond naturally to the 24 possible keys (12 major and 12 minor). The sequence of key assignments produced by sliding a key-finding window of length 7 notes over the right-hand part of Bach's Invention No. 8 in F-Major is shown in Figure 1 . The keys are numbered arbitrarily from 1 to 24, where the numbers 1 to 12 correspond to chromatic ordering of the major keys (C, C#, D, etc.) and 13 through 24 correspond to minor keys. In a graphical depiction of a sequence of key assignments, such as Figure 1 , a modulation appears as a step.
As can be seen, there is a lot of variation in certain regions of the sequence of key assignments. These artifacts often take the form of impulses or oscillations, especially in the regions of modulations. It must be stressed here, however, that the amplitudes of these impulses and oscillations do not have a real meaning, because we are dealing with class data and the numerical representation of classes was chosen arbitrarily. Nonetheless, these artifacts certainly mean that the sequence exhibits undesired variability, which indicates that there are misclassifications. This is a fundamental property of the key-finding algorithm, especially if the key-finding window is small. In other words, the algorithm cannot be tuned to produce smooth sequences of key assignments without sacrificing specificity, and therefore we are forced to correct the misclassifications by some subsequent smoothing operation.
Correction of misclassifications
One approach for smoothing the obtained sequences of key assignments is to use the numerical representation of keys and to resort to the use of nonlinear filters such as the recursive median filter [21] . However, the obvious disadvantage in this approach is that the numerical representation was chosen arbitrarily and does not have a real meaning. In fact, there is no natural ordering of the keys since we are dealing with purely nominal class data. The result of smoothing by using a (nonlinear) filter thus depends on the artificial numbering of keys, and therefore a method based on filtering cannot be considered as a method providing correction of misclassifications. A method that operates on class data is thus needed. Our approach here is to employ the spatially unweighted operator defined by (4) . Naturally, each of the 24 keys is a class and the 24 × 24 proximity matrix represents so-called interkey distances. This approach is essentially similar to the approach based on median filtering: it is a local operation that takes into account the neighboring samples in choosing the output. The important distinction is that here we operate purely on class data and do not rely on any artificially imposed ordering of the keys. Moreover, as is explained below, the interkey distances can be chosen such that they represent the perceived proximity between keys. In that sense, our approach provides a more perceptually valid solution than the use of median-based filters.
In [22] , correlations between the key profiles were used as a measure of interkey distance. A high correlation corresponds to a high degree of similarity between two keys while a low or negative correlation corresponds to a low degree of similarity. Then, the correlations can be used to produce a spatial representation of distances between keys by using multidimensional scaling [23] . Specifically, in this case multidimensional scaling results in a set of coordinates in a fourdimensional Euclidean space for each of the keys. Two keys that have a high degree of similarity correspond to points which are close to each other. More precisely, the Euclidean distances in the spatial configuration represent interkey distances.
The obtained interkey distances define the proximity matrix used by the estimation method. For example, the coordinate of C major is 
Then, the Euclidean distance between these two keys is 0.6488, which is equal to the corresponding element in the proximity matrix.
The following example illustrates the application of the proposed estimation method to correction of misclassifications in musical key finding.
Example 2. Suppose that the sliding window contains the following five key assignments: [C major, C major, C# major, C major, A minor]. We estimate the key assignment using (4) with p = 1. For each of the five keys, the sum of the distances to each key is calculated. In order, they are 
Then, the output is the key corresponding to the vertex which has the minimum sum of distances. In this case the estimated key is C major.
To test the effectiveness of the proposed estimation method in correcting misclassifications in the case of sequences of key assignments, we apply it to Bach's Prelude in C Minor from Book II of the Well-Tempered Clavier, which was also studied by Krumhansl [14] . The sequence of keyassignments that is produced by the key-finding algorithm with a window length of 75 is shown in Figure 2 . This window length is approximately equal to three measures, a choice that was also made by Krumhansl. The result of applying the proposed estimation method to the sequence of key assignments generated by the key-finding algorithm is shown in Figure 3 . A window length of 99 was used. This choice enables us to remove any modulations that last less than 50 notes, or approximately two measures. Also, we choose p = 1 in (4) in order to directly use the interkey distances and avoid introducing any biases toward small or large distances. Note that while no ordering of the keys was assumed, for purposes of visualization Figure 3 displays the output in the same way as Figure 2 .
In the study by Krumhansl, two music theorists were independently asked to analyze the prelude by Bach on a measure-by-measure basis [14] . The experts indicated the primary key as well as keys of lesser strengths. The sequence of key assignments produced by the key-finding algorithm and the estimation method is almost identical to the judgements made by both experts. In cases where our algorithm disagrees with the choice of primary key made by the experts, it usually agrees with their indicated keys of lesser strength. Thus, we can conclude that this approach to localized key finding produces sensible assignments of keys. It also has the advantage that it allows the determination of the key in an arbitrary position in the score, that is, the algorithm does not depend on any subdivisions such as measures. 1 
CASE STUDY 2: CORRECTION OF MISCLASSIFICATIONS IN PRIMARY LOCAL RECOGNITION OF IMAGE FEATURES
In this case study, the proposed estimation method is applied in 2D for correction of misclassifications following classification (primary local recognition) of simulated remotely sensed data. First, in Section 4.1, classification of remotely sensed data is discussed and a method for performing this task is introduced. Then, the requirements for correction of misclassifications are discussed in Section 4.2. In contrast to the case study of Section 3, in this case there appears to be no theory from which the proximity matrix employed by the estimation method could be deduced directly, and therefore, in Section 4.3 we employ training-based optimization with genetic algorithms as the learning rule for finding the optimal proximity matrix. The accuracy of the obtained classification results is assessed in Section 4.4.
Classification of remotely sensed data
Remote-sensing systems are widely used for various applications providing valuable data for ecology, hydrology, agriculture, and other fields [13, 24, 25] . These systems commonly include several subsystems that operate in different bands of electromagnetic waves (optical, infrared, microwave). Since the obtained images can cover earth terrains with areas of thousands of square kilometers and the linear resolution of the imaging system is typically of the order of a few meters, the obtained images usually contain a very large number (millions) of pixels. Moreover, during many space missions the obtained remotely sensed data have been stored in huge databases, and since some of these missions still continue and other missions are planned in the near future, it is expected that the amount of available data will continue to grow rapidly. However, the process of obtaining remotely sensed data is only an intermediate step in the course of extracting useful information from these data. In this sense, substantial challenges arise in processing the obtained multispectral or multichannel images [24, 25] and ensuring reliable, accurate, and appropriately fast extraction of valuable information [26, 27] . It is not reasonable to expect that the required information can be extracted by human experts using visual analysis of the obtained images even if they have at their disposal some advanced image processing tools.
One way of addressing this problem is to apply automatic procedures of image classification that can be multi-stage or iterative [28] . However, in practice even the most advanced techniques of automatic classification are unable to provide image classification without errors (misclassifications) [26, 27] . The main reason is the inherent presence of noise, especially as the characteristics of noise vary widely for different types of images and components of multichannel data [29, 30] . The correction of misclassifications is thus crucial.
Several versions of possible classification procedures have been developed in [31, 32, 33, 34] . In such procedures, the classification is performed locally and is thus referred to as primary local recognition (PLR). The goal is to classify the central pixel in the sliding window into one of six possible classes:
(i) homogeneous region (H); (ii) edge between two homogeneous regions having different intensity means (E); (iii) neighborhood of a spike, that is, there is a spike in the sliding window, but not in the central pixel (NS); (iv) spike in the central pixel of the sliding window-this corresponds to impulsive noise, that is, outliers (S); (v) small-sized or prolonged object in the central pixelthese are characterized by compactness and connectedness of pixels as well as by homogeneity of values (O); (vi) neighborhood of a small-sized object, that is, there is a small-sized or prolonged object in the sliding window, but the central pixel does not belong to it (NO).
This kind of PLR can be very useful for solving many important practical tasks. These include edge detection needed for image segmentation [29] and small-sized object detection required for joint registration of images [35] and automatic target recognition [36] . Another task is the detection and removal of outliers. Moreover, after edges and small-sized objects have been detected and localized, it becomes possible to improve image classification in another classification scheme by taking into account neighboring pixels. In other words, PLR results can be useful in further classification of the same scene into, for example, land cover categories such as "forest," "water," and "urban" [30] . Specifically, after detection of edges and, possibly, their thinning, it is intuitively clear that one is in a better position to determine the subset of pixels that correspond to two homogeneous regions forming the considered edge. Similarly, after detection of small-sized objects, the corresponding pixels can be united, allowing for further classification of the considered small-sized objects by applying recognition algorithms that take into account the spatial features of the small-sized object. The window size 5 × 5 samples is used in the PLR algorithms. This size is large enough for reliable classification of the central pixel, and at the same time it is small enough to avoid ambiguity in the classification of complex situations. The PLR method is based on the calculation of six local statistical parameters for each position of the sliding window. The classifier, an expert system [34] or a neural network [31, 32, 33] , then makes the decision on the class membership of the central pixel in the window by using these parameters as features. The details can be found in the aforementioned papers. In this case study, we employ the approach described in [31] .
Throughout this case study the image shown in Figure 4 is used as a test image. The image is called "Mosaic" and it is a synthetic 8-bit image of size 256 × 256. In the image, there is a homogeneous region in the lower part, and in the middle horizontal part there are small-sized objects having different shapes and different numbers of pixels belonging to them. Their contrasts with respect to the background vary as well. In the upper part there are homogeneous regions inside and between many mosaic-type objects with different shapes, orientations, and contrasts. The idea behind this image is to simulate such situations that typically occur in remotely sensed images.
The primary local recognition stage as well as the used noise model are discussed in detail in [31] . Here it suffices to say that multiplicative Gaussian noise with unit mean and variance σ 2 = 0.003 was added to the Mosaic image before PLR. 2 The result after PLR is shown in Figure 5 . Although there are no spikes in the Mosaic image of Figure 4 , there are a lot of pixels for which the PLR algorithm assigns the class NS. This happens due to the fact that classification is done locally. For example, when the sliding window is approaching a small-sized object, the sliding window may contain only one pixel belonging to that object. If all the other 24 pixels have approximately the same intensity level, the central pixel is classified into NS. Similarly, when the sliding window contains more than one pixel belonging to a small-sized object but the central pixel does not belong to the object, the classification is appropriately NO. These situations occur also with edges (E) between homogeneous regions (H), and thus edges, too, are surrounded by NS as well as NO pixels.
Requirements for correction of misclassifications
The following requirements are defined for the correction of misclassifications after primary classification: (R1) E and O pixels should be preserved if they are spatially grouped and they are surrounded by NS and NO pixels; (R2) isolated pixels of H, E, and O should be removed; (R3) all pixels with initial classification NS, S, or NO should be removed.
Since all pixels with initial classification NS, S, or NO should be removed, these classes are considered as supplementary classes, that is, belonging to the multiset B s (see Section 2). In fact, their primary purpose is to assist in misclassification correction, and as can be seen by looking at requirements (R1) and (R2), the distinction between correctly recognized and misclassified E and O pixels is made primarily on the basis of whether they are surrounded by supplementary classes 2 It is shown in [5] that the proposed estimation method can be applied successfully with higher noise intensities as well. or not. Specifically, correctly classified E and O pixels are surrounded by both NS pixels (more distantly) and NO pixels (more closely), whereas this is unlikely to occur for misclassified E and O pixels. This property is illustrated in Figure 6 . The classes H, E, and O are considered as basic classes, that is, belonging to the multiset B b .
Before we are ready to apply the proposed estimation method to the PLR data of Section 4.1, we need to fix a number of parameters. The above division of classes into basic and supplementary ones leads to the use of (10) (with p = 1) as the processing operator. As explained above, here B b = {H, E, O} and B s = {NS, S, NO}. Further, since a 5 × 5 window is used in the PLR stage, it is natural to use a 5 × 5 window here as well. This is because, ideally, a 5×5 neighborhood of an E or O pixel contains those supplementary class (NS and NO) pixels that are meant to assist in correction of misclassifications. A larger window would include many H pixels, and correction of misclassifications would be more difficult. A smaller window, in turn, would not include all the information contained in the supplementary classes.
For simplicity, only the central sample is weighted with the spatial weight a = 10. The weighting of the central sample increases the probability of the central sample remaining as the output. This is desired, since it decreases the probability of a pixel that has been correctly classified in the PLR stage to be misclassified. However, at the same time the probability that a misclassified pixel remains misclassified increases, and therefore, center weighting is a compromise between detail preservation and misclassification correction.
Training-based optimization
The performance of the proposed method relies on a successful choice of the proximity matrix. In this case study, our approach for determining the proximity matrix is to adopt the learning or, as it is known in signal processing, the trainingbased optimization paradigm. In this framework, it is implicitly assumed that we can inductively learn from experience and make useful decisions for cases that we have not experienced before. Thus, we must employ an empiricist epistemology, but be able to do so in the presence of uncertainty. This entails making the assumption that different signals and images, despite exhibiting a range of characteristics, will share certain very general properties from which we can make inductive inferences. In this case study, all images contain different homogeneous regions, small-sized objects, and so on. These characterizations, although very general and unrestrictive, already inherently impose certain structural regularity that can be exploited in the process of learning. For instance, an image containing homogeneous regions (H) and smallsized objects (O) intrinsically implies that a pixel believed to belong to a small-sized object and yet surrounded entirely by pixels belonging to a homogeneous region is likely to be misclassified.
In general, the size of the search space for the optimization algorithm, that is, the number of possible proximity matrices, is too large for conventional calculus-based or enumerative optimization algorithms to be useful. In particular, in this case study, there are 18 elements in the proximity matrix and each can take 8 different values (see below), and thus there are 2 21 candidates for the optimal proximity matrix. Moreover, there are typically various local optima in the search space and we therefore have to use a randomized optimization algorithm such as simulated annealing or a genetic algorithm (GA). Here, we choose to employ GAs, which are efficient search algorithms based on simulated evolution strategies [2] .
Training-based optimization leads to a global combinatorial optimization problem, in which we have a pair (S, f ), where S is a finite or countably infinite set of configurations and f : S → R is an optimization criterion. The set S is also called the search space or the solution space. In the context of GAs, f is to be maximized and is called the fitness function. The problem is to find a configuration s 0 ∈ S such that
Thus,
Naturally, minimization problems can be considered similarly. The fitness function depends on the particular application [37] . The goal in the training phase is to find a proximity matrix that can be used in correction of misclassifications for a wide range of classified images. The training-based approach also provides a well-defined design methodology. We use a GA that is taken from [2] as the optimization algorithm. We use a fixed population size of 30 individuals. Since the population size is fixed, two offspring are produced in the recombination step. The mutation rate is such that each feature of the offspring can mutate independently with probability 0.03.
The choice of a representative training pair (source image and target image) is crucial. Naturally, since the ultimate goal is to process real remotely sensed images, it would be good to be able to train the method on some representative real radar images. However, for such images it can be difficult to accurately determine the ground truth that is needed for the target image [26] . Therefore, we use the Mosaic image, which is a synthetic image for which the correct classification result can be readily obtained in the noise-free case by using an algorithm that is based on simple decision rules. For details of this algorithm, see [6] . The target image is shown in Figure 7 and the source image is shown in Figure 5 . The properties of the Mosaic image have already been discussed in Section 4.1. Here, it suffices to say that the image represents a wide range of situations that can occur in practice in correction of misclassifications and is therefore a suitable training image.
Obviously, the choice of the fitness function is important as well. In our case, the set of all configurations S is the set of all possible proximity matrices, and the only input parameter of the fitness function is a candidate w ∈ S for the optimal proximity matrix (the initial candidate is chosen randomly). The real number to be maximized is then f (w ). First, the estimation method is applied to the source image using the candidate proximity matrix w . Then, f (w ) is the number of pixels in the source image that agree with the corresponding pixels in the target image.
We choose to use 3 bits to represent each element of the proximity matrix, which means that each of them can take 8 different values. The bounds can be chosen arbitrarily, and since natural numbers are easier to manipulate than real numbers, we choose w i j ∈ [0, 7] for all pairs of i and j. With these choices the solution space for the GA is small enough in order for the GA to converge and at the same time it is large enough for the GA to find a satisfactory optimization result. The training phase results in the optimal proximity matrix 
Because a pixel representing one of the supplementary classes S, NS or, NO cannot be an output of (10), the proximities in the third, fourth, and sixth rows do not have an effect on the output of the estimation method, and therefore do not undergo optimization. To emphasize this, those proximities are labeled as "−" in the matrix above.
Simulations and assessment of accuracy
In the PLR result of the Mosaic image there are 1070 misclassified pixels to be corrected (see Figure 5) . Further, there are 19494 pixels representing supplementary classes, which need to be removed in the misclassification correction stage. When the estimation method is applied to the PLR result using the matrix (16) , the image shown in Figure 8 is obtained. As can be seen, many of the misclassifications have been corrected. To be exact, 733 misclassifications remain, and all the supplementary classes have been removed leading to the overall accuracy of 0.989, that is, 98.9 percent of all pixels are classified correctly. Most of the misclassifications are related to edge detection, that is, 668 misclassifications result from an E pixel being committed to the H class or vice versa. However, as there are only 2 discontinuities in edges, this is not a serious problem. The remaining 65 misclassifications are related to recognition of small-sized objects (O). The number of corrected misclassifications in the Mosaic image is 498, that is, 46.5 percent of all misclassifications are corrected. It is also worth mentioning that all misclassifications, even those that are spatially grouped, are removed from the bottom part of the image in which there is a large homogeneous region. Further, only 6 pixels that are initially recognized correctly in the PLR stage are misclassified by the estimation method. The number of pixels representing supplementary classes that are replaced by a wrong class is also relatively low, 155.
An example of edge detection and correction of misclassifications in an edge neighborhood is illustrated in Figure 9 . A portion of the Mosaic image is presented in Figure 9a . Correspondingly, Figure 9b shows the target image for classification, Figure 9c shows the PLR result, and Figure 9d shows the result after the application of the proposed estimation method. We see that although the edge is recognized reasonably well in the PLR stage, in addition to many pixels representing supplementary classes, there are three small-sized object pixels that are clearly misclassifications. Two of these are located in the top right corner of the edge and one in the bottom right corner. Two of these three misclassifications are corrected by estimation method, and at the same time the edge remains continuous. Similarly, an example of smallsized object detection and correction of misclassifications in a small-sized object neighborhood is presented in Figure 10 . In this case, the PLR stage results in an image in which two pixels belonging to the small-sized object are misclassified as spike pixels. The result after the application of the estimation method, however, is a perfect classification as can be seen by noting that Figure 10d is identical to Figure 10b .
It is natural that a good misclassification correction result is obtained when the estimation method is applied to the image on which it was trained. The real test is to analyze its performance when other images are used. First, we need to define a concept called the error matrix. The error matrix is a square array of numbers that express the number of pixels assigned to a particular category in a classification relative to the number of pixels assigned to a particular category in the reference data. Here, we use the correct classification result as the reference data. The columns represent the reference data whereas the rows indicate the classification whose accuracy is to be assessed. The error matrix can be given as
where k is the number of classes used by the classifier, n i j give the number of pixels that are classified into category i when the correct classification is category j, n i+ are the row sums, n + j are the column sums, and n is the sum of all entries n i j . The numbers of correctly classified pixels are given on the main diagonal, that is, when i = j [26] . An assessment of classification accuracy can be done using a statistical method called Kappa analysis [26] . It is a discrete multivariate technique that is used in accuracy assessment for statistically determining if an error matrix is significantly different from another error matrix [38] . The technique was first introduced by Cohen [39] in 1960, and has since then been used in, for example, sociology and psychology. It was first published in a remote-sensing journal in 1983 [40] , and has since then found popularity in the remote-sensing community. The motivation behind using a statistical-assessment tool such as Kappa analysis is that the overall accuracy, that is, the number of correctly classified pixels divided by the total number of pixels, does not take into account the statistical aspect of the classification result. In particular, in calculating the overall accuracy, the fact that there can be only a small number of pixels representing some class whereas for some other class the number can be very high is not taken into account. In the extreme case, the total number of pixels representing some class can be low enough in comparison to the total number of pixels in the image under classification for a good overall accuracy to be obtained even if most pixels belonging to that class are misclassified. This does not mean, however, that it is not important to be able to obtain a good classification of pixels belonging to some class that has only a few representatives.
Kappa analysis puts an approximately equal importance on the correct classification of all classes regardless of the number of pixels representing each class. The result of performing a Kappa analysis is the maximum likelihood estimate of the Kappa statistic called KHAT and denoted byK. The meaning of the Kappa statistic is that it is a measure of the difference between the actual agreement between the reference data and an automated classifier and the chance agreement between the reference data and a random classifier. In other words, the Kappa statistic tells us how statistically significant the improvement in classification accuracy provided by the classifier under assessment is when the classifier is compared against a random classifier. In practice, we can calculate the KHAT statistic using the formulâ
The KHAT statistic is asymptotically normally distributed even though the data in the error matrix are discrete [26] . Here, the aim of Kappa analysis is to establish that the optimal operator can be used successfully also outside the training data set, that is, that the estimation method with the proximity matrix (16) provides a statistically significant improvement in classification accuracy with images that are significantly different from the Mosaic image. Our set of images includes a total of eight images. All of these images are 8-bit images of size 256 × 256. Like the Mosaic image, they contain edges (E) and small-sized objects (O) of many different shapes, sizes and contrasts. In particular, they contain shapes and sizes that do not appear in the Mosaic image. Moreover, in three of the images there are also prolonged objects, which are lines that are 1 pixel in thickness, and belong to the same class (O) as small-sized objects.
We first apply PLR to all of the eight test images and build the corresponding error matrices. The resulting combined error matrix, that is, the sum of the eight error matrices is 
Then, we apply the proposed estimation method to all of the eight PLR results and obtain the combined error matrix 
In these error matrices the first row represents the class H, the second row represents the class E, and the third row represents the class O. The grand total of pixels is greater in the second error matrix than in the first one. This is explained by the fact that before the application of the estimation method the image contains 90070 supplementary class pixels that are not accounted for in the first error matrix. The estimation method replaces all the pixels that represent supplementary classes by pixels that represent basic classes, and the grand total increases accordingly. Examining the error matrices (19) and (20), we immediately notice that for each of the three classes the proportion of correctly classified pixels is increased. Specifically, the overall accuracy is increased by the application of the estimation method from 0.986 to 0.994. We can also look at the ability of the estimation method to correct misclassifications and to avoid introducing new misclassifications in the case of our test images. First of all, the number of corrected misclassifications is appropriately high, 3863 (67.4 percent of all misclassifications), which means 483 corrected misclassifications per image on the average. On the other hand, the number of misclassifications that are introduced by the estimation method is appropriately low, 91, which means less than 12 new misclassifications per image. The number of supplementary class pixels that are replaced by a wrong class is also quite low, 1056, which means 132 cases per image on the average. These numbers mean that the number of misclassifications that are present in the test images is reduced from 5733 to 3017 by applying the estimation method. Moreover, all of the values are comparable with (and in many cases better than) the corresponding values for the Mosaic image.
Although the number of correctly classified pixels increases for all of the three classes, some of the numbers representing misclassifications, that is, off-diagonal values, increase as well. This is mainly due to the fact that some pixels that represent a supplementary class are misclassified by the estimation method. In spite of these misclassifications, the overall accuracy is increased by the estimation method. However, as explained above, the overall accuracy is not a reliable measure of the accuracy of a classification. We therefore calculate the KHAT values for the two error matrices and perform a Kappa analysis. The KHAT values can be calculated using (18) , and we obtainK 1 = 0.9151 andK 2 = 0.9545 for the error matrices of before and after the application of the estimation method, respectively. Thus, like the overall accuracy, the KHAT value is higher after the application of the estimation method than before its application. In fact, the difference is greater in the KHAT values than in the overall accuracies, which means that the improvement in the classification result that is provided by the estimation method is more significant than the overall accuracies suggest.
Finally, hypothesis tests based on confidence intervals around the KHAT value can be made using the approximate large sample variance, which can be computed using the delta method (see, e.g., [26] ). The hypothesis test to determine if two independent KHAT valuesK 1 andK 2 , and therefore two error matrices, are significantly different from each other is based on the test statistic (21) gives Z = 28.68. At the 99 percent confidence level, the critical value of the test statistic is Z α/2 = 2.58. Thus, the obtained value of Z is greater than the critical value and the null hypothesis is rejected. Therefore, we conclude that the proposed estimation method provides a statistically significant improvement in classification accuracy.
CONCLUSIONS
An estimation method for correction of misclassifications was presented. The method can be considered as a postclassification smoothing operator, because it is intended to be used to correct misclassifications that appear in the output of a classification algorithm based on local context information. It can be applied to any signal that is comprised of class data regardless of its dimensionality.
Two case studies were presented to illustrate the performance of the proposed method. These case studies are different in many ways. The most notable distinction is that the first takes its example from music and applies the method in 1D, whereas the second applies it in 2D for correcting misclassifications in simulated remotely sensed images. Further, the approach to finding a suitable proximity matrix is different in the case studies. In the first, the proximity matrix is derived directly from music perception studies, whereas in the second, training-based optimization using genetic algorithms is employed. The applications of the case studies also require significantly different numbers of classes -24 and 6, respectively. The sizes of the sliding window are also significantly different being 99 and 25 samples, respectively. Nonetheless, the proposed method is found to provide a good misclassification correction result in both case studies.
