The main purpose of this paper is to analyze the asymptotic behaviour of the ground state solution of Hénon equation −∆u = |x| α u p−1 in Ω, u = 0 on ∂Ω (Ω ⊂ R n is a ball centered at the origin). It proved that for p close to 2 * = 2n/(n − 2) (n 3), the ground state solution u p has a unique maximum point x p and dist(x p , ∂Ω) → 0 as p → 2 * . The asymptotic behaviour of u p is also given, which deduces that the ground state solution is non-radial.
Introduction
Let us consider the following problem:
where Ω is a ball in R n centered at the origin, α > 0, p > 2. Equation (1) was proposed by M. Hénon in [13] when he studied rotating stellar structures and is called Hénon equation. Denote 2 * = 2n/(n − 2) (n 3). For α 0, 2 < p < 2 * , define S α,p := inf 0 ≡u∈H 1 0 (Ω) Ω |∇u| 2 ( Ω |x| α |u| p ) 2/p (2) it is easy to verify that S α,p is achieved by a positive function u p . After scaling, u p is a ground state solution of (1) .
Since ( 
where H 1 0,rad (Ω) denotes the subspace of radial functions in H 1 0 (Ω). It is also easy to verify that S R α,p is achieved by a positive function v p . Moreover, after multiplied by some positive constant, v p solves (1) and is radially symmetric.
Numerical solutions obtained in [7] by Chen et al. show that for fixed p ∈ (2, 2 * ) the ground state solution of (1) is non-radial if α is large enough. This has been proved by Smets et al. in [20] . They have also studied the case when p is close to 2 * in [20] . It is proved that for fixed α > 0, if p > 2 is close to 2, then S α,p has a unique minimizer which must be radial; while if p is close to 2 * , the minimizer of S α,p is non-radial. The main idea used in [20] is to show that S α,p < S R α,p when α → +∞, p fixed or p → 2 * , α > 0 fixed. In this paper, we study the profile of u p as p → 2 * , in particular the asymptotic behaviour of u p , and the limit location of the maximum point of u p as p → 2 * . To state our main results, we need some notations first. Let S be the best Sobolev constant, that is,
for any domain Ω ⊂ R n . It is well known that S cannot be achieved for any Ω bounded and S is achieved by U(x) = 1 (1+|x| 2 ) (n−2)/2 when Ω = R n (see [3] ). For any ε > 0, y ∈ R n , set U ε,y (x) = ε −(n−2)/2 U( x−y ε ). Our main results are the following: 
Remark 1.3.
Let Ω ⊂ R n be a bounded domain, the profile of ground state solutions and positive solutions of −ε 2 ∆u + u = u p , u > 0 in Ω with zero Dirichlet or Neumann boundary condition has been studied by many authors for the case 1 < p < (n+ 2)/(n − 2), when ε goes to zero, see, for example, [1, 4, 5, 16, 17] . Roughly speaking, for the problem with zero Dirichlet boundary condition, as ε → 0, the associated ground state solution u ε concentrates at the center of Ω (see [17] ) and for the problem with zero Neumann boundary condition, the ground state solution u ε concentrates at some points on ∂Ω as ε → 0, see [1, 4, 6] . It is worthwhile to point out that due to the existence of the fact |x| α (α > 0), the ground state solution of (1) concentrates on some boundary point as p → 2 * by Theorem 1.2. If α = 0 then the u p in Theorem 1.1 must concentrate at the origin as p → 2 * since by the result of Gidas et al. [9] , u p is radial for any p > 2. For general bounded domain Ω, u p must concentrate at an interior point away from ∂Ω as p → 2 * , see [12, 19] . Remark 1.4. In [15] , Ni has proved that for p ∈ (2, 2 * +2α/(n−2)), problem (1) possesses a positive solution (see also [8] ). For p = 2 * ∈ (2, 2 * + 2α/(n − 2)), we can prove that this positive solution cannot be a ground state solution. Actually, in this case, Eq. (1) does not possess any ground state solutions (see Corollary 2.5).
This paper is organized as follows: In Section 2 we show that u p is actually a minimizing sequence of the best Sobolev constant S as p → 2 * , and then prove Theorem 1.1 by the concentration compactness principle arguments. In Section 3 we prove Theorem 1.2 mainly by blow-up technique. The conclusion that u p is non-radial is a natural corollary of Theorem 1.2. In Section 4, we generalize Theorem 1.1 to the case of q-Laplacian.
Notations. Throughout this paper, the same C will be used to denote various generic positive constants. By O(t), o(t) we mean |O(t)| Ct, |o(t)|/t → 0 as t → 0, respectively. o t (1) will be used to denote quantities that tend to 0 as t → 0. For 1 < r < +∞, u ∈ L r (Ω), denote |u| r r = Ω |u| r . ω n stands for the measure of the unit ball in R n .
Proof of Theorem 1.1
For the Hénon equation, by a scaling argument, we can always assume that Ω is the unit ball in R n centered at the origin. Let α 0 fixed and u p be a minimizer of S α,p , i.e.
It is not difficult to check that S = S 0,2 * . We will find a minimizing sequence of S 0,2 * from the minimizer u p . First of all we have Lemma 2.1.
Proof. By Hölder inequality,
where C is independent of ε, B(x, r) denotes a ball centered x with radius r.
Proof. We claim that
To prove (7), let x − x 0 = ε 1/2 y, for p close to 2 * we have
which is equivalent to
When p close to 2 * we have 2/p < 1, also we have
Whence by (10) we have
which implies (7). We next prove (8) . By the definition of u ε we have
and (8) follows immediately.
(9) can be proved similarly. By (7)-(9), for n 5 we have
On the other hand,
Similarly, we have
Combining (11) and (12), we can complete the proof for n 5. The case n = 3, 4 can been proved similarly. ✷ Lemma 2.3. As p → 2 * ,
Proof. By the definition of {u p } and Lemma 2.2, noting |x| 1, we have as p → 2 *
On the other hand, for any p, 2 < p < 2 * ,
which combined with Lemma 2.1 gives (13) and (14) . ✷ Remark. Lemma 2.3 concludes that {u p } is actually a minimizing sequence of S 0,2 * = S, that is, the following corollary holds: 
Hence Ω |∇u 2 * | 2 /( Ω |u 2 * | 2 * ) 2/2 * = S, which is impossible since S cannot be achieved for any bounded domain. ✷ Now we turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. We prove the theorem mainly by the argument of the concentration compactness principle in [14] . Without loss of generality, we set |u p | 2 * = 1. Choose a subsequence denoted by p k arbitrarily, such that p k → 2 * as k → ∞. By (14) , when k large enough,
So u p k is bounded in H 1 0 (Ω). By the concentration compactness principle, there exist nonnegative measures µ and ν on R n , a function u ∈ H 1 0 (Ω) and an at most countable set J , such that as k → +∞,
and
where x j ∈ R n , δ x j is the Dirac measure at x j , µ j and ν j are positive constants.
Let ϕ ≡ 1, we have, as k → +∞,
Firstly, we claim that J is nonempty. Indeed, suppose to the contrary that J is empty, then |u| 2 * = 1 and
By the definition of S(S 0,2 * ), we have S = Ω |∇u| 2 dx. This is impossible because S cannot be achieved in any bounded domain.
Secondly, we claim that u ≡ 0 and J is a single point set.
Assume by contradiction that u ≡ 0, then 0 < j ∈J ν j < 1. By
which is impossible. Hence u ≡ 0. Similarly, J is a single point set, which implies that when k → ∞, there exists
Taking k → ∞, by Lemma 2.3, we have S > S, a contradiction, which concludes our proof. ✷
Proof of Theorem 1.2
In this section, we shall study the asymptotic behaviour of the ground state solution and prove Theorem 1.2. Set
For M p we have
Proof. We only need to prove this proposition for any subsequence {p k }, such that p k → 2 * as k → +∞. Assume by contradiction that there exists a positive constant c such that M p k c for all k. From Theorem 1.1, u p k → 0 a.e. Ω. By Fatou Lemma, Egoroff Theorem and the fact that
which is impossible. ✷ Proof of Theorem 1.2. We follow the blow up technique used by Gidas and Spruck in [10] . Suppose that for a subsequence of p as p → 2 * , x p → x 0 ∈ Ω. Let λ p be a sequence of positive numbers defined by λ 
and the domain
Since M p → +∞, we have λ p → 0 as p → 2 * . It is easy to see that v p (y) satisfies
(23) By Proposition 3.1, we can assume M p 1 for p close to 2 * . Therefore 0 λ p 1.
, by choosing subsequence if necessary, we have one of the three cases:
For the location of x 0 ∈ Ω, we also have one of the two cases: 
Therefore, given any radius l, we have B(0, 2l) ⊂ B(0, d/λ p ) for p close to 2 * . By the L restimates in the theory of elliptic equations (see [11] , for example), we can find uniform bounds for v p W 2,r (B(0,2l)) (r > n). Choosing p sufficiently close to 2 * , we obtain by Morrey's theorem that v p C 1,θ (B(0,l)) (0 < θ < 1) is also uniformly bounded. It follows that for any sequence p → 2 * , there exists a subsequence
as in [10] we can also prove that v is well defined in all R n and
If L(2 * ) = 0 or x 0 = 0, then −∆v = 0 in R n . Thus v ≡ 0, which is impossible since
where
Hence w(y) = ξ (2−n)/2 U(x/ξ), where ξ is determined by c. By Proposition 2.4 and Fatou lemma, as p → 2 * , we have
which is impossible. Thus case (1) cannot occur and x 0 must be on ∂Ω. Now we straighten ∂Ω in a neighborhood of x 0 by a non-singular C 1 change of coordinates as in [10] :
). ψ ∈ C 1 be the equation of ∂Ω. Define a new coordinate system: 
