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RELATIVE EXCHANGEABILITY WITH EQUIVALENCE
RELATIONS
HARRY CRANE AND HENRY TOWSNER
Abstract. We describe an Aldous–Hoover-type characterization of ran-
dom relational structures that are exchangeable relative to a fixed struc-
ture which may have various equivalence relations. Our main theorem
gives the common generalization of the results on relative exchangeabil-
ity due to Ackerman [1] and Crane and Towsner [6] and hierarchical
exchangeability results due to Austin and Panchenko [5].
1. Introduction
The Aldous–Hoover theorem [3, 9] gives a canonical form for random
countable structures derived from exchangeable processes. Subsequent work
on relatively exchangeable structures [1, 6] and hierarchically exchangeable
arrays [5] refine the Aldous–Hoover theory in several directions. Here we
consider a further extension, not covered by the main theorems of [1, 5, 6],
to the case where symmetries are determined by a structure with definable
equivalence relations. We simplify the exposition specializing to symmet-
ric structures until Section 2.4, at which point we discuss our handling of
asymmetries and then state our general representation theorem.
We first recall some definitions. By a (finite, relational) signature we
mean a finite set of symbols L = {R1, . . . , Rr} and, for each j ≤ r, a
positive integer ar(Rj), called the arity of Rj . An L-structure on M is a
collection M = (M,R1, . . . ,Rr), where M is a set and Rj ⊆ M
ar(Rj) for
each j ∈ [1, r] := {1, . . . , r}. When discussing more than one L-structure
simultaneously, for example, M and N, we write RMj , respectively R
N
j , to
denote the interpretation of Rj inM, respectively N. We also sometimes call
M the universe of M and write |M| = M . We write LM for the collection
of L-structures on M .
For convenience, we often abstract away from the particular relations and
instead consider a single object which records, for a given finite set s, exactly
which relations hold of tuples from s.
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Definition 1.1. Given an L-structure M = (N,R1, . . . ,Rr) and s ⊆ |M|,
we define the quantifier-free type of s in M by
tpM(s) =
{Rjx1 · · · xar(Rj) | j ≤ r, {x1, . . . , xar(Rj)} ⊆ s and 〈x1, . . . , xar(Rj)〉 ∈ Rj}.
Our definition of a quantifier-free type is not quite the standard one from
model theory, but is slightly simpler and equivalent in our context. Any
structure M is determined by the collection of all its quantifier-free types
{tpM(s)}s⊆|M|.
Every injection φ : M ′ →M maps LM to LM ′ in the natural way: M 7→
Mφ := (M ′,Rφ1 , . . . ,R
φ
r ) with
Rjx1 · · · xar(Rj) ∈ tpMφ(s) ⇐⇒ Rjφ(x1) · · ·φ(xar(Rj)) ∈ tpM(φ(s)),
where φ(s) is the image of s by φ. We call φ an embedding of Mφ into M,
written φ : Mφ →M. WhenM ′ ⊂M , the inclusion map, s 7→ s, determines
the restriction M|M ′ of M to an L-structure over M
′.
If µ is a probability measure on LM , we write X ∼ µ to denote that X is a
random structure chosen according to µ and in this case we call X a random
L-structure on M . Random L-structures X and Y are equal in distribution,
written X=DY, if P(X|S = S) = P(Y|S = S) for every S ∈ LS, for all
finite S ⊆ M . A random structure X with universe S is exchangeable if
X =D X
σ for all permutations σ : S → S.
Theorem 1.2 (Aldous–Hoover [3, 9]). Let X be an exchangeable random
structure with universe N such that all relations are symmetric with proba-
bility 1. Then there is a family of Borel measurable functions {fn} such that
the structure Y with quantifier-free types given by
tpY(s) = f|s|((ξt)t⊆s), s ⊆ N,
is equal in distribution to X, where {ξt}t⊆N are independent and identically
distributed (i.i.d.) Uniform[0, 1] random variables.
In [6], we introduced the notion of relatively exchangeable structures,
whose distributions need only be invariant with respect to certain partial
automorphisms of a reference structure M.
Definition 1.3. Let L,L′ be signatures and M ∈ LN. A random L
′-
structure X with universe N is M-exchangeable, or relatively exchangeable
with respect to M, if, for every injection φ : S → T with S, T ⊆ N finite,
M|φT = M|S implies X|
φ
T =D X|S .
Ackerman [1] independently studied a related notion of Aut(M)-invariant
structures, whose distributions are invariant with respect to permutations
in the automorphism group of M. Though ostensibly a less restrictive con-
dition, Aut(M)-invariance is identical to M-exchangeability in the setting
of both [1] and [6]. For example, the strongest representations in [1, 6] hold
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under the assumptions that M is ultrahomogeneous and has <ω-DAP, both
of which we define below.
A notable departure from <ω-DAP occurs when M has definable equiv-
alence relations. In the absence of <ω-DAP, we [6, Theorem 3.15] have
proven a more general, albeit weaker, representation in the absence of <ω-
DAP [6, Theorem 3.15], and Austin and Panchenko [5] characterized certain
hierarchically exchangeable structures, which are defined by an invariance
with respect to permutations that preserve certain tree structures. Although
Austin and Panchenko’s notion is not defined directly in terms of relative
exchangeability, it easily translates as exchangeability relative to some M
with definable equivalence relations, as we discuss in Section 2.6. Some
definitions and notation are needed before we can state our representation
theorem, which appears as Corollary 2.11.
2. Setting and Examples
2.1. Fraïssé Classes.
Definition 2.1. An L-structure M is ultrahomogeneous if whenever S, T ⊆
|M| are finite and π : M|S → M|T is an isomorphism, there is an auto-
morphism πˆ of M such that πˆ ↾ S = π, where πˆ ↾ S denotes the domain
restriction of πˆ to S.
Throughout the paper, we are interested in the setting of two signatures L
and L′ with L finite, a fixed ultrahomogeneous L-structure M with universe
N, and a random L′-structure X whose distribution is relatively exchangeable
with respect to M. It is often more natural to replace M with the set of
its finite embedded substructures, called the age of M and denoted age(M).
To this end we recall some basic facts about Fraïssé classes and introduce
the idea of a random process over a Fraïssé class.
Definition 2.2. The age of M, denoted age(M), is the set of finite struc-
tures S such that there is an embedding of S into M.
A collection K of finite structures has the amalgamation property if when-
ever S,T0,T1 ∈ K and fi : S → Ti are embeddings, there is a U ∈ K and
embeddings gi : Ti → U with g0 ◦ f0 = g1 ◦ f1.
A collection K of finite structures is a Fraïssé class if it has the amalga-
mation property and is closed under isomorphism and taking substructures,
that is, S ∈ K implies S|S ∈ K for all S ⊆ |S|.
In a finite relational signature, Fraïssé’s theorem [8, Theorem 6.1.2] says
that, on the one hand, if M is a countable ultrahomogeneous structure then
age(M) is a Fraïssé class, and on the other hand, every Fraïssé class is the
age of a unique (up to isomorphism) countable ultrahomogeneous structure,
called the Fraïssé limit of the class. Thus, when M is ultrahomogeneous,
our notion of M-exchangeability from Definition 1.3 and [6, Definition 2.3] is
equivalent to age(M)-exchangeability in the sense of the following definition.
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Definition 2.3. Let K be a Fraïssé class of L-structures. A K-exchangeable
L′-structure is a collection of random L′-structures {X(S)}S∈K so that each
X(S) is a random L′-structure on |S| and whenever π : S → T, S,T ∈ K,
is an embedding, (X(T))π =D X(S).
Let M be ultrahomogeneous. A random L′-structure X on |M| is M-
exchangeable if whenever S, T ⊆ |M| are finite and π : M|S → M|T is an
embedding, X|φT =D X|S .
The notion of K-exchangeability, though equivalent to M-exchangeability
in a certain sense, is often easy to work with. We now show that these two
notions are equivalent.
Let M be a countable ultrahomogeneous structure with Fraïssé class K =
age(M). If S ∈ K and M are both well-ordered—say, because |S| = n and
|M| = N, or because we have otherwise chosen a well-ordering < on |S|—
then there is a canonical embedding ρS,< : S → M given by inductively
choosing ρS,<(i) = mi, i ≥ 1, so that mi is smallest positive integer larger
than mi−1 such that ρS,< ↾ {j : j ≤ i} is an embedding of S|{j:j≤i} into M.
(Note that this definition does depend on the choice of ordering <.)
Given an M-exchangeable structure X, we can define a K-exchangeable
structure {X(S)}S∈K by putting X(S) = X
ρS,< for any ordering < since
M-exchangeability ensures that the distribution of X(S) is independent
of the choice of ordering. Conversely, given a K-exchangeable structure
{X(S)}S∈K, we construct an M-exchangeable structure X by randomly
choosing X|[n], for each n ≥ 1, according to the conditional distribution of
X(M|[n]) given X(M|[n−1]). Here K-exchangeability ensures that X
π =D X
for every automorphism π of M. For the remainder of the paper, we primar-
ily consider K-exchangeable structures, with the understanding that these
are equivalent to M-exchangeable structures for the appropriate choice of
M.
The naïve generalization of Aldous–Hoover to K-exchangeable structures
suggests an analogous representation with the additional input S, that is, a
representation of the form
(1) tpY(s) = f|s|(S|s, (ξt)t⊆s), s ⊆ N,
for (ξt)t⊆N i.i.d. Uniform[0, 1] random variables. (Recall that we are restrict-
ing to the symmetric case for now. The representation for structures with
possibly asymmetric relations is slightly more involved.)
In [6], we noted that the representation in (1) is not always possible: even
though the distribution of X(S) does not depend on an ordering of |S|, it
may be that any representation does. The representation in (1) holds when
K satisfies the additional restriction of <ω-DAP, as proven independently
in [6, Theorem 3.2] and [1].
Definition 2.4. Suppose that for each i ≤ n, Si is an L-structure with
|Si| = [n] \ {i}. We say (Si)1≤i≤n is an amalgamation plan of size n if
Si|[n]\{i,j} = Sj |[n]\{i,j} for all 1 ≤ i, j ≤ n.
RELATIVE EXCHANGEABILITY WITH EQUIVALENCE RELATIONS 5
An amalgam of such an amalgamation plan is a structureS with |S| = [n]
and S|[n]\{i} = Si for all i ∈ [n].
We say a collection K of structures has the n-disjoint amalgamation prop-
erty (n-DAP) if, for every amalgamation plan (Si)1≤i≤n of size n with each
Si ∈ K, there is an amalgam S ∈ K. We say K has <ω-DAP if K has
n-DAP for all n ≥ 1.
The main theorem in [2] suggests a strong relationship between Aldous–
Hoover-type representations and 2-DAP, so our interest here is the case
where K has 2-DAP but not <ω-DAP.
2.2. Equivalence Relations with Infinitely Many Classes. One com-
mon obstacle to n-DAP is the presence of definable equivalence relations.
Example 2.5. Consider a signature L with a single binary relation R and
let K be the collection of all L-structures S = (S,RS), with S ⊂ N finite,
such that RS is an equivalence relation. Then K fails to have 3-DAP. For
example, let S1,S2,S3 ∈ K be structures so that (2, 3) ∈ R
S1 , (1, 3) ∈ RS2 ,
and (1, 2) 6∈ RS3. These three structures constitute an amalgamation plan
of size 3, but they have no amalgam.
The absence of <ω-DAP obstructs the representation (1). For suppose
L′ is a signature with a single unary relation P , M is an L-structure, and,
for every S ∈ K, X(S) is obtained by independently including or exclud-
ing each equivalence class of S in PX(S) with probability 1/2. Although
X = {X(S)}S∈K is K-exchangeable, S|{x} is trivial for every x ∈ N, pre-
venting any way to coordinate elements in the same equivalence class in any
representation of the form
(2) x ∈ PX(S) ⇐⇒ Px ∈ f(S|{x}, ξ∅, ξx)
for some measurable function f and i.i.d. Uniform[0, 1] random variables
{ξ∅; (ξx)x∈N}. Indeed, the first argument of f(S|{x}, ξ∅, ξx) in (2) is moot,
making the construction on the righthand side exchangeable even though
X(S) need only be S-exchangeable.
We have previously [6, Theorem 3.15] proven a general representation
for random structures exchangeable relative to any Fraïssé class K, but in
that representation tpX(S)(s) depends on the whole ordered substructure
S|[1,max s] rather than just S|s. When definable equivalence relations are
the only obstruction to n-DAP, we can give a more natural representation
that accounts for the structure of these relations.
By its description, it is clear that the structure X in Example 2.5 can be
represented in the form
x ∈ PX(S) ⇐⇒ Px ∈ f(S|{x}, ξ∅, ξx, ξ[x]S),
where ξ[x] is a Uniform[0, 1] random variable indexed by the equivalence class
[x]S of x ∈ N in S. In fact, f in this example can be chosen to depend only
on ξ[x]S .
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A further complication arises when we allow multiple equivalence rela-
tions.
Example 2.6. Consider a signature L with two binary relations R,S. Let
K1 be the collection of L-structures for which both R and S are equivalence
relations. Let K2 ⊆ K1 be those structures S in which (x, y) ∈ S
S implies
(x, y) ∈ RS.
For K1, we have to account for various combinations of equivalence classes
from the two relations. We expect to have dependencies not only on y,
[y]RS , and [y]SS , but also on [y]RS ∩ [y]SS . For bookkeeping purposes, we
write E(y) for the set of equivalence classes of y including under equal-
ity1, so that [y]= = {y} and E(y) = {[y]=, [y]RS , [y]SS}. Our represen-
tation depends on the antichains from E(y). A blur of y (in K1) is any
antichain from E(y). We write B(y) to denote the set of blurs, so in this
case B(y) = {{[y]=}, {[y]RS , [y]SS}, {[y]RS}, {[y]SS}}. We will show that
the representation for K1-exchangeable structures Y=D X(S) with unary
relations has the form
tpY(y) = f1(S|y, (ξt)t∈B(y)).
The class K2 contains structures with two nested equivalence relations.
Here it no longer makes sense to consider [y]RS and [y]SS separately, as
reflected in the new definition of B(y) = {{[y]=}, {[y]RS}, {[y]SS}}, which
excludes {[y]RS , [y]SS} because this is no longer an antichain of E(y). We
will see that any symmetric K2-exchangeable structure has a representation
of the form
tpY(y) = f1(S|y , (ξt)t∈B(y))
with the adjusted definition of the blur.
For more general collections K and K-exchangeable structures Y, we de-
fine tpY(s) = f|s|(· · · ) with the random variables ξt in the representation
ranging over antichains from
⋃
y∈sE(y).
2.3. Equivalence Relations with Finitely Many Classes. All of the
equivalence relations considered above have unboundedly many equivalence
classes in K (or, equivalently, infinitely many equivalence classes in the
Fraïssé limit). We also wish to consider equivalence relations with a bounded
number of classes. These structures are easier to handle than those with
infinitely many equivalence classes, even though they introduce a further
obstacle to <ω-DAP. Namely, in addition to avoiding amalgamation plans
which contradict being an equivalence relation, such classes also avoid amal-
gamation plans which would amalgamate to have too many classes.
1Strictly speaking, E(y) should be the set of equivalence classes of y in the Fraïssé limit,
or, equivalently, in sufficiently large structures in K1. It is possible that a particular S is
“too small”, in the sense that [y]RS happens to equal [y]SS , even though the equivalence
classes will differ in larger structures; we ignore this complication here and address it
properly in our formal definition below.
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Example 2.7. Consider a signature L with a single binary relation R and
the collection K of all L-structures S for which RS is an equivalence relation
with at most two equivalence classes.
For example, with K as in Example 2.7, a representation should have the
form
tpX(S)(s) = f|s|(S|s, (ξt)t⊆s, η ↾ S|s), s ⊆ N,
where η : S/RS → {0, 1} is a randomly chosen function that labels the
equivalence classes of S uniformly without replacement from {0, 1} and
η ↾ S|s is the restriction of η to a labeling of the equivalence classes of S|s.
Furthermore, we should require that the distribution is symmetric in the
choice of η in the sense that if η, η′ are two different ways of labeling the
same equivalence classes, then the expected value of f over different values
of (ξt)t⊆s is the same.
For example, suppose that L′ has a single unary relation P and X(S)
is obtained by choosing one equivalence class of S uniformly at random,
putting the chosen class into PX(S) and the unchosen class outside of PX(S).
Our representation should have the form
x ∈ PX(S) ⇐⇒ Px ∈ f(S|{x}, ξ∅, ξ{x}, η([x]∼)), x ∈ |S|,
where [x]∼ denotes the equivalence class containing x in S. A tempting
choice would be
Px ∈ f(S|{x}, ξ∅, ξ{x}, η([x]∼)) ⇐⇒ η([x]∼) = 1,
allowing η to determine which equivalence class is in PX(S). This choice,
however, violates our symmetry criterion. We prefer a representation where
η labels classes but ξ∅ determines which class belongs to P , for example,
Px ∈ f(S|{x}, ξ∅, ξ{x}, η([x]∼)) ⇐⇒
η([x]∼) = 1 and ξ∅ ∈ [0, 1/2] or
η([x]∼) = 0 and ξ∅ ∈ (1/2, 1].
2.4. Asymmetric Structures. The above discussion specializes to the sit-
uation in which all relations in X are assumed to be symmetric. Allowing
asymmetric relations introduces a new complication: for instance, when de-
termining the type of {x, y} in X, we may have to decide that exactly one
of (x, y) and (y, x) belongs to some relation. Various approaches appear in
the literature [4, 7, 10].
In [6] we introduced a different approach which we believe best captures
the philosophy of the Aldous–Hoover theorem. When we need random data
to represent the joint behavior of the pair {x, y}, we divide it into a sym-
metric part ξ{x,y} and an asymmetric part ≺(x,y), parallel to the way the
Aldous–Hoover Theorem divides the behavior of the pair {x, y} into ξx, ξy,
and ξ{x,y}.
Definition 2.8. A uniform random ordering of a finite set s is an ordering
≺s of s chosen uniformly at random.
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Here we need to generalize the presence of random orderings to equiva-
lence classes in the set of blurs B(s), so our representations will include the
data of a uniform random ordering ≺τ for each τ ∈ B(s).
2.5. Full Representation. For our full result we consider classes K with
multiple equivalence relations. Inevitably, there is a trade-off between com-
plexity and generality. For now we quickly describe the collections of equiv-
alence relations covered in our main theorem, delaying a careful definition
to Section 3.
• We assume that K is a Fraïssé class with 2-DAP, ∼1, . . . ,∼d is a
strongly orderly sequence of equivalence relations in K, and K has
<ω-DAP up to ∼1, . . . ,∼d. Strongly orderly (Definition 3.7) is a
technical condition ruling out several pathological cases which would
require an even more complicated representation, while <ω-DAP up
to ∼1, . . . ,∼d (Definition 3.9) says that these equivalence relations
constitute the only obstacles to <ω-DAP.
• We write #(∼r) ∈ N∪ {∞} for the number of equivalence classes of
∼r (in a certain sense defined precisely below).
• Each ∼r is an equivalence relation on kr-tuples, and if #(∼r) = ∞
then kr = 1.
• For each S ∈ K and each r, we write Vr,S for the domain on which
∼r is defined and let Ur,S = Vr,S/ ∼r be the collection of equivalence
classes of ∼r.
• For any y ∈ |S| with S ∈ K, we write E(y) for the collection of pairs
(y,∼r), where #(∼r) =∞, together with the pair (y,=). If s ⊆ |S|,
we write E(s) =
⋃
y∈sE(y)/ ≃, where (y,∼) ≃ (y
′,∼) if and only
if y ∼ y′. We define an ordering on E(s) by (y,∼) ≤ (y′,∼′) if for
some (equivalently, any) embedding γ : S → M, M is the Fraïssé
limit of K, [y]∼ ⊆ [y
′]∼′ . We define B(s) to consist of all antichains
(under ≤) in E(s).
We often identify the element (y,∼) of E(y) with the equivalence class
[y]∼. Taken literally, this causes minor technical problems in the case where
S is small enough that [y]∼ and [y]∼′ coincide in S even though they are
not the same set in larger structures.
Definition 2.9. If {fn} is a set of measurable functions, the canonical
exchangeable process X{fn} generated by the {fn} is defined for each S ∈ K
by choosing
(3)
• ξτ uniformly in [0, 1] and ≺τ a uniform random ordering of τ, for each
finite set t ⊆ |S| and each τ ∈ B(t), and
• ηr : Ur,S → [#(∼r)], a uniform random injective function for each r ∈ [d]
with #(∼r) 6=∞,
with all random variables chosen independently, and setting
tpX{fn}(S)(s) = f|s|(S|s, (ξτ )τ∈B(s), (≺t)t⊆s, (ηr ↾ S|s)r|#(∼r)6=∞),
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where ηr ↾ S|s denotes the domain restriction of ηr to Vr,S|s/ ∼r.
We say {fn}, or equivalently X
{fn}, is eq-symmetric if the distribution of
X{fn}(S) is independent of the variables ηr, that is, if for any S,T,
P(X{fn}(S) = T | {ηr}r|#(∼r)6=∞) = P(X
{fn}(S) = T).
We now state our main theorem.
Theorem 2.10. Let K be a Fraïssé class with 2-DAP and with <ω-DAP up
to a strongly orderly sequence of definable equivalence relations ∼1, . . . ,∼d.
Let X be K-exchangeable. Then there exist eq-symmetric functions {fn} such
that X{fn} =D X.
Corollary 2.11. Let M be ultrahomogeneous and suppose age(M) satisfies
2-DAP and <ω-DAP up to a strongly orderly sequence of definable equiv-
alence relations ∼1, . . . ,∼d. Let X be M-exchangeable. Then there are eq-
symmetric functions {fn} such that X
{fn}=D X, for ξτ ,≺τ , and ηr chosen
as in (3) and setting
tpX{fn}(s) = f|s|(M|s, (ξτ )τ∈B(s), (≺t)t⊆s, (ηr ↾M|s)r|#(∼r)6=∞)
for each s ⊆ N.
2.6. Application to Austin–Panchenko representation. Although we
have described our setting in terms of random L-structures, our framework
can also handle M-exchangeable real valued random structures. We take
a signature L′ consisting of countably many unary symbols U1, U2, . . . and
when S is an L′-structure, we assign a real value to each x ∈ |S| by v(x) =∑
i 2
−iχUS
i
(x), where χUS
i
(x) = 1 if x ∈ USi and χUS
i
(x) = 0 otherwise.
Conversely, if v : S → [0, 1], we define a structure S with |S| = S by
putting x ∈ USi if and only if the i-th bit of the binary expansion of v(x)
equals 1. (Note that we can replace [0, 1] with any standard Borel space.)
As an example of our general framework, we now show how it generalizes
the results of [5]. We first consider arrays of random variables (Xα)α∈Nr
with values from [0, 1]. We will consider Nr as an L-structure (the exact
structure will be described below), so that, using the previous paragraph,
we can define a random L′-structure X on Nr where v(X(Nr|{α})) = Xα.
We consider a class of permutations Hr consisting of those permutations
π : Nr → Nr which preserve initial segments; that is, if α and β first differ
at the k-th place then π(α) and π(β) also first differ at the k-th place.
In our notation, [5] shows that if
(X(Nr|{π(α)}))α∈Nr =D (X(N
r|{α}))α∈Nr
for each π ∈ Hr then X has a representation of the form
tpX(α) = f((ξβ)β⊑α),
where β ⊑ α means β is an initial segment of α.
To obtain this as a consequence of Corollary 2.11, we take an L-structure
M with |M| = Nr, where L = {R1, . . . , Rr−1}. We define R
M
i = {(α, β) ∈
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|M|2 | ∀j < i αj = βj}, where α = 〈α0, . . . , αr−1〉, β = 〈β0, . . . , βr−1〉. It is
easy to see that Hr coincides with the automorphism group of M.
Note also that M has <ω-DAP up to ∼R1 , . . . ,∼Rr−1, with ∼
∗
Ri+1
=∼Ri
and #(∼Ri) =∞ for each i. Our main theorem gives the representation
tpX(α) = f((ξτ )τ∈B(α)).
It therefore suffices to observe the correspondence between B(α) = {α} ∪
{[α]∼Ri }i=1,...,r−1 and {β | β ⊑ α}: each equivalence class [α]∼Ri is deter-
mined by the initial segment 〈α0, . . . , αi−1〉 ⊏ α.
Austin and Panchenko [5] generalize this representation to random arrays
(Xα)α∈Nr1×···×Nrk with the property that
(X(π1(α1),...,πk(αk))) =D (X(α1,...,αk))
when each πi ∈ Hri . They show that such arrays have a representation of
the form
tpX(α1, . . . , αk) = f((ξβ1,...,βk)β1⊑α1,...,βk⊑αk).
We can obtain this as a consequence of Corollary 2.11 with a bit of
care. We take a structure M with |M| = Nr1 × · · ·Nrk × N, where L =
{R1,1, . . . , R1,r1 , R2,1, . . . , R2,r2 , . . . , Rk,1, . . . , Rk,rk} and we define
RMm,i = {((α1, . . . , αk, α+), (β1, . . . , βk, β+)) | ∀j < i (αm)i = (βm)i}.
(Recall that (αm)i means the i-th coordinate of the sequence αm.) We see
that the automorphisms of M are the maps (π1, . . . , πk, π+) so that each
πi ∈ Hri and π+ is an arbitrary permutation of N. M has <ω-DAP up
to ∼R1,1 , . . . ,∼Rk,rk−1 where ∼
∗
Ri,j+1
=∼Ri,j , ∼
∗
Ri,1
is the equivalence relation
with only one class, and #(∼Ri,j) =∞ for all i, j.
The main oddity here is the extra coefficient α+, which we will ultimately
need to eliminate by extending the random variables X(α1,...,αk) to an L
′-
structure on M so that v(tpX(α1, . . . , αk, α+)) = X(α1,...,αk), ignoring α+.
Our main theorem gives the representation
tpX((α1, . . . , αk, α+)) = f((ξτ )τ∈B(α1,...,αk,α+)).
Since X has the property that tpX((α1, . . . , αk, α+)) = tpX((α1, . . . , αk, α
′
+)),
we may further assume that f((ξτ )τ∈B(α1,...,αk,α+)) depends only on those τ
which are independent of α+.
We must identify B(α) where α = 〈α1, . . . , αk, α+〉. First, note that
E(α) consists of [α]= together with each of the equivalence relations [α]Ri,j .
The only element of E(α) depending on α+ is the singleton {[α]=}, so we
should obtain an identification of B(α) \ {{[α]=}} with {〈β1, . . . , βk〉 | β1 ⊑
α1, . . . , βk ⊑ αk}.
Since [α]Ri,j ⊆ [α]Ri,j′ whenever j > j
′, any antichain in E(α) contains at
most one [α]Ri,j for each i. We can identify the choice [α]Ri,j with the initial
segment 〈(αi)0, . . . , (αi)j−1〉 of αi. If some antichain τ ∈ B(α) \ {{[α]=}}
does not contain any [α]Ri,j for some i, we can identify this with the empty
initial segment of αi.
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So given τ ∈ B(α) \ {{[α]=}}, we define
βτi =
{
〈(αi)0, . . . , (αi)j−1〉, [α]Ri,j ∈ τ,
∅, otherwise.
This gives a bijection τ 7→ 〈βτ1 , . . . , β
τ
k 〉 between B(α)\{{[α]=}} and {〈β1, . . . , βk〉 |
β1 ⊑ α1, . . . , βk ⊑ αk}, showing that the two representations are identical.
3. Sequences of Equivalence Relations
3.1. Explicit Formulas.
Definition 3.1. A pair of formulas φ(~x, ~y) and ψ(~x), where |~x| = |~y| =
n, with exactly the displayed free variables and no parameters defines an
equivalence relation in K if, for every S ∈ K, ∼φ,ψ= {(~a,~b) ∈ |S|
2n | S 
φ(~a,~b)} is an equivalence relation on {~a | S  ψ(~a)}. We call ∼φ,ψ a definable
equivalence relation of length n and we say φ defines ∼φ,ψ inside ψ.
We often omit ψ and simply write ∼φ for a definable equivalence relation.
Since φ is already a formula, it does not change the automorphism group
of an L-structure if we add a predicate symbol for φ to the signature L.
We therefore, without loss of generality, restrict our consideration to the
following case.
Definition 3.2. We say a definable equivalence relation ∼φ,ψ (in a Fraïssé
class K of L-structures) is defined by symbols if there are predicate symbols
P, V ∈ L such that ∼φ,ψ is equal to ∼P~x~y,V ~x.
Some equivalence relations do not present an obstacle to amalgamation.
For example, the formula φ(x, y, z, w) given by x = z defines an equivalence
relation of length 2. Similarly, for any formula ψ(x), the formula φ(x, y)
given by ψ(x) ↔ ψ(y) defines an equivalence relation of length 1. Both of
these definable equivalence relations are present in any class of structures,
including those with n-DAP.
More generally, if ∼φ is some definable equivalence relation—possibly one
which does prevent n-DAP—there are other equivalence relations refining it
which do not represent “new” obstacles to n-DAP. For instance, if φ(x, y)
defines an equivalence relation of length 1, φ′(x, y) given by φ(x, y)∧(ψ(x) ↔
ψ(y)) defines a new equivalence relation that refines ∼φ but is not a new
obstacle to n-DAP.
We capture this in the notion of an explicit formula: essentially, if an
equivalence relation is defined by a formula explicit in φ1, . . . , φd then it
does not represent a new obstacle to n-DAP beyond that represented by
∼φ1, . . . ,∼φd .
Definition 3.3. Let M be a structure and φ1, . . . , φd and ψ1, . . . , ψd be
sequences of formulas where each φr defines an equivalence relation of length
kr inside ψr. We say a formula ψ(x1, . . . , xn, y1, . . . , ym) is basic explicit in
φ1, . . . , φd if it has one of the forms:
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• ψr(xi1 , . . . , xikr )∧ψr(yj1, . . . , yjkr )∧φs(xi1 , . . . , xikr , yj1 , . . . , yjkr ) for
some r ≤ d and some i1, . . . , ikr ≤ n and j1, . . . , jkr ≤ m,
• xi = yj for i ≤ n, j ≤ m,
• θ(x1, . . . , xn) for some θ, or
• θ(y1, . . . , ym) for some θ.
A formula is explicit if it is a boolean combination of basic explicit formulas.
A definable equivalence relation ∼ is explicit in M, φ1, . . . , φd, ψ1, . . . , ψd if
∼ is defined by an explicit formula.
Explicit formulas are allowed to consider ~x and ~y separately, but may only
compare ~x with ~y using the established equivalence relations (including =).
Note that the common refinement of two explicit equivalence relations is
also explicit.
3.2. Strongly Orderly Sequences of Equivalence Relations. We would
like to name equivalence classes simply by assigning a number to each class,
which requires knowing how many classes there are inside each class of a
coarser equivalence relation.
We avoid further notational complications by ruling out the following
three cases.
Example 3.4. Let L have have two binary relation symbols R and S and a
unary relation symbol P and let K contain all structures S in which R and
S are interpreted as equivalence relations such that
• each equivalence class of RS and SS is either contained in or disjoint
from PS,
• when restricted to PS, the equivalence classes of SS refine the classes
of RS, and
• when restricted to the complement of PS, the equivalence classes of
RS refine the classes of SS.
In this case, numbering equivalence classes is complicated because on PS
we need to number a class of SS relative to a class of RS, while on the
complement we need to number a class of RS relative to a class of SS. We
will restrict ourselves to the case where there is a single finest (in a certain
sense) coarsening of each ∼i, and where, further, each class of the coarser
relation is refined into the same number of classes of ∼i. The example above
must be handled in our framework using four equivalence relations, two on
the domain P and two on the domain the complement of P .
Example 3.5. Let L have a single quaternary relation R and K contain
those structures in which R is interpreted as an equivalence relation on
ordered pairs of distinct elements so that there are at most three classes and
(i, j) 6∼R (j, i).
In this case, numbering equivalence classes is complicated because we
need to coordinate the assignment of numbers to (i, j) and (j, i).
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Example 3.6. Let L have two binary relations R and S and let K contain
those structures S in which RS is an equivalence relation with at most three
equivalence classes arranged in some order—say we call the classes r1, r2, r3—
and SS consists of those (a, b) such that the label of the equivalence class
in RS containing b is one more than the label of the equivalence class in RS
containing a, mod 3, that is, SM = (r1 × r2) ∪ (r2 × r3) ∪ (r3 × r1). (Note
that the classes are not really labeled—in particular, in the Fraïssé limit,
the classes are isomorphic.)
In this case, assigning equivalence classes is complicated because the equiv-
alence classes are not fully symmetric. If we attempt to permute class r1
to class r2, we are forced to move class r2 to r3. Our framework could be
extended by weakening the symmetry requirements we put on our represen-
tation, but we do not treat this further complication here.
We avoid these above cases by placing the following technical restrictions
on the equivalence classes we consider. It is much simpler to define these
conditions using the behavior of equivalence classes in the Fraïssé limit.
Definition 3.7. Let K be a Fraïssé class and M its Fraïssé limit.
If ∼,∼∗ are two equivalence relations of the same length, we say ∼∗ evenly
contains ∼ if ∼∗ is coarser than ∼, that is, every equivalence class of ∼ is
contained in an equivalence class of ∼∗, and every equivalence class of ∼∗
contains the same number (from N ∪ {∞}) of equivalence classes of ∼.
We say ∼∗ freely contains ∼ if ∼∗ evenly contains ∼ and further, for any
equivalence class D of ∼∗, any finite set D1, . . . ,Dv of distinct equivalence
classes of ∼∗ contained in D, and any permutation π : [v] → [v], there is
an automorphism πˆ of M mapping Di to Dπ(i) and mapping all equivalence
classes of ∼ not in D to themselves.
If ∼,∼′,∼∗ are three equivalence relations of the same length and ∼′
refines ∼∗, we say ∼ is orthogonal to ∼′ within ∼∗ if D ∩D′ 6= ∅ whenever
D∗ is an equivalence class of ∼∗ and D,D′ are equivalence classes of ∼,∼′,
respectively, with D,D′ ⊆ D∗.
When ∼ evenly contains ∼′, we write #∼(∼
′) for the number (in N∪{∞})
of classes of ∼′ in each class of ∼ (in M).
We say a sequence of definable equivalence relations ∼1, . . . ,∼d in K is
orderly if for each r ≤ d there is a definable equivalence relation ∼∗r such
that
• ∼∗r is explicit in ∼1, . . . ,∼r−1,
• ∼∗r freely contains ∼r (in M),
• if #∼∗r(∼r) =∞ then ∼r has length 1, and
• every equivalence relation explicit in ∼1, . . . ,∼r−1 and finer than ∼
∗
r
is orthogonal to ∼r (in M).
We write #(∼r) for #∼∗r (∼r). When ~x = 〈x1, . . . , xk〉 is a sequence, we
write rng ~x for the set {x1, . . . , xr}.
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We say ∼1, . . . ,∼d is strongly orderly if ∼1, . . . ,∼d is orderly and if, for
every r and every ~x, ~y where |~x| = |~y| is the length of ∼r and rng ~x = rng ~y,
~x ∼∗r ~y implies ~x ∼r ~y.
3.3. Naming Equivalence Classes.
Definition 3.8. Let L = {R1, . . . , Rk} be a signature, let K be a Fraïssé
class of L-structures and suppose ∼1, . . . ,∼d is a strongly orderly sequence
of definable equivalence relations in K so that ∼r has length kr for each
r = 1, . . . , d. For S ∈ K, we write Vr,S as the domain of ∼r in S and
Ur,S = Vr,S/ ∼r .
A partition labeling of S is a family of injective functions (ηr)1≤r≤d with
each ηr : Ur,S → [#(∼r)].
By abuse of notation, we often interpret ηr as a function on Vr,S by
composing with the projection onto Ur,S, writing η
r(x) in place of ηr([x]∼r )
as convenient. Importantly, a partition labeling assigns x and y the same
value if and only if they belong to the same equivalence class.
When #(∼r) =∞, we often relax the requirement that the range of η
r be
N, since it does no harm to replace the range with some other countable set.
When #(∼r) ∈ N, we always insist that the range of η
r be exactly [#(∼r)]
because we need to ensure that the range is the correct size.
Definition 3.9. Suppose that (Sj)j≤n is an amalgamation plan and that
ηrj is a partition labeling of Sj for each 1 ≤ j ≤ n. We call (η
r
j ) coherent
if ηrj (~y) = η
r
j′(~y) whenever rng ~y = s ⊆ |Sj | ∩ |Sj′ | and ~y ∈ Vr,Sj (so also
~y ∈ VSj′ ).
We say K has n-DAP up to ∼1, . . . ,∼d if, whenever (Sj)j≤n is an amalga-
mation plan with each Sj ∈ K and (η
r
j )r,j is a coherent sequence of partition
labelings, there is an amalgam S ∈ K.
The ηrj can be viewed as labels to equivalence classes. Then n-DAP up
to ∼1, . . . ,∼d says that we can amalgamate an amalgamation plan as long
as the equivalence classes in the Sj can be reconciled in a coherent way.
We note, for later use, that once we have <ω-DAP, we can amalgamate
more complicated collections of structures as well.
Theorem 3.10. Suppose K has n-DAP up to ∼1, . . . ,∼d, that (Si)i≤n ⊆ K
for each i ≤ n, that (ηri ) is a coherent partition labeling of the Si, and that
Si|S is identical to Si′ |S whenever S ⊆ |Si|∩|Si′ |. Then there exists S ∈ K
such that |S| =
⋃
i≤n |Si| and S||Si| is identical to Si for every i ≤ n.
Proof. We proceed by induction on
⋃
i≤n |Si|. Consider S0 =
⋃
i≤n |Si|\{x}
for some x, so that #S0 = #(
⋃
i≤n |Si|) − 1, where #A denotes the cardi-
nality to avoid ambiguity, and consider all the structures S′i = Si||Si|∩S0
with the restriction of the partition labeling to this set. By the inductive
hypothesis, there is an amalgam Sx, and we may choose a partition labeling
(ηrx) coherent with the (η
r
i ).
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Repeating this process for each choice of x, we have an amalgamation
plan and a coherent partition labeling. We apply the <ω-DAP of K up to
∼1, . . . ,∼d to obtain the desired S. 
4. Eliminating Equivalence Relations
In this section we take a Fraïssé class K with 2-DAP and with <ω-DAP
up to some strongly orderly sequence ∼1, . . . ,∼d in a signature L and we
expand both the signature and the structures to obtain a related class with
<ω-DAP. We always assume that ∼r is a definable equivalence relation of
length kr and is defined by symbols.
4.1. Finitely Many Classes. Our approach to finite equivalence relations
is straightforward: we add finitely many new predicate symbols naming each
equivalence class. The only complication is that we need to make precise,
and then keep track of, the way in which these new predicate symbols are
symmetric.
Throughout this subsection, we assume #(∼d) = v is finite.
Definition 4.1. Define a signature L∼d,v extending L by v new kd-ary
relations P∼d,1, . . . , P∼d,v.
When S is an L∼d,v-structure, write S
− for the L-structure obtained by
forgetting the interpretations of the symbols P∼d,i, so that S
− is the reduct
of S to L. When S is an L-structure and ηd is a partition labeling, we
write Sηd for the L∼d,v-structure obtained by extending S with P
Sηd
∼d,i
=
{~x | ηd(~x) = i}.
We define K∼d to consist of those finite L∼d,v-structures of the form S
ηd
for some S ∈ K and ηd a partition labeling.
Lemma 4.2. K∼d is a Fraïssé class with 2-DAP.
We need to characterize the way in which the relations P∼d,i are symmet-
ric.
Definition 4.3. If P1, . . . , Pv are k-ary relations in L, S is an L-structure,
π : [v] → [v] is a permutation, and S ⊆ |S|k, we define Sπ|S to be the
structure given by
• |Sπ|S | = |S|,
• P
Spi|S
d = (P
S
π−1(d) ∩ S) ∪ (P
S
d \ S),
• RSpi|S = RS for any other relation symbol.
When ∼∗ is a k-ary equivalence relation, we say a Fraïssé class K is
symmetric in {P1, . . . , Pv} within ∼
∗, V if Sπ|S∩V S ∈ K whenever S ∈ K,
S is a ∼∗-equivalence class, and π is a permutation of [v].
It is immediate from the definition and the fact that ∼∗d freely contains
∼d that K∼d is symmetric in {P∼d,1, . . . , P∼d,v} within ∼
∗
d, Vd,K∼d . (Recall
that Vd,K∼d is the predicate defining the domain of ∼d.)
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Furthermore—because we will need to apply this process iteratively—we
note that this definition preserves existing symmetries.
Lemma 4.4. Suppose that K is symmetric in {Q1, . . . , Qw} within ∼
∗, V
and that ∼d has a definition not involving any predicate Qi. Then K∼d is
also symmetric in {Q1, . . . , Qw} within ∼
∗, V .
Proof. Consider some S ∈ K, some equivalence class S of ∼∗, and some
permutation π of [w]. Let S′ be the reduct of S to L. Then S′ ∈ K, so also
S′π|S∩V ∈ K. S induces a partition labeling η on S
′, and η is also a partition
labeling on S′π|S∩V , so S
′
π|S∩V and η induce an element Sπ|S∩V ∈ K. 
Lemma 4.5. K∼d has <ω-DAP up to the strongly orderly sequence ∼1
, . . . ,∼d−1 and the equivalence relations ∼r for r ≤ d − 1 have definitions
not involving any of the predicates P∼d,i.
Proof. It is easy to see that ∼1, . . . ,∼d−1 remain a strongly orderly sequence
defined by the same formulas as in K.
Let {Sj}j≤n be an amalgamation plan with each Sj ∈ K∼d and (η
r
j )r<d,j
a coherent sequence of partition labelings. Define structures S′j ∈ K to be
the L-reduct of Sj , and define a partition labeling η
d
j on S
′
j by η
d
j (~x) = i if
and only if ~x ∈ P
Sj
∼d,i
. Then {S′j}j≤n is an amalgamation plan and (η
r
j )r≤d,j
is a coherent sequence of partition labelings, so there is an amalgam S′ ∈
K. Taking any partition labeling ηr on S′ extending
⋃
j η
r, the pair S′, ηr
induces a L∼d-structure S by setting P
S
∼d,i
= {~x | ηr(~x) = i}. Then S is
the amalgam of {Sj}j≤n. 
Observe that if X is K-exchangeable, then it induces a natural K∼d-
exchangeable structure X∼d by putting X∼d(S) = X(S
−).
Lemma 4.6. Suppose X is a K-exchangeable L′-structure, with X∼d as de-
fined above. Then X∼d(S)=D X∼d(Sπ|S) for any S ∈ K∼d , any π : [v]→ [v],
and any equivalence class S of ∼∗d.
4.2. Infinitely Many Classes. The case where #(∼d) is infinite must be
handled differently than the case of finitely many classes. We add new ele-
ments which represent the equivalence classes of ∼d, and a unary predicate
symbol C∼d which we interpret as the part of the structure naming equiva-
lence classes.
Throughout this subsection, we assume that #(∼d) = ∞, which implies
kd = 1 by our convention. We let V be the unary symbol defining the
domain of ∼d.
Our plan is to define a new signature L∼d and consider models S in L∼d
whose domain is partitioned into three sets, CS, V S, ES. The corresponding
L-structure S− is given by pairs of elements from S, which must either be
of the form (v, c) ∈ V S × CS or (e, e) for some e ∈ ES. The pairs (v, c)
represent elements of V S
−
where we have disentangled the element v from
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its equivalence class c. The pairs (e, e) represent elements of ES (doubled
to preserve arities).
A typical predicate Px1 · · · xn from L becomes a predicate Px1y1 · · · xnyn
in L∼d . However, unary predicates have to remain unary (to preserve the
property that kr = 1 for r < d if #(∼r) = ∞) and similarly some binary
predicates (those defining ∼r with kr = 1) also have to remain binary. To
allow this, we have to decide, for each predicate P , whether it should be a
property of v or of c.
Definition 4.7. We define a signature L∼d as follows:
• L∼d contains a fresh unary predicate C and
• for each m-ary relation symbol P of L
– if P defines an equivalence relation ∼r with kr = 1 then L∼d
contains an binary relation symbol also denoted P ,
– ifm = 1 then L∼d contains a unary relation symbol also denoted
P , and
– otherwise L∼d contains a 2m-ary relation symbol also denoted
P .
If P is a unary relation, we let ∼P be the equivalence relation x ∼P y if
and only if (Px↔ Py)∧x ∼∗d y. Since ∼P is clearly explicit in ∼1, . . . ,∼d−1
and at least as fine as ∼∗d, either ∼P is equal to ∼
∗
d or ∼P is orthogonal to
∼d.
Similarly, if P is a binary relation defining an equivalence relation ∼r,
r < d, with kr = 1 then either ∼r ∩ ∼
∗
d is equal to ∼
∗
d or orthogonal to ∼d.
(Note that, by the usual set-theoretic definition of an equivalence relation,
∼r ∩ ∼
∗
d is precisely the common refinement of these equivalence relations.)
Definition 4.8. When S is a L∼d-structure, we write E
S = |S|\(CS∪V S).
We write Un(S) for those 2n-tuples 〈x1, y1, . . . , xn, yn〉 such that for each
i ≤ n either xi ∈ V
S and yi ∈ C
S or xi = yi ∈ E
S.
We say an L∼d-structure S is meaningful if:
• CS ∩ V S = ∅,
• if P is unary and ∼P is equal to ∼
∗
d then P
S ∩ V S = ∅,
• if P is unary and ∼P is orthogonal to ∼d then P
S ∩ CS = ∅,
• if P is binary, defines ∼r, and ∼r ∩ ∼
∗
d is equal to ∼
∗
d then P
S ⊆
(CS ∪ ES) ∪ (CS ∪ ES),
• if P is binary, defines ∼r, and ∼r ∩ ∼
∗
d is orthogonal to ∼d then
PS ⊆ (V S ∪ ES)× (V S ∪ES), and
• all other relation symbols have PS ⊆ Un(S).
If S is a meaningful L∼d-structure then we define S
− by setting |S−| =
(V S × CS) ∪ ES. We define projections
• πV : S
− → S by πV (v, c) = v and πV (e) = e,
• πC : S
− → S by πC(v, c) = c and πC(e) = e, and
• πU : S
− → U1(S) by πU(v, c) = (v, c) and πU (e) = (e, e).
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We then define relation symbols as follows:
• if P is unary and ∼P is equal to ∼
∗
d then P
S− = π−1C (P
S),
• if P is unary and ∼P is orthogonal to ∼d then P
S− = π−1V (P
S),
• if P is binary, defines ∼r, and ∼r ∩ ∼
∗
d is equal to ∼
∗
d then P
S− =
{(x, y) | (πC(x), πC(y)) ∈ P
S},
• if P is binary, defines ∼r, and ∼r ∩ ∼
∗
d is orthogonal to ∼
∗
d then
PS
−
= {(x, y) | (πV (x), πV (y)) ∈ P
S}, and
• otherwise PS
−
= {(x1, . . . , xn) | (πU (x1), . . . , πU (xn)) ∈ P
S}.
Though tempting to define K∼d to consist of precisely those meaningful
S such that S− ∈ K, this choice gives the wrong outcome if one of V S and
CS were empty and the other were not. Furthermore, since K∼d must be
closed under substructures, we must determine which such structures should
be included.
Definition 4.9. We say S is large enough if |CS| ≥ 1 and |V S| ≥ 1. We
define K∼d consists of those S such that there is some meaningful, large
enough S0 ⊇ S so that S
−
0 ∈ K.
The definition of S− suggests why we include the requirement that kd = 1
whenever #(∼d) =∞, for otherwise the quotienting process would be much
more complicated. If, say, kd = 2, then we ought to turn pairs (x, y) in K
into triples (x, y, z) in K(∼d), with each pair (x, y) corresponding to many
similar but non-equivalent from K with different equivalence classes; but
then it is not clear how to assign meaning to the individual point x.
Lemma 4.10. K∼d is a Fraïssé class with 2-DAP.
Our definition ensures that the equivalence relations carry over essentially
unchanged.
Lemma 4.11. ∼1, . . . ,∼d−1 is a strongly orderly sequence in K∼d .
Lemma 4.12. K∼d has <ω-DAP up to ∼1, . . . ,∼d−1.
Proof. It is convenient to directly prove the stronger version of amalga-
mation from Theorem 3.10. Let {Si}i≤n ⊆ K∼d and a coherent parti-
tion labeling (ηri )r<d be given so that Si|S is identical to Si′ |S whenever
S ⊆ |Si|∩ |Si′ |. Enlarging models if necessary, assume that each Si is large
enough. (These expansions need not overlap in the way required by the
statement of n-DAP, which is why we prove the stronger version.)
Each Si has a corresponding S
−
i ∈ K. Observe that S ⊆ ((V
Si ×CSi)∪
ESi) ∩ ((V Si′ × CSi′ ) ∪ ESi′ ) whenever S ⊆ |S−i | ∩ |S
−
i′ | and, therefore,
S−i |S is identical to S
−
i′ |S . We can also define a corresponding partition
labeling ηr,−i : for r < d, this is clear from the definition of S
−, and we set
ηdi (v, c) = c for each S
−
i .
Amalgamating these structures may not be enough, however, because
there might be pairs (v, c) where v ∈ V Si and c ∈ (C)Si′ , but the cor-
responding pair (v, c) is not contained in
⋃
i |S
−
i |. We add such elements
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manually: for each such pair we include a one point structure S−v,c with
|S−v,c| = {(v, c)} and relations:
• if P is unary and ∼P is ∼
∗
d then (v, c) ∈ P
S−v,c if and only if c ∈ PSi′ ,
and
• if P is unary and ∼P is orthogonal to ∼d then (v, c) ∈ P
S−v,c if and
only if v ∈ PSi .
Observe that some structure with these properties exists: consider the equiv-
alence relation ∼e definable in K so that x ∼e y if x ∼
∗
d y and for each P
such that ∼P is orthogonal to ∼d, x ∈ P ↔ y ∈ P . This equivalence rela-
tion must be orthogonal to ∼d, and so we choose any element (w, c) ∈ P
S−
i′
along with an extension S∗i′ so that there is some element in S
∗
i′ in the same
∼d equivalence class as (v, c) and in the same ∼e equivalence class as (v, c).
Then we may take S−v,c = S
∗
i′ |{(w,c)}. We then set η
d
v,c(v, c) = c and choose
the other ηrv,c(v, c) equal to η
r
i (v, c
′) or ηri′(v
′, c) respectively, depending on
whether ∼r ∩ ∼
∗
d is equal to ∼
∗
d.
By Theorem 3.10, we can amalgamate these structures to get S−, which
induces an amalgam S. 
Lemma 4.13. Let S be an L-structure. Then there is an L∼d-structure
S∼d such that S is isomorphic to a substructure of S
−
∼d
.
Proof. Without loss of generality, we may expand the structure S. First,
we may assume that for all v,w ∈ V S and all ∼r such that ∼r ∩ ∼
∗
d is
orthogonal to ∼d there is a u with u ∼r v, u 6∼d v, and u 6∼d w.
Next, for any v,w ∈ V S such that v ∼∗d w but v 6∼d w, we wish to ensure
that there is a v′ so that v′ ∼d w which has roughly the same type as v. We
let S−w be the substructure of S that does not contain any element in the
same ∼d equivalence class as w. We choose a structure Sv′ which contains
w and contains an element v′ which has the property that for each unary
relation P with ∼P orthogonal to ∼d, v
′ ∈ PSv′ if and only if v ∈ PS. We
then amalgamate these structures to obtain S′ with a single new element v′
so that v′ ∼d w and v and v
′ are identical as elements of S−w.
We take |S∼d | = |S| ∪ Ud,S. Naturally, we set C
S∼d = Ud,S, which is
sufficient to define the universe of S−∼d and the expected embedding π : S→
S−∼d given by mapping e ∈ |S| \ E
S to itself and v ∈ V S to the pair (v, c)
where c ∈ Ud,S is the ∼d equivalence class of v. In particular, note that the
function πC ◦ π maps an element of S to its equivalence class in S∼d .
For each unary relation P of L where ∼P is equal to ∼
∗
d, P
S∼d consists
of those a such that (πC ◦ π)
−1(a) ⊆ PS. For each unary relation P of
L where ∼P is orthogonal to ∼d, we set P
S∼d = PS. Similarly, for each
binary P defining a relation ∼r with ∼r ∩ ∼
∗
d equal to ∼
∗
d, P
S∼d consist
of those pairs (a, b) such that (a, b) ∈ PS for some (equivalently, every)
(a′, b′) with πC ◦ π(a
′) = a and πC ◦ π(b
′) = b. For each binary relation P
defining a relation ∼r with ∼r ∩ ∼
∗
d orthogonal to ∼d, P
S∼d = PS. For all
other relation symbols P we map a tuple (x1, y1, . . . , xn, yn) from S∼d to a
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corresponding tuple (x′1, . . . , x
′
n) and set (x1, y1, . . . , xn, yn) ∈ P
S∼d if and
only if (x′1, . . . , x
′
n) ∈ P
S.
Our claim then follows from the definitions that S ⊆ S−∼d . 
Definition 4.14. If X is a K-exchangeable L′-structure, we define a sig-
nature L′dbl where, for each m-ary relation symbol of L
′, L′dbl contains a
2m-ary symbol.
Given a L′-structure T, we define a L′dbl-structure T
dbl to be the structure
where
(x1, . . . , x2m) ∈ P
Tdbl
iff (π−1U (x1, x2), . . . , π
−1
U (x2m−1, x2m)) ∈ P
T, where πU is defined in Defini-
tion 4.8.
We define a random L′dbl-structure Xdbl by setting
Xdbl(S) = (X(S
−))dbl.
Conversely, given a L′dbl-structure T with the same universe as a Ldbl-
structure S, we define a structure T− with the same universe as S− by
setting (x1, . . . , xm) ∈ P
T− if and only if (πU (x1), . . . , πU (xm)) ∈ P
T.
Lemma 4.15. With Xdbl and everything else as defined above, we have
P(Xdbl(S) = T) = P(X(S
−) = T−).
Proof. Immediate from the observation that (Tdbl)− = T. 
Lemma 4.16. Xdbl is K∼d-exchangeable.
5. Representations over Structures with Equivalence
Relations
Recall the definitions and notation set forth in Sections 2 and 3.
5.1. Lifting Over Equivalence Relations with Finitely Many Classes.
We show that, given a suitable representation of the desired kind over K∼d ,
we can also produce a representation over K.
Theorem 5.1. Let K be a Fraïssé class in the signature L with 2-DAP and
with <ω-DAP up to a strongly orderly sequence ∼1, . . . ,∼d where #(∼d)
is finite. Suppose that X is a K-exchangeable L′-structure and that there
are eq-symmetric functions {fn} so that X
{fn} =D X∼d . Then there are
eq-symmetric functions {f ′n} so that X
{f ′n} =D X.
Proof. We are given functions fn so that, choosing i.i.d. Uniform[0, 1] ran-
dom variables (ξs), independent uniform random orderings (≺s), and ran-
dom labelings (ηr)r<d, we set
tpX{fn}(s) = f|s|(S|s, (ξτ )τ∈B(s), (≺τ )τ∈B(s), (ηr ↾ s)).
We define a function f ′ from f by setting
f ′(S, (ξτ )τ∈B(s), (≺τ )τ∈B(s), (ηr)r≤d)
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equal to
f(Sηd , (ξτ )τ∈B(s), (≺τ )τ∈B(s), (ηr)r<d).
Observe that for any fixed ηd, we have
P(X{f
′
n}(S) = T | ηd) = P(X
{fn}(Sηd) = T)
= P(X∼d(S
ηd) = T)
= P(X(S) = T).
This shows both eq-symmetry and that X{f
′
n} =D X. 
5.2. Lifting Over Equivalence Relations with Infinitely Many Classes.
Theorem 5.2. Let K be a Fraïssé class in the signature L with 2-DAP and
with <ω-DAP up to a strongly orderly sequence ∼1, . . . ,∼d, where #(∼d)
is infinite. Suppose that X is a K-exchangeable L′-structure and that there
are eq-symmetric functions {fn} so that X
{fn} =D Xdbl. Then there are
eq-symmetric functions {f ′n} so that X
{f ′n} =D X.
Proof. Recall the model S∼d defined above. To a tuple s ⊆ |S|, we have a
corresponding tuple s∼d ⊆ |S∼d |, where s∼d = s∪Ud,S|s. There is a natural
bijection between
⋃
y∈sE(y) and
⋃
y∈s∼d
E(y): if y ∈ s \ V S then we map
any [y]∼ to itself; if y ∈ s ∩ V
S and [y]∼ ∈ E(y) then either ∼ is = (and we
map [y]∼ to itself), ∼ is some ∼i so that ∼i ∩ ∼
∗
d is orthogonal to ∼
∗
d (and
we map [y]∼ to itself), or ∼ is some ∼i so that ∼i ∩ ∼
∗
d is ∼
∗
d (and we map
[y]∼ to [c]∼ where c is the eqvalence class of y in ∼d. Note that this case
includes mapping [y]∼d to [c]=). This is clearly surjective as every member
of E(y′) has one of these forms for some y′ ∈ s∼d.
Consider an antichain τ ∈ B(s∼d) and note that it need not correspond
to an antichain from the collection of blurs B(s). For instance, when c
is the equivalence class of y in ∼d, {[y]=, [c]=} ∈ B({y, c}) corresponds to
{[y]=, [y]∼d} ⊆ E(y), which is not an antichain. We fix this by associating
each antichain τ ∈ B(s∼d) with the most refined available option in B(s):
given τ ∈ B(s∼d), we define τˆ ∈ B(s) to consist of those c ∈ τ such that
there is no c′ ∈ τ with c′ ⊆ c.
Given τ ∈ B(s), we put T τ∼d = {τ
′ ∈ B(s∼d) | τˆ
′ = τ}. From the random
variable ξτ we need to construct ξτ ′ for each τ
′ ∈ T τ∼d and, for each τ
′ ∈ T τ∼d
other than τ , we need a random ordering ≺τ ′ . For each τ
′ ∈ T τ∼d \ {τ}, we
write Oτ ′ for the set of functions from random orderings of τ to random
orderings of τ ′, and we assign this set the uniform measure. Fix a measure-
preserving function πτ : [0, 1]
|T τ∼d
| ×
∏
τ ′∈T τ∼d
\{τ}Oτ → [0, 1]. Fix bijections
ι0 : T
τ
∼d
→ [0, T r∼d − 1] and ι1 : (T
τ
∼d
\ {τ})→ [T r∼d , 2T
r
∼d
− 1].
We now define f ′|s|(S|s, (ξτ )τ∈B(s), (≺τ )τ∈B(s), (ηr ↾ s)). Given S|s, we
have the embedding π : S|s → S
−
∼d
given by Lemma 4.13. For each τ ′ ∈
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B(s∼d) corresponding to τ ∈ B(s), let ξ
′
τ ′ be (π
−1
τ (ξτ ))ι0(τ ′). Let
≺′τ ′=
{
≺τ , if τ
′ = τ,
(π−1τ (ξτ ))ι1(τ ′)(≺τ ), otherwise.
We have
tpX{fn}(s∼d) = f|s∼d |(S∼d |s∼d , (ξτ )τ∈B(s∼d ), (≺τ )τ∈B(s∼d ), (ηr)).
For each element y ∈ s, assign a pair
y′ =
{
(y, [y]∼d), if y ∈ V
S,
(y, y), if y ∈ ES,
and set (y1, . . . , yk) ∈ P if and only if (y
′
1, . . . , y
′
k) ∈ P .
Then
P(X{f
′
n}(S) = T) = P((X{fn}(S∼d))
− = T)
= P((Xdbl(S∼d))
− = T)
= P(X(S−∼d) = T)
= P(X(S) = T).

5.3. Main Theorem. The proof of the main theorem itself is now straight-
forward.
Theorem 5.3. Let K be a Fraïssé class with 2-DAP and with <ω-DAP up
to a strongly orderly sequence of definable equivalence relations ∼1, . . . ,∼d.
Let X be K-exchangeable. Then there are eq-symmetric functions {fn} such
that X{fn} =D X.
Proof. We obtain X′ which is K∼d,...,∼1-exchangeable by repeated applica-
tions of Lemmas 4.6 and 4.16. Since K∼d,...,∼1 has <ω-DAP, by Theorem
3.2 from [6], X∼d,...,∼1 =D X
{fn} for some Borel functions {fn}.
We then repeatedly apply Theorems 5.1 and 5.2 to obtain eq-symmetric
functions {f ′n} so that X =D X
{f ′n}. 
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