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Abstract—In this brief, the current robust numerical 
solution to the inverse kinematics based on Levenberg-
Marquardt (LM) method is reanalyzed through control 
theory instead of numerical method. Compared to current 
works, the robustness of computation and convergence 
performance of computational error are analyzed much 
more clearly by analyzing the control performance of the 
corrected model free adaptive control (MFAC). Then 
mainly motivated by minimizing the predictive tracking 
error, this study suggests a new method of model free 
adaptive predictive control (MFAPC) to solve the inverse 
kinematics problem. At last, we apply the MFAPC as a 
controller for the robotic kinematic control problem in 
simulation. It not only shows an excellent control 
performance but also efficiently acquires the solution to 
inverse kinematic.  
Index Terms—inverse kinematics，Levenberg-Marquardt， 
model-free adaptive control (MFAC).  
I. INTRODUCTION 
There has been tremendous works to solve the inverse 
kinematics problem [1]-[5]. Among of them, the numerical 
inverse kinematic solution based on LM [6], [7] method in [1] 
showed the superior robustness and convergent performance of 
the computation. It has been utilized in the Robot Toolbox of 
MATLAB to address the issue of kinematic singularity problem 
and shows an application prospect in robot controller design. 
However, this method was just analyzed in numerical method, 
and did not show the sufficiently clear relationship between the 
convergence performance of computational error and the 
damping factor ( λ  in this brief) by quantity. To this end, we 
extend the restricted assumptions of the current compact form 
MFAC [8], [9], and then interestingly find that the corrected 
MFAC is exactly the numerical method in [1]. Consequently, it 
is possible for us to analyze the robustness and convergence of 
computation more clearly by analysis of the system control 
performance, such as closed-loop function and convergence of 
tracking error built on the traditional control theory, rather than 
by the analysis of numerical method in [1].  
Then motivated by minimizing the predictive tracking error, 
this study proposes the MFAPC and analyzes the system 
performance in the similar way with the MFAC. One main 
merit in comparison to MFAC is that MFAPC can utilize more 
desired trajectories in the future time, which may help the robot 
avoid the problem of singular points. Furthermore, the outputs 
of both system and controller will be smoother.  
Another motivation of this brief is to point out the crucial 
mistake on MFAC in [8]-[11]. They have showed that the 
tracking error of the system controlled by MFAC converges to 
zero on the condition that , i.e., the damping factor in [1], is 
large enough. This conclusion contradicts with the analysis 
results in [1] and this brief. For more deficiencies of current 
works, please refer to [a]-[c].  
The rest of the paper is organized as follows. In Section II, a 
modified compact form EDLM is presented for the description 
of robot kinematics. Based on the EDLM, the MFAC controller 
design and performance analysis are presented. Then we review 
its application in the Robot Toolbox of MATLAB. Section III 
is similar to Section II, the MFAPC design and its performance 
analysis are presented, and then how to address inverse 
kinematic problem by MFAPC is shown. In Section IV, we 
applied MFAPC as a controller for the robotic kinematic control 
in simulation. It not only shows an excellent control 
performance but also efficiently acquires the solution to inverse 
kinematic.  
II. DYNAMIC LINEARIZATION MODELS FOR A 
FAMILY OF MULTIVARIABLE NONLINEAR SYSTEMS  
In this section, the robotic kinematic is described by the 
corrected compact form dynamic linearization model (EDLM) 
which is used for controller design and performance analysis. 
Consider a compact form EDLM as 
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represents the system input vector (joint angle vector), and 
( )ky  represents the system output vector (the position in task 
space of robot). The dimension of ( )ky  and ( )kq are My and 
Mu, respectively. 
11 z   in which 1z  is the backward shift 
operator.  
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III. MFAC DESIGN AND STABILITY ANALYSIS 
This section gives the design and stability analysis methods for 
MFAC. Then its application in robot inverse kinematic is 
reviewed. 
A. Design of Model-Free Adaptive Control 
We rewrite (1) into (2). 
( ) ( ) ( ) ( )1k k k k  y qJy   (2) 
A control input criterion function is given as: 
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where, 1( , , )
Mu
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λ  is the weighted diagonal matrix 
(damping factor matrix in [1]), and we suppose 
i
( 1, , ui M ) are equal to   as [1] and [9]; 
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     y is the desired trajectory 
vector. 
Substituting (1) into (2) and solving the optimal solution
( ) 0J k  u  yield the MFAC controller: 
*[ ( ) ( ) ] ( ) ( )[( ( 1) ( ))]T Tk k k k k k    J J λ q J y y  (4) 
Remark 1: If 0λ , (4) will be the optimal solution for the 
tracking error control. It was also shown in our previous work 
[a] for the SISO system. 
B. Stability Analysis of MFAC 
This section provides the performance analysis of MFAC. 
According to (2) and (4), the closed-loop system equation can 
be expressed by 
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Where I  represents  -dimensional identity matrix. 
We assume 1rank ( ) yz M
   J ( u yM M ). By tuning λ, we 
can obtain inequation such that: 
11 ( )[ ( ) ( ) ] ( )  1T Tk k kz zk      T JI J J J λ 0,   (6) 
, which determines the poles of the system. Then (6) 
guarantees the stability of the system according to [12]-[13]. 
Herein, the singular value decomposition is conducted to 
( )kJ  as 
( ) Tk J UΣV   (7) 
where, 1[ ]My MuΣ Σ 0  whose 1 1( , , )Mydiag  Σ is a 
matrix in which the singular values are diagonally assigned 
1 2 My     ; U  andV  are orthonormal matrices. 
Furtherly from (6), we have the poles of system: 
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It is obvious that all the poles of the system will be placed in 
unit circle under the condition that   is sufficiently large. 
Moreover, the robustness or stability of the system improves as 
  increases, including the situation that the robot approaches 
the singular points. Nevertheless, the convergence of tracking 
error will be worse, which is demonstrated as bellow. 
When the trajectory is 1M
p
yk E  ( 10 [ 1], 1, ,
T
Myp    E ), 
the static error (steady-state error) will be 
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where, 
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E E , ( )C z is the polynomial 
with the highest power p and ( )Z denotes z-transformation. 
Evidently, the static error and λ  are positively correlated. 
Furtherly, through 0λ  the steady-state error may be 
eliminated ( lim ( ) 0
k
e k

 ) and the poles of the system will be 
also placed in coordinate origin to attain the optimal control 
effect for the tracking error, which means the fastest 
convergence speed and no overshoot when the robot does not 
pass through the singular points. 
However, the above conclusion contradicts with the result in 
[8]-[11]. They have showed that the tracking error of the system 
controlled by MFAC converges to zero on the condition that  
is large enough.  
C. The application of MFAC in robot inverse kinematics 
As to application, someone may refer to the ikine.m of 
MATLAB Robotic Toolbox. In this part, we will review the 
theory thereof how to calculate the inverse kinematic solution 
for the desired position * ( 1)k y  in task space. 
Based on (2), the finite N-step forward iteration is given as 
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Let 
1( ) ( ( ) )i ik k J f q , 1, , 1i N    (11) 
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( )f  represents the transformation from the joint angles to 
the Jacobi Matrix. i represents the number of iteration in the 
computer before the robot moves at the time of k+1 in 
experiment; The initializations are 
(0)( ( ))k ky y , 
( 1)( ( )) 1k k  q q  and (0)( ( ))k kq q .  
Based on (4), we can obtain 
( )( ) ikq  through 
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, in which 
1 1c   and 2 1c   are the tuning coefficient for 
( )( ) ikλ  to make a balance between the convergence 
performance and the robustness;  
Then we have 
( ) ( -1) ( )( ) = ( ) ( )i i ik k k q q q  (14) 
Thus, the iteration among (10)-(14) yields our concerned
( )( ) iky  and ( )( ) ikq , 1,2,i N ( upN N ). The iteration 
process above will continue until 
upN N  or 
( ) 2
*( 1) ( ) Nk k   y y  (15) 
where   represents the final error tolerance, and 
upN  
represents the maximum number of iterations, and the default 
1010   and 500upN   are given in ikine.m of MATLAB. 
At last, we will send the final iterative inverse kinematic 
solution (16) to the robot actuator: 
1
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The current numerical solution to inverse kinematic is 
presented. 
Remark 2：Now we want to organize the iteration (10)-(16) 
into one integrated formula. 
Based on (2), the finite N-step forward iteration model is given 
as (17) 
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Herein, we define 
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Then we can rewrite (17) as 
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Furtherly, we can organize the results calculated by (10)-(15) 
into one formula 
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Then (16) is rewritten as  
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Interestingly, (10) or (17) already shows the predictive 
conception. How about we change (12) into the prediction 
method to minimize the predictive tracking error instead of 
(3),with  naturally utilization of more future desired trajectory 
(setting points), predictive model and rolling optimization? 
Motivated by this idea, the MFAPC is studied in Section IV. 
IV. MFAPC DESIGN AND STABILITY ANALYSIS 
This section gives the design and stability analysis methods for 
MFAPC and its application in inverse kinematic of robot. 
A. Design of Model-Free Adaptive Predictive Control 
Based on (2), the finite n-step forward prediction model is 
given as  
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where, n is the given prediction step. Following [13], [14], we 
make a local linear approximation )1( ) (k i k J J , 
( 1, ,i n ). Then (22) is rewritten as 
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A control input criterion function is given as: 
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We substitute (23) into (24) and solve the optimal problem
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current inputs as the local optimal solution: 
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where,  , , ,T g I 0 0 . 
B. Stability Analysis of MFAC 
This section provides the performance analysis of MFAPC. 
From (2), (25), (26), we have the following closed-loop system 
equation: 
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, which determines the poles of the system. Then (28) 
guarantees the stability of the system according to [12]-[13]. 
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eliminated since 
 
 
 
( ) 11
( ) 11
( ) 11
1
1
1
( )
lim ( ) lim ( ( ) [ ( )] )
1
( )
lim ( ( ) [ ( )] )
1
( )
lim ( ( ) ( )] )
1
T R
n My pk z My
T R
n My pz My
R
n My pz My
C z
k k
z
C z
k
z
C z
z
k
k
k k

  



 








 


 




e I J g Ψ E
I J g Ψ E
T
T
T I J J E，, , 
   (31) 
where,  
[ ( )]
[ ( )]
[ ( )] [ ( )]
R
R
R R
k
k
k k


 
 
 
  
 
 
J
Ψ
J J
  (32) 
and 
 
R

represents the right inverse matrix of   . 
C. The application of MFAPC in robot inverse kinematics 
The application of MFAPC is the same as that of MFAC in 
Section III.  
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The finite N-step forward iteration is given as (33) which is the 
same as (10). 
(1)
(2) (1) (1) (1)
( ) ( 1) ( 1) ( 1)
( ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
)
N N N N
k k k k
k k k k
k k k k  
 
 


 
y y q
y y q
y y q
J
J
J
  (33) 
Let 
1( ) ( ( ) )i ik k J f q , 1, , 1i N    (34) 
Then we let 
 
 
( )
( ) ( )
( )
( ) ( ) ( )
( )
( ) ( )
( )
( ) ( ) ( )
y
u
i
i i
i
N Mi i i
N M
k
k k
k
k k k

 
 
 
 
 
  
J
J J
Ψ
J J J
 
Based on (25), we can obtain 
( )( ) ikQ  through 
( ) ( ) ( ) ( )
())
*
(( )
[ ( ) ( ) ( ) ] ( )
( ) [ ( 1) ( ) ]
i
T
T
n n My
M
i
y
i i
i i
k k k k
k k k

 
  
Ψ Ψ λ Q
Ψ Y E y
  (35) 
Where,  
( )
( )
( -1)
( +1)
( )
( )
( -1)
*
2
1 *
2
*
2
2 *
2
( 1) ( 1)
( ) ,       if 1
( 1) ( 1)
( )
( 1) ( 1)
( ) / ,     if 1
( 1) ( 1)
i
i
i
n n
n in
n n
n
i
n
i
i
k k
c k
k k
k
k k
k c
k k
   
 
   
 
  

  
Y Y
λ
Y Y
λ
Y Y
λ
Y Y
  (36) 
Then we have 
( ) ( -1) ( )( ) = ( ) ( )i i
T
ik k k q q g Q  (37) 
The iteration among (33)-(37) yields our concerned
( )( 1) in k Y  
and 
( )( ) ikq , 1,2,i N ( upN N ). The above iteration will 
continue until 
upN N  or 
( )
*
2
( 1) ( 1)n Nnk k    Y Y  (38) 
At last, we will send the final iterative inverse kinematic 
solution (39) to the robot actuator. 
1
( )( )= ( )1 + ( ) i
N
i
k kk

 q q q   (39) 
Remark 3: We can modify the criteria (36) to 
)
*
1 12( ) ( )
( +1)
1( (
*
2 2)
( ) ,       if ( 1) ( 1)
( )
( ) / ,     if ( 1) ( 1)
i i
i
i
n n
n in
c k k k t
k
k c k k t
    
 
   
λ Y Y
λ
λ Y Y
  (40) 
Where, 1t  represents the threshold for the adjustment of ( )kλ . 
Furtherly, it is suggested that when the norm of tracking error 
crosses from * 12( )
( 1) ( 1)n n rk k t   Y Y to
( 1)
*
12
( 1) ( 1)n n rk k t   Y Y  at the computational time of r, 
we may reset ( ) (0)( ) ( )rk kλ λ . And [1] recommends that 
computation robustly converges with 0
2 3 2
( )( ) 0.1 10k l l
λ , 
and l is the length of a typical link 0.1 100[ ]l m . 
Remark 4: Though (31) demonstrates that the tracking error 
converges to zero on the condition that
* *lim ( ) lim ( 1)
k k
k i k
 
  y y , ( 2, ,i n ), the motivation and 
effect of MFAPC is to make a balance between the 
minimization of 
*
2
( 1) ( 1)n nk k  Y Y  and the robustness of 
system. As to the difference between MFAPC and MFAC, 
MFAC is to make a balance between the minimization of 
*
2
( 1) ( 1)k k  y y  and the system robustness. On the other 
hand, through 1n   the MFAPC degenerates into the MFAC. 
Therefore, the MFAPC incorporates the method in [1]  and [8].  
V. SIMULATION 
Example 1: In this example, the MFAPC is just used as a 
controller for the robotic kinematic control problem. By this 
way, we can not only verify its control performance but also 
exhibit its effectiveness on acquiring the solution to inverse 
kinematic.  
We consider a robot with three links l1=5, l2= l3=7 as shown in 
Fig. 1.  
Z
X
Y
l2
l3
l1
q3(k)
q1(k)
(x,y,z)
 
Figure. 1 Tracking performance 
The outputs of system are the position (x,y,z) of the robot 
manipulator in task space. The inputs of the system are the 
angles q1(t), q2(t), q3(t) of the robot in joint space. The system 
model is 
2 2 3 2 3 1
2 2 3 2 3 1
1 2 2 3 2 3
( 1) ( sin( ( )) sin( ( ) ( ))cos( ( ))
( 1) ( sin( ( )) sin( ( ) ( ))sin( ( ))
( 1) cos( ( )) cos( ( ) ( ))
x k l q k l q k q k q k
y k l q k l q k q k q k
z k l l q k l q k q k
   
   
    
 (41) 
We take partial derivation of equation (42) to have the 
equivalent-dynamic-linearization model: 
2
3
( 1) ( )
( 1) ( 1) ( ) ( )
( 1) ( )
x k q k
k y k k q k
z k q k
     
         
   
        
y J   (42) 
where, ( )kJ  represents the pseudo Jacobian matrix. The 
desired output trajectory is considered as a helical curve: 
*( ) 4 3sin( / 50)
*( ) 3cos( / 50)               800
*( ) 5 / 200
x k k
y k k k
z k k


 
 
 
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The initial values are [ (1), (1), (1)] 0x y z  , 
1 2 3(1) (1) (1) 0q q q   , nevertheless these initial settings do 
not suffice the actual forward kinematics of robot system . The 
initial controller parameter is 2  ;  
In order to make a balance between the convenience of the 
tracking error and the stability of the system, the MFAPC with 
prediction step n=5 is applied as follows: 
1
*
( )
( ) [ ( ) ( ) ] ( )
  [ ( 1) ( )]
T T T
Nu Nu Nu
N My
My
k k k k
k k
 

  
 
u g Ψ Ψ I Ψ
Y E y
  (43) 
If *
2
( 1) ( 1) 0.1n nk k   Y Y ,  
( ) 1.2 ( 1)k k    
else ( ) ( 1) /1.02k k     
where, *( 1) [ *( 1), *( 1), *( 1)]Tk x k y k z k    y  is the 
desired trajectory, 
2
  is the norm of the vector, and the current 
position is ( ) [ ( ), ( ), ( )]Tk x k y k z ky . 
The outputs of system controlled by MFAC are shown in Fig. 
2. The controller outputs are shown in Fig. 3. Fig. 4 shows the 
components in ( )kJ . Fig. 5 shows the value of controller 
parameter λ. 
Since the initial value of inputs and outputs of system violates 
the kinematic of robot, the beginning tracking performance is 
not well. Simultaneously, the λ increases to enhance the 
robustness of the system. After the system is sable with the 
tracking error of system lower than 0.1 at time of 42, the λ 
decreases to guarantee the convergence of the tracking error. 
 
(a) 
 
(b) 
Fig. 2 Tracking performance 
 
Fig. 3 Control inputs 
 
Fig. 4 Components in PJM ( )kJ  
 
Fig. 5 Controller Parameter λ 
Actually, this method with the given prediction step n=1 is 
well applied as the substitute of inverse kinematic solution in 
the commercial robot manipulator productions, since it avoids 
the problem that rank deficiency makes the inverse solution 
diverse. For more detailed utilization, please refer to ikine.m in 
MATLAB Robotics Toolbox.  
VI. CONCLUSION 
In this brief, we have reanalyzed current robust numerical 
solution to the inverse kinematics based on Levenberg-
Marquardt (LM) method through conventional control theory 
and reviewed its application in in MATLAB Robotics Toolbox. 
Compared to the current numerical analysis method, the 
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relationship between the convergence performance of 
computational error and the damping factor is analyzed more 
clearly through analyzing the system control performance in 
this brief. Furthermore, by this effort, we also shows that the 
current works about MFAC are not studied in a reasonable way. 
Then we redesign the MFAC into MFAPC for utilize more 
desired trajectories in the future time. And it not only shows an 
excellent control performance but also efficiently acquires the 
solution to inverse kinematic in simulation.  
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