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Al~tract--In the existing Lanczos algorithms for solving systems oflinear equations, the estimate for the 
residual iseffective for well-conditioned systems. However, in actual implementation on a computer we 
find that the estimate is no longer eliable for ill-conditioned cases. We first analyze in theory this 
observation, then develop an improved Lanczos algorithm. Numerical examples are also given to 
demonstrate the effectiveness of the present algorithm. 
1. INTRODUCTION 
Since the early 1970s, there has been considerable interest in the Lanczos algorithm for finding 
eigenvalues and for solving linear systems of equations [1-10]. Here we consider the latter. Up to 
now, several variants based on the simple Lanczos algorithm [1] have been proposed for dealing 
with the equation, 
Ax=b (I.I) 
where A is a symmetric, nonsingular n by n matrix, and b is an n-vector. 
The algorithm SYMMLQ [5] was developed by Paige and Saunders to solve indefinite systems 
in a stable manner. It was derived from the basic Lanczos method. Although the SYMMLQ is 
somewhat slower than the conjugate gradient method, it can do the work of both definite and 
indefinite systems. However, if the number of iterations is large the round-off errors must cause 
the Lanczos vectors to become linearly dependent. For this reason, Parlett proposed the Lanczos 
algorithm with selective orthogonalization (LANSO for short) [6-8] for solving eigenproblems and 
linear equations. This algorithm maintains orthogonality among the Lanczos vectors in an efficient 
way. 
In 1984, Simon published the Lanczos algorithm with partial reorthogonalization (LANPRO 
for short) [9]. This reorthogonalization procedure is easier to implement han the selective 
orthogonalization. Both LANPRO and LANSO behave equally well for definite and indefinite 
systems. Unlike the SYMMLQ or the conjugate gradients, the Lanczos algorithms with re- 
orthogonalization can guarantee to find a solution in at most n steps, and have advantages when 
applied to the case with several right-hand sides [8, 9]. Experiments show that the LANPRO is a 
better way of maintaining orthogonality for the purpose of equation solving [11]. Therefore we 
employ the partial reorthogonalization in this paper. 
It is important o note that all the above Lanczos algorithms for linear equations and 
their applications use the same formula for evaluating the residual norm. However, in 
practical implementation, we find that the formula is reliable only for well-conditioned 
systems, and when applied to ill-conditioned cases it does not hold any more. We will explain 
theoretically the above observations in detail in Section 3, and propose a modified Lanczos 
algorithm to handle effectively ill-conditioned linear equations in Section 4. Finally, numerical 
results are given to demonstrate he reliability of the present algorithm. In this paper, we will follow 
the Householder convention and denote column vectors by small roman letters, matrices by capital 
roman letters, and scalars by small Greek letters. The symbol II It denotes the 2-norm of a vector 
or matrix. 
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2. THE LANCZOS ALGORITHM 
The basic Lanczos algorithm for solving linear equations can be simply stated as follows. The 
starting vector is chosen as 
vl =b/f l l ,  fll = Ilbll. (2.1) 
Setting v 0 = 0, for j = 1, 2 . . . . .  
~j=qAvj  
with flj+ ~ I> 0 chosen so that II v~+ t l[ = I. After k steps, we have 
A Vk -- Vk Tk = flk + l Vk + , e~, 
where 
T~= f12 ~ 
flk O{k 
(2.2) 
(2.3) 
Hence 
T~ = VIAVk,  Vlb = #,e,. (2.5) 
At the kth step, the approximate solution to equation (1.1) can be constructed as 
Xk = Vkyk, (2.6) 
where Yk is obtained from the weak form of equation (1.1), i.e. 
Tkyk = f i t  e l .  (2.7) 
The next item is the termination criterion in which the residual size is monitored to decide when 
the Lanczos iteration is stopped. That is, 
II rk LI = Ilhxk -bl l  = flk+~ldPkl, (2.8) 
where 4~k is the kth element of Yk- For later reference, it is now derived as below [8, 11, 13]. 
Using (2.7) and (2.3), 
r k = Ax k - b = AVky  k - Vk f l le  I 
= A Vkyk -- VkTkYk = ilk+ irk+ le~Yk 
= flk+l ~bkVk + , .  (2.9) 
II rk IL = #k+t 14~kl- 
In fact it is not even necessary to compute Yk to find ~bk. There are several ways of updating ~bk 
from information at the previous step. A simple method is using a QR factorization of Tk. The 
cost is negligible (see Ref. [11] for details). 
It is worth noting that all the Lanczos algorithms mentioned above (LANPRO, LANSO and 
SYMMLQ) and their corresponding applications to other problems [11, 12] employ formula (2.8) 
as an estimate for the residual norm. In the following, we will re-examine the validity of formula 
(2.8). 
Then we have 
Vk = [V~, V2 . . . . .  Vk], and e k is the kth column of the k by k identity matrix Ik. The Lanczos vectors 
vl, v2 , . . . ,  v, satisfy the relation 
V~ V~ = Ik. (2.4) 
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3. ANALYSIS OF THE LANCZOS ALGORITHM WITH A BEING 
ILL -CONDIT IONED 
3.1. Two examples 
From the previous description of the existing Lanczos procedures we know that the Lanczos 
algorithm with partial reorthogonalization (LANPRO) is most suitable for solution of linear 
equations. So, we will typically examine the behavior of the LANPRO. Let us first look at the case 
when A is well-conditioned. 
Example 3.1. A is a 60 by 60 diagonal matrix, A = diag(1, 2, 3 . . . . .  60). The right-hand side 
b = (1, 1 . . . . .  1) r. In single precision computation (the round-off unit is 2-24; the machine used is 
Micro VAX-II), the required accuracy is that the relative residual size II rk II/II b II ~< 10-4. The 
LANPRO was terminated at step 29. The estimated residual norm by formula (2.8) and the true 
norm agree very well at every iteration step. The final relative residuals are 0.6683 x 10 -4 and 
0.6689 x 10 -4, respectively. 
Here we used a diagonal matrix for test purposes, since a diagonal matrix makes it easier to know 
whether the matrix is well-conditioned or not. For the nondiagonal matrix, see Example 6.3. 
According to Simon's argument [9, p. 124], the behavior of the algorithm for diagonal matrices 
is similar to that for nondiagonal matrices. 
Example 3.2. A is again a 60 by 60 diagonal matrix, A =diag(10 -4, 2, 3 , . . . ,  60), and 
b = (1, 1 . . . . .  1) r. In single precision, this problem can be considered to be ill-conditioned. To 
observe the whole characteristic of LANPRO, the algorithm was terminated when the maximum 
number of iteration steps is reached, i.e. k = n --- 60 at which in theory the residual is zero. The 
estimated and the true residual, each step are shown in Fig. 1. At the end of the Lanczos run, the 
predicted relative residual by formula (2.8) is 0.2011 x 10 -22, whereas the true value is 
0.3633 x 10 -2. We can see from Fig. 1 that the predicted curve by formula (2.8) departs with the 
true one to a large degree, particularly in the late stage. Consequently the Lanczos iteration might 
stop before the desired solution was found. 
The same observation can be made for systems of higher order, e.g. n = 1000 (see Example 6.1). 
Moreover, in double precision computation we also have the same situation if the system is 
poorly-conditioned in this computation environment. 
Next we analyze in theory the above phenomena. From now on, all the quantities refer to the 
computed values. 
3.2. Theoretical nalysis 
Let us examine formula (2.8) in finite precision arithmetic. The derivation of formula (2.8) in 
Section 2 employed relations (2.3) and (2.7). In practice, they do not hold exactly. 
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Fig. 1. Numerical behavior with A being ill-conditioned. 
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First note that after a reorthogonalization, the current Lanczos vector becomes 
where v~+~ denotes the current Lanczos vector before reorthogonalization, L( j )  is determined from 
the partial reorthogonalization principle, and 
Z (v; +,v,)viLL • 
i ~ l.,(j) 
So the three-term recurrence quation (2.2) becomes 
~0;+, v;+, + ~0;+, av;+, = Av ; -  ~;v;- t~;vj_, - fj, (3.2) 
where fl;+ ~= ~fl~+ ~ (fl;+ ~ denotes fl;+~ before reorthogonalization), 
Avj+, 1 Z (v;T+,v,)v, (3.3) 
= -~ ie ILj) 
and fj accounts for the local round-off error which satisfies 
II f;ll = O(¢ IIA II) (3.4) 
where E is the computer precision (i.e. the round-off unit). Accordingly, after k steps equations (2.3) 
becomes 
AV k - VkTk= flk+iVk+,eT + AVk+ I "F Fk, (3.5) 
where A Vk + t is the n by k modification matrix due to reorthogonalizations. Some columns of A Vk + 
consist of fl:+ ~ Avj+ ~ with different j and the other columns are all zero vectors, i.e. 
AV,+, =[0 . . . .  ,flj+,av;+t . . . .  1, (1 <~j <~k). (3.6) 
F, in equation (3.5) is the local error matrix, and its columns consist of fj. From equation (3.4) 
F, remains tiny, and can be neglected. 
Because the algorithm LANPRO maintains emiorthogonality among the Lanczos vectors, the 
following relation [9, p. 132] holds: 
:r ~/~, (i ~<j). (3.7) Iv;+iv, l 
Therefore a ~ I, and we have 
[IAv;+, II = O(IL(j)Iw/~E), (IL(j) I  ~<j). (3.8) 
Besides, vj+ ~ satisfies IIvj+ ~ II = 1. So in relation (3.2), flj+ ~ Avj+ ~ is negligible with respect to fl:+ ,v j+ ~. 
Since equation (3.5) is the matrix form of equation (3.2), the influence of AVk+~ on equation (3.5) 
can also be neglected. In summary, A Vk+~ and Fk have little effects on formula (2.8). 
Finally, we note that the solution error of the tridiagonal system (2.7) will be large if Tk is 
ill-conditioned. Now we express ystem (2.7) as 
Tk(y, + Ayk) = fit el. (3.9) 
Omitting AV~+t and Fk in equation (3.5), the residual norm associated with the approximate 
solution xk has the form: 
Hrk[I = []Ax,-bl]  = IIAVkyk-- fll Vkelll 
= II h Vkyk -- Vk Tk(Y* + Ay,)II 
----II(AV,- VkT,)y,--  VkTkAykll 
= [I flk 4-, ~kYk + 1 - -  Vk  Tk AYk I1" (3.10) 
Now let us discuss further the influence of Ay, on II rk I[. Assume that the eigenvalues of Tk and 
A are respectively 
01<~ 02 <~ " " " <~ 0k (k <~ n ), 
).l ~<)-2~ <' ' '  ~<;t,. (3.11) 
For simplicity, we drop the k on which 0i(1 ~< i ~< k) depends. 
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According to the theorem in Ref. [9], the eigenvalues of Tk are (up to round-off) Rayleigh-Ritz 
approximations to the eigenvalues of A if the Lanczos vectors are kept semiorthogonal, i.e. 
max [v,rvk+ll ~< x/~. (3.12) 
l ~ i~k  
Therefore when k = n, we have (up to round-off) 
Oi=2i (1 ~<i ~n) .  
So, the spectral condition number of A is equal to that of T,, i.e. 
cond(A ) -- cond(T,). (3.13) 
For the case when A is indefinite, equation (3.13) is still satisfied. 
We can now conclude that if A is ill-conditioned, T, must be ill-conditioned, and so may be 
Tk(k < n) for some k (see Section 4 for more details). In such cases the solution error of equation 
(2.7) would be great. The term Ay k (k ~< n) in equation (3.9) cannot be ignored and may have a 
strong effect on the residual IIrk II. The above analysis is confirmed by Examples 3.1 and 3.2. When 
A is well-conditioned, formula (2.8) gives a good estimate, where the effects of AiI, + 1, Fk and Ay k 
are negligible. In contrast formula (2.8) fails to predict the true residual with A ill-conditioned, 
because of the large solution error of the tridiagonal equations. 
4. AN IMPROVED ALGORITHM FOR ILL-CONDIT IONED SYSTEMS 
In order to overcome the above problem, we have to improve the algorithm LANPRO. A 
straightforward proposal is to compute directly JlA Xk -- b I[ every step, where Xk is first formed. But 
this is considered too expensive for large matrices. 
We have known that the cause of the failure of formula (2.8) is the solution error of equation 
(2.7). Of course, for the system which is not too ill-conditioned, the tridiagonal system can be solved 
in double precision to reduce round-off errors. However for very poorly-conditioned cases the 
whole Lanczos process hould be computed in double precision. So the solution error of equation 
(2.7) still dominates other errors, and cannot be ignored. The situation is the same as in single 
precision arithmetic. 
4. I. Making use of orthogonality 
From Example 3.2, we find that even when A is ill-conditioned there still exist many steps at 
which the estimate of the residual size by formula (2.8) is quite accurate. This is because span(Vk) 
has not been close enough to span(A) yet, and Tk is still well-conditioned for many steps, in 
particular at earlier steps, although A is poorly conditioned. Let us make the following detailed 
analysis. 
Consider the relation between the eigenvalues of A and the eigenvalues of Tk. The Kaniel-Paige 
theory [6] shows that it is the extreme (leftmost and rightmost) eigenvalues of A which are most 
likely to be approximated by some of the eigenvlaues of Tk. Namely, (2j, 2n), (22, 2,_ 1) . . . .  are 
most likely to be approximated by some of 0s, say, (0~1,0~2), (0~3, 0~4) . . . . .  
Note that 
cond(Tk) Ok max (~'~. (4.1) cond(A) = ;t~' = ~ =l.<,.,<~k \OJ 
When (0~1,0~:) begin to converge to (21,2,) at the mth step, the ratio 0~2/0, is close to the ratio 
2,/21. So, if A is ill-conditioned Tm must also be ill-conditioned at step m, since cond(Tm) 1> 0~2/0;i. 
For the subsequent steps, with 0~1 and 0~2 converging better to 21 and 2,, the conditions of 
Tm ÷1, Tm+ : . . . .  will become worse than T,. Thus the solution error of equation (2.7) will be larger 
and larger. 
Therefore from the mth step on, we need re-predict the residual norm instead of using formula 
(2.8). In addition, we note that it is not sure for 0;1 and 0~2 to converge simultaneously. Here we 
take a conservative attitude to ensure a reliable prediction of the true residual size. On the other 
hand, there may exist some T, (r < m) which is poorly-conditioned before the mth Lanczos step 
is reached. This is true especially in the case of indefinite A. However, at this step xr is not close 
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Table 1. True and predicted t~-.sidual for Example 4.1 
Orthogonality Predicted True 
level I] r ,  II by formula (2.8) residual 
I - -  0.20131E + 1 0.20131E + I 
2 0.6082E - 7 0.27968E + 1 0.27968E + 1 
3 0.4682E - 6 0.66296E + 1 0.66296E + 1 
4 0.9100E - 6 0.19178E + 2 0.19178E + 2 
5 0.1994E - 5 0.53062E + 2 0.53062E + 2 
6 0.4440E - 5 0.61821E + 2 0.61821E + 2 
7 0.1851E - 4 0.19079E + 2 0.19079E + 2 
8 0.7555E - 4 0.34669E + 1 0.34669E + 1 
9 0.4301E - 3 0.12302E + 1 0.12298E + 1 
10 0.4143E - 4 0.17929E - 5 0.26366E - 1 
to the required solution, because the eigenvalues of Tr do not approximate those of A at all in such 
a case. So at this step, it is not necessary to estimate accurately [IAXr- b LI. 
The next question is how to check when the m th step is reached. Fortunately we can make use 
of Paige's result, that is, loss of orthogonality among the Lanczos vectors is equivalent o the 
convergence of at least one eigenpair of Tk (see Ref. [6, p. 223] for a detailed description). From 
the previous conclusion, the converged eigenvalue (s) will be generally the extreme igenvalue(s) 
of A. So when the orthogonality of the Lanczos vectors is gradually lost, Tk will gradually become 
ill-conditioned. In the algorithm LANPRO, the level of orthogonality is measured by 
(Dma x= maxt~klO~,+t l ,  where (o~+~, obtained from a simple recursion, monitors the inner 
product v[vk+l (see Ref. [9. p. 121]). When the orthogonality level reaches x/~, we find that the 
solution error Ayk in formula (3.10) is usually not negligible. 
Therefore when the orthogonality level )x /~,  the ruth step is reached. It is interesting to note 
that the beginnings of the failure of formula (2.8) and the reorthogonalization in LANPRO occur 
at the same time. Here is a small example. 
Example 4.1. The order of A is 10, and A = diag(10 -4, 10 -3, 3, 4 . . . . .  10). The right-hand side 
b = (1, 1 , . . . ,  1) r. The round-off unit E = 5.960 × 10 -s and x/~ = 2.441 x 10 -4. The results are 
presented in Table 1. We should note that at the 9th step partial reorthogonalization began to be 
performed, because the orthogonality level exceeded x/~. At the same step, the predicted residual 
began to disagree with the true one. 
In the above discussion, we have assumed that A is positive definite. When A is indefinite or 
negative definite, the extreme eigenvalues 2~ and ;t n refer to min(I2~l) and max(12~l), where 
1 ~<i <~n; 01 and Ok refer to min(10;I) and max(10~l), where 1 ~<i ~<k. So we have the same 
conclusions as in the case when A is positive definite. 
4.2. Re-estimation of the residual 
We have known that the failure of formula (2.8) begins only after the m th step mentioned above. 
If the direct computation of II A xk - b II is performed at each later step, the cost would be large 
when A is of high order. However, this problem can be removed by the following method. 
In fact, A x k can be accumulated efficiently as k increases. The method described here is similar 
to the procedure used in the SYMMLQ for accumulating x, (see Ref. [5, p. 621]). We first consider 
the stable orthogonal factorization, 
Tk = EkQk, Q~Q, = I,, (4.2) 
r,= 
where 
71 
62 72 
£3 63 73 
8k 6k 
and Q[ is the product of a series of orthogonal matrices Qt2, Q23 . . . . .  Qk- lk. 
Note that 
Axk=AVkyk=[AvI,Av2 . . . . .  Avk]yk. (4.3) 
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From formula (2.2), Ark is directly available when the (k + 1)st Lanczos vector is formed. We 
denote Avk by vk, A Vk by Vk, and A x, by Pk. If we define 
ff'k = [w l , . . . ,  Wk-l ,  i f ,] = AV, QI = 17kQ~ 
Zk = (~1 . . . . .  ~k- l ,  ~k) ~ = QkYk (4.4) 
then equation (2.7) becomes 
E,[,  = t~ el, (4.5) 
and we have 
K = A x ,  = f f '~ , .  (4.6) 
So, ~ and wi can be formed, used, and discarded one by one. It is wasteful to update p, fully each 
step in formula (4.6), while ifEk is singular then Zk is undefined. For this reason, we define Lk which 
denotes Lk with 7k replaced by yk[=(f'~+i~+~)~/2]. We also define Zk=(¢ l , . . . ,~ , )  r and 
Wk = [Wl, . . . ,  Wk], where Zk is found from 
LkZk = iJ el. (4.7) 
Because 7k = (:~ + ilk2+ I) I/2 and ilk+ ~ ¢: 0, Z, is always defined. If ilk+ I = 0, the Lanczos iteration will 
terminate with Xk = X (see Ref. [5, p. 623]). Rather than updating O,, we update 
P~ = P~-I + ~kWk" (4.8) 
From the above, it can be shown that 
Pk = P~-~ + ~'k*k" (4.9) 
So we are able to obtain easily Pk or the residual II Pk -  b II if it is needed.  
In order to update A x,, i.e. P,, the computation cost is usually much less than that for the 
matrix-vector p oduct Avk. We have known that A Xk is required to compute II A x, - b II only when 
the level of orthogonality reaches ~/~. But for subsequent s eps, there is the possibility of ?k = 0. 
In such a case, Lk is singular, so is Tk; and A x k will be undefined. Fortunately, at this step xk is 
not a good solution to A x = b, because A is not singular. Therefore in practical computation, if 
~, = 0 we need not update Pk to compute the residual [ P , -  b II. From numerical experience, the 
number of computations of I[ P, - h II is generally much less than the total number of Lanczos teps. 
This has been demonstrated by Example 4.1. 
Finally, let us summarize our new algorithm for ill-conditioned linear equations as below. For 
convenience, this algorithm is referred to as LANILE. 
(1) Initialization. 
(2) Loop: for k = 1, 2 . . . . .  
(2.1) Take a simple Lanczos step. 
(2.2) Update CO~k+l. 
(2.3) If Ogm~ ~ 1> V/~, perform partial reorthogonalization 
(2.4) If step m has not arrived, compute 11 rk II by formula (2.8). 
(2.5) If step m has arrived and )7 k # 0, then: 
(a) update Pk; 
(b) l[ r, II ~ I[ p, - b II- 
(2.6) If II rk II ~< tolerance, end the loop and go to (3) 
(2.7) Update p,t. 
(3) Backsubst i tu te  y~ = Q~/~-li~ej. 
(4) Assemble x k = Vkyk. 
Note. Step m is the step at which ogma~ > x/~ for the first time. 
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5. SOME MORE DETAILS 
In Ref. [8], to increase the solution accuracy further, T, yk =/~le~ was modified to the form 
T~y~, =/~,e, ,  (5.1) 
where T~ includes the effect of reorthogonalizations, and T~, is a complicated matrix instead of a 
tridiagonal one. We have tested this on some numerical examples. We found that y~, from equation 
(5.1) gave little better results than the original Yk- This is because reorthogonalizations of the 
Lanczos vectors have little effect on the basic equation (2.3), as pointed out in Section 3. In 
addition, this measure destroyed the tridiagonal form of T,. So in the present algorithm LANILE, 
we do not employ equation (5.1). 
Secondly, in Ref. [13] Simon used scaled QR factorization to solve equation (2.7). We also tested 
this on some ill-conditioned problems. We found that using this method the solution accuracy was 
increased only a little in most cases. Here is an example: A is a 10 by 10 matrix, 
A = diag(10 -4, 2, 3, 4 , . . . ,  10); b = (1, 1 . . . . .  1) r. At step 10 the true residual norms by QR and 
sealed QR factorization are, respectively, 5.386 x 10 -3 and 5.037 x 10 -3. For simplicity, we did not 
use the scaled QR in LANILE. The above example was solved in single precision. 
Finally, in SYMMLQ x~, which in theory equals V,Q~z,, is employed as an alternative to x, 
if x~ gives a smaller residual norm than x,. In all the practical examples we have computed, x, 
is always better than x~. What is more, the updating of xf requires additional computations, o 
x~ is not included in LANILE. 
6. NUMERICAL EXAMPLES 
The algorithm LANILE has been programmed and tested on many problems in order to obtain 
an impression of its numerical property. Experience shows that when the condition umber of the 
linear system exceeds E- ~/3 the system is regarded as ill-conditioned in our present algorithm, and 
LANILE should be used instead of LANPRO. If users do not know the condition umber of their 
equations in advance, LANILE can always be used. The extra computation cost is not large. 
We should note that the updated value II P, - b II is still different from IL A Xk -- b II which is directly 
computed in such a way that x, is first formed and then the product A x, is calculated. However 
the difference is negligible, because the solution error of the ill-conditioned tridiagonal system, 
which is the main cause of the failure of formula (2.8) as stated above, has been included in Pk. 
This can be seen from the following examples. For convenience, the original predicted relative 
residual ( [[ r, 1[ / IIb I[ ) using formula (2.8) is represented by p~,, the present predicted by p£, and the 
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Fig. 4. Structure with ill-conditioned stiffness matrix: L = 2000ram; h = 20ram; t =4ram (width); 
fl = 0.01; E = 200 kN/mm2; v = 0.3 (poisson's ratio). 
true relative residual by p~. In all computations of  this paper, the round-off  unit E = 2 -u  for single 
precision; ~ = 2 -56 for double precision. 
Example 6.1. This example is a 1000 by 1000 linear system. A = diag(2 -I, 4 -I ,  6 -I . . . . .  2000-~), 
and b = (1, 1 . . . . .  1) x. In single precision, this problem can be considered ill-conditioned. The 
algorithm was stopped when p~, < 10-s(<E), which occurred at step 75. The results are shown in 
Fig. 2. The values of  P~5, P~5, and P[5 are, respectively, 0.4243 x 10 -s, 0.6824 x 10 -2 and 
0.6816 x 10 -2. We can see from Fig. 2 that the curves of  p]~ and p~, are identical. 
Example 6.2. This example is a 100 by 100 indefinite ill-conditioned system. A = diag(1O -7, 
- 100, 6, 8, 10 . . . . .  198, 10-6), b = (1, 1 . . . . .  1) x. In double precision computation, at the 100th 
step, p°k, Pr,  and p~ are, respectively, 0.3206 x 10 -33, 0.2255 x 10 -3 and 0.2255 x 10 -3. The results 
are shown in Fig. 3. 
Example 6.3. This problem arises from the finite element approximation to the structure as 
shown in Fig. 4. Using 220 four-node plane stress elements, we discretize the structure to a total 
of  663 degrees of  freedom. It is obvious that the initial stiffness matrix is ill-conditioned. We employ 
the LANILE  to solve the ill-conditioned linearized system of  equations arising at the first iterate 
of  the Newton-Raphson  iteration scheme for analyzing the nonlinear structure. The first load 
increment is 0.4 kN. In this example, most elements of  the right-hand side b are zero, which is 
different from the previous bs. 
In double precision, the algorithm was terminated when p~ < 10 -18 (<E), which occurred at 
step 570. The values of  P~70, P~70, and P~70 are, respectively, 0.5242 x 10 -ms, 0.5135 x 10 -2 and 
0.5135 x 10 -2. 
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