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Re´sume´ - Cet article pre´sente les avance´es re´centes dans le domaine de l’asservissement visuel
par imagerie me´dicale, re´alise´es notamment depuis les dernie`res JNRR’07. Le domaine applicatif
concerne la robotique me´dicale ou` la taˆche est re´alise´e selon un sche´ma de commande en « boucle
ferme´e » utilisant directement l’information visuelle fournie par une modalite´ d’imagerie me´dicale telles
l’endoscopie, la fibroscopie, l’e´chographie, la tomodensitome´trie (scanner X), la re´sonance magne´tique
(IRM) ou autres.
Mots-cle´s - Robotique me´dicale, Asservissements visuels
I. INTRODUCTION
Apparue au milieu des anne´es 1980, la robotique me´dicale et chirurgicale n’a cesse´ depuis de progresser.
En effet, graˆce a` l’introduction de nouvelles technologies de l’information et de la communication dans la
me´decine, une nouvelle discipline est apparue, laquelle s’inte´resse aux Gestes Me´dicaux et Chirurgicaux
Assiste´s par Ordinateur (GMCAO). Ainsi, les techniques d’imagerie me´dicale informatise´e permettent
aujourd’hui d’assister le praticien de fac¸on quantitative et fiable. L’utilisation de syste`mes robotiques
permet d’augmenter la pre´cision du geste et d’effectuer des ope´rations chirurgicales peu invasives pour le
patient voir meˆme des interventions ne pouvant pas eˆtre re´alise´es auparavant par une technique manuelle.
A leur de´but, ces syste`mes ont principalement e´te´ te´le´-ope´re´s par le praticien. Depuis une dizaine d’anne´es,
l’e´mergence des techniques d’imagerie a permis d’envisager de nouvelles applications robotiques d’assis-
tance aux gestes me´dicaux. Il est a` pre´sent possible d’utiliser l’information provenant d’une ou de plusieurs
modalite´s d’imagerie telles l’endoscopie, l’e´chographie, l’imagerie a` rayonnement X, ou l’imagerie a`
re´sonance magne´tique IRM pour guider des robots me´dicaux. Actuellement, une grande majorite´ des
interventions re´alise´es sous imagerie me´dicale a` l’aide de robots est base´e sur des techniques de recalage
utilisant ge´ne´ralement des syste`mes externes de mesure optique ou magne´tique pour localiser la position
courante d’un instrument dans le re´fe´rentiel de l’imageur ou` est planifie´e la position de la cible a` atteindre
a` partir d’une image pre´-ope´ratoire du patient. La pre´cision de la localisation et du positionnement de
l’instrument est dans ce cas directement fonction de la pre´cision fournie par le syste`me de localisation
externe utilise´. L’erreur de positionnement est e´galement plus grande lorsque la cible re´elle a` atteindre est
mobile, ce qui est ge´ne´ralement le cas duˆ aux perturbations induites par les mouvements physiologiques
du patient. Dans ce contexte, l’asservissement visuel est une approche alternative que plusieurs e´quipes
de recherche ont propose´ dans des applications me´dicales, afin de commander directement a` partir
d’informations visuelles extraites de l’image me´dicale, et en boucle ferme´e, soit le de´placement de
l’imageur ou celui d’un instrument. Ces techniques ont un avantage majeur. Elles permettent d’obtenir des
pre´cisions de positionnement de l’ordre du pixel tout en essayant de compenser au mieux les perturbations
introduites par les mouvements physiologiques du patient au moyen de la boucle de retour visuel.
Dans cette article, nous reportons les avance´es re´centes de l’asservissement visuel dans le contexte
de la robotique me´dicale. Nous nous inte´resserons et de´taillerons dans la mesure du possible plus par-
ticulie`rement les travaux re´alise´s lors des 2 ou 3 dernie`res anne´es dans la communaute´ franc¸aise et
citerons quelques travaux pre´curseurs ou novateurs re´alise´s a` l’e´tranger. Nous proposons ici de classer
ces travaux en fonction du dispositif d’imagerie me´dicale utilise´ dans l’application cible´e. La section III
porte sur les travaux utilisant une ou plusieurs came´ras avec ou sans optique particulie`re. Les travaux sur
l’asservissement visuel a` partir d’images e´chographiques sont de´crits dans la section IV. Et pour finir, la
section V pre´sente les travaux ou` les imageurs a` rayonnement X ou a` re´sonance magne´tique nucle´aire
sont conside´re´s. Mais tout d’abord un petit rappel sur les notions de base de l’asservissement visuel est
donne´ dans la section qui suit.
II. ASSERVISSEMENT VISUEL
Dans cette section, nous pre´sentons brie`vement les bases utiles a` la compre´hension de ce qu’est un
asservissement visuel. Afin d’obtenir une explication plus approfondie, nous invitons le lecteur a` se reporter
aux articles tutoriels [1] et [2]. La commande par vision ou asservissement visuel consiste a` controˆler
les mouvements d’un syste`me dynamique en inte´grant les informations fournies par un capteur de vision
dans un syste`me de commande en boucle ferme´e. Initialement, les techniques d’asservissement visuel
ont e´te´ de´veloppe´es pour controˆler, a` partir de l’image fournie par une came´ra monoculaire, des robots
de type manipulateurs. Une classification a` pre´sent bien connue permet de qualifier les diffe´rents types
d’asservissement visuel selon 3 crite`res qui sont : la configuration du capteur visuel dans le syste`me
robotique, le type d’architecture de commande utilise´ et le type de grandeur a` asservir. Ces crite`res sont
brie`vement pre´sente´s ci-dessous.
A. Le positionnement du capteur visuel
– La configuration du capteur embarque´ : Comme l’expression l’indique, le capteur visuel est monte´
sur l’organe terminal du robot. Cette configuration est de´nomme´e “eye in hand” dans la litte´rature
anglo-saxonne. L’objectif de l’asservissement est ge´ne´ralement de de´placer le capteur visuel pour
atteindre ou suivre par exemple un objet en mouvement.
– La configuration du capteur de´porte´ : Pour cette configuration “eye to hand”, le capteur visuel n’est
pas solidaire du robot asservi. L’objectif est de faire e´voluer le robot par rapport a` son environnement
de travail, en percevant ge´ne´ralement a` l’aide du capteur visuel l’image du robot et des objets avec
lesquels il interagit.
B. Les grandeurs asservies
– Asservissement visuel 3D :
Dans un asservissement visuel 3D, l’objectif est de controˆler le de´placement du robot dans l’espace
carte´sien. La grandeur a` asservir correspond directement a` l’attitude d’un repe`re lie´ rigidement a`
l’effecteur du robot par rapport a` un repe`re attache´ a` l’objet d’inte´reˆt. L’inconve´nient majeur de ce type
d’asservissement est la ne´cessite´ d’une e´tape de reconstruction 3D permettant de fournir une mesure
d’attitude. Cette dernie`re peut par exemple eˆtre obtenue par triangulation en utilisant un syste`me de
vision ste´re´oscopique calibre´, ou par des techniques de reconstruction de pose dans le cas d’un capteur
monoculaire. Les techniques de reconstruction de pose utilisent des primitives extraites de l’image et
sont ge´ne´ralement base´es sur la connaissance d’un mode`le de la sce`ne observe´e. Malheureusement
quelle que soit la me´thode de reconstruction de pose utilise´e, l’estimation de l’attitude est tre`s sensible
aux bruits de mesure et aux erreurs de calibrage du capteur visuel. Il en re´sulte, apre`s convergence de
l’asservissement lorsque le re´gime permanent est atteint, un biais entre la position du robot et l’objet
d’inte´reˆt a` atteindre. Cet inconve´nient constitue le proble`me majeur de l’asservissement visuel 3D.
– Asservissement visuel 2D : Dans un asservissement visuel 2D, la grandeur a` asservir est exprime´e
sous la forme de primitives visuelles dans l’image. Pour ce type d’asservissement, on parle e´galement
“d’asservissement re´fe´rence´ image”. Contrairement a` un asservissement visuel 3D, le controˆle du
robot n’est pas effectue´ dans l’espace carte´sien, mais directement dans l’image. Les primitives
extraites de l’image sont ge´ne´ralement des formes ge´ome´triques e´le´mentaires qui proviennent de
l’objet d’inte´reˆt. Diffe´rents types de primitives peuvent eˆtre utilise´s. Des coordonne´es de points dans
l’image sont les plus couramment utilise´es. Ces primitives peuvent e´galement eˆtre des droites, des
ellipses, des cylindres, des invariants projectifs, etc... Pour des sce`nes complexes qui ne contiennent
aucune primitive ge´ome´trique simple, l’information du mouvement dans l’image ou directement
l’information photome´trique d’une re´gion d’inte´reˆt de l’image peuvent eˆtre utilise´es comme primitives
visuelles.
C. L’architecture de commande du robot
– Commande se´quentielle : Cette approche est recommande´e lorsque le dispositif d’imagerie ne peut
pas fournir des images a` une cadence d’acquisition supe´rieure au Hertz. L’asservissement fonctionne
selon un mode se´quentiel e´galement appele´ “look then move” dans la litte´rature anglo-saxonne. La
se´quence consiste a` acque´rir une ou un ensemble d’images puis traiter et analyser ces images pour
ge´ne´rer une trajectoire en position de l’organe terminal du robot qui est envoye´e au controˆleur bas-
niveau du robot fourni par le constructeur. Ce dernier effectue ensuite l’asservissement en position
des coordonne´es articulaires. Cette se´quence peut eˆtre re´pe´te´e e´ventuellement jusqu’a` atteindre un
crite`re d’arreˆt impose´. L’avantage de cette architecture re´side dans sa simplicite´, sa portabilite´ et sa
robustesse, car le robot peut eˆtre conside´re´ comme un syste`me de positionnement autonome ou` les
singularite´s et les se´curite´s sont ge´re´es par le controˆleur de bas niveau du robot. L’inconve´nient est
l’impossibilite´ de re´aliser des asservissements visuels pour lesquels le but recherche´ est la rapidite´.
– Commande cine´matique : La commande cine´matique est un asservissement en boucle ferme´e qui
consiste a` envoyer pe´riodiquement des consignes de vitesses articulaires au controˆleur bas niveau du
robot. La cadence du rafraıˆchissement des consignes est impose´e par la fre´quence d’acquisition des
images et la dure´e des traitements ne´cessaires a` l’extraction de l’information visuelle et du calcul de
la loi de commande. Ce type de commande est ge´ne´ralement utilise´ pour des fre´quences d’acquisition
des images allant de 1 a` 50 Hz. La fonction de transfert du robot est conside´re´e comme e´tant un
inte´grateur pur car les effets dynamiques ne sont pas mode´lise´s. Cette commande a l’avantage d’eˆtre
facilement mise en œuvre si le controˆleur bas niveau du robot permet de ge´ne´rer et d’appliquer une
trajectoire de positions articulaires a` partir de consignes de vitesses articulaires. Ne´anmoins, elle
n’est pas ade´quate pour des applications ne´cessitant une re´activite´ e´leve´e du robot du fait de la non
mode´lisation des effets dynamiques.
– Commande dynamique : La commande dynamique tient compte d’une mode´lisation plus re´aliste
du comportement du robot. Une identification des parame`tres dynamiques (masses, inerties, frotte-
ments,...) du robot est ne´cessaire afin de mettre en œuvre une commande en vitesse ou en couple
qui line´arise le comportement du syste`me. Dans ce cas, le syste`me de vision commande directement
les variateurs des actionneurs du robot en se substituant au controˆleur bas niveau du robot. Cette
architecture permet de tirer pleinement partie des possibilite´s dynamiques offertes par le robot pour
re´aliser des asservissements visuels rapides. Elle ne´cessite cependant une cadence e´leve´e du syste`me
de vision (plus de 50 images/s), afin de garantir la stabilite´ et la convergence de la commande.
III. CAME´RAS AVEC OU SANS OPTIQUE PARTICULIE`RE
Historiquement, les premiers travaux d’asservissement visuel en robotique me´dicale ont e´te´ re´alise´s dans
le contexte de la chirurgie laparoscopique ou` le dispositif d’imagerie utilise´ est un endoscope constitue´
d’une came´ra couple´e a` une optique particulie`re de forme cylindre. Cette optique de longueur importante
est introduite dans l’abdomen du patient par l’interme´diaire d’un trocart pre´alablement positionne´ au
travers d’un point d’incision. Un re´seau de fibres optiques place´ en pe´riphe´rie de l’optique permet de
transporter a` l’inte´rieur de l’abdomen du patient l’e´clairage d’une source de lumie`re froide qui est situe´e
a` l’exte´rieur. Ce type d’imageur me´dicale a l’avantage de be´ne´ficier des bonnes proprie´te´s des came´ras
classiques, qui sont entre autres une cadence e´leve´e de l’acquisition d’images (25 images/s ou plus) et la
pre´sence d’un faible temps de retard d’acquisition (de l’ordre de 20 ms). Il est donc approprie´ pour eˆtre
inte´gre´ dans des applications robotiques avec asservissement visuel utilisant une architecture de commande
cine´matique ou dynamique.
Les premiers travaux [3], [4], [5] ont porte´ sur le positionnement automatique d’un robot porteur
d’endoscope (configuration “eye in hand”) afin de suivre et maintenir dans le champs visuel de la came´ra
un ou plusieurs instruments de chirurgie laparoscopique lors d’une intervention chirurgicale et e´vitant
ainsi la pre´sence d’un chirurgien pour manipuler l’endoscope.
Par la suite, des travaux ont porte´ sur le positionnement automatique d’un instrument de chirurgie
laparoscopique actionne´ par un robot me´dical commande´ par asservissement visuel (configuration “eye to
hand”). Les applications mises en œuvre ont e´te´ : la re´cupe´ration automatique par asservissement visuel
2D d’un instrument dans le champs visuel de la came´ra [6], une taˆche de suture automatique [7] effectue´e
par asservissement visuel 3D apre`s indication dans l’image du point d’entre´e et de sortie d’une aiguille
circulaire et la compensation des mouvements physiologiques du patient au moyen d’une commande
dynamique utilisant un correcteur pre´dictif base´ sur un mode`le du mouvement de l’organe [8].
L’utilisation de la vision pour le guidage de robot a` l’inte´rieur du corps humain est limite´e par les
difficulte´s e´manant de l’interpre´tation des images. Pour cette raison, les travaux mentionne´s pre´ce´demment
ont pour la plupart conside´re´ des informations visuelles fournies par des marqueurs artificiels ajoute´s dans
la sce`ne. Ces marqueurs ont e´te´ fixe´s sur l’extre´mite´ des instruments [3], [4], [5], [7] et/ou e´galement sur
la surface de l’organe d’inte´reˆt par projection de spot laser [6] ou fixation de marqueurs lumineux [8].
Une me´thode alternative a` l’utilisation de marqueur a e´te´ propose´e dans [9] dans le but de de´tecter des
instruments de chirurgie laparoscopique. Cette me´thode est base´e sur l’hypothe`se que chaque instrument
est introduit dans l’abdomen par un point “fixe”. Elle ne´cessite une phase d’initialisation au de´but de
l’intervention qui consiste a` visualiser par la came´ra endoscopique les points de l’abdomen ou` sont
inse´re´s les diffe´rents instruments afin de calculer leurs coordonne´es 3D dans un repe`re lie´ au robot selon
le principe de ste´re´ovision. Ces coordonne´es 3D constituent des contraintes sur les positions attendues des
outils dans les images permettant ainsi a` un algorithme de segmentation base´ sur la me´thode de Hough
[10] d’extraire efficacement les contours late´raux des instruments. La de´tection de l’extre´mite´ de l’outil
est base´e sur une me´thode d’Otsu [11] qui consiste a` re´aliser un seuillage sur l’histogramme des niveaux
de gris des pixels appartenant a` l’axe de syme´trie de l’instrument. Cette me´thode de de´tection a e´te´ valide´e
sur cadavre lors d’une chole´cystectomie (ablation de la ve´sicule biliaire) et un asservissement visuel 2D
“eye in hand” a e´te´ mis en œuvre pour controˆler 2 degre´s de liberte´ d’un robot porte-endoscope afin de
suivre et maintenir un instrument au centre de l’image (Figure 1).
En vue de re´aliser le positionnement relatif des instruments par rapport aux surfaces des organes,
de´formables et en mouvement, une approche diffe´rente consiste a` effectuer une mesure 3D imme´diate
de la surface des organes. Celle-ci a e´te´ aborde´e dans [12] par la mise en œuvre d’un dispositif de
lumie`re structure´e qui projette un motif sur les organes, inde´pendamment de l’information renferme´e dans
la texture. Cette e´tude concerne plus particulie`rement la conception automatique de motifs de grandes
dimensions, codant spe´cifiquement la lumie`re et ou` la distance de Hamming permet de quantifier la
robustesse vis-a`-vis des occultations et des discontinuite´s de courbures de la surface observe´e. Des
dispositifs de projection miniaturise´s ont e´te´ de´veloppe´s en partenariat avec un industriel. Graˆce aux
choix des indices visuels repre´sentant les e´le´ments du motif et a` un sche´ma de de´codage propose´, la
Fig. 1. Quelques exemples de de´tection des instruments chirurgicaux avec la me´thode du “point fixe” et le robot porte-endoscope LER
commande´ par asservissement visuel 2D pour centrer l’instrument dans l’image
rapidite´ d’exe´cution obtenue permet une reconstruction 3D (Figure 2) en temps re´el (50 ms) pour des
applications de re´alite´ augmente´e et de commande de robot [13].
Fig. 2. Projection d’un motif monochrome sur les organes de l’abdomen d’un porc - De´codage : les indices visuels de´tecte´s et de´code´s
(mis en correspondance avec le mode`le) sont colorie´s en rouge - Reconstruction 3D
Re´cemment une nouvelle technique de chirurgie mini-invasive a e´te´ mise en place par les me´decins.
Cette technique consiste a` introduire des instruments chirurgicaux dans la cavite´ abdominale par voie
transluminale, c’est a` dire par des orifices naturels tels que la bouche, l’anus, le vagin ou l’ure`tre. Cette
nouvelle technique pre´sente de nombreux avantages par rapport aux techniques traditionnelles telles que la
chirurgie ouverte (laparotomie) ou chirurgie laparoscopique. Le plus significatif est l’absence d’incisions
dans la paroi abdominale et de cicatrices visibles apre`s l’intervention. Dans ce contexte, des travaux
de recherche [14], [15] ont e´te´ mene´s afin de controˆler automatiquement l’orientation de la teˆte d’un
endoscope flexible robotise´. Deux degre´s de liberte´ en orientation sont commande´s par un asservissement
visuel base´ image, de sorte que la came´ra endoscopique maintienne une cible anatomique fixe dans l’image
(voir Figure 3). Afin de rejeter efficacement les perturbations lie´es au mouvement respiratoire, l’asser-
vissement visuel est couple´ a` un me´canisme de commande re´pe´titive [16]. Cette commande, re´cemment
utilise´e dans le domaine me´dical, a une limitation importante : elle ne permet pas de rejeter efficacement
des perturbations non pe´riodiques. Cette limitation est particulie`rement geˆnante en endoscopie flexible
ou` la came´ra est embarque´e sur le syste`me portant les instruments. Ainsi, dans le syste`me conside´re´,
l’enfoncement de l’endoscope est controˆle´ manuellement et ces mouvements manuels agissent comme
des perturbations inconnues sur l’asservissement visuel. La solution propose´e par les auteurs consiste a`
de´composer ces perturbations selon 2 axes : les changements de profondeur selon l’axe de la came´ra et les
perturbations perpendiculaires a` cet axe. Un algorithme de commande permettant de ge´rer au mieux ces 2
types de perturbations est propose´. Les variations de profondeur sont estime´es a` partir des modifications de
la cible anatomique dans l’image en utilisant un mode`le de transformation homographique. Ces variations
de profondeur sont utilise´es pour mettre a` jour le tampon des commandes passe´es intervenant dans
l’algorithme de commande re´pe´titive, de sorte que les actions applique´es correspondent a` la nouvelle
profondeur de la cible [14]. La commande re´pe´titive classique ne permet pas de rejeter l’autre partie
des perturbations ou produit des re´pe´titions inapproprie´es. Pour re´soudre ce proble`me, un algorithme de
commande a` commutation est propose´ ou` un observateur permet de de´tecter l’arrive´e d’une perturbation
non pre´vue. La commande re´pe´titive est alors de´route´e pour une pe´riode, ce qui e´vite de re´pe´ter les
actions de commandes de rejet de cette perturbation [15]. Ces algorithmes de commande ont e´te´ teste´s
avec succe`s lors de plusieurs ope´rations in vivo mene´es sur mode`le porcin. Les ame´liorations dans le
rejet des perturbations dues au mouvement manuel de l’endoscope sont importantes et n’affectent pas le
rejet des perturbations pre´dites. Ceci permet d’envisager un mode de commande coope´ratif chirurgien /
asservissement visuel pour les endoscopes flexibles pour des applications intraluminales (gastroscopie) ou
transluminales.
Fig. 3. Gastroscope robotise´ - Image observe´e durant l’asservissement visuel par l’endoscope flexible (gastroscope). L’orientation de la
teˆte est automatique afin de suivre un point de bruˆlure du foie (taˆche blanche) alors que l’enfoncement du gastroscope et des instruments
est manuel - Vue du gastroscope et de son instrument par un laparoscope conventionnel
Depuis quelques anne´es, des recherches sont mene´es en vue de permettre la re´alisation d’interventions
chirurgicales tel que le pontage de l’arte`re coronaire sur cœur battant a` l’aide d’un syste`me robotique
te´le´ope´re´ par le chirurgien. Une premie`re approche est de synchroniser les de´placements de la came´ra
endoscopique et des instruments laparoscopiques avec les mouvements du cœur, de sorte que le chirurgien
puisse ope´rer sur un cœur virtuellement stabilise´. Dans cette optique, des asservissements visuels rapides
[8], [16] ont e´te´ de´veloppe´s et teste´s sur animaux pour synchroniser les de´placements des instruments
chirurgicaux au moyen de commandes dynamiques. Les premiers travaux ont porte´ plus particulie`rement
sur la synthe`se de commandes pre´dictives et re´pe´titives ou` le mouvement du cœur battant est conside´re´
comme une perturbation cyclique pour l’asservissement visuel qui a pour objectif de la compenser. Ces
commandes sont base´es sur un mode`le du mouvement du cœur permettant de fournir une pre´diction de
l’e´volution de la perturbation. Dans [17], le mode`le de la perturbation a e´galement e´te´ corre´le´ a` des signaux
externes tels que le de´bit respiratoire et l’ECG. Ces travaux ont conside´re´ des informations visuelles de
type point correspondant a` la projection de marqueurs lumineux fixe´s sur la surface du cœur.
Des solutions ont par la suite e´te´ propose´es pour estimer le mouvement du cœur sans l’utilisation de
marqueurs artificiels. Une approche base´e sur une analyse de texture est pre´sente´e dans [18] pour de´tecter
des marqueurs naturels de la surface du cœur et fournir une estimation du mouvement 3D a` partir de
l’image fournie par une came´ra endoscopique monoculaire. Une me´thode utilisant un syste`me de vision
ste´re´oscopique a e´galement e´te´ propose´e [19] . Dans [20], le suivi du mouvement d’un cœur battant est
re´alise´ dans une se´quence d’images par une me´thode de suivi diffe´rentiel. Dans ce travail, la de´formation
de la surface du cœur est approche´e par un mode`le base´ sur des fonctions radiales de base (Radial
basis function) de type splines de plaques minces (thin plate spline). Les parame`tres de de´formations du
mode`le incluent des parame`tres de de´formation affine et des points de controˆle 2D des splines traduisant
les de´formations non line´aires dans le plan image. L’algorithme de suivi consiste a` estimer les parame`tres
du mode`le de de´formation qui minimisent l’erreur d’alignement entre une image de re´fe´rence, acquise
a` l’initialisation du suivi, et l’image courante apre`s application de la transformation estime´e. L’erreur
d’alignement est mesure´e directement a` partir de la diffe´rence de l’intensite´ (en niveaux de gris) des
pixels appartenant a` l’image de re´fe´rence et ceux de l’image courante modifie´e par la transformation
inverse estime´e. Afin de tenir compte des de´formations projectives et de permettre le suivi 3D complet
de la surface, le mode`le de de´formation a par la suite e´te´ e´tendu et parame´tre´ par des points de controˆle
3D qui correspondent a` des points de la surface observe´e. Les coordonne´es 3D de ces nouveaux points
de controˆle sont estime´es en minimisant l’erreur d’alignement entre l’image de re´fe´rence et deux images
observe´es par un syste`me ste´re´oscopique calibre´ (Figure 4). Cette me´thode a l’avantage de s’affranchir
d’une mise en correspondance explicite des images ste´re´oscopiques. Afin d’eˆtre robuste au changement
d’illumination, la me´thode de compensation propose´e dans [21] a e´te´ mise en œuvre. Cette dernie`re repose
sur une estimation d’une surface mode´lisant la variation d’e´clairage par des fonctions radiales (splines de
plaques minces).
Fig. 4. La re´gion suivie de la surface du cœur visualise´e dans les 2 images lors d’un battement simule´ par un robot manipulateur portant
un cœur - La reconstruction 3D de la surface a` un instant donne´.
Toujours dans le contexte de la chirurgie sur cœur battant, un syste`me robotique [22] a e´te´ de´veloppe´
pour stabiliser de manie`re active une surface locale du cœur. Le principe consiste a` de´placer automatique-
ment 2 doigts me´caniques en contact du cœur de sorte a` compenser son mouvement. Le travail a porte´ sur
la conception d’un robot miniature rapide base´ sur une structure a` me´canisme compliant actionne´ par un
actionneur pie´zoe´lectrique ainsi que sur une commande par asservissement visuel dynamique permettant de
stabiliser le mouvement du cœur dans sa direction principale (1 DDL). Une came´ra rapide en configuration
“eye to hand” et fournissant 333 images/seconde mesure la variation de position de l’organe terminal du
robot par suivi d’un marqueur visuel de type point qui est attache´ a` l’extre´mite´ du dispositif. Aucune
reconstruction 3D n’est ne´cessaire car la came´ra est positionne´e de sorte que le plan image soit paralle`le
au plan du marqueur visuel. Plusieurs lois de commande ont e´te´ synthe´tise´es par une approche H∞ sans
ou avec connaissance a priori de la fre´quence cardiaque ou d’un mode`le du mouvement. Une nouvelle
version du syste`me robotique [23] a e´te´ par la suite de´veloppe´e pour compenser le mouvement du cœur
selon 2 directions principales.
Dans [24], un asservissement visuel re´fe´rence´ image est mis en œuvre pour effectuer automatiquement
l’insertion d’une aiguille dans le petit animal (souris) afin de re´aliser une biopsie ou injecter une substance
me´dicamenteuse dans le cadre d’essais the´rapeutiques. Le dispositif est constitue´ d’un manipulateur
robotique porteur d’aiguille et d’un dispositif de vision ste´re´oscopique en configuration “eye to hand”. La
proce´dure consiste tout d’abord a` re´aliser une imagerie 3D de l’animal fixe´ sur un lit pre´vu spe´cialement
a` sa taille au moyen d’un micro-scanner a` rayon X. Le me´decin indique ensuite dans le volume obtenu la
cible a` atteindre et le point d’entre´e de l’aiguille. L’ensemble animal et lit est par la suite positionne´ devant
le robot et le syste`me de vision ste´re´oscopique. Une reconstruction 3D du lit exprime´e dans le re´fe´rentiel
du syste`me de vision est ensuite re´alise´e par une technique de projection de lumie`re structure´e, puis
recale´e au volume pre´-ope´ratoire obtenu par le scanner. Ce recalage permet alors d’exprimer en pixel les
consignes des informations visuelles 2D a` atteindre dans les images ste´re´oscopiques qui sont : la position
de la cible et les droites correspondant a` la projection de l’axe de l’aiguille dans les 2 plans images. Les
droites de´crivant la position et l’orientation courante de l’aiguille sont extraites par une technique base´e
sur la me´thode de Hough [10].
IV. ECHOGRAPHES
L’imagerie ultrasonore posse`de trois principaux atouts. Elle permet une imagerie anatomique en temps
re´el, non-invasive et a` faible couˆt. La plupart des dispositifs d’imagerie e´chographique 2D ont l’avantage
de fournir des images a` la cadence vide´o (25 images/seconde), ce qui rend possible leur utilisation
pour des applications robotiques ou` la commande est base´e sur un asservissement visuel. Ne´anmoins, le
rapport signal/bruit des images e´chographiques est faible et rend difficile leur interpre´tation et traitement.
L’utilisation de cette modalite´ en asservissement visuel a de´marre´ aux alentours de l’an 2000. Cependant,
le nombre de travaux existant n’est pas e´leve´ et nous sommes donc en mesure de faire ici un e´tat de l’art
international quasiment complet. Les applications concernent soit le guidage de la sonde e´chographique
(configuration “eye in hand”), soit le guidage d’un instrument ou d’une aiguille observe´e par la sonde
(configuration “eye to hand”). Nous pouvons distinguer deux cate´gories de travaux : ceux qui se sont
limite´s a` commander, par asservissement visuel, les mouvements de la sonde ou de l’instrument uniquement
dans le plan de coupe du capteur et ceux qui ont fourni des solutions pour commander e´galement les
de´placements en-dehors du plan de coupe par asservissement visuel. En effet, il est important de noter
qu’une sonde e´chographique 2D standard a la particularite´ de fournir une information comple`te dans le
plan d’observation du capteur mais de ne fournir aucune information en dehors de ce plan. Les capteurs
de vision usuels (came´ras) agissent d’une manie`re totalement diffe´rente car il fournissent une projection
de l’environnement perc¸u vers une image 2D. Par conse´quent, les me´thodes classiques d’asservissement
visuel ne peuvent pas eˆtre directement applique´es pour un capteur fournissant une coupe. Il faut e´galement
noter qu’une proble´matique importante concerne l’extraction en temps re´el des informations visuelles,
ne´cessaires a` la commande du syste`me car comme nous l’avons de´ja` mentionne´, les images e´chographiques
sont par nature tre`s fortement bruite´es.
A. Asservissements visuels limite´s au controˆle des de´placements dans le plan de coupe
Les auteurs de [25] ont e´te´ les premiers a` mettre en œuvre un asservissement visuel utilisant l’image
e´chographique. Un robot porteur de sonde e´chographique 2D est utilise´ pour re´aliser l’imagerie ultrasonore
3D d’une arte`re. La commande visuelle mise en œuvre permet de centrer automatiquement la section de
l’arte`re dans l’image e´chographique 2D afin de maintenir l’arte`re visible dans l’image lors du de´placement
de la sonde. Parmi les six degre´s de liberte´ du robot manipulant la sonde, seuls les trois degre´s de liberte´
ge´ne´rant un mouvement dans le plan du capteur (deux translations et une rotation) sont commande´s
par vision e´chographique, les 3 autres sont te´le´-ope´re´s par l’utilisateur. Dans [26], un robot me´dical
est commande´ par asservissement visuel e´chographique afin d’inse´rer automatiquement une aiguille lors
d’une chole´cystostomie percutane´e. Cependant, uniquement 2 degre´s de liberte´ de l’aiguille (une rotation
et une translation) sont commande´s directement par l’image e´chographique et l’aiguille est me´caniquement
contrainte de rester dans le plan d’observation de la sonde 2D. Un travail plus re´cent [27] a porte´ sur
la conception d’un dispositif robotique ainsi que sur sa commande par asservissement visuel en vue de
dissoudre un calcul re´nal en mouvement par e´mission d’un faisceau ultrasonore focalise´ a` forte e´nergie
(lithotripsie). Ce dispositif est constitue´ d’un robot carte´sien XYZ dont l’organe terminal porte un e´metteur
d’onde ultrasonore de puissance rigidement lie´ a` une sonde e´chographique 3D. La sonde e´chographique
3D est configure´e dans un mode bi-plan fournissant 2 coupes orthogonales. L’expe´rimentation mise en
œuvre consiste a` de´placer automatiquement l’ensemble e´metteur et sonde e´chographique afin de suivre
les de´placements d’une bille plonge´e dans une bassine d’eau qui est actionne´e par un piston simulant
ainsi un calcul re´nal en mouvement. Dans cette e´tude, une commande rapide du robot est re´alise´e par
un asservissement visuel re´fe´rence´ image utilisant comme informations visuelles les coordonne´es du
barycentre de la bille extraites dans les 2 images e´chographiques. Cet asservissement visuel peut eˆtre
conside´re´ comme e´tant limite´ au controˆle des de´placements dans le plan de coupe (dans chaque plan) car
il n’y a pas de couplage des informations visuelles entre les 2 images du fait que les axes des images
sont aligne´s avec les axes du robot et que les mouvements de rotation de la sonde ne sont pas conside´re´s.
B. Asservissements visuels pour controˆler les de´placements dans et en-dehors du plan de coupe
L’utilisation d’un capteur e´chographique 3D a e´te´ propose´e dans [28] pour controˆler les 4 degre´s de
liberte´ d’un instrument robotise´ de chirurgie laparoscopique. Dans cette e´tude, une reconstruction comple`te
du volume observe´ par le capteur permet d’estimer la position de l’instrument dans un repe`re carte´sien
associe´ a` la sonde. Cette localisation 3D de l’instrument est ensuite utilise´e pour guider automatiquement
ce dernier vers une cible pre´alablement indique´e par l’utilisateur dans le volume 3D. Ne´anmoins, les
sondes 3D sont pour l’instant limite´es a` l’acquisition de volumes de petites tailles et de faible re´solution
spatiale, ce qui limite l’amplitude des mouvements possibles de l’instrument.
Une autre approche permettant d’utiliser une sonde 2D consiste a` mode´liser l’interaction comple`te
entre l’objet observe´ et le plan de coupe de la sonde. Les premiers objets conside´re´s ont e´te´ constitue´s
par de simples droites 3D produisant des points d’intersection avec le plan de coupe. Dans [29] deux
points visuels, correspondant dans l’image e´chographique a` la section d’une pince ouverte de chirurgie
laparoscopique (mode´lise´e par deux droites), sont utilise´s comme informations visuelles afin de controˆler
les 4 degre´s de liberte´ de l’instrument en vue d’assister le geste du chirurgien lors d’une intervention
de re´paration de la valve mitrale du cœur. En lien avec ce travail, les auteurs de [30] ont propose´ une
commande pre´dictive qui tient compte des contraintes de visibilite´ de l’instrument dans l’image. Les
auteurs de [31] ont e´galement propose´ une me´thode permettant de recaler le robot porteur d’instrument
par rapport a` la sonde e´chographique au moyen d’un algorithme utilisant uniquement l’observation des
points re´sultant de l’intersection de l’outil avec le plan de coupe. Il faut noter que ce recalage est ne´cessaire
pour re´aliser la commande d’un instrument avec une sonde de´porte´e (“eye to hand”), ce qui n’est pas
utile a` la commande d’une sonde embarque´e (“eye in hand”).
L’utilisation d’informations visuelles de type point a e´galement e´te´ conside´re´e dans [32] ou` une com-
mande re´fe´rence´e image e´chographique permet de re´aliser automatiquement la proce´dure de calibrage
d’une sonde e´chographique 2D. La proce´dure consiste a` positionner selon diffe´rentes configurations le
plan e´chographique sur un point 3D fixe qui est mate´rialise´ par l’intersection de deux fils de nylon tendus
et immerge´s dans une bassine d’eau. Elle est re´alise´e par une taˆche visuelle qui consiste a` centrer les
sections des deux fils sur une cible de´finie dans l’image pour diffe´rentes orientations de la sonde.
Dans [33] une premie`re e´tude a pre´sente´ une me´thode d’asservissement visuel base´e sur une formulation
implicite du contour 2D d’un e´le´ment anatomique observe´ dans la coupe, dont la ge´ome´trie 3D est a priori
connue au moyen d’une imagerie pre´-ope´ratoire, dans le but de positionner et maintenir par asservissement
visuel une sonde e´chographique sur une section de´sire´e de l’e´le´ment anatomique d’inte´reˆt. Une me´thode
[34] utilisant les moments extraits de la section d’un organe d’inte´reˆt a par la suite e´te´ propose´e pour
augmenter la robustesse de la commande aux erreurs de mesure dans l’image. Re´cemment, cette me´thode
base´e sur les moments de la section observe´e a e´te´ e´tendue dans [35] pour s’affranchir de la connaissance
d’un mode`le de l’organe conside´re´. Son principe repose sur une estimation du vecteur normal a` la surface
de l’organe pour chaque point du contour de la section observe´e. Cette estimation qui est re´alise´e en ligne
a` partir de l’information fournie par l’image et de l’odome´trie du robot permet alors de de´terminer la
matrice d’interaction, ne´cessaire a` la commande par asservissement visuel, qui mode´lise la variation des
moments aux de´placements (selon les 6 degre´s de liberte´) de la sonde. La figure 5 pre´sente les derniers
re´sultats obtenus avec cette me´thode.
Fig. 5. L’image initiale, une image interme´diaire et l’image finale obtenues durant l’asservissement visuel base´ sur les moments extraits
de la section observe´e. Le contour rouge indique la section de´sire´e a` atteindre et le contour vert entoure la section actuelle
Ces dernie`res approches reposent toutes sur l’utilisation d’informations visuelles ge´ome´triques qui sont
extraites de l’image par des techniques de segmentation, soit des points dans [29], [30], [32], des contours
dans [33] ou les moments d’une section d’un organe d’inte´reˆt dans [35]. Afin de s’affranchir de l’e´tape de
segmentation et de conside´rer des images e´chographiques non structure´es, une approche [36] totalement
diffe´rente utilise directement l’information de corre´lation du bruit de type “speckle” pre´sent dans l’image
e´chographique pour re´aliser la poursuite d’un organe en mouvement par une sonde e´chographique robotise´e
selon les 6 degre´s de liberte´. La me´thode consiste a` minimiser la position carte´sienne relative entre une
coupe de re´fe´rence apprise a` un instant donne´ et se de´plac¸ant avec l’objet d’inte´reˆt et la coupe actuellement
observe´e par la sonde. Une technique de de´corre´lation du “speckle” est utilise´e pour obtenir une estimation
de cette position relative qui est imme´diatement minimise´e par un asservissement visuel hybride 2D/3D.
Les premiers re´sultats expe´rimentaux obtenus sur une maquette anatomique ont de´montre´ la faisabilite´
d’une telle approche (Figure 6).
V. IMAGEURS A` RAYONS X ET A` RE´SONANCE MAGNE´TIQUE NUCLE´AIRE (IRM)
Peu de travaux ont e´te´ mene´s sur la mise en œuvre d’asservissement visuel utilisant l’image fournie
par un imageur a` rayon X ou a` re´sonance magne´tique nucle´aire (IRM). Ceci s’explique en grande partie
par la difficulte´ a` re´cupe´rer un flux temps re´el d’images meˆme si les derniers dispositifs d’imagerie sont
capables actuellement de re´aliser des acquisitions proches du temps re´el. Le verrou principal est l’absence
d’un format de donne´es universel permettant le transfert de flux de donne´es continu et sans retard. La
Fig. 6. Poursuite automatique d’une maquette anatomique, simulant le de´placement de tissus mous (selon 6 DDL), par une sonde
e´chographique 2D embarque´e sur un robot. L’asservissement visuel utilise uniquement le bruit de “speckle” contenu dans l’image
e´chographique pour re´aliser la taˆche
norme actuellement utilise´e dans la communaute´ me´dicale est le format DICOM (The Digital Imaging
and Communications in Medicine) qui est de´ja` assez ancien. Ce dernier permet de re´cupe´rer les images
acquises uniquement par une proce´dure hors-ligne base´e sur un protocole de communication lent de type
client-serveur ou` le serveur est dans ce cas le dispositif d’imagerie. Ce format DICOM n’est donc pas en
mesure de fournir les images a` une cadence compatible au besoin de l’asservissement visuel. Pour l’instant,
seul le fluoroscope permet de fournir en temps re´el via une sortie analogique une image radiographique
du patient a` la cadence vide´o. Le premier asservissement visuel avec fluoroscope a` e´te´ pre´sente´ dans
[37] ou` le positionnement d’une aiguille de chirurgie percutane´e est re´alise´ de manie`re ite´rative par une
commande se´quentielle avec une configuration de´porte´e “eye to hand” de l’imageur.
Un asservissement visuel en mode se´quentiel [38] a e´galement e´te´ mis en œuvre dans le cadre d’une
application robotique de traitement du cancer au centre de protonthe´rapie d’Orsay. Le patient est porte´
par un robot manipulateur pour eˆtre positionne´ devant une source de protons de sorte que le faisceau
converge exactement au centre d’une tumeur du cerveau a` traiter avec une orientation donne´e. Cette
asservissement visuel utilise deux coupes radiographiques perpendiculaires du craˆne du patient qui sont
acquises non pe´riodiquement afin de re´duire la dose de rayonnement. Elle sont ensuite compare´es a` des
coupes virtuelles ge´ne´re´es par un syste`me de planification indiquant la position exacte ou` devraient se
situer des marqueurs imple´mente´s dans le craˆne du patient. Une commande par asservissement visuel
re´fe´rence´e image permet ensuite de de´finir la nouvelle position du robot a` atteindre qui minimise au
mieux l’erreur d’alignement. Ce processus est re´ite´re´ jusqu’a` l’obtention d’une erreur minimale avant
d’envoyer le faisceau de protons.
Les applications chirurgicales utilisant le scanner X ou l’IRM sont ge´ne´ralement base´es sur le recalage de
donne´es per-ope´ratoires avec des donne´es pre´-ope´ratoires ou` est planifie´ a` l’avance le geste d’intervention.
La plupart des applications concernent l’insertion d’aiguille en vue de re´aliser une biopsie ou le traitement
d’une tumeur par injection de substances me´dicamenteuses, par thermo-ablation ou par cryo-ablation. Dans
ce contexte, aucun asservissement visuel n’a pour l’instant e´te´ mis en œuvre. Les raisons sont d’une part
la non disponibilite´ d’un flux temps re´el des images per-ope´ratoires comme nous l’avons de´ja` mentionne´
et d’autre part la difficulte´ a` faire entrer des syste`mes robotiques dans ces imageurs. En effet, pour ce
dernier point, il est indispensable que les robots ne soient pas constitue´s de mate´riaux ferro-magne´tiques
pour e´viter d’une part d’introduire des distorsions dans les images scanner X, ou tout simplement de
de´truire le scanner IRM sous l’influence de son champ magne´tique intense. Plusieurs e´quipes de recherche
se sont donc inte´resse´es ces dernie`res anne´es a` concevoir des robots porteur d’aiguille respectant ces
contraintes. Nous pouvons compter en France, le robot CT-Bot [39] qui se pose sur le ventre du patient
dans un scanner X conventionnel et le robot le´ger LPR [40] compose´ entie`rement de pie`ces en plastique et
actionne´ inte´gralement par des moteurs a` air comprime´, le rendant ainsi e´galement capable de manipuler
une aiguille dans un scanner IRM. Pour ces syste`mes, le positionnement automatique de l’aiguille est
re´alise´e apre`s une proce´dure de recalage qui consiste a` localiser un repe`re attache´ au robot dans le repe`re
de l’imageur au moyen d’un marqueur ste´re´otaxique solidairement fixe´ sur le robot. Ce marqueur est
ge´ne´ralement constitue´ par une pie`ce contenant un ensemble de droites radio-opaques (cas du scanner
X) ou d’un mate´riau visible a` l’IRM dont les positions et orientations sont pre´cise´ment connues dans
le repe`re attache´ au robot. L’intersection d’un ou plusieurs plans de coupe avec ses droites ge´ne`re des
points dans les images observe´es dont les coordonne´es sont utilise´es pour de´terminer l’attitude du repe`re
attache´ au robot par rapport au repe`re de re´fe´rence de l’imageur. Ce recalage permet par la suite de
traduire les coordonne´es de la cible a` atteindre, du point d’entre´e de l’aiguille et de son orientation, qui
ont e´te´ indique´es pre´alablement par le me´decin dans un volume pre´-ope´ratoire du patient, en consignes
exprime´es dans le repe`re du robot. Le positionnement de l’aiguille est alors re´alise´ par une commande
de position sans retour visuel. Une ou plusieurs acquisitions de coupe sont par la suite effectue´es pour
ve´rifier voir corriger (principe d’une commande se´quentielle) le positionnement de l’aiguille avant son
insertion par le robot [40] ou manuellement par le me´decin avec une orientation impose´e par le robot [39].
Re´cemment des chercheurs d’un laboratoire que´be´cois on propose´ une application re´volutionnaire [41],
[42] qui consiste a` utiliser le champ magne´tique d’un scanner IRM pour positionner une micro-capsule
endovasculaire dans le re´seau arte´riel sous retour visuel de l’imageur. La micro-capsule est constitue´e d’un
mate´riau ferro-magne´tique et sa propulsion est obtenue en modifiant l’orientation du champs magne´tique
par une commande actionnant le champ magne´tique cre´e´ par les bobines de gradient de l’imageur. Dans
cette e´tude, une micro-capsule est guide´e selon une trajectoire 2D pre´de´finie afin d’atteindre une position
de´sire´e dans le re´seau sanguin. Le scanner IRM est utilise´ alternativement en mode de propulsion durant
14 ms et en mode d’imagerie durant 16 ms, ce qui permet d’atteindre une pe´riode d’asservissement visuel
de 30 ms. La trajectoire a` suivre est fragmente´e en segments line´aires qui sont de´limite´s par des points
de passage. Le long de chaque segment un correcteur de type PID de´termine la propulsion a` appliquer a`
la capsule en fonction de sa position courante extraite de l’image.
VI. PERSPECTIVES
Nous pouvons souligner que la communaute´ roboticienne en France me`ne des recherches tre`s actives
dans le domaine des asservissements visuels applique´s a` la robotique me´dicale. Le nombre et la qualite´
des travaux pre´sente´s dans des revues ou a` des confe´rences internationales te´moignent de l’excellence des
e´quipes franc¸aises dans le domaine. Les diffe´rentes modalite´s d’imagerie offrent actuellement la possibilite´
de mener d’innombrables travaux de recherche en asservissement visuel et il est quasiment certain que
dans un futur proche, des e´quipes de recherche mettront en œuvre des asservissements visuels rapides
utilisant des images fournies par un scanner X ou un IRM. Une proble´matique inte´ressante concerne
e´galement la compensation du mouvement physiologique du patient en vue de re´aliser des interventions
sur cœur battant ou autres organes de´formables en mouvement. Nous pouvons e´galement imaginer que
ce type d’intervention pourra eˆtre re´alise´ dans un futur proche sous imagerie endoscopique, voir sous
imagerie e´chographique ou scanner IRM a` plus long terme. Les limitations actuelles sont d’ordre mate´riel
et il n’est pas impossible que les nouvelles ge´ne´rations d’imageurs puissent fournir des flux d’images a`
des fre´quences e´leve´es au moyen d’un nouveau format de donne´es.
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