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Abstract
In this study we focus at examining an efficient high order finite element strategy to compute the
dynamic response of heterogeneous basins under nonlinear soil behavior subjected to point-source
earthquake events. The numerical technique known as the Spectral Cell Method (SCM) combines
Fictitious-Domains concepts with the Spectral-version of the finite element method to accurately
solve the wave equations in heterogeneous geophysical domains. We tested the SCM in physically
and computationally challenging domains namely, (i) a semi-elliptical basin, and (ii) an undulated
basin embedded in a half-space with several irregular geological structures with different material
discontinuities. Nonlinear behavior is considered by implementing a Mohr-Coulomb, and a Drucker-
Prager yielding criteria. We benchmark our simulations with results obtained using MIDAS GTS NX,
a finite element tool for geotechnical applications based upon traditional boundary-fitted meshing
techniques.
1 Introduction
In the last decades seismologist have become increasingly aware of the importance of high-performance
numerical methods to accurately predict the dynamic response of complex geological domains. Among
the adopted strategies, the finite difference method and the octree version of finite element method
have dominated the bulk of numerical seismic studies of large sedimentary basins (e.g., Frankel, 1993;
Olsen and Archuleta, 1996; Bao et al., 1998; Bielak et al., 2005; Moczo et al., 2007; Graves and Pitarka,
2010; Taborda and Bielak, 2013). High-order finite element methods in the form of the spectral finite el-
ement method have also emerged as accurate tools to perform seismic wave propagation simulations at
global, regional, and continental scales with notable accuracy and high-order convergence rates (e.g.,
Komatitsch and Vilotte, 1998; Komatitsch and Tromp, 2002a,b; Stupazzini et al., 2009; Cupillard et al.,
2012). In addition to their intrinsic differences low and high order techniques significantly differ in their
adopted meshing strategies. Meshing in the finite difference method and the low-order finite element
method rely on structured/un-structured meshes of regular elements to accommodate internal geome-
tries of realistic S-wave structures. Neither strictly conform with internal material discontinuities to solve
the elastic wave equations, consequently, accuracy is decreased at the expense of low discretization
effort. In contrast, the improved accuracy of the spectral element method comes in part at the price
of significant computational burden due to the restriction of high-quality boundary-conforming hexahe-
dral meshes, which renders a considerable amount of time in the case of realistic geologic volumes
(Casarotti et al., 2008; Cupillard et al., 2012).
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In full contrast with traditional domain decomposition strategies, the Finite Cell Method (FCM)
(Parvizian et al., 2007; Düster et al., 2008) combines fictitious domain ideas (Saul’ev, 1963) with high-
order hierarchical finite elements P−FEM (Szabo and Babuška, 1991) to approximate the solution of
partially differential equations in difficult domains. Since the method uses cartesian grids the meshing
process is greatly simplified. The FCM implicitly considers the geometry of the domain at the integra-
tion stage of the procedure. Adopting quad-, and oc-tree recursive divisions for adaptive integration
in 2D and 3D applications plus a weakly imposition of boundary conditions, the FCM has shown to
maintain the exponential rates of convergence in the energy norm known from the P-FEM (Parvizian
et al., 2007). Important applications of the FCM have been successfully reported in areas ranging from
geometrically non-linear continuum mechanics (e.g., Schillinger et al., 2012), biomedical engineering
(e.g., Ruess et al., 2012), and elastoplasticity (e.g., Abedian et al., 2013). In dynamic problems on
the other hand, the FCM exhibits fully populated mass matrices. This, in conjunction with the lack of
an appropriate mass lumping technique precludes the applicability of the method in explicit dynamics.
The Spectral Cell Method (SCM) introduced by Duczek et al. (2014a) circumvents this shortcoming by
changing from hierarchical Legendre basis to Lagrange node-interpolation functions, and by adopting
coincident interpolation nodes with quadrature point locations, i.e., optimal lumping (Cook et al., 1989).
Areas of applicability of the SCM have been reported in ultrasonic guided wave propagation analysis
(Duczek et al., 2014a), wave propagation in heterogenous materials (e.g., Joulaian et al., 2014), and
multiphysics applications (e.g., Zander et al., 2012; Duczek et al., 2014b).
In the context of earthquake ground motion analysis on the other hand, to the best knowledge of
the authors, the SCM has not being explored so far. The latter might be explained by the satisfactory
results obtained in traditional linear earthquake modeling. However, even when low magnitude events
might drive a soil response mostly linear, it is now widely accepted that large magnitude earthquakes
are responsible of triggering important nonlinear soil response (Field et al., 1998). Despite this recog-
nized behavior, the inclusion of the nonlinear soil response in the numerical analysis of seismic induced
ground motion is still reserved to sensitive engineering projects. Due to the complexity of advanced soil
constitutive models and to the computational challenges arising in their implementation, practitioner
engineers and seismologists still rely upon equivalent linear models (Seed and Idriss, 1969) to quantify
the extent of nonlinear behavior in their simulations. The salient features of spectral strategies might
help to alleviate such shortcomings. It is well known that Lagrange node-interpolation shape functions
exhibit superior features than classical h−finite elements as its shape functions closely resemble terms
in a Fourier series, what leads to high convergence rates, and larger element sizes(Joulaian et al.,
2014). Theoretically, the method only requires G = pi points per wavelength in order to accurately
simulate the propagation of seismic waves with zero occurrence of numerical dispersion (Ainsworth
and Wajid, 2009). In practical situations Seriani and Priolo (1994) suggested that G = 4.5 is needed
for P = 8 polynomial order, which still allows the use of very coarse meshes. As a result, spectral
concepts accurately generate elemental stiffness matrices as needed when dealing with highly hetero-
geneous velocity gradients as well as provide an accurate numerical integration framework of complex
constitutive soil models essential in geoplasticity analysis.
This paper aims at examining the benefits of the SCM in assessing the dynamic response of het-
erogeneous basins under elastic and non-linear soil conditions subjected to hypothetical point-source
earthquake events. We present a set of simulations in domains ranging from ideal alluvial basins as in
Gelagoti et al. (2012), to irregular geological settings with several material discontinuities. As previously
mentioned, soil nonlinearity has been traditionally accounted for through the use of equivalent linear
models deeply rooted in the engineering practice (Field et al., 1998). In this work we adopt concepts of
geoplasticity that offer a sound framework for formulating specific features of soil behavior. In particular
we implemented a Mohr-Coulomb and a Drucker-Prager yielding criteria as constitutive relations. Other
authors have employed these soil models in their studies of nonlinear seismic wave propagation (e.g.,
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Xu et al., 2003; Restrepo et al., 2011; Taborda et al., 2012). Both models assume elasto-plastic behav-
ior of the soil deposits in conjunction with non-associative plastic flow rules. We present comparisons of
accuracy and convergence with benchmark solutions obtained using MIDAS GTS NX (Midas-GTS-NX,
2016), a finite element tool for geotechnical applications based on boundary-fitted meshes.
2 The Spectral Cell Method (SCM)
Assume a heterogeneous body Ω of traction-free boundary Γ = ΓN ∪ ΓD; ΓN ∩ ΓD = ∅, where ΓN and
ΓD denote Newmann and Dirichlet boundaries, subjected to body forces represented by the vector fb.
In seismic wave propagation studies fb represents the rupture characteristics of the seismic source.
Writing down the weak form of the elastodynamic equation for zero initial conditions one obtains the
well known expression: ∫
Ω
ρ(x)v · u¨ dΩ +
∫
Ω
ε(v) : σ(u) dΩ =
∫
Ω
v · fb dΩ, (1)
where ρ(x) is the density function, ε and σ are the strain and stress tensors respectively, while u and v
are the displacement and test functions respectively.
The discrete solution of eq. (1) traditionally calls for a mesh made of conforming elements capable
of aligning to any geometric irregularity of the domain, and that follows every material discontinuity
within the region of study. In contrast, the SCM being in essence a Fictitious Domain strategy, reduces
its meshing requirements to two simple stages. First, the target domain Ω is embedded into a larger,
simpler, domain Ω˜\Ω of homogeneus Dirichlet Γ˜D and Newmann Γ˜N boundaries. Displacements and
tractions are assumed continuous across the original interface ΓN. Since the material exceeds the
physical boundaries its effect is minimized by the material penalization parameter α(x). Rewritten eq. (1)
for the expanded domain one obtains:∫
Ω˜
α(x)ρ(x)v · u¨ dΩ˜ +
∫
Ω˜
α(x)ε(v) : σ(u) dΩ˜ =
∫
Ω˜
α(x)v · fb dΩ˜, (2)
where:
α(x) =
{
1, if x ∈ Ω
10−q, if x < Ω . (3)
For the limiting case q = ∞ eq. (2) reduces to the exact formulation as in traditional finite element
analysis. In practice q is a problem dependent variable although 5 ≤ q ≤ 10 has been successfully
reported as a proper range to avoid numerical instabilities (Joulaian et al., 2014). In the earthquake
modeling context, the most prevalent region of study consists of traction-free domains idealized as
rectangular areas (box-shaped volumes in 3D) capable of including large sedimentary basins and the
geometry of the rupture zones. As a result, there is no need to extend the domain beyond its physical
boundaries. The external boundaries Γ˜ and Γ coincide, and naturally reduce to four orthogonal lines
(six orthogonal planes in 3D). On the other hand, Ω is usually composed of several sub-domains Ωi,
each of whom representing the interior geological units. Since the domain is free of voids or empty
spaces, the material penalization function is always α(x) = 1. We noted however that α(x) turns into an
indicator function used to identify the parent material of queried points across material interfaces. Even
more, in this study α(x) is also used to implicitly pinpoint those sub-regions where nonlinear behavior
will be allowed.
In the second stage of the method, the increased domain is discretized by means of a “Cartesian”
grid. The ensuing regular, non-overlapping square elements are denoted as “Cells” to state the fact
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that these do not align with the boundaries of Ω as their finite element counterparts. In practice, cells
completely outside Γ are removed in order to avoid ill-conditioned matrices. Figure 1. depicts a 2D
domain as illustrative example.
Ω
ΓD
Γ
Ν
α<< 1
α =1
Ω/Ω˜
Γ˜
α<<1
α =1
Ω˜
α<< 1
Figure 1: The physical domain Ω is embeded in the fictitious domain Ω˜, which can be solved using a regular
grid. Here, α(x) penalizes elements cut by the void.
Following standard Bubnov–Galerkin ideas, the displacement and test functions are approximated
according to:
u = NU; v = NV, (4)
where N is the array of approximated shape functions, and U and V denote the nodal values of the
displacement and test functions. Plugging in eq. (4) into eq. (2) and introducing the damping matrix C
one obtains:
MU¨ + CU˙ + FInt = F, (5)
where:
M =
∫
Ω˜
α(x)ρ(x)N
ᵀ
N dΩ˜ , FInt =
∫
Ω˜
α(x)B
ᵀ
σ dΩ˜ , F =
∫
Ω˜
α(x)N
ᵀ
fb dΩ˜. (6)
The matrix M represents the mass of the system, while C denotes the material attenuation usually
accounted for through the material quality factor Q. If linear material behavior is assumed, another
form of attenuation can be expressed as a linear combination between the mass and stiffness matrices.
Although no intrinsic damping was considered in this study, the presence of Lysmer conditions (Lysmer
and Kuhlemeyer, 1969) along every external boundary of the domain but the free surface brings forth
the damping matrix into our formulation.
The terms B and FInt denote the kinematic strain matrix and the vector of internal nodal forces
respectively. This representation of the internal material response allows us to satisfy every particular
characteristic of the nonlinear material model in use. Under linear behavior the material response
reduces to the standard form FInt = KU expressed in terms of the linear stiffness matrix K, which is
obtained from the contribution of each cell stiffness matrix kc. For cells of order P the elemental stiffness
matrix is a (p + 1) × (p + 1) block symmetric matrix. The (i, j)th term is a (2 × 2) sub-block matrix of the
form:
kc(i,j) = (λ + µ)
[
ai j ci j
ci j bi j
]
+ µ
(
ai j + bi j
) [ 1 1
1 1
]
,
ai j =
+1∫
−1
+1∫
−1
∂Ni
∂ξ
∂N j
∂ξ
dξdη; bi j =
+1∫
−1
+1∫
−1
∂Ni
∂η
∂N j
∂η
dξdη; ci j =
+1∫
−1
+1∫
−1
∂Ni
∂ξ
∂N j
∂η
dξdη, (7)
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where λ and µ are the linear material constants. Ni(ξ, η) is the ith shape function expressed in terms of
Lagrange polynomials Lm(ξ) in the interval [−1, 1]:
Ni(ξ, η) = Lm(ξ)Ln(η), Lm(ξ) =
p+1∏
j=1
j,m
ξ − ξ j
ξm − ξ j , i = (p + 1)(m − 1) + n , (8)
the nodes spatial distribution ξ is defined by the roots of the Lobatto polynomials. This distribution is
commonly known as the Gauss–Lobatto–Legendre (GLL) grid.
2.1 Numerical Integration
Since the SCM uses non-conforming Cartesian grids the meshing process is greatly reduced. The
computational price for such a simplification is however shifted to the numerical integration of eqn 6
and 7. If the cell is cut by different materials, a quadtree adaptive strategy is the preferred scheme to
numerically cope with discontinuous integrands, and to implicitly comply with the real boundaries of the
domain (e.g, Parvizian et al., 2007; Ruess et al., 2012). This is particularly true in nonlinear sub-regions
where the correct identification of material interfaces is paramount. The quadtree scheme recursively
divide the cell into four lower-level subcells until either the subcell is filled with one single material, or
the quadtree has reached the maximum level of sub-division.
If the subcell is either fully immersed into a nonlinear region, or it is partially filled with more than
one material, its internal force contribution is numerically obtained by standard Gauss point integration
schemes. Interpolation functions of order P will require P + 1 Gauss points per side in order to ensure
integration accuracy. Such a requirement will however populate the parent cell with quadrature points,
which will severely affect the computational efficiency of the method specially if nonlinear behavior is
expected. Here we successively reduce the Gauss quadrature rule as the quadtree goes its way up to
the maximum level of sub-division. Other authors have reduced the quadrature rule down to one single
Gauss point (e.g., Abedian et al., 2013) based on the premise that interpolation functions could be
considered as lower-order polynomials in the lowest level subcells. Here, we set the minimum number
of Gauss points to two per side in order to reduce the effect of staggered material interfaces (see fig. 2).
Parent Cell
ξ
η
Nonlinear material
Elastic material
q = 5
x
z
ξi ξf
ηi
ηf
Linear sub-cell
η
ξ
Figure 2: Adaptive integration using q = 5 decomposition levels. The red and green quadrature points correspond
to the elasto-plastic material and the elastic material respectively. The elemental stiffness matrix is calculated
with the contribution of the subcells completely immersed into the elastic material and the evaluation of the green
points. The red points are used to compute the non-linear portion of the total potential force.
On the other hand, the contribution of linear subcells to the internal force vector is computed ana-
lytically after re-writing Lm(ξ) in eq. (8) as:
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Lm(ξ) = a0m + a1mξ + a2mξ
2 + ... + apmξ
p m = 1, 2, 3......p + 1. (9)
Using the zero-one property of the Legendre polynomials in conjunction with the positions ξp of the
GLL grid, one can easily show that the coefficients of the P+ 1 polynomials in eq. (9) correspond to the
terms of the inverse of A:
A =

1 ξ0 ξ20 · · · ξp0
1 ξ1 ξ21 · · · ξp1
1 ξ2 ξ22 · · · ξp2
...
...
...
. . .
...
1 ξp ξ2p · · · ξpp

. (10)
In other words, the bi j term of A−1 is the ith coefficient of the jth Legendre polynomial of order P. With
this scheme we explicitly compute the products of gradients shown in eq. (7) and analytically solve the
prescribed integrals over the subcell interval ξi ≤ ξ ≤ ξf , ηi ≤ η ≤ ηf (see fig. 2). In comparison with the
numerical integration, we noted that the analytic alternative reduces the preprocessing computational
time for quadtree levels q ≤ 5 and polynomials degrees up to P = 5.
2.2 Mass Lumping
Explicit dynamics heavily depends on lumped mass strategies to compute the evolution in time of the
dynamic response. This requirement is naturally achieved by SEM as long as the quadrature points
coincide with a GLL distribution. Since cells of homogeneous density fulfill this condition, their elemental
mass matrices will be diagonal by construction. Mass matrices of cells exhibiting different densities
could as well be treated following a GLL quadrature. We however adopt as lumping alternative the
HRZ technique (Hinton et al., 1976). This method has been effectively used in the analysis of cells
exhibiting voids and/or holes (e.g., Joulaian et al., 2014; Duczek et al., 2014c). The HRZ strategy builds
the lumped mass matrix mc after preserving the total mass of the cell mcell, and the principal diagonal
of the consistent mass matrix mcstc .
mcstc =
∫
Ωc
α(x)ρ(x)NTN dΩc , mcell =
∫
Ωc
α(x)ρ(x)dΩc , mc =
2mcell
Tr
(
mcstc
)diag (mcstc ) . (11)
All the integrals are computed using adaptive integration. Due to the latter, the computational cost
increases with respect to the GLL quadrature. The method however is expected to have improved
accuracy due to its capacity to track the spatial distribution of mass within the cell.
3 Nonlinear formulation
Under consideration of small strains, we apply the classical additive decomposition of the total strain
tensor ε = εe + εp in the context of rate-independent plasticity. The stress tensor follows the linear
relation σ = C : (ε − εp), where C is the fourth-order tensor of elastic moduli. In order to set the
moment when the plasticity takes place, classical plasticity defines a yielding criterion and a plastic flow
rule. Both of them in conjunction with loading/unloading and consistency conditions establish the set of
admissible stresses. The yielding criterion and plastic flow are defined respectively as follow:
f (σ,β) ≤ 0, ε˙p = γ ∂g
∂σ
, (12)
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where β is the hardening parameters vector and γ is so-called plastic multiplier. Since we assume a
non-associative flow rule and perfect plasticity conditions, the plastic potential g and the yield function f
differ and β = 0. Regarding the constitutive model, there are several realistic yielding criteria to predict
the nonlinear soil behaviour such as the Modified Cam-Clay (Roscoe and Burland, 1968). This model
for instance is suitable to describe the behaviour of consolidated soft soils. In the same vein, Hoek and
Brown (1980) proposed a model to characterize the strength of jointed rock masses. Sekiguchi and
Ohta (1977) implemented a model capables to predict the nature of anisotropically consolidated clays.
We focus on the Mohr-Coulomb and Drucker-Pager models (Drucker and Prager, 1952) because these
are the ones mostly used in geotechnical engineering projects.
The Mohr-Coulomb yielding criterion states that yielding occurs when the shearing stress and nor-
mal stress reach a linear combination
τ = c − σ tan(φ), (13)
where φ is the angle of friction and c is the cohesion of the material. This equation can be rewritten as
yielding function
f (σ, φ, c) =
(
σMax − σMin) + (σMax + σMin) sin(φ) − 2c cos(φ) ≤ 0. (14)
Here, σMax and σMin are the maximum and minimum principal stress respectively. On the other
hand, the Drucker-Prager model corresponds to a smoothed version of the Mohr-Coulomb criterion
that removes the edges and corners of the hexagonal pyramid. This leads to computational reductions
in the material update process. The yielding function is defined as
f (σ, φ, c) =
√
J2(σ) + a · p(σ) − b · c ≤ 0, a = 2
√
3 sin(φ)
3 − sin(φ) , b =
2
√
3 cos(φ)
3 − sin(φ) , (15)
where J2(σ) is the second invariant of the deviatoric stress tensor, p(σ) is the hydrostatic stress and c
is the cohesion. The values of a and b make the Drucker-Prager criterion concident at the outer edges
of the Mohr-Coulomb criterion. For both models, the function g in the plastic flow rule is determine by
evaluating f in the dilatance angle ψ < φ, i.e., g = f (σ, ψ, c). The material update process is carried
out using the well known elastic-predictor/plastic-corrector scheme or Return-Mapping Algorithm (Simo
and Hughes, 1998; de Souza Neto et al., 2008).
4 Numerical Examples
The ability of the SCM is validated by carrying out two numerical experiments. Namely, a semi-elliptical
basin with three impedance contrast with respect to the bedrock, and an undulated basin embedded
in a irregular geological setting. To validate the results obtained by the SCM, we use MIDAS GTS-NX,
a finite element analysis software package widely used by practitioner engineers. The cells size are
defined according to the meshing rule:
∆h =
Vsmin
PPW · fmax · P , (16)
where Vsmin is the minimum S-wave velocity of the domain, fmax is the maximum frequency in the simu-
lation, PPW are the points per wavelength and P is the polynomial degree of the interpolation functions.
7
4.1 Semi-elliptical basin
The shape of the basin is a semi-ellipse of semi-major axis a = 500 m and semi-minor axis b = 300
m. This basin is situated at the top of a half-space of constant P-wave velocity Vp = 1732 m/s, S-
wave velocity Vs = 1000 and density ρ = 1800 Kg/m3. The validation process is carried out using
different levels of impedance contrast (IC), i.e., the ratio between the S-wave velocities of the basin
and the half space. The basin exhibits a Mohr-Coulomb nonlinear behavior. In the first numerical
experiment, denoted basin 0, the velocities of the basin and the half-space coincide, therefore the
impedance contrast IC = 1. For the second experiment, basin 1, the velocity of the basin is Vs = 750
m/s (IC = 750/100 = 0.75). In the final experiment, the value of the S-wave velocity is Vs = 500 m/s,
i.e., IC = 0.5. The seismic source is an isotropic point-source located at (x, z) = (532.5, 432.5) varying
in time as a Ricker pulse of central frecuency fc = 4 Hz. The fig. 3 depicts the general features of the
geometry, while table 1 shows the material properties of the simulations.
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Z
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]
(−532.5 , 432.5)
(b) (c) (d)(a)
basin 1, 3/16, SCM basin 1, 20PPW, MIDAS basin 2, 3/16, SCM basin 2, 20PPW, MIDAS
Figure 3: Cartesian and conforming meshes, general geometry, and properties of the semi-elliptical basin. Fig.3
(a) illustrates an enlarged view of the regular grid at the top right-hand corner of the semi-elliptical domain for
simulation basin 1. The parameter 3/16 denotes P = 3 and PPW = 16 used in simulation basin 1. Figure 3(b)
shows the mesh of the reference solution for the simulation basin 1. The Figure 3(c) and 3(d) are the regular
mesh of the SCM and the reference solution respectively for the simulation basin 2. The points R1, R2 and R3
are the receivers whose results are analyzed.
The fig. 4 shows the comparison among results, for the horizontal and vertical displacement (left side) and
velocity (rigth side) of the receivers R1, R2 and R3. These results correspond to P/PWW combinations of 1/24
for basin 0 and 3/16 for basin 1. Peaks and permanent deformations due to non-linear behavior of the basin are
well captured by the SCM in comparison with the reference solution. The strong phase of the ground motion
generates a significant irreversible deformation at receiver R1, but the SCM approach is capable of tracing this
behavior. At station R3 of simulation basin 1, the displacement has a small desviation after t = 1 s, but the record
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Properties→
Vp (m/s) Vs (m/s) ρ (Kg/m3) c (Kpa) φ (◦) ψ (◦)
Simulation ↓
basin 0 1732 1000 1800 220 30 10
basin 1 1299 750 1800 190 30 10
basin 2 866 500 1800 160 30 10
Table 1: Material properties of the semi-elliptical basin simulations. The parameters c, φ and ψ are the cohesion,
frictional angle and dilatancy angle respectively.
shape is preserved. The velocity results on the other hand, show a good adjustment with respect to the reference
solution for both simulations.
Figure 5 shows the quadrature points that reach the plastic limit. The three simulations used a P/PPW
combination of 1/24 for basin 0, 3/16 for basin 1, and 5/12 for basin 2. Note that most of quadrature points
near the seismic source in the three simulations reach the plastic limit. Although a small region of plastic points
appears in the bottom left side (region A in fig. 5) of the SCM results of basin 0, the overall plasticity pattern is
very similar for all simulations.
−2
0
2
R
1
Horizontal
 
 
SCM
MIDAS
−5
0
5
Vertical
 
 
SCM
MIDAS
basin 0: Displacement [mm]
−5
0
5
10
Horizontal
 
 
SCM
MIDAS
−10
0
10
20
Vertical
 
 
SCM
MIDAS
basin 0: Velocity [cm/s]
−4
−2
0
2
R
2
 
 
SCM
MIDAS
−2
−1
0
1
 
 
SCM
MIDAS
−10
0
10
 
 
SCM
MIDAS
−4
−2
0
2
4
6
 
 
SCM
MIDAS
0 1 2
−2
0
2
Time [s]
R
3
 
 
SCM
MIDAS
0 1 2 3
−2
−1
0
1
Time [s]
 
 
SCM
MIDAS
0 1 2
−5
0
5
Time [s]
 
 
SCM
MIDAS
0 1 2 3
−4
−2
0
2
4
Time [s]
 
 
SCM
MIDAS
−4
−2
0
2
4
6
R
1
Horizontal
 
 
SCM
MIDAS −5
0
5
Vertical
 
 
SCM
MIDAS
basin 1: Displacement [mm]
−5
0
5
10
15
Horizontal
 
 
SCM
MIDAS
−10
0
10
20
Vertical
 
 
SCM
MIDAS
basin 1: Velocity [cm/s]
−2
0
2
R
2
 
 
SCM
MIDAS −2
0
2
 
 
SCM
MIDAS −5
0
5
10
 
 
SCM
MIDAS
−5
0
5
 
 
SCM
MIDAS
0 1 2 3
−1
0
1
Time [s]
R
3
 
 
SCM
MIDAS
0 1 2 3 4
−2
0
2
Time [s]
 
 
SCM
MIDAS
0 1 2 3
−4
−2
0
2
Time [s]
 
 
SCM
MIDAS
0 1 2 3 4
−4
−2
0
2
4
Time [s]
 
 
SCM
MIDAS
Figure 4: Comparison of the horizontal and vertical displacement (mm) and velocity (cm/s) in basin 0 and basin 1
using a P/PPW combination of 3/12. The first three rows show the results of basin 0 evaluated at the three
receivers. The last three rows correspond to basin 1. The colum one and two are the horizontal and vertical
displacements respectively. The column three is the horizontal velocity and the last one is the vertical velocity.
The red line in each graph is the solution obtained by the SCM, while the blue line is the reference solution.
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Figure 5: Zones of plastic activity. The first row corresponds to simulation basin 0 for a P/PPW combination of
1/24. The second row is the simulation basin 1 for P/PWW = 3/16. The last row is the simulation basin 2 where
the P/PPW combination is 5/12.
Spatial error maps are showing in fig. 6. To calculate the displacements error, we used the root mean square
(rms) error proposed in Pelties et al. (2010):
Euk,i =
√√√∫ ∣∣∣∣Uk,i − Ruk,i∣∣∣∣2 dt∫ ∣∣∣∣Ruk,i∣∣∣∣ |2dt ≈
√√√√√√ N∑n=0
∣∣∣∣Uk,i,n − Ruk,i,n∣∣∣∣2∆t
N∑
n=0
∣∣∣∣Ruk,i,n∣∣∣∣2∆t , (17)
where Uk,i,n and Ruk,i,n are the displacement of the SCM and the reference solution respectively in the direction k
(horizontal or vertical) of the receiver i at the time step n. The velocity error measure is determined by the relative
error of the Peak Ground Velocity (PGV) as follow:
Evk,i =
∣∣∣∣PGV(Vk,i) − PGV(Rvk,i)∣∣∣∣∣∣∣∣PGV(Rvk,i)∣∣∣∣ , PGV(Vk,i) = maxn
∣∣∣Vk,i,n∣∣∣ , (18)
where Vk,i,n and Rvk,i,n are the velocity results of the SCM and the reference solution respectively. Figure 6 presents
the error maps for the simulation basin 2. There is a reduction in the error measure from 54% to 37% approxi-
mately in the estimation of both displacements when the polynomial degree changes from P = 1 to P = 3 in the
upper right part of the basin. However, the results of P = 3 and P = 5 show a similar distribution of the error inside
the basin. For both, the error ranges between 7% and 50% approximately. On the other hand, the simulations
with PPW = 16 reduce the error from 26% to 16% approximately for the horizontal component with respect to
PPW = 12 at the middle of the basin. If we compared the results when PPW = 16 and PPW = 24, there is not an
significant improvement.
Figure 6 (lower part) correspond to the relative error of the velocity field using the PGV measure. It is impor-
tant to point out that the combination 1/16 has the lowest error among all simulations schemes with horizontal
and vertical errors of about 10% and 5% respectively. The others schemes do not have an important change
between them. Although their relative errors are lower than 15% for both components of motion.
Finally, table 2 exhibits the CPU time (serial programming), degrees of freedom (DoF) and sampling time (∆t)
of each scheme for simulation basin 2. Note that simulations with the same PPW preserve approximately the
number of degrees of freedom, although the CPU time exhibits a mixed behavior. It decreases from P = 1 to
P = 3, but increases at P = 5. This situation occurs because of the sampling time decreasing, and the subcell
size increasing produced by the increment of the polynomial degree. Consequently, the decomposition level
grows in order to perform the adaptive integral in the material interface. Accordingly, the number of quadrature
points grows up in the cut elements therefore, the material update process takes a longer time.
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Figure 6: Error maps of simulation basin 2 inside the elasto-plastic region. Rows 1 to 3 and 4 to 6 correspond
to the displacement and velocity error respectively. Here, it shows the error maps for all combinations P/PPW of
this experiment.
Points per
Wavelength → PPW = 12 PPW = 16 PPW = 24
Polynomial
Degree ↓ CPU Time DoF ∆t (s) CPU Time DoF ∆t (s) CPU Time DoF ∆t (s)
P = 1
6 hours
43 mins 170690 7.22 × 10
−4 13 hours
52 mins 302850 5.41 × 10
−4 43 hours
9 mins 680066 3.61 × 10
−4
P = 3
5 hours
26 mins 170690 5.98 × 10
−4 11 hours
15 mins 297482 4.53 × 10
−4 31 hours
25 mins 680066 2.99 × 10
−4
P = 5
12 hours
52 mins 174762 4.19 × 10
−4 20 hours
22 mins 292162 3.24 × 10
−4 64 hours
39 mins 696322 2.09 × 10
−4
Table 2: CPU time, degrees of freedom and sampling time of all schemes in simulation basin 2.
4.2 Irregular geological setting
The domain is a half-space with six different geological structures where two of them exhibit a non-linear behavior
(see fig. 7). Regions 1 to 4 have elastic properties. Regions 5 and 6 have elasto-plastic properties according to
the Mohr-Coulomb and the Drucker-Prager yield criteria respectively. The material properties of the regions are
described in table 3.
The validation process is carried out using P/PPW combinations of 1/12, 1/16, 3/12 and 3/16. The element
size ∆h is calculated according to eq. (16), where Vsmin is the S-wave velocity of region 6. Five receivers are
located at critical points of the domain (see fig. 7). The seismic source is an isotropic point-source located at
(x, z) = (−540, 640) with time-varying function as a Ricker pulse of central frequency fc = 4 Hz.
Figure 8 shows the time evolution of plasticity areas inside the elasto-plastic regions. Note that for all time
steps, the SCM follows with high resolution the history of the plasticity. On the other hand, fig. 9 shows the
displacement and velocity fields of the five receivers (see fig. 7) for P/PWW = 3/12. The SCM correctly predicts
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Figure 7: Geological setting. The five receivers are located at R1(−253, 903), R2(−512.5, 1304.12),
R3(−148, 1628.39), R4(601, 1245.99) and R5(−147, 303). The regions 1, 2, 3 and 4 correspond to elastic materi-
als, while the regions 5 and 6 have an elastoplastic behavior. The region 6 is made with two parabolic functions
using the points A(−651, 0), B(−400, 400), C(−147, 303), D(50, 700) and E(403, 0). The first parabolic function is
defined with the points A, B and C, while the second one is defined with C, D and E.
Propierties→
Vp (m/s) Vs (m/s) ρ (Kg/m3) c (Kpa) φ (◦) ψ (◦)
Region ↓
Region 1 2886 1666 1900 —— —— ——
Region 2 1900 1096 1675 —— —— ——
Region 3 3464 2000 1800 —— —— ——
Region 4 1732 1000 1550 —— —— ——
Region 5 2165 1250 1750 230 30 10
Region 6 1299 750 1600 170 25 15
Table 3: Material properties of the geological setting.
permanent deformations, and maximum amplitudes at every station. Similarly, the oscillatory behavior of the
velocity field is well tracked by the SCM approach.
Moreover, an overview for the amplitudes of the displacement field is shown in fig. 10. At t = 0.768 s, one can
sees on the top left interface of the region 5 that the soil is permanently deformed. This situation also takes place
inside region 6 near the free surface at t = 1.265 s. These events are consistents with the plastic zones in fig. 8.
In conclusion, the propagation phenomenon is correctly simulated by the SCM in comparison with the reference
solution.
Finally, we examine the absolute error of the total strain energy at regions 5 and 6. The energy Ei is a time
function and it is calculated with the total strain and stress tensors as follow:
Ei =
1
2
∫
Ωi
ε : σ dΩi, (19)
As we can observe in fig. 11, the strain energy of region 5 shows a peak at t ≈ 0.68 s when the incoming
wave is refracted inside this region. The second peak (at t ≈ 2.5 s) with less energy, is the result of the reflected
waves by the ondulated basin and the free surface. In region 6, the strain energy shows an exponential decay
12
0340
680
1020
1360
1700
SCM
Z 
[m
]
Reference
Time t = 0.452s
SCM MIDAS
Time t = 0.768s
−900 −450 0 450
0
340
680
1020
1360
1700
SCM
X [m]
Z 
[m
]
−600 −150 300
MIDAS
X [m]
Time t = 1.003s
−900 −450 0 450
SCM
X [m]
−600 −150 300
MIDAS
X [m]
Time t = 6s
Figure 8: Evolution of the plastic activitys. The figures with blue points correspond to the reference solution,
while the figures with red points belong to SCM solution.
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Figure 9: Comparison of the horizontal and vertical displacement (mm) and velocity (cm/s) of the five receivers
using 1/12 combination. The colum one and two are the horizontal and vertical displacements respectively. The
column three is the horizontal velocity and the last one is the vertical velocity. The red line in each graph is the
solution obtained by the SCM, while the blue line is the reference solution.
13
from t ≈ 0.75 s, because of the incident wave travels through the basin and then is slowly refracted downward
into the bedrock. Nevertheless, the SCM shows that it is capable to predict the history of the strain energy with
high accuracy. However, the absolute error obtained by comparision with the reference results presents a small
difference when we used P = 1 and P = 3. Nevertheless, the CPU time (see table 4) for P = 3 is lower than its
counterpart P = 1. In addition, when PPW increases, the absolute error does not decrease significantly.
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Figure 10: Snapshots of the displacement norm in different time steps using the combination P/PPW = 3/12 for
the SCM.
Points per
Wavelength
→ PPW = 12 PPW = 16
Polynomial
Degree
↓ CPU Time DoF ∆t (s) CPU Time DoF ∆t (s)
P = 1
23 hours
8 mins
154401 5.41 × 10−4 35 hours
18 mins
265651 4.12 × 10−4
P = 3
17 hours
20 mins
152482 4.52 × 10−4 30 hours
33 mins
265651 3.42 × 10−4
Table 4: CPU time, degrees of freedom and sampling time of all schemes in the irregular geological setting
simulation.
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Figure 11: Strain energy and absolute error of regions 5 and 6 for combinations P/PPW = 1/12 and 3/12 for
columns 1, 2. And 1/16 and 3/16 for columns 3, 4.
5 Concluding Remarks
One of the main advantages of the spectral cell method is the fictitious-domain approach, which allowed us to
reduce the meshing processing to a simple cartesian grid. The main feature of this kind of meshes is that the
elemental mass and stiffness matrices of homogeneus elements are constants and depend only of the material
parameters. In particular, the most important findings of our implementation are:
(i) Despite that the error results do not differ too much from PPW = 12 to PPW = 16 for both numerical
experiments, a value of points per wavelength PPW = 12 is enough to capture the permanent deformation and
maximum amplitudes of both displacement and velocity fields. A value of PPW = 16 has similar results, but it has
higher computational cost.
(ii) When the polynomial degree increases from P = 1 to P = 3, the CPU time decreases 20% approximately,
whereas the error for both polynomial degrees do not differ significantly. On the other hand, if we increase from
P = 3 to P = 5, it is obtained a close agreement, but the CPU time increases twice approximately. In conclusion,
the optimal value for the polynomial degree is P = 3.
(iii) The analytical integration scheme together with the ideas of the adaptive integration based on the
quadtree decomposition, are capable to track the sharp interfaces and re-entrant corners for the discontinu-
ities of the materials inside the elements.
(iv) The SCM approach is capable to predict the total strain energy, even when a non-linear behavior is taking
into account.
These findings allows us to conclude that the spectral cell method is a good candidate to simulate seismic
events in complex geological structures that exhibit non-linear material behavior.
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