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ABSTRACT 
In this dissertation, I took advantage of a very common phenomenon, lexical ambiguity, 
to address the question of how human brains resolve the one-to-many mapping problems in 
language comprehension (e.g. whether the word 'watch' should be interpreted as a timing device 
or an action). Specifically, in a series of studies, I evaluated the interplay between different 
neural resources under varying levels of semantic constraints. In general, I found that the 
engagement of neural activity to suppress contextually irrelevant meanings, indexed by a frontal 
negativity ERP effect, was dependent on the amount of semantic information that is available for 
ambiguity resolution. This process showed a collaborative relationship with more implicit 
semantic processes, indexed by the N400. In subsequent studies, I also evaluated whether there 
are age-related differences in neural processes involved in lexical ambiguity resolution. The 
findings showed that healthy older adults maintained implicit semantic processing. However, the 
tendency and/or ability to recruit processing resources important for suppressing alternative 
meaning features under more difficult meaning selection conditions is diminished with 
advancing age, which further impacts meaning processing for linguistic material subsequent to 
the not- yet- resolved lexical ambiguity. Such age-related changes do not seem inevitable, 
however, as a subset of older adults with higher verbal fluency scores maintained a young-like 
frontal negativity effect pattern. Collectively, this series of studies provides strong evidence for 
the multi-faceted nature of language processing, in which the recruitment of and interplay among 
neural resources may be differentially tuned by contextual information and processing capacity.  
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CHAPTER 1: INTRODUCTION AND OVERVIEW 
Words are a language system’s building blocks, making the apprehension and 
recognition of words one of the most fundamental language skills.  Successful 
comprehension of words involves bringing on-line information encapsulated in the word 
form as well as integrating a number of diverse processes, such as analyzing the physical 
features of the incoming string, retrieving meaning representations and grammatical 
usages, and, eventually, relating the appropriate meaning and grammatical function to the 
larger discourse context. This complex process of gathering the intricate multivariate 
information associated with each word form is often made even more challenging by the 
prevalent one-to-many mapping relations between a form and its referents in human 
language.  
It is well-documented that a single spelling or pronunciation is oftentimes 
associated with multiple meaning senses. In English, for example, 44% of a random 
sampling of words and 85% of a sample of high-frequency words had more than one 
meaning (Twilley, Dixon, Taylor, & Clark, 1994). Among lexically ambiguous words, 
some are associated with closely related meanings, such as ‘twist’ and ‘hammer’, while 
some are associated with unrelated meanings, such as ‘organ’ and ‘watch’.  And, as 
demonstrated by these examples, alternative meanings can belong to the same or to 
different parts of speech. Depending on the relationship among the alternative meanings 
available for a particular word form, lexical ambiguity has been categorized as either 
polysemous, when meanings are related, or homonymous, when unrelated.  Although 
ambiguity is graded, for words that are one or the other end of this spectrum and thus are 
easy to classify, polysemy and homonymy have been shown to have differing effects on 
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reading behaviors.  Whereas related meanings have been shown to facilitate word 
recognition, unrelated meanings have been found to slow processing times (e.g., Rodd, 
Gaskell, & Marslen-Wilson, 2002). The following discussion will focus on ambiguity 
resolution for words associated with multiple distinct meanings. 
Behavioral processing costs for word forms associated with multiple distinct 
meanings (generally in the form of slowing processing time, e.g., Duffy, Morris, & 
Rayner, 1988; Rayner, Pacht, & Duffy, 1994; Seidenberg, Tanenhaus, Leiman, & 
Bienkowski, 1982; Tanenhaus, Leiman, & Seidenberg, 1979) are typically treated as if 
they are unitary in nature. However, the series of electrophysiological studies conducted 
for this dissertation suggest that processing costs associated with lexical ambiguity 
resolution can arise from different sources, with evidence from interactions between 
processes of lexical ambiguity resolution with processes of (I) other lexical attributes, (II) 
surrounding contextual information and (III) readers’ cognitive resources.  
The measurement of brain electrophysiology offers an importantly different 
perspective on ambiguity processing because it provides a temporally precise, 
continuous, and multidimensional view of cognitive and neural processing.  Event-related 
potentials (ERPs) measure brain electrical activity (derived from the continuous 
electroencephalogram or EEG) that is time locked to a particular sensory, cognitive or 
motor event (Fabiani, Gratton, & Federmeier, 2007).  Because they are a direct 
assessment of brain activity and can track that activity on a millisecond level, ERPs 
provide the opportunity to continuously monitor processing and to measure temporally 
transient effects.  ERPs are also a multidimensional measure, indexing multiple features 
(including amplitude, latency, and distribution) of multiple components linked to 
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different aspects of neurocognitive functioning.  Thus, ERPs offer the opportunity to 
observe different types of effects that may not be distinguishable in behavioral measures 
and/or that may occur too quickly to be captured by most other methods. 
This chapter provides an overview of the background and findings in the three 
areas of focus related to lexical ambiguity resolution that were examined across the five 
experiments that make up this dissertation. For each focus, I provide a brief overview of 
the relevant behavioral, eye tracking, or neuroimaging literature, then relate these 
findings to the ERP findings that reveal the multifaceted nature of the effects in question. 
 
(I) The combinatory and dynamic nature of lexical processing—concreteness effects 
as a function of word class and lexical ambiguity 
In my master’s thesis (Lee & Federmeier, 2006), I assessed readers’ brain 
responses to nouns and verbs as a function of word class and/or meaning ambiguity. The 
results suggest that processing differences between nouns and verbs encompass different 
patterns of neurological responses that are differentially sensitive to a constellation of 
linguistic features and functions.  For example, the amplitude of the N400 – an ERP 
component linked to meaning processing (Federmeier & Laszlo, 2009)– differs between 
(words used as) nouns and verbs, perhaps reflecting differences in the amount or type of 
semantic information accessed from these word types.  Importantly, this difference holds 
irrespective of ambiguity at the level of word class or semantics. In contrast, an enhanced 
frontal positivity associated with verbs is affected by both the range of grammatical 
functions that a given wordform can play (as it is seen only for unambiguous verbs and 
not word class ambiguous words used a verbs) as well as by the context in which that 
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word is embedded (being seen only when these unambiguous verbs are in syntactically 
appropriate contexts).  
These findings thus show that ambiguity has differential influences on processes 
related to word class. To examine whether such interactions can be extended to other 
lexical attributes, Experiment 1 (published in Lee & Federmeier, 2008, and described in 
Chapter 2) was conducted to assess the brain responses to another robust lexical 
feature—linguistic concreteness—as a function of lexical ambiguity.  
Linguistic concreteness—i.e., the extent to which an expression describes a 
concept that can be perceived by the senses—has been shown to have robust effects on 
language processing, in addition to various other cognitive processes such as free recall, 
recognition memory, and paired-associate learning (see the review by Paivio, Yuille, & 
Madigan, 1968).  With respect to language processing, it has been found that concrete 
words are responded to more quickly in lexical decision tasks (Schwanenflugel, 
Harnishfeger, & Stowe, 1988) and are read aloud with higher accuracy and fewer 
semantic errors by deep dyslexic patients (Gerhand & Barry, 2000). The benefits of 
linguistic concreteness are also seen at the sentence processing level:  Concrete sentences 
are comprehended more quickly and accurately than are abstract sentences (Haberlandt & 
Graesser, 1985; Schwanenflugel & Shoben, 1983) and are responded to faster in tasks 
involving judging meaningfulness (Holmes & Langford, 1976) and truthfulness 
(Belmore, Yates, Bellack, Jones, & Rosenquist, 1982). 
Several hypotheses have been put forward to account for the behavioral processing 
advantages observed for concrete words; among the more prominent of these are the dual 
coding theory and the context availability theory. In his dual coding theory, Paivio (1969; 
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Paivio, 1991) posits that concrete words accrue a processing advantage because they can 
be accessed via both the imagery system and the verbal system (also used to store and 
process abstract words).  In contrast, unitary semantic system accounts, such as the 
context availability theory (Schwanenflugel, 1991; Schwanenflugel, Harnishfeger, & 
Stowe, 1988), argue that the concreteness advantage comes from the richer availability of 
contextual information for concrete words.  
ERP studies, however, have instead uncovered data patterns suggestive of an 
account that combines elements of both views.  Holcomb and colleagues (Holcomb, 
Kounios, Anderson, & West, 1999; Kounios & Holcomb, 1994; West & Holcomb, 2000) 
found that concrete words were associated with more negative-going potentials, 
beginning in the time window of the N400 component and continuing to up to 800 ms. 
Unlike the centro-posterior focus for typical N400 effects, this concreteness-based 
difference was most pronounced over frontal scalp sites. On the one hand, the scalp 
distributional differences between concrete and abstract words support dual coding 
accounts in suggesting that different neural resources are involved in processing the two 
categories of words.  On the other hand, however, the fact that the differences are 
observed in the time window of the N400 – a component that has been strongly linked to 
semantic processing (Kutas & Federmeier, 2000)– is suggestive that concreteness effects 
may be at least partially based on the richness of the words’ semantic associations. Based 
on their findings, therefore, Holcomb and colleagues have proposed the “context 
extended dual-coding hypothesis,” which states that a complete account of concreteness 
effects must include not only multiple semantic codes for representing and processing the 
two different word types, to account for the topographic differences, but also a contextual 
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component, to account for the context-based modulations (Holcomb, Kounios, Anderson, 
& West, 1999). 
One way to examine this hypothesis is to systematically assess the concreteness 
effect in conjunction with other lexical factors such as lexical ambiguity and word class 
that have been implicated as interacting with concreteness effects (Eviatar, Menn, & 
Zaidel, 1990; Yuille & Holyoak, 1974) in order to evaluate the generalizability of these 
concreteness effects. If concreteness effects arise because of inherent differences in the 
kind of semantic information made available by concrete versus abstract items (as the 
context availability hypothesis would seem to suggest), then we should expect such 
effects to hold across factors like word class and ambiguity, especially when measured on 
a functionally-specific component, the N400, that indexes the availability of such 
information.  If, instead, concreteness effects arise when additional processes (such as 
imagery) are brought to bear for concrete, but not abstract, words, then it is possible that 
concreteness could interact with factors such as ambiguity and/or word class if, for 
example, participants are more likely to image objects than actions or if ambiguity 
resolution delays the implementation of such processes. To that end, we conducted the 
study reported in chapter 2 in this dissertation, measuring ERP responses while jointly 
manipulating word class, semantic/syntactic ambiguity, and concreteness.  
Our findings (published in Lee & Federmeier, 2008 and described in more detail 
in Chapter 2), along with other recent findings, showed that the ERP concreteness effect 
itself is made up of dissociable subcomponents, suggesting that the impact of 
concreteness is mediated through multiple neurocognitive mechanisms– reflecting both 
the richness of associated semantic information as well as the possibility/efficacy of 
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imagery processes. The effect of concreteness on the N400 generalized to all word class 
and ambiguity conditions, whereas the frontal effect was present for all word types except 
for the syntactically and semantically ambiguous items when these were used as verbs.  
The characteristics of these concreteness effects are reviewed below in the context of 
more recent findings. 
Posterior concreteness effect:  The posterior concreteness effect between 250 and 
450 milliseconds has been linked to modulations of the classical N400 component, with 
more negative amplitudes to concrete than to abstract words, when these words are 
encountered out of context.  The effect is consistent across word classes, including nouns, 
verbs, and adjectives (Huang , Lee, & Federmeier, 2010; Lee & Federmeier, 2008), as 
well as words with different variations of lexical ambiguities, such as word class 
ambiguity (e.g. ‘to vote’ vs. ‘the vote’) and semantic ambiguity (e.g. ‘to watch’ vs. ‘the 
watch’; Lee & Federmeier, 2008); see Figure 3 from Chapter 2. Given what is known 
about the functional sensitivity of the N400 (Federmeier & Laszlo, 2009), it seems likely 
that these processing differences arise from general semantic properties of words, such as 
the richness of the featural information that they evoke, and are mediated through basic 
mechanisms of semantic access.  The hypothesis that highly concrete words may be 
associated with a richer set of semantic associations than less concrete words is supported 
by findings from a recurrent connectionist model (Plaut & Shallice, 1993) that defines 
concreteness as the number of associated semantic features and thereby successfully 
simulates the classic concreteness effect in deep dyslexia. 
If the posterior concreteness effect seen to words out of context reflects 
differential effort involved in accessing words with many (concrete) as opposed to fewer 
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(abstract) semantic features, then this effect should be attenuated in the presence of 
congruent context information that could serve to preactivate those features.  Indeed, 
when concrete and abstract nouns are embedded in semantically constraining contexts, 
the posterior concreteness effect is attenuated or eradicated (Holcomb, Kounios, 
Anderson, & West, 1999; Swaab, Baynes, & Knight, 2002). Furthermore, the same 
difference in richness of semantic feature information that makes concrete expressions 
harder to access out of context might render them more constraining contexts for words 
that follow them.  Huang et al. (2010) showed that nouns preceded by concrete as 
opposed to abstract modifiers (e.g. ‘leather book’ vs. ‘engaging book’) elicit facilitated 
N400 responses (along with enhanced frontal P2 responses, a pattern that has been 
associated with increased contextual constraint; e.g., Wlotko & Federmeier, 2007).  This 
N400 reduction was limited to cases in which the noun could be meaningfully integrated 
with the preceding adjectival context, suggesting that it was the activation of specific 
features of the nouns that was important.  The effect was also observed only when 
processing of the critical nouns was biased toward the left hemisphere, consistent with 
views that only the left hemisphere uses context information to prepare for the processing 
of likely upcoming words (Federmeier, 2007). 
 These findings thus suggest that one difference between concrete and abstract 
expressions may be quantitative in nature:  namely, the number of semantic features that 
each type of word routinely calls up.  The consequences of this for processing manifest 
on the N400, reflecting brain activity associated with semantic access, and vary 
depending on whether these words are encountered in or out of context, or themselves 
serve as context for other words. 
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Frontal concreteness effect: As described earlier, the negativity elicited by 
concrete words relative to less concrete words is more long lasting over frontal scalp 
sites; for example, seen between 250 and 900 ms post word onset in Lee and Federmeier 
(2008); see Figure 1 and 2 from Chapter 2.  Similar frontally-distributed negative 
potentials are also elicited in studies of mental imagery (taking into account differences 
in reference site; Farah, Weisberg, Monheit, & Peronnet, 1989).  In addition, although 
this effect can arise without instructions or task demands that would bias participants to 
image (Huang , Lee, & Federmeier, 2010), it has been shown to be enhanced by tasks that 
encourage mental imagery (West & Holcomb, 2000). Consequently, the frontal 
concreteness effect has been considered to reflect the mental simulation of sensory 
experience triggered by the meaning of a word, something that is perhaps exclusively 
available for concrete expressions.  
Unlike the posterior concreteness effect, the frontal concreteness effect is not 
attenuated by supportive contextual information. Swaab et al. (2002) compared ERPs to 
highly imageable and less imageable words when these were preceded by related context 
(e.g. pig-leopard; atom-molecule) or unrelated context (e.g. wheat-slipper; pace-dispute).  
Brain responses to the target (second) words were more negative over frontal electrode 
sites between 350 and 650 post word onset for highly imageable than less imageable 
words, irrespective of semantic relatedness.  Whereas context does not eliminate this 
effect, it can modulate it – for example, in the case when words can be understood with 
either a more concrete or a more abstract interpretation (e.g. the physical sense and the 
intellectual sense of the word ‘book’). In Huang et al. (2010), polysemous nouns 
preceded by modifiers inducing a concrete reading (e.g., hilly farm) elicited a frontal 
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negativity (500-900 ms) compared to the same nouns preceded by modifiers inducing an 
abstract meaning (e.g., productive farm). Interestingly, this effect was only observed 
when processing was biased towards the right hemisphere, and only when the modifier 
could be meaningfully integrated with the noun. The fact that the frontal effect seems to 
arise from right hemisphere processing mechanisms is consistent with more general data 
linking the right hemisphere to imagery processes (e.g., Ehrlichman & Barrett, 1983; 
Kosslyn, 1987) and provides a strong dissociation between this effect and concreteness 
effects over posterior regions, which were associated with left hemisphere biased 
processing.  
Thus, the elicitation of concrete conceptual information from a word or phrase 
seems to trigger the simulation of sensory experience (imagery), reflected in frontal 
negativity (see Bergen, Lindsay, Matlock, & Narayanan, 2007 for similar findings with 
behavioral measures). This predicts that, under certain circumstances, the frontal 
concreteness effect may be delayed or even suppressed if the pre-requisite conceptual 
activation is difficult or prolonged – for example, if words are associated with multiple 
meanings, such that ambiguity needs to be resolved before imagery could take place.  
This prediction is born out in our study—whereas the frontal concreteness effect was 
seen for all nouns in regardless of ambiguity type (e.g. ‘the desk/plan/bat’) and for verbs 
without semantic ambiguity (e.g. ‘to eat/plan’), strikingly, this effect was NOT seen for 
syntactically and semantic ambiguous items used as verbs (e.g. ‘to register’); see Figure 4 
from Chapter 2.  Similar results have also been found in the behavioral literature.  For 
example, Eviatar, Menn, and Zaidel (1990), using a lexical decision task, found that word 
class ambiguous verbs (with some degree of semantic ambiguity) failed to show the 
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concreteness facilitation effect.  Given that the meaning of verbs seems to be more 
context dependent, ambiguity resolution may be more difficult and/or take longer when a 
lexical item is used as a verb.  
Collectively, the studies reviewed in this section highlight the dynamic and multi-
faced nature of lexical processing. Whereas the central/posterior (N400) concreteness 
effect is a modulation of a process that is elicited by both concrete and abstract words 
across word types, the frontal, imagery-related concreteness effect seems to involve an 
extra process induced only by concrete items that is likely to be affected by ambiguity 
resolution processes.  
 
(II) Syntactic and semantic context effects on ambiguity resolution for noun/verb 
homographs  
Several theoretical accounts of the mechanisms of semantic ambiguity resolution 
have been put forward (e.g., Duffy, Kambe, & Rayner, 2001; Hogaboam & Perfetti, 
1975; Paul, Kellas, Martin, & Clark, 1992; Rayner & Frazier, 1989), varying in their 
assumptions about the autonomy of lexical activation and the general role of context in 
word recognition and language comprehension. Most, if not all, of these hypotheses treat 
the processing costs that have been observed for ambiguous words as if they are unitary 
in nature and thus the same for ambiguous words encountered in different types of 
contextual environments. Whether different contextual information sources can critically 
alter how lexically ambiguous words are processed and what neural mechanisms are thus 
engaged is something that has rarely been discussed.  
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However, there are reasons to believe that different types of context information 
may affect lexical ambiguity resolution in different ways.  First, semantic and syntactic 
contextual constraints differ in nature, with syntactic constraints oftentimes definitive but 
semantic constraints more graded.  For example, a sentence beginning “Paul liked the 
…” requires a noun phrase and thus would seem to rule out the verb use and meaning of 
an upcoming NV homograph such as duck.  In contrast, a sentence beginning “Mary 
searched in the bushes for the …” may favor the ‘tool’ meaning of a subsequent 
ambiguous word spade, but cannot rule out a continuation like “… spade, which had 
blown off the card table.” On the other hand, syntactic constraints are likely to be 
considerably more general (e.g., requiring a noun but providing very little information 
about its features), whereas semantic constraints can be more specific. Semantic and 
syntactic information sources also differ in how they accrue across words and over time. 
Whereas semantic constraints build up incrementally over the course of a context, 
syntactic constraints seem more likely to operate locally. Semantically constraining 
contexts have been shown to lead to progressively faster word monitoring latencies and 
increasing N400 reduction over the course of sentences, but such accumulative effects 
were not found for syntactic contexts (e.g., Marslen-Wilson & Tyler, 1980; Van Petten & 
Kutas, 1991). This difference between syntactic and semantic contextual constraints 
affects general word processing differently, and thus could conceivably provide 
differential aids for lexical ambiguity resolution as well.  
Experiments 2 and 3 in this dissertation (published in Lee & Federmeier, 2009 
and described in more detail in Chapter 3) were designed to examine the influences of 
syntactic and semantic disambiguating information on ambiguity resolution for 
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homographs whose meaning varies across word class (‘NV-homographs’). The results 
revealed qualitatively different processing consequences for homographs preceded by 
disambiguating syntactic versus semantic information. When biasing semantic 
information is available, settling down from multiple activated meanings to a single 
interpretation can be done via more stimulus-driven semantic access. However, when 
semantic contextual support is lacking, additional processing resources are recruited to 
help resolve ambiguity. 
Ambiguity resolution in the context of syntactic constraints:  In contexts that 
provided only disambiguating syntactic information (the syntactic prose condition; left 
panel of Figure 2 from Chapter 3), NV-homographs elicited a prolonged frontal 
negativity (200-700 ms) relative to unambiguous words.  This frontal effect replicates 
patterns in other studies, such as when NV-homographs are in midsentence positions of 
syntactically congruent but semantically unconstraining sentences (e.g., “Jeremy wanted 
to/the watch even though …”; Federmeier et al., 2000) or follow a single, syntactically-
constraining cue (e.g., ‘to/the watch’ in my master thesis, published in Lee & Federmeier, 
2006).  This effect is not simply due to syntactic ambiguity, since word class ambiguous 
items whose meanings are very similar across their noun and verb senses (e.g., drink) do 
not elicit this response (Lee & Federmeier, 2006).  Similar effects have also been seen in 
cases that do not involve syntactic ambiguity, such as when there are multiple possible 
referents for a pronoun (van Berkum, Brown, Hagoort, & Zwitserlood, 2003; van 
Berkum, Hagoort, & Brown, 1999).  Thus, the frontal negativity appears to be linked to 
processes of selecting among alternative referents, and is seen under conditions in which 
syntactic but NOT semantic constraints are available to aid with ambiguity resolution.  
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The idea that the frontal negativity indexes a selection-related process receives 
support from several sources. For example, data from imaging methods points to frontal 
lobe sources for selection-related brain activity.  A number of hemodynamic imaging 
studies have reported frontal activation (for example, in the inferior frontal gyrus, either 
bilaterally or with a left hemisphere focus) associated with the resolution of lexical 
ambiguity (e.g., Mason & Just, 2007; Rodd, Davis, & Johnsrude, 2005; Zempleni, 
Renken, Hoeks, Hoogduin, & Stowe, 2007).  In particular, Gennari et al. (2007) used a 
design very similar to that of Lee and Federmeier (2006), with NV-homographs 
embedded in minimal syntactic phrases (e.g., to/the bowl), and found activations in the 
left inferior frontal gyrus that they linked to selection among competing semantic 
attributes.  In turn, the conclusions of these hemodynamic imaging studies of ambiguity 
resolution are supported by more general results from the neuropsychological literature, 
which link frontal lobe damage to deficits in selecting relevant representations among 
competitors, including – but not limited to – tasks involving semantic ambiguity 
resolution  (Metzler, 2001; Robinson, Blair, & Cipolotti, 1998; Thompson-Schill et al., 
1998). This body of data thus suggests that selecting among alternative meanings of 
ambiguous words sometimes involves the recruitment of (possibly domain-general) 
frontally mediated processes, and that this is a mechanism engaged when such words are 
encountered in circumstances that demand selection (i.e., in the presence of syntactic 
constraints) but that provide little semantic support.  
Ambiguity resolution in the context of semantic constraints:  The presence of 
constraining semantic context information greatly reduces the N400 to both ambiguous 
and unambiguous sentence final words (congruent sentence condition, right panel of 
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Figure 2 from Chapter 3). Strikingly, in the context of this general facilitation for word 
processing, there is no reliable evidence of frontal negativity for the NV-homographs.  In 
other words, during the processing of a constraining, congruent sentence, the 
accumulated (pre)activation of semantic information seems to mitigate the need for 
recruitment of the kind of controlled selection mechanisms indexed by the frontal 
negativity.   
 However, this does not mean that ambiguous and unambiguous words are now 
processed identically.  As can be seen in Figure 2 from Chapter 3, N400 responses to 
ambiguous words are less facilitated by context than are those to unambiguous words, 
despite careful matching of the two conditions for lexical properties and, critically, 
context-based predictability as indexed by cloze probability (Taylor, 1953). Experiment 3 
showed that this ambiguity-related N400 difference was limited to cases in which context 
picked out an ambiguous word’s nondominant meaning (whereas responses to 
homographs in dominant-biased contexts fully converged with those to unambiguous 
words).  This pattern is thus consistent with behavioral findings of processing costs for 
ambiguous words even in the presence of the disambiguating semantic information, when 
non-dominant meanings are selected (Duffy, Kambe, & Rayner, 2001; Rayner, Pacht, & 
Duffy, 1994).  What the ERP data make clear, however, is that the processing costs seen 
in these circumstances and those incurred when ambiguous words are processed in 
syntactically well-specified but semantically neutral contexts are qualitatively different. 
In both cases, the processing costs seen in behavioral measures (e.g., increased 
response times) have typically been linked to competition between simultaneously 
activated meanings.  For example, the reordered access model (see Duffy et al., 2001, for 
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a review) assumes that, out of context, multiple meanings of ambiguous words become 
active, to a degree proportional to their meaning dominance.  Context information can 
then “reorder” the meanings by changing their relative activation strengths.  Strong 
activation, and hence rapid access, of the dominant meaning would be expected when 
high meaning frequency is buttressed by contextual support, allowing processing to 
approximate that for unambiguous words (as seen in Lee & Federmeier, 2009).  
However, subordinate-biased contexts will boost non-dominant meaning activation, 
making the activation levels of the two meanings more similar; thus, both when 
ambiguous words are encountered with little contextual support and when semantic 
context information is available but picks out a non-dominant meaning, it is assumed that 
additional processes must be brought on-line to resolve the resultant competition. 
The ERP data, however, tell a different story in suggesting that the selection 
mechanisms linked to frontal brain activity, are necessary when semantic constraints are 
absent but NOT when nondominant meanings are picked out in the presence of 
semantically constraining context information.  Although in the latter case there are 
residual processing differences between ambiguous and unambiguous words – which 
could have behavioral consequences – those ambiguity effects are of a qualitatively 
different nature.  The larger N400 for ambiguous words in subordinate-biased contexts 
likely reflects a contextual mismatch created by residual activation of dominant meaning 
features.  Importantly, however, it seems clear that the preactivation of subordinate-
associated features from aconstraining semantic context information allows a sufficiently 
stable activation state to arise that the need for additional selection-related resources is 
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mitigated, even in the face of residual automatic activation of dominant-associated 
meaning features.  
The results across this pair of experiments are thus coherent with behavioral 
literature in showing that neither syntactically nor semantically constraining context 
information can completely prevent the activation of alternative meanings of ambiguous 
words in all circumstances.  Extending this literature, however, this set of data further 
suggest that similar behavioral processing costs (lengthened response times) for 
ambiguity resolution in different context types can arise from qualitatively different 
underlying neural mechanisms.  When no biasing semantic constraints are available, 
arriving at the correct meaning of an ambiguous homograph (e.g., the one that fits a 
specified syntactic frame) involves the recruitment of selection-related resources, which 
manifest in the ERP signal in the form of a sustained frontal negativity. In contrast, when 
the context provides constraining semantic information, which facilitates semantic 
access, demands for these resources are reduced or eliminated.  However, under these 
circumstances, contextually inappropriate meaning features may still become active to 
some extent, leading to reduced N400 facilitation for ambiguous as compared to 
unambiguous words, similar to patterns seen for unambiguous words that contain features 
that are unpredictable within a given context. 
 
(III) Differential age effects on lexical ambiguity resolution mechanisms 
Aging is usually associated with cognitive as well as biological decline. However, 
it has been shown that different aspects of cerebral and cognitive aging follow divergent 
trajectories. For example, frontal lobe regions have been shown to undergo more age-
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related deterioration than other brain areas in terms of volume (2005), amount of grey 
and white matter (Moseley, 2002; Resnick, Pham, Kraut, Zonderman, & Davatzikos, 
2003), and white matter integrity (Head et al., 2004; Sullivan & Pfefferbaum, 2006). In 
addition, executive/controlled processes (processes that are usually considered to be 
frontally-based), as opposed to stimulus-driven ones, tend to be more affected by age 
(Craik & Anderson, 1999; DiGirolamo et al., 2001; Foster, Black, Buck, & Bronskill, 
1997; Hasher & Zacks, 1988; Hasher, Zacks, & May, 1999; Jennings & Jacoby, 1993; 
Jonides et al., 2000; Rogers & Fisk, 1991; Vanderaspoilden, Adam, Van Der Linden, & 
Morais, 2007).    
Differential age effects have also been observed within the domain of language 
processing. On the one hand, there is ample evidence that word-related knowledge and 
the ability to link perceptual word forms to meaning remains relatively intact across the 
lifespan. For example, it has been shown that throughout the adult life span, vocabulary 
knowledge, organization of semantic features and word associations, and automatic 
aspects of semantic priming are fairly well preserved (Burke & Harrold, 1993; Burke & 
Peters, 1986; Howard, 1980; Park et al., 2002). On the other hand, the efficacy of 
exploiting top-down information to aid the analysis of the bottom-up signal or to revise 
an existing interpretation, and thus adapt to context-driven changes in focus, have been 
shown to deteriorate with age (Cameli & Phillips, 2000; Federmeier & Kutas, 2005; 
Federmeier, McLennan, De Ochoa, & Kutas, 2002; Hamberger & Friedman, 1992; 
Meyer & Federmeier, In press).  
In light of the general trend of age-related decline in these higher-order aspects of 
language processing, older adults might be expected to experience greater difficulty 
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processing words with multiple semantic or grammatical usages, since resolving such 
lexical ambiguity requires one to effectively integrate context information, select and 
maintain appropriate meanings, and inhibit irrelevant semantic features – all factors 
documented to be more difficult with age (Hasher & Zacks, 1988; Stoltzfus, Hasher, & 
Zacks, 1996; Van der Linden et al., 1999; also see Wlotko, Lee, & Federmeier, in press 
for a review). Surprisingly, empirical work looking at the effects of aging on lexical 
ambiguity resolution has yielded mixed results. On the one hand, several studies (Balota 
& Duchek, 1991; Hopkins, Kellas, & Paul, 1995; Meyer & Federmeier, In press; Swaab, 
Brown, & Hagoort, 1998) have found that older adults, like younger ones, are able to use 
linguistic context to rapidly discern the contextually appropriate meaning of ambiguous 
words. On the other hand, Dagerman, MacDonald, & Harm (2006) found that older 
adults did not demonstrate the kind of rapid, online context use seen for younger adults.  
Interestingly, a closer look at the materials used across these studies suggest that 
whether older adults show young-like patterns in contextual use for lexical ambiguity 
resolution seems to depend on whether the contexts provided coherent lexical-semantic 
constraints. It is possible then that normal aging imposes differential effects on the 
multiple cognitive and neural systems involved in lexical ambiguity resolution, with the 
ability to effect ambiguity resolution via selection mechanisms indexed by the frontal 
negativity more affected by age than the ability to resolve ambiguity when semantic 
constraints are available. To examine this hypothesis, Experiment 4 (described in Chapter 
4) was set up to assess healthy older adults’ brain responses to lexical ambiguity in 
different context types using a same set of ambiguous and matched unambiguous words 
as employed in Chapter 3 with young adults. The findings from Experiment 4 are then 
  20 
replicated in Experiment 5 (described in Chapter 5), with additional findings on the 
nature of the sustained frontal negativity and the consequences of comprehending 
subsequent text when the neural resources underlying the frontal negativity are less 
available.  
Ambiguity resolution in the context of semantic constraints: In the case when 
constraining semantic information allows for pre-activations of semantic features related 
to the upcoming word, older adults showed qualitatively similar ERP effects as those 
seen for younger adults. In particular, like younger adults, older adults also showed less 
N400 reduction to NV-homographs than to unambiguous words in congruent sentences.  
This pattern, shown in young adults to arise when meaning features of the dominant 
sense of a homograph continue to be activated in a subordinate-biased context, indicates a 
residual impact of ambiguity even in the presence of semantic constraints. Importantly, 
older adults did not recruit additional processing resources to help obtain the correct 
interpretation, suggesting that they are not less effective in resolving the semantic conflict 
in this case. These results thus suggested that the same, relatively stimulus-driven, 
semantic processes that seem to allow the semantic system use preceding semantic 
constraints to settle down to a single interpretation of an ambiguous word continue to 
function well with advancing age. 
Ambiguity resolution with no context of semantic constraints: In contrast to the 
pattern seen when semantic constraints are available, results from both Experiments 4 
and 5 show that, at least at the group level, older adults are less effective in recruiting the 
extra resources, indexed by the frontal negativity, that have been shown to be recruited by 
younger adults to aid meaning selection in the context of only syntactic cues to 
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disambiguation. This pattern is consistent with that observed in Dagerman et al. (2006), 
who showed older adults’ on-line ambiguity resolution was, in fact, less effective in 
neutral semantic contexts.  
Experiment 4 revealed, however, that this age-related decline in the frontal 
negative effect is modulated by individual differences in participants’ scores on the letter 
verbal fluency test, such that older adults with higher scores maintained a young-like 
effect pattern. The letter fluency (FAS) test has been related to frontal lobe functions 
(e.g., Henry & Crawford, 2004; Stuss & Levine, 2002). The correlation observed in our 
current study thus strengthens the link between frontally-mediated processes and the 
sustained anterior negative ERP effects we have characterized in association with 
ambiguity resolution when semantic constraints are not available (Federmeier, Segal, 
Lombrozo, & Kutas, 2000; Lee & Federmeier, 2006, 2009). This in turn coheres with the 
findings in the larger aging literature that healthy aging imposes more effects on top-
down processes than stimulus-driven ones, and frontal regions than other areas.  
Results from Experiment 5 further demonstrated that such age-related decline in 
recruiting frontally mediated resources impacts meaning processing for linguistic 
material that comes after the not-yet-resolved lexical ambiguity. In this experiment, 
younger and older adults read NV-homographs embedded in syntactically but not 
semantically constraining contexts (e.g., “John tried the duck …”).  Activation of the 
homograph’s distinct meanings was then probed through the measurement of plausibility 
effects on a critical noun in a subsequent prepositional phrase (e.g., “… in the dish/in the 
alley”).  This experiment showed that, for younger adults, the contextually irrelevant 
meanings of the NV-homographs, even the dominant ones, are not active two words (one 
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and a half seconds) later. Our prior work (Lee & Federmeier, 2009), along with many 
other studies in the literature (e.g., Duffy, Kambe, & Rayner, 2001; Hogaboam & 
Perfetti, 1975), attests to the fact that, due to the strong association between the 
ambiguous word forms and their dominant meaning usages, even when context 
information strongly constrains for the subordinate meanings, dominant meaning features 
of ambiguous words nevertheless initially become active. Thus, the fact that the dominant 
meanings are no longer active by the time the critical nouns are encountered shows that 
they have been effectively suppressed, and suggests that the enhanced frontal negativity 
may index this suppression process. In contrast, for older adults, who elicit greatly 
reduced frontal negativity to the NV-homographs, the contextually irrelevant dominant 
meaning senses continue to be active at the critical noun, causing priming even when 
those nouns are actually contextually implausible, These data thus provide another piece 
of strong evidence suggesting that the frontal negativity indeed indexes a suppression 
mechanism that becomes less available over age.  
This pair of experiments thus provide a possible explanation for the disparate 
patterns that have been observed across the literature looking at age effects on ambiguity 
resolution (Balota & Duchek, 1991; Dagerman, MacDonald, & Harm, 2006; Hopkins, 
Kellas, & Paul, 1995; Meyer & Federmeier, In press; Swaab, Brown, & Hagoort, 1998). 
Consistent with the literature showing disproportional effects of aging on processes that 
are more controlled, as opposed to more stimulus-driven, and more frontally-mediated, as 
opposed to arising from other brain regions, aging also imposes differential influences on 
the mechanisms of lexical ambiguity resolution. Putatively frontally-mediated, controlled 
mechanisms brought on-line when meaning selection is difficult are notably affected by 
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aging, whereas more stimulus-driven, implicit semantic processes (linked instead to 
medial temporal lobe brain areas) are relatively spared. Furthermore, these findings show 
that these processing changes are consequential for comprehension, such that older adults 
who cannot or do not recruit suppression processes maintain contextually inappropriate 
meanings, potentially clouding their comprehension of and/or memory for the text.  
 
In sum, this dissertation exploits the prevalent one-to-many mapping relations 
between word forms and their potential referents in human language as a window to 
understanding how human brains decode information encapsulated in words. In Chapter 
2, I demonstrate that ambiguity, such as whether the word ‘lobby’ should be interpreted 
as a concrete entrance hall that is typically used as a noun or an abstract political 
movement that is usually used as a verb, can impact the recruitment of processes, such as 
imagery-generation, involved in constructing a word’s interpretation.  Such processing 
costs for ambiguous words seem to arise from processes mediated by different neural 
networks, depending on the nature of the available context information. As described in 
Chapter 3, lexical ambiguity resolution involves the interplay of multiple neural 
networks. The nature of the information provided by different types of context is 
important for determining when and how these mechanisms are recruited. These findings 
are further corroborated by the results described in Chapters 4 and 5, demonstrating that 
different processing mechanisms involved in lexical ambiguity resolution can be 
differentially affected by age-related cognitive decline. Detailed descriptions for each 
study are provided in each chapter and an integrative view on word recognition based on 
these findings is then described in the last chapter, Chapter 6.
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Electrophysiological techniques were used to assess the generalizability of 
concreteness effects on word processing across word class (nouns and verbs) and 
different types of lexical ambiguity (syntactic only and combined syntactic/semantic). 
The results replicated prior work in showing an enhanced N400 response and a sustained 
frontal negativity to concrete as compared with abstract nouns.  The effect of 
concreteness on the N400 generalized to all word class and ambiguity conditions, 
whereas the frontal effect was present for all word types except for the syntactically and 
semantically ambiguous items when these were used as verbs.  The dissociable ERP 
effects of concreteness revealed by these data suggest that concreteness may impact 
multiple aspects of neurocognitive processing.  
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INTRODUCTION  
Linguistic concreteness – i.e., the extent to which an expression describes a concept 
that can be perceived by the senses – is a factor known to have robust effects on various 
cognitive processes, including perceptual selectivity, paired-associate learning, 
recognition memory, and language (see review by Paivio, Yuille, & Madigan, 1968).  In 
the domain of language processing, for example, it has been found that concrete words 
are responded to more quickly in lexical decision tasks (Schwanenflugel, Harnishfeger, & 
Stowe, 1988) and are read aloud more accurately and with less semantic errors by deep 
dyslexic patients (Gerhand & Barry, 2000).  Such effects also hold at the sentence level:  
concrete sentences are comprehended more quickly and accurately than abstract 
sentences (Haberlandt & Graesser, 1985; Schwanenflugel & Shoben, 1983) and are 
responded to faster in meaningfulness judgment (Holmes & Langford, 1976)and 
truthfulness judgment tasks (Belmore, Yates, Bellack, Jones, & Rosenquist, 1982).  
Several hypotheses have been put forward to account for the processing advantages 
observed for concrete words.  In his dual coding theory, Paivio (1969; Paivio, 1971, 
1991) held that imagery was the critical factor, with concrete words accruing a processing 
advantage by virtue of the fact that they can be accessed via both the verbal system (also 
used to store and process abstract words) and the imagery system.  In contrast, under 
unitary semantic system accounts, the concreteness advantage comes from the richer 
availability of contextual information for concrete words (Schwanenflugel, 1991; 
Schwanenflugel, Harnishfeger, & Stowe, 1988).  Support for this hypothesis comes from 
studies showing that whereas concreteness effects are robust for words out of context or 
in random sentential/paragraph contexts, effects are attenuated in coherent contexts or 
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upon repetition, when both concrete and abstract words can be accessed with sufficient 
contextual information (James, 1975; Marschark, 1985; Paivio, Clark, & Khan, 1988; 
Schwanenflugel & Shoben, 1983; Wattenmaker & Shoben, 1987). 
Recent neurophysiological studies that have attempted to adjudicate between these 
two theories have instead uncovered data patterns suggestive of an account that combines 
elements of both views.  Holcomb and colleagues, in a series of event-related potential 
(ERP) studies (Holcomb, Kounios, Anderson, & West, 1999; Kounios & Holcomb, 1994; 
West & Holcomb, 2000), found that concrete words were associated with more negative-
going potentials, beginning in the time window of the N400 component (~250-450 ms 
post-stimulus onset) and continuing to up to 800 ms.  This concreteness-based difference 
was most pronounced over frontal scalp sites (whereas, in general, N400 effects have a 
centro-posterior focus).  However, when concrete and abstract words were put into 
predictive sentence contexts (Holcomb, Kounios, Anderson, & West, 1999) or were 
repeated (Kounios & Holcomb, 1994), such differences were strongly attenuated.  
The scalp distributional differences between concrete and abstract words support 
dual coding accounts in suggesting that different neural resources are involved in 
processing the two categories of words.  On the other hand, the results also make clear 
that contextual manipulations can modulate this effect. Moreover, the fact that 
differences are observed in the time window of the N400 – a component that has been 
strongly linked to semantic processing (Kutas & Federmeier, 2000) – is suggestive that 
the concreteness effect may be at least partially based on the richness of the words’ 
semantic associations.  Based on their findings, Holcomb and colleagues have proposed 
the “context extended dual-coding hypothesis,” which states that a complete account of 
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concreteness effects must include not only multiple semantic codes for representing and 
processing the two different word types, to account for the topographic differences, but 
also a contextual component, to account for the context-based modulations (Holcomb, 
Kounios, Anderson & West, 1999). 
 Although the ERP pattern associated with concreteness is now fairly well-
established, the underlying nature of the frontal negativity is not.  Holcomb and 
colleagues raised this point and suggested that the distribution of the negativity in the 
N400 time region might reflect the contribution of multiple semantic memory processes, 
including a posterior ‘linguistically sensitive N400’, activated by both concrete and 
abstract words, and a more frontal ‘imagistically sensitive N400’, which is exclusively 
activated by the concrete words (Holcomb, Kounios, Anderson & West, 1999). This 
hypothesis is consistent with data showing that the N400 response to pictorial stimuli 
seems to be more frontally distributed than the typical N400 to words (Holcomb & 
McPherson, 1994; McPherson & Holcomb, 1999).  However, in addition to explaining 
the effect of concreteness on the distribution of the response during the N400 time 
window, it is also necessary to account for the sustained nature of the frontal effect.  
Based on an experiment that manipulated task demands across groups (including a 
surface task, a semantic task, and an imagery task), West and Holcomb (2000) have 
hypothesized that, in addition to effects of concreteness on the semantic processes 
reflected in the N400 component, there are imagery-related processes that contribute to 
the concreteness effect, which manifest as a later frontal negativity they termed the 
“N700”. 
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Sustained frontal negativities have also sometimes been seen in response to other 
word-related manipulations.  For example, in a study investigating semantic and word 
class ambiguity (Lee & Federmeier, 2006), we found a similar frontal slow negativity to 
words that are both word class ambiguous and semantically ambiguous (e.g., the duck/to 
duck) as compared with unambiguous nouns and verbs (e.g., the sofa/to eat) and word 
class ambiguous items with little semantic ambiguity (e.g., the vote/to vote). The frontal 
negativity started from about 250 ms after stimulus onset and continued to the end of the 
one-second epoch.  Our study did not initially build in a control for concreteness, though 
the ambiguity effect seemed to hold in posthoc analyses in which concreteness could be 
matched. Interestingly, some of the items used in previous concreteness studies were 
word class and semantically ambiguous:  for example, ‘rose’ (Holcomb, Kounios, 
Anderson & West, 1999) and ‘table’ (Kounios & Holcomb, 1994).  The similarity of the 
waveform patterns across the two sets of experiments raises interesting questions about 
the role of concreteness and semantic/syntactic ambiguity – and possible interactions 
between these factors – in driving the slow frontal effect. 
In order to examine the relationship between concreteness and ambiguity, it is also 
necessary to further consider the factor of grammatical class.  This is because the kind of 
ambiguity that has been shown thus far to produce sustained frontal effects (similar to 
those seen for concreteness differences) occurred across different word class uses of a 
single lexical item (e.g. the duck/to duck; Lee & Federmeier, 2006).  In general, nouns 
and verbs differ along various dimensions, including average frequency, age of 
acquisition, lexical neighborhood density, number of semantic associates, mutability of 
meanings and potential lexical competitors for a given word (Gentner, 1981; Szekely et 
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al., 2005), and word class differences are apparent for many aspects of language 
processing, including children’s lexical development (Gentner, 1982), aphasic patients’ 
deficit patterns (Myerson & Goodglass, 1972), and healthy adults’ memory for words 
(Reynolds & Flagg, 1976) and electrophysiological responses (Federmeier, Segal, 
Lombrozo & Kutas, 2000; Lee & Federmeier, 2006), among others.  Most importantly 
for the present study, the noun and verb senses of a given ambiguous lexical item are 
likely to be associated with different concreteness values (e.g., in our norming study, 
described below, the word ‘swamp’ was rated as quite concrete in its noun sense [5.9 on a 
7 point scale], but much less concrete in its verb sense [3.2]).  Thus, in order to examine 
concreteness effects for word class ambiguous items, it is necessary to obtain word class 
specific concreteness ratings and to specify the word class use of all lexical items within 
the experimental context.  Indeed, as described next, prior work suggests that 
concreteness effects may manifest differently as a function of both word class and lexical 
ambiguity. 
Most studies in the literature have used only nouns as stimuli, leaving open the 
question of whether the kind of concreteness effects that have typically been described 
generalize to other parts of speech.  However, a few studies that included verbs in their 
stimulus sets have reported interactions of concreteness with word class.  For example, 
Yuille and Holyoak (1974) investigated the influence of concreteness on memory 
performance using sentences of the following structure: “The (adjective) (noun) (past 
tense verb) the (adjective) (noun)”; the concreteness of both the subject and object nouns 
and the verbs was manipulated.  Recognition for the sentences (with foils involving 
swaps of the subject and object noun or of the entire noun phrase) and recall were tested 
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in two separate experiments.  The results showed that sentences containing concrete noun 
phrases, in comparison with those containing abstract noun phrases, were both 
recognized and recalled more accurately, whereas the concreteness of the verbs did not 
affect either measure. Yuille and Holyoak interpreted their results as suggesting that noun 
concreteness was a much more critical determinant of sentence imagery and memory, 
though they pointed out that the range of concreteness in their stimulus set was greater 
for the nouns than for the verbs, which may explain the difference in data patterns for the 
two word classes.  In a lexical decision task using a visual half-field manipulation, 
Eviatar et al. (1990) found a similar pattern, with concreteness effects for nouns – but not 
for verbs – observed in both visual fields.  However, as footnoted by the authors, the 
verbs in this study were actually word class ambiguous; inspection of their stimuli further 
suggests that at least some of the items were also semantically ambiguous. This might 
have contributed to the different patterns they found for nouns and verbs. 
Lexical ambiguity across word classes may also account for the differing pattern of 
concreteness by word class interactions that have been reported in studies using different 
languages within the ERP literature.  On the one hand, Zhang et al. (2006), using a lexical 
decision task with Chinese two-character words, found a typical concreteness effect for 
nouns.  High concrete nouns were associated with a larger negativity (broadly distributed, 
but larger over the front of the head) in the N400 time window (200-500ms).  However, 
for verbs, a much smaller and distributionally-constrained concreteness effect was found, 
which only approached statistical significance at some central electrode sites.  Thus, the 
results of this study concur with the behavioral findings in suggesting that concreteness 
effects are absent – or greatly reduced – for verbs.  On the other hand, however, 
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Kellenbach et al. (2002), using a recognition memory task in German, found that 
concreteness had similar effects on both nouns and verbs, with more negative responses 
between 300 and 750 ms over anterior electrode sites for words with rich visual or motor 
semantic attributes.  The authors did notice a tendency for this effect to be reduced for 
verbs in comparison with nouns, but the difference did not reach statistical significance.  
One possible explanation for the fact that concreteness effects manifested differently 
across word class in Chinese but not in German is that these languages differ in whether 
words are likely to be class ambiguous.  Whereas many words in Chinese are word class 
ambiguous (and this class ambiguity may further involve semantic ambiguity), 
morphologically rich languages such as German do not readily allow for such ambiguity.  
It is possible that concreteness effects unfold differently in the presence of ambiguity, and 
that, in turn, these effects of ambiguity are different for nouns and verbs.  In fact, similar 
inconsistencies in the pattern of concreteness effects can also be seen in the 
hemodynamic imaging literature (e.g., Bedny & Thompson-Schill, 2006; Perani et al., 
1999), and some have suggested that such differences arise in part because of the 
differing number of senses associated with ambiguous lexical items when these are used 
as verbs versus when used as nouns (Bedny &Thompson-Schill, 2006).  
In sum, the pattern of findings across the literature suggests that both grammatical 
class and lexical ambiguity may influence concreteness effects, highlighting the need to 
jointly examine these factors within a single language, stimulus set, and participant group 
in order to more systematically assess the generalizability of concreteness effects.  To 
that end, the current study measured ERP responses while jointly manipulating word 
class, semantic/syntactic ambiguity, and concreteness.  As in prior work (Federmeier, 
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Segal, Lombrozo & Kutas, 2000; Lee & Federmeier, 2006), we examined brain responses 
elicited by unambiguous nouns (e.g., sofa), unambiguous verbs (e.g., eat), word class 
ambiguous words with similar meanings across their noun and verb senses (e.g., vote), 
and word class ambiguous words that were also semantically ambiguous (e.g., duck).  
Each of these classes was further subdivided into high and low concreteness sets of 
words, based on concreteness norming that took word class into consideration for class 
ambiguous items (something prior published norms have not done).  Word class was 
primed by preceding each target with a noun- or verb-predictive function word (i.e., ‘the’ 
or ‘to’).  In light of previous findings suggesting that concreteness effects are more robust 
in tasks that require semantic processing (James, 1975; Kounios & Holcomb, 1994; West 
& Holcomb, 2000), a semantic-relatedness judgment task was used in the current design.  
Our aim was to see whether a concreteness effect manifests for all grammatical classes 
and ambiguity conditions and, if so, to compare the timecourse and distribution of the 
ERP responses in order to determine if the nature of concreteness effects is unitary or 
dependent upon word type. 
 If concreteness effects arise because of inherent differences in the kind of 
semantic information made available by concrete versus abstract items (as the context 
availability hypothesis would seem to suggest), then we should expect such effects to 
hold across factors like word class and ambiguity, especially when measured on a 
functionally-specific component, the N400, that indexes the availability of such 
information.  If, instead, concreteness effects arise when additional processes (such as 
imagery) are brought to bear for concrete, but not abstract, words, then it is possible that 
concreteness could interact with factors such as word class and/or ambiguity if, for 
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example, participants are more likely to image objects than actions or if ambiguity 
resolution delays the implementation of such processes.  Given that there are suggestions 
of multiple subcomponents of the ERP concreteness effect, it is further possible that 
different aspects of the response (e.g., the N400 and the slow frontal negativity) may be 
differentially sensitive to these factors, allowing these subcomponents to be more 
definitively separated.  Finally, the differences in the results of the Kellenbach et al. 
(2002) and the Zhang et al. (2006) studies for concreteness effects on verbs, seen across 
languages that vary in degree of lexical ambiguity, leads to the specific prediction that 
concreteness effects for verbs in the present study may be more sensitive to ambiguity 




 Three types of words were used in this study:  (1) word class unambiguous words 
(UW), including class unambiguous nouns (UN; e.g. the sofa) and class unambiguous 
verbs (UV; e.g. to eat), (2) syntactically ambiguous but semantically unambiguous words 
(AU), which can be used as both nouns (AU-N; e.g. the vote) and verbs (AU-V; e.g. to 
vote) but have little or no semantic ambiguity (i.e., the noun and verb senses refer to very 
similar concepts, as determined by norming data described in our previous study: Lee & 
Federmeier, 2006), and (3) syntactically and semantically ambiguous words (AA), which 
can be used as both nouns and verbs (AA-N; e.g. the duck and AA-V; e.g. to duck)) and 
have a high degree of semantic ambiguity (i.e., the noun and verb senses have very 
different meanings).  
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For each word type (UN, UV, AU-N, AU-V, AA-N, AA-V), we obtained a high 
and low concreteness sample, using concreteness ratings obtained in a norming session 
(described below). Appendix A shows examples of each of the stimulus types. Tables 1 
(nouns) and 2 (verbs) give the ranges of concreteness difference and the mean values and 
standard deviations of relevant lexical features for each word type.  Concreteness values 
were matched across word class and ambiguity type for both the high and low 
concreteness samples, with a significant overall difference in concreteness ratings 
between the high and low concreteness items (p < 0.0001)1, but no difference across word 
types (p > 0.05). Because the distribution of the words along the dimensions of 
concreteness and other lexical features is different for the two word classes (in particular, 
more concrete verbs tend to be less frequent; see Szekely et al., 2005, for a extensive 
discussion of the inherent differences in the distribution of lexical variables across word 
classes), it was not possible to match the items perfectly across all features.  For this 
reason, log frequencies were matched separately within each word class. The noun 
conditions were controlled for log frequency across concreteness level and ambiguity 
type (p > 0.8).  High concrete verbs were overall slightly less frequent than low concrete 
verbs (p < 0.05); however, within a concreteness level, they did not differ across 
ambiguity type (p > 0.7)2.  Note that word frequency is known to impact the amplitude of 
                                                
1 The average concreteness value for the low concreteness items in the current study (3.73) is slightly higher than 
that for abstract items in prior studies: 2.93 in West &Holcomb (2000), 2.61 in Kounois & Holcomb (1994), and 
2.52 in Holcomb et al. (1999).  However, since these ratings come from different norming studies with different 
instructions (ours specified the word class use of all lexical items to be rated), it is not clear if the scores are 
completely comparable. To be cautious, we refer to our items as “low concreteness”, rather than as abstract.   
2 Due to the difficulty of matching multiple lexical features across the many subtypes of words, the UV condition 
as analyzed had a slightly smaller number of stimuli than the other five.  To mitigate concerns that differences 
might arise for this condition due to the smaller number of trials (and thus potentially different signal to noise 
ratio in the ERP to these items), we also analyzed results for a larger set of UV items that were matched to the 
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the N400 (to words out of context), but has never been associated with slow frontal 
effects.  
Target words were embedded in a minimal phrase context, consisting of one of two 
types of syntactic cues: the noun-biasing cue ‘the’ or the verb-biasing cue ‘to’. 
Unambiguous items were paired only with the grammatically coherent cue.  Across the 
stimulus set, each of the word class ambiguous words was used once as a noun and once 
as a verb. However, words were split into two lists such that an individual participant saw 
each class-ambiguous word only once. Word length, frequency, and concreteness values 
were controlled within each list. Trials were randomized once for each list and presented 
to participants in the same order.  
Concreteness rating  
Concreteness ratings for each word used in the study were obtained in a paper and 
pencil norming study.  40 monolingual English speakers at the University of Illinois at 
Urbana-Champaign (16 men and 24 women, mean age 18, range 18–21) participated for 
course credit (none of these participants was in the ERP study).  The stimuli used in the 
norming procedure were 650 words, including 125 word-class-unambiguous nouns, 125 
word-class-unambiguous verbs, and 400 word-class-ambiguous words.  All words were 
preceded by either ‘the’ or ‘to’ so that class ambiguous words could be rated separately 
for their noun and verb senses.  Words were divided into two lists, each containing 125 
class-unambiguous words and 400 class-ambiguous words, such that across the lists all 
                                                                                                                                            
other word types in stimulus number, mean concreteness, and other lexical variables such as word length and 
frequency, but that had a more restricted range of concreteness difference between the high and low samples. The 
effects reported below were the same for the UV items in the two sets, suggesting that the lower number of trials 
did not meaningfully affect the pattern of results. 
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items appeared in all possible forms, but within a list each class-ambiguous word was 
used only once.  Participants were instructed to use a 1 to 7 scale in order to rate the 
concreteness of the first meaning that they thought of when they saw each word in its 
phrase.  A rating of “7” indicated that the meaning “can be experienced directly by the 
senses” (and thus that the word is highly concrete; e.g., ‘the chair’ or ‘to shovel’), while a 
rating of “1” indicated that the meaning “cannot be experienced directly by the senses” 
(and thus that the word is highly abstract; e.g., ‘the liberty’ or ‘to appeal’).  As described 
previously, the norming data were used to select a final set of AA, AU, UN, and UV 
words for the ERP experiment.  
 
Participants 
Thirty UIUC undergraduate students (12 males and 18 females, mean age 20, 
range 18–25) participated in this study for cash or course credit. All participants were 
right-handed as assessed by the Edinburgh inventory (Oldfield, 1971); 12 reported having 
left handed family members. No participant had a history of neurological/psychiatric 
disorders, and all were monolingual speakers of English with no consistent exposure to 




 Participants were seated 100 cm in front of a 21” computer monitor in a dim, 
quiet testing room. An 18-trial practice session was used to familiarize participants with 
the task and the experimental environment. At the start of each trial, four horizontally 
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adjacent plus signs appeared in the center of the screen for 500 ms. After an SOA ranging 
randomly between 1000 and 1500 ms (a random SOA was used in order to decrease the 
contribution of slow, anticipatory activity to the ERP), the cue (either “to” or “the”) and 
the target word were presented one word at a time in the center of the screen, each for 
200ms with a 500ms SOA. 1500 ms after the offset of the target, a semantic judgment 
probe (described below) was presented on one-third of the trials and the capitalized 
message ‘NEXT TRIAL’ on the other two-thirds of the trials.  In both cases, the phrase 
was displayed as a whole in red color and remained on the screen until the participant's 
response. The next trial began after a delay of 2.5 seconds.  
 Because the literature suggests that concreteness effects are more robust for tasks 
that require semantic processing (James, 1975; Kounios & Holcomb, 1994; West & 
Holcomb, 2000), a semantic-relatedness judgment task was used to ensure that 
participants were attending to the experiment and were processing the stimuli for 
meaning.  Participants were told that a probe phrase would appear unpredictably after 
some of the trials and that their task was to decide whether the probe phrase was 
semantically related or unrelated to the word in the immediately preceding phrase.  
Participants registered their response using one of two hand-held buttons; response hand 
for “yes” and “no” was counterbalanced across participants. Half of the probe trials were 
semantically related to the target word in the sense specified by the syntactic cue (e.g., 
the phrase ‘to box’ followed by the judgment probe ‘to hit’) and the other half were 
unrelated to any sense of the target word (e.g., the phrase ‘the permit’ followed by the 
judgment probe ‘the towel’). The function word (“the” or “to”) used in the probe phrase 
was always the same as the one in the immediately preceding trial, so that the probe 
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phrases would not draw special attention to the potential ambiguity of the words.  When 
trials were not followed by a judgment probe, participants could initiate the next trial by 
pressing either button. 
 
EEG recording parameters 
The electroencephalogram (EEG) was recorded from twenty-six geodesically-
arranged silver/silver-chloride electrodes attached to an elastic cap.  The twenty-six sites 
included Midline, Left and Right Medial, and Left and Right Lateral Prefrontal (MiPf, 
LMPf, RMPf, LLPf, RLPf), Medial, Mediolateral, and Lateral Frontal (LMFr, RMFr, 
LDFr, RDFr, LLFr, RLFr), Midline, Medial, and Mediolateral Central (MiCe, LMCe, 
RMCe, LDCe, RDCe), Midline and Mediolateral Parietal (MiPa, LDPa, RDPa), Lateral 
Temporal (LLTe, RLTe), and Midline, Medial, and Lateral Occipital (MiOc, LMOc, 
RMOc, LLOc, RLOc) electode locations. All scalp electrodes were referenced on-line to 
the left mastoid and re-referenced off-line to the average of the right and the left 
mastoids. In addition, one electrode was placed on the left infraorbital ridge to monitor 
the vertical EOG, and a bipolar montage of electrodes was placed on the outer canthus of 
each eye to monitor the horizontal EOG. Electrode impedances were kept below 3kΩ. 
The continuous EEG was amplified with Sensorium amplifiers using an analog bandpass 
of 0.02-100 Hz, sampled at 250 Hz, and stored on a hard disk for later analyses.  
 
Data analysis 
Epochs of EEG data were taken from 100 ms before stimulus onset to 920 ms 
after. Those containing artifacts from amplifier blocking, signal drift, excessive eye 
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movements, or muscle activity were rejected off-line before averaging. Trials 
contaminated by eye blinks were corrected for 14 participants who had enough blinks to 
obtain a stable filter (Dale, 1994); for all other participants, trials with blink artifacts were 
dropped.  Trial loss averaged 10%.  Averages of artifact-free ERPs were created for each 
type of target word after subtraction of the 100 ms pre-stimulus baseline. Prior to 




The purpose of the behavioral task was to ensure that participants attended to the 
stimuli and processed the words for meaning.  Indeed, participants performed well:  mean 
accuracy across participants and conditions was 92.6%, and accuracy for all 
subconditions was over 85% (UN, 95%; AU-N, 91%; AA-N, 91%; UV, 94%; AU-V, 
88%; AA-V, 94%). 
 
ERPs  
Figure 1 shows grand average ERPs at all 26 scalp channels for high and low 
concreteness nouns, collapsed across ambiguity condition.  Figure 2 shows the same 
comparison for verbs.  All conditions are characterized by early components typical of 
visual word presentation. These include, over posterior sites, a positivity (P1) peaking 
around 100 ms, a negativity (N1) peaking around 175 ms, and a positivity (P2) peaking 
around 200~250 ms, as well as, over frontal sites, a negativity (N1) peaking around 100 
ms and a positivity (P2) peaking around 200 ms. These responses are followed by a 
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broadly distributed negativity with a central posterior focus peaking around 400 ms 
(N400).  N400 responses appear to be larger (more negative) for high than for low 
concrete words, for both noun and verb classes.  Over frontal sites, the difference due to 
concreteness appears to extend to later parts of the epoch.  
Voltage maps of the concreteness effect for nouns and verbs (bottom of Figures 1 
and 2) suggest effect patterns similar to those seen in prior reports (Holcomb, Kounios, 
Anderson & West, 1999; Kounios & Holcomb, 1994; West & Holcomb, 2000), with a 
widely distributed, slightly frontal negative effect between 250-450 ms followed by a 
negative effect limited to frontal sites in the later part of the recording epoch (450-900 
ms).  The distribution of the concreteness effect was assessed with a omnibus analysis of 
variance (ANOVA) with two levels of time window (250-450 ms and 450-900 ms), two 
levels of concreteness (high and low, collapsed over word type), 5 levels of anteriority 
(Prefrontal, Frontal, Central, Temporal /Parietal, and Occipital), and 5 levels of electrode.  
The results showed significant main effects of time window [F(1,29) = 4.2; p < 0.05] and 
concreteness [F(1,29) = 32.75; p < 0.0001], modulated by an interaction of the two 
[F(1,29) = 23.46; p < 0.0001]; effects were larger overall in the 250-450 ms time 
window.  Anteriority interacted with both time window [F(4,116) = 4.04; p < 0.05]  and 
concreteness [F(4,116) = 11.42; p = 0.0001], and the three way interaction was also 
significant [F(4,116) = 5.49; p < 0.01].  In both time windows, the concreteness effect 
was largest toward the front of the head; however, this anterior skew was greater in the 
450-900 ms time window (mean amplitudes of the concreteness effect from front to back 
of the head in the 250~450 ms time window were 1.73, 1.54, 1.60, 1.24, and 1.26 µV and 
in the 450~900 ms time window were 1.30, 1.09, 0.86, 0.50, and 0.27 µV).  This pattern 
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may indicate that concreteness effects show up over posterior sites as amplitude changes 
on the N400 (250-450 ms) and over frontal sites in the form of a sustained negativity 
(250-900 ms). 
Motivated by the outcome of the distributional analysis, electrode sites were 
divided into frontal and posterior regions for more focused analyses across conditions. 
Posterior effects were examined in the N400 time window (250-450 ms) at the 15 
central/posterior channels (MiCe, LMCe , RMCe, LDCe, RDCe, MiPa, LDPa, RDPa, 
LLTe, RLTe, MiOc, LMOc, RMOc, LLOc and RLOc ).  Frontal effects were examined 
in both the N400 time window (250-450 ms) and the later part of the epoch (450-900 ms) 
at the 11 frontal channels (MiPf, LMPf, RMPf, LLPf, RLPf, LMFr, RMFr, LDFr, RDFr, 
LLFr and RLFr). For each analysis of variance (ANOVA), the Huynh–Feldt adjustment 
to the degrees of freedom was applied to correct for violations of sphericity associated 
with repeated measures. Accordingly, for all F tests with more than 1 degree of freedom 
in the numerator, the uncorrected degrees of freedom and the corrected p value are 
reported.  Effect size (ω2) measures are also given for each comparison.  Interactions with 
electrode site are reported only when of theoretical significance. 
 
Central-posterior effects  
In order to examine effects of concreteness on the N400 component, an ANOVA 
with two levels of concreteness (high concrete/low concrete), two levels of word class 
(nouns/verbs), three levels of ambiguity (AA/AU/UW), and 15 levels of electrode 
(central-posterior sites) was conducted on mean amplitudes between 250-450 ms after 
stimulus onset.  There were significant main effects of concreteness [F(1,29) = 38.38; p < 
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0.0001; ω2 = 0.141] and ambiguity [F(2,58) = 4.01; p < 0.05; ω2 = 0.017] but not of word 
class [F(1,29) = 0.05; p = 0.82; ω2 = 0]. Word class and ambiguity interacted 
[F(2,58)=3.36; P<0.05; ω2 =0.013], reflecting a larger ambiguity effect for verbs.   In 
addition, there was also a marginal concreteness by word class interaction [F(1,29) = 
3.77; p = 0.06; ω2 = 0.005] (as can be seen in the voltage maps in Figures 1 and 2; this 
difference might have arisen because for verbs, but not for nouns, there were unavoidable 
word frequency differences between the high and low concreteness sets, which would be 
expected to affect N400 amplitudes to these items). Overall, consistent with past findings, 
responses were more negative for high than for low concrete words and tended to be 
more negative for words with semantic ambiguity (AA) than for words without (UW and 
AU).  
Table 3 shows the outcomes of planned comparisons of high and low 
concreteness words for each item subtype.  All comparisons were significant except for 
AU-N, which was only marginally significant.  The marginal effect for AU-N became 
significant if a more restricted time range (300-450 ms) and a slightly smaller set of 
electrode sites (excluding LLOc and RLOc, where N400 effects are not typically 
prominent) was analyzed: [F(1,29) = 4.11; p = 0.05; ω2 = 0.04]. Figure 3 overlaps the 
response for high and low concreteness words in each subclass for each series at the 
middle parietal site. 
In summary, high concrete words elicited a larger negativity than did low 
concrete words over central and posterior electrode sites in the typical N400 time window 
(250-450ms).  This effect was evident for all word class and ambiguity subconditions 
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(though the effect for AU-N words was more restricted in its time course and 
distribution).  
 
Frontal effects  
An ANOVA with two levels of concreteness (high concrete/low concrete), two 
levels of word class (nouns/verbs), three levels of ambiguity (AA/AU/UW), and 11 levels 
of electrode (frontal sites) was conducted on mean amplitudes between 250-450 ms after 
stimulus onset.  The results revealed significant main effects of concreteness [F(1,29) = 
41.58; p < 0.0001; ω2 = 0.19] and word class [F(1,29) = 4.8; p < 0.05; ω2=0.02] and a 
marginally significant effect of ambiguity [F(2,58) = 2.79 p = 0.07; ω2 = 0.01]. The three 
variables (concreteness, word class and ambiguity) also showed a marginal interaction 
[F(2,58) = 2.45; p = 0.09; ω2 = 0.01]. Similar to the pattern observed over 
central/posterior sites in this time window, more concrete words were associated with 
more negative-going potentials, and words with both semantic and syntactic ambiguity 
(AA) were also more negative than the other two word types (AU and UW); consistent 
with past findings, nouns were also more negative than verbs. 
The same analysis performed on mean amplitudes between 450-900 ms again 
revealed main effects of concreteness [F(1,29) = 23.96; p < 0.0001; ω2 = 0.1] and word 
class [F(1,29) = 5.96; p < 0.05; ω2=0.02] and a marginally significant effect of ambiguity 
[F(2,58) = 2.59; p = 0.08; ω2=0.01].  The effects of these variables in this time window 
followed the same pattern as in the 250-450 ms time window.  
Table 4 shows the outcomes of planned comparisons of high and low 
concreteness words for each item subtype.  Reliable concreteness effects were seen for all 
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types of nouns (UN, AU-N, AA-U) in both time windows.  In contrast, for verbs, the 
effect was significant in both time windows for UV and AU-V items. However, for AA-
V words, the effect was not significant or marginal in either epoch. Figure 4 overlaps the 
response for high and low concreteness words in each subclass at two representative 
frontal sites.  
In summary, over the frontal part of the scalp, high concrete words were 
associated with a larger prolonged (250-900 ms) negativity than low concrete words.  
This difference was seen for all subtypes of nouns, for unambiguous verbs, and for words 
with syntactic, but not semantic, ambiguity used as verbs (AU-V).  However, when 
syntactically and semantically ambiguous words were used as verbs (AA-V), effects of 
concreteness were not apparent in either time window.   
Figure 5 shows voltage maps of the AA-V condition in the two analysis time 
windows.  Unlike the corresponding voltage maps for the other conditions (see Figures 1 
and 2), effects for AA-V manifest solely as a posterior negativity in the 250-450 ms time 
window, with a distribution characteristic of N400 effects.  
 
DISCUSSION   
 Concreteness effects have been robustly demonstrated for nouns in behavioral 
studies (Hamilton & Rajaram, 2001; Paivio, Walsh, & Bons, 1994 for a review; see also 
Paivio, Yuille, & Madigan, 1968), hemodynamic imaging studies (Jessen et al., 2000; 
Sabsevitz, Medler, Seidenberg, & Binder, 2005), and electrophysiological studies 
(Holcomb, Kounios, Anderson & West, 1999; Kounios & Holcomb, 1994; West & 
Holcomb, 2000).  However, the basis (or bases) of these effects, and their 
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generalizability, has remained unclear.  On the one hand, it is possible that concreteness 
effects arise from general properties of words, such as the richness of the semantic 
information they evoke, in which case such effects would be expected to hold across 
word class and other lexical variables.  On the other hand, concreteness effects might 
arise when additional processes, such as imagery, are brought to bear in a task- or 
stimulus-dependent manner, in which case there might be interactions between 
concreteness and variables such as grammatical class.   
 Indeed, across the prior literature, there are suggestions that both word class and 
lexical ambiguity may affect the expression of concreteness effects.  Zhang et al. (2006) 
found an interaction between concreteness and word class in the ERP responses to 
Chinese words of high and low concreteness.  For nouns, higher concreteness values 
were associated with greater amplitude responses during the N400 time window (250-450 
ms), especially notable over frontal channels, and enhanced negativity over frontal sites 
continuing in time windows beyond the N400.  In contrast, effects for verbs were quite 
small and limited to posterior electrode sites.  However, word class did not interact with 
concreteness in a study using a recognition memory task with German words (Kellenbach 
et al., 2002). In that study, for both nouns and verbs, words with rich visual or motor 
semantic attributes elicited more negative ERP responses between 300 and 750ms over 
anterior electrode sites.  A similar pattern of mixed results has been seen in hemodynamic 
imaging studies:  in a PET study, Perani and colleagues (1999) found no interaction of 
word class and concreteness, whereas a recent fMRI study (Bedny & Thompson-Schill, 
2006) did find interactions of word class and imageability (a factor generally considered 
similar to and highly correlated with concreteness; Paivio, Yuille & Madigan, 1968) in 
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brain areas including the left inferior frontal and middle temporal gyri.  For this latter 
data, the results of a regression analysis that looked at both imageability ratings and the 
number of semantic senses associated with the nouns and verbs led the authors to suggest 
that the concreteness by word class interactions may have been driven by word-class-
correlated differences in semantic processing (such as the number of distinct meanings 
and concomitant selection requirements) rather than by differential impact of 
imageability per se. 
 Such disparities in the findings across the literature emphasize the need for a better 
understanding of how concreteness effects might be modulated by factors such as word 
class and lexical/semantic ambiguity.  To that end, the goal of the present study was to 
use electrophysiological measures to examine concreteness effects in tandem with word 
class and ambiguity in a single language, stimulus set, and participant group.  Therefore, 
we assessed concreteness effects for unambiguous English nouns and verbs as well as for 
word class ambiguous words used as nouns and verbs.  This latter class provides an 
important test case, since it allows one to differentiate the effects of being used as a noun 
or a verb from specific lexical or semantic properties that might adhere to unambiguous 
nouns or verbs.  Furthermore, word class ambiguous items vary in how semantically 
ambiguous they are across their noun and verb senses, providing the opportunity to 
examine the interaction of concreteness with semantic ambiguity.  Each type of word was 
divided into a high and low concreteness set based on norming values collected 
separately for noun senses and verb senses. Target words were preceded by a syntactic 
cue (a noun- or verb-predictive function word:  ‘the’ or ‘to’), which established the most 
likely grammatical class of the target word, and participants made semantic relatedness 
  47 
judgments to a subsequent probe (since semantic tasks have been associated with the 
most robust concreteness effects).  We examined concreteness effects for each type of 
word in the 250-450 ms window over posterior sites, where N400 effects are typically 
most prominent, and in both 250-450 and 450-900 ms time windows over frontal sites, 
where sustained effects of concreteness have been previously observed for nouns.  
Effects of concreteness were evident for all types of words in all conditions.  However, 
there were differences in the specific pattern of concreteness effects across word types.   
 Over central-posterior sites, enhanced N400 responses to concrete, as compared 
with abstract, words were evident for all word class and ambiguity conditions.  Because 
the N400 has been closely linked to semantic access and integration processes (reviewed 
by Kutas and Federmeier (2000)), concreteness-based effects on the N400 seem likely to 
be mediated by semantic features of the words.  For example, highly concrete words may 
be associated with a richer set of semantic associations than less concrete words.  This 
hypothesis is bolstered by prior work showing that N400 concreteness effects are more 
robust for tasks that tap more heavily into semantic processing (West & Holcomb, 2000; 
Kounios & Holcomb, 1994).  This kind of account is also supported by findings from a 
recurrent connectionist model by Plaut & Shallice (1993), which successfully simulated 
the classic concreteness effect in deep dyslexia (in which concrete words are more likely 
to be read correctly than abstract words); in that model, concreteness was defined as the 
number of associated semantic features. 
 However, a different pattern emerged over frontal sites.  For all types of nouns 
(UN, AU-N, AA-N), higher concreteness was associated with enhanced negativity, 
beginning in the N400 time window and continuing throughout the one-second epoch.  A 
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similar effect was seen for unambiguous verbs (UV) and for syntactically (but not 
semantically) ambiguous words used as verbs (AU-V).  However, strikingly, no frontal 
concreteness effects emerged for syntactically and semantic ambiguous items used as 
verbs (AA-V).  Thus, similar to the Kellenbach et al. (2002) findings in German, a 
morphologically rich language in which word class ambiguity (and associated semantic 
ambiguity) is unlikely, we find that verbs in English do manifest concreteness effects, as 
long as they are not semantically ambiguous.  The response to the semantically 
ambiguous verbs in the present study was, however, similar to that observed more 
globally to Chinese verbs in Zhang et al.’s (2006) study, in that the AA-V items elicited 
concreteness effects that were limited to posterior channels in the N400 time window.  It 
is possible that the pattern in the Zhang et al. (2006) study reflects a similar effect of 
word class and ambiguity.  Zhang et al. (2006) did not specifically manipulate or control 
for ambiguity, but, because of the sparse morphological marking system in Chinese, it is 
the case that many Chinese words are potentially class ambiguous.  Indeed, one survey 
(Huang & Chang, 2002) of a million word Chinese corpus found that more than 50% of 
the words used were class ambiguous (though this figure included repeated uses of highly 
frequent words).  If the words in the Zhang et al. (2006) study were similarly likely to be 
syntactically ambiguous – and if these also had some degree of semantic ambiguity (it is 
not possible to determine this from their report) – then the findings seem parallel.  The 
results are also consistent with those of behavioral studies using word class ambiguous 
verbs (with some degree of semantic ambiguity), which also failed to find concreteness 
effects (Eviatar et al. 1990). 
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 Our results thus show that, on the one hand, verbs can elicit the kind of 
concreteness effects previously documented for nouns and that syntactically ambiguous 
words can elicit concreteness effects when used in either noun-predicting or verb-
predicting contexts.  On the other hand, however, it also seems to be the case that 
concreteness effects are modulated by both word class and ambiguity, since syntactically 
and semantically ambiguous items fail to show frontal concreteness effects, but only 
when these items are placed in a verb-predicting context.  Why the AA-V words 
selectively fail to show this concreteness effect is unclear and warrants further study.  
One possibility is that the assessment of concreteness is slowed or overridden by the need 
to first resolve the semantic ambiguity and the concomitant competition between the 
alternative senses of the word.  This process may be more difficult, somehow, when a 
lexical item is used as a verb, or it may be that the verb-predicting cue (‘to’) used in this 
study was less effective than the noun-predicting cue (‘the’) at constraining the class of 
the upcoming target word.  
In conclusion, we replicated prior work showing that concreteness effects 
manifest as an enhanced N400 response over posterior electrode sites and a sustained 
frontal negativity.  In our data, these two aspects of the concreteness effect dissociated, 
with the posterior response showing up for all word class and ambiguity conditions, but 
the frontal response absent for syntactically and semantically ambiguous items used as 
verbs.  Based on the present data alone, it is not possible to definitively determine 
whether the concreteness effects obtained in the early (250-450 ms) time window reflect 
a frontally-distributed N400 or a normally (posteriorally) distributed N400 overlapping 
with the beginning of a sustained, frontal negativity.  However, the fact that the AA-V 
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items manifested a posterior concreteness effect in this time window but failed to elicit a 
frontal effect in either time window is more consistent with the latter view.  If so, this 
suggests that concreteness has dissociable effects on the electrophysiological response to 
words, and, in turn, that it may impact multiple aspects of neurocognitive processing – 
e.g., possibly both the richness of the associated semantic information as well as the 
possibility/efficacy of the imagery processes elicited by these words– consistent with 
proposals such as that of Holcomb and colleagues (Holcomb, Kounios, Anderson & 
West, 1999). 








  250-450ms 
UN [F=11.15; p<0.005; ω 2=0.07] 
AU-N [F=2.57; p=0.12; ω2=0.02] 
AA-N [F=7.13; p=0.01; ω 2=0.04] 
UV [F = 21.31; p=0.0001; ω 2=0.17] 
AU-V [F = 12.86; p=0.001; ω 2=0.13] 




  250~450ms 450~900ms 
UN [F=15.91; p<0.001; ω 2=0.13] [F=9.24; p=0.005; ω 2=0.06] 
AU-N [F=5.56; p<0.05; ω 2=0.06] [F=6.63; p<0.05; ω 2=0.05] 
AA-N [F=17.97; p<0.001; ω 2=0.14] [F=8.85; p<0.01; ω 2=0.07] 
UV [F=9.71; p<0.005; ω2=0.11] [F=7.17; p=0.01; ω2=0.06] 
AU-V [F=15.68; p<0.001; ω2=0.17] [F=8.78; p<0.01; ω2=0.10] 
AA-V [F=0.89; p=0.35; ω2=0.00] [F=0.21; p=0.65; ω2=0.00] 
Table 2.1:  Mean values (with standard deviations in parentheses) of lexical features for noun 
subtypes; concreteness ranges are specified at the bottom of the table. 
 
Table 2.2:  Mean values (with standard deviations in parentheses) of lexical features for noun 
subtypes; concreteness ranges are specified at the bottom of the table. 
 
Table 2.4:  Statistical outcomes of planned comparisons on concreteness for word 
subtypes at frontal electrode sites.  Degrees of freedom for all F tests were (1,29). 
 
Table 2.3:  Statistical outcomes of planned comparisons on concreteness for word 
subtypes at central-posterior electrode sites.  Degrees of freedom for all F tests were 
(1,29). 
 






Fig. 2.1 Grand average ERPs at all electrode sites to high concreteness nouns (dashed line) and low 
concreteness nouns (solid line), collapsed across ambiguity type.  Negative is plotted up for this figure 
and all subsequent ones. The response to high concreteness nouns (e.g. ‘desk’) is more negative than the 
response to low concreteness nouns (e.g. ‘logic’) over both frontal and posterior channels, beginning 
around 250 ms after stimulus onset.  The negativity over central-posterior sites peaks around 400 ms 
(N400), whereas over frontal sites the difference due to concreteness extends to later parts of the epoch.  
At bottom, isopotential voltage maps viewed from the top of the head show distribution of the 
concreteness effect in the 250-450 ms and 450-900 ms time windows. 
 






Fig. 2.2 Grand average ERPs at all electrode sites to high concreteness verbs (dashed line) and low 
concreteness verbs (solid line), collapsed across ambiguity type. The response to high concreteness 
verbs (e.g. ‘speak’) is more negative than the response to low concreteness verbs (e.g. ‘vary’).  This 
effect for verbs is similar to that seen for the nouns. At bottom, isopotential voltage maps viewed from 
the top of the head show the distribution of the concreteness effect in the 250-450 ms and 450-900 ms 
time windows.  The effect distribution is similar to that seen for nouns, though in the 250-450 ms time 
window the posterior part of the effect appears to be stronger for verbs (such that the distribution shows 
less of a frontal skew). 
















Fig. 2.3  Overlapped are the ERP responses to high concrete words (dotted line) and low concrete words 
(solid line) in each subclass at a representative medial posterior electrode. The position of the plotted 
site is indicated by the black dot on the small head diagram.  Effects of concreteness over posterior sites 
emerged for all word types. 
Fig. 2.4  Overlapped are the ERP responses to high concrete words (dotted line) and low concrete words 
(solid line) in each subclass at two representative prefrontal electrodes. Positions of the plotted sites are 
indicated by black dots on the small head diagram.  Frontal concreteness effects were absent for 
syntactically and semantically ambiguous items used as verbs. 












Sample experimental stimuli 

















desk duty bake accept Bag concern bat channel 
dirt error carve become Circle despair cut condition 
food irony chew decide Dust envy duck excuse 
injury logic eat develop Fight hate fall fault 
lung  loss grow differ Kick hope fan keep 
movie manner kneel lend Smile import fly permit 
person mood see relax Talk plan land recall 
road origin sit remain Taste shame smoke rule 
text skill  speak vary Walk stay tap spell 




Fig. 2.5 Isopotential voltage maps viewed from the top of the head show the concreteness effect 
distribution (250~450 ms and 450~900 ms) for semantically and syntactically ambiguous items used as 
verbs.  Different from the responses to all other word types, AA-V items elicited a posteriorally-
distributed concreteness effect between 250-450 ms, with a distribution typical of that for the N400.  No 
frontally-distributed negativity was observed in either time window. 
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CHAPTER 3: WAVE-ERING: AN ERP STUDY OF SYNTACTIC AND 




Two event-related potential experiments investigated the effects of syntactic and 
semantic context information on the processing of noun/verb (NV) homographs (e.g., 
park).  Experiment 1 embedded NV-homographs and matched unambiguous words in 
contexts that provided only syntactic cues or both syntactic and semantic constraints.  
Replicating prior work, when only syntactic information was available NV-homographs 
elicited sustained frontal negativity relative to unambiguous words.  Semantic constraints 
eliminated this frontal ambiguity effect.  Semantic constraints also reduced N400 
amplitudes, but less so for homographs than unambiguous words.  Experiment 2 showed 
that this reduced N400 facilitation was limited to cases in which the semantic context 
picks out a nondominant meaning, likely reflecting the semantic mismatch between the 
context and residual, automatic activation of the contextually-inappropriate dominant 
sense.  Overall, the findings suggest that ambiguity resolution in context involves the 
interplay between multiple neural networks, some involving more automatic semantic 
processing mechanisms and others involving top-down control mechanisms.
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INTRODUCTION  
One central feature of language is that a single spelling or pronunciation is 
oftentimes associated with multiple senses. The appropriate interpretation of a word 
therefore needs to be established via a variety of contextual constraints, including lexical 
associations among co-occurring words, restrictions set by the syntactic structure, 
message-level semantic information built as context unfolds, pragmatic factors, world 
knowledge, and so forth.  A primary goal of psycholinguistic research is thus to 
understand how information gleaned from individual lexical items is brought together 
with that derived from the larger language and communicative context – and, in 
particular, how different sources of contextual information are processed, both neurally 
and cognitively, and how they shape the interpretation of individual words. 
Most of the large body of research on semantic ambiguity resolution has focused 
on meaning selection within a particular syntactic category (usually nouns) – for 
example, on how people determine whether the word organ is being used to refer to a 
musical instrument or a body part.  Correspondingly, within this part of the literature, 
studies of context effects have manipulated the availability of semantic constraints, either 
from lexically associated words or from sentence message-level meaning.  However, 
there are actually multiple types of ambiguity, some of which have been less well studied.  
For some words, meaning ambiguity co-occurs with word class ambiguity – the word 
tire, for example, has a different meaning when used as a noun than when used as a verb. 
When meaning ambiguity is linked with word class ambiguity in this way (we will refer 
to this type of word as an NV-homograph), syntactic features of context could also 
theoretically play a role in semantic ambiguity resolution.  Critically, the smaller 
  58 
literature looking at syntactic context effects on meaning ambiguity resolution for NV-
homographs has yielded substantively different conclusions than that looking at semantic 
context effects for within class, NN-homographs.  In what follows, we first overview 
each literature and the conclusions about the role of context in ambiguity resolution that 
have been drawn from it, and we show why integrating them in their current state is 
difficult.  We will then show how findings from a third literature – using hemodynamic 
imaging methods to examine ambiguity resolution – point to a possible source for the 
differences that have been observed.  Finally, then, we will introduce our pair of studies, 
which aim to bring these three literatures together to yield a coherent picture of how 
ambiguous words are processed across different types of contexts.    
 
Effects of semantic contexts on meaning ambiguity resolution for NN-homographs: 
Decades of work have established that semantic constraints, built up 
incrementally over the course of a sentence or other higher-order language context, can 
facilitate word processing (Kutas, Van Petten, & Besson, 1988; Marslen-Wilson & Tyler, 
1980; Van Petten, & Kutas, M., 1991; Van Petten & Kutas, 1990).  For example, within 
semantically constraining contexts, monitoring latencies to words have been found to 
become progressively faster the later the word appears in the sentence (Marslen-Wilson 
& Tyler, 1980).  Similarly, the amplitude of the scalp-recorded N400 – an event-related 
potential component that has been linked to semantic access (Federmeier & Laszlo, 2009; 
Kutas & Federmeier, 2000) – has also been shown to reduce progressively over the 
course of sentences with semantic constraints (Kutas, Van Petten, & Besson, 1988; Van 
Petten, & Kutas, M., 1991; Van Petten & Kutas, 1990).  Findings like these suggest that 
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semantic information builds across a context, easing processing by providing increasingly 
strong constraints on the features of upcoming words and even allowing the pre-
activation of those features (DeLong, Urbach, & Kutas, 2005; Federmeier & Kutas, 1999; 
Laszlo & Federmeier, 2009).  
Within the domain of lexical ambiguity resolution, a core question has been 
whether such context information can affect lexical access, allowing selective activation 
of the contextually appropriate meaning of a homograph.  The accumulated data suggest 
that it can, albeit in a manner that interacts with meaning dominance.  When semantic 
constraints in the context pick out the less frequent meaning of a biased homograph, it 
seems that multiple meanings of the ambiguous word are nevertheless often activated 
(e.g., Duffy, Morris, & Rayner, 1988; Rayner & Frazier, 1989; Rayner, Pacht, & Duffy, 
1994; Swaab, Brown, & Hagoort, 2003; Tabossi & Zardon, 1993).  However, evidence 
for selective access, typically operationally defined as a lack of processing difference 
between ambiguous and matched unambiguous words, has been obtained in a number of 
studies, especially when the context provides strong constraints for the more frequent 
meaning sense of a homograph (e.g., Paul, Kellas, Martin, & Clark, 1992; Rayner & 
Frazier, 1989; Tabossi, 1988; Tabossi, Colombo, & Job, 1987; Tabossi & Zardon, 1993) 
or contains lexically associated words (Meyer & Federmeier, 2007; Seidenberg, 
Tanenhaus, Leiman, & Bienkowski, 1982).  Collectively, then, this body of work 
suggests that, although it may be difficult to completely suppress activation of dominant 
meaning features, semantic context information can shape meaning access and thereby 
reduce the selection demands typically associated with ambiguity.   
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Effects of syntactic contexts on meaning ambiguity resolution for NV-homographs: 
Syntactic context information has also been established to affect word processing 
(Marslen-Wilson & Tyler, 1980; Tyler & Warren, 1987; West & Stanovich, 1986; Wright 
& Garrett, 1984), but in ways that are different from semantic context effects.  Whereas 
semantic constraints build incrementally, the influence of syntactic context seems to be 
more localized.  For example, although word monitoring latencies are facilitated by 
syntactic context, it is local phrase structure and not global syntactic structure that drives 
these effects (Marslen-Wilson & Tyler, 1980; Tyler & Warren, 1987).  Correspondingly, 
sentences with syntactic structure but no coherent semantic message do not lead to 
incremental N400 reduction (Van Petten & Kutas, 1991).   
In addition to coming on line more locally, syntactic constraints are considerably 
more general (e.g., requiring a noun but providing very little information about its 
features), whereas semantic constraints can be more specific.  However, syntactic 
constraints are also definitive in a way that semantic constraints cannot be – a factor that 
would seem important for lexical ambiguity resolution.  A sentence beginning “Jim tried 
the …” requires a noun phrase; thus, if an NV-homograph such as register were then 
presented, the syntactic constraints established by the context would seem to rule out its 
verb use and corresponding meaning.  In contrast, a sentence beginning “Mary went to 
the fireplace to get the …” may provide evidence in favor of one meaning of a 
subsequent ambiguous word, such as poker, but cannot then rule out a continuation like 
“… chip, which had fallen from the table.”  
Perhaps surprisingly, then, the relatively few studies that have examined the 
influence of syntactic contexts on ambiguity resolution have tended to suggest that, 
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despite its more deterministic nature, syntactic information alone is not sufficient to 
immediately resolve meaning ambiguity for NV-homographs, even when their more 
frequent word class usage is being picked out (Lee & Federmeier, 2006; Seidenberg, 
Tanenhaus, Leiman, & Bienkowski, 1982; Tanenhaus, Leiman, & Seidenberg, 1979). For 
example, Tanenhaus et al. (1979) embedded NV-homographs in sentence contexts that 
contained neutral semantics but well-specified syntactic cues (e.g., “I bought the/began to 
watch”).  Auditory sentences were followed by visual probe words (e.g., look) to be 
named.  When there was no delay before the presentation of the probes, naming latencies 
were significantly reduced for words related to both the context-appropriate and context-
inappropriate meanings of the NV-homograph.  The results thus suggest that, even in 
well-specified syntactic contexts that logically rule out one reading for an NV-
homograph, multiple meanings are initially accessed.  Processing costs for NV-
homographs in syntactically constraining but (initially) semantically neutral sentences 
(e.g., “Mark noticed that the count was wearing an expensive sword from Italy”) have 
also been observed in the form of increased gaze durations in the post-homograph region 
(Folk & Morris, 2003). 
ERP data further support the conclusion that syntactic context information does 
not eliminate the meaning ambiguity associated with NV-homographs.  In a series of 
prior studies, we embedded NV-homographs in a variety of syntactically constraining but 
semantically neutral contexts, including the midsentence positions of congruent sentences 
(e.g., “Jeremy wanted to/the watch even though …”; Federmeier, Segal, Lombrozo & 
Kutas, 2000) and minimal phrases (e.g., to/the watch; Lee & Federmeier, 2006).  In all 
cases, ERPs obtained during natural reading (participants’ task was to respond to 
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comprehension probes that followed some of the sentences/phrases) showed a sustained 
frontally-distributed negativity, beginning around 200 ms, to the NV-homographs as 
compared with responses to matched unambiguous words.  Importantly, this effect is not 
due to the syntactic ambiguity alone, as word class ambiguous items whose meanings are 
very similar across their noun and verb senses (e.g., drink) do not elicit this response (Lee 
& Federmeier, 2006).  Furthermore, syntactic ambiguity does not seem to be required to 
elicit this effect, as sustained frontal negativity has also been observed in other cases in 
which there are multiple referents for a single (class unambiguous) word form (van 
Berkum, Brown, Hagoort, & Zwitserlood, 2003; van Berkum, Hagoort, & Brown, 1999). 
Therefore, the frontal negativity to NV-homographs seems to specifically reflect 
processing linked to these words’ meaning ambiguity. 
The ERP data are thus consistent with behavioral and eye-gaze findings in 
revealing a processing difference than obtains between unambiguous words and NV-
homographs, even when the homographs are in syntactically well-specified contexts.  
Further, the ERP data suggest that this difference arises fairly early in the processing of 
the ambiguous lexical item itself. 
 
Conflicting conclusions: 
 In sum, whereas the literature looking at the processing of NN-homographs in the 
presence of semantic biases suggests that constraining contextual information can (at 
least sometimes) shape meaning access for ambiguous words, the literature looking at the 
processing NV-homographs in the face of syntactic restrictions suggests that it cannot.  
Understanding the basis for these differing conclusions is complicated by the fact that 
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both the type of homograph under investigation and the type of context information that 
was manipulated has differed across the two literatures. 
 On the one hand, then, it is possible that the disparity across the literatures arises 
because multiply ambiguous NV-homographs are less affected by context information of 
any kind.  Indeed, there is some data to support this hypothesis.  Using the cross-modal 
naming task, Seidenberg et al. (1982) found that contexts containing a lexically 
associated word allowed selective access for NN-homographs (e.g., The autoworkers 
picketed the plant).  However, in the same type of contexts – containing both lexico-
semantic and syntactic cues for the disambiguation of an NV-homograph (e.g., The 
gardener cut the rose) – probes related to both of the NV-homograph’s meanings showed 
facilitation, suggesting that the contextually-irrelevant meaning had been activated.  
Additionally, in the eyetracking study of Folk and Morris (2003), the increased gaze 
durations observed in the post-homograph region for NV-homographs in syntactic 
contexts remained when the prior context contained semantic constraints as well.  
Overall, then, the literature to date has provided no evidence to suggest that semantic 
constraints aid in ambiguity resolution for NV-homographs in the way that they seem to 
(at least in some circumstances) for NN-homographs. 
 On the other hand, it may instead be the different nature of the context 
information that is most critical for driving the observed patterns. This hypothesis 
receives support from patterns that can be found in a growing literature using brain 
imaging methods to study the nature of the processing costs associated with ambiguity.  
Across studies, several brain areas/networks have been associated with ambiguity 
resolution, in a manner that at first glance seems somewhat inconsistent and a bit 
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puzzling.  Yet a closer look suggests that ambiguity resolution may be subserved by 
multiple processing mechanisms, which are differentially affected by semantic and 
syntactic constraints.  If true, this might not only help to reconcile the two literatures 
looking at context effects on ambiguity resolution, but also to explain the inconsistencies 
that have been noted within the functional neuroimaging of ambiguity literature itself. 
 
Multiple mechanisms and context effects 
Activity associated with the processing of lexical ambiguity has been localized to 
a number of different brain areas, roughly falling into two major clusters: one in the 
frontal cortex (specifically, the left inferior frontal gyrus) and the other in the temporal 
lobes (with a focus in left middle temporal gyrus) (Gennari, MacDonald, Postle, & 
Seidenberg, 2007; Ihara, Hayakawa, Wei, Munetsuna, & Fujimaki, 2007; Rodd, Davis, & 
Johnsrude, 2005; Zempleni, Renken, Hoeks, Hoogduin, & Stowe, 2007).  Interestingly, 
although none of the individual studies directly contrasts effects of semantic and syntactic 
contexts, looking across the literature at the characteristics of the stimuli used in these 
studies and their concomitant effects, we find suggestions that the two activation clusters 
that have been associated with ambiguity resolution may be differentially sensitive to 
different context types and may reflect activity in two brain networks that play different, 
but complementary roles, in lexical ambiguity resolution.  
Activation in the left inferior frontal gyrus has been reported across conditions in 
which ambiguous words occurred without much prior disambiguating semantic 
information. They either occurred in the sentence initial position (Zempleni et al., 2007), 
in minimal contexts, such as a one-word syntactic cue (e.g. to/the bowl) (Gennari et al., 
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2007) or a one-word semantically related prime (Ihara et al., 2007), or, in the case of 
Rodd et al. (2005), embedded in a sentence together with several other ambiguous words 
(e.g. “The shell was fired towards the tank”), which offered more ambiguous than 
disambiguating information. Enhanced temporal lobe activity, on the other hand, has 
been observed under more restricted circumstances and has been shown to be modulated 
by semantic context and meaning dominance. Zempleni and colleagues (2007), for 
example, used biased Dutch homographs in sentences that ended with a word favoring 
either the dominant or the subordinate interpretation of the ambiguous word.  Their 
results showed that the inferior and middle temporal gyri were bilaterally more activated 
to sentences containing ambiguous words when the subordinate meaning was 
highlighted.  However, no differences between the dominant-biased sentences and 
unambiguous control sentences were found in these areas.  
This pattern thus suggests the possibility of multiple, interacting brain networks 
involved in word processing and lexical ambiguity resolution in context.  Activity in the 
frontal network may reflect more effortful, controlled selection, which seems to be 
necessary when syntactic constraints are available to resolve ambiguity but semantic 
constraints are not.  This frontal lobe activity seems to be a promising candidate for the 
source of the sustained, frontally-distributed effect reported in the ERP ambiguity studies.  
The availability of semantic constraints, however, may preclude the need to recruit these 
frontal processing resources, as suggested by Zemplini et al’s (2007) data.  This is the 
pattern that has been observed for the sustained frontal ERP effect elicited by (within 
class) referential ambiguity (Van Berkum, Brown, Hagoort & Zwitserlood, 2003; Van 
Berkum, Brown & Hagoort, 1999), which was found to be eliminated in the context of 
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semantic information that created a bias toward one of the potential referents (Nieuwland 
& Van Berkum, 2006) or rendered one less plausible (Nieuwland, Otten, & Van Berkum, 
2007).  Establishing whether the same pattern holds for the similar ERP effect seen to 
NV-homographs is thus a key question, and one that the present set of studies aims to 
address.  
 However, in the presence of semantic constraints, it seems as though there may 
still be processing differences – of a different nature – between ambiguous and 
unambiguous words.  Behavioral data suggest that selective access may be possible for 
the dominant meaning of a homograph in the presence of semantic constraints, but is 
unlikely to be possible for the nondominant meaning (Duffy, Kambe, & Rayner, 2001; 
Paul, Kellas, Martin, & Clark, 1992; Rayner, Pacht, & Duffy, 1994; Tabossi, 1988; 
Tabossi & Zardon, 1993).  Thus, even if semantic constraints can mitigate the need for 
controlled selection mechanisms, under conditions in which context picks out a non-
dominant interpretation of an ambiguous word, there may continue to be automatic 
activation of dominant-associated features.  Mismatch between these automatically 
activated features and those of the context might be responsible for the enhanced 
temporal lobe activity that has been seen in studies looking at ambiguity resolution in the 
presence of semantic constraints (e.g., Zemplini et al., 2007).  In the ERP signal, the 
amplitude of the N400 would be expected to reflect a mismatch of this type. 
 
The present studies 
In order to understand the conflicting conclusions and data patterns that have been 
seen within and across different kinds of studies looking at ambiguity resolution in the 
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presence of biasing context information, it is thus critical for the influence of syntactic 
and semantic contextual constraints to be assessed on the processing of the same set of 
items (namely, NV-homographs) in a within subjects design.  The present pair of ERP 
experiments do this, with the further aim of testing the specific hypothesis, suggested by 
the neuroimaging literature, that ambiguity resolution unfolds in functionally and 
neurally different ways when words are encountered in different types of contexts.   
In the first experiment, we directly compare the influences of syntactic and 
semantic context information on ambiguity resolution for NV-homographs (e.g., watch, 
duck).  In particular, we examine whether the presence of semantic constraints will 
mitigate the need to recruit selection mechanisms indexed by the frontal negativity.  If so, 
we might still expect to see processing consequences of ambiguity in the form of 
enhanced N400 potentials, reflecting a mismatch between the features automatically 
elicited by the incoming word and those (pre)activated by the semantic context.  In 
Experiment 2, then, we test the prediction that N400 ambiguity effects to NV-
homographs in the presence of semantic context information are modulated by meaning 
dominance, similar to patterns that have been seen behaviorally for within-class 
homographs. 
Experiment 1 
The aim of the first experiment is to compare the effects of syntactic and semantic 
context information on the resolution of ambiguity for NV-homographs, and, in 
particular, to determine whether the processing consequences of ambiguity are 
qualitatively different in the presence of syntactic and semantic constraints.  To do this, 
we examine ERP responses to NV-homographs at the end of congruent sentences, which 
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provide both a well-specified syntactic structure and constraining semantic information 
(e.g., After walking around on her infected foot, she now had a boil), and to the same 
homographs embedded in syntactic prose, which offers identical syntactic cues but is 
semantically incoherent (e.g., After trying around on her important jury, she now had a 
boil).  To avoid the possibility of backward priming, which tends to compromise the 
interpretation of results obtained from targets following ambiguous words (see Van 
Petten & Kutas, 1987, for a discussion), we assess the processing at the critical 
ambiguous words themselves, comparing ERPs time-locked to the onset of NV-
homographs with those to matched unambiguous words in each type of context (e.g., 
Congruent sentence: In the theater, the actors rehearsed before the performance of the 
drama. Syntactic prose: In the food, the laws heated before the predator of the drama.).   
Based on our prior work using disambiguating syntactic contexts (Federmeier et 
al., 2000; Lee & Federmeier, 2006), we expect to see a frontal negativity for NV-
homographs relative to unambiguous words in the syntactic prose condition.  We also 
expect to replicate the long-standing finding that the availability of semantic constraints 
eases word processing, as reflected in reduced N400 amplitudes for critical words in the 
semantically coherent contexts as compared to the syntactic prose contexts (e.g., Kutas & 
Hillyard, 1980; Van Petten & Kutas, 1991), and we expect this to be true for both the 
NV-homographs and the control words.  Critically, then, we will examine whether the 
presence of semantic constraints alters the nature of the mechanisms at work during 
ambiguity resolution. 
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METHODS  
Materials 
Two different types of words were each embedded in two different types of 
contexts.  Word types included NV-homographs, which are both syntactically and 
semantically ambiguous (e.g., the watch/to watch), and semantically and syntactically 
unambiguous words (e.g., the logic/to choose).  These two types of words completed 
sentences that provided different types of contextual constraint.  Congruent sentences 
(e.g., I knew the meat needed more flavor, but found that it wasn’t all that easy to season) 
provided a noun- or verb-specifying syntactic frame as well as constraining semantic 
information.  In contrast, syntactic prose sentences provided the same syntactic frames 
with no coherent semantics (e.g., I knew the girl threatened more teammates, but 
commented that it wasn’t all that willing to season).  Syntactic prose sentences were 
created by replacing the content words of each congruent sentence with randomly 
selected words of the same grammatical category from other congruent sentences.  
Across all word type and sentence type conditions, care was taken to ensure that the 
sentence final words were always syntactically congruent with prior context. Word type 
and sentence type were fully crossed, resulting in four experimental conditions.  In 
addition to the two experimental context types, fillers were created in which the order of 
words from syntactic prose sentences was scrambled.  Fillers thus served to make the 
availability of syntactic information, like the availability of semantic information, 
unpredictable.  
Each participant read 172 sentences, including fillers.  Six lists were generated to 
allow target words to be rotated through context types (including scrambled filler 
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sentences), with each participant seeing each critical word only once and each viewing at 
least 28 sentences of each word type in each context type.  Across the lists, each 
homograph appeared equally often as a noun and a verb (in different sentence contexts, 
which, in the case of congruent sentences, picked out the meaning sense appropriate to 
the syntactic frame in which the homograph was embedded). Unambiguous words always 
appeared in syntactically appropriate frames.  Ambiguous and unambiguous words were 
both used in each type of sentence context equally often. We did not specifically look 
into the factor of word class in this experiment. However, within each list the number of 
nouns and verbs was matched across the homograph and unambiguous word sets in order 
to reduce the possibility of any word class influences on the ambiguity effect. 
Target words were matched across conditions, globally and within each individual 
list, for lexical features including log frequency (Kucera & Francis, 1967), word length, 
and usage-specific concreteness (Lee & Federmeier, 2008).  In addition, the semantic 
distinctiveness of the homographs – i.e., the similarity of their noun and verb meanings, 
as determined by a norming study (Lee & Federmeier, 2006) – was also controlled across 
context types.  Table 1 provides the values for these lexico-semantic features. 
Sentences containing unambiguous words and NV-homographs were also 
matched for length, cloze probability and plausibility (Table 2).  The norming studies 
used to obtain plausibility and cloze probability are described next; participants used for 
the norming procedures were drawn from the same pool as that used for the ERP 
recordings, but no individual participated in both the norming and the experimental 
phase.  Participants in the norming studies received course credit for their time. 
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 Plausibility:  Plausibility ratings were obtained using a paper-and-pencil norming 
test completed by 28 monolingual English speakers at the University of Illinois at 
Urbana-Champaign (19 male; mean age 19 years, range 18-21 years).  A total of 301 
sentences were rated, including 92 ending with NV homographs used as nouns, 92 ending 
with (the same) NV homographs used as verbs, 46 ending with unambiguous nouns, 46 
ending with unambiguous verbs, and 25 implausible fillers.  Participants were told to rate 
each sentence on a scale of 1-7, where 7 indicates that the sentence “makes perfect sense” 
and 1 indicates that the sentence “makes no sense at all”.  
 Cloze probability:  The 276 plausible sentences rated in the plausibility norming 
study were also subjected to paper-and-pencil cloze probability norming, completed by 
37 monolingual English speakers at UIUC (23 men; mean age 19 years, range 18–22).  
The sentence frames were evenly divided into two lists, with 19 participants completing 
one list and 18 completing the other.  In the norming booklet, participants were given 
sentences with the last word replaced by a blank line.  Next to the column of sentence 
frames were three columns for potential endings.  Participants were asked to complete the 
sentence with the word they first thought of when reading each sentence in the first 
column.  If multiple words came to mind, they were told to write down the one they think 
fits best in the first response column and to then list the additional endings that came to 
mind in the second and third response columns.  Cloze probability for a given word was 
calculated as the percentage of people who provided that word as their first response. 
 The results from the plausibility and cloze probability norming were used to select 
the final set of 258 sentences, 172 ending with NV-homographs (one each for the noun 
and verb meaning of the homograph) and 86 ending with unambiguous words. Both sets 
  72 
of sentences contain equal number of nouns and verbs in the sentence final position. 




Twenty-four UIUC undergraduate students (12 males; mean age 20 years, range 
18–37) participated in the ERP phase of the study for cash or course credit. All 
participants were right-handed as assessed by the Edinburgh inventory (Oldfield, 1971); 
16 reported having left handed family members. All were also monolingual speakers of 
English with no consistent exposure to other languages before age 5.  None of the 
participants had a history of neurological/psychiatric disorders or brain damage.  
Participants were randomly assigned to one of the six experimental lists. 
 
Procedure  
 Participants were seated 100 cm in front of a 21” computer monitor in a dim, 
quiet testing room. They were given written instructions and a 9-trial practice session 
before the experiment to familiarize them with the experimental environment and the 
task.  At the start of each trial, a series of plus signs appeared in the center of the screen 
for 500 ms. After an SOA ranging randomly between 1000 and 1500 ms (jittered to 
lessen the influence of slow, anticipatory potentials on the average ERPs), a sentence was 
displayed word by word in upper case in the center of the screen. Each word was 
presented for 200 ms, followed by a 300 ms blank screen.  At the end of the sentence, the 
screen went blank for one and a half second before a probe word appeared in upper case, 
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red letters. Half of the probe words were new words; among the old probe words, half 
were content words chosen randomly from the sentence context (up to the final word) and 
the other half were the sentence final target words. Participants were instructed to judge 
whether or not that probe word had appeared in the immediately preceding sentence and 
to indicate their response by pressing one of two buttons, held in each hand; hand used to 
respond “yes” was counterbalanced.  The probe disappeared upon the participant’s 
button-press response. The next trial then began two and a half second after the offset of 
the probe.  A small square (3 by 3 pixels) remained on throughout the experiment, 
positioned just below the center of the screen, in order to help participants keep their gaze 
centered. 
The whole experiment was divided into eight blocks, each lasting about three 
minutes.  A paper-and-pencil sentence recognition task was administered at the end of 
every two blocks. The sentence-recognition test contained 96 sentences in total, half of 
which were old sentences (drawn in equal numbers from both of the word types in 
congruent, syntactic prose, and scrambled sentence frames) and half of which were new 
(also consisting of equal numbers of each context type).  New sentences of each type 
were selected from among experimental sentences on different lists.  Since many of these 
sentences contained some of the same words as those the participant actually viewed, 
word level recognition alone would be insufficient to allow participants to score highly 
on this test.  Participants were asked to check off each sentence that they thought they 
had seen in the previous two blocks.  The word and sentence recognition tasks were used 
in tandem to ensure that participants were carefully attending to each individual word 
while also attempting to integrate those words into a holistic unit. 
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EEG recording and data analysis 
The electroencephalogram (EEG) was recorded from twenty-six geodesically-
arranged silver/silver-chloride electrodes attached to an elastic cap (Figure 1).  All scalp 
electrodes were referenced on-line to the left mastoid and re-referenced off-line to the 
average of the right and the left mastoids. In addition, one electrode (referenced to the left 
mastoid) was placed on the left infraorbital ridge to monitor for vertical eye movements 
and blinks, and another two electrodes (referenced to one another) were placed on the 
outer canthus of each eye to monitor for horizontal eye movements. Electrode 
impedances were kept below 3kΩ. The continuous EEG was amplified through a 
bandpass filter of 0.02-100Hz and recorded to hard disk at a sampling rate of 250Hz.  
Epochs of EEG data were taken from 100 ms before stimulus onset to 920 ms 
after. Those containing artifacts from amplifier blocking, signal drift, eye movements, or 
muscle activity were rejected off-line before averaging, using thresholds selected for each 
participant through visual inspection of the data.  Trials contaminated by eye blinks were 
corrected for 15 participants who had enough blinks to obtain a stable filter (Dale, 1994); 
for all other participants, trials with blink artifacts were excluded from analysis.  Trial 
loss averaged 13%.  Artifact-free ERPs were averaged by stimuli type after subtraction of 
the 100 ms pre-stimulus baseline. Prior to statistical analyses, ERPs were digitally filtered 
with a bandpass of 0.2–20 Hz. To correct for violations of sphericity associated with 
repeated measures, the Huynh–Feldt adjustment to the degrees of freedom was applied 
for each analysis of variance (ANOVA). Consequently, for all F tests with more than 1 
degree of freedom in the numerator, the corrected p value is reported. For all analyses, 
main effects of electrode and interactions with electrode sites are not reported unless they 
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are of theoretical significance. We also report 95% confidence intervals (CI) around the 
difference of the means, which were calculated based on the mean squared errors of the 
relevant effects from the particular analysis. 
 
RESULTS   
Behavior 
Word recognition task:  Overall accuracy for the word recognition task was 98%, 
showing that participants were reading the sentences carefully enough to remember 
individual words.  Participants’ performance was assessed using the discriminability 
index d’.  Memory performance was better for words in congruent sentences than for 
words in syntactic prose:  d’ scores for probes from sentences containing ambiguous and 
unambiguous critical words were 2.90 and 2.90, respectively, in the congruent condition, 
and 2.82 and 2.75 in the syntactic prose condition.  An omnibus analysis of variance 
(ANOVA) with two levels of Ending Word Type (sentences ending with unambiguous 
and ambiguous critical words) and two levels of Context Type (congruent and syntactic 
prose) revealed a significant main effect of Context Type [F(1,23)=7.24; p=.01; D(congruent-
sytactic)=.116, 95% CI= (.027, .206)] but no main effect of Ending Word Type or significant 
interaction between the two factors.  
 Sentence recognition task:  Overall accuracy for the sentence recognition task was 
93%, again attesting to participants’ engagement with the task and showing their ability 
to integrate the words and encode the sentences as a unit.  D’ scores again revealed better 
memory performance for congruent sentences (2.53 and 2.57, respectively, for sentences 
ending with ambiguous and unambiguous critical words) than for syntactic prose (1.70 
  76 
and 1.96).  Similar to the results of the word recognition task, an ANOVA with two 
levels of Ending Word Type and 2 levels of Context Type revealed a significant main 
effect of Context Type on d’ scores [F(1,23)=89.38; p<.0001; D(congruent-sytactic)=.726, 95% 
CI= (.568, .885)], but no main effect of Ending Word Type or interaction between the 
two factors.  
In summary, the behavioral data show that participants read and integrated the 
words in the experimental sentences.  Additionally, the data revealed that the addition of 
semantic constraints to syntactic ones aided memory in both a short-term word-level 
memory test and a long-term sentence-level memory test, and did so similarly for 
sentences ending with NV-homographs and with unambiguous words. 
 
ERPs  
ERP responses to sentence-final NV-homographs and unambiguous words in the 
syntactic prose (left panel) and congruent (right panel) sentences are shown in Figure 2 at 
a representative sample of scalp channels. All conditions were characterized by early 
perceptual components typical for visual stimuli, followed, between 250 and 500 ms, by a 
broadly-distributed negativity with a centro-posterior focus that peaks around 400 ms 
(N400), which appears notably reduced in congruent as compared with syntactic prose 
sentences.   
 Semantic context vs. syntactic context:  Replicating the well-established pattern 
(e.g., Van Petten and Kutas, 1991), N400 amplitudes to final words in congruent 
sentences are globally reduced relative to those in syntactic prose sentences, reflecting 
the buildup of message-level semantic constraints in the congruent condition (shown 
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more clearly in Fig. 3). As expected, this reduction is seen for both ambiguous and 
unambiguous words.  An omnibus ANOVA with 2 levels of Context (congruent 
sentences and syntactic prose), 2 levels of Ambiguity (ambiguous and unambiguous 
words), and 11 levels of central/posterior Electrode Site (including MiCe, LMCe , RMCe, 
LDCe, RDCe, MiPa, LDPa, RDPa, MiOc, LMOc, and RMOc) was conducted on mean 
amplitudes between 250-500 ms (this is the time window and electrode distribution most 
typical for characterizing N400 effects).  The results revealed a main effect of Context 
[F(1,23)=41.25; P=<.0001; D(syntactic –congruent)= 2.738, 95% CI= (1.856, 3.62)], with smaller 
(more positive) N400s in congruent sentences (mean amplitude 3.93µV) than in syntactic 
prose (mean amplitude 1.20 µV).  The effect of Context did not interact with Ambiguity 
[F<1], which had a marginal main effect (p=.06) reflecting a tendency for larger N400s to 
ambiguous than unambiguous words. 
 NV homographs vs. unambiguous words in syntactic prose sentences:  In the 
syntactic prose sentences, as predicted, an effect of ambiguity can be seen in the form of 
a frontally-distributed negativity, beginning around 200 ms after stimulus onset and 
continuing to around 700 ms (when a contingent negative variation (CNV) begins to 
develop, reflecting participants’ expectation for the upcoming probe word).  The 
direction, timecourse, and distribution of this effect replicate that previously reported for 
semantically and syntactically ambiguous words embedded in neutral sentence contexts 
(Federmeier et al., 2000) and bare phrases (Lee & Federmeier, 2006).  To characterize 
this effect, mean amplitudes between 200 and 700 ms were subjected to an omnibus 
ANOVA with 2 levels of Ambiguity (ambiguous and unambiguous words), 2 levels of 
Anteriority (anterior electrode sites, including MiPf, LLPf, RLPf, LMPf, RMPf, LDFr, 
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RDFr, LMFr, RMFr, LLFr, and RLFr, and central/posterior electrode sites, including 
MiCe, LMCe , RMCe, LDCe, RDCe, MiPa, LDPa, RDPa, MiOc, LMOc, and RMOc1) 
and 11 levels of Electrode Site.  There were no main effects, but there was a significant 
interaction between Ambiguity and Anteriority [F(1,23)=5.34; P<.05]. The contrast 
estimate for this interaction showed greater ambiguity effect over the anterior region than 
posterior [D=.667, 95% CI= (.07, 1.265)].  This finding was buttressed by follow-up 
analyses conducted separately over anterior and central/posterior electrode sites, which 
revealed that the effect of Ambiguity was significant over anterior [F(1,23)=4.65; P<.05; 
D(amb –unamb)=-.728, 95% CI= (-1.426, -.03)] but not central/posterior [F < 1; D(amb –
unamb)=.06, 95% CI= (-.688, .808)] electrode sites.  
 NV homographs vs. unambiguous words in congruent sentences:  A different 
pattern arises when the same words are embedded in congruent sentences, which contain 
semantic as well as syntactic information.  The same analysis as conducted for the 
syntactic prose sentences revealed no reliable effect of Ambiguity for mean amplitude 
responses over frontal sites between 200-700 ms [F < 1; D(amb –unamb)= -.267, 95% CI= (-
.714,.181)].  In contrast, differences between the unambiguous and ambiguous conditions 
were apparent as changes in the amplitude of the N400 component.  Analyses were then 
conducted in the N400 time window (250-500 ms) over central/posterior electrode sites 
where N400s are most prominent.  An ANOVA with two levels of Ambiguity and 11 
levels of Electrode Site revealed significantly more negative responses to NV-
homographs than to unambiguous words [F(1,23)=4.58; P=<.05; D(amb –unamb)= -1.24, 95% 
CI= (-2.438,-.041)]. 
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The results are summarized in the graph in Figure 4, which shows the strikingly 
different scalp distribution of the effects of the ambiguity manipulation in the two 
sentence types.  As predicted from prior work (Federmeier et al., 2000; Lee & 
Federmeier, 2006), NV-homographs embedded in syntactically well-specified contexts 
elicited a sustained frontal negativity between 200 and 700 ms post-stimulus-onset.  
When additional semantic constraints were available for disambiguation, this effect is 
greatly reduced and is not statistically reliable.  However, the additional semantic context 
information did lead to a N400 response difference between NV-homographs and 
unambiguous words, with the former being more negative than the latter in the 
central/posterior region during the N400 time window.  The dissociability of these effects 
is supported by the outcome of an omnibus ANOVA with two levels of Context 
(congruent sentences and syntactic prose), two levels of Ambiguity (ambiguous and 
unambiguous words), two levels of Anteriority (anterior and central/posteriorelectrode 
sites) and 11 levels of Electrode Site, performed in the 250-500 ms time window during 
which both effect types were evident.  There were main effects of Context 
[F(1,23)=32.68; P=<.0001; D(congruent-syntactic)=2.116, 95% CI= (1.35, 2.881)] and Ambiguity 
[F(1,23)=6.54; P=<.05; D(amb –unamb)= -.699, 95% CI= (-1.264, -.133)]. In addition, there 
was an interaction of Context and Anteriority [F(1,23)=18.87; P=<.001; Contrast 
Estimate=-1.244, 95% CI= (-1.837, -.652)], and, most importantly, a three way 
interaction between Context, Ambiguity, and Anteriority [F(1,23)=8.11; P=<.01; Contrast 
Estimate=1.536, 95% CI= (.42, 2.652)]. 
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DISCUSSION 
As expected, the results in the syntactic prose condition replicated prior work 
showing that NV-homographs with distinct meanings associated with their noun and verb 
usages elicit a prolonged (200-700 ms) frontal negativity.  This frontal effect has proven 
to be quite replicable across different types of syntactically constrained but semantically 
neutral contexts, being seen for NV-homographs embedded in bare syntactic phrases (Lee 
& Federmeier, 2006), in mid-sentence position of normal but semantically neutral 
sentence contexts (Federmeier et al., 2000), and, in the current study, at the end of 
semantically incoherent but structured sentences (syntactic prose).  
The precise role of the frontal negativity in ambiguity resolution is still not yet 
completely understood.  However, in addition to being linked to the processing of 
semantically and/or referentially ambiguous words, sustained frontal negativity has been 
related to working memory demands (King & Kutas, 1995) and to control processes 
related to maintaining and selecting among candidate items during recollection (Rugg, 
Allan, & Birch, 2000).  Moreover, although the scalp topography of an ERP effect cannot 
be used to make direct inferences about its brain source, data from other imaging 
methods point to a possible functional link between the frontal negativity and selection-
related activity observed in frontal brain areas.  Several hemodynamic imaging studies 
have found frontal activation (for example, in the inferior frontal gyrus) associated with 
the resolution of lexical ambiguity (Gennari, MacDonald, Postle, & Seidenberg, 2007; 
Mason & Just, 2007; Rodd, Davis, & Johnsrude, 2005; Zempleni, Renken, Hoeks, 
Hoogduin, & Stowe, 2007).  In particular, Gennari et al. (2007) used NV-homographs 
embedded in minimal syntactic phrases (e.g., to/the bowl) – thus, very similar to the 
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design of Lee and Federmeier (2006) – and found activations in the left inferior frontal 
gyrus (LIFG) that they linked to selection among competing semantic attributes.   
Results like these are buttressed by neuropsychological data linking frontal lobe 
damage to deficits in semantic tasks related to resolving ambiguity or selecting relevant 
representations among competitors (Metzler, 2001; Randolph, Braun, Goldberg, & 
Chase, 1993; Robinson, Blair, & Cipolotti, 1998; Swaab, Brown, & Hagoort, 1998), 
especially when selection demands are high (Thompson-Schill et al., 1998).  In turn, 
these findings are consonant with the results of imaging studies using more general 
memory or judgment-related tasks, which have linked frontal areas, especially in the left 
hemisphere, to the selection of task-relevant semantic (Badre, Poldrack, Pare-Blagoev, 
Insler, & Wagner, 2005; Gennari, MacDonald, Postle, & Seidenberg, 2007; Thompson-
Schill, D'Esposito, Aguirre, & Farah, 1997; Thompson-Schill, D'Esposito, & Kan, 1999) 
or in some cases, syntactic (Mason, Just, Keller, & Carpenter, 2003; Stowe, Paans, 
Wijers, & Zwarts, 2004), information from irrelevant competing representations.  This 
body of data thus suggests that the frontal negativity that is elicited by NV-homographs 
preceded by syntactic cues may index a selection-related mechanism (although possibly 
not specific to semantics or even to language) recruited in the process of lexical 
ambiguity resolution. 
Of critical interest for the present study was whether, with the addition of 
disambiguating semantic context information, the same effect patterns would arise as 
following syntactic information alone.  The general effectiveness of our semantic 
contexts for facilitating word processing was apparent in our replication of the well-
established finding that the N400, an ERP component that comprises part of the normal 
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response to words and that has been linked to relatively implicit aspects of meaning 
apprehension (for a review, see, e.g., Federmeier & Laszlo, 2009), was reduced in 
amplitude for words in the presence of semantic constraints as compared with those in 
syntactic prose sentences (c.f., Van Petten and Kutas, 1991); as expected, this reduction 
was seen for both the ambiguous as well as the unambiguous words.  
Importantly, in conjunction with this general facilitation for word processing, was 
a qualitative change in the impact of ambiguity.  Strikingly, and confirming our 
predictions, there was no reliable evidence of frontal negativity for the NV-homographs 
in the semantically and syntactically congruent sentences.  Thus, the accumulated 
activation/preactivation of semantic information afforded by a constraining, congruent 
context seems to “resolve” the ambiguity associated with NV-homographs, in the sense 
of mitigating the need for recruitment of the kind of selection mechanisms indexed by the 
frontal negativity.  The result is a qualitative change in the processing associated with 
lexical ambiguity. 
In the literature on lexical ambiguity resolution, there has often been a tacit 
assumption that whenever features associated with divergent senses of an ambiguous 
word become active simultaneously, there will be competition and/or selection demands.  
The primary comparison, therefore, has been between situations in which ambiguity is 
associated with processing costs (generally in the form of reaction time slowing), which 
are typically treated as if they are unitary in nature, and those situations showing a pattern 
consistent with selective access.  However, the data from the present experiment call 
these assumptions into question.  The presence of semantic context information 
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eliminated one effect of ambiguity – the frontal negativity – yet quantitative differences 
between the word types, in the form of differential N400 amplitudes, remained.  
The observed pattern suggests that, even when lexical features, sentence length, 
and cloze probability are matched, ambiguous homographs do not match their contexts as 
well as do unambiguous words.  It seems likely that this reduced match arises because 
meaning features of the contextually-irrelevant sense of the homographs continue to 
become automatically activated.  When semantically constraining context information is 
available, therefore, the processing consequences of lexical ambiguity seem quite similar 
to those entailed by the processing of any word whose features are less predictable in a 
given context – for example, if the sentence context “He licked the last drops of ice 
cream off of his …” were ended with the word fork as opposed to the word spoon.  The 
word fork would be expected to elicit a larger N400 response, not because its meaning is 
unclear or because of competition or selection demands, but simply because some of its 
features cohere less well with the context than do the features of spoon.  If contextually 
irrelevant features of homographs automatically become active to some degree in 
response to the presentation of an ambiguous wordform, then larger N400 responses 
would be expected to those words, and this would be true even under circumstances in 
which a prevailing match between contextually-predicted features and those of the 
contextually-appropriate sense of the homograph allows for meaning selection without 
the need for recruitment of additional processing resources. 
A remaining question, then, is whether the activation of contextually-irrelevant 
meaning features of ambiguous words is moderated by meaning dominance, as suggested 
by the patterns of processing costs seen in the behavioral literature looking at the 
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processing of NN-homographs in semantic contexts (Paul, Kellas, Martin & Clark, 1992; 
Tabossi, 1988; Tabossi & Zardon, 1993; Rayner, Pacht & Duffy, 1994; Duffy, Kambe & 
Rayner, 2001).  In turn, this behavioral pattern is consistent with predictions of prominent 
accounts of lexical ambiguity resolution (e.g., Duffy, Kambe, & Rayner, 2001; 
Hogaboam & Perfetti, 1975), which would suggest that processing consequences of 
ambiguity should be limited to cases in which the context picks out a nondominant 
meaning sense of the homograph.  In contrast, processing of the dominant meaning 
would be expected to pattern like that for unambiguous words.   
In the present study, the congruent contexts were mixed, with some picking out 
the dominant and some the subordinate senses of the NV-homographs.  Individual 
participants did not see enough congruent items to look at these conditions individually 
(and they were not matched for lexical or sentential factors), so it is not possible to 
determine if the effect interacts with meaning dominance.  In Experiment 2, therefore, we 
set out to (1) replicate the N400 difference between NV-homographs and unambiguous 
words under more naturalistic processing conditions (when all sentences are congruent) 
and (2) examine whether this difference depends on whether sentence contexts pick out 
the dominant or nondominant meaning of the ambiguous words. 
 
Experiment 2 
            To test whether meaning dominance affects the N400 difference between 
ambiguous and unambiguous words observed in Experiment 1, in Experiment 2 
participants read congruent sentences, half of which ended with unambiguous words and 
half with NV-homographs, which, in turn, were divided into sets biased toward the 
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dominant or a nondominant meaning.  Lexical and sentence-level variables were matched 
across all conditions.  We expect to replicate the finding that N400 amplitudes are larger 
overall to ambiguous than unambiguous words.  We also predict that these differences 





162 congruent sentences were chosen from the stimulus set used in Experiment 1. 
Half of the sentences ended with NV-homographs, and the other half ended with 
unambiguous words. The lexical features of the sentence-final words and the sentential 
features of the carrier sentences were matched between the ambiguous and unambiguous 
words (shown in the two right most columns in Table 3). 
Sentences ending with ambiguous words were divided into two subsets according 
to whether the contextually appropriate interpretation of the NV-homograph was or was 
not its dominant meaning sense.  Meaning dominance was determined using the sense 
frequency listed on the English WordNet 3.0 online database (see Fellbaum, 1998); on 
average, the dominant interpretations were 6.4 times more frequent than the subordinate 
interpretations. Lexical and sentential features for these items were also matched (see 
Table 3). Independent t-tests on the means of these features revealed a significant 
difference (p = .03) only for concreteness (all other p values > .1), with dominant senses 
rated as slightly more concrete than non-dominant senses.  The effect of concreteness has 
been found to be attenuated in congruent sentences (Schwanenflugel & Shoben, 1983).  
  86 
Furthermore, critically, the N400 pattern predicted by the concreteness difference (i.e., 
larger N400 for more concrete senses of words) would act to reduce rather than enhance 
our chances of finding the predicted pattern (i.e., larger N400 for non-dominant than 
dominant meaning senses).  
 
Participants 
Twenty-four UIUC undergraduate students (12 males, mean age 19 years, range 
18-22 years) participated in this study for cash or course credit.  All met the same 








 Overall accuracy on the word recognition task (98%) and the sentence recognition 
task (89%) was comparable to that obtained for congruent sentences in Experiment 1. D’ 
scores did not differ between NV-homographs and unambiguous words in the word 
recognition task:  3.90 and 3.88, respectively [F=1]. For the sentence recognition task, 
sentences ending with NV-homographs were remembered slightly better than those 
ending with unambiguous words (d’ scores: 2.96 and 2.73, respectively; [F(1,23)= 7.78; 
P=.01; D(amb-unamb)= .231, 95% CI= (.06, .402)].  As in Experiment 1, then, the behavioral 
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Figure 5 shows the ERP responses to unambiguous and ambiguous words.  
Analyses were first performed on the overall ambiguity effect (shown in the left-most 
column of Figure 5) as in Experiment 1.  There was no difference in mean amplitude 
response between 200-700 ms over frontal channels for ambiguous as compared with 
unambiguous words [F(1,23)= 1.52; P=.2; D(amb-unamb)= -.267, 95% CI=(-.714, .181)]. 
However, the response to ambiguous words was more negative between 250-500 ms over 
central/posterior channels (N400) [F(1,23)=17.54; P<.001; D(amb-unamb)= -.753, 95% CI= 
(-1.126, -.381)].  Thus, replicating Experiment 1, there was no evidence for a frontal 
negativity to NV-homographs embedded in congruent sentences, but these ambiguous 
items did elicit larger N400s than unambiguous items.   
The right side of Figure 5 shows the comparison between the unambiguous and 
ambiguous word types, split into cases in which the sentence contexts picked out the 
dominant interpretation of the NV-homograph (middle column) versus the non-dominant 
interpretation (right-most column).  As predicted, the ambiguity effect on the N400 seems 
to obtain only for cases in which the context points to the non-dominant interpretation of 
the homograph.  The statistics confirm the visual impression:  responses to NV-
homographs used in their nondominant meaning senses are more negative (250-500 ms, 
central/posterior channels) than those to unambiguous words [F(1,23)=17.38; P<.001; 
D(amb-unamb)= -1.057, 95% CI= (-1.581, -.533)], whereas N400 responses to NV-
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homographs used in their dominant meaning senses are indistinguishable from those to 
unambiguous words [F < 1; D(amb-unamb)= -.082, 95% CI=(-.743, .579)]. 
 
DISCUSSION 
Replicating the pattern in Experiment 1, we found that NV-homographs 
embedded in congruent sentence contexts elicited larger N400s than did unambiguous 
words.  This replication of the effect across the two experiments makes clear that the 
pattern observed in Experiment 1 was not an artifact of the fact that congruent sentences 
were mixed with syntactic prose and scrambled sentence types.  Even when all sentences 
read by a participant are both syntactically and semantically congruent, NV-homographs 
elicit larger N400 responses than do matched unambiguous words. 
Moreover, the results of Experiment 2 show that this effect is strongly modulated 
by meaning dominance, similar to patterns seen in the behavioral literature. When context 
selects a non-dominant meaning sense, N400 responses are larger to ambiguous than to 
unambiguous words, even when these are embedded in equivalently constraining 
contexts (as cloze probabilities and plausibility were matched across all conditions). 
However, the processing of the dominant meaning sense of an NV-homograph in the 
presence of supportive syntactic and semantic context information seems to unfold in a 
manner indistinguishable from that to unambiguous lexical items. As discussed, this data 
pattern is consistent with the predictions of prominent theories of lexical ambiguity 
resolution, such as the reordered access model (Duffy, Kambe, & Rayner, 2001), but, in 
combination with what is known about the functional nature of the N400, provides 
additional constraints on those accounts. 
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The reordered access model (Duffy, Morris, & Rayner, 1988) assumes that, out of 
context, multiple meanings of ambiguous words become active, to a degree proportional 
to their meaning dominance.  Context, then, can serve to modulate – i.e., “reorder” – 
these activation strengths.  In a dominant-biased context the combination of a high 
meaning frequency and contextual support would be expected to lead to strong, rapid 
access of the dominant meaning, consistent with the observed N400 pattern.  A context 
biased toward a non-dominant meaning, instead, will tend to boost the activation of that 
non-dominant meaning, making it more similar to the activation level of the dominant 
meaning.   
This increased similarity in the activation levels of the two meanings has 
sometimes been argued to enhance the “competition” between them (Duffy et al., 2001).  
On this view, then, N400 amplitude could be taken to index the level of competition 
between simultaneously active meanings.  However, the larger N400 literature suggests 
that this explanation may be unlikely.  Studies comparing N400 amplitudes to plausible 
but unexpected words in strongly constraining sentences (which tend to strongly activate 
a single, preferred ending) and weakly constraining sentences (which do not tend to pick 
out any particular meaning) have found N400 effects of similar size. (Federmeier, 
Wlotko, De Ochoa-Dewald, & Kutas, 2007; Kutas & Hillyard, 1984).  Thus, N400 
amplitudes do not seem to be sensitive to the presence of semantic “competitors” (such 
effects emerge, instead, in later parts of the ERP waveform).  
Instead, an explanation that we take to be most consistent with the larger literature 
on the N400 component (see, e.g., Kutas & Federmeier, 2000) is that N400 amplitudes 
reflect the degree of match between the features set up by the context information and the 
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features automatically elicited by the incoming word – which, in the case of ambiguous 
words, are biased towards those associated with the dominant meaning sense (Duffy et 
al., 2001; also see Hogaboam & Perfetti, 1975).  Larger N400 responses would thus be 
expected for ambiguous targets in contexts that point to the nondominant meaning of the 
homograph, since the activated features associated with the dominant meaning would 
mismatch the semantic constraints established by the sentence contexts.  Importantly, 
however, this mismatch does not seem to create the kind of selection demands that exist 
in semantically impoverished contexts, since the frontal negativity is not observed in 
semantically well-specified contexts, even when it is the subordinate meaning that is 
being selected.  Presumably, constraining semantic context information that activates or 
preactivates subordinate-associated features, combined with the featural information 
elicited by the word itself, creates a sufficiently robust and stable activation state to 
mitigate the need for additional selection-related resources even in the face of residual 
automatic activation of dominant-associated meaning features.  Thus, “selection” of a 
given sense of an ambiguous word need not entail fully selective access, in the form of 
activation limited to a single meaning.   
 
GENERAL DISCUSSION 
 In sum, ambiguity effects associated with NV-homographs manifest in two 
different electrophysiological patterns.  A frontal negativity is observed when NV-
homographs are embedded in syntactically well-defined but semantically impoverished 
contexts.  Syntactic cues alone thus seem to be insufficient to allow the system to rapidly 
select one of the two disparate meanings associated with the different word class uses of 
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these words.  This is surprising in some ways, as syntactic information is generally 
thought to be deterministic in nature (and thus quite constraining) and available rapidly 
(Friederici, 1999, 2002). On the other hand, because word class usage and meaning sense 
can sometimes be dissociated (e.g., in the gerund form:  the registering student …), the 
comprehension system may not be able to use syntactic cues as a reliable cue for 
selecting the meaning features of these cross-class ambiguous words.  The addition of 
semantic constraints, however, greatly reduces the frontal negativity – even in cases 
where the contexts picked out the homographs’ non-dominant meaning sense.  The 
availability of semantic information, therefore, clearly changes the processing of lexically 
ambiguous words, arguably reducing selection demands.  However, a different effect of 
ambiguity can be seen when the additional semantic constraints are available.  In 
particular, larger N400 responses are observed when participants access and integrate the 
nondominant meaning senses of NV-homographs, likely due to the mismatch between 
context-related semantic features that have been activated throughout the course of the 
context and the residual activation of meaning features associated with the contextually-
inappropriate dominant sense of the word. 
 The results across this pair of experiments are thus coherent with general findings 
in the literature on lexical ambiguity resolution and help to resolve some of the disparate 
conclusions that have been drawn across studies that have looked at different types of 
ambiguous words in different types of contexts.  In the context of what is known about 
the neural bases and functional sensitivity of the electrophysiological responses under 
investigation, these data also provide a new perspective for interpreting some long 
standing effects.  Consistent with behavioral literature on the influences of preceding 
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syntactic and/or semantic context on ambiguity resolution (e.g. Seidenberg et al. 1982; 
Rayner, Pacht & Duffy, 1994), our data show that neither syntactically nor semantically 
constraining context information can completely prevent the activation of alternative 
meanings in all circumstances.  Extending this literature, our data further suggest, 
however, that similar behavioral processing costs (lengthened response times) for 
ambiguity resolution in different context types can arise from qualitatively different 
underlying neural mechanisms.  
 In particular, when syntactic constraints demand selection of a particular meaning 
(i.e., when ambiguity resolution cannot be done on the basis of meaning frequency alone, 
as might be true out of context), and no biasing semantic constraints are available, 
determining the appropriate interpretation of the ambiguous word form necessitates the 
recruitment of additional, selection-related resources (indexed by the sustained frontal 
negativity).  In contrast, when the context provides constraining semantic information, 
which facilitates the semantic access of words in general (as shown in the massive N400 
reduction for unambiguous words, as well as both the dominant and nondominant 
interpretation of ambiguous words, in congruent contexts; Fig. 3 and Fig. 5), the selection 
demand is mitigated, such that settling down from multiple activated meanings to a single 
interpretation can be done more automatically, without recruitment of the selection-
related resources manifested in the frontal negativity.  During the more automatic 
ambiguity resolution that is afforded by semantic context information, however, there can 
nevertheless still be residual levels of activation for contextually inappropriate meaning 
features, leading to reduced N400 facilitation for ambiguous as compared to 
unambiguous words.  This N400 “mismatch effect” is most apparent when the context 
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favors the nondominant meaning, and is minimal or even nonexistent when the context 
favors the dominant meaning, presumably because bottom-up activation tends to be 
stronger for higher frequency meanings.  Critically, this N400 mismatch effect is not an 
ambiguity-specific phenomenon, as similar effects are seen for unambiguous words that 
contain features that are unpredictable within a given context.  This is importantly 
different from what would have been assumed based on prevailing views of lexical 
ambiguity resolution.   
 In particular, aspects of our data are consistent with the reordered access model, 
which hypothesizes that purely selective access does not occur, but that context can 
facilitate the access of the intended meaning, without affecting the activation of the 
unintended meaning.  In the context of this model, however, processing costs (such as 
lengthened gaze durations) for ambiguous words in subordinate-biased contexts have 
been interpreted as a reflection of selection-related competition – and thus qualitatively 
similar to costs obtained when semantic context information is not available.  Our data 
suggest instead that these costs reflect general processing mechanisms, at more automatic 
stages of processing, rather than ambiguity-specific competition, and thus are different 
from ambiguity-related processing costs seen under other circumstances. 
 The view of ambiguity resolution suggested by the effects observed in this pair of 
experiments coheres with data from studies using hemodynamic brain imaging methods 
to examine lexical ambiguity resolution; indeed, the present data help to clarify what 
might initially appear to be disparities in the findings across those studies. As reviewed in 
the introduction of this article, brain imaging studies have uncovered two major clusters 
of activation during the processing of ambiguous words, one in the left inferior frontal 
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gyrus and one in the temporal lobes (especially left middle temporal gyrus) (Gennari et 
al., 2007; Ihara et al., 2007; Rodd et al., 2005; Zempleni et al., 2007).  Activation in the 
left inferior frontal gyrus has been reported across studies that have set up conditions in 
which ambiguous words occurred with very little prior disambiguating semantic 
information (Zempleni et al., 2007; Gennari et al., 2007; Ihara et al., 2007; Rodd et al., 
2005). These contexts are thus similar to those that, in our electrophysiological work, 
have consistently elicited sustained negativity with a frontal scalp distribution.  In light of 
research suggesting that the LIFG subserves a mechanism for attentionally-mediated 
selection and/or controlled semantic retrieval (Badre, Poldrack, Pare-Blagoev, Insler, & 
Wagner, 2005; Novick, Trueswell, & Thompson-Schill, 2005; Thompson-Schill, Bedney, 
& Goldberg, 2005), the role of the LIFG in lexical ambiguity resolution has been 
interpreted as a top-down mechanism for actively selecting a contextually appropriate 
meaning of the ambiguous word.  
 Enhanced temporal lobe activity, on the other hand, has been observed under 
more restricted circumstances and has been shown be modulated by meaning dominance 
(Zempleni et al., 2007). For example, Zempleni and colleagues found greater bilateral 
activation in the inferior and middle temporal gyri in sentences instantiating the 
subordinate meaning of ambiguous words.  However, no differences between the 
dominant-biased sentences and unambiguous control sentences were found in these areas.  
This is the same pattern as the one we observed in the present study on the N400 to words 
in semantically constraining sentence contexts, and, in fact, temporal lobe activity is also 
believed to be an important source of scalp-recorded N400 activity, as evidenced by data 
from intracranial recording studies (Elger et al., 1997; Halgren, Baudena, Heit, Clarke, 
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Marinkovic, & Clarke, 1994; McCarthy, Nobre, Bentin, & Spencer, 1995; Nobre & 
McCarthy, 1995).  The temporal lobe has been viewed as the storage site for long-term 
semantic knowledge, accessed during the bottom-up processing of meaningful stimuli 
like words (Badre et al., 2005; Thompson-Schill et al., 1999).  Enhanced temporal lobe 
activation to lexically ambiguous stimuli has therefore been interpreted as reflecting 
lexico-semantic processing, semantic integration (Gennari et al., 2007; Rodd et al., 2005) 
or, more specifically, the consequence of mismatch between the semantic features 
associated with the dominant meaning of an ambiguous wordform and the meaning 
features highlighted by a context that is biased toward the nondominant meaning of that 
word (Zempleni et al., 2007). 
 The larger literature further suggests that there may be a cooperative interplay 
between these brain areas and mechanisms.  In particular, recruitment of controlled 
selection mechanisms in frontal brain areas has been found under circumstances in which 
the information available through more automatic semantic processing mechanisms in 
temporal lobe areas seems insufficient to meet task demands (Badre & Wagner, 2002)or 
when the task requirements call for sustained access to content in temporal 
regions(Noppeney, Phillips, & Price, 2004).  This view is consistent with the pattern 
observed in our electrophysiological studies, and our data further suggest that such 
recruitment can happen fairly quickly and in parallel with more automatic aspects of 
meaning processing, given that the temporal onset of the frontal effect coincides with 
when (as suggested by the timing of the N400) information about a word’s meaning 
features is just beginning to become available (cf., Federmeier et al., 2000; Lee & 
Federmeier, 2006).  That this effect has a more sustained time course than the N400 is 
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consistent with its characterization as an effortful, controlled process.  This frontal effect 
is not seen, however, in congruent contexts because, with the availability of 
disambiguating semantic information accrued over the course of a sentence, many of the 
semantic attributes of the contextually-favored interpretation of ambiguous words will 
have been pre-activated before the orthographic forms are apprehended.  This reduces 
selection demands, presumably by creating a stable state within the more automatic, 
temporal lobe processing areas – a state that then might be thought of as constituting 
“meaning selection”.  As shown in our data, as well as other brain imaging studies, such 
mitigation of demands on controlled selection can occur even when there is some degree 
of residual, automatic activation (as seen in increased temporal lobe activity and larger 
N400 responses) of the contextually inappropriate sense of the homograph – that is, 
coactivation of multiple senses does not necessarily entail competition or selection 
demands. 
 Note that although in the current experiment ambiguity effects manifested as 
either a frontal negativity or an N400 difference, but never both, these need not be 
mutually exclusive.  It is conceivable that sentences with weaker semantic constraints 
than those used in the current experiments might yield a pattern in which both types of 
effects were visible – that is, where N400 responses were facilitated to some degree, and 
more so for dominant senses and unambiguous words than for subordinate, but at a level 
in which controlled selection resources were still called upon, resulting in a frontal 
negativity despite the presence of semantic context information.  What the data from the 
present study clearly show, however, is that lexical ambiguity can be resolved in 
functionally and neurally different ways, through the recruitment of top-down executive 
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processes or during more automatic aspects of semantic processing, and that which 
mechanism(s) are used is related to the nature and the strength of the available context 
information. 
The electrophysiological data thus help to link findings from behavioral and 
eyetracking studies with those from neuroimaging studies, suggesting that multiple neural 
mechanisms are involved in lexical ambiguity resolution and that the nature of the 
information provided by different types of context is important for determining when and 
how these mechanisms are recruited.  Successful lexical ambiguity resolution requires 
that neurocognitive resources be rapidly allocated and coordinated in a manner 
appropriate to the demands of the task and the varying constraints provided by syntactic, 
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FOOTNOTES 
1The same division into anterior and central/posterior electrode sites and the same sets of 
electrodes will be used for all subsequent analyses. 
2Van Petten & Kutas (1987) do explicitly comment on the lack of difference between the 
waveforms elicited by sentence final ambiguous and unambiguous words in their probe 
study.  However, there are a number of procedural differences between their study and 
the present one, as they used a mixture of NN- and NV-homographs, sentence contexts 
that consistently biased toward the subordinate meaning of a homograph (whereas bias 
was unpredictable in the present study), and a slower (900 ms SOA) presentation rate. 

















Table 3.1: Mean values (with standard deviations in parentheses) of lexical features of the two word 
types (NV-homographs and unambiguous words) in Experiment 1. 
Table 3.2: Mean values (with standard deviations in parentheses) of sentential features of congruent 
sentences ending with the two word types (NV-homographs and unambiguous words) in Experiment 1. 
 
Table 3.3: Mean values of (1) lexical features of the two subgroups of NV-homographs (when the 
contextually favored meaning is the dominant meaning sense vs. the non-dominant meaning sense) and 
(2) sentential features of the sentences ending with the two sub-groups of NV-homographs in 
Experiment 2. 
 









Figure 3.1. Shown are the locations of the 26 scalp electrodes, as seen from the top of the head (with the 
front of the head at the top of the figure). Frontal electrodes are represented as triangles and 
central/posterior electrodes are represented as circles.  The electrodes used for statistical analysis are 
shown using filled in shapes. 
 
Figure 3.2. Grand average ERPs to ambiguous words (dashed line) and unambiguous words (solid line) 
are plotted separately for syntactic prose sentences (left panel) and congruent sentences (right panel) at 
8 representative electrode sites. Positions of the plotted sites are indicated by filled circles on the center 
head diagram (nose at top). Negative is plotted up for this figure and figure 4. In the syntactic prose 
sentences, the response to ambiguous words (e.g. ‘the season/to season’) is more negative than the 
response to unambiguous words (e.g. ‘the logic/to eat’) over the frontal channels, between about 200 
and 700 ms post-stimulus-onset.  In the congruent sentences, there is no enhanced frontal negativity.  
Instead, the ambiguous words are more negative over central/posterior sites in the N400 time window 
(250-500ms). 










Figure 3.3. Grand average ERPs to ambiguous words (dashed lines) and unambiguous words (solid 
lines) in syntactic prose sentences (thinner lines) and congruent sentences (thicker lines) are overlaid at 
4 representative central/posterior electrode sites to highlight the influence of semantic constraints on the 
N400.  N400 amplitudes to both ambiguous and unambiguous words are highly facilitated (made more 
positive) in the presence of semantic constraints, although this facilitation is greater for unambiguous 
than ambiguous targets in cloze-probability matched sentence contexts. 
Figure 3.4. Mean amplitude differences are summarized as isopotential voltage maps (on the left) and 
bar graphs (on the right) for the syntactic prose sentences (upper panel) and congruent sentences (lower 
panel) respectively. The two isopotential voltage maps show distributions viewed from the top of the 
head for (upper panel) the frontal negativity effect in the syntactic prose sentences in the 200-700 ms 
time window and (lower panel) the central/posterior N400 effect in the congruent sentences in the 250-
500 ms time window. The right side of the figure plots the amplitude differences averaged over the 11 
frontal sites and 11 central/posterior sites for the two sentence types.  Longer bars indicate more 
negative brain responses to the ambiguous words than to the unambiguous words. The statistical 
significance of each difference is noted next to each bar (with N.S. = not significant). 
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Figure 3.5. Grand average ERPs at 3 midline electrode sites for ambiguous words (dashed line) and 
unambiguous words (solid line) in Experiment 2. The leftmost column overlays the overall brain 
responses to ambiguous and unambiguous words, irrespective of meaning dominance.  Replicating 
Experiment 1, in syntactically and semantically congruent sentences, N400 responses to ambiguous 
words are more negative than those to unambiguous words. The two columns on the right side of the 
figure contrast the brain responses to ambiguous versus unambiguous words when the context favors 
the dominant interpretation (middle column) or the nondominant interpretation (right column) of the 
homographs. The data clearly show that when the context picks out the dominant meaning of the 
homograph, the waveforms from the ambiguous and unambiguous words are indistinguishable. 
However, when the context picks out a nondominant meaning of the homograph, larger N400s are 
observed to the ambiguous words. 




Some homographs (institute, melt, mind, rat, and rock) were not included in Experiment 2 in order to 
obtain an optimal match for various lexical and sentential features across unambiguous words, homographs 
with a dominant interpretation and homographs with a subordinate interpretation. 
 
(B) Examples sentences ending with noun/verb homographs (a: congruent sentences; b: 
corresponding syntactic prose sentence)  
 
Context instantiating the dominant meaning 
1.  (a) He was excited about Sunday's football game, but seeing his team lose was painful     to watch. 
     (b) He was proven about something's bottom court, but seeing his class turn was light to watch. 
2.  (a) One crucial way to prevent a virus attack is to know which websites you can trust. 
     (b) One favorite book to follow a ceiling accident is to catch which people you can trust. 
3.  (a) None of the berries looked very appetizing, so the man didn't know which to pick. 
     (b) None of the soldiers got very new, so the car didn't get which to pick. 
4.  (a) We seemed to spend a lot of time idling around, just waiting for time to pass. 
     (b) We drank to get a foot of stadium coming around, just trying for boy to pass. 
5.  (a) To treat my tooth cavity, the dentist will first have to drill. 
     (b) To make my room job, the coach will first have to drill. 
6.  (a) She went to the deli to buy turkey and bought one pound. 
     (b) She went to the cat to roast year and discovered one pound. 
7.  (a) You can usually find the registration desk of a hotel in the lobby. 
     (b) You can usually install the math student of a day in the lobby. 
8.  (a) He didn't complete his homework again, and the teacher told him she wouldn’t accept another excuse.  
    (b) He didn't know his judge again, and the sum told him she wouldn’t search another excuse. 
9.  (a) My grandpa said he hadn’t played that game since he was a kid. 
     (b) My board said he hadn’t called that volcano since he was a kid. 
10.(a) She wanted more privacy in her yard so she built a fence. 
     (b) She got more root in her document so she pulled a fence.  
 
Context instantiating the non-dominant meaning 
11.(a) Balancing a tray of wine glasses, the waitress hoped that she would not trip. 
     (b) Balancing a station of family parents, the brain learned that she would not trip. 
12.(a) A nurse came running, but it was the doctor that we had been trying to page. 
     (b) A shop began dying, but it was the cd that we had been searching to page. 
13.(a) As the ball flew toward the girl’s head, her friend told her to duck.   
     (b) As the animal went toward the artifact’s body, her resident told her to duck. 
14.(a) The criminal searched for someone in the subway station who appeared wealthy whom he could mug. 
     (b) The report lived for someone in the husband stove who got good whom he could mug. 
15.(a) The battery of my phone was dying, so I had to quickly plug it in to charge. 
     (b) The employee of my birthday was looking, so I had to quickly put it in to charge. 
16.(a) He really liked the magazine and couldn't wait for the next issue. 
BEAR CRUSH FAULT LAP PARK RECESS SOCK TOP 
BLUFF DATE FENCE LITTER PASS REST SPELL TRACK 
BOIL DEAL FIGURE LOBBY PERMIT ROCK STABLE TRAIN 
BOX DIE FIRE MATCH PICK RULE STALK TRIP 
BREAK DRAFT FLOAT MATTER POINT SCALE STAND TRUST 
BUG DRAW FLY MELT POUND SEASON STICK TYPE 
CHANNEL DRILL INSTITUTE MIND PROFILE SENTENCE SWALLOW WATCH 
CHARGE DUCK ISSUE MOON RANGE SERVE SWAMP WIND 
COMBINE EXCUSE JAM MUG RAT SHED TERM WORM 
CONDITION FAN KEEP NOTICE RATE SHELL TIRE  
CONTRACT FAST KID PAGE RECALL SINK TOLL  
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     (b) He really asked the height and couldn't stay for the first issue. 
17.(a) When it was time to light the candles on the birthday cake, she asked me for a match. 
     (b) When it was time to play the students on the lunch document, she wanted me for a match. 
18.(a) When turtles sense a predator, they retreat back into their shell. 
     (b) When bowls sing an employer, they want back into their shell. 
19.(a) He said the long, graceful bird was called a swallow. 
     (b) He realized the young, English life was assigned a swallow. 
20.(a) During the medieval castle tour, the man learned that the strongest part is the keep. 
     (b) During the painful hook time, the flat knew that the best movie is the keep. 
 
 
(C) Example sentences ending with unambiguous words  
(a: congruent sentences; b: corresponding syntactic prose sentence)  
 
1.(a) He got the wrong number, so his calculations must have had an error. 
   (b) He bought the ready day, so his girls must have had an error. 
2.(a) His job at the store was his only source of income. 
   (b) His lot at the submarine was his big pet of income. 
3.(a) According to the school paper, this year the club only had one new member. 
   (b) According to the popcorn tool, this month the tape only had one nervous member. 
4.(a) Tenants in the apartment have to pay rent on the first day of every month. 
   (b) Eggs in the night have to label hammer on the first paw of every month. 
5.(a) After she lost her assignment and failed the test, she was in a bad mood. 
   (b) After she received her turkey and built the graduation, she was in an impossible    
         mood. 
6.(a) The idea hadn't been proven, but it was a good theory. 
   (b) The kitchen hadn't been found, but it was a sore theory. 
7.(a) People said that the older man was a much better athlete in his youth. 
   (b) Clothes thought that the bigger thing was a much older lot in his youth. 
8.(a) The box was so heavy it must have weighed a ton. 
   (b) The game was so easy it must have matched a ton. 
9.(a) When he went to court he swore to tell the truth. 
   (b) When he wanted to ring he decided to wear the truth. 
10.(a) A large ship or submarine is often called a vessel. 
     (b) A nice painting or baby is often considered a vessel. 
11.(a) When the babysitter arrived, my parents told my little brother to behave. 
     (b) When the time went, my muscles warned my boring collection to behave. 
12.(a) She was disappointed that no one attended her graduation because she had really  
           wanted her parents to come. 
     (b) She was disappointed that no one failed her grip because she had really asked her  
           websites to come. 
13.(a) As you get older, your brain continues to develop. 
     (b) As you get better, your child needs to develop. 
14.(a) I hate rewarding him with attention, but my brother’s annoying behavior can be  
          impossible to ignore. 
     (b) I hate taking him with ship, but my parents’ nervous dentist can be serial to ignore. 
15.(a) I'm trying so hard to win the game because I really hate to lose. 
     (b) I'm going so mad to write the cream because I really need to lose. 
16.(a) The book that she wanted was one that is very difficult to obtain. 
     (b) The ice that she watched was one that is very obvious to obtain. 
17.(a) He was so tense, his coach told him he had to relax. 
     (b) He was so ancient, his tower taught him he had to relax. 
18.(a) The painting by Renoir was the one that I really wanted to see. 
     (b) The vaccine by Illinois was the one that I really managed to see. 
19.(a) There is so much material that the professor must teach. 
     (b) There is so much love that the game must teach. 
20.(a) This question asks for an individual's opinion, so the responses will vary 
     (b) This room looks for a drivers' homework, so the swordsmen will vary. 
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The current study examined whether healthy aging imposes differential effects on 
different cognitive and neural systems involved in lexical ambiguity resolution. We 
compared ERP responses to NV-homographs and matched unambiguous words that 
completed sentences with either both semantic and syntactic contextual information 
(congruent sentences) or syntactic information only (syntactic prose sentences). Our 
earlier work with young adults demonstrated that, relative to unambiguous words, NV-
homographs elicit (1) larger N400 responses in congruent sentences, suggesting a 
mismatch between the context and the automatic activation of the contextually-irrelevant 
sense, and (2) a sustained frontal negativity in syntactic prose, suggesting the recruitment 
of additional neural resources possibly mediated by frontal brain areas to aid semantic 
selection when semantic constraints are less available. In older adults as a group, there 
were similar (although smaller) N400 effects for congruent sentences, whereas the frontal 
negativity previously observed in the syntactic prose condition in the young was absent. 
This pattern, however, is modulated by individual differences, such that more fluent older 
adults maintained a young-like effect pattern. These findings support the hypothesis that 
lexical ambiguity resolution engages multiple neural mechanisms. With age, the more 
stimus-driven semantic processes seem to be relatively well-maintained. However, the 
tendency and/or ability to recruit processing resources important under more difficult 
meaning selection conditions is diminished with advancing age. 
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INTRODUCTION 
Human language is difficult in part because it consists of inherently arbitrary 
pairings between forms and meanings. Moreover, a single form is oftentimes associated 
with multiple interpretations. For example, ‘watch’ can refer to a timing device or an 
action of observing. One of the challenges of human language processing is therefore to 
solve these ubiquitous one-to-many mapping problems in the face of time pressure, using 
(when possible) a variety of contextual constraints such as lexical associations, syntactic 
structure, and message-level semantic information. 
Aging is usually associated with cognitive as well as biological decline. However, 
it has been shown that different aspects of cerebral and cognitive aging take place at 
multiple trajectories. For example, frontal lobe regions have been shown to undergo more 
age-related deterioration than other brain areas in volumes (2005), amount of grey and 
white matter (Moseley, 2002; Resnick, Pham, Kraut, Zonderman, & Davatzikos, 2003), 
and white matter integrity (Head et al., 2004; Sullivan & Pfefferbaum, 2006). Similar 
disproportional age-related changes are also found in cognitive domains, in which 
executive/controlled processes (processes that are usually considered frontally-based), as 
opposed to stimulus-driven ones, tend to be more affected by age (Craik & Anderson, 
1999; DiGirolamo et al., 2001; Foster, Black, Buck, & Bronskill, 1997; Hasher & Zacks, 
1988; Hasher, Zacks, & May, 1999; Jennings & Jacoby, 1993; Jonides et al., 2000; 
Rogers & Fisk, 1991; Vanderaspoilden, Adam, Van Der Linden, & Morais, 2007).   
Differential age effects have also been observed in the field of language 
processing. Language has been considered to be one facet of cognitive processing that is 
relatively resistant to age-related decline (Burke & Peters, 1986; Howard, 1980; Park et 
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al., 2002; Stern, Prather, Swinney, & Zurif, 1991), however, researches have found that 
some aspects of language abilities are better preserved than others. On the one hand, there 
is ample evidence that word-related knowledge and the ability to link perceptual word 
forms to meaning remains relatively intact across the lifespan. For example, it has been 
shown that throughout the adult life span, vocabulary knowledge is fairly well preserved 
(Park et al., 2002), the organization of semantic features and word associations stay quite 
stable (Burke & Peters, 1986; Howard, 1980), and the automatic aspects of semantic 
priming appear relatively age-constant (Burke & Harrold, 1993). On the other hand, the 
efficacy of exploiting top-down information to aid the analysis of the bottom-up signal 
has been shown to deteriorate with age. For example, it has been shown that older adults 
are less efficient in using contextual constraints to rapidly and actively anticipate the 
likely upcoming word (Cameli & Phillips, 2000; Federmeier & Kutas, 2005; Federmeier, 
McLennan, De Ochoa, & Kutas, 2002; Hamberger & Friedman, 1992). In addition, older 
adults are less likely to engage controlled processes to revise an existing interpretation to 
adapt to change of context focus (Meyer & Federmeier, In press). Furthermore, age-
related differences in language processing also tend to be more robust when task 
demands are increased, especially when linguistic input is syntactically complex 
(Kemper, 1986, 1987), temporally compressed (Tun, Wingfield, Stine, & Mecsas, 1992), 
or propositionally dense (Stine & Wingfield, 1990).  
These general age-related changes in recruiting top-down processes, however, are 
often importantly modulated by individual differences in cognitive abilities pertaining to 
comprehension. For example, despite the general trend of older adults being less likely to 
use a given sentential context to pre-activate semantic features of likely upcoming words 
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to expedite processing, such predictive processing has been found to be relatively well 
maintained in older adults with higher verbal fluency performance (K.D. Federmeier, 
Kutas, & Schul, under review; Federmeier, McLennan, De Ochoa, & Kutas, 2002). It has 
also been suggested that age-related deterioration in working memory, particularly the 
inhibitory aspects of working memory that block irrelevant information to enter working 
memory or to discard irrelevant information that is already in the working memory, play 
important roles in determining the degree of age differences in linguistic performance 
(e.g. (Hasher & Zacks, 1988; Stoltzfus, Hasher, & Zacks, 1996; Van der Linden et al., 
1999). This hypothesis is supported by Kwong See and Ryan (Kwong See & Ryan, 
1995), which shows that inhibitory efficiency as well as processing speed predicted 
language performance measured in paper-and-pencil format and attenuated variance in 
language performance that would otherwise be attributed to age. Similar support was also 
found in ERP data, showing that older adults better at suppressing task irrelevant 
semantic information displayed more young-like ERP patterns in allocating hemispheric 
resources in comprehending or revising word meanings (Meyer & Federmeier, In press).  
In light of the general trend of age-related decline in language processing, 
seniority may be expected to entail greater difficulty in processing words with multiple 
semantic or grammatical usages (e.g., ‘watch’, ‘park’), since resolving such lexical 
ambiguity requires one to effectively integrate context information, select and maintain 
appropriate meanings, and inhibit irrelevant semantic features – factors documented to be 
more difficult with age (Hasher & Zacks, 1988; Stoltzfus, Hasher, & Zacks, 1996; Van 
der Linden et al., 1999; also see Wlotko, Lee, & Federmeier, in press for a review). 
Surprisingly, empirical work looking at the effects of aging on lexical ambiguity 
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resolution has yielded mixed results. On the one hand, several studies, including Hopkins, 
Kellas, & Paul (1995), Swaab, Brown, & Hagoort (1998), Balota & Duchek (1991), and 
Meyer & Federmeier (In press) have found that older adults, like younger ones, are able 
to use linguistic context to rapidly discern the contextually appropriate meaning of 
ambiguous words. On the other hand, Dagerman, MacDonald, & Harm (2006) found that 
older adults did not demonstrate the kind of rapid, online context use seen for younger 
adults, even though both groups were identical in their context use in off-line sentence 
completions and compatibility judgment tasks.  
Apart from methodological differences, including type of measure (behavioral or 
eletrophysiological) and task (naming vs. passive reading), one critical difference 
between these studies is in the availability of disambiguating information provided by the 
experimental materials. Specifically, all three studies showing young-like patterns in 
healthy older adults used contexts that provided coherent lexical-semantic constraints. 
Swaab et al. (1998) and Hopkins et al. (1995), for example, used sentences that biased to 
either the dominant or the subordinate meaning of sentence final homographs (e.g., 
English translation of the original Dutch materials: ‘The surgeon removes skillfully the 
painful TONSILS’). Balota & Duchek (1991)and Meyer & Federmeier (In press)used 
one-word semantic contexts (e.g. ‘music-organ’ or ‘kidney-organ’) that clearly cued one 
of the meanings of the homograph. In contrast, the sentences used in Dagerman et al. 
(2006) contained no semantically biasing information, such that the contexts did not 
increase or decrease the plausibility of either meaning of the ambiguous word prior to its 
encounter. For example, in ‘The union told the reporters that the warehouse fires us’ 
(‘us’ being the visual naming target after the auditory sentence fragment), the context 
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preceding the ambiguous word ‘fires” is neutral in meaning. Taken together, this pattern 
across studies suggests that the availability of constraining semantic support in the 
context is an important factor in determining whether or not older adults resolve lexical 
ambiguity similarly to younger adults. 
Indeed, our prior work with young adults has shown that the availability of 
context information critically determines the type of neural and cognitive resources 
engaged to resolve lexical ambiguity (Lee & Federmeier, 2009). Critical words, including 
homographs with different meaning senses across a noun and verb usage (NV-
homographs, such as duck or watch) and matched unambiguous words (e.g., logic or 
choose) were used to complete sentences that provided both semantic and syntactic 
information (congruent sentences, e.g., ‘After walking around on her infected foot, she 
now had a boil.’) or only syntactic information (syntactic prose sentences, e.g., 'After 
trying around on her important jury, she now had a boil.’).  ERP responses time-locked 
to the onset of the NV-homographs were compared to the responses to matched 
unambiguous words in each type of context (e.g., congruent sentences: ‘In the theater, 
the actors rehearsed before the performance of the drama’; syntactic prose: ‘In the food, 
the laws heated before the predator of the drama.’). 
The results of this study showed that in younger adults, when biasing semantic 
information is available, settling down from multiple activated meanings to a single 
interpretation can be done via more stimulus-driven semantic access. However, when 
semantic contextual support is lacking, additional processing resources are recruited to 
help resolve ambiguity. In congruent sentences, compared to cloze-probability matched 
unambiguous words, NV-homographs elicited more negative N400s (a component 
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considered as an electrophysiological marker for more obligatory and implicit aspects of 
meaning processing; see     Federmeier & Laszlo, 2009; Kutas & Federmeier, in press for 
a review) but otherwise qualitatively similar ERP responses. Such N400 differences were 
later demonstrated to arise mainly when semantic context information picked out the 
subordinate sense of the ambiguous words, reflecting mismatch between semantic 
activities of meaning features associated with the contextually-irrelevant dominant sense 
and those associated to the context. The results showed that when context information is 
available to shape semantic activation states in advance, even in the face of mismatch 
between some semantic features associated with the ambiguous word and the context-
induced ones, settling down from multiple activated meanings to a single interpretation 
can nevertheless be done via stimulus-driven activity associated with semantic access 
(measured in the N400 component) that unfolds in a qualitatively similar manner for 
ambiguous as for unambiguous words. 
However, when little semantic constraints are available, additional resources are 
recruited to help resolve ambiguity. In particular, in the syntactic prose sentences, NV-
homographs elicited sustained frontal negativity (200 – 700 ms) relative to unambiguous 
words.  This frontal negativity was interpreted as reflecting the engagement of top-down, 
selection-related neural resources when meaning interpretation is difficult (perhaps 
arising from frontal lobe regions, left inferior frontal gyrus in particular, that have been 
suggested to be associated with selection; (Badre, Poldrack, Pare-Blagoev, Insler, & 
Wagner, 2005; Gennari, MacDonald, Postle, & Seidenberg, 2007; Ihara, Hayakawa, Wei, 
Munetsuna, & Fujimaki, 2007; Novick, Trueswell, & Thompson-Schill, 2005; Rodd, 
Davis, & Johnsrude, 2005; Thompson-Schill, Bedney, & Goldberg, 2005; Zempleni, 
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Renken, Hoeks, Hoogduin, & Stowe, 2007). Notice that such frontal effect was not 
present when semantic context is available, even in the case when the semantic context 
biased to the less frequent meaning, attesting that the general facilitatory effects of 
semantic constraints can alleviate selection demands and, in turn, mitigate the need to 
recruit additional processes. 
It is possible then that aging imposes differential influences on these two 
mechanisms of lexical ambiguity resolution. In the current experiment, we examined 
whether the ability to effect ambiguity resolution via controlled selection mechanisms, as 
indexed by the frontal negativity, would be more affected by age than the ability to 
resolve ambiguity when semantic constraints are available.  We used the design from our 
previous ERP study (Lee & Federmeier, 2009), comparing the processing of NV-
homographs and unambiguous words in sentences with only syntactic constraints or in 
contexts that had both syntactically and semantically biasing information. If, indeed, 
aging has more important effects on top-down, controlled aspects of language processing, 
we would expect to replicate, in a sample of healthy older adults, the N400 patterns 
associated with the processing of ambiguity in semantically biasing sentences, but to see 
notable changes in the frontal negative effect observed when semantic cues are 
unavailable.  In view of the literature showing that age-related decline is modulated by 
cognitive skills and resources, we also assessed individual differences in working 
memory, response suppression/inhibition, and executive functions in order to better 
understand what factors might be protective against – or compensatory for – age related 
decline in language comprehension processes important for ambiguity resolution. 
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METHODS  
Materials 
The stimuli are the same as those used in Experiment 1 of Lee & Federmeier 
(2009). Two types of words were each embedded in two different types of contexts.  
Word types included NV-homographs, which are both syntactically and semantically 
ambiguous (e.g., the page/to page), and semantically and syntactically unambiguous 
words (e.g., the logic/to teach).  These two types of words completed sentences that 
provided different types of contextual constraint.  Congruent sentences (e.g., I knew the 
meat needed more flavor, but found that it wasn’t all that easy to season) provided a 
noun- or verb-specifying syntactic frame as well as constraining semantic information 
(both pointing to the same sense of the ambiguous word). In contrast, syntactic prose 
sentences provided the same syntactic frames with no coherent semantics (e.g., I knew the 
girl threatened more teammates, but commented that it wasn’t all that willing to season).  
Syntactic prose sentences were created by replacing the content words of each congruent 
sentence with randomly selected words of the same grammatical category from other 
congruent sentences. Word type and sentence type were fully crossed, resulting in four 
experimental conditions.  In addition to the two experimental context types, fillers were 
created in which the order of words from syntactic prose sentences was scrambled.  
Fillers thus served to make the availability of syntactic information, like the availability 
of semantic information, unpredictable.  
Each participant read 172 sentences, including fillers.  Six lists were generated to 
allow target words to be rotated through context types (including scrambled filler 
sentences). Each participant saw each critical word only once and each viewed at least 28 
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sentences of each word type in each context type.  Across the lists, each homograph 
appeared equally often as a noun and a verb (in different sentence contexts). 
Unambiguous words always appeared in syntactically appropriate frames.  Ambiguous 
and unambiguous words were both used in each type of sentence context equally often. 
Within each list the number of nouns and verbs was matched across the homograph and 
unambiguous word sets in order to reduce the possibility of any word class influences on 
the ambiguity effect. 
Target words were matched for lexical features including log frequency (Kucera 
& Francis, 1967), word length, and usage-specific concreteness (Lee & Federmeier, 
2008)across conditions, globally and within each individual list.  Moreover, the semantic 
distinctiveness of the homographs – i.e., how different their noun and verb meanings are, 
as determined by a norming study (Lee & Federmeier, 2006)– was also controlled across 
context types. The values of these lexico-semantic features are listed in Table 1. Sentence 
features of congruent sentences ending with unambiguous words and NV-homographs 
were also matched for length, cloze probability and plausibility. Table 2 provides the 
values for these sentential features. For a more detailed description of the plausibility and 
cloze probability norming, please refer to Lee and Federmeier (2009).  
 
Participants 
Twenty-four elderly adults (12 males; mean age 68 years, range 60–80) 
participated in the ERP phase of the study for cash. All participants were right-handed as 
assessed by the Edinburgh inventory (Oldfield, 1971); 11 reported having left handed 
family members. All were also monolingual speakers of English with no consistent 
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exposure to other languages before age 5.  Participants had no history of 
neurological/psychiatric disorders or brain damage and scored in the normal range on 
screening for cognitive impairment (average Mini Mental State Exam score: 29, range 
27-30; Folstein, Folstein, & McHugh, 1975)) as well as on the neuropsychological 
battery (described below). Participants were educated for 16.7 years on average. 
Participants were randomly assigned to one of the six experimental lists and response 
hand was counterbalanced across participants. 
 
Procedure  
 Participants were seated 100 cm in front of a 21” computer monitor in a dim, 
quiet testing room. They were given written instructions and a 9-trial practice session 
before the experiment to familiarize them with the experimental environment and the 
task.  At the start of each trial, a series of plus signs appeared in the center of the screen 
for 500 ms. After an SOA ranging randomly between 1000 and 1500 ms (jittered to 
lessen the influence of slow, anticipatory potentials on the average ERPs), a sentence was 
displayed word by word in upper case in the center of the screen. Each word was 
presented for 200 ms, followed by a 300 ms blank screen.  At the end of the sentence, the 
screen went blank for one and a half second before a probe word appeared in upper case, 
red letters. Half of the probe words were new words; among the old probe words, half 
were content words chosen randomly from the sentence context (up to the final word) and 
the other half were the sentence final target words. Participants were instructed to judge 
whether or not that probe word had appeared in the immediately preceding sentence and 
to indicate their response by pressing one of two buttons, held in each hand; hand used to 
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respond “yes” was counterbalanced.  The probe disappeared upon the participant’s 
button-press response. The next trial then began two and a half second after the offset of 
the probe.  A small square (3 by 3 pixels) remained on throughout the experiment, 
positioned just below the center of the screen, in order to help participants keep their gaze 
centered. 
The whole experiment was divided into eight blocks, each lasting about three 
minutes.  A paper-and-pencil sentence recognition task was administered at the end of 
every two blocks. The sentence-recognition test contained 96 sentences in total, half of 
which were old sentences (drawn in equal numbers from both of the word types in 
congruent, syntactic prose, and scrambled sentence frames) and half of which were new 
(also consisting of equal numbers of each context type).  New sentences of each type 
were selected from experimental sentences from other lists.  Since many of these 
sentences contained some of the same words as those the participant actually viewed, 
word level recognition alone would not be sufficient to allow participants to score highly 
on this test.  Participants were asked to check off each sentence that they thought they 
had seen in the previous two blocks.  The word and sentence recognition tasks were used 
in tandem to ensure that participants were carefully attending to each individual word 
while also attempting to integrate those words into a holistic unit.  
Neuropsychological tests were conducted after a short break after the ERP 
recoding session. These included an assessment of working memory (Reading span test: 
Daneman & Carpenter, 1980), response suppression/inhibition (Hayling test: Burgess & 
Shallice, 1996) and executive functioning (Verbal fluency tests, including letter fluency 
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(FAS) and category fluency (animals, fruits/vegetables, and first names): Benton & 
Hamsher, 1978).  
In the reading span test, participants read aloud sets of unrelated sentences, 
starting from two sentences to six sentences in a set, and attempt to recall the last word of 
each sentence. Participants’ performance in the reading span test was measured in terms 
of both span score (measured as the highest level of sentences at which participants 
successfully recall 3 out of 5 sets of sentences) and total number of words recalled. The 
average span score was 2.6 (SD=0.7; range 1.5-4.5) and averaged total number of 
recalled words was 56 (SD=11.4; range 31-78). This is comparable to performance of 
educated older adults previously reported in studies using the same span test (e.g., 
Federmeier & Kutas, 2005; Meyer & Federmeier, In press). In the Hayling test, 
participants were  required to complete sentences from which the last word was omitted 
with one word that fits the context reasonably in the first session (initiation phase) and 
one word that makes no sense in the context in the second session (suppression phase). 
The averaged number of correct responses in the initiation phase and suppression phase 
are, out of total 35 trials, 34.6 (SD=.58; range 33-35) and 24.6 (SD=7.9; range 11-34) 
respectively, comparable to previous reports (Meyer & Federmeier, In press).  For the 
letter fluency test (FAS), participants were instructed to verbally generate words that 
began with the letters F, A, and S in three separate 1-minute periods. As for the category 
fluency test, participants were instructed to generate words that belong to the categories 
of animals, fruits/vegetables, and first names within three separate 1- minute periods. On 
average, the participants generated 44.1 (SD=15.8; range 11-76) words on the letter 
fluency (FAS) portion and 63.7 (SD=14.1; range 41-103) words on the category fluency 
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portion. The average combined score of 107.8 (SD=27; range 63-171) is comparable to 
the performance of age and education matched samples (Tombaugh, Kozak, & Rees, 
1999).  
 
EEG recording and data analysis 
The electroencephalogram (EEG) was recorded from twenty-six geodesically-
arranged silver/silver-chloride electrodes attached to an elastic cap (Figure 1).  All scalp 
electrodes were referenced on-line to the left mastoid and re-referenced off-line to the 
average of the right and the left mastoids. In addition, one electrode (referenced to the left 
mastoid) was placed on the left infraorbital ridge to monitor for vertical eye movements 
and blinks, and another two electrodes (referenced to one another) were placed on the 
outer canthus of each eye to monitor for horizontal eye movements. Electrode 
impedances were kept below 3kΩ. The continuous EEG was amplified through a 
bandpass filter of 0.02-100Hz and recorded to a hard disk at a sampling rate of 250Hz.  
Epochs of EEG data were taken from 100 ms before stimulus onset to 920 ms 
after. Those containing artifacts from amplifier blocking, signal drift, eye movements, or 
muscle activity were rejected off-line before averaging, using thresholds selected for each 
participant through visual inspection of the data.  Trials contaminated by eye blinks were 
corrected for 15 participants who had enough blinks to obtain a stable filter (Dale, 1994); 
for all other participants, trials with blink artifacts were excluded from analysis.  Trial 
loss averaged 13%.  Artifact-free ERPs were averaged by stimuli type after subtraction of 
the 100 ms pre-stimulus baseline. Prior to statistical analyses, ERPs were digitally filtered 
with a bandpass of 0.2–20 Hz. To correct for violations of sphericity associated with 
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repeated measures, the Huynh–Feldt adjustment to the degrees of freedom was applied 
for each analysis of variance (ANOVA). Consequently, for all F tests with more than 1 
degree of freedom in the numerator, the corrected p value is reported. For all analyses, 
main effects of electrode and interactions with electrode sites are not reported unless they 
are of theoretical significance.  
 
RESULTS   
Behavior 
Word recognition task:  Overall accuracy for the word recognition task was 98%, 
indicating that participants were reading the sentences attentively enough to remember 
individual words. Participants’ performance was assessed using the discriminability index 
d’.  Memory performance was better for words in congruent sentences than for words in 
syntactic prose: d’ scores (and standard errors) for probes from sentences containing 
ambiguous and unambiguous critical words were 2.87 (.05) and 2.87 (.04), respectively, 
in the congruent condition, and 2.69 (.08) and 2.69 (.06) in the syntactic prose condition.  
An omnibus analysis of variance (ANOVA) with two levels of Ending Word Type 
(sentences ending with unambiguous and ambiguous critical words) and two levels of 
Context (congruent sentences and syntactic prose) revealed a significant main effect of 
Context [F(1,23)=7.72; p=.01] but no significant main effect of Ending Word Type or 
interaction between the two factors.   
Older adults’ overall performance in the word recognition task was slighter lower 
than the performance in young adults in our prior study (Lee & Federmeier, 2009). For 
young adults, d’ scores (and standard errors) for probes from sentences containing 
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ambiguous and unambiguous critical words were 2.90 (.03) and 2.90 (.04), respectively, 
in the congruent condition, and 2.82 (.04) and 2.75 (.06) in the syntactic prose condition. 
An ANOVA with the between subject factor of Age (younger vs. older adults) and two 
levels of Ending Word Type (sentences ending with unambiguous and ambiguous critical 
words) and two levels of Context (congruent sentences and syntactic prose) showed a 
significant main effect of Context [F(1,46)=14.37, p<.001], but no reliable Age effect 
[F=2] or Ending Word Type [F<1]. The effect of Age did not interact with Context or 
Word Type. 
 Sentence recognition task:  Overall accuracy for the sentence recognition task was 
89%, again showing that participants were engaged during the task and were able to 
integrate the words and encode the sentences holistically. d’ scores again revealed better 
memory performance for congruent sentences (2.43 (.09) and 2.20 (.12), respectively, for 
sentences ending with ambiguous and unambiguous critical words) than for syntactic 
prose (1.51 (.13) and 1.55 (.14)). Similar to the results of the word recognition task, an 
ANOVA with two levels of Ending Word Type and 2 levels of Context revealed a 
significant main effect of Context on d’ scores [F(1,23)=33.51; p<.0001], but no main 
effect of Ending Word Type or interaction between the two factors.  
Again, older adults’ overall performance in the sentence recognition task was 
slighter lower than the performance in young adults in our prior study (Lee & 
Federmeier, 2009). For young adults, d’ scores (and standard errors) for probes from 
sentences containing ambiguous and unambiguous critical words were 2.53 (.05) and 
2.57 (.05), respectively, in the congruent condition, and 1.71 (.12) and 1.96 (.12) in the 
syntactic prose condition). An ANOVA with the between subject factor of Age (younger 
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vs. older adults) and two levels of Ending Word Type (sentences ending with 
unambiguous and ambiguous critical words) and two levels of Context (congruent 
sentences and syntactic prose) showed a significant main effect of Age [F(1,46)=8.62, 
p=.005] in this case and additionally a significant main effect of Context [F(1,46)=90.86, 
p<.001]. The effect of Ending Word Type was again not reliable, and the effect of Age 
did not interact with Context or Word Type. 
Summary:  In summary, the behavioral data attest that participants attentively 
read and integrated the words in the experimental sentences.  The overall performance 
was lower than the performance of younger adults observed in Lee & Federmeier (2009), 
however, the age-related differences did not seem to be modulated by context types. 
Importantly, akin to the young pattern, the addition of semantic constraints to syntactic 
ones appear to aid memory in both the short-term word-level memory test and the long-
term sentence-level memory test, and did so similarly for sentences ending with NV-
homographs and with unambiguous words.  
 
ERPs  
ERP responses to sentence-final NV-homographs and unambiguous words in the 
syntactic prose (left panel) and congruent (right panel) sentences are shown in Figure 2 at 
a representative sample of scalp channels across frontal and posterior regions. In our prior 
study measuring younger adults’ processing using the same design and materials (Lee & 
Federmeier, 2009), we observed globally reduced N400s in sentence final words in 
congruent versus syntactic prose sentences. Within congruent sentences, N400 
amplitudes were less reduced (more negative) for NV-homographs compared to matched 
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unambiguous words. In syntactic prose sentences, such N400 difference was not 
observed. Instead, NV-homographs elicited an additional frontal sustained negativity 
relative to unambiguous words.  
Here, we also observed overall N400 reductions for target words in congruent 
versus syntactic prose sentences, showing that older adults’ word processing is similarly 
facilitated by semantic, as opposed to syntactic, constraints as is younger adults’ (e.g., 
Kutas & Hillyard, 1980; Lee & Federmeier, 2009; Van Petten, & Kutas, M., 1991). 
Furthermore, similar to younger adults’ data pattern, older adults also showed less N400 
reduction for NV-homographs than did unambiguous words in congruent sentences. 
However, in the syntactic prose condition, unlike younger adults, who showed the 
sustained frontal negativity to NV-homographs relative to unambiguous words, older 
adults as a group did not show any systematic differences in the brain responses between 
the two word types. 
In the following, we report the analyses on the N400 effects (1) between all 
sentence final words across context types and (2) between NV-homographs and 
unambiguous words within congruent sentences, followed by the analysis on the frontal 
negativity effect in the syntactic prose sentences. 
  
N400 effects 
Semantic context vs. syntactic context   A comparison of N400s to final words in 
congruent sentences and syntactic prose sentences showed a very similar pattern to that 
demonstrated previously in younger adults (Lee & Federmeier, 2009; Van Petten, & 
Kutas, M., 1991). N400 amplitudes to final words in congruent sentences, relative to 
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those in syntactic prose sentences, are globally reduced, reflecting the build up of 
message-level semantic constraints in the congruent condition and its facilitatory effect 
on the processing of the sentence final words (shown more clearly in Fig. 3). An omnibus 
ANOVA with 2 levels of Context (congruent sentences and syntactic prose), 2 levels of 
Ambiguity (ambiguous and unambiguous words), and 11 levels of central/posterior 
Electrode Site (including MiCe, LMCe , RMCe, LDCe, RDCe, MiPa, LDPa, RDPa, 
MiOc, LMOc, and RMOc) was conducted on mean amplitudes between 250-500 ms 
(using the time window and electrode distribution most typical for characterizing N400 
effects).  The results revealed a main effect of Context [F(1,23)=17.0; P=<.0005], with 
more reduced (more positive) N400s in congruent sentences (mean amplitude 1.99 µV) 
than in syntactic prose (mean amplitude 1.08 µV).  Although the N400 reduction in 
congruent sentences was numerically reduced for ambiguous compared to unambiguous 
words, replicating the pattern seen in young adults, the main effect of Ambiguity and 
interaction between the effects of Context and Ambiguity did not reach statistical 
significance. 
NV homographs vs. unambiguous words in congruent sentences  Similar to 
findings in younger adults (Lee & Federmeier, 2009), in congruent sentences N400s to 
sentence-final homographs are less reduced (more negative) than those elicited by 
unambiguous words. To measure this response difference, an analysis of variance 
(ANOVA) with 2 levels of Ambiguity (ambiguous and unambiguous words) and 11 
levels of Electrode Site (posterior electrode sites, including MiCe, LMCe , RMCe, LDCe, 
RDCe, MiPa, LDPa, RDPa, MiOc, LMOc, and RMOc) was conducted on data within the 
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time window of 250-500ms post stimulus onset. The results revealed a significant main 
effect of ambiguity [F(1,23)=6.32; P=<.05]. 
 
Frontal negativity effects 
Our prior study showed that when reading syntactic prose sentences, younger 
adults elicited sustained frontal negativity to NV-homographs in comparison to 
unambiguous words. This frontal negative effect started from about 200ms after stimulus 
onset to around 700ms.  Such frontal response difference, however, is not evident in the 
data from healthy older adults (Fig 2). To confirm this visual impression, mean 
amplitudes between 200 and 700 ms were subjected to an omnibus ANOVA with 2 levels 
of Ambiguity (ambiguous and unambiguous words), and 11 levels of Electrode sites 
(anterior electrode sites, including MiPf, LLPf, RLPf, LMPf, RMPf, LDFr, RDFr, LMFr, 
RMFr, LLFr, and RLFr).  The results showed no significant main effect of Ambiguity 
[F<1]. 
Figure 4 summarizes the data in isopotential voltage maps with reference to data 
from younger adults in our previous study. Mean amplitude differences between 
ambiguous and unambiguous words during the time windows of interest (250-500ms for 
congruent sentences and 200-700ms for syntactic prose) are plotted separately for each 
age group. Both groups show clear N400 response differences with a typical 
central/posterior scalp distribution to sentence final words in congruent sentences. 
However, a clear contrast between groups is shown in the responses to sentence final 
words in syntactic prose condition, such that only younger adults show notable frontal 
negative effects.  
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Individual differences analyses 
Past work has revealed that even when group-level effect patterns differ as a 
function of age, subpopulations of older adults can continue to show young-like effect 
patterns.  Therefore, to examine the possibility that some older adults elicited the frontal 
negative effect associated with effortful ambiguity resolution, the size of the frontal 
effect, measured as the mean amplitude difference of the response to NV-homographs 
and unambiguous words between 200 and 700 ms over the 11 frontal electrodes, was 
regressed against the neuropsychological measures of working memory, response 
suppression, letter fluency, and category fluency. The results showed that the size of the 
frontal negativity effect significantly correlated with the number of words generated on 
the letter fluency test (FAS) (r=-.43, p<.05), but not any other individual difference 
measure (reading span, both span score and total number of words recalled; Hayling test, 
both initiation and suppression phases; and category verbal fluency). In addition, the 
number of words generated on the letter fluency test did not correlate with the size of 
N400 effects in congruent sentences, measured as the mean amplitude difference of the 
responses to NV-homographs and unambiguous words between 250 and 500 ms over the 
11 posterior electrodes (p=.6), indicating that the correlation between FAS scores and the 
frontal negativity effect is not an epiphenomenon of FAS’s sensitivity to certain aspect(s) 
of overall brain responses. 
Motivated by this finding, we looked at group averages based on a median split of 
participants’ letter fluency. Higher-functioning older adults produced 55.8 words on 
average (SD=12.1; range 76-43), whereas lower-functioning older adults produced 32.4 
(SD=8.9; range 43-11) words. An ANOVA of the between subject factor of Group 
  126 
(higher vs. lower verbal fluency) and two levels of Ambiguity (ambiguous and 
unambiguous words) and 11 levels of anterior Electrode Site conducted on mean 
amplitudes in the syntactic prose condition between 200-700 ms showed a significant 
main effect of Ambiguity  [F(1,22)=8.4; P<.01], no significant effect of Group [F<1], and 
a significant Group by Ambiguity by Electrode interaction [F(10,220)=10.49; P<.01]. 
Follow-up ANOVAs with the same within subject parameters conducted within each 
group showed that only the higher verbal fluency group displayed a reliable young-like 
frontal negativity to NV-homographs relative to unambiguous words [F(1,11)=9.3; 
P=.01]. Averaged brain responses from the higher-functioning group are plotted Figure 5, 
which shows a clear frontal negativity to homographs than unambiguous words in 
syntactic prose sentences.  
DISCUSSION 
The current study is designed to examine whether normal healthy aging imposes 
differential effect on different cognitive and neural systems involved in lexical ambiguity 
resolution. Specifically, our aim is to know whether more controlled, top-down, frontal 
mechanisms important for resolving ambiguity under more difficult selection conditions 
are impacted by advancing age more so than mechanisms used to resolve ambiguity in 
the presence of biasing semantic supports.  
Ambiguity resolution has often been treated as arising through a single 
mechanism, however, our prior work (Lee & Federmeier, 2009), buttressed by 
neuroimaging findings (Gennari, MacDonald, Postle, & Seidenberg, 2007; Ihara, 
Hayakawa, Wei, Munetsuna, & Fujimaki, 2007; Rodd, Davis, & Johnsrude, 2005; 
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Zempleni, Renken, Hoeks, Hoogduin, & Stowe, 2007)., showed that multiple neural 
mechanisms are involved in lexical ambiguity resolution and the nature of information 
provided by different types of context is important for determining when and how these 
mechanisms are recruited.  
In the case when constraining semantic information allows for pre-activations of 
semantic features related to the upcoming word, which greatly facilitate the semantic 
processing of the upcoming word itself (as indicated by the prominent N400 reduction for 
all sentence final words in congruent sentences than in syntactic prose sentences), settling 
down from multiple activated meaning representations to one single interpretation can be 
done in a more stimulus-driven manner. Our data from young adults showed that when 
prior semantic context bias to the dominant meaning of a NV-homograph, the processing 
of a NV-homograph unfolds in a manner indistinguishable from that of matched 
unambiguous words. In the case when the semantic context biased to the non-dominant 
meaning of a NV-homograph, NV-homographs show less N400 reduction, but otherwise 
qualitatively similar brain responses, than do closely matched unambiguous words.  
N400 has been suggested to reflect neural processes that dynamically construct a 
meaningful interpretation on the basis of meaning representations activated by the 
perceptual analysis of the stimulus (Federmeier & Laszlo, 2009; Kutas & Federmeier, in 
press ). Because the N400 component has been observed under several experimental 
conditions where very little attention or awareness is required (Brualla, Romero, Serrano, 
& Valdizan, 1998; Deacon, Hewitt, Yang, & Nagata, 2000; Kiefer, 2002; Misra & 
Holcomb, 2003; Rolke, Heil, Streb, & Hennighausen, 2001; Vogel, Luck, & Shapiro, 
1998), it has been considered as reflection of more implicit and obligatory aspects of the 
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initial access to long term memory, with its amplitude reflecting the degree of match 
between the semantic features set up by the context information and those automatically 
elicited by the incoming word. Scalp-recorded N400 has been shown to involve a widely 
distributed set of brain regions, but intracranial recording data suggested that one of the 
important and perhaps the largest sources is temporal lobe activity (Elger et al., 1997; 
Halgren, Baudena, Heit, Clarke, Marinkovic, Chauvel et al., 1994; Halgren, Baudena, 
Heit, Clarke, Marinkovic, & Clarke, 1994; McCarthy, Nobre, Bentin, & Spencer, 1995; 
Nobre & McCarthy, 1994). Temporal lobe has been viewed as the storage site for long-
term semantic knowledge, accessed during the bottom-up processing of meaningful 
stimuli (Badre, Poldrack, Pare-Blagoev, Insler, & Wagner, 2005; Thompson-Schill, 
D'Esposito, & Kan, 1999). Enhanced temporal lobe activation has also been found to 
lexically ambiguous stimuli in some imaging studies, and has been interpreted as 
reflecting lexico-semantic processing or semantic integration (Gennari, MacDonald, 
Postle, & Seidenberg, 2007; Rodd, Davis, & Johnsrude, 2005) or consequences of 
semantic mismatch (Zempleni, Renken, Hoeks, Hoogduin, & Stowe, 2007).  
Therefore, the observed N400 patterns in our prior study suggest that in the case 
of lexical ambiguity, pre-activation of semantic features associated with the contextually-
appropriate interpretation renders a sufficiently robust and stable activation state within 
the more stimulus-driven semantic processing mechanism, such that even in the case 
when the meaning features of the contextually-irrelevant dominant sense of the 
homographs are automatically activated to some degree upon the apprehension of the 
word form of the homograph (that mismatches with the semantic features of the non-
dominant biasing context and results in less N400 reduction), the ambiguity can still be 
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resolved within the automatic processing system without the need for recruiting 
additional selection-related resources.  
However, our prior data also showed that when constraining semantic contextual 
support is lacking and meaning selection is difficult, additional neural resources are 
needed, as reflected in the sustained frontal negativity to NV-homographs. Sustained 
frontal negativity has been repeatedly shown to be elicited by lexical ambiguity in 
semantically impoverished contexts (Federmeier, Segal, Lombrozo, & Kutas, 2000; 
Hagoort & Brown, 1994; Lee & Federmeier, 2009) and was found to be eliminated with 
constraining semantic contextual information that created a bias toward one of the 
potential interpretation (Lee & Federmeier, 2009; Nieuwland & Van Berkum, 2006) or 
rendered one less plausible (Nieuwland, Otten, & Van Berkum, 2007). 
The precise functional role of the frontal negativity effect is not yet completely 
understood. However, imaging and neuropsychological data had jointly pointed out a 
functional link between the sustained frontal negativity and selection-related activity 
mediated by frontal brain areas. Activation in the left inferior frontal gyrus has been 
reported across conditions in which ambiguous words occurred without much prior 
disambiguating semantic information (Gennari, MacDonald, Postle, & Seidenberg, 2007; 
Ihara, Hayakawa, Wei, Munetsuna, & Fujimaki, 2007; Rodd, Davis, & Johnsrude, 2005; 
Zempleni, Renken, Hoeks, Hoogduin, & Stowe, 2007). Neuropsychological data also 
linked frontal lobe damage to deficits in semantic tasks related to resolving ambiguity or 
selecting relevant representations among competitors (Metzler, 2001; Randolph, Braun, 
Goldberg, & Chase, 1993; Robinson, Blair, & Cipolotti, 1998; Swaab, Brown, & 
Hagoort, 1998; Thompson-Schill et al., 1998). These findings are further bolstered by 
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results of imaging studies using more general memory or judgment-related tasks, which 
have linked frontal areas, especially in the left hemisphere, to the selection of task-
relevant representation among irrelevant competing ones(Badre, Poldrack, Pare-Blagoev, 
Insler, & Wagner, 2005; Gennari, MacDonald, Postle, & Seidenberg, 2007; Mason, Just, 
Keller, & Carpenter, 2003; Stowe, Paans, Wijers, & Zwarts, 2004; Thompson-Schill, 
D'Esposito, Aguirre, & Farah, 1997; Thompson-Schill, D'Esposito, & Kan, 1999) 
This body of literature thus suggested that the frontal negativity that is elicited by 
NV-homographs in semantically impoverished context may index a frontally-mediated 
selection-related mechanism recruited to aid difficult lexical ambiguity resolution. 
Our prior study thus provides a possible explanation for the disparate patterns that 
have been observed across the literature looking at age effects on ambiguity resolution 
(Balota & Duchek, 1991; Dagerman, MacDonald, & Harm, 2006; Hopkins, Kellas, & 
Paul, 1995; Meyer & Federmeier, In press; Swaab, Brown, & Hagoort, 1998). In view of 
the aging literature showing disproportional effects of aging on processes that are more 
controlled, as opposed to more stimulus-driven, and more frontally-mediated, as opposed 
to arise from other brain regions, it is possible that aging imposes differential influences 
on these two mechanisms of lexical ambiguity resolution, with the additional mechanism 
related to difficult meaning selection more affected and the implicit semantic process 
relatively spared. To test this hypothesis, we conducted the current study using the same 
paradigm used in our prior research (Lee & Federmeier, 2009). Based on our hypothesis, 
we would expect to find older adults less effective at recruiting the additional selection 
mechanisms indexed by the sustained frontal negativity. Moreover, despite the changes in 
the frontal negativity effect, older adults may still show young like patterns when context 
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information is available and thus when ambiguity resolution can be buttressed by 
accumulated semantic information from the sentence context and accomplished via 
better-preserved stimulus-driven activity.  
Our results, comparing older adults’ ERP responses to NV-homographs and 
matched unambiguous words that completed sentences with constraining semantic 
context (congruent sentences) or without (syntactic prose sentences), supported these 
predictions.  Patterns of effects on the N400 component of the ERP were qualitatively 
similar to those observed for young adults.  In particular, older adults showed reduced 
N400s to sentence final words in congruent sentences as compared with syntactic prose 
sentences, indicating that accrued semantic information from the context had facilitated 
the access of semantic information associated with the congruent critical words.  
Furthermore, akin to the response patterns in younger adults, older adults showed less 
N400 reduction to NV-homographs than to unambiguous words in congruent sentences.  
This pattern, shown in young adults to arise when meaning features of the dominant 
sense of a homograph continue to be activated in a subordinate-biased context, indicates a 
residual impact of ambiguity even in the presence of semantic constraints. Notice that 
young adults do not recruit additional processing resources to resolve ambiguity in this 
circumstance – i.e., they do not elicit frontal negativities. Critically, if older adults are 
less effective in settling down the semantic conflict in this case, one may expect to see 
older adults recruit additional processing resources to help obtain an appropriate 
interpretation. However, they did NOT display this effect. These results thus suggested 
that the same, relatively automatic processes, that seem to allow the semantic system to 
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settle down to a single interpretation of an ambiguous word when preceding semantic 
constraints are available continue to function well with advancing age. 
However, our results show that, at least at the group level, the extra resources that 
have been shown to be recruited by younger adults to aid meaning selection when 
contextual constraints are less available are not effectively recruited by older adults. In 
contrast with the similar effects seen in congruent sentences for younger and older adults, 
there was a clear age-related disparity in the brain activity elicited by sentence-final 
ambiguous words when semantic support for resolving the ambiguity is lacking. Whereas 
younger adults showed a frontally distributed negativity to homographs in syntactic prose 
sentences, older adults as a group did not show such response difference between the two 
word types. This observed pattern is consistent with what was observed in Dagerman et 
al. (2006), in showing that on-line ambiguity resolution was, in fact, less effective in 
older adults when semantic contextual supporting is not available. Furthermore, our data 
also coheres with the findings in the larger aging literature that healthy aging imposes 
more effects on top-down controlled processes than stimulus-driven ones, and frontal 
regions than other areas.  
This age-related decline in the frontal negative effect, however, is modulated by 
individual differences in participants’ scores on the FAS (letter verbal fluency) test, such 
that older adults with higher FAS scores maintained a young-like effect pattern. This 
finding is consistent with those of Federmeier et al. (under review; , 2002) looking at the 
use of top-down predictive processing with age.  They found that although older adults 
were overall less likely than younger adults to recruit top-down processes, older adults 
with higher verbal fluency scores showed young-like patterns of brain responses. Verbal 
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fluency tests require participants to rapidly generate words in response to a given 
constraint/cue in a short time period. Because of its demand on active search, efficient 
organization of verbal retrieval, self-monitoring and inhibition of responses (e.g. to avoid 
repetition), etc., verbal fluency tests have been commonly used to assess executive 
(dys)function (e.g., Parker & Crawford, 1992; Phillips, 1997). The letter fluency (FAS) 
test, in particular, has been related to frontal lobe functions (e.g., Henry & Crawford, 
2004; Stuss & Levine, 2002). The correlation observed in our current study thus 
strengthens the link between frontally-mediated executive processes and the sustained 
anterior negative ERP effects we have characterized in association with ambiguity 
resolution when semantic constraints are not available (Federmeier, Segal, Lombrozo, & 
Kutas, 2000; Lee & Federmeier, 2006, 2009). This in turn is consistent with other 
findings in the aging literature suggesting that frontal lobe functions are more prone to 
age-related deterioration.  
Healthy aging is accompanied with anatomical changes in the brain that are more 
prominent in frontal regions than in others. Such biological deterioration may affect the 
availability of frontal resources that have been shown to be important in lexical 
ambiguity resolution under more effortful conditions. Indeed, our data showed that older 
adults were less likely to show neural effects associated with demanding meaning 
selection, which in turn has been shown to yield behavioral consequences in rapid 
meaning processes (Dagerman, MacDonald, & Harm, 2006). However, this overall 
tendency of declination does not seem inevitable, as a subset of older adults with higher 
frontal lobe functions or better frontal lobe connectivity did retain young-like abilities. 
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Our results thus suggest that overall, older adults may become more dependent on 
the availability of semantic context information to successfully rapidly resolve lexical 
ambiguities. Furthermore, in view of the prevalence of lexical ambiguity in language use, 
interventions that can improve the function or connectivity of and from frontal lobe areas 
would have valuable implications for language comprehension success, by helping 
allocate and orchestrate required neurocognitive resources in a manner appropriate to the 
varying constraints provided in the context. 
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Table 4.1: Mean values (with standard deviations in parentheses) of lexical features of the two 
word types (NV-homographs and unambiguous words) in Experiment 1. 
 
Table 4.2: Mean values (with standard deviations in parentheses) of sentential features of 
congruent sentences ending with the two word types (NV-homographs and unambiguous words) 
in Experiment 1. 
 











Figure 4.1. Shown are the locations of the 26 scalp electrodes, as seen from the top of the head (with the 
front of the head at the top of the figure). Frontal electrodes are represented as triangles and 
central/posterior electrodes are represented as circles.  The electrodes used for statistical analysis are 
shown using filled in shapes. 
 
Figure 4.2. Grand average ERPs to ambiguous words (dashed line) and unambiguous words (solid line) 
are plotted separately for syntactic prose sentences (left panel) and congruent sentences (right panel) at 
4 representative electrode sites. Positions of the plotted sites are indicated by filled circles on the center 
head diagram (nose at top). Negative is plotted up for this and all following figures. Similar to what was 
previously observed in younger adults’ data pattern, older adults also showed less N400 reduction for 
NV-homographs than for unambiguous words in congruent sentences. However, in the syntactic prose 
condition, unlike younger adults, who showed the sustained frontal negativity to NV-homographs 
relative to unambiguous words, older adults as a group did not show any systematic differences in the 
brain responses between the two word types. 
 










Figure 4.3. Grand average ERPs to ambiguous words and unambiguous words in syntactic prose 
sentences and congruent sentences are overlaid at 4 representative central/posterior electrode sites to 
highlight the influence of semantic constraints on the N400.  Similar to younger adults’ data pattern, 
N400 amplitudes to both ambiguous and unambiguous words are highly facilitated (made more 
positive) in the presence of semantic constraints, although this facilitation is greater for unambiguous 
than ambiguous targets in cloze-probability matched sentence contexts. 
Figure 4.4. Mean amplitude differences are summarized as isopotential voltage maps for the syntactic 
prose sentences (upper panel) and congruent sentences (lower panel) for older adults in this study (left 
panel) and younger adults in Lee & Federmeier (2009) (right panel). The isopotential voltage maps 
show distributions viewed from the top of the head for brain responses in the syntactic prose sentences 
in the 200-700 ms time window and in the congruent sentences in the 250-500 ms time window. Both 
groups show clear N400 response differences with a typical central/posterior scalp distribution to 
sentence final words in congruent sentences. However, a clear contrast between groups is shown in the 
responses to sentence final words in syntactic prose condition, such that only younger adults show 
notable frontal negative effects. 






Figure 4.5. Grand average ERPs of older adults with higher letter fluency scores to ambiguous (e.g. ‘the 
season/to season’; dashed line) and unambiguous words (e.g. ‘the logic/to eat’; solid line) in syntactic 
prose sentences are plotted at 4 representative electrode sites. Similar to younger adults data pattern 
shown observed previously, older adults with higher letter fluency scores also elicit more negative 
responses to ambiguous relative to unambiguous words over frontal channels, between about 200 and 
700 ms post-stimulus-onset. 
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CHAPTER 5: EFFECTS OF AGE DIFFERENCES IN RESOLVING LEXICAL 
AMBIGUITIES ON SUBSEQUENT TEXT COMPREHENSION 
 
ABSTRACT 
The current study aims to elucidate the functional role of the frontal negativity previously 
observed in younger adults during difficult lexical ambiguity resolution and to investigate 
the consequences of age-related changes in such frontal negative effect on subsequent 
text processing. NV-homographs and matched unambiguous words were embedded in 
sentence medial positions, following syntactically well specified but semantically neutral 
contexts. The target words were then followed by a prepositional phrase in which the 
head noun was plausible for only one meaning of the homograph. Replicating our past 
finding, younger adults, but not older adults, elicited a sustained frontal negativity to NV-
homographs compared to unambiguous words. On the head nouns of the prepositional 
phrases, younger adults show plausibility effects in all conditions, suggesting a role of 
suppressing irrelevant meanings of the frontal negativity responses to the preceding NV-
homographs. Older adults show plausibility effects following unambiguous words and 
ambiguous words when the syntactic context support the dominant meaning of the 
homograph, but not when the syntactic context supported the non-dominant meaning (i.e. 
when the contextually irrelevant meanings are dominant and harder to suppress). These 
results thus suggest that neural resources recruited by young adults to help suppress 
contextually-irrelevant meaning features when semantic constraints are lacking tend to 
become less available and effective with age. Such decline impacts meaning processing 
for linguistic materials that come after the not-yet-resolved lexical ambiguity.  
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INTRODUCTION 
One of the distinguishing features of human language is its tolerance of one-to-
many relations between a form and its referents. For example, the letter string ‘bluff’ 
could be interpreted as a cliff or as an action of misleading others; the way a listener or 
reader should interpret the word ‘bluff’ thus depends heavily on the context in which it is 
used. Ambiguities of this kind are not uncommon in language. In English, for example, 
85% of a sample of high-frequency words were found to have more than one meaning 
(Twilley, Dixon, Taylor, & Clark, 1994).  Although ambiguity contributes to the richness 
and flexibility of human language, it also can create processing difficulties and 
complicate communication. Behavioral (e.g., J. Rodd, Gaskell, & Marslen-Wilson, 2002), 
electrophysiological (e.g., Hagoort & Brown, 1994) and hemodynamic (e.g., Gennari, 
MacDonald, Postle, & Seidenberg, 2007) measures have all shown that comprehending 
word forms associated with multiple distinct meanings incurs more processing costs than 
comprehending unambiguous word forms.  
There is also evidence to suggest that the challenges associated with rapidly 
mapping an ambiguous word form onto its proper interpretation can be amplified by 
cognitive and neural changes associated with normal aging.  Although older adults seem 
able to use lexical-semantic constraints to choose contextually appropriate meanings of 
ambiguous words as rapidly and accurately as younger adults (Balota & Duchek, 1991; 
Hopkins, Kellas, & Paul, 1995; Swaab, Brown, & Hagoort, 1998), they do not 
demonstrate young-like rapid online context use when no prior disambiguating semantic 
biases are provided (Dagerman, MacDonald, & Harm, 2006).  This same interaction of 
context type and aging effects on ambiguity resolution has been seen (within subjects) 
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using event-related potential (ERP) measures, which also reveal multiple neurocognitive 
mechanisms involved in ambiguity resolution. Younger adults’ responses to ambiguous 
(as compared with unambiguous) words in contexts that do not provide semantic cues to 
help with meaning selection (e.g., “John wanted to/the duck …”) include a sustained 
negativity over frontal scalp regions, which has been linked to the recruitment of frontal 
lobe executive resources (Federmeier, Segal, Lombrozo, & Kutas, 2000; Lee & 
Federmeier, 2006, 2009).  However, when prior linguistic context affords disambiguating 
semantic information, the processing of ambiguous words is qualitatively similar to that 
for unambiguous words (Lee & Federmeier, 2009).  When older adults encounter 
ambiguity in the presence of coherent message-level disambiguating information, their 
responses pattern like those of younger adults, suggesting relatively age-constant abilities 
to resolve ambiguity with semantic constraints (Lee & Federmeier, submitted).  However, 
age-related differences are observed in cases when semantic support is lacking.  In 
particular, older adults as a group failed to elicit the sustained frontal negative response to 
noun/verb- (NV-) homographs (e.g. ‘watch’ and ‘train’) relative to matched unambiguous 
words, although a subset of older adults with higher scores on a verbal fluency test 
maintained a young-like frontal negativity effect pattern.  These findings suggest that the 
tendency and/or ability to recruit processing resources important for processing 
ambiguity under more difficult conditions is diminished with advancing age.  
Given the prevalence of lexical ambiguity in language and the rapid pace at which 
language comprehension unfolds, ineffective lexical ambiguity resolution would seem 
likely to have important consequences for the processing of subsequent words. To our 
knowledge, however, no study has empirically evaluated the downstream consequences 
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of age-related declines in ambiguity resolution.  Thus, the aim of the current study is to 
investigate whether – and, if so, how – age-related changes in the processes reflected in 
the frontal negative effect give rise to disruptive influences on the comprehension of 
subsequent text. In particular, the type of processing difficulty that would be expected 
depends on the nature of the cognitive function(s) reflected in the frontal negativity. 
 The precise function of the neural activity reflected in the ambiguity-related 
frontal negativity observed in younger adults is not yet completely understood.  Similar 
sustained frontal negativities have been seen for lexical semantic ambiguities across 
ambiguity subtypes (including the NV-homographs already described, as well as N/N-
homographs, such as organ, and referential ambiguities), languages (e.g., Dutch and 
English), types of linguistic context (e.g., phrasal, sentential, and discourse) and input 
modality (auditory and visual) (Federmeier, Segal, Lombrozo, & Kutas, 2000; Hagoort & 
Brown, 1994; Lee & Federmeier, 2006, 2009; Nieuwland, Otten, & Van Berkum, 2007; 
Nieuwland & Van Berkum, 2006; van Berkum, Brown, Hagoort, & Zwitserlood, 2003). 
We have suggested that such enhanced frontal negativity reflects top-down selection-
related mechanisms engaged during lexical ambiguity resolution (Lee & Federmeier, 
2009). However, it is still not clear which specific aspect of selection this frontal 
negativity indexes.  
Two different kinds of cognitive mechanisms have been suggested to be 
important for processing when multiple potential referents are activated. Some 
researchers suggest that successful language processing requires a mechanism of actively 
suppressing contextually irrelevant information (Gernsbacher, 1997a, 1997b), and such 
deactivating processes have been shown to play a critical role in rapid lexical ambiguity 
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resolution (Gernsbacher, Robertson, & Werner, 2001; Simpson & Adamopoulos, 2001). 
Whereas skilled readers can quickly suppress the contextually inappropriate meaning of a 
homograph, less skilled readers are less effective in meaning suppression and tend to 
maintain activation of the contextually irrelevant semantic features for a longer time 
(Gernsbacher, 1993). It is possible, then, that the frontal negativity observed previously 
reflects additional neural resources recruited to aid meaning selection by suppressing the 
contextually inappropriate meaning when the match between the semantic features pre-
activated by the context and activated by the homograph itself is not sufficient to allow 
for a stabilized semantic state obtained within the implicit semantic processing system. 
Alternatively, it has been found that when ambiguous words are preceded by 
neutral context and disambiguated later, multiple potential interpretations are maintained 
in working memory until more disambiguating information becomes available (e.g., 
Miyake, Just, & Carpenter, 1994; also see  Frazier & Rayner, 1987 for similar findings on 
syntactic category ambiguities). Thus, it is possible that, although the syntactic context in 
our previous studies unambiguously points to a specific word class as the appropriate 
interpretation of a homograph (e.g. in ‘the duck’, the function word ‘the’ highlights that 
the homograph should be interpreted as its noun meaning sense), word class information 
may not be a valid tag for meaning since word class usage and meaning sense can 
possibly be dissociated (e.g., in the gerund form:  the registering student …). Hence, the 
comprehension system may not consider the syntactic context as a reliable 
disambiguating cue for selecting the meaning features of these cross-class ambiguous 
words, and, consequently, may maintain both meanings for later disambiguation. If this is 
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true, then the fontal negativity may reflect the neural resources that are called upon to 
hold on to both interpretations of the homographs for a later disambiguation point.  
These two hypotheses about the functional significance of the frontal negativity 
(suppression vs. maintenance) make differential predictions about whether the 
contextually inappropriate interpretation of an ambiguous word should be deactivated or 
remain accessible subsequent to the apprehension of the ambiguous word.  Therefore, one 
way to adjudicate between these two possibilities is to probe the activation status of 
potential interpretations of the NV-homographs at a later time point. Tracking the 
activation states of the multiple meanings associated with an ambiguous word form has 
often been done through the use of a priming paradigm, in which ambiguous words are 
followed by probe words that are associated with one of the ambiguous word’s meanings 
(see Van Petten, 2002 for a review).  Although this paradigm provides a means of 
assessing the status of meaning activation after the presentation of an ambiguous word, it 
has been subject to the criticism of possible confounds from backward priming.  For 
example, Van Petten and Kutas (1987) argue that some of the results showing that 
multiple meanings of ambiguous words become active even in the presence of biasing 
context (the “multiple activation view”) might have arisen through rapid activation of the 
contextually irrelevant meaning in response to the probe, rather than the continuation of 
activity evoked by the ambiguous word itself.  Therefore, to alleviate the concern of 
potential backward priming, the current design instead exploits plausibility as a means of 
tapping into the activation status of the meanings associated with previously encountered 
homographs.  In particular, NV-homographs and unambiguous words are embedded in 
sentence medial positions, with preceding contexts that are syntactically specified but 
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semantically neutral; each homograph and unambiguous control word is then followed by 
a prepositional phrase in which the head noun is plausible for only one reading of the 
homograph.  For example, whereas a sentence like “Ben tried the duck in the dish 
prepared by a famous chef.” is plausible, a sentence like “Ben tried to duck in the dish 
prepared by a famous chef.” is implausible, beginning with the critical head noun of the 
prepositional phrase.  Importantly, both sentences can be continued plausibly up through 
the target head noun (e.g., “Ben tried to duck in the alley to avoid the paparazzi.”).  Thus, 
the head noun can serve as a probe of the outcome of ambiguity resolution and can do so 
despite having no direct association with either of the ambiguous word’s meanings (i.e., 
neither dish nor alley is a lexical/semantic associate of duck), thus avoiding the 
possibility of backward priming from the probe to the ambiguous word.  With this design, 
then, we are able to exploit one of the most appealing characteristics of ERPs, in that we 
can measure and compare responses to ambiguous and unambiguous words as well as to 
subsequent linguistic material that probes for plausibility without imposing a secondary 
task or requiring the participants to make behavioral responses at either point in the 
sentence. 
If the frontal negativity indexes a process that serves to suppress the contextually 
irrelevant meaning features of a homograph, then, when this process is effectively 
employed, only semantic features associated with the contextually appropriate meaning 
should remain active by the time the head noun of the prepositional phrases is 
encountered.  In this case, semantic access, as indexed by the N400 component of the 
ERP (Kutas & Federmeier, in press ), will be facilitated only for the plausible head 
nouns, creating an N400 plausibility effect: an amplitude difference between the 
  146 
implausible and plausible head nouns, with reduced – that is, more positive – responses to 
the plausible words.  Assuming suppression was effective in fully resolving the 
ambiguity, these plausibility effects for ambiguous words would be expected to be 
similar in size to those elicited by unambiguous words.  On this view, then, reduced or 
absent frontal negativity indicates less effective semantic suppression.  If the contextually 
irrelevant meaning features are therefore still active when the head noun of the 
prepositional phrase is apprehended, the processing of both the plausible and the 
implausible nouns would be facilitated, consequently reducing the size of the N400 
plausibility effect.    
This effect pattern may also be influenced by meaning frequency/dominance. It 
has been shown that, compared to non-dominant meanings of a homograph, dominant 
meanings are activated faster, to a greater degree, and for longer time (Simpson & 
Burgess, 1985), and therefore incur more processing costs to suppress when the context 
favors the subordinate interpretation (Duffy, Kambe, & Rayner, 2001; Paul, Kellas, 
Martin, & Clark, 1992; Rayner, Pacht, & Duffy, 1994; Tabossi, 1988; Tabossi & Zardon, 
1993).  Thus, in the absence of effective suppression, contextually irrelevant dominant 
meaning features would be especially likely to become and remain active.  Consequently, 
in the cases in which frontal negativity is reduced or absent, the reduction in the N400 
plausibility effect would be expected to be particularly notable for cases in which the 
syntactic contexts pick out the subordinate meanings of the ambiguous words. 
Very different predictions would be made if the frontal negativity indexes the 
maintenance of multiple meanings associated with ambiguous word forms until further 
semantic disambiguation is provided.  In this scenario, enhanced frontal negativity to 
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NV-homographs would be expected to lead to very small or absent N400 plausibility 
effects following these ambiguous words (and thus a pattern quite different from that 
predicted for unambiguous words), since semantic access should be facilitated for 
continuations related to both meanings.  In this case, then, reduced or absent frontal 
negativity would suggest that both meanings are not being maintained.  On the 
assumption that dominant meaning features are then most likely to be active, N400 
plausibility effects would be expected for nouns appearing in contexts supporting the 





Two different types of words were each embedded in sentence medial position, 
with prior context being semantically neutral but syntactically specified (e.g. ‘Peter liked 
the/to park…’ and ‘Toby needed to lean…’). Word types included NV-homographs, 
which are both syntactically and semantically ambiguous (e.g., the watch/to watch), and 
semantically and syntactically unambiguous words (e.g., the logic/to choose). These 
words were then followed by a prepositional phrase in which the head noun was either 
plausible or implausible for the given context. For sentences containing NV-homographs, 
plausible nouns were congruent with the syntactically designated interpretation, and not 
the alternative interpretations (illustrated in example (1) and (2)). Sentences containing 
NV-homographs and implausible continuations were then derived by swapping the 
syntactic cues immediately preceding the NV-homographs (illustrated in example (3) and 
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(4)). In so doing, the implausible nouns ended up being incongruent with the contextually 
supported interpretation of the NV-homographs but congruent with the contextually 
inappropriate interpretations in these sentences. For instance, in example (3), the 
syntactic context ‘the’ indicates that the NV-homograph ‘stick’ should most likely be 
interpreted as the ‘twig’ meaning that is often used as a noun. The following noun ‘plan’ 
does not match the ‘twig’ interpretation; however, it is congruent with the alternative 
interpretation, ‘remaining attached’, of ‘stick’ that is usually used as a verb. As for 
sentences containing matched unambiguous control words, the implausible continuations 
were derived by substituting the plausible nouns with nouns from other sentences 
containing unambiguous words (illustrated in example (5)-(8)). Hence, for both 
ambiguous and unambiguous sentences, we are able to compare the brain responses to 
plausible and implausible nouns by analyzing the responses to the same set of words as a 
function of their prior contexts. 
Examples for each condition are listed below (NV-homographs and matched 
unambiguous words are in bold italic; plausible and implausible nouns are underscored)  
NV-homographs 
Plausible      (1) Dan wanted to stick with the plan they had made the day before.  
                     (2) Dan wanted the stick with the flame so he could start a fire. 
Implausible  (3) Dan wanted the stick with the plan they had made the day before.  
(4) Dan wanted to stick with the flame so he could start a fire. 
Unambiguous words 
Plausible      (5) Joseph started to appear in the show since last season.  
                     (6) Helena wished the injury near the wrist would heal quickly. 
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Implausible  (7) Joseph started to appear in the mistakes since last season. 
                     (8) Helena wished the injury near the boredom would heal quickly. 
Each ambiguous and unambiguous word was repeated once, with different 
continuations, and with at least a lag of 50 sentences in between. In order to make the 
plausibility of the text subsequent to each repetition unpredictable, across lists, sentences 
containing the first and the second appearance of a certain NV-homograph or matched 
unambiguous word were either both plausible, both implausible, or only one plausible. In 
addition, the orders of each pair of sentences were also counterbalanced across lists. 
Eight lists were generated correspondingly. 
Each participant read 192 sentences, with equal numbers of sentences containing 
ambiguous and unambiguous words, and equal numbers of plausible and implausible 
continuations. In addition, although we did not specifically look into the factor of word 
class in this experiment, within each list the number of nouns and verbs was also matched 
across the ambiguous and unambiguous word sets in order to reduce the possibility of any 
word class influences on the ambiguity effect. 
Ambiguous and unambiguous words were matched for lexical features including 
log frequency (Kucera & Francis, 1967), word length, and usage-specific concreteness 
(Lee & Federmeier, 2008). Sentence constraints were matched across conditions up to the 
point before the head nouns of the prepositional phrase occur. Degrees of plausibility of 
the sentences up to the head nouns of the preposition phrases were also matched across 
and ambiguity conditions (Table 2). The procedures of cloze probability and plausibility 
norming studies are described in the next session. 
To allow for the analysis of whether the N400 implausible effects are modulated 
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by the strength of the contextually inappropriate meaning, NV-homograph sentences 
were sorted on the basis of whether the syntactic context supports the dominant or non-
dominant meaning of the NV-homographs. Because syntactic information is the only 
available disambiguating context in our sentences, meaning dominance was determined 
by the frequency of the noun/verb usages listed on the English WordNet 3.0 online 
database (see Fellbaum, 1998). A word class usage is labeled as dominant if it is twice as 
frequent as the other word class usage. Sentential features for NV-homograph sentences 
with syntactic context pointing to the dominant meanings (when the implausible nouns 
are congruent with the non-dominant meaning of their preceding NV-homographs) and 
the non-dominant meanings (when the implausible nouns are congruent with the 
dominant meaning of their preceding NV-homographs) are provided in Table  
Cloze probability:  Three hundred and twenty-eight sentence contexts (sentences 
up to the point before the head noun of the prepositional phrases, e.g. ‘Mia wanted to sit 
by the_____......’) were rated for their contextual constraint.  The cloze probability 
norming was completed by 60 monolingual English speakers at UIUC (27 men; mean age 
19.2 years, range 18–22).  The sentence frames were divided into three lists, with 20 
participants completing each list.  In the norming booklet, participants were given 
sentences with the head noun of the prepositional phrases replaced by a blank line.  Next 
to the column of sentence frames were three columns for potential continuations.  
Participants were told explicitly that the sentences continue after the blanks, and were 
asked to come up with the word they first thought of that fits the blank when reading each 
sentence in the first column.  If multiple words came to mind, they were told to write 
down the one they think fits best in the first response column and to then list the 
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additional continuations that came to mind in the second and third response columns.  
Cloze probability for a given word was calculated as the percentage of people who 
provided that word as their first response.  
Plausibility:  Sentence contexts were then assigned plausible and implausible 
nouns and continuations. A total of 656 sentence fragments were subject to a paper-and-
pencil plausibility rating. Sixty monolingual English speakers at the University of Illinois 
at Urbana-Champaign participated (21 male; mean age 18.7 years, range 18-23 years). 
These sentence frames were divided into four lists, with 15 participants finishing each 
list. The syntactic cues were shown in upper case letters such that the plausibility of the 
sentence fragments could be rated based on the correctly perceived syntactic context; the 
plausible and implausible nouns are presented underscored (e.g., ‘Tom wanted TO fan 
with the paper……’ and ‘Fred tried THE rate with a metronome……’). Participants were 
told to rate, from 0% to 100%, how much sense they thought each sentence made with 
the underlined word in it. 
The results from the plausibility and cloze probability norming were then used to 
select the final set of 384 sentences, 192 containing with NV-homographs (one each for 
the noun and verb meaning of the homograph) and 192 containing with unambiguous 




Sixteen UIUC undergraduate students (8 males; mean age 19 years, range 18–22) 
and twenty-four healthy older adults (12 males; mean age 66 years, range 61–76) 
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participated in the ERP phase of the study for course credit or cash. All participants were 
right-handed as assessed by the Edinburgh inventory (Oldfield, 1971); 20 reported having 
left handed family members (6 younger adults). All were also monolingual speakers of 
English with no consistent exposure to other languages before age 5.  Participants had no 
history of neurological/psychiatric disorders or brain damage and scored in the normal 
range on screening for cognitive impairment (average modified Mini Mental Status 
Examination score: 54.8 (maximum score 57), range 51-57; Mayeux, Stern, Rosen, & 
Leventhal, 1981) as well as on the neuropsychological battery (described below). On 
average, the older adults were more educated then were the younger adults (average years 
of education is 16 for older adults, and 13.3 for younger adults). Participants were 
randomly assigned to one of the eight experimental lists. 
 
Procedure 
Participants were seated 100 cm in front of a 21” computer monitor in a dim, 
quiet testing room. They were given written instructions and a 10-trial practice session 
before the experiment to familiarize them with the experimental environment and the 
task.  At the start of each trial, a series of plus signs appeared in the center of the screen 
for 500 ms. After an SOA ranging randomly between 1000 and 1500 ms (jittered to 
lessen the influence of slow, anticipatory potentials on the average ERPs), a sentence was 
displayed word by word in upper case in the center of the screen. Each word was 
presented for 200 ms, followed by a 300 ms blank screen.  At the end of the sentence, the 
screen went blank for one and a half second before a probe word appeared in upper case, 
red letters. Half of the probe words were new words; the old probe words were randomly 
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chosen from the syntactic cues, NV-homographs and matched unambiguous words, 
critical nouns, and the rest of the sentences. Participants were instructed to judge whether 
or not that probe word had appeared in the immediately preceding sentence and to 
indicate their response by pressing one of two buttons, held in each hand; hand used to 
respond “yes” was counterbalanced.  The probe disappeared upon the participant’s 
button-press response. The next trial then began one and a half second after the offset of 
the probe.  A small square (3 by 3 pixels) remained on throughout the experiment, 
positioned just below the center of the screen, in order to help participants keep their gaze 
centered. 
The whole experiment was divided into four blocks, each lasting about seven 
minutes.  A paper-and-pencil sentence recognition task was administered at the end of 
each block. The sentence-recognition test contained 96 sentences in total, half of which 
were old sentences (drawn in equal numbers from plausible and implausible sentences 
containing NV-homographs and unambiguous words) and half of which were new (with 
equal numbers of plausible and implausible sentences). Participants were told to mark 
whether they thought they had seen each sentence in the previous block or not.  The word 
and sentence recognition tasks were used in tandem to keep the task demands as similar 
as possible to our prior study (Lee & Federmeier, 2009, in preparation), and to ensure that 
participants were carefully attending to each individual word while also attempting to 
integrate those words into a holistic unit. 
 
EEG recording and data analysis 
The electroencephalogram (EEG) was recorded from twenty-six geodesically-
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arranged silver/silver-chloride electrodes attached to an elastic cap.  All scalp electrodes 
were referenced on-line to the left mastoid and re-referenced off-line to the average of the 
right and the left mastoids. In addition, one electrode (referenced to the left mastoid) was 
placed on the left infraorbital ridge to monitor for vertical eye movements and blinks, and 
another two electrodes (referenced to one another) were placed on the outer canthus of 
each eye to monitor for horizontal eye movements. Electrode impedances were kept 
below 3kΩ. The continuous EEG was amplified through a bandpass filter of 0.02-100Hz 
and recorded to hard disk at a sampling rate of 250Hz.  
Epochs of EEG data were taken from 100 ms before stimulus onset to one and a 
half seconds after. Those containing artifacts from amplifier blocking, signal drift, eye 
movements, or muscle activity were rejected off-line before averaging, using thresholds 
selected for each participant through visual inspection of the data.  Trials contaminated 
by eye blinks were corrected for 8 participants (3 young) who had enough blinks to 
obtain a stable filter (Dale, 1994); for all other participants, trials with blink artifacts were 
excluded from analysis.  Trial loss averaged 19% for younger adults and 12% for older 
adults.  Artifact-free ERPs were averaged by stimulus type after subtraction of the 100 
ms pre-stimulus baseline. Prior to statistical analyses, ERPs were digitally filtered with a 
bandpass of 0.2–20 Hz. To correct for violations of sphericity associated with repeated 
measures, the Huynh–Feldt adjustment to the degrees of freedom was applied for each 
analysis of variance (ANOVA). Consequently, for all F tests with more than 1 degree of 
freedom in the numerator, the corrected p value is reported. For all analyses, main effects 
of electrode and interactions with electrode sites are not reported unless they are of 
theoretical significance.  
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RESULTS   
Behavior 
The purpose of the word and sentence recognition tests was to encourage 
participants to attend to the stimuli at both word and sentential levels. The overall results 
indicated that both groups of participants indeed paid attention to individual words and 
processed these words for meaning. Averaged accuracy was 94% (d’=3.4) for the 
younger adults and 90% (d’=2.9) for the older adults on the word recognition test and 
86% (d’=2.5) for younger adults and 84% (d’=2.3) for older adults on the sentence 
recognition test.  
ERPs  
Ambiguity effects  
Figure 1 shows (at a representative sample of scalp channels) ERP responses 
time-locked to the onset of NV-homographs and matched unambiguous words and 
continuing through the onset of the critical nouns in the prepositional phrases.  The 
overall morphology of the brain responses from younger and older adults are similar; 
both groups show early sensory responses followed by a wide-spread negativity (N400). 
However, consistent with prior observations of ERP responses from healthy older adults, 
the N1 responses appear to be enhanced while P2 responses are drastically reduced. In 
addition, the amplitude of the N400 responses also become smaller in older adults’ data 
(e.g., Federmeier & Kutas, 2005; Federmeier, McLennan, De Ochoa, & Kutas, 2002; 
Kemmer, Coulson, De Ochoa, & Kutas, 2004; Kutas & Iragui, 1998) 
Results from younger adults (Figure 1, left panel) replicated our prior research 
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(Federmeier, Segal, Lombrozo, & Kutas, 2000; Lee & Federmeier, 2006, 2009).Overall 
ERP results from the current study NV-homographs, relative to unambiguous words, 
elicited more negative brain responses, starting after the P2 time window (around 250 
ms) and continuing over the next two words in the sentence (i.e., to 1500 ms). As shown 
in the topographic maps (Figure 2), the negativity in younger adults is widespread but 
particularly prominent over fronto-central regions. For older adults (Figure 1, right 
panel), NV-homographs elicited more negative responses than did the unambiguous 
words. However, this response was more restricted than that seen for younger adults, both 
in terms of magnitude and duration. In addition, the scalp distribution of the effect was 
different, being largest over central/posterior scalp channels.  
To characterize these effects, omnibus ANOVAs with 2 levels of Age (younger 
vs. older), 2 levels of Ambiguity (Ambiguous vs. Unambiguous words), 2 levels of 
Repetition (First vs. Second presentation), and 22 levels of Electrode Site (frontal 
electrode sites: MiPf, LLPf, RLPf, LMPf, RMPf, LDFr, RDFr, LMFr, RMFr, LLFr, and 
RLFr; central/posterior electrode Site: MiCe, LMCe , RMCe, LDCe, RDCe, MiPa, LDPa, 
RDPa, MiOc, LMOc, and RMOc) were conducted on mean amplitudes of data collected 
during 250-500ms, 500-1000ms, and 1000-1500ms after the onset of 
ambiguous/unambiguous words. 
Between 250-500 ms, the results revealed a significant main effect of Age 
[F(1,38)=7.04, p=.01] and a main effect of Ambiguity [F(1,38)=22.37, p<.001]. There 
was a marginally significant interaction between Age and Ambiguity [F(1,38)=2.96, 
p=0.09], with a larger Ambiguity effect for the younger adults than the older adults [mean 
amplitude differences between AA and UW—younger: 0.93µV; older: 0.46µV]. The 
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effect of Repetition was not significant [F<1] and did not interact with other factors 
[Fs<1].  Results from the 500-1000 ms and 1000-1500 ms time windows were identical, 
with a significant main effect of Ambiguity [F(1,38)=9.9, p<.01 and  F(1,38)=10.7, 
p<.01], which interacted with Age [F(1,38)=8.6, p<.01 and F(1,38)=4.5, p<.05]. Follow 
up comparisons in both time windows showed a significant Ambiguity effect for younger 
adults [F(1,15)=11.8, p<.01 and F(1,15)=7.4, p=.02], but not for older adults [F<1 and 
F=1.4]. There were no other significant effects or interactions in either time window. 
In summary, younger and older adults showed distinct patterns in their brain 
responses to NV-homographs and matched unambiguous words, which replicate prior 
findings (Lee & Federmeier, submitted). Younger adults elicited robust sustained fronto-
central negativity to NV-homographs relative to unambiguous words from around 250ms 
to at least one and a half second after the onset of the homographs (i.e., until the critical 
nouns in the prepositional phrases are presented).  This effect was markedly reduced in 
healthy older adults (c.f., Lee & Federmeier, submitted) and was seen in the much more 
restricted time window of 250 – 500 ms after the onset of the ambiguous words.  
Subsequent analyses, therefore, focused on the pattern of responses to the subsequent 
critical head nouns of the prepositional phrases within each age group.   
 
Plausibility effects  
Figure 3 overlays the brain responses to plausible and implausible nouns preceded 
by NV-homographs or unambiguous words separately for each age group. For younger 
adults, regardless of the presence or absence of ambiguity in the preceding context, nouns 
that were implausible elicited more negative N400s than did plausible nouns. Older 
  158 
adults also elicited more negative N400s to implausible than plausible nouns, and these 
effects – like those for the young – appeared to be similar in size following both 
ambiguous and unambiguous words. 
To measure these effects, omnibus ANOVAs were conducted for each age group 
on the mean amplitudes of data collected from central/posterior sites (where N400 effects 
are typically most prominent) between 300-600 ms with 2 levels of Plausibility (plausible 
vs. implausible), 2 levels of Preceding Ambiguity (ambiguous vs. unambiguous) and 11 
levels of Electrodes sites (including MiCe, LMCe , RMCe, LDCe, RDCe, MiPa, LDPa, 
RDPa, MiOc, LMOc, and RMOc). For younger adults, there was a significant main effect 
of Plausibility [F(1,15)=20.74,p<.001]. The effect of Plausibility did not interact with 
Ambiguity [F<1]. Similarly, for older adults, there was a significant main effect of 
Plausibility [F(1,23)=17.58,p<.001], which also did not interact with Ambiguity [F<1]. 
Having shown overall plausibility effects across the factor of preceding 
ambiguity, we then compared the plausibility effects within sentences containing 
ambiguity as a function of meaning dominance.  Figure 3 shows the comparison between 
the plausible and implausible continuations following NV-homographs, split into cases in 
which the sentence contexts support the dominant interpretation versus the non-dominant 
interpretation of the NV-homograph. The comparisons show robust plausibility effects 
for younger adults irrespective of the context types. However, for older adults, the 
plausibility effect is much more salient when the context supports the dominant 
interpretation of the homographs. 
To characterize these effects, for each group, an omnibus ANOVA with 2 levels 
of Dominance (dominant vs. non-dominant), 2 levels of Plausibility (plausible vs. 
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implausible) and 11 levels of Electrode Sites was conducted on the mean amplitudes of 
data collected from central/posterior sites between 300-600ms post stimulus onset. The 
results of younger adults revealed a main effect of Plausibility [F(1,15)=10.45, p<.01], 
but no Plausibility by Dominance interaction [F=2.7, p=.1]. For older adults, however, 
the effect of Plausibility [F(1,23)=10.75, p<.01] was modulated by Dominance 
[F(1,23)=4.52, p<.05]. This interaction is mainly driven by the reduction of N400 
amplitude to implausible nouns in Non-dominant biasing context (mean amplitudes for 
plausible and implausible nouns in Dominant-biasing context and a Dominant-biasing 
context are 0.81µV, -0.42µV, 0.55µV, and 0.31µV). Follow-up pair-wise comparisons 
showed a significant Plausibility effect when the context picks out dominant meaning 
senses  [F(1,23)=9.27,p<.01], but no effect when the context picks out non-dominant 
meaning senses [F=1.2]. There are no reliable differences between the responses to the 
two plausible conditions across dominant/non-dominant levels, but the responses to 
implausible nouns is significantly more negative in the Dominant-biasing context than in 
the Non-dominant biasing context.  
To summarize, both younger and older adults showed more negative N400 
responses for implausible than plausible nouns following a syntactically well-specified 
NV-homograph, suggesting that both meanings were not maintained and thus that lexical 
ambiguity has been resolved to a certain degree.  However, whereas younger adults 
showed N400 plausibility effects irrespective of the meaning dominance of the 
syntactically supported meaning, older adults exhibited such N400 plausibility effects 
only when the syntactic context selected the dominant meaning, but NOT when the 
context picked out the non-dominant ones. 
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DISCUSSION 
Lexical ambiguity resolution has been shown to be more demanding for older 
adults, especially when disambiguating semantic constraints are lacking (Dagerman, 
MacDonald, & Harm, 2006; Lee & Federmeier, submitted). Our prior research (Lee & 
Federmeier, submitted) suggested that such age-related decline was specifically 
associated with age-related changes in engaging top-down selection-related neural 
resources that are reflected in the ERP as a sustained frontal negativity to lexically 
ambiguous items (Federmeier, Segal, Lombrozo, & Kutas, 2000; Hagoort & Brown, 
1994; Lee & Federmeier, 2006, 2009).  Building on these findings, the purpose of the 
current study was to elucidate the specific functional role of the frontal negativity and, 
correspondingly, to investigate the consequences of age-related changes in lexical 
ambiguity resolution on subsequent text processing. 
In the present study, NV-homographs and unambiguous words occurred in mid-
sentence positions, with disambiguating syntactic cues but no biasing semantic 
information in prior context. We probed the outcome of lexical ambiguity resolution in 
such contexts with a plausibility manipulation on the head noun of a following 
prepositional phrase. Because the head noun was only plausible for one interpretation of 
the homograph, an N400 plausibility effect was expected to the degree that only the 
contextually appropriate meaning was being maintained.  Of particular interest for the 
goal of the study is the pattern in contexts that pick out the subordinate meaning of an 
ambiguous word, as these are cases in which selection due to context and selection due to 
meaning frequency can be dissociated. 
We replicated our prior finding (Lee & Federmeier, submitted) that top-down 
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selection-related neural resources, as indexed by sustained frontal negativity to NV-
homographs, are less available with advancing age.  Compared to the negativity observed 
in younger adults, which was quite sustained (seen from 250 ms after the onset of the 
stimulus and continuing through 1500 ms, and thus through the presentation of the next 
two words), effects in older adults were significantly smaller and restricted to the 250-
500 ms timewindow (thus, terminating by the time the next word appeared).  Therefore, 
although older adults did indeed seem to perceive the ambiguity induced by NV-
homographs in syntactically specified but semantically neutral context, they nevertheless 
were less likely or less able than young adults to recruit and maintain additional processes 
associated with processing that ambiguity. 
Our next focus in the current study was then to investigate the processing of text 
subsequent to the lexical ambiguity.  Very different predictions about the pattern of 
plausibility effects are made on the hypothesis that the sustained frontal negativity 
indexes processes related to suppressing the contextually irrelevant meaning as opposed 
to on the hypothesis that this activity reflects the active maintenance of both meanings.  
In fact, the results from younger adults suggest that the processes underlying the 
enhanced frontal negativity are more related to the suppression aspect of meaning 
selection. That the plausibility effects following ambiguous words, regardless of which 
meaning sense of the ambiguous word the context picks out, were indistinguishable from 
those following unambiguous words suggests that the contextually irrelevant meanings of 
the NV-homographs, even the dominant ones, are not active when the implausible nouns 
are presented. Our prior work (Lee & Federmeier, 2009), along with many other studies 
in the literature (e.g.,Duffy, Kambe, & Rayner, 2001; Hogaboam & Perfetti, 1975), 
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shows that due to the strong association between the ambiguous word forms and their 
dominant meaning usages, even when context information strongly constrains for the 
subordinate meanings, dominant meaning features of ambiguous words nevertheless 
become active. Thus, in the case of our present study when ambiguous words are 
preceded with weak context, that the dominant meanings are no longer active by the time 
the head nouns are encountered suggests that they have been effectively suppressed and 
that the enhanced frontal negativity may index this process. 
Furthermore, the results from older adults showed that age-related decline in 
recruiting selection-related resources indeed resulted in downstream processing 
difficulties, especially when the syntactic context designated a less frequent meaning of 
the homograph.  When the syntactic context picked out the dominant meanings of the 
NV-homographs, older adults did show reliable N400 plausibility effects. It is possible 
that although the negative responses older adults elicited to NV-homographs were not as 
robust as those elicited by younger adults, the enhanced activity that was elicited was 
sufficient to suppress the weaker, contextually-irrelevant subordinate meaning features. 
Alternatively, it may be that when given only syntactic cues for disambiguating lexical 
ambiguity and when top-down selection-related processes are harder to engage, older 
adults may resolve lexical ambiguity based on the lexical features of the ambiguous word 
itself, such as meaning frequency, and opt for the most frequently used meaning senses.  
Critically, however, older adults did NOT show a plausibility effect when the syntactic 
context supported the less frequent meaning of the homograph – and thus when dominant 
meaning features needed to be suppressed.  The lack of plausibility effect was due to the 
N400 reductions to the implausible nouns, as opposed to less N400 reductions to the 
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plausible nouns, suggesting that the contextually irrelevant dominant meaning senses are 
still active enough to prime continuations consistent with them. This piece of data thus 
provides another piece of strong evidence suggesting that the frontal negativity indeed 
indexes a suppression mechanism as opposed to a mechanism maintaining alternative 
meanings or selectively enhancing the correct meanings. 
These result patterns resemble the findings from a recent study by Gunter and 
colleagues pointing to an important role for inhibitory processes in lexical ambiguity 
resolution (Gunter, Wagner, & Friederici, 2003).  Participants read sentences containing 
German NN-homographs with subsequent semantic context biasing to either the 
dominant or subordinate meaning, which in turn was immediately followed by a 
disambiguating verb converging with either meaning (e.g. Der Ton wurde vom Sänger 
gesungen, als… ‘The tone/clay was by the singer sung…’ vs. Der Ton wurde vom Töpfer 
gebrannt, weil… ‘The tone/clay was by the potter sung, because…’). Their results on the 
disambiguating verbs showed that when the semantic context biased the dominant 
reading of the homograph, more negative N400 responses were associated with 
disambiguating verbs that cohered with the non-biased meaning than to those that 
cohered with the semantic bias. This pattern held irrespective of participants’ working 
memory span. However, when the semantic context favored the subordinate meaning, 
only people with higher working memory span showed analogous N400 mismatch effects 
at the verb.  These results were taken to suggest that people with lower working memory 
span are less able to rapidly suppress contextually irrelevant meanings associated with the 
dominant use of an ambiguous word. People with higher working memory capacity, 
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however, can more effectively suppress the meanings that are selected by the context, 
regardless of their meaning dominance.  
In sum, the current study provides an on-line continuous characterization of brain 
responses to lexically ambiguous words and subsequent linguistic material.  In particular, 
our results showed that top-down neural resources that are usually recruited by younger 
adults to help suppress contextually-irrelevant meaning features when semantic 
constraints are lacking tend to become less available and effective with advancing age.  
We further showed that such decline impacts meaning processing for linguistic material 
that comes after the not-yet-resolved lexical ambiguity. Overall, the current study thus 
suggests multiple routes to comprehending linguistic materials; age-related changes in 
some processes can often be compensated for by the use of alternative processing 
strategies. In the case examined in our current study, for example, when selecting 
contextually appropriate meanings based on syntactic cues becomes taxing and difficult, 
older adults may rely on meaning frequency instead. These alternative strategies, 
however, are subject to costs and errors. In this case, the alternative strategy would 
compromise the likelihood of achieving the correct interpretation when the context 
provides little semantic support but syntactically bias toward the less frequent usage of an 
ambiguous word.  
 
 













 Unambiguous words NV-homographs 
Log frequency 1.6 (0.5) 1.6 (0.5) 
Word length 5.3 (1.0) 4.5 (1.1) 
Concreteness (1=very abstract; 7=very concrete) 4.8 (0.9) 5.0 (1.0) 





Plausible Implausible Plausible Implausible 
Plausibility  80.5 (14.5) 28.9 (16.1) 76.0 (19.6) 33.2 (17.7) 
Cloze probability  10 (10) 0 (0) 20 (20) 0 (0) 
Dominant Non-dominant  
Plausible Implausible Plausible Implausible 
Plausibility  79.4 (18.8) 33.4(18.4) 74.3 (19.9) 33.1 (17.5) 
Cloze probability  20 (20) 0 (0) 20 (20) 0 (0) 
Table 5.1: Mean values of lexical features of NV-homographs and matched unambiguous 
words (Standard deviations in parentheses). 
 
Table 5.2: Mean percentages of sentential features of the sentences continued with 
plausible or implausible nouns (standard deviations in parenthesis). 
 
Table 5.3: Mean percentages of sentential features of the sentences divided according to 
whether the syntactic context supports the dominant or the non-dominant meaning sense of 
the NV-homograph.  
 









Figure 5.2. Mean amplitude differences between ambiguous and unambiguous words are summarized as 
isopotential voltage maps for younger and older adults. The isopotential voltage maps show distributions 
viewed from the top of the head for brain responses every 250ms before the head noun of the prepositional 
phrase is presented. While younger adults show robust and widespread negativity to ambiguous words, the 
effects for older adults are weaker in amplitude and more restricted in the scalp distribution. 
Figure 5.1: Grand average ERPs to ambiguous words and unambiguous words at 8 representative 
electrode sites are plotted for both younger and older adults. Positions of the plotted sites are indicated 
by filled circles on the center head diagram (nose at top). Negative is plotted up for this figure and 
figure 3 and 4. Younger adults elicited more negative responses to ambiguous words than to 
unambiguous words, starting from 250ms post stimulus onset and continuing for at least one and a half 
second before the head noun in the prepositional phrase is presented. Such sustained negative effect, 
however, is drastically reduced in older adults’ data in terms of both amplitude and duration.  
 















Figure 5.3 overlays the brain responses to implausible (dashed lines) and plausible nouns (solid lines) 
preceded by NV-homographs or unambiguous words for each age group. For younger adults, regardless 
of preceding ambiguity, implausible nouns elicited more negative N400s than did plausible nouns. 
Older adults also elicited more negative N400s to implausible than plausible nouns, and these effects – 
like those for the young – appeared to be similar in size following both ambiguous and unambiguous 
words. 
 
Figure 5.4 shows the comparison between the plausible and implausible continuations following NV-
homographs, split into cases in which the sentence contexts support the dominant interpretation versus 
the non-dominant interpretation of the NV-homograph. While younger adults show robust plausibility 
effects irrespective of the context types, older adults show reliable plausibility effect only when the 
syntactic context support the dominant sense, but not when the syntactic context support the non-
dominant sense (when the irrelevant meaning is the dominant one). 
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CHAPTER 6: CONCLUSION 
 
In this dissertation, I took advantage of a very common phenomenon, lexical 
ambiguity, in conjunction with other lexical attributes, to tackle the question of how 
human brains decode the information encapsulated in words during language 
comprehension. The series of electrophysiological studies reviewed here highlights the 
multi-dimensional organization of the mental lexicon and the composite nature of word 
recognition. Lexical ambiguity, along with a variety of other attributes, including word 
class and linguistic concreteness, not only individually and jointly affect word 
processing, but themselves consist of multiple sub-effects that impact multiple aspects of 
the temporally and spatially distributed processes of word recognition.  
Apprehending a visual word involves mapping patterns of lines and curves onto 
stored knowledge of a given word form’s associated semantic features, past experience 
with how that word form can be and is typically used in language, and the incrementally 
built representation of the current context in which the word form appears.  It is thus not 
surprising that many different factors can render that mapping process easier or more 
difficult.  For example, ease of semantic access, as indexed by the amplitude of the N400 
component of the ERP, is affected by various lexical variables– not only by the richness 
and consistency of the semantic features associated with the word (concreteness and 
ambiguity), but also by whether the word form is being used as a noun or a verb, whether 
it is predictable in its context, and how often the connection between that letter string and 
its corresponding semantic features has been practiced, as in the case of higher frequency 
words.  
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Indeed, the data presented here make clear that the brain carefully tracks language 
experience on multiple levels, noting not only how often a given string has been 
processed (as indexed by frequency) but also specific aspects of how it has previously 
been used both syntactically and semantically.  For example, for words that have multiple 
discrete meaning senses, the more frequently a word is used in a context that supports a 
particular sense, the more dominant this sense will come to be.  Later encounters, then, 
are highly shaped by this accumulated experience with this meaning sense, such that, 
depending on the sense being picked out by the context, the recognition of an ambiguous 
word may be either indistinguishable from or more taxing than that for words with single 
meanings.  Similarly, if, in one’s reading experience, a certain orthographic pattern has 
always been used as a verb, then verb-related information can be readily instantiated 
upon apprehending that word.  However, if a given word form has previously been used 
as multiple word classes, this process is strikingly affected – even when context renders 
its current use unambiguous. 
Furthermore, whereas some aspects of word processing seem fairly ubiquitous 
and are affected by a wide range of variables, as evidenced by patterns on the N400, other 
aspects of processing are more specific and brought on-line under particular 
circumstances.  For example, the apprehension of concrete words is associated with 
imagery generation processes, which likely involve the automatic re-enactment of 
perceptual and motor states.  However, a stable semantic state (one which seems more 
difficult to achieve for ambiguous words used as verbs), appears to be required before 
these processes can be initiated.  In contrast, other processes are initiated by the lack of a 
stable semantic representation – such as those indexed by the frontal negativity associated 
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with ambiguity, observed when semantic contextual constraints are unavailable to resolve 
the conflicting bottom-up information.  
The process of word recognition is not only dynamically affected by attributes 
associated with the word itself and the context the word is used in, it is also dynamically 
constrained by comprehenders’ biological and cognitive resources. Whereas some aspects 
of semantic access, especially the more stimulus-driven ones, tend to be relatively stable 
across the life span, processes, such as suppression or revision, that involve controlled 
manipulations of activated semantic features are more prone to be affected by advancing 
age. Changes in the availability of these processes thus suggest that the weightings of 
different lexical or contextual attributes may alter over a comprehender’s lifespan. For 
example, older adults may rely more on the attributes associated with the word itself (e.g. 
meaning frequency) than on contextual information, especially when contextual support 
is weak and, correspondingly, contextually-guided processing is resource intensive.  
Given the diversity of the processes that could potentially be (and often are) 
involved in comprehending a word, a pivotal issue is how these processes are coordinated 
over time.  The studies reviewed here suggest that although the involvement of some 
processes, such as imagery and meaning selection, is contingent on the (in)stability of the 
semantic state, the temporal onset of those effects nevertheless coincides with when 
information about a word’s meaning features is just beginning to become available (as 
suggested by the timing of the N400).  Thus, these processes seem to be initiated fairly 
rapidly and do not wait for meaning access to be completed but rather are carried out in 
parallel with it.  Indeed, the data suggest that, perhaps due to the inherent time pressure 
created by the rapidity of normal language input, some processes simply do not occur if 
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they are not initiated in time. The lack of image-related negativity for doubly ambiguous 
words used in a verb context, the lack of a verb frontal positivity for word class 
ambiguous words, and the lack of suppression-related frontal negativity during ambiguity 
resolution in older adults suggest that complications and/or delays in some aspects of 
word processing can lead to omissions of – or at least substantial delays in – other 
processes.  
ERP data thus paint a picture of word recognition that is both more multifaceted 
and more dynamic than is sometimes assumed.  My work has shown that many lexical 
variables affect multiple aspects of word processing and that their effects are rarely 
independent of one another or of the larger context in which a word occurs.  In fact, at 
least part of their influence on word recognition emerges from a common language 
processing mechanism – i.e., their respective effects on the N400, a component that 
seems to reflect a critical point in the temporally extended processing stream of word 
recognition, when many sources of information have simultaneous, interactive effects.  
More generally, the data show that what determines how lexical variables interact, what 
influence(s) they have, and even whether they have effects at all, is time … as successful 
and efficient word recognition requires that multifaceted and diverse information be 
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