SUMMARY In this paper, we discuss the construction of a large in-car spoken dialogue corpus and the result of its analysis. We have developed a system specially built into a Data Collection Vehicle (DCV) which supports the synchronous recording of multichannel audio data from 16 microphones that can be placed in flexible positions, multichannel video data from 3 cameras, and vehicle related data. Multimedia data has been collected for three sessions of spoken dialogue with different modes of navigation, during approximately a 60 minute drive by each of 800 subjects. We have characterized the collected dialogues across the three sessions. Some characteristics such as sentence complexity and SNR are found to differ significantly among the sessions. Linear regression analysis results also clarify the relative importance of various corpus characteristics.
Introduction
Providing a human-machine interface in a car is one of the most important applications of speech signal processing, where the conventional input/output methods are unsafe and inconvenient [1] . To develop an advanced in-car speech interface, however, not only one but many real-world problems, such as noise robustness, distortion due to distant talking [2] and disfluency while driving, must be overcome [3] , [4] .
In particular, the difficulty of in-car speech processing is characterized by its variety. Road and traffic conditions, the car's condition and the movements of the driver change continuously and affect the driver's speech. From the interface viewpoint, the difference in the navigator, e.g., a human operator or an automatic speech recognition system, may also cause variability [5] , [6] . Therefore, a large corpus is indispensable in the study of in-car speech, not only for training acoustic models under various background noise conditions but also for building a new model of the combined distortions of speech [7] - [10] .
In order to keep pace with the ever-changing environment, it may be helpful to make use of various observed signals rather than to use the speech input signal alone. Therefore, to develop advanced speech processing for in-car apManuscript received July 6, 2004 . Manuscript revised September 11, 2004 . † The authors are with the Graduate School of Information Science, Nagoya University, Nagoya-shi, 464-8603 Japan.
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plications, we need a corpus 1) that encompasses a wide variety of driving conditions, and 2) from which we can extract the conditions surrounding the driver. Constructing such an advanced in-car speech corpus is the goal of the project described in this paper.
For data collection, a specially built Data Collection Vehicle (DCV) has been used for synchronous recording of seven-channel audio signals, three-channel video signals and vehicle-related signals. About 1 terabytes of data has been collected by recording three sessions of spoken dialogue in about 60 minute of driving from each of 800 drivers. Speech data for text read aloud has also been collected.
In the next section, we describe the DCV which was specially designed for the multichannel audio-visual data acquisition and storage. In Sect. 3, we present the details of the data collection scenario. In Sect. 4, the basic statistics of the collected corpus are summarized. Although the characteristics of the collected data are calculated for three different navigation modes directed by, i.e., a Human Navigator (HN), a Wizard of OZ (WOZ) and an Automatic Speech Recognition system (ASR), the aim of this section is not to find a consistent model of their difference * . In Sect. 5, we show the results of speech recognition experiments using language and acoustic models trained for three dialogue modes. We also show the results of linear regression analyses between word accuracy and characteristics of the utterances for the three dialogue modes.
Data Collection Vehicle
The Data Collection Vehicle (DCV) is a car specially designed for the collection of multimedia data. The vehicle is equipped with eight network-connected personal computers (PCs). Three PCs have a 16-channel analog-to-digital and digital-to-analog conversion port that can be used for recording and playing back data. The data can be digitized with 16-bit resolution and sampling frequencies up to 48 kHz. One of these three PCs can be used for recording audio signals from 16 microphones. The second PC can be used for audio playback on 16 loudspeakers. The third PC is used for recording five signals associated with the vehicle: the angle of the steering wheel, the status of the accelerator and brake pedals, the speed of the car and the engine RPM. These vehicle-related data (Table 1 ) are recorded at a sampling frequency of 1 kHz with 2-byte resolution. In addition, location information obtained from the Global Positioning System (GPS) is also recorded at a sampling frequency of 1 Hz. Three other PCs are used for recording video images (Fig. 1) . The first camera captures the face of the driver. The second camera captures the back view of dialogue between the driver and the experimental navigator. The third camera captures the front view through the windshield. These images are encoded in MPEG1 format. The two remaining PCs are used for controlling the experiment. The multimedia data from all systems are recorded synchronously. The total amount of data is approximately 2 gigabytes for approximately a 60-minute drive during which three dialogue sessions are recorded. The recorded data is stored directly on the hard disks of the PCs in the car. Figure 2 shows the arrangement of equipment in the DCV, including the PCs, a power generator with batteries, video controller, microphone amplifiers and speaker amplifiers. An alternator and a battery are installed for stabilizing the power supply. Wire nets are attached to the ceiling of the car so that the microphones can be arranged in arbitrary positions. Figure 3 shows the positions of the microphones used for the data collection in the DCV. The average SNR at each microphone position is listed in Table 2 . Figure 4 shows plots of the vehicle-related data such as the status of brake and accelerator pedals, the RPM of the engine motor, and the vehicle speed.
Speech Material and Collection Scenario
We have carried out our extensive data collection from 1999 through 2001 including over 800 subjects under both driving and idling conditions. The collected data types are shown in Table 3 . In particular, during the first year, we collected the following data from 212 subjects: (1) pseudo information retrieval dialogue between a subject and the human navigator, (2) phonetically balanced sentences, (3) isolated words, and (4) digit strings.
In the 2000-2001 collection, however, we have included two more dialogue modes such that each subject has completed a dialogue with three different kinds of interface systems. The first system is a human navigator (HN), who 
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Vehicle-related signals. Brake and accelerator pedals, the RPM of the engine motor, carspeed and steering wheel (from top to bottom). sits on the back seat and converses naturally. The second one is a wizard of Oz (WOZ) type system. The final one is an automatic dialog set-up based on automatic speech recognition (ASR).
Multimode Dialogue Data Collection
The primary objective of the dialogue speech collection is to record the three different modes of dialogue mentioned earlier.
It is important to note that the task domain is the information retrieval task for all three modes.
To simplify the dialogue recording process, the navigator prompts each task by using several levels of a task description panel to initiate the spontaneous speech. There are a number of task description panels associated with our task domains. A sample set from the task description panels is as follows: 'Fast food', 'Hungry', 'Hot summer, thirsty', 'No money', and 'You just returned from abroad'.
All of our recorded dialogues are transcribed into text in compliance with a set of criteria established for the Corpus of Spontaneous Japanese (CSJ) [12] . We have collected more than 187 hours of speech data corresponding to approximately one million morpheme dialogue units.
Dialogue with Human Navigator (HN)
Navigators are trained in advance and have extensive information for the tasks involved. However, in order to avoid a dialogue divergence, some restrictions are placed on the way they can speak.
Dialogue with Wizard of OZ System (WOZ)
The WOZ mode is a spoken dialogue platform which involves a touch-panel input for the human navigator and a speech synthesizer output. The system has a considerable list of shops and restaurants along the route and the navigator uses the system to search for and select the most suitable answer for subjects' spoken requests (Fig. 5) .
Dialogue with Spoken Dialogue System (ASR)
The dialogue system called "Logger" performs a slot-filling dialogue for the restaurant retrieval task. The vocabulary size of the task is 1,500 and the utterances are modeled using bigram language model. The close-talking microphone is used for the speech input in order to use Continuous Speech Recognition Consortium (CSRC) standard triphone HMM and a Julius decoder as an acoustic model and the LVCSR engine [11] , respectively. 
Task Domains of HN and WOZ Sessions
We have categorized the dialogue sessions recorded through HN and WOZ modes into several task domains. In Fig. 6 , we show a breakdown of the major task domains. It is easy to see that approximately forty percent of the tasks are related to restaurant information retrieval.
Phonetically Balanced Sentences
In addition to the dialogue speech, each subject has read 50 phonetically balanced sentences in the car while the vehicle was idling, and subsequently drivers have also spoken 25 sentences while driving the car. While idling, subjects have used a printed text posted on the dashboard to read a set of phonetically balanced sentences. While driving, we have employed a slightly different procedure for safety reasons. In this case, subjects are prompted for each phonetically balanced sentence from a head-set utilizing a specially developed waveform playback software. The phonetically balanced sentences are mainly used for acoustic model construction.
Corpus Evaluation
In this section, the basic characteristics of the collected data are given. Although statistics are calculated for each of the three dialogue sessions, the aim is not presenting a particular model of the difference among the sessions † .
Corpus Size
The characteristics of the corpus used in this analysis are summarized in Table 4 for each dialogue session. We use 32,000 to 40,000 speech units uttered by 435 speakers for the analysis. A "speech unit" is a segment of speech that is separated by a silence of longer than 200 ms, therefore, in this corpus, most "utterances" consist of a "speech unit". The boundaries between silences and utterances are determined manually. The average length of a drivers' speech unit in the HN session is longer than the other two sessions in both duration, 2.26 sec., and number of morphemes, 8.72. Since the dialogues consist of question-and-answer pairs, the ratio between the driver and navigator (system) utterances are not significantly different among sessions, i.e., about 40-45% of the utterances are made by the driver.
Complexity of the Utterance
As seen from the table, the vocabulary size used in the ASR session is less than half of that in the HN session and that for the WOZ session is in-between the two sessions. The overlap between the vocabularies in the different sessions is shown in Fig. 7 . The vocabulary of the ASR session can be regarded as a subset of the HN session. The additional vocabulary of the HN session mainly consists of the names of restaurants and out-of-task words such as "business trip", "birthday party", "hungry". The bigram and trigram entropies of the utterances are almost proportional to the session vocabulary sizes, i.e., 18.1, 14.1 and 9.1 for HN, WOZ and ASR, respectively † † . † Results of the comparative analysis of dialogues with different navigators has been reported in [5] . In [5] , utterances under simulated driving conditions are analyzed, whereas utterances under real driving conditions are collected in this corpus.
† † The causes of the characteristic differences between the human-human and human-machine dialogues are discussed in [5] .
Acoustic Condition
The SNR condition of each utterance is estimated from the speech signal by fitting a two-mixture Gaussian distribution to the histogram of log-power values that is calculated in a frame-by-frame manner over an utterance. After finding two Gaussian distributions, the difference between the two mean values is used as the SNR of the utterance. Therefore, the estimated SNR is not accurate if the SNR of the original signal is negative [13] . The SNR of the utterances in the ASR session is better than those of the HN and the WOZ sessions by approximately 2 dB. Since the driving conditions, and therefore noise conditions, are designed to be the same across all three sessions, the driver speaks in a louder voice in the ASR session.
Speaking Rate
We define the speaking rate by using the average mora length. It is calculated using the result of forced alignment of the reference monophone label. The speaking rate of the utterances in the ASR session is slower than that in the HN and WOZ sessions, by approximately 5 msec/mora.
Speech Recognition Experiments
In this section, we discuss the characteristics of the corpus in terms of speech recognition accuracy.
Experimental Setup
Language models were constructed for each of the three sessions. The size of the text data for language model training is shown in Table 5 . A training text was tagged by the morphological analyzer ChaSen [14] , and then manually corrected. The morphological label includes part-of-speech information. Forward word bigram and backward word trigram models without any cutoffs are trained. An "open language model" is trained for each speaker, for which the utterances made by the speaker were not used, whereas a "closed language model" is trained using all utterances.
Two different acoustic models, i.e., the "close-talking" and "visor" models, were trained on the basis of the speech captured through a close-talking microphone (#1 in Fig. 3 ) and s distant microphone (#6 in Fig. 3 ), respectively. The number of speakers used for the acoustic model training is listed in Table 6 . Excluding short utterances of less than ten syllables, (most of them are yes/no answers), 22.4 hours of speech signals were used for the experiment. The breakdown of the data is: 11,746 utterance units, 11.4 hours for the HN sessions; 8,550 utterance units, 7.84 hours for the WOZ sessions; and 4,878 utterance units, 3.10 hours for the ASR sessions.
In order to perform an open speaker set experiment for acoustic models, we divided all speakers into five groups and trained five different HMMs using the utterances of the four speaker groups. The feature parameters for the HMM acoustic model were 12MFCC, 12∆MFCC and ∆ log power. Although the original signal is sampled at 16 kHz, the bandwidth was limited to the range from 250 Hz to 8000 Hz. The basic structure of the HMM is three-state continuous density triphones that share 2000 states with 32 Gaussian mixture components. All triphones have a simple left-to-right topology except for the short pause which has a transition from start state to final state. Julius was used as the decoder.
Performance Comparison over Sessions
The recognition performances for the utterances collected in three sessions are shown in Fig. 8 . The performance is worst for the HN session utterances and best for the ASR session.
In the visor microphone case, in particular, the performance difference between HN and ASR becomes approximately 15%. The difference in recognition accuracy among dialogue modes is remarkable under noisy conditions. 
Performance Comparison over SNR, Entropy and Speaking Rate
In order to show the variabilities contained in the corpus, we have calculated the distributions of the recognition accuracy against the various characteristics of the speaker, i.e., SNR, entropy of the utterance, average mora length, and its standard deviation, for the utterances in the HN (human navigator) session. In Fig. 9 , the average word accuracy and SNR are plotted for all drivers. When the close-talking microphone is used, the dependency of the recognition accuracy on SNR is not so high, i.e., it is approximately 0.3%/dB. Cross speaker variability seems to be much larger. For the visor microphone speech, however, the dependency becomes higher, and reaches approximately 1.25%/dB † . In Fig. 10 the average word accuracy and entropy are plotted for all drivers. The average entropy of the speaker ranges from 3 to 6 bits. (The entropy of each utterance is calculated as the crossentropy against the trigram language model, then averaged for a speaker.) There is no difference between close-talking and visor microphones in terms of the dependency of the recognition accuracy on the entropy. It can be seen that the relationship between the entropy and the recognition accuracy is inversely linear and highly correlated.
In Fig. 11 , the average word accuracy and mora length are plotted for all drivers. Unlike those reported for the monologue corpus [15] , the effect of the speaking rate on the accuracy of dialogue speech recognition was small. As shown in Fig. 12 , on the other hand, the average word accuracy depends more heavily on the variability (standard deviation) of mora length of a speaker. 
Regression Analysis
In Fig. 13 , the correlation coefficients between word accuracy and entropy, SNR, mora length and its deviation are plotted. The highest linear correlation is found between accuracy and entropy. Particularly for the ASR session, the correlation coefficient of approximately 0.77 was obtained. The correlation between word accuracy and SNR is high in visor microphone speech cases where the correlation coefficient was approximately 0.25 to 0.28. † It is a generally known fact and is not found by the authors that performance improvement due to the SNR improvement saturates under the high SNR condition. 
Discussion
In Figs. 9-12 , 80% distribution ranges of accuracy are also given. A thick line shows the average accuracy and thin lines indicate the lower and upper bounds of the 80% of speakers. Although each point spreads over a wide range of accuracy in the original scatter plot, the averaged value shows a clearer relationship between the accuracy and factors, i.e., SNR, entropy, mora length and its standard deviation.
In Table 7 , the average correlation calculated along the thick line and 80% distribution ranges are listed for each factor. The entropy, SNR (visor microphone case only) and the standard deviation of mora length have a high correlation with averaged accuracy, in this order. It can also be seen that the distribution range of the accuracies can be limited to 20% (for the entropy case) or 25% (other cases) by disregarding 20% outliers.
On the basis of the above results, some important facts Table 7 Correlation between word accuracy and corpus characteristics. 80% distribution ranges are calculated by averaging the distance between the two thin lines, i.e. 10%-tile and 90%-tile values, plotted in Fig. 9 to Fig. 12 . The average correlation shows the correlation between the characteristic values, i.e., SNR, entropy, speaking rate and its deviation, and the "averaged" accuracy at that region, that is given by the thick lines in Fig. 9 to Fig. 12 • Even under the same condition, the distribution of the accuracy had a range up to 40%. 20% outliers contribute 13 to 20% of the 40% range.
• The SNR distributes in a range from 5 to 15 dB at the visor position, however, the correlation between SNR and accuracy was low, i.e., less than 0.3.
• A linear relation between accuracy and entropy was found.
• Unlike the monologue corpus results, the dependency on the speaking rate was small in the accuracy of dialogue speech recognition. The variation of the speaking rate has correlation with the accuracy.
From the fact that such important results can only be found by very large scale experiments, we can conclude that the in-car speech corpus will play a vital role in further speech research.
Conclusion
In this paper, we have presented a brief description of a large corpus of in-car speech communication. The corpus consists of synchronously recorded multichannel audio/video signals, driving signals, and a differential GPS reading. For a restaurant information query task domain speech dialogues were collected from over 800 drivers in three different modes, namely, human-human, WOZ and human-machine. In addition, we have experimented with an ASR system for collecting human-machine dialogues. Every spoken dialogue is transcribed with precise time stamp. This paper also reported the characteristics of the collected conversational utterances. Four hundred and thirty five drivers' utterances for three different modes are characterized by vocabulary size, average perplexity of the sentences, SNR and speaking rate. Furthermore, through largescale speech recognition experiments, several important results have been found. 1) The correlation between SNR and accuracy is low; 2) there is a linear relationship between accuracy and entropy; and 3) the dependency on the speaking rate was small in the accuracy.
Through these discussions, the effectiveness of the corpus in real-world speech recognition research was clarified. Currently, the corpus is being used for various speech related research including distributed microphone approach for in-car robust speech recognition [16] , a statistical Spectral Subtraction method [17] , corpus based dialogue controlling [18] and the driver verification [19] .
