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Abstract
We consider two general frameworks for multiple domination, which are called
〈r, s〉-domination and parametric domination. They generalise and unify {k}-domi-
nation, k-domination, total k-domination and k-tuple domination. In this paper,
known upper bounds for the classical domination are generalised for the 〈r, s〉-domina-
tion and parametric domination numbers. These generalisations are based on the
probabilistic method and they imply new upper bounds for the {k}-domination and
total k-domination numbers. Also, we study threshold functions, which impose addi-
tional restrictions on the minimum vertex degree, and present new upper bounds for
the aforementioned numbers. Those bounds extend similar known results for k-tuple
domination and total k-domination.
Keywords: 〈r, s〉-domination, parametric domination, {k}-domination, k-domination,
total k-domination, k-tuple domination, upper bounds, threshold functions
1 Introduction
All graphs will be finite and undirected without loops and multiple edges. If G is a graph
of order n, then V (G) = {v1, v2, ..., vn} is the set of vertices in G and di denotes the degree
of vi. Let N(x) denote the neighbourhood of a vertex x. Also let N(X) = ∪x∈XN(x) and
N [X] = N(X) ∪ X. Denote by δ = δ(G) and ∆ = ∆(G) the minimum and maximum
degrees of vertices of G, respectively. The following well-known definitions can be found
in [13]. A set X is called a dominating set if every vertex not in X is adjacent to a vertex
in X. The minimum cardinality of a dominating set of G is the domination number γ(G).
A set X is called a k-dominating set if every vertex not in X has at least k neighbours in
X. Note that di < k implies vi ∈ X. The minimum cardinality of a k-dominating set of G
is the k-domination number γk(G). A set X is called a k-tuple dominating set of G if for
every vertex v ∈ V (G), |N [v]∩X| ≥ k. The minimum cardinality of a k-tuple dominating
set of G is the k-tuple domination number γ×k(G). The k-tuple domination number is only
∗e-mail: vadim.zverovich@uwe.ac.uk
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defined for graphs with δ ≥ k − 1. The 2-tuple domination number γ×2(G) is called the
double domination number and the 3-tuple domination number γ×3(G) is called the triple
domination number. A set X is called a total k-dominating set of G if for every vertex
v ∈ V (G), |N(v) ∩ X| ≥ k. The minimum cardinality of a total k-dominating set of G
is the total k-domination number γtk(G). The total k-domination number is only defined
for graphs with δ ≥ k. Note that γt1(G) is the well-known total domination number γt(G).
A function f : V (G) → {0, 1, ..., k} is called {k}-dominating if ∑u∈N [vi] f(u) ≥ k for all
i = 1, ..., n. The {k}-domination number of a graph G, denoted by γ{k}(G), is the smallest
weight of a {k}-dominating function of G. A survey of results devoted to k-domination
and k-independence can be found in [7].
The following fundamental result was independently proved by Alon and Spencer [1],
Arnautov [3], Lova´sz [14] and Payan [15].
Theorem 1 ([1, 3, 14, 15]) For any graph G,
γ(G) ≤ ln(δ + 1) + 1
δ + 1
n.
Alon [2] proved that the bound of Theorem 1 is asymptotically best possible. The
bound in Theorem 2 is asymptotically the same, even though the latter is stronger for
small values of δ.
Theorem 2 ([5], [13] p. 48) For any graph G with δ ≥ 1,
γ(G) ≤
(
1− δ
(1 + δ)1+1/δ
)
n.
In this paper, we consider Cockayne’s and Favaron’s general frameworks for 〈r, s〉-
domination and parametric domination, respectively. They generalise and unify {k}-
domination, k-domination, total k-domination and k-tuple domination. In the next two
sections, the aforementioned classical upper bounds are generalised for the 〈r, s〉-domination
and parametric domination numbers. The generalisations imply new upper bounds for the
{k}-domination and total k-domination numbers (see Section 2). These results are based
on the probabilistic method, which is a further development of the proof technique from
[11] and earlier papers [10, 18].
In Section 4, we study threshold functions, which impose additional restrictions on the
minimum vertex degree, and present new upper bounds for the above numbers. Those
bounds extend similar known results for k-tuple domination and total k-domination.
Note that the probabilistic constructions used in the proofs of the theorems on 〈r, s〉-
domination imply randomized algorithms for finding an s-dominating r-functions, whose
weights satisfy the bounds of the corresponding theorems with positive probability. A
similar statement is true for the theorems devoted to parametric domination.
2 Cockayne’s framework for 〈r, s〉-domination
Cockayne introduced in [8] an interesting framework for domination in graphs. Let V (G) =
{v1, ..., vn} denote the vertex set of a graph G, and let r = (r1, ..., rn) and s = (s1, ..., sn)
be n-tuples of nonnegative integers, i.e. ri ∈ N and si ∈ N. A function f : V (G) → N
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is called an r-function of G if f(vi) ≤ ri for all i = 1, ..., n. Let f [vi] = ∑u∈N [vi] f(u). An
r-function f is s-dominating if f [vi] ≥ si for all i = 1, ..., n. The weight of a function f is
denoted by |f | and defined by |f | = ∑ni=1 f(vi).
The 〈r, s〉-domination number of a graph G, denoted by γ 〈r, s〉 (G), is the smallest
weight of an s-dominating r-function of G. As pointed out in [8], such functions exist if
and only if
∑
vj∈N [vi] rj ≥ si for all i = 1, ..., n. It is not difficult to see that 〈r, s〉-domination
unifies and generalises the classical domination, k-tuple domination and {k}-domination if
we put ri = si = 1; ri = 1, si = k; and ri = si = k for all i = 1, ..., n, respectively.
Let us denote
τ = min{r1, ..., rn}, s = max{s1, ..., sn}, r =
⌊
s
δ + 1
⌋
+ 1,
θ = (δ + 1)r − s and Bt =
(
(δ + 1)r
t
)
.
The following theorem provides an upper bound for the 〈r, s〉-domination number of a
graph.
Theorem 3 For any graph G of order n with r ≤ τ and ρ = 1/θ,
γ 〈r, s〉 (G) ≤
(
1− (rρ)
ρ
(1 + ρ)1+ρ Bρs−1
)
rn.
Proof: For each vertex v ∈ V (G), we select δ vertices from N(v) and denote the resulting
set together with the vertex v by N ′[v]. Thus, |N ′[v]| = δ+1. For i = 1, 2, ..., r, let ai(v) be
a (0,1)-function on the set V (G) such that it assigns “1” to every vertex of G independently
with probability
p = 1−
(
r
(1 + θ)Bs−1
)1/θ
.
Let us define an r-function a(v) as follows: a(v) =
∑r
i=1 ai(v).
For m = 0, 1, ..., s− 1, we denote
Cm = {v ∈ V (G) :
∑
u∈N ′[v]
a(u) = m}.
Claim 1 For each set Cm, there exists a function cm : V (G)→ N such that
|cm| ≤ (s−m)|Cm| (1)
and for any vertex v ∈ Cm,
a(v) + cm(v) ≤ r and
∑
u∈N ′[v]
cm(u) ≥ s−m. (2)
Proof: Let us initially put cm(v) = 0 for all v ∈ V (G). Then, for each vertex v ∈ Cm,
we redefine cm in the set N
′[v] as follows:
Case 1: Suppose that cm(u) = 0 for any vertex u ∈ N ′[v]. Note that because∑
u∈N ′[v] a(u) = m, the “spare capacity” in N ′[v] is (δ + 1)r − m > s − m, i.e. the
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weight of cm can be increased in N
′[v] by s−m units. Thus, we can obviously redefine cm
in N ′[v] in such a way that ∑
u∈N ′[v]
cm(u) = s−m (3)
and
a(u) + cm(u) ≤ r for any u ∈ N ′[v]. (4)
In this case, we increased the weight of cm in N
′[v] by s−m units.
Case 2: Assume that cm(u) > 0 for some u ∈ N ′[v], but∑
u∈N ′[v]
cm(u) = ψ < s−m,
where ψ ≥ 1. In this case, we can increase the weight of cm in N ′[v] by s−m−ψ units to
make sure that (3) and (4) hold.
Case 3: Suppose now that cm(u) > 0 for some u ∈ N ′[v] and∑
u∈N ′[v]
cm(u) ≥ s−m.
In this case, we do not change the weight of cm in N
′[v].
Thus, when constructing the function cm, we increased its weight at most |Cm| times by
at most s−m units, and so (1) is true. The inequalities (2) are also true by construction.
Let us define the function f on the set V (G) as follows:
f(v) = a(v) + max
0≤m≤s−1
cm(v).
By Claim 1, the function f is an (s, ..., s)-dominating (r, ..., r)-function. Hence, it is also
an s-dominating r-function because s ≥ si and r ≤ τ ≤ ri for all i = 1, ..., n. Also,
f(v) ≤ a(v) +
s−1∑
m=0
cm(v).
The expectation of |f | is as follows:
E[|f |] ≤ E
[
|a|+
s−1∑
m=0
|cm|
]
≤
r∑
i=1
E[|ai|] +
s−1∑
m=0
(s−m)E[|Cm|].
We have
E[|Cm|] =
∑
v∈V (G)
P[v ∈ Cm] =
n∑
i=1
pm(1− p)(δ+1)r−m
(
(δ + 1)r
m
)
= pm(1− p)(δ+1)r−mBmn.
Thus,
E[|f |] ≤ pnr +
s−1∑
m=0
(s−m)pm(1− p)(δ+1)r−mBmn
= pnr + (1− p)(δ+1)r−s+1n
s−1∑
m=0
(s−m)pm(1− p)s−m−1Bm.
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Furthermore, for 0 ≤ m ≤ s− 1,
(s−m)Bm = (s−m)
(
(δ + 1)r
m
)
≤
θ+1∏
j=1
(s−m+ j − 1)
j
(
(δ + 1)r
m
)
=
(
(δ + 1)r −m
θ + 1
)(
(δ + 1)r
m
)
=
(
s− 1
m
)(
(δ + 1)r
s− 1
)
=
(
s− 1
m
)
Bs−1.
We obtain
γ 〈r, s〉 (G) ≤ E[|f |] ≤ pnr + (1− p)θ+1nBs−1
s−1∑
m=0
(
s− 1
m
)
pm(1− p)s−m−1
= pnr + (1− p)θ+1nBs−1
=
(
1− (rρ)
ρ
(1 + ρ)1+ρ Bρs−1
)
rn,
as required. The proof of the theorem is complete.
The proof of Theorem 3 implies a weaker upper bound for the 〈r, s〉-domination number.
This result generalises the classical bound in Theorem 1.
Corollary 1 For any graph G of order n with r ≤ τ ,
γ 〈r, s〉 (G) ≤ ln(θ + 1) + lnBs−1 − ln r + 1
θ + 1
rn.
Proof: The proof easily follows if we use the inequality 1− p ≤ e−p, and then minimise
the following upper bound:
γ 〈r, s〉 (G) ≤ pnr + e−p(θ+1)nBs−1.
It may be pointed out that the bound of Corollary 1 can be optimised with respect to
r, where r is now any integer between s/(δ + 1) and τ :
γ 〈r, s〉 (G) ≤ min
s/(δ+1)≤r≤τ
{
ln(θ + 1) + lnBs−1 − ln r + 1
θ + 1
rn
}
.
{k}-Domination is a particular case of 〈r, s〉-domination when ri = si = k for all
i = 1, ..., n. Theorem 3 and Corollary 1 imply new upper bounds for the {k}-domination
number. We have τ = s = k, and hence
r =
⌊
k
δ + 1
⌋
+ 1, θ = (δ + 1)r − k and Bk−1 =
(
(δ + 1)r
k − 1
)
.
Corollary 2 For any graph G with δ > 0 and ρ = 1/θ,
γ{k}(G) ≤
(
1− (rρ)
ρ
(1 + ρ)1+ρ Bρk−1
)
rn ≤ ln(θ + 1) + lnBk−1 − ln r + 1
θ + 1
rn.
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Similar to Corollary 1, the latter bound in Corollary 2 is weaker than the former bound,
but it has a simpler formula and can be further optimised with respect to r for integers
between k/(δ + 1) and k.
While 〈r, s〉-domination generalises the classical domination, k-tuple domination and
{k}-domination, the following definition generalises total domination by considering open
neighbourhoods.
An r-function f is called total s-dominating if∑
u∈N(vi)
f(u) ≥ si for all i = 1, ..., n.
The total 〈r, s〉-domination number γt 〈r, s〉 (G) of a graph G is the smallest weight of a
total s-dominating r-function of G.
Let
r˜ =
⌊
s
δ
⌋
+ 1, θ˜ = δr˜ − s, B˜s−1 =
(
δr˜
s− 1
)
and ρ˜ = 1/θ˜.
Theorem 4 For any graph G of order n with r˜ ≤ τ and δ > 0,
γt 〈r, s〉 (G) ≤
(
1− (r˜ρ˜)
ρ˜
(1 + ρ˜)1+ρ˜ B˜ρ˜s−1
)
r˜n ≤ ln(θ˜ + 1) + ln B˜s−1 − ln r˜ + 1
θ˜ + 1
r˜n.
Proof: For each vertex v ∈ V (G), we select δ vertices from N(v) and denote the
resulting set N ′(v). Thus, |N ′(v)| = δ. The proof now follows immediately from the proofs
of Theorem 3 and Corollary 1 if we replace N ′[v] by N ′(v).
The following upper bounds for the total k-domination number follow from Theorem 4
if we put ri = 1 and si = k for all i = 1, ..., n, in which case r˜ = 1, k < δ, θ˜ = δ − k and
B˜k−1 = bk−1 =
(
δ
k − 1
)
.
Corollary 3 For any graph G with δ¯ = δ − k > 0,
γtk(G) ≤
1− δ¯
(1 + δ¯)1+1/δ¯ b
1/δ¯
k−1
n ≤ ln(δ − k + 1) + ln bk−1 + 1
δ − k + 1 n.
In particular, we obtain an upper bound for the total domination number for any graph
G with δ ≥ 1: γt(G) ≤ ln δ+1δ n.
3 Favaron’s framework for parametric domination
While Cockayne’s framework is based on functions with prescribed properties, the focus
of the generalisation considered in this section is on properties of vertex sets called (k, l)-
dominating sets. These two frameworks complement each other because the former does
not generalise k-domination, while the latter does not include {k}-domination.
The following definition with minor adaptations is due to Favaron et al [9]. For integers
k ≥ 1 and l ≥ 1, a set D is called a (k, l)-dominating set of G if for every vertex v 6∈ D,
|N [v] ∩ D| ≥ k, and for every vertex v ∈ D, |N [v] ∩ D| ≥ l. The minimum cardinality
of a (k, l)-dominating set of G is the parametric domination number γk,l(G). Note that,
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using Favaron’s terminology [9], the parametric domination number is called (l − 1)-total
k-dominating number γl−1,k(G). Also, there is some similarity between this parameter and
f -domination defined in [17].
It is natural to consider the parametric domination number for graphs with δ ≥
max{k, l − 1}. Since V (G) is a (k, l)-dominating set of G, the parametric domination
is well defined. It is easy to see that γ1,1(G) is the domination number γ(G), γ2,1(G) is the
2-domination number γ2(G), γ2,2(G) is the double domination number γ×2(G) and γ1,2(G)
is the total domination number γt(G).
More generally, the parametric domination number unifies the following:
l = 1 γk,1(G) is the k-domination number γk(G)
l = k γk,k(G) is the k-tuple domination number γ×k(G)
l = k + 1 γk,k+1(G) is the total k-domination number γ
t
k(G)
Let ϕ = max{k, l − 1} and bt =
(
δ
t
)
.
Theorem 5 For any graph G with δ¯ = δ − ϕ > 0,
γk,l(G) ≤
1− δ¯
(1 + δ¯)1+1/δ¯ b
1/δ¯
ϕ−1
n.
Proof: For each vertex v ∈ V (G), we select δ vertices from N(v) and denote the resulting
set by N ′(v). Let A be a set formed by an independent choice of vertices of G, where each
vertex is selected with probability
p = 1−
(
1
(1 + δ¯)bϕ−1
)1/δ¯
.
For m = 0, 1, ..., k − 1, let us denote Bm = {v ∈ V (G) − A : |N ′(v) ∩ A| = m}. Also, for
m = 0, 1, ..., l− 2, we denote Am = {v ∈ A : |N ′(v)∩A| = m}. For each set Am, we form a
set A′m in the following way. For every vertex v ∈ Am, we take l −m− 1 neighbours from
N ′(v) − A and add them to A′m. Such neighbours always exist because δ ≥ l − 1. It is
obvious that |A′m| ≤ (l−m− 1)|Am|. For each set Bm, we form a set B′m by taking k−m
neighbours from N ′(v)−A for every vertex v ∈ Bm. Such neighbours always exist because
δ ≥ k. We have |B′m| ≤ (k −m)|Bm|.
Let us construct the set D as follows: D = A∪
(⋃l−2
m=0 A
′
m
)
∪
(⋃k−1
m=0 B
′
m
)
. The set D is
a (k, l)-dominating set. Indeed, if there is a vertex v which is not (k, l)-dominated by D,
then v is not (k, l)-dominated by A. Therefore, v would belong to Am or Bm for some m,
but all such vertices are (k, l)-dominated by the set D by construction.
The expectation of |D| is
E[|D|] ≤ E
[
|A|+
l−2∑
m=0
|A′m|+
k−1∑
m=0
|B′m|
]
≤ E[|A|] +
l−2∑
m=0
(l −m− 1)E[|Am|] +
k−1∑
m=0
(k −m)E[|Bm|].
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We have E[|A|] = ∑ni=1 P[vi ∈ A] = pn. Also,
E[|Am|] =
n∑
i=1
P[vi ∈ Am] =
n∑
i=1
p
(
δ
m
)
pm(1− p)δ−m = pm+1(1− p)δ−mbmn
and
E[|Bm|] =
n∑
i=1
P[vi ∈ Bm] =
n∑
i=1
(1− p)
(
δ
m
)
pm(1− p)δ−m = pm(1− p)δ−m+1bmn.
We obtain
E[|D|] ≤ pn+
l−2∑
m=0
(l −m− 1)pm+1(1− p)δ−mbmn+
k−1∑
m=0
(k −m)pm(1− p)δ−m+1bmn
≤ pn+
ϕ−1∑
m=0
(ϕ−m)pm+1(1− p)δ−mbmn+
ϕ−1∑
m=0
(ϕ−m)pm(1− p)δ−m+1bmn
= pn+
ϕ−1∑
m=0
(ϕ−m)bmnpm(1− p)δ−m.
Furthermore, for 0 ≤ m ≤ ϕ− 1,
(ϕ−m)bm = (ϕ−m)
(
δ
m
)
≤ (ϕ−m)
(
δ
m
) ϕ−m∏
j=2
(δ − ϕ+ j)
j
=
δ!
m!(ϕ−m− 1)!(δ − ϕ+ 1)! =
(
ϕ− 1
m
)(
δ
ϕ− 1
)
=
(
ϕ− 1
m
)
bϕ−1.
Therefore,
E[|D|] ≤ pn+ nbϕ−1(1− p)δ−ϕ+1
ϕ−1∑
m=0
(
ϕ− 1
m
)
pm(1− p)ϕ−1−m
= pn+ nbϕ−1(1− p)δ−ϕ+1
=
1− δ¯
(1 + δ¯)1+1/δ¯ b
1/δ¯
ϕ−1
n.
Since the expectation is an average value, there exists a particular (k, l)-dominating set of
the above order, as required. The proof of Theorem 5 is complete.
Corollary 4 For any graph G with δ ≥ ϕ,
γk,l(G) ≤ ln(δ − ϕ+ 1) + ln bϕ−1 + 1
δ − ϕ+ 1 n.
Proof: Using the inequality 1− p ≤ e−p, we obtain
E[|D|] ≤ pn+ nbϕ−1e−p(δ−ϕ+1).
The proof easily follows if we minimise the right-hand side in the above inequality.
Note that Theorem 5 and Corollary 4 imply the result formulated in Corollary 3 if we
put l = k + 1.
The next result is similar to Theorem 5 and Corollary 4, which provide better bounds
if l ≥ k + 1. However, for small values of l, the bounds of Theorem 6 are better. In what
follows, we put b−1 = 0.
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Theorem 6 For any graph G with δ̂ = δ −max{k, l}+ 1 > 0,
γk,l(G) ≤
(
1− δ̂
(1 + δ̂)1+1/δ̂ (bk−1 + bl−2)1/δ̂
)
n.
Also, for any graph G with δ ≥ max{k, l − 1},
γk,l(G) ≤ ln(δ̂ + 1) + ln(bk−1 + bl−2) + 1
δ̂ + 1
n.
Proof: Using the same construction as in the proof of Theorem 5, we obtain
E[|D|] ≤ pn+
l−2∑
m=0
(l −m− 1)pm+1(1− p)δ−mbmn+
k−1∑
m=0
(k −m)pm(1− p)δ−m+1bmn
= pn+
l−1∑
m=1
(l −m)pm(1− p)δ−m+1bm−1n+
k−1∑
m=0
(k −m)pm(1− p)δ−m+1bmn
= pn+ (1− p)δ−l+2nΘ1 + (1− p)δ−k+2nΘ2,
where
Θ1 =
l−1∑
m=1
(l −m)pm(1− p)l−m−1bm−1, Θ2 =
k−1∑
m=0
(k −m)pm(1− p)k−m−1bm.
Now, using an approach similar to that in the proof of Theorem 5, we can prove that
(l −m)bm−1 ≤
(
l − 1
m
)
bl−2 and (k −m)bm ≤
(
k − 1
m
)
bk−1.
Therefore, Θ1 ≤ bl−2 and Θ2 ≤ bk−1. We have
E[|D|] ≤ pn+ (1− p)δ−l+2nbl−2 + (1− p)δ−k+2nbk−1
≤ pn+ (1− p)δ̂+1n(bl−2 + bk−1).
The first upper bound of the theorem is obtained by minimising the above function, while
the second by minimising the following function: E[|D|] ≤ pn+ e−p(δ̂+1)n(bl−2 + bk−1).
The special case l = 1 in parametric domination is the k-domination number γk(G),
whereas the case when l = k is the k-tuple domination number γ×k(G). By Theorem 6,
the following results from [11] are obtained: for any graph G with δ̂ = δ − k + 1 > 0,
γk(G) ≤
1− δ̂
(1 + δ̂)1+1/δ̂ b
1/δ̂
k−1
n ≤ ln(δ − k + 2) + ln bk−1 + 1
δ − k + 2 n
and
γ×k(G) ≤
1− δ̂
(1 + δ̂)1+1/δ̂ b˜
1/δ̂
k−1
n ≤ ln(δ − k + 2) + ln b˜k−1 + 1
δ − k + 2 n,
where b˜k−1 = bk−1 + bk−2 =
(
δ + 1
k − 1
)
.
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4 Threshold functions for multiple domination
The bounds for multiple domination can be improved if we impose additional restrictions
on graph parameters, i.e. by considering smaller graph classes. Such restrictions are called
threshold functions. Caro and Roditty [4] and Stracke and Volkmann [17] were the first
considering a threshold function for k-domination in the form δ ≥ 2k − 1. For a slightly
stronger threshold function Rautenbach and Volkmann [16] found an interesting upper
bound for the k-tuple domination number:
Theorem 7 (Rautenbach and Volkmann [16]) If δ ≥ 2k ln(δ + 1)− 1, then
γ×k(G) ≤
(
k ln(δ + 1)
δ + 1
+
k−1∑
i=0
k − i
i!(δ + 1)k−i
)
n.
It may be pointed out that similar threshold bounds for the k-domination number are
considered in [12].
In the next theorem we consider a threshold function in the form δ ≥ ck − 1, where
c > 1 is a constant. Although c is not restricted from above, for given k and δ the constant
c should not be taken as large as possible. The best approach would be to optimise c for
given k and δ in such a way that the bound (5) is minimised while δ ≥ ck − 1 holds. We
will deal with this later.
Theorem 8 For any graph G with δ ≥ ck − 1, where c > 1 is a constant,
γ×k(G) <
(
c
δ + 1
+
1
e0.5k(c+1/c−2)
)
kn. (5)
Proof: For each vertex v ∈ V (G), we select δ vertices from N(v) and denote the resulting
set together with the vertex v by N ′[v]. Thus, |N ′[v]| = δ + 1. Let A be a set formed
by an independent choice of vertices of G, where each vertex is selected with probability
p = ck
δ+1
≤ 1. For m = 0, 1, ..., k − 1, we denote Cm = {v ∈ V (G) : |N ′[v] ∩ A| = m}.
For each set Cm, let us form a set C
′
m in the following way: for every vertex v ∈ Cm we
take k−m neighbours from N ′[v]−A and add them to C ′m. Such neighbours always exist
because δ ≥ k. It is obvious that |C ′m| ≤ (k −m)|Cm| ≤ k|Cm|.
Let us construct the set D as follows:
D = A ∪
(
k−1⋃
m=0
C ′m
)
.
It is easy to see that D is a k-tuple dominating set. The expectation of |D| is
E[|D|] ≤ E
[
|A|+
k−1∑
m=0
|C ′m|
]
≤ E[|A|] + k
k−1∑
m=0
E[|Cm|].
We have E[|A|] = pn and
k−1∑
m=0
E[|Cm|] =
k−1∑
m=0
n∑
i=1
P[vi ∈ Cm] =
n∑
i=1
k−1∑
m=0
P[|N ′[vi] ∩ A| = m] =
n∑
i=1
P[|N ′[vi] ∩ A| < k].
Let X1, ..., Xt be random variables, which are mutually independent with
P[Xi = 1− p] = p and P[Xi = −p] = 1− p.
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Also, let X = X1 + ... + Xt, i.e. X has distribution B(t, p) − np. By Alon-Spencer’s
theorem,
P[X < −a] < e−a2/2pt,
where a > 0 (Theorem A.1.13 in [1]). The above random set A can be seen as a set
of vertices labelled by 1, where each vertex is assigned 1 with probability p and 0 with
probability 1− p. Let us now subtract p from all the labels, i.e. for each vertex vj we have
a random variable τj such that
P[τj = 1− p] = p and P[τj = −p] = 1− p.
For a vertex vi, we define a random variable τ
∗
i =
∑
vj∈N ′[vi] τj. Taking into account that
k − (δ + 1)p = k(1− c) < 0, we obtain by Alon-Spencer’s theorem:
P[|N ′[vi] ∩ A| < k] = P[τ ∗i < k − (δ + 1)p] < e−
[k−(δ+1)p]2
2p(δ+1) = e−
[k−ck]2
2ck = e−0.5k(c+1/c−2).
Thus,
k−1∑
m=0
E[|Cm|] < ne−0.5k(c+1/c−2)
and
γ×k(G) ≤ E[|D|] < pn+ kne−0.5k(c+1/c−2) =
(
c
δ + 1
+
1
e0.5k(c+1/c−2)
)
kn,
as required. The proof of the theorem is complete.
Let us consider a particular case of Theorem 8 when c = 3, and compare it to Theorem
7 for graphs with δ ≥ 20. We have
γ×k(G) <
(
3
δ + 1
+
1
e2k/3
)
kn (6)
for any graph G with δ ≥ 3k − 1. This bound is better than the bound of Theorem 7 if
the former is less than the first term of the latter, i.e.(
3
δ + 1
+
1
e2k/3
)
k <
k ln(δ + 1)
δ + 1
,
which is equivalent to
k > 1.5 ln(δ + 1)− 1.5 ln[ln(δ + 1)− 3] = 1.5 ln(δ + 1)(1− o(1)).
Since Theorem 7 is applicable for k ≤ (δ + 1)/(2 ln(δ + 1)), we conclude that (6) provides
a better upper bound than Theorem 7 if
1.5 ln(δ + 1)(1− o(1)) < k ≤ δ + 1
2 ln(δ + 1)
,
which is the largest part of the applicable interval.
For example, if δ(G) = 1000, then Theorem 7 is applicable for k ≤ 72, whereas (6) is
applicable for k ≤ 333. Since 1.5 ln(1001) − 1.5 ln[ln(1001) − 3] = 8.3, we obtain that the
bound (6) is stronger than the bound of Theorem 7 if 9 ≤ k ≤ 72. If k ≤ 8, then Theorem 7
provides a better upper bound than (6). However, we can try to optimise the constant c in
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Theorem 8 for given δ and k as follows. The right-hand side of the bound (5) is minimised
for c satisfying the following equation:
0.5k(c+
1
c
− 2)− ln(0.5k(δ + 1)) = ln(1− 1
c2
).
Now, replacing ln(1− 1
c2
) by −1/c2, we obtain the following cubic equation:
kc3 − 2 (k + ln[0.5k(δ + 1)]) c2 + kc+ 2 = 0.
The real root c > 1 of this equation, which satisfies the condition δ ≥ ck − 1, can be used
in Theorem 8. For example, if k = 5 and δ = 1000, then the above cubic equation becomes
c3 − 5.13c2 + c+ 0.4 = 0.
For this equation, the largest real root is c = 4.910 (3 dp). Using this value of c in Theorem
8, we obtain γ×5(G) < 0.027n, whereas Theorem 7 produces the bound γ×5(G) < 0.035n.
It is not difficult to generalise Theorem 8 for parametric domination and 〈r, s〉-domination.
Let us denote µ = max{k, l}.
Theorem 9 For any graph G with δ ≥ cµ− 1, where c > 1 is a constant,
γk,l(G) <
(
c
δ + 1
+
1
e0.5µ(c+1/c−2)
)
µn.
Theorem 10 For any graph G with (δ + 1)τ ≥ cs, where c > 1 is a constant,
γ〈r, s〉(G) <
(
c
δ + 1
+
1
e0.5s(c+1/c−2)
)
sn.
Caro and Yuster [6] proved an important asymptotic result that if δ is much larger
than k, then the upper bound for the total k-domination number is ‘close’ to the bound of
Theorem 1. More precisely, they proved the following:
Theorem 11 (Caro and Yuster [6]) If k <
√
ln δ, then
γtk(G) ≤
ln δ
δ
n(1 + oδ(1)).
The same upper bound is therefore true for the k-tuple domination and k-domination
numbers. The threshold function k <
√
ln δ in Theorem 11 is indeed very strong, but the
corresponding bound is similar to that of Theorem 1, which is best possible in the class of
all graphs. Let us consider a weaker but similar threshold function k ≤ (1− c) ln δ, where
0 < c < 1 is a constant. The following explicit and asymptotic bounds are obtained:
Theorem 12 For any graph G with k ≤ (1− c) ln δ, where 0 < c < 1 is a constant,
γ×k(G) <
(
ln δ
δ + 1
+
k
δ0.5c2
)
n ≤ (1− c) ln δ
δ0.5c2
n(1 + oδ(1)).
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Proof: The proof is similar to that of Theorem 8 if we put p = ln δ
δ+1
≤ 1. Now,
p ≥ k
(1− c)(δ + 1) >
k
(δ + 1)
,
i.e. k − (δ + 1)p < 0 and
P[|N ′[vi] ∩ A| < k] = P[τ ∗i < k − (δ + 1)p] < e−
[k−(δ+1)p]2
2p(δ+1) = e−
[k−ln δ]2
2 ln δ ≤ e−0.5c2 ln δ = δ−0.5c2 .
Thus,
γ×k(G) ≤ E[|D|] < pn+ knδ−0.5c2 =
(
ln δ
δ + 1
+
k
δ0.5c2
)
n,
as required.
Theorem 12 can be generalised for parametric domination and 〈r, s〉-domination as
follows.
Theorem 13 For any graph G with µ ≤ (1− c) ln δ, where 0 < c < 1 is a constant,
γk,l(G) <
(
ln δ
δ + 1
+
µ
δ0.5c2
)
n.
Similar to Theorem 10 the upper bound in the next result does not depend on τ . Note
also that s ≤ (δ + 1)τ holds because s ≤ (1 − c) ln δ < ln δ ≤ (δ + 1)τ , i.e. γ〈r, s〉(G) is
well defined.
Theorem 14 For any graph G with s ≤ (1− c) ln δ, where 0 < c < 1 is a constant,
γ〈r, s〉(G) <
(
ln δ
δ + 1
+
s
δ0.5c2
)
n.
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