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a b s t r a c t
In 1974, Andrews discovered the generating function for the
partitions of n considered in a theorem due to Gordon. In a
more recent paper, he reconsidered this generating function and
gave refinements where additional restrictions involving parities
are imposed. A combinatorial construction for the partitions
enumerated by the mentioned generating function is given. Some
of the Andrews’ refinements are proven combinatorially, and a
conjecture of his is settled.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
A partition λ of a positive integer n is a non-increasing sequence of positive integers λ1 ≥ · · · ≥
λk > 0 such that n = λ1 + · · · + λk [5, Ch. 1]. One may impose some constraints such as requiring
distinct parts, parts that belong to certain residue classes modulo some positive integer, and so on.
Many theorems in partition theory assert the equinumerity of partitions of a given integer satisfying
a condition and the partitions of that integer satisfying some other condition. Some theorems can
be proven using generating functions. Others are proven using purely combinatorial methods and a
following problem in such cases is to provide generating functions for partitions described in those
results.
In 1961, Gordon proved that the number of partitions of n into parts that are not congruent to 0,±a
modulo 2k + 1 equals the number of partitions of n in which pairs of consecutive integers appear at
most k − 1 times and 1 appears at most a − 1 times [12]. It is easy to write the generating function
for the former sort of partitions, as they are given by∏
n≥1
n6≡0,±a(mod 2k+1)
1
(1− qn) . (1.1)
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However, a generating function was not given for partitions subject to the latter constraint unless
k = 2. Gordon used purely combinatorial methods, and his proof is a generalization of Schur’s [14]
combinatorial proof of the Rogers–Ramanujan Identities. In the case k = 2, Gordon’s result is a
combinatorial interpretation of the famous Rogers–Ramanujan identities.
In 1966, Andrews [1] found that the following series is a solution to functional equations which
derive from recurrences satisfied by bk,a(m, n), the number of partitions of n into m parts such that
pair of consecutive integers occurs at most k− 1 times together and 1 occurs at most a− 1 times.
Qk,i(x; q) =
∑
n≥0
(−1)nxknq(2k+1)n(n+1)/2−in(1− xiq(2n+1)i)
(q)n(xqn+1)∞
. (1.2)
This series previously appeared in [13] and [15]. Here,
(a)n = (a; q)n = (1− a)(1− aq) · · · (1− aqn−1),
and
(a)∞ = (a; q)∞ = lim
n→∞(a; q)n.
In this sense,∑
m,n≥0
bk,a(m, n)xmqn = Qk,i(x; q). (1.3)
Upon substituting x = 1 and using Jacobi’s Triple Product identity [5, Eq. (2.2.10)], Gordon’s theorem
follows.
In 1974, Andrews, in his Proceedings of the National Academy of Sciences paper [2, Eq. (2.5)],
discovered the generating function for bk,a(m, n) as
∑
m,n≥0
bk,a(m, n)xmqn =
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1xN1+···+Nk−1
(q)n1 · · · (q)nk−1
, (1.4)
where
Nr = nr + · · · + nk−1.
Heused the same functional equations forwhichQk,i(x; q) is a solution, and established the right-hand
side of (1.4) as another. Here, the exponent of q is the number being partitioned (n), and the exponent
of x is the number of parts (m).
For x = 1, together with (1.3), and Jacobi’s Triple Product Identity, it follows that
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1
(q)n1 · · · (q)nk−1
=
∏
n≥1
n6≡0,±a(mod 2k+1)
1
(1− qn) , (1.5)
which has since been called the Andrews–Gordon Identities. Note that the proof does not use Gordon’s
original result.
The next problemwas to provide a constructive explanation to explain Andrews’ series (1.4), since
it was not at all clear how the aforementioned partitions are generated. In 1980, Bressoud gave a
combinatorial argument using ordinary partitions [9, Section 5] which allowed an extension to (1.4)
with one more parameter. Bressoud’s construction is inductive. There are other approaches which
explain (1.4) such as Durfee dissection [4], multipartitions [6], or lattice paths [11].
In Section 2, the Gordon marking of a partition is defined, and a set of attributes to a partition
is described. Backward and forward moves are defined which are restrictions of adding one or
subtracting one from somepart in the partition. Thisway, it is possible to keep someof those attributes
invariant. The invariants are then related to the indices in the denominators of the generating function
(1.4) thus arriving at a new combinatorial interpretation.
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In a recent paper [7], Andrews revisited his generating function (1.4) and extended his results
by considering some additional restrictions involving parities. He achieved those generalizations by
using double recursions satisfied by bk,a(m, n)where additional constraints are imposed. This in turn
gave larger sets of functional equations the solutions of which are variants of (1.4). Andrews then
left the combinatorial explanations of the resulting generating functions as open problems. He made
a conjecture, and gave a list of open problems. The method employed in Section 3 very naturally
generalizes to explain most generating functions in [7] and proves Andrews’ conjecture as well.
2. Background
We begin with a few definitions from [7].
Definition 2.1. Let k ≥ 2, k ≥ a ≥ 1. bk,a(m, n) denotes the number of partitions of n into m parts
such that 1 appears at most a−1 times, and any pair of consecutive integers together appears at most
k− 1 times.
Definition 2.2. Let k ≥ 2, k ≥ a ≥ 1. wk,a(m, n) denotes the number of partitions of n enumerated
by bk,a(m, n) such that even parts appear an even number of times.
Definition 2.3. Let k ≥ 2, k ≥ a ≥ 1. wk,a(m, n) denotes the number of partitions of n enumerated
by bk,a(m, n) such that odd parts appear an even number of times.
Let λ = (λ1, . . . , λm) be a partition of n, i.e. n = |λ| = λ1 + · · · + λm.
Definition 2.4. The Gordon marking of a partition λ is an assignment of positive integers (marks)
to λ such that parts equal to any given integer a are assigned distinct marks from the set Z>0 \{
r| ∃ r-marked λj = a− 1
}
such that the smallest possible marks are used first. Let λ(r) denote the
sub-partition of λ that consists of all r-marked parts. Let Nr be the number of r-marked parts (i.e. the
number of parts in λ(r)), and let nr = Nr − Nr+1 for any positive integer r .
For instance, if λ = (18, 17, 16, 15, 15, 13, 13, 11, 9, 7, 6, 6, 5, 4, 3, 2, 2), (|λ| = 162), then its
Gordon marking would be
λ = (182, 171, 163, 152, 151, 132, 131, 111, 91, 72, 63, 61, 52, 41, 33, 22, 21).
In fact, we can represent the Gordon marking by an array where the column indicates the value of a
part, and the row (counted from bottom to top) indicates the mark, so the Gordonmarking of λ above
would be
λ =
{ 3 6 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
.
We will use this representation throughout the paper.
There are several things to note here. First of all, Gordon marking is unique. For if a is the smallest
part appearing in the partition, then there is a unique way to mark parts that are equal to a, and then
there is a unique way to mark parts that are equal to (a+ 1) (if any), and so on.
λ(r) are sub-partitions with distinct non-consecutive parts, because no consecutive parts are
assigned the same mark by definition. Also, for any r-marked λj, r > 1, there is a unique (r − 1)-
marked λj0 = λj or λj0 = λj − 1. This implies N1 ≥ N2 ≥ · · ·, and hence n1, n2, . . . ≥ 0.
Finally, if λ is enumerated by bk,a(m, n), then there are no k or greater marked parts, since each
consecutive pair of integers together occur at most (k − 1) times. In this case, we can restrict our
attention on N1, . . . ,Nk−1, and n1, . . . , nk−1.
Definition 2.5. Let λ = (λ1, . . . , λm) be a Gordon marked partition. Let λj 6= 1 be an r-marked part
such that
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(a) There are no (r + 1) or greater marked parts that are equal to λj or λj + 1.
(b) There is an r0 ≤ r such that there is an r0-marked λj0 = λj, but no r0-marked parts that are equal
to λj − 2.
Choose the smallest r0 described in (b), and a backwardmove of rth kindonλj is replacing r0-marked
λj0 with an r0-marked λj0 − 1, and hence |λ| → |λ| − 1.
For instance,
λ =
{ 3 6 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
,
↓ after a backward move of 3rd kind on 3-marked 6 becomes
λ′ =
{ 3 5 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
.
Note that a backward move of 2nd kind is not possible for 2-marked 2, since (a) does not hold.
Similarly, a backward move of the 1st kind on 1-marked 11 is not possible, since (b) fails.
We claim that a backward move of the rth kind preserves the marking of other unchanged parts.
By (b) and the original marking, there are no r0-marked parts that are equal to λj0 − 1 or λj0 − 2. It
follows that there are no r0, r0 + 1, . . .-marked parts that are equal to λj0 − 1, since by the marking,
any part equal to λj0 − 1 that requires a higher mark than r0 would be assigned r0. Then, again by
the marking, there are r0, r0 + 1, . . . , r-marked parts equal to λj. By a similar reasoning, there are no
r0, r0 + 1, . . .-marked parts equal to λj + 1, since any part that requires a higher mark than r0 would
be assigned (r+1). That is ruled out by (a). This justifies the claim. Therefore, N1,N2, . . . are invariant
under backward moves of any kind when conditions exist.
Definition 2.6. Let λ = (λ1, . . . , λm) be a Gordon marked partition. Let λj be an r-marked part such
that
(c) There are no (r + 1) or higher marked part equal to λj or λj + 1,
and either
(d1) There is an r0 marked part λj0 = λj − 1, r0 < r such that there are no r0-marked parts equal to
λj + 1, and r0 + 1 or higher marked parts equal to λj − 1,
or
(d2) there are 1, . . . , r − 1 marked parts equal to λj or λj + 1, and no r-marked parts equal to λj + 2.
A forward move of the rth kind is replacing r0-marked λj0 with an r0-marked λj0 + 1 if (c) and (d1)
holds; and replacing r-marked λj with an r-marked λj + 1 if (c) and (d2) holds, and (d1) fails; hence
|λ| → |λ| + 1.
For example,
λ =
{ 3 6 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
,
↓ after a forward move of 3rd kind on 3-marked 16 becomes
λ′′ =
{ 3 6 16
2 5 7 13 16 18
2 4 6 9 11 13 15 17
}
.
↓ After another forward move of 3rd kind on 3-marked 16, it becomes
λ′′′ =
{ 3 6 17
2 5 7 13 16 18
2 4 6 9 11 13 15 17
}
.
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Observe that a forward move of the 2nd kind is not possible on 2-marked 13 in λ, since neither (d1)
nor (d2) holds. Similarly, a forward move of the 2nd kind on 2-marked 2 is not possible, since (c) fails.
To be more precise, we can replace that 2-marked 2 with a 2-marked 3 as some forward move, but
that would be a forward move of the 3rd kind for 3-marked 3.
We claimhere also that a forwardmove of the rth kind preserves theGordonmarking of unchanged
parts. For when (c) and (d1) holds, there are no r0 + 1 or higher marked parts that are equal to λj − 1
so that the deletion of r0-marked λj0(= λj − 1) would spare the mark r0 for them. Also, there are no
r0 marked parts equal to λj, but there are r0, r0 + 1, . . . , r-marked parts equal to λj by the Gordon
marking. Once r0-marked λj0 is deleted, however, we need to alter the marking of parts equal to λj.
That is avoided by the introduced r0-marked λj0 + 1 = λj. By (c) and (d1), there are no r0 or greater
marked parts equal to λj + 1, therefore the marking of the other parts is not affected.
When (c) and (d2) holds, but (d1) does not, then there are 1, . . . , (r − 1)-marked parts equal to
either λj or λj+ 1, so an extra λj+ 1 would be assigned mark r after the deletion of r-marked λj. Also,
similar to the reasoning following the definition of a backwardmove of the rth kind, there are no r+1
or higher marked parts equal to λj + 2. So in this case as well, the Gordon marking of the other parts
is unaltered, and hence N1,N2, . . . are invariant.
Note that in the above example for forward moves, the first move is possible in virtue of (c) and
(d1), and the second move is possible in virtue of (c) and (d2).
Proposition 2.7. Let λ = (λ1, . . . , λm) be a Gordon marked partition. Let λj 6= 1 be an r-marked part.
If conditions exist for a backward move of the rth kind on λj, then conditions will exist for a forward move
of the rth kind on the same part after the backward move is performed. Conversely, if conditions exist for
a forward move of the rth kind on λj, then conditions will exist for a backward move of the rth kind on the
same part after the forward move is performed.
Moreover, the moves made in given orders will fix λ.
In other words, so many forward and that many backward moves, or vice versa, on the same part
are inverse transformations on λwhen conditions exist for the first sequence of moves.
Remark. ‘Same part’ refers to λj if another strictly smaller marked part is altered, and to λj ± 1 if λj
itself is altered.
Proof. Assume that a backward move of the rth kind is performed on λj, and an r0-marked λj0 is
replaced by an r0-marked λj0 − 1.
If r0 < r , then the forward move is to be performed on λj. In this case, (a) implies (c), and by
the arguments following Definition 2.5, (d1) holds for the above r0 < r , so the r0-marked λj0 − 1 is
replaced back by r0-marked λj0 − 1+ 1 = λj0 .
Otherwise if r0 = r , then the forward move is to be performed on r-marked λj − 1. (a) and the
arguments following Definition 2.5 imply (c) under the substitution λj → λj − 1. By (b), r0 = r and
(d1) fails. By the Gordonmarking of the original λ (d2) holds, and r-marked λj− 1 is replaced back by
r-marked λj − 1+ 1 = λj. In either case, λ is fixed, so the first claim is proven.
For the second claim, if (c) and (d1) held, then (a) holds. There cannot be any r0 or higher marked
part equal to λj+1, because there were no r0 marked parts equal to λj before the forwardmove. Also,
for some r0 < r , (b) holds by the Gordon marking of original λ. r0 in (d1) will be the smallest such for
(b), since for any smaller r1 < r0, there are r1-marked parts that are equal to either λj−1 or λj−2, by
the marking. In this case, r0-marked λj0 will first be replaced by r0-marked λj0 + 1, and then replaced
back again by r0-marked λj0 + 1− 1 = λj0 .
Otherwise if (c) and (d2) held, but (d1) failed, then by the Gordonmarking and (c), there are no r or
higher marked parts equal to λj + 1 or λj + 2, so (a) holds upon substituting λj → λj + 1. Also, when
r = r0, then by the Gordon marking, there are r1-marked parts (r1 < r) equal to either λj or λj − 1
and by (d2), for all r1 for which there is an r1-marked part equal to λj − 1, there is also an r1-marked
part equal to λj + 1. Conversely, for any r1 < r , the presence of an r1-marked part equal to λj + 1
together with r-marked λj in the initial Gordon marked partition forces the presence of an r1-marked
part equal to λj − 1, by the Gordon marking. Thus, (b) holds only for r0 = r , and for no smaller mark.
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The r-marked λj + 1 is replaced back by r-marked λj + 1 − 1 = λj. In either case, λ is fixed. This
justifies the second claim and concludes the proof. 
As an example, please note that a forward move of the 3rd kind on 3-marked 5 in λ′ above gives
us λ back. So does a backward move of the 3rd kind on 3-marked 16 in λ′′.
Proposition 2.8. Let λ = (λ1, . . . , λm) be a Gordon marked partition. Let λj1 < λj2 be two r-marked
parts such that there are no r or higher marked λj3 for which λj1 < λj3 < λj2 .
(i) If conditions exist for a backward move of the rth kind on λj1 , and (a) is satisfied for λj2 , then the move
made on λj1 will enable a backward move of the rth kind on λj2 .
(ii) If conditions exist for a forward move of the rth kind on λj2 , (c) is satisfied for λj1 , and either there are
no r + 1 or higher marked parts equal to λj1 − 1, or for all r0 < r there are r0 marked parts equal to
λj1 , then the move made on λj2 will enable a forward move of the rth kind on λj1 .
Proof. (i) When (b) fails for λj2 , then for all r0 ≤ r , there is an r0 marked part equal to λj2 − 2
whenever there is an r0 marked part equal to λj2 . In particular, λj1 = λj2 − 2. Once a backward
move of the rth kind is made on λj1 , an r0 ≤ r will be spared to satisfy (b) for λj2 .
(ii) (c) is satisfied both for λj1 and for λj2 .
For the first possibility, when both (d1) and (d2) fail for λj1 , then by (d2) there is an r-marked
part equal to λj1 + 2. That is, λj2 = λj1 + 2. Once the move is performed on λj2 , if r-marked λj2 is
replaced by r-marked λj2 + 1, (d2) will be satisfied for λj1 thanks to (d2) for λj2 . Or, some r0 < r
will be spared after replacing an r0marked part equal toλj2−1 = λj1+1. By the remarks following
the definitions of backward and forward moves, the same r0 will satisfy (d1) for λj2 , since there
are no r0 + 1 or higher marked parts equal to λj2 − 1 = λj1 + 1.
For the second possibility, i.e. λ having 1, . . . , r-marked parts equal to λj1 , the only hindrance
is that there are 1, . . . , r-marked parts equal to λj1 + 2, again, λj2 = λj1 + 2. In this case, the only
possible forward move of the rth kind for λj2 is replacing r-marked λj2 with an r-marked λj2 + 1,
and hence enabling (d2) for λj1 . Observe that there are no parts equal to λj1 + 1 = λj2 − 1 at all
in this case. 
As an example, a backward move of the 1st kind on 1-marked 9 in λ enables a backward move of
the 1st kind for 1-marked 11. Also, the hypotheses of case (ii) hold for the 3-marked 3 and 3-marked
6 in λ, but a forward move of the 3rd kind is possible on 3-marked 3 regardless of whether a forward
move is performed on 3-marked 6 or not. Therefore the result cannot claimnecessity. This observation
will be used below.
We provide another example and a non-example for Proposition 2.8(ii). Let
η =

2
2
1 3 5
1 3 5
1 3 5
 , and η
′ =

5
4 6 8
3 5 7
2 4 6 8
1 3 5 7
 .
For η, let ηj1 be the 3-marked 3, and ηj2 be the 3-marked 5, and for η
′, let η′j1 be the 4-marked 6, and η
′
j2
be the 4-marked 8. A forward move of the 3rd kind on ηj2 enables a forward move of the 3rd kind on
ηj1 , in spite of the fact that there are 4- and 5-marked 2s. However, a forward move of the 4th kind on
η′j2 does not enable a forwardmove of the 4th kind on η
′
j1
, since any suchmovewill alter the invariants
(some ni) of Gordon marking. These last examples indicate that we do need a longer hypothesis for
the second part in Proposition 2.8.
Proposition 2.9. (i) When conditions exist, a single forward or backward move of the rth kind switches
the parity of number of occurrences of two consecutive parts.
(ii) When conditions exist, two successive backward or forward moves on the same part (hereafter
a double backward or forward move) either preserve the parities of number of occurrences of each
part, or else swap the parities of number of occurrences of a and a+ 2, which have opposite parities,
for some positive integer a.
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Proof. (i) This is obvious, since a part λj0 is replaced by λj0 ± 1.
(ii) We will prove this for backward moves only, the proof will be complete by Proposition 2.7. There
are two possibilities. Either there are r0 < r1 ≤ r such that r0-marked λj0 will be replaced by
r0-marked λj0 − 1, and r0-marked λj1 = λj0 will be replaced by r1-marked λj1 − 1 = λj0 − 1. This
gives us the first option.
Otherwise if an r-markedλj is first replaced by r-markedλj−1, and then an r0 ≤ r-marked part
equal to λj−1 is replaced by an r0-marked part equal to λj−2; by (b) thismeans for any r0 < r for
which there is an r0 marked part equal to λj, there is an r0-marked part equal to λj− 2. Moreover,
there is no r-markedpart equal toλj−2whileλj itself is r-marked. Thus thenumber of occurrences
of λj is exactly onemore than the number of occurrences of λj−2, i.e. they have opposite parities.
Those parities are swapped by the two successive moves described. With a = λj− 2, this gives us
the second option, and proves the assertion. 
For example,
λ =
{ 3 6 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
,
↓ after a double backward move of the 3rd kind on 3-marked 6 becomes
λiv =
{ 3 5 16
2 4 7 13 15 18
2 4 6 9 11 13 15 17
}
.
The double backward move here swaps the opposite parities of number of occurrences of 4 and 6.
3. Main results
Theorem 3.1 (Andrews [2, Eq. (2.5)]). Let k ≥ 2, k ≥ a ≥ 1. Then,
∑
m,n≥0
bk,a(m, n)xmqn =
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1xN1+···+Nk−1
(q)n1 · · · (q)nk−1
, (3.1)
where Nr = nr + · · · + nk−1.
Proof. Let λ = (λ1, . . . , λm) be a partition of n enumerated by bk,a(m, n). We will find integers
N1 ≥ · · · ≥ Nk−1 such thatm = N1+· · ·+Nk−1; a base partition λ˜which is enumerated by bk,a(m, n˜)
where
n˜ = |˜λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1,
and for which no further backwardmoves are possible without violating the conditions for bk,a(m, n);
and k−1 partitionsµ(r) such thatµ(r) has at most nr = Nr −Nr+1 parts, r = 1, . . . , k−1; all unique.
This will give us an injectivemapping from the partitions enumerated on the left-hand side of identity
(3.1) to the partitions enumerated on the right-hand side, where the exponent of q in the numerator
will account for |˜λ|, the factors on the denominator will account for µ(r), r = 1, . . . , k − 1, and the
exponent of x for the number of parts.
Conversely, let N1 ≥ · · · ≥ Nk−1, nr = Nr − Nr+1, r = 1, . . . , k− 1; k− 1 partitions µ(r) such that
µ(r) has at most nr(= Nr − Nr+1) parts, r = 1, . . . , k− 1 be given. Letm = N1 + · · · + Nk−1. We will
first construct a base partition λ˜which is enumerated by bk,a(m, n˜)where
n˜ = |˜λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1,
and for which no further backwardmoves are possible without violating the conditions for bk,a(m, n).
Then we will produce a partition λ of
n = |λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1 +
k−1∑
r=1
|µ(r)|
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enumerated by bk,a(m, n), again uniquely. This in turn will give us an injective mapping from the
partitions listed on the right-hand side of (3.1) to the partitions listed on the left hand side.
Then we will argue that the two constructions are inverse to each other, proving the theorem
bijectively.
Given λ = (λ1, . . . , λm), a partition of n enumerated by bk,a(m, n), let Nr be the number of r-
marked parts in the Gordon marking of λ. Let nr = Nr − Nr+1, r = 1, . . . , k − 1. Observe that
0 = Nk = Nk+1 = . . ., since there are no more than k − 1 occurrences of any two consecutive parts.
Let λjnk−1 < · · · < λj1 be the k − 1 marked parts. Then a backward move is possible on λjnk−1 unless
λjnk−1 = 1. This cannot happen when a < k, by the hypothesis. We make a sequence of backward
moves of the (k− 1)th kind on λjnk−1 , until the partition ends with
2 ↑
... (k− a)
2 ↓
1 ↑
... (a− 1)
1 ↓
. . .

.
Note that with this configuration, one more backward move of the (k− 1)th kind on (k− 1)-marked
2 will bring exactly a 1’s in the partition, violating a condition for bk,a(m, n). We call the number of
required moves µ(k−1)nk−1 . By Proposition 2.8 and the following remark, we can perform at least µ
(k−1)
nk−1
backwardmoves on λjnk−1−1 , possiblymore. Sowe call the number of backwardmoves of the (k−1)th
kind on λjnk−1−1 required to make the partition end with
2 4 ↑
...
... (k− a)
2 4 ↓
1 3 ↑
...
... (a− 1)
1 3 ↓
. . .

µ
(k−1)
nk−1−1. No more backward moves of the (k − 1)th kind on (k − 1)-marked 4 are possible, since (b)
is not satisfied.
We repeat this process for the remaining (k − 1)-marked parts in their increasing order, forming
the partitionµ(k−1) with at most nk−1 partsµ(k−1)nk−1 ≤ · · · ≤ µ(k−1)1 . So far the transformed λ looks like
(k−1)nk−1 parts︷ ︸︸ ︷
2 4
...
...
2 4
1 3
...
...
1 3
. . .
2Nk−1
...
2Nk−1
(2Nk−1 − 1)
...
(2Nk−1 − 1)
↑
(k− a)
↓
↑
(a− 1)
↓
parts
≥ (2Nk−1 + 1)

,
and we have made a total of |µ(k−1)| backward moves of the (k− 1)th kind.
We work on an example on the fly.
Example. We take λ as given far above, noting that it is a partition listed by b4,3(17, 162). Namely,
k − 1 = 3, a − 1 = 2, m = 17 and n = 162. By the Gordon marking of λ, N1 = 8, N2 = 6,
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and N3 = 3. Thus, n1 = 2, n2 = 3, and n3 = 3. Following the above notation, λj3 = 3-marked 3,
λj2 = 3-marked 6, and λj1 = 3-marked 16. It is easy to see that afterµ(3)3 = 3 backward moves of the
3rd kind on 3-marked 3, and µ(3)2 = 5 moves of the 3rd kind on 3-marked 6, λwill be made into{ 2 4 16
1 3 7 13 15 18
1 3 6 9 11 13 15 17
}
.
Itwould be instructive to make the backward moves of the 3rd kind on 3-marked 16 one by one. The
boldfaced part at each step is the decreased one.
↓{ 2 4 15
1 3 7 13 15 18
1 3 6 9 11 13 15 17
}
↓{ 2 4 14
1 3 7 13 15 18
1 3 6 9 11 13 15 17
}
↓{ 2 4 13
1 3 7 13 15 18
1 3 6 9 11 13 15 17
}
↓{ 2 4 13
1 3 7 12 15 18
1 3 6 9 11 13 15 17
}
↓{ 2 4 12
1 3 7 12 15 18
1 3 6 9 11 13 15 17
}
↓ After 10 more analogous moves, we obtain{ 2 4 6
1 3 6 9 15 18
1 3 6 9 11 13 15 17
}
.
↓{ 2 4 6
1 3 6 9 15 18
1 3 5 9 11 13 15 17
}
↓{ 2 4 6
1 3 5 9 15 18
1 3 5 9 11 13 15 17
}
We have made µ(3)1 = 17 backward moves of the 3rd kind on 3-marked 16, and have reached a
configuration in which no more backward moves of the 3rd kind are possible without violating the
conditions for b4,3(m, n). We have made a total of 25 = |µ(3)| backward moves of the 3rd kind.
We repeat the above process for r = k − 2, . . . , 1 in decreasing order as follows: For each r , we
choose the nr largest r-marked parts λjnr < · · · < λj1 beginning with the smallest of these, and pick
the next smallest after we are done with the one at hand. We performµ(r)i backwardmoves of the rth
kind, i = nr , . . . , 1, so that nomoremoves are possiblewithout violating the conditions for bk,a(m, n).
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When all µ(r) are constructed, λwill be transformed into
λ˜ =

(k−1)nk−1 parts︷ ︸︸ ︷
2
...
2
1
...
1
. . .
2Nk−1
...
2Nk−1
(2Nk−1 − 1)
...
(2Nk−1 − 1)
↑
(k− a)
↓
↑
(a− 1)
↓
. . .
. . .
rnr parts︷ ︸︸ ︷
2Nr
...
2Nr
(2Nr − 1)
...
(2Nr − 1)
. . .
(2Nr+1 + 2)
...
(2Nr+1 + 2)
(2Nr+1 + 1)
...
(2Nr+1 + 1)
↑
max{r − (a− 1), 0}
↓
↑
min{r, a− 1}
↓
. . .
. . .
n1 parts︷ ︸︸ ︷
(2N2 + 1), (2N2 + 3), . . . , (2N1 − 1)

.
It is straightforward to check that (b) is not satisfied for any part in λ˜ for a backward move of some
kind, save for the (k− 1)-marked 2. Yet, the impossibility of the backward move of the (k− 1)th kind
on (k− 1)-marked 2 was discussed above. Also, it is readily seen that λ˜ is enumerated by bk,a(m, n˜).
Therefore, λ˜ is the base partitionwe are looking for. It remains to show that
n˜ = |˜λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1.
This follows by the Gordon marking of λ˜, for
λ˜(r) =
{
1, 3, . . . , 2Nr − 1 if r < a
2, 4, . . . , 2Nr if r ≥ a.
Continuing with the above example,
Example. For r = 2, the n2 = 3 largest 2-marked parts are λj3 = 2-marked 9, λj2 = 2-marked 15,
and λj1 = 2-marked 18. After µ(2)3 = 4 backward moves of the 2nd kind on 2-marked 9, the so far
transformed λ looks like{ 2 4 6
1 3 5 7 15 18
1 3 5 7 11 13 15 17
}
.
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After µ(2)2 = 8 backward moves of the 2nd kind on 2-marked 15, it looks like{ 2 4 6
1 3 5 7 9 18
1 3 5 7 9 13 15 17
}
.
And, after µ(2)1 = 9 backward moves of the 2nd kind on 2-marked 18, it looks like{ 2 4 6
1 3 5 7 9 11
1 3 5 7 9 11 15 17
}
.
Finally, for r = 1, the largest n1 = 2 of the 1-marked symbols are λj2 = 1-marked 15, and λj1 =
1-marked 17. After the obviousµ(1)2 = 2 andµ(1)1 = 2 backwardmoves of the 1st kind, which happen
to be mere subtractions, we obtain
λ˜ =
{ 2 4 6
1 3 5 7 9 11
1 3 5 7 9 11 13 15
}
.
At this point,
|˜λ| = 82 + 62 + 32 + 3 = 112,
and
n = |λ| = 162 = N21 + · · · + N2k−1 + Na + · · · + Nk−1 +
k−1∑
r=1
|µ(r)|
= 112+ |µ(3)| + |µ(2)| + |µ(1)|
= 112+ (17+ 5+ 3)+ (9+ 8+ 4)+ (2+ 2),
as desired.
Conversely, let nr ≥ 0, partitions µ(r) with at most nr parts, r = 1, . . . , k − 1 be given. Let
Nr = nr + · · · + nk−1, and let λ˜ be a base partition such that
λ˜(r) =
{
1, 3, . . . , 2Nr − 1 if r < a
2, 4, . . . , 2Nr if r ≥ a.
Then, as above,
n˜ = |˜λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1.
λ˜ hasm = N1+ · · · +Nk−1 parts. It is enumerated by bk,a(m, n˜), and any backward move of any kind,
if at all possible, would violate the conditions for bk,a(m, n˜).
We take µ(1) = µ(1)1 ≥ · · · ≥ µ(1)n1 , and the largest n1 of the 1-marked parts. (c) and (d2) (possibly
(d1)) are always satisfied for the largest 1-marked part. Also, for the remaining largest n1−1 1-marked
parts, the hypotheses of Proposition 2.8(ii) are satisfied. Backed by Proposition 2.8, we perform µ(1)i
forward moves of the 1st kind on the ith largest 1-marked part for j = 1, . . . , n1 beginning with the
largest and then picking the next largest once we are done with the one at hand.
Then, for r = 2, . . . , k − 1 in increasing order, we observe that (c) and (d2) are always satisfied
for the largest of the r-marked parts provided that nr ≥ 1, and the hypotheses of Proposition 2.8(ii)
hold for the next largest nr − 1r-marked parts when nr > 1. So we take µ(r) = µ(r)1 ≥ · · · ≥ µ(r)nr
and perform µ(r)i forward moves of the rth kind on the ith largest r-marked part for j = 1, . . . , nr
beginning with the largest and then picking the next largest once we are done with the one at hand.
We call the final partition λ, after all moves are made.
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By virtue of forwardmoves,N1, . . . ,Nk−1 remain invariant, and hence the conditions for bk,a(m, n)
are satisfied for λ, and by construction,
n = |λ| = N21 + · · · + N2k−1 + Na + · · · + Nk−1 +
k−1∑
r=1
|µ(r)|,
as claimed.
Finally, we note that in the two constructions above the steps are performed in the exact reverse
order. By the observation following Proposition 2.7, the two transformations are inverse to each
other. 
The example given for the first part of the proof can be worked backwards.
The following result is a refinement to Theorem 3.1. Andrews established it analytically in [7, Eqs.
(3.3), (4.2), (4.3)] for k and a having the same parity. In this sense, this version is a slight generalization.
Theorem 3.2 (Andrews). Let k ≥ 2, k ≥ a ≥ 1. Then,
∑
m,n≥0
wk,a(m, n)xmqn =
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+2Na+2Na+2+···xN1+···+Nk−1
(q2; q2)n1 · · · (q2; q2)nk−1
. (3.2)
Proof. Observe that by Proposition 2.9(ii), if in both λ and λ′ the number of occurrences of even
numbers are all even (or just as well all odd), and if λ  λ′ by a sequence of forward or backward
moves of any kind, then the number of moves made must be even.
Imitating the proof of Theorem 3.1, we beginwith a given λ enumerated bywk,a(m, n). we perform
double backward moves of some kind at each step, instead of single ones. This will ensure that we
obtain µ(r) with all even parts, r = 1, . . . , k − 1. Now, if r ≥ a, and r − (a − 1) is odd, we miss
λ˜ by exactly nr single moves to be performed on the nr largest r-marked parts by the remark at the
beginning of the proof. In other words, for r = a, a + 2, . . ., the largest nr r-marked parts are even
numbers that occur an odd number of times. This will account for na + na+2 + · · · backward moves
on the total. Therefore, µ(r) must be accompanied by a separate nr for r = a, a+ 2, . . ..
Conversely, beginning with λ˜ as in the proof of Theorem 3.1, for the moves on the nr largest r-
marked parts r = a, a+ 2, . . ., we first need to perform nr single moves on each, so as to ensure that
all even parts occur an even number of times. Then we continue with making half as many double
moves as parts of µ(r), r = 1, . . . , k − 1. Again, by the remark at the beginning of the proof, the
constructed λwill satisfy the conditions forwk,a(m, n).
The fact that the two constructions above are inverse to each other follows by the argument
employed in the last part of the proof of Theorem 3.1.
The contribution of the extra moves should be added to the exponent of q on the numerator on the
right-hand side:
N21 + · · · + N2k−1 + Na + · · · + Nk−1 + na + na+2 + · · ·
= N21 + · · · + N2k−1 + 2Na + 2Na+2 + · · · .
And the result follows. 
We give a simpler example here, and work backwards.
Example. Let k − 1 = 3, a − 1 = 1, N1 = 4, N2 = 3, and N1 = 1. Let µ(1) = 2, µ(2) = 4, 2, and
µ(3) = 8. Then the base partition described as in the proof of Theorem 3.1 will be
λ˜ =
{ 2
2 4 6
1 3 5 7
}
.
We begin with µ(1), and simply make a 2/2 = 1 double move on the largest 1-marked part 7.{ 2
2 4 6
1 3 5 9
}
.
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For r = 2, r − (a− 1) = 2− 1 = 1 is odd. Thus we need to make n2 = 2 single forward moves of the
2nd kind on the 2 largest 2-marked parts 4 and 6.{ 2
2 4 6
1 4 6 9
}
.
Thenwe can realizeµ(2) as 4/2 = 2, and 2/2 = 1 double forwardmoves of the 2nd kind on 2-marked
6 and 2-marked 4, respectively. 2-marked 6 goes first, as mentioned in the above proofs, and here we
see why: both (d1) and (d2) fail for 2-marked 4.{ 2
2 5 9
1 5 7 9
}
.
Finally, we perform 8/2 = 4 double moves on 3-marked 2.{ 6
3 6 9
3 5 7 9
}
,
which is a partition enumerated byw4,2(8, 48).
We also see that the order themoves are made is very important. If we introduce the n2 = 2 single
forward moves of the 2nd kind in advance of introducing any µ(r), such as{ 2
2 5 7
1 3 5 7
}
,
then no forward moves of the 1st kind are possible anymore, and µ(1) is rendered useless. Although
a specific order of forward moves may exist so that all µ(r) can be realized as forward moves, this
violates the uniqueness of the constructions above. Furthermore, this specific order does not exist in
general.
The following result is a slight generalization of the identity that follows from [7, Eqs. (3.4), (4.5),
(4.27)], where it is shown for k odd and a even.
Theorem 3.3 (Andrews). Let k ≥ a ≥ 2, and a be even. Then,∑
m,n≥0
wk,a(m, n)xmqn =
∑
m,n≥0
wk,a−1(m, n)xmqn (3.3)
=
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na−1+···Nk−1+n1+n3+···+na−3xN1+···+Nk−1
(q2; q2)n1 · · · (q2; q2)nk−1
. (3.4)
Proof. (3.3) is obvious, since 1 cannot appear exactly (a− 1) (an odd number of) times. For (3.4), we
argue as in the proof of Theorem 3.2. The only difference is that the extra single moves are required
for the nr largest r-marked odd parts, r = 1, 3, . . . , a−3. Because in the base partition λ˜ described in
the proof of Theorem 3.1, these are precisely the odd parts that appear an odd number of times, hence
the extra n1 + n3 + · · · + na−3 in the exponent of q in the numerator on the rightmost infinite sum.
The rest of proof of Theorem 3.2 applies word for word. 
Example. For k = 6 and a− 1 = 5, given
n1 = 2, n2 = 3, n3 = 2, n4 = 0, n5 = 2,
µ(1) = 2, µ(2) = 6, 4, 2, µ(3) = 6, 6,
µ(4) = the empty partition, µ(5) = 28, 24,
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wewill construct a partitionλ enumerated by b6,5(24, 238) inwhich oddparts appear an evennumber
of times. Or in short, a partition enumerated byw6,5(24, 238)
238 = N21 + · · · + N25 + N5 + n1 + n3 + |µ(1)| + · · · + |µ(5)|, and
24 = N1 + · · · + N5.
We begin by constructing the base partition defined in the proof of Theorem 3.1.
λ˜ =

2 4
1 3
1 3 5 7
1 3 5 7 9 11 13
1 3 5 7 9 11 13 15 17

We observe that 5, 7, 15, and 17 are odd parts that appear an odd number of times. We need single
forward moves performed on the 1-marked 17, 1-marked 15, 3-marked 7, and 3-marked 5. If the
forward moves of the appropriate kind are performed in decreasing order of the mentioned parts,
hypotheses of Proposition 2.8(ii) will be satisfied so that the moves are possible. This is the point
where the extra n1 is realized as part of the exponent of q in the numerator in the generating function
(3.4). Remember that we do not touch the larger marked parts until all the smaller marked parts are
taken care of. The base partition is transformed into
2 4
1 3
1 3 5 7
1 3 5 7 9 11 13
1 3 5 7 9 11 13 16 18
 .
Then we take into account the partitionsµ(r) as described in the proof of Theorem 3.1. After realizing
µ(1), we have
2 4
1 3
1 3 5 7
1 3 5 7 9 11 13
1 3 5 7 9 11 13 16 20
 .
↓ After applying µ(2), we have
2 4
1 3
1 3 5 7
1 3 5 7 10 14 17
1 3 5 7 10 12 14 17 20
 .
At this point, we realize the extra n3 as part of the exponent of q in the numerator. We perform
single forward moves of the 3rd kind on the largest 2 of the 3-marked parts. There are no more odd
parts that appear an odd number of times.
2 4
1 3
1 3 6 8
1 3 5 7 10 14 17
1 3 5 7 10 12 14 17 20

↓ And after applying µ(3), we have
2 4
1 3
1 3 9 11
1 3 6 9 11 14 17
1 3 6 8 10 12 14 17 20
 .
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We keep in mind that we interpret the parts of µ(r) as half as many double moves instead of as many
single moves unlike in the example in the proof of Theorem 3.1. It is instructive to go step by step for
performing 14 double forward moves of 5th kind (28 moves) on the 5-marked 4.
↓
2 4
1 4
1 4 9 11
1 3 6 9 11 14 17
1 3 6 8 10 12 14 17 20

↓
2 4
1 4
1 4 9 11
1 4 6 9 11 14 17
1 4 6 8 10 12 14 17 20

↓
2 5
1 5
1 4 9 11
1 4 6 9 11 14 17
1 4 6 8 10 12 14 17 20

↓
2 6
1 5
1 5 9 11
1 4 6 9 11 14 17
1 4 6 8 10 12 14 17 20

↓
2 6
1 6
1 6 9 11
1 4 6 9 11 14 17
1 4 6 8 10 12 14 17 20

↓
2 7
1 7
1 6 9 11
1 4 6 9 11 14 17
1 4 6 8 10 12 14 17 20

↓
2 7
1 7
1 7 9 11
1 4 7 9 11 14 17
1 4 6 8 10 12 14 17 20

↓ After 5 more double forward moves of the 5th kind, we obtain
2 12
1 12
1 7 9 11
1 4 7 9 11 14 17
1 4 6 8 10 12 14 17 20
 .
↓
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2 12
1 12
1 7 9 12
1 4 7 9 12 14 17
1 4 6 8 10 12 14 17 20

↓
2 13
1 13
1 7 9 12
1 4 7 9 12 14 17
1 4 6 8 10 12 14 17 20
 .
Finally, we make 12 double forward moves of the 5th kind (24 moves) on the 5-marked 2 to get
λ =

10 13
10 13
5 7 9 12
2 5 7 9 12 14 17
2 4 6 8 10 12 14 17 20
 ,
indeed a partition enumerated by b6,5(24, 238) in which odd parts appear an even number of times.
That is, it is a partition enumerated byw6,5(24, 238).
Before the next important theorem, we need an auxiliary result.
Lemma 3.4. Lists of exactly l elements 0 ≤ r1 < · · · < rl < n weighted by the sum of the smallest
numbers in each maximal sublist of consecutive integers are generated by the Gaussian Polynomial
[
n
l
]
=
(q)n
(q)l(q)n−l .
By a maximal sublist of consecutive integers, we mean a sublist that is not properly contained in
any such other that is strictly larger. For instance, let the list {1, 2, 4, 5, 6, 9}where n = 11 and l = 6
be given. The maximal sublists of consecutive integers are {1, 2}, {4, 5, 6}, and {9}, but not, say {5, 6}.
This list is weighted by 1+ 4+ 9 = 14.
Proof. Wewill be using the fact that
[
n
l
]
generates partitions into at most l parts, all≤ n− l [5, Thm.
3.1].
Given 0 ≤ r1 < · · · < rl < n, we will construct a unique partition enumerated by
[
n
l
]
of the
weight of the given list. Conversely, given a partition enumerated by
[
n
l
]
, we will uniquely construct
a list 0 ≤ r1 < · · · < rl < n the weight of which is the number being partitioned. Then we will argue
that the transformations are inverse to each other.
Given 0 ≤ r1 < · · · < rl < n, let λ1 = r1. For i = 2, . . . , l in their increasing order; if ri = ri−1 + 1
(i.e. ri is not the smallest element in a maximal sublist of consecutive integers), then λi = 0 (since ri
does not contribute to the weight). Otherwise if ri > ri−1 + 1 (so that ri is the smallest element in a
maximal sublist of consecutive integers), then
λ′i = λi−1 + 1,
λ′i−1 = λi−2 + 1,
...
λ′2 = λ1 + 1,
λ′1 = ri − (i− 1).
That λ′i ≤ · · · ≤ λ′2 is immediate. In addition, we need to show that λ′2 ≤ λ′1, i.e. λ1 ≤ ri − i. By
construction λ1 = ri0 − (i0 − 1) for some i0 < i, and by the hypothesis ri is not in the consecutive list
of integers beginning with ri0 . So ri0 + (i − i0) < ri, which implies ri0 − (i0 − 1) ≤ ri − i, and hence
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λ′2 ≤ λ′1. The total contribution is ri if ri is the smallest element in a maximal sublist of consecutive
integers, zero otherwise. Then we call λ′iλi and start over for i+ 1 unless i = l. At the end, we have a
partition λl ≤ · · · ≤ λ1 possibly containing zeros, and the sum of all parts equals the weight of the
given list. Also, λ1 = rl − (l− 1) together with the fact that rl < n implies that λ1 ≤ n− l. Therefore
the constructed partition is one enumerated by
[
n
l
]
.
Conversely, given 0 ≤ λl ≤ · · · ≤ λ1 ≤ n − l, let j = l. Let i be such that λi 6= 0 but
λi+1 = · · · = λj = 0. Set
ri = λ1 + (i− 1),
ri+1 = ri + 1,
ri+2 = ri+1 + 1,
...
rj = rj−1 + 1,
and then substitute
λ1 → λ2 − 1,
λ2 → λ3 − 1,
...
λi−1 → λi − 1,
λi → 0.
Then, set j = i− 1 and start over until i = 1.
If i 6= 1 in the first run, then there is an i0 < i, ri0 < ri for which in the original partition
λ1 = ri − (i − 1) and λ2 = ri0 − (i0 − 1) + 1. λ2 ≤ λ1 implies ri0 − i0 ≤ ri − i − 1, and hence
ri0 + i − i0 < ri. That is, ri is not in the sublist of consecutive integers containing ri0 for any i0 < i,
but {ri, ri+1, . . . , rj} form a maximal sublist of consecutive integers. A repeated application of this
argument shows that λ1 + · · · + λl would be the weight of the constructed sublist, since for each
smallest element ri in a maximal sublist of consecutive integers, ri is extracted from the partition.
The above assignments or substitutions together with the order they are performed clearly show
that the described operations are inverse to each other. 
Remark. This can be equivalently done using the notion of a hook, and adjunction of hooks to
partitions under suitable conditions.
Example. We construct a partition enumerated by
[
11
6
]
using the list {1, 2, 4, 5, 6, 9}.
To begin, λ1 = r1 = 1.
2 = 1+ 1, so λ2 = 0.
4 6= 2+ 1, so
λ3 = λ2 + 1 = 1,
λ2 = λ1 + 1 = 2,
λ1 = 4− 2 = 2.
5 = 4+ 1, so λ4 = 0.
6 = 5+ 1, so λ5 = 0.
9 6= 6+ 1, so
λ6 = λ5 + 1 = 1,
λ5 = λ4 + 1 = 1,
λ4 = λ3 + 1 = 2,
λ3 = λ2 + 1 = 3,
λ2 = λ1 + 1 = 3,
λ1 = 9− 5 = 4.
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Thus,
λ = 1 ≤ 1 ≤ 2 ≤ 3 ≤ 3 ≤ 4,
with 6 (≤ 6) parts all≤ 11− 6 = 5, and
|λ| = 1+ 1+ 2+ 3+ 3+ 4 = 14 = 1+ 4+ 9 = 14
is the weight of the given list, as claimed.
Theorem 3.5 (Andrews’ Conjecture). Given 1 ≤ a ≤ k, 2 ≤ k,∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1 xN1+···+Nk−1 yna+na+2+··· · · ·
× Hn1 · · ·Hna−1 H˜naHna+1 H˜na+2 · · ·
(q2; q2)n1 · · · (q2; q2)nk−1
(3.5)
generates the partitions enumerated by bk,a(m, n), where the exponent of x accounts for the number of
parts, the exponent of y accounts for the number of even parts that appear an odd number of times, and
the H are the Rogers–Szegő polynomials [16]
Hn =
n∑
j=0
[
n
j
]
2
(qy)j,
and
H˜n =
n∑
j=0
[
n
j
]
2
(
q
y
)j
.
Here[
n
j
]
2
= (q
2; q2)n
(q2; q2)j(q2; q2)n−j
generates partitions into at most j even parts, all≤ 2n− 2j.
For k = 2 and 3, and a = k, this is [7, Thm. 4, Eq. (5.1)], and Andrews conjectured that the identity
holds for all a = k ≥ 2 in the same paper.
Proof. Given a partition λ = (λ1, . . . , λm), a partition of n enumerated by bk,a(m, n); for r =
1, . . . , k− 1, we will produce Nr , nr = Nr − Nr+1 ≥ 0;
a base partition λ˜ as in the proof of Theorem 3.1 (the factor qN
2
1+···+N2k−1+Na+···+Nk−1xN1+···+Nk−1 );
partitions µ(r) having at most nr all even parts (the factors 1(q2;q2)nr );
partitions ν(r) having exactly jr odd parts≤ 2nr − 2jr + 1, 0 ≤ jr ≤ nr accounting for yjr or ynr−jr
as appropriate (the factor Hnr or y
nr H˜nr ).
Conversely, given n1, . . . , nk−1 ≥ 0;
partitions µ(r) having at most nr all even parts;
partitions ν(r) having exactly jr odd parts≤ 2nr − 2jr + 1, 0 ≤ jr ≤ nr ;
wewill first construct a base partition λ˜ as in the proof of Theorem 3.1, and then recover a partition
λ enumerated by bk,a(m, n), where there is a factor of y raised to a power equal to the number of even
parts that appear an odd number of times.
Finally, we will argue that the two transformations are inverses to each other.
Proposition 2.9 implies that double backward or forward moves keep the number of even parts
that appear an odd number of times invariant. This is not true for those that appear an even number
of times, since zero is just as even. Otherwise if we wanted to keep track of the even parts that appear
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a positive even number of times, the following small example shows that the described approach is
not enough.{
2
2
}
becomes
{
1
1
}
after a double backward move of the 2nd kind.
For each r = k − 1, k − 2, . . . , 1 in decreasing order, we consider the nr largest r-marked parts
λl1 < · · · < λlnr and perform so many double backward moves of the rth kind on λl1 , λl2 , . . . , λlnr
in their increasing order so that no more double backward moves of the rth kind is possible as in the
proofs of Theorems 3.2 and 3.3. We obtain µ(r) here. The resulting partition does not have to be the
base partition we are looking for, since single backward moves may still be possible which will give
rise to more double moves. Then, we look at λl1 , λl2 , . . . , λlnr one by one in increasing order. There
are two cases.
(i) r > a− 1 and r ≡ a− 1(mod 2), or r ≤ a− 1
In this case, the base partition λ˜ has its nr largest r-marked parts even numbers that appear an
even number of times (r > a− 1 and r ≡ a− 1(mod 2)), or odd numbers (r ≤ a− 1).
If λli is an even number that appears an even number of times, or is an odd number, we do not
do anything, and continue with λli+1 unless i = nr . Because λli is already where it would be in λ˜,
the base partition, no further backward moves of the rth kind are possible on it.
Else if λli is an even number that appears an odd number of times, we perform one single
move on it. If λli+1 also is an even number that appears an odd number of times, we restart the
procedure for λli+1 . Otherwise, if λli+1 is an even number that appears a even number of times, or
an odd number, then by (b) the single backward move of the rth kind on λli will enable a double
backward move of the rth kind on λli+1 , hence on λli+2 , λli+3 , . . . , λlnr by Proposition 2.8. We first
perform these double backward moves, then proceed with λli+2 .
The single backward move yields the factor qy, since an even part that appears an odd number
of times is accounted for.
(ii) r > a− 1 and r 6≡ a− 1(mod 2)
In this case, the base partition λ˜ has its nr largest r-marked parts even numbers that appear
r − (a− 1) (an odd number of) times. This explains the separate factor ynr . We proceed exactly as
in the preceding case except that we check if λli is an even number that appears an even number
of times to perform a single backward moves of the rth kind, and if so we check if λli+1 is an even
number that appears an odd number of times to perform a sequence of double backward moves
of the rth kind on r-marked parts strictly greater than λli . Single backward moves of the rth kind
bring factors qy . This is because each described single backward move of the rth kind switches the
number of occurrences of an even part from even into odd.
Now, if the i1th, i2th, . . . , ijr th largest parts required single backwardmoves of the rth kind among
λl1 , λl2 , . . . , λlnr , thenwe have alsomade is−1 double backwardmoves of the rth kind if is+1 6= is−1.
In other words, for the list {ijr − 1, . . . , i2 − 1, i1 − 1}, we require is − 1 double backward moves of
the rth kind if is − 1 is the smallest element in a maximal sublist of consecutive integers in the list.
Lemma 3.4 applies to give a corresponding partition listed by
[
nr
jr
]
2
. Subscript 2 is due to doublemoves
instead of single ones. Along with the single moves and the y factors, we have
[
nr
jr
]
2
(qy)jr (case (i)),
or ynr
[
nr
jr
]
2
(
q
y )
jr (case (ii)). Either generates partitions with jr odd parts ≤ 2nr − 2jr + 1. This gives
us ν(r) as described above. Summing over all possible jr yields Hnr (case (i)), or y
nr H˜nr (case (ii)). This
gives us an injection from the partitions enumerated by bk,a(m, n) to partitions enumerated by (3.5),
and concludes the first half of the construction.
As in the proof of Theorem 3.1, let us work on an example on the fly.
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Example. Let
λ =
{ 3 6 16
2 5 7 13 15 18
2 4 6 9 11 13 15 17
}
be a partition enumerated by b4,3(17, 162). In this context, it is accompanied by a factor y3, since 4,
16 and 18 are precisely the even parts that appear an odd number of times. After making 2 backward
moves of the 3rd kind on the r = 3-marked 3, 4 moves on 3-marked 6, and 16 moves on 3-marked
16, (1, 2, and 8 double backward moves of the 3rd kind, respectively) we obtain{ 2 4 6
2 4 6 9 15 18
1 3 6 8 11 13 15 17
}
,
henceµ(3) = 16, 4, 2. Note that nomore double backwardmoves of the 3rd kind are possible without
violating the conditions for b4,3(m, n). Since r = 3 6≡ 3− 1 = a− 1(mod 2), we are in case (ii). 2 and
4 are 3-marked parts which appear an even number of times, and these are the 3rd and 2nd largest
3-marked parts, respectively. This means j3 = 2, n3 = 3, and the list 0 ≤ 2 − 1 < 3 − 1 < nr = 3
will produce us the partition λ1 = 2× 1, λ2 = 0 using Lemma 3.4, indeed a partition enumerated by[
3
2
]
2
, the factor and the subscript 2 because of double moves instead of single ones. Along with q2, the
two single moves, we have the partition ν(3) = 3, 1. After performing the single backward moves of
the 3-rd kind on 3-marked 2 and 3-marked 4, we perform the remaining double move on 3-marked
6, and transform λ further to{ 2 4 6
1 3 5 9 15 18
1 3 5 8 11 13 15 17
}
.
Observe that these last backward moves are also accounted for by ynr ( 1y )
jr = y3( 1y )2 = y. Indeed,
for parts ≥ the largest of the 3-marked parts, we still need to account for y2, in accordance with the
arguments above.
We now look at the 3 largest r = 2-marked parts 9, 15, and 18. 1 double backwardmove of the 2nd
kind is possible on the 2-marked 9, followed by 3 double backwardmoves on 2-marked 15, which are
in turn followed by 3 double backwardmoves of the 2nd kind on the 2-marked 18. Thus,µ(2) = 6, 6, 2,
and the current state is{ 2 4 6
1 3 5 8 10 13
1 3 5 7 10 12 15 17
}
.
The 1st and 3rd smallest 2-marked parts among the 3 largest correspond to even numbers that occur
an even number of times. Since r = 2 ≤ 2 = a− 1, we are in case (i). We need two single backward
moves of the 2nd kind to convert the partition at hand to the base partition except for the largest 2
of the 1-marked ones, hence j2 = 2. And single backward move of the 2nd kind on 2-marked 8 will
grant the 2-marked parts 10 and 13 one double move each. Those single moves are accounted for by
(qy)2, and Lemma 3.4 from the list 0 ≤ 1 − 1 < 3 − 1 < nr = 3 produces λ1 = 1, λ2 = 1, both
referring to double moves. This is a partition generated by
[
3
2
]
2
. Along with the single moves q2, this
yields ν(2) = 3, 3 (3 ≤ 2n2 − 2j2 + 1 = 6− 4+ 1 = 3). Performing the described backward moves,
we get{ 2 4 6
1 3 5 7 9 11
1 3 5 7 9 11 15 17
}
.
Note that the remaining y2 is already accounted for, so we do not expect any even parts larger than
the largest of the 2-marked parts that appear an odd number of times.
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Obviously, j1 = 0 for the 2 largest 1-marked parts 15 and 17. So ν(1) is the empty partition,
realizing the assertion in the previous paragraph. a double backward move of the 1st kind on both
brings µ(1) = 2, 2 and λ is eventually made into
λ˜ =
{ 2 4 6
1 3 5 7 9 11
1 3 5 7 9 11 13 15
}
.
For the other direction, given integers n1, . . . , nk−1, we construct λ˜ as in the proof of Theorem 3.1.
For each r = 1, 2, . . . , k − 1 in increasing order, we consider the nr largest of the r-marked parts
λl1 < λl2 < · · · < λlnr . Here, ν(r) is a partition listed by qjr
[
nr
jr
]
2
. The contribution from
[
nr
jr
]
fed into
Lemma 3.4 will give us a list 0 ≤ i1 − 1 < i2 − 1 < · · · < ijr − 1 < nr weighted by the sum of
the smallest elements in maximal sublists of consecutive integers. The jr r-marked parts that will be
applied the single forward moves of the rth kind are the i1th, i2th, . . ., ijr th largest r-marked parts. To
realize those single moves, we take λl1 < λl2 < · · · < λlnr one by one in decreasing order.
For λli , if i = is for some is in the constructed list, we perform a single forward move of the rth
kind on λli . However, unless i = 1 or i− 1 = is−1 we cannot make a forward move of the rth kind on
λli by construction of λ˜. To make this move possible by Proposition 2.8(ii), we perform double moves
on λl1 , λl2 , . . . , λli−1 first, then make the (single) forward move of the rth kind on λli . The sequence of
double moves ensure that the designated parts, and no other parts, become the even parts or succeed
even parts the number of occurrences ofwhich is of a fixed parity. This is the case if is−1 is the smallest
element of amaximal subsequence of consecutive integers in the above list, and so the required double
moves are granted since the list is weighted by the sum of those smallest numbers.
For the assignment of y factors, there are two cases.
(i) r > a− 1 and r ≡ a− 1(mod 2), or r ≤ a− 1
In this case, ν(r) is enumerated by
[
nr
jr
]
2
(qy)jr . So we assign y to each r-marked λli which was
applied one of the single forward moves of the rth kind.
(ii) r > a− 1 and r 6≡ a− 1(mod 2)
In this case, λ˜ had the nr largest r-marked parts even numbers that appear an odd number
of times. So, initially λ˜ was accompanied by ynr . Also, ν(r) is enumerated by
[
nr
jr
]
2
(
q
y )
jr , and each
single move rules out an even part that occur an odd number of times. Thus, λli that were applied
single forward moves of the rth kind are assigned 1y .
Finally, we realize µ(r) as in the proofs of Theorems 3.2 and 3.3. We apply µ
(r)
i
2 double forward
moves of the rth kind on the ith largest r-marked part for i = 1, 2, . . . , nr , the largest first.
By construction, the exponent of y is the number of even parts that appear an odd number of times
at all times.
To conclude the proof, we recall that forward and backward moves on the same part are inverse of
each other. Also, everything in the second construction is done in the exact reverse order of the first
construction above, and vice versa. 
Example. For k = 4, a = 2, given
n1 = 3, n2 = 4, n3 = 3,
µ(1) = the empty partition, µ(2) = 4, 2, µ(3) = 14, 10, 8,
ν(1) = 5, ν(2) = 5, 5, ν(3) = 3, 3,
we will construct a partition λ enumerated by b4,2(20, 227) accompanied by a power of y where the
exponent counts the even parts that appear an odd number of times. We begin by constructing the
base partition described in Theorem 3.1,
λ˜ =
{ 2 4 6
2 4 6 8 10 12 14
1 3 5 7 9 11 13 15 17 19
}
.
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Note that by the generating function (3.5), we initially have an accompanying yn2 = y4, since 8, 10,
12, 14 are the even parts that appear an odd number of times. Looking at the number of parts in ν(r),
we expect λ to be accompanied by
y5 = y4y1y−2y2,
where 4 = n2, and 1, 2, 2 are the numbers of parts in ν(r) in their respective order. 2 has a minus sign
since r = 2 6≡ 1 = a− 1 (mod 2).
We first apply ν(1) = 5. When we subtract 1 from all parts of ν(1) (just one single move to be
performed in this case), and divide by 2 (hence counting the double moves), we have the partition
2(×2) enumerated by
[
n1
j1
]
2
=
[
3
1
]
2
. Lemma 3.4 produces the list {3− 1}. This means that we need to
apply a single move on the 3rd largest 1-marked part 15. And to enable that move without applying
any other single move, we need to perform double forward moves of the 1st kind on the 1-marked
21 and 1-marked 19. These moves are granted by the partition 2(×2)mentioned above. At this point,
we have{ 2 4 6
2 4 6 8 10 12 14
1 3 5 7 9 11 13 16 19 21
}
.
We have another y here thanks to the single move we made. With the initial y4, that makes y5 We
now have another even part (16) that appears an odd number of times.µ(1) does not change anything
because it is the empty partition.
Then, for r = 2, we subtract 1 from all parts of ν(2) (2 single moves to be made) and feed the
remaining partition in Lemma 3.4 after dividing the remaining even parts (4, 4) by 2 to get the list
{2−1, 4−1} from the partition 2, 2 enumerated by
[
n2
j2
]
=
[
4
2
]
. Note that 2, 2 denotes double moves.
Both elements in the list are smallest elements in maximal sublists, so the list is weighted by the sum
of its elements in this case. Indeed, we need to apply single forwardmoves of the 2nd kind on the 2nd
and 4th largest 2-marked elements. Thus, we first need to perform a double move on the largest 2-
marked part before applying the first single move, and a doublemove on each 1st, 2nd and 3rd largest
2-marked parts before applying the second single move.
We already see that the 2-marked 12 cannot be moved forward since both (d1) and (d2) fail in
Definition 2.6. We show the process step by step.
After a double forward move performed on the largest 2-marked part, we have{ 2 4 6
2 4 6 8 10 12 15
1 3 5 7 9 11 14 16 19 21
}
.
This, after a single forward move performed on the 2nd largest 2-marked part, becomes{ 2 4 6
2 4 6 8 10 12 15
1 3 5 7 9 12 14 16 19 21
}
.
After double forward moves performed on the 3 largest 2-marked parts, it becomes{ 2 4 6
2 4 6 8 11 14 17
1 3 5 7 10 12 14 16 19 21
}
.
And, after a single forward move performed on the 4th largest 2-marked part, we get{ 2 4 6
2 4 6 8 11 14 17
1 3 5 8 10 12 14 16 19 21
}
.
Note that single moves rule out even parts that originally occurred an odd number of times, hence
we have y−2 at this stage. With current y5, this yields y3. Indeed, there are 3 even parts (10, 12, and
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16) that appear an odd number of times. Now we apply µ(2) as described in the example following
Theorem 3.3 to obtain{ 2 4 6
2 4 6 8 11 15 20
1 3 5 8 10 12 15 17 19 21
}
.
For r = 3, we proceed as in the previous paragraphs. We subtract 1 from parts of ν(3) (which
accounts for the singlemoves to be performed), and divide parts of the remaining partition by 2 (hence
count the double moves) to get 1, 1. Lemma 3.4 produces the list {1−1, 3−1}with weight 0+2 = 2
(both elements are smallest in their respectivemaximal sublist). Therefore, we need to perform single
forward moves of the 3rd kind on the 1st and 3rd largest 3-marked parts. In order to do that, two
double forwardmoves are needed, one on each of the largest two 3-marked parts. To bemore precise,
the single forward move of the 3rd kind on the largest 3-marked part is possible regardless; however,
for the single move on the 3rd largest 3-marked part, we first need to move the larger 3-marked parts
forward. After the single move of the 3rd kind performed on the largest 3-marked part 6, we have{ 2 4 6
2 4 6 8 11 15 20
1 3 6 8 10 12 15 17 19 21
}
.
This, after doublemoves of the 3rd kind performed on the 1st and 2nd largest 3-marked parts followed
by the single move of 3rd kind on the 3-marked 2, becomes{2 5 8
2 4 6 8 11 15 20
2 4 6 8 10 12 15 17 19 21
}
.
The required double forward moves are granted by the weight of the list. We have y2 here, since we
introduced two even parts (2 and 8) that now occur an odd number of times. Together with y3 from
the previous run, we now have y5 (2, 4, 10, 12, and 20 are the even parts that appear an odd number
of times).
Finally, we incorporate µ(3) to get the final partition λ.
λ =
{ 8 11 17
2 5 8 11 13 16 20
2 4 6 8 11 13 15 17 19 21
}
,
along with y5, as asserted.
4. Conclusion and further research
Themain difference from Bressoud’s approach in [9, Section 5] is that in Section 3, the construction
is direct instead of inductive. For k = 2, both constructions are clearly the same. For larger k,
the empirical evidence is strong that both methods produce the same partitions with the same
inputs. Bressoud’s method also seems to keep the mentioned attributes invariant for the case
of Andrews–Gordon identities. Therefore, a further research problem is to prove (or to disprove,
which does not seem likely) the equivalence of both methods in explaining the series side of the
Andrews–Gordon Identities. Another research problem is to modify Bressoud’s inductive argument
so that it proves Theorem 3.5.
On the other hand, it is not possible to explain Bressoud’s generalization [9, Eq. (5.3)] of (1.4) using
Gordonmarking andbackward and forwardmoves. To bemore precise, in [9, Eq. (5.3)], Bressoud keeps
track of the violation of a divisibility condition for parts. It is straightforward to produce instances
where the mentioned violation of that divisibility condition implies violation of Gordon marking as
well, when one sticks to backward and forward moves.
The other approaches to interpret (1.4) have some fundamental differences from the method
discussed here. For example, in [4], the general term of (1.4) is interpreted after somemodification, so
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that a part may well appear more than k times. In [11], the approach is again inductive. Furthermore,
the way lattice paths are weighted only allows distinct non-consecutive integers as weights of
separate peaks in a lattice path. This means, if a direct bijection exists between the lattice paths
described in [11] and the partitions enumerated by bk,a(m, n), it has to be highly non-trivial. A direct
bijection is meant as opposed to unfolding one way, and constructing the other way. The discovery of
such a correspondence may be another research problem.
In [8], Bressoud gave a generalization of the Rogers–Ramanujan Identities for all moduli. He
introduced Bk,a,δ(n), the number of partitions of n such that
f1 ≤ a− 1, fi + fi+1 ≤ k− 1, δ = 0 or 1,
and if fi + fi+1 = k− 1, then ifi + (i+ 1)fi+1 ≡ a− 1(mod 2− δ);
where fi is the number of occurrences or the frequency of i in a given partition. In [10], he gave the
following generating function for Bk,a,δ(m, n), the number of partitions enumerated by Bk,a,δ(n)which
have exactlym parts. Note that this is a subset of partitions enumerated by bk,a(m, n).∑
m,n≥0
Bk,a,δ(m, n)xmqn =
∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1xN1+···+Nk−1
(q)n1 · · · (q)nk−2(q2−δ; q2−δ)nk−1
. (4.1)
In the above equation, Ni = ni + · · · + nk−1. Gordon marking and backward and forward moves
explain the generating function (4.1). The proof of Theorem 3.1 carries over. One only needs an extra
observation about the (k− 1)-marked parts and double moves of the (k− 1)th kind when δ = 0.
The close inspection of Theorem 3.5 alongwith its proof makes one naturally conjecture and easily
prove that the following functions generate partitions enumerated by bk,a(m, n), where the exponent
of q is the number being partitioned, the exponent of x accounts for the number of parts, and the
exponent of y keeps track of the number of odd parts that appear an odd number of times.∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1 xN1+···+Nk−1 yn1+n3+···+na−1+na+na+1···+nk−1 · · ·
× H˜n1Hn2 H˜n3 · · ·Hna−2 H˜na−1 H˜na H˜na+1 · · · H˜nk−1
(q2; q2)n1 · · · (q2; q2)nk−1
(for a even) (4.2)∑
n1,...,nk−1≥0
qN
2
1+···+N2k−1+Na+···+Nk−1 xN1+···+Nk−1 yn1+n3+···+na−2 · · ·
× H˜n1Hn2 H˜n3 · · · H˜na−2Hna−1HnaHna+1 · · ·Hnk−1
(q2; q2)n1 · · · (q2; q2)nk−1
(for a odd) (4.3)
Then, one could set up a refinement of [2, Eq. (2.2)]. This will be amultiple recurrence for the functions
(3.5), (4.2), and (4.3), also involving the extra parameter y. It is straightforward to check analytically
that the recurrence is satisfied. Once one provides suitable initial conditions, this would supply the
analytic proof of Andrews’ Conjecture [7, Section 5], with a slight generalization.
The real challenge in the analytic approach is to find generalizations of the function Qk,a(x; q) (1.2)
involving y, which would give another set of solutions to the multiple recurrence described in the
above paragraph. This would not only give a new class of identities, but would also unify all results
in [7, Section 2–5]. A good starting point might be [3].
For a more extensive list of related open problems, the reader is referred to [7, Section 13].
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