Consistency, asymptotic normality and e¢ ciency of the maximum likelihood estimator for stationary Gaussian time series, were shown to hold in the short memory case by Hannan (1973) and in the long memory case by Dahlhaus (1989). In this paper, we extend these results to the entire stationarity region, including the case of antipersistence and noninvertibility. In the process of proving the main results, we provide a useful theorem on the limiting behavior of a product of Toeplitz matrices under strictly weaker conditions than those employed by Dahlhaus (1989).
Introduction
Let X t , t 2 Z; be a stationary Gaussian time series with mean and spectral density f (!) ; ! 2
[ ; ] and denote the true values of the parameters by 0 and 0 . We are concerned with spectral densities f (!) that belong to the parametric family ff : 2 R p g, such that for all 2 The asymptotic properties of the Gaussian maximum likelihood estimator (MLE)
for short memory dependent observations were derived by Hannan (1973) . For the Gaussian ARFIMA(0; d; 0) model, the memory parameter is d, which corresponds to ( ) =2 in (1) . Yajima (1985) proved consistency and asymptotic normality of the MLE when 0 < d < 1 2 and asymptotic normality of the least squares estimator when 0 < d < . Dahlhaus (1989, 2006) established consistency, asymptotic nor-1 mality and e¢ ciency for general Gaussian stationary processes with long memory satisfying (1) and 0 < < 1. Similar results for the parametric Gaussian MLE under antipersistence and noninvertibility do not appear to be documented in the literature.
In the semiparametric framework, Robinson (1995a) established consistency and asymptotic normality of the log-periodogram estimator when 1 < < 1. Velasco (1999a) extended these results by showing that consistency still holds for the range 1 < < 2 and asymptotic normality for 1 < < 3=2. Moreover, with a suitable choice of data taper, a modi…ed version of this estimator was shown to be consistent and asymptotically normal for any real .
For the Whittle MLE, Fox and Taqqu (1986) proved consistency and asymptotic normality under the condition 0 < < 1. Velasco and Robinson (2000) extended these results to the range 1 < < 2 and with adequate data tapers, to any degree of nonstationary. Lately, Shao (2009) considered a nonstationarity-extended Whittle estimation which is shown to be consistent and asymptotically normal for any > 1 (except = 1; 3; 5; :::) and to enjoy higher e¢ ciency than Velasco and
Robinson's (2000) tapered Whittle estimator in the nonstationary case.
The local Whittle estimator was shown by Robinson (1995b) to be asymptotically normal for 1 < < 1, while Velasco (1999b) extended these results by proving consistency for 1 < < 2 and asymptotic normality for 1 < < 3=2. As with the 'ordinary'Whittle MLE, with suitable tapering, the results are extended to any an unknown mean and a linear time trend, for 2 ( 1; 4).
The purpose of the paper is to continue this line of literature and …ll the gap concerning the asymptotic properties of the Gaussian-MLE by extending it to the case < 1.
Non-invertible processes may arise in practice by over-di¤erencing to eliminate stochastic and deterministic trends, see Beran et al. (2003) . Antipersistence behavior was also noticed as a feature of …nancial time series including, for example, Peters (1994) properties without making apriori assumptions on the memory-type of the series.
By this it is meant that the researcher is free to …nd the MLE over the entire range
In practice, todate, if the MLE for the memory of a given data set was found to be negative and the process was assumed to have positive memory, the value of the MLE was censored to zero. In various simulation experiments, this resulted in a pile-up of MLE values at zero, and essentially this amounts to restricted maximum likelihood estimation, rather than the unrestricted analogue. See, for instance, Lieberman and Phillips (2004a). By establishing a theory for the range < 1, the pile-up at zero is avoided.
Our set of assumptions are not stronger than those of Dahlhaus (1989 Dahlhaus ( , 2006 We denote by kAk the spectral norm of an N N matrix A and by jAj the Euclidean norm of A, that is,
where A is the conjugate transpose of A. We require the following assumptions: There exists : ! ( 1; 1) such that for each > 0:
are continuous at all (!; ), ! 6 = 0, and
), ! 6 = 0, and
; 1 j p:
The function ( ) is continuous, and the constants appearing in the O ( ) above can be chosen independently of (not of ).
We also assume that^ N , the estimator of 0 ; ful…lls the following condition.
(A.5) For each > 0 
where 1 is an N 1 vector of 1's, X = (X 1 ; :::; X N ) 0 , N (f ) is the covariance matrix of X, given by 
where the last line is deduced from Theorem 5.2 of Adenstedt (1974) for the term 
with respect to . The main results of the paper are stated in the following theorem.
It establishes consistency, asymptotic normality and e¢ ciency of the Gaussian MLE, 
where ( ) is the Fisher information matrix, given by
The main e¤ort in the proof is in the establishment of consistency. Because of the nonuniform behavior of the quadratic form (X ^ N 1) of Appendix B, we derive a uniform limit for the plug-in log-likelihood function which is valid on any compact parameter subspace of in which max ( ( 0 ) ( )) < 1.
To handle the region of 0 s on which ( 0 ) ( ) 1, we adopt a similar idea to that of Velasco and Robinson (2000, Theorem 1), who proved that in this region, the discrete 1=N -normalized Whittle log-Likelihood converges to +1 a.s. as N ! 1.
The reason for the aforementioned break is that the limiting behavior of the trace of a product of Toeplitz matrices is very di¤erent when ( 0 ) ( ) < 1 and when
These terms appear in the cumulants of the log-likelihood and its derivatives. In the process of proving the main results, we generalize Theorem 
Conclusions
There is a very large body of literature on long memory processes and in particular, for the parametric Gaussian case were con…ned to the long memory range only.
[ Throughout the Appendix, whenever no confusion occurs, we shall use to denote ( ) with the relevant 2 and 0 to denote ( 0 ). Also, K denotes a generic positive bounding constant which may vary from step to step. 
Using the mean value theorem with mean value and applying (4), we obtain
Thus, using Lemma 2 for the …rst two terms, there exists a 2 (1; 1) such that
Hence, setting c N N =2 , for any > 0 
uniformly in 2 + . Similarly, with probability going to one, uniformly in 2 + and 8 > 0,
Equations (8) and (9) imply that (7) is o P (1) uniformly on + . Together with (6),
we have for all > 0
We now prove that for all > 0,
Consider a covering of + , with balls of radii c N and centers j , j = 1; :::; J N , where J N KN pK 1 . Such a covering is possible, because of the compactness of + .
Applying the chaining lemma (Polard (1984) ) and using (6) , for all > 0,
Continuing, each term in (11) can be written as
where N is given by
+ , an application of Cherno¤'s inequality, with 0 < s < 1, yields
where
As in Dahlhaus (1989, p 1755), uniformly in + ,
implying that
By Theorem 5, for any 0 < u < 1, uniformly in + ( ) \ f ; ( ) 1 + ug, there exists a b 1 ( ) > 0 such that for a large enough N ,
Further, uniformly in + ( ) \ f ; ( ) < 1 + ug, because ( ) < 0, we have
KI N , and
for some b 2 ( ) > 0. It follows from (12)-(16) that we can choose > 0 small enough such that
20 Combining (11) with (17), we see that for some constant K 0 > 0
To proceed, we decompose ( ) as ( ) = 1 [ 2 , with 1 = f 2 ( ); ( ) 1 + 0 + 0 g and 2 = ( ) r 1 , for some small 0 > 0.
With very similar calculations to those leading to (18), we obtain
We now study the behaviour of L n ( ) over 2 . Let c > 0 and b 2 R be such
sup 2 f (x) : Such functions exists by the compactness of . Note that for all
uniformly in 2 , we have
with probability going to 1. If 0 0, then 0 1 + 0 > 1 and by Theorem 5
If 0 0, then Lemma 7 implies that for all A > 0 if 0 is su¢ ciently small
Hence for any > 0; by setting A > 2(K + ) and 0 small enough, we get
Equations (18), (19) and (20) complete the proof of consistency.
(ii) By the mean value theorem,
Using similar decompositions to (7),
We now prove that
where A is a linear combination of matrices of the form 1 . On an application of Lemma 2, the absolute value of (23) is less
; uniformly on U ( 0 ) = f ; j 0 j g, with > 0 small. By similar calculations to those involving (5), letting c N = N for some > 0, it can be seen that for all 0 > 0,
and
24 for some c > 0 and < 1=2, which can be chosen as small as need be. Inequalities (24) and (25) imply that
Lemma 8 or Theorem 5 imply (22). Note that J N cI N for some positive constant
and since J N cI N for N large enough, the following Laplace transform satis…es
It is quite easy to verify that
We thus need only prove that the second term is o(1). We have already proven that
Thus the second term is bounded by
This leads to E(t) = e jtj 2 =2 (1 + o (1)) for all t so that Z n ! N (0; I p ) and (ii) of Theorem 1 is proved.
Appendix B: Auxiliary Results
The following Lemma generalizes Lemma 5.3 of Dahlhaus (1989) to the negative exponents case. The proof is similar to that of Dahlhaus (1989) and is omitted for brevity.
Lemma 2 Let f (!) and g (!) be positive, nonnegative and symmetric functions
We shall make extensive use of the following Lemma, which is Theorem 2 of
Lieberman and Phillips (2004b).
Lemma 3 Let f j (!) and g j (!) be positive symmetric functions such that g j ( ) = O j j , f j ( ) = O j j , < 1, < 1, j = 1; :::; p, and p ( + ) < 1. As-
We remark that Lemma 3 is a stronger version of Theorem 1(a) of Fox and Taqqu (1987), who gave an o (1) upper bound instead.
The following result is the main building block in the proof of Theorem 5, presented below.
Lemma 4 Let f j (!) and g j (!) be positive symmetric functions such that
Proof of Lemma 4: First, we consider the case p = 1.
say. The …rst term is
By Lemma 2, the …rst term above is O(N 
Next, we consider the case p > 1.
We proceed by using complete induction. Assume that for all k < p
Applying the decomposition used in eq'n (13) of Dahlhaus (1989) and the inequality jA + Bj jAj + jBj, we have
say. In (27) and elsewhere, when k = 1, a term such as Q k 1 j=1B j is simply equal unity. We have,
By the induction hypothesis (26) , (28) is bounded by two terms of the order
as required. Next,
By Lemma 3 and Theorem 1(b) of Fox and Taqqu (1987), the …rst term in (30) is
The second term in (30) involves
The …rst term on the rhs of the above inequality can be written as the square root
so that, using (29) ,
Finally, the last term in (30 ) involves
where, for the …rst term (31), we have used (29) . Hence, we have completed the proof of the Lemma. , as j!j ! 0, with ( ) < 1, continuous on . We have the following.
uniformly in 2 .
Proof of Theorem 5:
The proof is an immediate consequence of Lemmas 3 and 4.
Lemma 6 Let A be an n n symmetric matrix satisfying jjAjj KN , for some 0 < < 1=2. If Z N (0; I N ), then for all > 0, there exists a c > 0, such that
Proof of Lemma 6: We prove the lemma by applying Cherno¤'s inequality.
For all s N =4K, with 1=2 > > 0, I N sA > I N =2 for N large enough and
Using a second-order Taylor expansion of log jI N 2sAj around zero, bounding I N 2sA from below by I N =2, and using the fact that tr (A 2 ) N jjAjj 2 ,
which completes the proof.
The following lemma deals with the case in which the spectral density is of a non-invertible process.
; g 0 (!) = C j!j 0 and 0 0. For all A > 0, there exists an A > 0 and an N A > 0 such that 8 A and 8N N A ,
Proof of Lemma 7: Note that we cannot use directly Lemma 3 since when
if g 2 (!) < 1=M . Then g M is bounded from below and above. For all t > 0, by Lemma 3,
and because 0 0,
Putting both relations together, and using the same argument as in Lemma 4, we
Note that g M (!) = g 2 (!) i¤ j!j M Therefore there exists a 0, such that uniformly in f ; j 0 j g,
for any t > 0 and N N 0 where N 0 is some large integer, independent of M . For simplicity's sake we not f j; by f j in the following calculations. Using the developments in the proof of Lemma 4, we have
for some 0 < c < 1=2, by choosing r > 0 small enough. This ends the proof.
