1 Regional frequency analysis (RFA) consists generally in two steps: 1) delineation of 2 hydrological homogeneous regions, and 2) regional estimation. Existing regionalization methods 3 which adopt this two-step approach suffer from two principal drawbacks. First, the restriction of 4 the regional estimation to a particular region by excluding some sites can correspond to a loss of 5 some information. Second, the definition of a region generates a border effect problem. In order 6
Introduction 1
One of the problems encountered in hydrology is the lack of data, since the extreme 2 events we want to estimate are rare and record lengths are short. Consequently, statistical 3 inference is difficult in such sites. To overcome this problem, hydrologists have recourse to data 4 from other sites that are hydrologically similar to the target one. The estimation of extreme 5 hydrological events, such as floods, at sites where little or no data is available is the main aim of 6 regional frequency analysis. Delineation of homogeneous hydrological regions and regional 7 estimation are the two main steps in a regional flood frequency procedure. Several studies have 8 focused on the delineation of homogeneous regions (e.g., Burn, 1990 ; Hosking and Wallis, 1993; 9 Ouarda et al., 2006; and Chebana and Ouarda, 2007 ) and on regional estimation (e.g., Dalrymple, 10 1960; Stedinger and Tasker, 1986; Ouarda and Ashkar, 1994; Durrans and Tomic, 1996; Nguyen 11 and Pandey, 1996; Madsen and Rosbjerg, 1997; Alila, 1999 , 2000 and Chokmani and Ouarda, 12 2004 ). An intercomparison of various regional flood estimation procedures was presented by 13 GREHYS (1996a,b) by coupling four methods for delineating homogenous regions and seven 14 regional estimation methods. 15 
16
In a regional estimation procedure, one is interested in maximizing the amount of 17 transferred information. The delineation step corresponds usually to the exclusion of a number of 18 sites which may lead to a loss of some relevant information. Furthermore, the definition of a 19 region leads to the problem of the so-called "border effect". This means that for two sites that are 20 very close but which are located on each side of the region limits, one is excluded while the other 21 one is included even though both sites offer similar information. This problem is not present 22 when the limits correspond to natural borders. 23 Furthermore, traditional approaches represent special cases of depth-based approaches 1 corresponding to particular weight functions. Finally, the non requirement of data normality, the 2 availability of several kinds of depth functions and the smoothness of the weight functions 3 provide this method with a high level of flexibility. 4 
5
Based on hydrological variables, on one hand, and on physio-meteorological 6 characteristics, on the other hand, regional regression is frequently integrated with the CCA 7 approach (Ouarda et al., 2000 (Ouarda et al., , 2001 . The CCA-regression provides flood quantile estimates at 8 ungauged sites by using site physiographic characteristics. In order to study the performance of 9 the proposed depth-based approach, it is compared to the CCA-regression approach with optimal 10 neighborhoods (Ouarda et al., 2001 ). This comparison is based on a data set from 151 gauging 11 sites in the southern part of the province of Quebec, Canada. The specific quantiles 12 corresponding to 10-and 100-year return periods are estimated and a jackknife resampling 13 procedure is used to evaluate the estimation errors. 14 
15
The paper is organized as follows. Brief presentations of the depth functions, the CCA 16 approach and the weighted least squares method are given in Section 2. Section 3 deals with the 17 proposed methodology in its general form. A case study is presented in Section 4 and the 18 developed approach is applied and compared to the CCA method in Section 5. The author proposed a halfspace depth in order to define a multivariate analogous to the 7 univariate rank and order statistics. Later, several depth functions were formulated in an ad-hoc 8 manner. Zuo and Serfling (2000) standardized these definitions and classified existing examples 9 in the literature. should not depend on the underlying 15 coordinate system or, in particular, on the scales of the underlying measurements. 16 ii. Maximality at center: for a distribution having a uniquely defined center (e.g., the point of 17 symmetry with respect to some notion of symmetry), the depth function should attain its 18 maximum value at this center. 19 iii. Monotonicity relative to deepest point: as a point d x R ∈ moves away from the deepest 20 point (the point at which the depth function attains its maximum value; in particular, for a 21 symmetric distribution, the center) along any fixed ray through the center, the depth at 
where Σ is the covariance matrix of F and
3. Simplicial volume depth (Oja, 1983) : It is given through the expression : 10 [ ]
, ,..., ( , ) 1 for det Müller (2004) defined and studied the location-scale depth and gave some statistical applications. 5 
6
The computation of some depth functions is complex and requires specific algorithms. 
The correlation between W and V can then be calculated as: 6
The goal of the CCA is to find the vectors a and b maximizing ρ subject to the constraint 8 that W and V must have unit variances. Once the first pair of canonical variables is obtained, 9 other pairs of canonical variables can be obtained in the uncorrelated directions to the previous 10 ones by maximizing equation (9) subject to the constraint of unit variance. For more details 11 concerning CCA application in regional flood frequency analysis, the reader is referred to Ouarda 12 et al. (2001) . 13 14 Based on the canonical hydrological variables W and physio-meteorological variables V, 15 the Mahalanobis distance for an ungauged target-site with given physiographical characteristics 16
V=v 0 is given by: 17 
Weighted least squares estimation 7
Most commonly, the power product model given by equation (10) 
If the number of sites in the region is denoted by N, the parameter β can be estimated, using the 19 weighted least squares estimation method, by: 20
arg min log log log log 
Description 8
Limited use of weighted least squares methods was made in the filed of regional flood 9 frequency analysis. Madsen and Rosbjerg (1997) used weighted least squares (WLS) and 10 generalized least squares (GLS) methods in a regional flood estimation procedure that combines 11 the index-flood concept with an empirical Bayes method. In the WLS and GLS methods, the 12 weights are related to the variance and covariance of the errors in the regression model. 13 
14
The approach proposed in the present work is focused directly on quantile estimation 15 using the weighted least squares method to estimate regression parameters and does not use any 16 delineation technique. The choice of the weights in equation (14) is very important for parameter 17 estimation and hence for the predicted value Ŷ . In the un-weighted estimation, all weights are 18 equal to one. However, if a region or a neighborhood has been defined, weights correspond to 19 zero if the site is excluded from the region and one if it is included in the region. In the proposed 20 approach the weights are chosen differently. They are related to a weight function and a depth 1 function which will be developed in Section 3.2. This makes the methodology very flexible and 2 more general. 3 4 A special attention is given to the choice and the evaluation of the depth function. A 5 convenient depth function, which is related to the neighborhood approach, is the Mahalanobis 6 depth function (6) . The value of µ is generally unknown for the ungauged site, and must be 7 estimated. The values of the depth function for the gauged sites are highly related to the quality 8 of µ estimates. In other words, the problem here is how to get the hydrological «reference value» 9 with respect to which the depths are computed. This reference value represents the deepest point. 10 Therefore, in order to get an accurate estimate of this «reference value», the proposed approach 11 utilizes an iterative estimation procedure based on the log-linear model. The iterative procedure 12 requires a start point, a criterion and a stopping condition. The approach is described below in its 13 general aspect and also with options for the iteration elements. 14 
15
The iterative estimation procedure serves to improve the depth values and to make them 16 more accurate. This iterative technique has some similarities with the so-called One-step 17 estimator (see e.g., van der Vaart, 1998, pp. 71). Note that the iterative estimation procedure and 18 the way the weights are selected represent two elements that differentiate the proposed approach 19 from the WLS and GLS methods as applied in Madsen and Rosbjerg (1997) . In the described 20 methodology, all available sites in the data set are used, without any restriction to a region or a 21 neighborhood. However, each site is associated to a weight related to its hydrological depth with 22 respect to the target-site. In that case the problem of the delineation of a region becomes rather a 1 problem of a choice of weight and depth functions. 2 3
Computation algorithm 4
The computation algorithm is based on the following estimate of the parameter β . It is the 5 estimator given in equation (14) with particular weights i w . To this end, let (.)
ϕ be a positive 6 increasing weight function, and D N be a sample depth function. Then, the estimators (14) and (15) 7 are given respectively by: 8
arg min ( ) log log log log 
The weight function is assumed to be increasing, to ensure that the deeper is the site, the more 14 important it is and hence it receives a higher weight. It is important to indicate that the matrix in 15 (17) contains the inter-quantile correlation rather than the inter-site correlation. The latter is taken 16 into account in the GLS approach (see e.g. Madsen and Rosbjerg, 1997). It would be useful, in 17 future efforts, to focus on the integration of spatial correlation in the depth-based approach. 
where C and K are positive constant coefficients. 
In functions (21) and (22) if
Special cases 1 and 2 along with the general depth-based approach are illustrated in Figure 1 . 4 5 6 4. Case study 7 In this section, the approach proposed in Section 3 is applied on a real world data set and 8 its performance is compared to that of the CCA approach. The case study on which the 9 comparison is carried out concerns the hydrometric station network of the southern part of the 10 province of Quebec, Canada. To be selected, each station in the data set must have a flood record 11 of at least 15 years of data and its historical data must be homogenous, stationary and 12 independent. The area of these catchments is larger than 200 km 2 and less than 100 000 km area to obtain specific quantiles QST QT AREA = . In this study, the 10-year (QS10) and the 16 100-year (QS100) specific flood quantiles are selected. The basic statistics of these variables are 17 summarized in Table 1 . 
Study methodology

10
The proposed depth-based approach described in Section 3 is applied to the above case 11 study, and is compared to the CCA approach. Other methods are also considered in the 12 comparison. 13 
14
From equation (16) , it can be seen that the depth computation method and the weight 15 function are the two main elements of the estimation in the proposed approach. The depth can be 16 computed in two ways: by the CCA Mahalanobis distance using directly equation (10) in 17 equation (6); or by the iterative algorithm described in Section 3. Equation (6) 
Results and discussion
9
Results related to the various methods are summarized in Table 2 . For all methods, results 10 indicate that the RB and RRMSE are smaller for QS10 than QS100. Generally in frequency 11 analysis, QST is more accurately estimated than QST' if T < T' since for small return periods, the 12 corresponding quantile is close to the central body of the distribution. Hence, an important part of 13 the data contributes to its estimation. Table 2 shows also that the results of the uniform method (I) 14 are the worst. This confirms the need to use regional delineation techniques. The remaining 15 methods are classified according to the depth evaluation procedure (iteration or direct CCA). The 16 iterative depth evaluation leads to better results than the direct evaluation using CCA. Indeed, the 17 results of the depth-based approach (III) are the best, and are followed by those of method (IV). 18
In these two methods the depths are iteratively evaluated. Moreover, the differences in terms of 19 RB and RRMSE are not significant between the various combinations in (III). 20 
21
In methods (II) and (V), depths are evaluated directly using the CCA Mahalanobis 1 distance. These methods lead to RB and RRMSE values that are larger than those obtained by 2 methods (III) and (IV). In particular, the RB and RRMSE of methods (II) and (V) are 3 significantly larger than those of methods (III). The RB and RRMSE of (IV) are slightly smaller 4 than those of (II). In these last two methods, the same weight function CCA ϕ is used. Hence, the 5 CCA approach results can be slightly improved when depths are iteratively evaluated. However, Usually, in the CCA approach, sites are presented in the hydrological canonical space 22 (W1,W2) (see Figure 3) . Following relation (27), it is of interest to present sites in the 23 canonical spaces (V1,W1) and (V2,W2). This is illustrated in Figure 7 for the considered 1 data set. It shows that the relationship between V1 and W1 can be acceptably considered 2 to be linear, and hence meets the model (27), whereas it is not the case for V2 and W2. 3
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