Non-maximum suppression (NMS) is essential for stateof-the-art object detectors to localize object from a set of candidate locations. However, accurate candidate location sometimes is not associated with a high classification score, which leads to object localization failure during NMS. In this paper, we introduce a novel bounding box regression loss for learning bounding box transformation and localization variance together. The resulting localization variance exhibits a strong connection to localization accuracy, which is then utilized in our new non-maximum suppression method to improve localization accuracy for object detection. On MS-COCO, we boost the AP of VGG-16 faster R-CNN from 23.6% to 29.1% with a single model and nearly no additional computational overhead. More importantly, our method is able to improve the AP of ResNet-50 FPN fast R-CNN from 36.8% to 37.8%, which achieves the stateof-the-art bounding box refinement result. Our code and models are available at https://github.com/yihui-he/softer-NMS.
Introduction
Object detection is fundamental for many downstream practical computer vision applications like face recognition [59, 53] , autonomous driving cars [10, 31] , video indexing [51, 41] and video surveillance [2, 37] . Recent advances on deep convolutional neural network greatly improve the performance of object detection [9, 28, 57, 50, 52, 18, 55, 6, 33] .
Recent object detection algorithms fall into two categories: efficient one-stage detectors like [43, 35] and high accuracy two-stage detectors like [13, 44] . This work focuses on the latter one. NMS is essential for state-of-theart two-stage detectors, which generates cluttered bounding boxes. During NMS, candidate bounding boxes are ranked based on classification score. Bounding boxes of lower scores will be suppressed or given a decayed score by soft-NMS. We are interested in two situations that lead to detection failures: one situation occurs when all bounding boxes around an object is inaccurate in some coordinates, illustrated in Figure 1 (a); The other one is classification-localization confidence inconsistency, in which a bounding box with the accurate location is associated with a low classification score, illustrated in Figure 1 (b). These detection failures suggest that localization confidence is not strongly related to classification confidence.
Motivated by this, we propose a novel bounding box regression loss, namely KL Loss, for learning bounding box transformation and localization confidence at the same time. Specifically, we first model the bounding box prediction and ground truth bounding box as Gaussian distribution and Dirac delta function respectively. Then, we train the detection network to minimize our new bounding box regression loss derived from the KL divergence of these two distributions. At last, we propose to weighted-average a candidate box and its neighbors with the predicted standard deviations during soft NMS, such that the bounding boxes with higher confidence get heavier weights regardless of the classification confidence.
To demonstrate the broad and general applicability of KL Loss and softer-NMS, we evaluate on both PASCAL VOC 2007 and MS-COCO using various neural networks including ZF, VGG-M, VGG-16, and ResNet-50 RPN. Our experiments suggest that our approach offers better object localization accuracy for CNN object detectors. For VGG-16 faster R-CNN on MS-COCO, we improve the AP from 23.6% to 29.1%, with only 2ms increased latency on the GPU (GTX 1080ti). Furthermore, we apply this pipeline to ResNet-50 FPN fast R-CNN and achieve 1.0% better AP than the baseline, which outperforms the previous state-ofthe-art bounding box refinement algorithm [26] .
Related Work
There has been a significant amount of works on object detection. Two-stage Detectors: Although one-stage detection algorithms [35, 43, 29] are efficient, state-of-the-art object detectors are based on two-stage, proposal-driven mechanism [44, 7, 8, 17, 30, 3] . Two-stage detectors generate cluttered object proposals, which result in a large number of duplicate bounding boxes. However, during standard NMS procedure, bounding boxes with lower classification scores will be discarded even though their locations are accurate. Our softer-NMS tries to utilize these boxes based on localization confidence for better localization of the selected boxes. Object Detection Loss: To better learn object detection, different kind of losses were proposed. UnitBox [56] introduced an Intersection over Union (IoU) loss function for bounding box prediction. Focal Loss [33] deals with the class imbalance by changing the standard cross entropy loss such that well-classified examples are assigned lower weights. [42] optimizes for the mAP via policy gradient for learning globally optimized object detector. [27] proposes to weight multi-task loss by considering the uncertainty of each task, whereas we consider uncertainty in the localization level. Non-Maximum Suppression: NMS has been an essential part of computer vision for many decades. It is widely used in edge detection [46] , feature point detection [36] and objection detection [14, 13, 44, 47] .
Recently, soft NMS and learning NMS [1, 21] are proposed for improving NMS results. Instead of eliminating all lower scored surrounding bounding boxes, soft-NMS [1] decays the detection scores of all other neighbors as a continuous function of their overlap with the higher scored bounding box. Learning NMS [21] proposed to learn a new neural network to perform NMS using only boxes and their scores. Our softer-NMS averages the selected boxes in a "softer" way different from selecting boxes or changing scores, which can work with soft-NMS well ( Table 2 and Table 4 ). Bounding Box Refinement: Box voting [12] is first proposed as a "by-product" of its iterative localization scheme, which merges candidate boxes according to classification scores. Relation network [23] proposes to learn the relation between bounding boxes. Recently, IoU-Net [26] proposes to learn the IoU between the predicted bounding box and the ground truth bounding box. IoU-NMS is then applied to the detection boxes, guided by the learned IoU. Different from IoU-Net, we propose to learn the localization variance from a probabilistic perspective. It enables us to learn variances for the four coordinates of a predicted bounding box separately instead of only IoU. From our experiment, we found that the simple combination of soft-NMS and box voting [12] is comparable to IoU-Net and IoU-NMS, whereas our approach improves the baseline by a large margin. (Table 4 ).
Approach
In this section, we first propose KL Loss for training detection network with localization confidence. Then a new NMS approach is introduced for improving localization accuracy with our confidence estimation. Figure 2 illustrates the head part of our network architecture for object detection. We aim to estimate the localization confidence along with location, which will be helpful for NMS. Specifically, our network predict a Gaussian distribution instead of only bounding box location:
Bounding Box Regression with KL Loss
where x e is the estimated bounding box location. Standard deviation σ measures uncertainty of the estimation. It is produced by a fully-connected layers on top of the fast R-CNN head (fc7) and an absolute value layer. We use absolute value instead of ReLU [38] to avoid most σ from being 0. When σ → 0, it means our network is extremely confident about estimated bounding box location. The ground truth bounding box can also be formulated as a Gaussian distribution, with σ → 0, which is actually a Dirac delta function:
where x g is the ground truth bounding box location. The goal of object localization in our circumstance is to estimateΘ that minimize the KL-Divergence between P Θ (x) and P D (x) [45] :
We use the KL-Divergence as the loss function L reg for bounding box regression. The classification loss L cls remains the same. Figure 3 . The Gaussian distribution in blue is our estimation. The Dirac delta function in orange is the distribution of the ground truth bounding box. When the location xe is estimated inaccurately, we expect the variance σ 2 be smaller so that Lreg will be lower. (better viewed in color) Shown in Figure 3 , when the location x e is estimated inaccurately, we expect the variance σ 2 to be smaller so that L reg will be lower.
) has nothing to do with our decision, since it does not depend on the estimated parameters Θ. Therefore:
When σ = 1, KL Loss degenerates to the standard Euclidean loss:
The loss is differentiable w.r.t location estimation x e and location confidence σ:
However, since σ is in the denominators, the gradient sometimes can explode at the beginning of training. To avoid this, our network predicts α = 1/σ 2 instead of σ in practice. Following batch normalization [24] , we also add a small constant = 0.0001 to the log term to avoid it from being negative infinite.
For |x g − x e | > 1, we adopt a loss similar to the smooth L 1 loss defined in Fast R-CNN [13] :
To fully utilize our loss, we adopt parameterizations of the x1, y1, x2, y2 coordinates instead of the x, y, w, h coordinates used by R-CNN [14] .
where t x1 , t y1 , t x2 , t y2 are the predicted locations (i.e., x e in Equation 1). t * x1 , t * y1 , t * x2 , t * y2 are the ground truth locations (i.e., x g in Equation 2). x1 a , x2 a , y1 a , y2 a , w a , h a are from the anchor box. x1, y1, x2, y2 are from the predicted box. Note that the standard deviation σ is predicted after boxes are normalized.
Softer-NMS
After we obtain the standard deviation of predicted location, merging the bounding boxes via the weighted mean is intuitive. Shown in Algorithm 1, we change NMS with two lines of code:
Algorithm 1 softer-NMS B is N × 4 matrix of initial detection boxes. S contains corresponding detection scores. C is N × 4 matrix of corresponding variances. N t is the softer NMS threshold. The lines in blue and in green are soft-NMS and softer-NMS respectively.
First, standard NMS or soft-NMS [1] is applied to candidate bounding boxes T and produce M,
For each box M, we then compute its new location based on weighted mean of its neighbor bounding boxes and itself. Formally, for example, new x1 coordinate for ith box x1 i is computed as follow:
Bounding boxes with overlap threshold over N t will be considered into the weighted mean. We don't set a classification score threshold, since lower scored boxes may have higher localization score. In Figure 4 , we provide a visual illustration of softer-NMS. With softer-NMS, the two aforementioned situations that lead to detection failure can sometimes be avoided.
Joint Training
From our early experiments, we observe that training from scratch with KL Loss is unstable. We hypothesize that the instability is introduced by the second order term α(x g − x e ) 2 /2 in our loss [54] (α and x e are both from fc7 feature and element-wisely multiplied). Therefore, we first warm up the network without location confidence estimation in the first stage of training. Then we incorporate location confidence estimation and follow the same training procedure as faster R-CNN [44] (e.g., for VGG-16 faster R-CNN on COCO, we train for 350k iterations without σ estimation and then train for 490k iterations with σ estimation). The learning rate is divided by 10 after each training stage.
Experiments
We conduct rich experiments on both PASCAL VOC 2007 [11] and MS-COCO [34] datasets. We use four GPUs for our experiments. The training schedule and batch size are adjusted according to the linear scaling rule [16] . For ZF Net [57] , VGG-M Net and VGG-16 Net [50] , our implementation is based on Caffe [25] . For ResNet-50 FPN [18, 32] , our implementation is based on Detectron [15, 40] .
We initialize the weights of the FC layer for bounding box confidence prediction with random Gaussian distribution. The standard deviation and mean are set to 0.0001 and 1 respectively, so that the loss will be similar to the standard smooth L1 loss at the beginning (Equation 6).
Experiments on MS-COCO
For VGG-16 [50] faster R-CNN, following py-faster-rcnn 1 , we train on train2014 and test on val2014. For FPN [32] ResNet-50 [18] , we train and test on the newly defined train2017 and val2017 respectively. Unless specified, all hyper-parameters are set to default.
Softer-NMS
First, we analyze the sensitivity of the overlap threshold we introduced in Section 3.2, which can affect the performance. We train a VGG-16 faster R-CNN network with KL Loss. Then we apply softer-NMS with different overlap thresholds and soft-NMS. In Table 1 , our network's results with overlap threshold from 0.0 to 1.0 are shown (threshold 1.0 is the same as no softer-NMS). We found that the range of acceptable overlap threshold is normal (around 0.5 ∼ 0.8).
In the following experiments, we set the overlap threshold to 0.7 unless specified.
Ablation Study
We evaluate the contribution of each element in our detection pipeline: x1, y1, x2, y2 coordinates, KL Loss, soft-NMS and softer-NMS with VGG-16 faster R-CNN.
The detailed results are shown in Table 2 AP M and AP L are improved a lot. This indicates that the improvement is gained from more accurate object localization. We hypothesize that learning location transformation (x, y) is easier than learning scale transformation (w, h), since learning (w, h) is actually learning (log(w), log(h)). KL Loss: Training with KL Loss further improves the AP by 2.1%, which is also observed on ResNet-50 FPN (Table 4). On the one hand, KL Loss incorporates learning localization confidence which can potentially help the network to learn more discriminative features. On the other hand, this may be caused by the longer training schedule, since nearly no additional computation complexity is introduced into our network. (training 61% more iterations improved the AP by 1.4% in faster R-CNN implementation report [4] ). Soft-NMS: As expected, soft-NMS performs consistently on both baseline and our network trained with KL Loss. It improves the AP by 1.2% and 1.4% on the baseline and our network respectively. Softer-NMS: Finally, with softer-NMS, the AP is further improved to 29.1%. Notice that the AP 50 is only improved by 0.1%. However, AP 75 , AP M and AP L are improved by 1.8%, 1.8%, and 1.6% respectively. We can safely draw the conclusion that the contribution to improvement mainly comes from the more accurate localization. We also found that softer-NMS and soft-NMS can work well with each other. Soft-NMS is good at scoring candidate bounding boxes which improves overall performance, whereas softer-NMS is good at refining those selected bounding boxes for more accurate object localization.
Inference Latency
We also evaluate the inference time of our improved VGG-16 faster R-CNN on a single GTX 1080ti GPU with CUDA 8 and CUDNN 6, as it is crucial for detection applications [22, 58, 20, 19] . Shown in Table 3 , we only increase 2ms latency on GPU because only a 4096 × 324 fullyconnected layer and an AbsVal layer are added for the localization confidence prediction. As for NMS processing, our implementation based on single thread Python is slow. [12] in CUDA or C++ [15, 39, 5] .
Experiments with ResNet-50 FPN
We further evaluate our approach on the recent feature pyramid network (ResNet-50 FPN) [32, 18] . Improving performance for ResNet-50 FPN is more challenging than for VGG-16 faster R-CNN. Modern networks like ResNet, Xception and ResNeXt [18, 6, 55] are designed for both high performance and efficiency. In addition, the training schedule is improved [15] . By training 180k iterations, fast R-CNN version AP can be improved from 36.4% to 36.8%. By training 180k end-to-end, the AP is improved to 37.9%. Recent state-of-the-art end-to-end bounding box refinement approach IoU-Net [26] only improves the AP by 0.2% over the end-to-end baseline, which is even worse than the simple combination of soft-NMS and bounding box voting [1, 12] in our experiments (Table 4) . Different from VGG-16 faster R-CNN, the overlap threshold N t is set to 0.9 instead of the default threshold 0.7. From our experiments, the default threshold doesn't work well on ResNet-50 FPN. It does not improve the AP at all when we apply it after soft-NMS. We hypothesize that since ResNet-50 FPN is more accurate than VGG-16 faster R-CNN, the original candidate bounding boxes are already of high quality. So that merging farther boxes may do more harm. Limited by computing resources and time, we have not completed the experiments on the end-to-end version.
For fast R-CNN version, we first train a standard ResNet-50 FPN with x1,y1,x2,y2 coordinates for 90k iterations as our initialization, which we found helpful for faster convergence. Then we train with KL Loss for 180k iterations, which increases the 180k iterations baseline by 0.2%. We argue that naively training for 90k+180k iterations will not improve the performance, shown in Table 4 . The performance gain is from KL Loss instead of longer training time.
After applying softer-NMS along with soft-NMS, we achieve the state-of-the-art bounding box refinement result with 37.8% AP. Notice that we improve the performance via more accurate object localization (i.e., the AP 75 ), even though our AP 50 is lower than other methods. Compared with IoU-NMS [26] , our approach is 0.5% better. Compared with voting [12] (weighted mean according to classification score), our approach is 0.3% better. This indicates that classification confidence is not strongly related to localization confidence. Therefore, learning localization confidence apart from classification confidence is important for more accurate object localization. VGG-16 -68.7 QUBO (tabu) [48] 60.6 QUBO (greedy) [48] 61.9 soft-NMS [1] 70.1 KL Loss 68.6 KL Loss+softer-NMS 69.1 KL Loss+soft-NMS+softer-NMS 70.3 
Experiments on PASCAL VOC 2007
We also conduct experiments on PASCAL VOC 2007 with Faster R-CNN [44] . Backbone networks: ZF [57] , VGG-M and VGG-16 [50] are tested. We train on voc_2007_train and test on voc_2007_val.
Shown in Table 5 , we compare soft-NMS, quadratic unconstrained binary optimization (QUBO [48] ), and our approach. For QUBO, we test both greedy and classical tabu solver (we have already manually tuned the penalty term for both solvers). We observe that it is much worse than standard NMS, though it was reported to be better for pedestrian detection. We hypothesize that QUBO is better at pedestrian detection since there are more occluded bounding boxes [49] . For VGG-M Net, we skip soft-NMS and apply only softer-NMS, which improves the mAP by 0.3%. For ZF and VGG-16, our approach improves the mAP by 1.4% and 1.6% respectively. We notice that softer-NMS could still improve performance even after soft-NMS is applied to the network. This observation is consistent with our experiments on MS-COCO (Table 2 ).
Conclusion
To conclude, classification confidence is not strongly related to localization confidence, which needs to be trained separately. In this paper, a novel bounding box regression loss along with a new NMS method is proposed for more accurate object localization. By training with KL Loss, the network learns to predict localization variance for each coordinate. This empowers softer-NMS, which refines the selected bounding boxes via weighted mean. Compelling results are demonstrated for VGG-16 faster R-CNN and ResNet-50 FPN on both MS-COCO and PAS-CAL VOC 2007. Our code and models are available at https://github.com/yihui-he/softer-NMS.
