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Abstract 
A fractal bears a complex structure that is reflected in a scaling hierarchy, indicating that there are far 
more small things than large ones. This scaling hierarchy can be effectively derived using head/tail 
breaks – a clustering and visualization tool for data with a heavy-tailed distribution – and quantified by 
an ht-index, indicating the number of clusters or hierarchical levels, a head/tail breaks-induced integer. 
However, this integral ht-index has been found to be less precise for many fractals at their different 
phrases of development. This paper refines the ht-index as a fraction to measure the scaling hierarchy 
of a fractal more precisely within a coherent whole, and further assigns a fractional ht-index – the fht-
index – to an individual data value of a data series that represents the fractal. We developed two case 
studies to demonstrate the advantages of the fht-index, in comparison with the ht-index. We found that 
the fractional ht-index or fractional hierarchy in general can help characterize a fractal set or pattern in 
a much more precise manner. The index may help create intermediate map scales between two 
consecutive map scales. 
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I. Introduction 
All fractals bear a complex structure with far more small things than large ones. This notion of far 
more small things than large ones, being recursive in nature, can be expressed as a scaling hierarchy of 
numerous smallest things, a very few largest, and some in between the smallest and the largest. The 
scaling hierarchy can be revealed by head/tail breaks, which is a clustering and visualization tool for 
data with a heavy-tailed distribution (Jiang 2013, Jiang 2015a). More specifically, a data series is 
ranked from the largest to smallest, and then its average is to partition the data series into two parts: 
those greater than the average as the head, accounting for the minority of the data series, and those less 
than the average as the tail, accounting for the majority. This partition process continues for the head 
iteratively until the head is no longer a minority (for example, 40 percent). This recursive partition or 
head/tail breaks process leads to a number of clusters or hierarchical levels that are measured by the 
ht-index (Jiang and Yin 2014). To illustrate, given ten numbers that follow Zipf’s law (Zipf 1949) 
exactly: 1, 1/2, 1/3, …, 1/10, their average is 0.29, which partitions the ten numbers into the largest 
three in the head and the remaining seven in the tail. For the three in the head 1, 1/2, and 1/3, their 
average is 0.61, which partitions the largest three in the head into one (1) in the head again, and two 
(1, 1/2) in the tail. Thus, the scaling pattern of far more small numbers than large ones recurs twice, so 
the ht-index of the ten numbers is three.   
 
The head/tail breaks or ht-index has been used to re-define fractal, leading to the so-called third 
definition of fractal: a set or pattern is fractal if the scaling pattern of far more small things than large 
ones recurs multiple times or with the ht-index being at least three (Jiang and Yin 2014, Jiang 2015a). 
Under the new definition, a fractal is simply characterized by a data series of a heavy-tailed 
distribution, with the ht-index indicating its scaling hierarchy or complexity – the higher the ht-index 
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segments, respectively, and their ht-indexes are 3 and 4, because the recurring times of far more short 
segments than long ones are 2 and 3 as shown in panels (b) and (d) of the same figure. These two ht-
indexes are exactly 3 and 4, because removing one of the shortest segments from these two curves 
would not obtain the ht-indexes of 3 and 4, while adding one of the shortest segments would not 
increase the ht-indexes because of its insensitivity. From these two indexes, we can conclude that the 
Koch curve shown in panel (e) of Figure 1 must have an fht-index of 3.x, where 0 < x <1. However, 
ht-index as previously defined (Jiang and Yin 2014) captures only approximately scaling hierarchy, 
and is therefore less sensitive to some small changes. This is what motivates us to develop the fht-
index. 
 
 
III. Wholes and sub-wholes 
A fundamental concept of this paper is whole or sub-wholes. Assuming that the above ten numbers 
constitute a complete whole, the first three numbers or the first head would be a sub-whole. In other 
words, given a data series as a whole, its head and the head of the head (in a recursive fashion) would 
be the sub-wholes. This is just a simple understanding of whole or sub-wholes. The reader needs to 
refer to the following formal definition and methods for better understanding the whole or sub-wholes. 
It is important to realize that the curve shown in panel (e) of Figure 1 is not a whole, but part of a 
whole – the curve shown in panel (c) of the same figure. In this paper, a whole is defined as a data 
series of n values that ranges from the largest to smallest and meets the following condition: ht-
index(n) – ht-index(n-1) = 1. For example, the 52 segments constitute a whole because ht-index(52) – 
ht-index(51) = 1. This definition of whole applies to sub-wholes as well. For example, the first 13 
values of the 52 segments constitute a sub-whole because ht-index(13) – ht-index(12) = 1. According 
to the definition of whole or sub-whole, a Koch curve is not a whole, but the seemingly incomplete 
Koch curves shown in panels (a) and (c) are a sub-whole or a whole. In other words, the curve in panel 
(e) of Figure 1 is a whole according to the strict definition of Koch curve, but it is not a whole 
according to the very definition of head/tail breaks.  
 
Given the 52 segments as a whole, ranking all its segments from the longest (of scale 1) to the shortest 
(of scale 1/27) creates a data series shown in panel (g) of Figure 1 – the row named “whole” – where 
data and its whole are shown together with its index in the first three rows. We have already derived 
the sub-whole of the 13 segments in the previous paragraph with the ht-index of 3. We further 
determine other sub-wholes or sub-data: the first three segments {1, 1/3, 1/3} with the ht-index of 2, 
and the first segment {1} with the ht-index of 1. All these sub-wholes (or sub-data series) are with 
integral ht-indexes as shown in panel (g) of Figure 1. These indexes with integral ht-indexes are called 
anchors for each sub-whole or whole. Note that the sub-whole and whole constitute a nested 
relationship; that is, the first sub-whole is within the second sub-whole, the first two sub-wholes are 
within the third sub-whole, and all the three sub-wholes are within the whole. 
 
 
IV. Methods – fht-index for a data series and its individual data 
In order to determine the fht-index of the first 21 segments, we divided the data series range between 
the 13th and the 52nd (or the range between the third and fourth anchors) equally into 39 intervals and 
converted the equal intervals from a linear scale to a nonlinear scale using a power function of 
݂൫݅݊ݐ݁ݎݒܽ ௝݈൯ ൌ ሺ݆ ∗ ݅݊ݐ݁ݎݒ݈ܽሻଶ, where j is the index of each interval. This provides us with the fht-
index of the first 21 segments: 3.042 (or x = 0.042 in panel (g) of Figure 1).  
 
To summarize the calculation of the fht-index in general, given a data series, we first seek its whole by 
appending new data values up to the next hierarchical level, and sub-wholes by shrinking the data 
series to previous levels recursively. A whole is obtained from a data series by appending small values 
at its smallest end until the ht-index is increased to the next level exactly. In a similar vein, starting 
from the first value as the first sub-whole, more sub-wholes are obtained by adding values one by one 
until ht-index is increased to a next level exactly. A whole and its sub-wholes constitute nesting 
relationships. As a rule for determining the whole and sub-wholes or the anchors, the ht-index at index 
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k must meet the condition of ht-index(k) - ht-index(k-1) = 1. Next, the range between two largest 
anchors, representing the largest sub-whole and the whole, respectively, should be equally interpolated 
and the equal intervals are then converted into a nonlinear scale to get the fht-index of a data series. 
 
Having obtained the fht-index of the data series, we assign an fht-index to each data value of the data 
series. There are two ways to do this. The first is to take a whole whose ht-index is an integer, and the 
other is to take the data series (which is unlikely to be a whole) whose ht-index is a fraction. The data 
series to be examined is usually unlikely to be exactly a whole. Nevertheless, the input data series 
could incidentally be a whole. As shown in panel (g) of Figure 1, the largest data value is assigned to 
the first anchor, so it has the highest ht-index of 4, and the smallest data value is assigned to the fourth 
anchor, so it has the lowest ht-index of 1. Having assigned all integral ht-indexes to these anchors, 
other indexes are assigned to some fht-indexes by interpolating the ranges between these anchors. This 
assignment of integral ht-indexes looks like the flip process of determining anchors; the anchors 
increase from the first data value to the last, while the integral ht-indexes decrease from the first data 
value to the last. After assigning the integral ht-indexes, we have to interpolate the range between sub-
wholes and the range between sub-whole and the whole in order to obtain fht-indexes of other 
individual values. Eventually, the fht-index of the 21st segment is 1.63 (or y = 0.63 in panel (g) of 
Figure 1). The above procedure for a whole can be packed as a function of the fht-index: 
 
Function Fht-index (whole) 
       // This function returns a fht-index for each value in the whole 
       // The data is sorted ranging from the largest to the smallest 
  Anchors (whole) 
     // this function returns AnchorNum of the whole 
  Flip AnchorNum in whole; 
  // The largest AnchorNum is assigned to the lowest marked index, while 
  //the smallest AnchorNum is assigned to the largest marked index  
  Foreach marked index p: 
      Find its next marked index p’;  
     range = p’ – p; 
      subHtFraction = Interpolation (AnchorNum, range); 
      htFraction.add(subHtFraction); 
 Return htFraction; 
End Function 
 
For a data series that is not incidentally a whole, it is necessary to append some smallest values in 
order to make it a whole. While this is simple for the Koch curves, for real-world data it is important 
to get its trend line that best fits the data series. In this regard, it is recommended to use trend line 
functions such as power law, logarithmic, polynominal, and exponential. As a rule, the most-fit trend 
line must be chosen for a specific data series. The fht-index (e.g., 3.x) of the data series is obtained by 
interpolating the range between the largest sub-whole and the whole. The anchors are with integral ht-
indexes, but in the opposite order; the largest anchors with the smallest integral ht-index, and smallest 
anchors with the largest integral ht-index. Those data values between anchors or between the largest 
anchors and the whole must be obtained through interpolation. To this point, we have relied on the 
Koch curves to illustrate the ideas of fht-index in order to make it more accessible to experts as well as 
non-experts.  
 
 
V. Case studies and FHTCalculator 
To further explore the fht-index, we applied it to two case studies. The first case study involves 36 city 
sizes that follow Zipf’s law (Zipf 1949) exactly: 1, 1/2, 1/3,…, and 1/36 (panel (a) of Figure 2) with an 
ht-index of 3. The second case study involves 8,106 natural cities with an ht-index of 7, derived from 
the social media Brightkite in the United States (panel (c) of Figure 2, Jiang and Miao 2015). For the 
first case study, appending the smallest values is pre-determined by the rank sizes, while for the 
second case study the smallest values are determined by a power law function of  ܲ	 ൌ 	5,03	ݎିଶ.ଵ of 
the 8,016 city sizes. Unlike the ht-indexes that are discrete, fht-indexes for individual data values, as 
shown in panels (b) and (d), are continuous, and thus capture scaling hierarchy more precisely than the 
discrete ht-indexes. The fht-indexes of these two data are 3.81 and 7.04, respectively based on the 
 methods
of indivi
interpola
develope
the two 
GitHub, 
 
(Note: T
of the 36
in blue
with th
 
 
VI. Imp
Existing
strict or 
statistica
geograph
or the th
hierarchy
further b
to a cont
 
This con
to matur
It is in th
on dyna
Alexand
for maki
for judgi
2015b). 
pervasiv
things th
represen
 
 introduced 
dual value w
ted from the
d a small pr
case studies
and intereste
Figure 2. 
he 36 city s
 city sizes (
 and fht-ind
e two data s
lications 
 fractals, bo
statistical fra
l Koch curv
y (e.g., Bat
ird definitio
 of far mor
ecause it can
inuous value
tinuous valu
ed stage with
is sense that
mics. This n
er (2002-200
ng complex
ng living str
In addition, 
e or ubiquito
an large on
ts a new app
above, or by
ithin the tw
 discrete ht-
ogram for c
 can be don
d readers ca
(Color onlin
izes that foll
b); Top five 
ex in red of t
ets are more
initially. 
th classic an
ctal can be g
e; see the lit
ty and Long
n of fracta
e small thin
 more preci
, or from a p
e is sensitiv
 the fht-ind
 we believe 
ew fractal 
5). The livi
 or living str
ucture, for e
the fht-inde
us in geogra
es, in addit
roach for ge
 applying th
o data is plo
index, but a
omputing fh
e within a 
n try it with
e) Two case 
ow Zipf’s la
hierarchical 
he 8106 natu
 precisely an
This fact is c
d statistical,
enerated by
erature on th
ley 1994, Fr
l is imposed
gs than larg
sely measur
revious inte
e enough to 
ex increasing
that the new
geometry is
ng geometry
ucture. In th
xample, wh
x can more 
phy (Jiang 2
ion to spati
ospatial anal
5 
ese data ser
tted in Figu
re recalculat
t-index, call
few second
 their own d
studies for v
w precisely
levels of 81
ral cities (d
alyzed and v
learly seen 
 are essenti
 following a
e theory (M
ankhauser 1
 from the b
e ones thro
e the degree
ger to a real
capture diff
 slowly or g
 fractal geom
 very much
 aims not on
is connectio
en it is appl
precisely ch
015c). By f
ally auto-co
ysis. 
ies into FHT
re 2. Note th
ed from thei
ed FHTCalc
s. This prog
ata. 
isualization 
(a); The ht-i
06 natural ci
). It should b
isualized by
in panels (b)
ally defined 
 rule endless
andelbrot 19
994, Chen 2
ottom up, 
ugh the ht-i
of hierarchy
 number.  
erent phrase
radually (ra
etry with a
 in line wit
ly for under
n, the fht-in
ied for meas
aracterize s
ocusing on f
rrelated thin
Calculator (
at the fht-in
r wholes as 
ulator (2017
ram has bee
of fractional
ndex in blue
ties in the U
e noted that
 the fht-inde
 and (d).) 
from the top
ly, such as t
67, 1982) a
011). The ne
capturing th
ndex. The fh
 from a prev
s of a fractal
ther than rap
focus not on
h living geo
standing frac
dex provide
uring degree
patial hetero
ractal struct
gs (Tobler 
2017). The 
dexes are no
described ab
). The comp
n made ava
 
 hierarchy 
 and fht-inde
SA (c); The 
 scaling hier
x than the h
 down, i.e.
he Koch cur
nd its applic
w relaxed d
e underlying
t-index tak
iously discr
 from its ini
idly as the h
ly on statics
metry deve
tal structure
s an excelle
 of livingne
geneity that
ure of far m
1970), the 
fht-index 
t simply 
ove. We 
uting for 
ilable in 
x in red 
ht-index 
archies 
t-index 
, either a 
ve or the 
ations in 
efinition 
 scaling 
es a step 
ete value 
tial stage 
t-index). 
 but also 
loped by 
 but also 
nt means 
ss (Jiang 
 is more 
ore small 
fht-index 
6 
 
VII. Conclusion 
This paper refines the ht-index to be a fraction to better characterize the scaling hierarchy of a fractal 
or data series with a heavy-tailed distribution. The existing integral ht-index is implicitly based on the 
assumption that any given data series of a heavy-tailed distribution is always a whole. This assumption 
does not always hold true. In many cases, a data series is likely to be part of a whole rather than a 
whole itself. Based on this new perception, we put a data series within a whole and seek its sub-wholes 
or anchors in order to derive its fht-index. This fht-index is always greater than the integral ht-index. 
We further assign an fht-index to each data value of the data series. More precisely, the anchors are 
with integral ht-indexes, while other data values or non-anchors are with fht-indexes. The fht-index 
may help measure degree of living structure or more efficiently and effectively visualize fractal urban 
structure and nonlinear dynamics, since the structure and dynamics have been firstly captured by the 
fht-index. In the future, we will seek applications of the fht-index to better characterize geographic 
forms and processes, or urban structure and dynamics in particular, and even beyond the 
understanding towards the making – how to better heal and design built environments.  
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