ABSTRACT A large spectrum of healthcare applications, ranging from continuous blood sugar level monitoring to sleep apnea detection are nowadays facilitated by modern mobile gadgets. Wearable and ambient sensors generate enormous amounts of physiological data that demand high computation power for real-time processing and large storage area for recording the personal data. In order to conserve the energy on the battery-limited mainstream mobile devices of the end-users, the execution of the healthcare applications may be offloaded to a remote server. While cloud computing provides unlimited pool of resources for latency-tolerant services such as training a machine learning model, the personalization of healthcare services and the delay sensitivity of continuous health assessment necessitate a computation infrastructure in the vicinity of the end-users. As a remedy to address various demands of a wide range of pervasive healthcare applications, we propose a multi-tier computing and communication architecture composed of end-user devices, edge servers, and legacy cloud data-centers. The dynamic management of this architecture, policies to be applied within the network and the orchestration of the healthcare services are carried out by the concept of programmable networks, in the form of software-defined networking (SDN). As a concrete demonstration of our ideas, a fall risk assessment service is implemented and an experimental study is conducted to evaluate its accuracy and the performance of the multi-tier architecture. The results indicate that the proposed architecture is feasible to enable real-time healthcare services and has significant performance advantages over traditional cloud-based approaches.
I. INTRODUCTION
The trend of quantified self and increased personal health awareness boosted the interest in consumer-level wearable devices. Gadgets such as smart glasses, watches, bracelets and even smart rings are becoming essential for the daily lives of the end-users. These devices and their advanced sensors are capable of continuously logging physiological data such as body temperature, heartbeat, 3D acceleration and location, and together with machine learning methods they render a personalized healthcare environment feasible.
The available applications include physical exercise assistants, sleep trackers and stress detectors, all aiming to give continuous feedback to their users for a healthier lifestyle.
While smart watches and bracelets, with their onboard sensors, provide a convenient platform for ordinary users to track their own wellbeing; more specialized healthcare-dedicated sensors grant the clinicians the ability to monitor their patients like never before. A set of typical healthcare services and the corresponding devices are depicted in Figure 1 .
Remote patient monitoring is also a crucial use case made feasible by the evolving wearable technologies. Ranging from electrocardiography to blood pressure monitors, the clinicians can obtain their patients' medical data 24/7, in real time. Moreover, portable and low-cost alternatives of golden standard diagnostic tools are emerging as the sensory equipment and the associated algorithms improve. An example is the instrumented walkways for gait analysis, which can only be installed in hospital-like settings due to their size, cost and infrastructural requirements [1] . Recent developments in wearable motion sensors have made them viable alternatives in non-hospital settings. Another example is the low-cost sleep monitoring kits, comprised of several unobtrusive wearable and ambient sensors, that are evolving to become alternatives for the costly equipment in sleep clinics. They enable the detection of sleep-related conditions that are very difficult to self-diagnose, like sleep apnea.
The spectrum of these novel services raises some requirements that need to be fulfilled. The personalization of the services strongly depends on the user context such as location, previous health records, and user profile. Huge amounts of data are generated by the wearable sensors, but only a small portion can be analyzed and turned into relevant indicators of wellbeing. This is partly due to the insufficient computation capabilities, limited storage capacity and battery constraints of the devices. Even though the small form factor devices have become more powerful than ever, their performance is still unsatisfactory to execute healthcare service routines, as the complexity of the relevant algorithms also increases. For instance, recent advances in deep learning methods made them viable candidates for healthcare applications, but their computational requirements are considerably higher compared to the formerly adopted methods [2] . The end-user devices constantly generate health data that need to be stored for continuous health analysis and the data collected by multiple tenants need to be adjoined to further increase the accuracy, which necessitate a supportive computation medium. Moreover, realizing the daily scenarios of healthcare services on the device quickly drains the limited available energy, restricts the mobility of the end-user and eventually deteriorates the overall usability. This problem also disrupts the continuous monitoring of the patients by the medical experts and causes loss of critical medical data. Compromises can be made by utilizing simpler algorithms that respect these constraints, however the inference accuracy is bound to decline in return, which would render many healthcare applications inadequate.
A potential solution for addressing these problematic aspects is the cloud computing data centers. Even though a rich set of powerful resources is always available on-demand, offloading healthcare tasks to remote cloud servers may result in indefinite latencies due to Wide Area Network (WAN) access. A relevant trend that provides a quick and efficient fix is the Edge Computing [3] , in which computational resources are brought in the proximity of the end-users where the services are actually consumed. Edge Computing is effective especially in the cases where accessing the cloud resources impose a heavy burden on the system performance in terms of time sensitivity. The main mechanism for exploiting Edge Computing resources is code offloading [4] where user gadgets delegate unit computational tasks to the edge servers.
Employing Edge Computing approach alone does not suffice for the overall seamless operation of the system. The distributed form of the edge servers may be inadequate in certain cases where a centralized cloud infrastructure on top may take the responsibility of orchestrating the global environment effortlessly, such as distributing the improved version of a machine learning model.
The complementary integration of edge and cloud servers may concentrate the beneficial aspects of both approaches in a single architecture organized in a layered manner. However, the internal operations of this multi-tier computing architecture and orchestration of the heterogeneous environment is complex. Resolving all these complications requires an external policy entity with an effective monitoring module, so that the actions could be taken dynamically for enhancing the QoE (Quality of Experience) at the edge of the network. The functional capability of the traditional networking infrastructure remains inadequate to implement a reactive orchestration mechanism that is able to cope up with the highly progressive expectations of the services and end-users.
Software Defined Networking (SDN) is a candidate solution for administrating the complex internal operations within the network. It separates the control plane from the data plane composed of the forwarding devices and concentrate the main logic on a software-based controller [5] . By enabling the programmability of the networking resources, the overall system performance can be improved with an effective and flexible resource allocation scheme. The centralized nature of the SDN controller creates the opportunity of monitoring the network state continuously, and the capability of customizing the behavior of the network according to the recently gathered information from the underlying devices through OpenFlow messages. Thus, the innovative control mechanism provided by SDN is a competent solution for maintaining the smooth functionality of the multi-tier architecture through handling the sophisticated procedures within the network itself in a protocol independent manner. This study is motivated by the necessity of a smart and efficient computing architecture to meet the increasing demands of proliferating healthcare applications. The limited capabilities of wearable devices can be extended by an architecture composed of edge and cloud tiers, and the SDN paradigm is a valid candidate to efficiently manage the resource allocations throughout the layers. There are still unfulfilled challenges on how to distribute the submodules of a healthcare service across different tiers, and to design and implement the SDN subroutines that will enable seamless and scalable operation. This work is an attempt to tackle these challenges.
An SDN-based multi-tier computing and communication architecture is proposed to facilitate personalized healthcare services in a pervasive manner. In order to satisfy various requirements in such a dynamic environment and embrace the heterogeneous characteristics in a federated setting, it is of utmost importance that edge and cloud servers cooperate in harmony. While the cloud servers are utilized for delay-tolerant and resource-hungry tasks such as improving the model and the long-term storage of the personal health records, the edge servers are utilized for executing the routines of the healthcare service itself. We are still able to benefit from mobile devices for simple operations such as preprocessing the raw sensory data, even though they are operating within restraining conditions. Through constructing different levels of computation and storage resources, pervasive communication can be achieved with a better resolution of management. In order to further demonstrate our ideas, the proposed system is evaluated with an implementation of fall risk assessment as a service. In addition to the detailed discussion of the assessment methodology and the overall architecture, the accuracy of the model and performance of the computation and communication infrastructure are presented to validate the framework. The contributions and highlights of our work are summarized as follows:
• We propose a multi-tier architecture with both cloud and edge servers, which are orchestrated by a northbound SDN application that utilizes a novel load balancing algorithm to increase QoE by minimizing service delays.
• The proposed architecture not only performs load balancing among the edge servers, but also distributes the submodules of a healthcare service pipeline across different tiers based on their individual requirements.
• As a concrete demonstration of the architecture's validity, a real machine learning-based fall risk assessment application is implemented. The service has submodules of sensory data processing, gait analysis, training and inference, which are deployed at different tiers.
• The accuracy of the fall risk assessment service and the performance of the multi-tier architecture are assessed in an emulation environment with real data collected from patients with neurological disorders. The remainder of the paper is organized as follows: In Section II, we provide an overview of the related studies that harmonize Edge Computing and healthcare applications, and the recent SDN-based Edge Computing solutions. Section III presents a discussion on the challenging aspects of typical healthcare applications and how an SDN-based computing architecture can be a remedy. In Section IV, the proposed system architecture is explained. Section V describes the methodology and the experimental design used for evaluating the performance of both the fall risk assessment service and the multi-tier computing architecture. Section VI presents the results of the performance evaluation experiments with a discussion. The paper is concluded in Section VII, with a summary of the key contributions and findings.
II. RELATED WORK
Edge Computing is actually an umbrella term including technologies like Cloudlet [6] , Fog Computing [7] and Multi-Access Edge Computing [8] where each of them has recently become an important research topic in itself. Although there are minor differences among these proposals, the underlying logic is common: To bring the cloud-like resources closer to the end-users and handle the traffic within the region it is generated [9] . For consistency throughout the text, we will use the general term of Edge Computing and edge servers while referring to the computational resources within the neighborhood of the end-users.
Edge Computing deployments are not explicitly related with the SDN implementations. However, the recent studies depict that the flexibility and programmability of the SDN structure can be key for the distribution of the computation resources to meet the requirements of various services and end-user applications [10] - [14] .
In [15] , SDN is utilized for the underlying technology to implement a Fog computing architecture. The main objective is integrating the controller code into the edge networking hardware and perform analytics within. Additionally, the controller code maintains a routing logic in order to provide communication between the MQTT (Message Queuing Telemetry Transport) clients, which are typically the IoT devices and MQTT brokers.
SIMECA [16] is an SDN-based IoT Mobile-Edge Computing architecture that provides various services for the IoT devices through mobile edge access. In this architecture, base stations are deployed in an SDN-based manner and they are used for packet classification through the packet header modification functionality provided by SDN and OpenFlow. Besides, the data traffic at the edge of the network is also orchestrated by the SDN controller through a forwarding logic based on a destination address matching mechanism. Similarly, the study conducted by Sun and Ansari [17] proposes to utilize SDN technology for the management of data generated by the IoT devices at the mobile edge. The necessary functionalities of a mobile edge computing architecture, such as data classification, analysis of data streams, mobility management and QoS control, are provided by switches and base stations that are controlled by the SDN controller. Although a set of user-centric services become widespread due to advances in wearable technology, healthcare applications and Body Area Networks (BAN) are the typical cases leveraged by Edge Computing. Distributing the computation resources closer to the mobile end-users are effective for healthcare services which demand real-time processing, event response and require a proper mobility management [18] - [20] . In [21] , fog nodes are deployed as an intermediate layer between the sensor nodes that generate health-related data and cloud servers. Integrating the distributed form of Fog Computing as a gateway into such an architecture helps to mitigate the challenges in the management of a healthcare system, such as mobility, energy-efficiency and interoperability. In addition to these responsibilities, the fog nodes are implemented to perform data aggregation and filtering to enhance the system performance.
U-Fall is an example healthcare implementation that utilize Fog Computing infrastructure to enable real-time patient monitoring and fall detection [22] . The distributed form of computational power enhances the intelligence at the edge and perform analytics of detection algorithm. In order to fully-benefit from the Edge Computing paradigm, the tasks that require more computation power is offloaded to the cloud servers. Actually, this approach can be adopted for most of the healthcare services that require low latencies, such as sleep monitoring [23] . Real-time monitoring of sleep disorders with various parameters is crucial for preserving the patients' quality of daily life. While the resource-hungry tasks are run on cloud servers, fog nodes are deployed to preprocess the data generated at the edge and guarantee the immediate response in the case of emergencies.
This study proposes a novel multi-tier communication and computing architecture facilitated by SDN, specifically targeting healthcare applications. Even though there are similar studies in the literature, they mostly focus on either the integration of the SDN-Edge Computing or the SDN-based IoT infrastructures. The few healthcare-oriented studies that propose a multi-tier architecture generally mock the behavior and the data of the healthcare service. This study differs from the related studies by its performance evaluation with the real implementation of a fall risk assessment service and data collected from real patients. Another important distinction is that our proposal considers the healthcare service's submodules separately and attempts to deploy them at different tiers based on their individual requirements, while the existing work tend to consider the targeted service as a single module and duplicate it across different tiers as a whole.
III. PERVASIVE HEALTHCARE SERVICE REQUIREMENTS
The set of healthcare applications is growing in parallel with the improvement of sensing gadgets and their integration into our daily lives. However, these exciting and innovative developments are currently not sufficient for facilitating a fully operational setting. When carefully inspected, the healthcare services demand a common set of requirements that need to be dealt with through a supporting infrastructure.
The main objective of the Edge Computing concept is complementing the traditional cloud resources rather than replacing them. While the cloud tier represents the resources to be utilized for latency-tolerant tasks, the edge servers are configured especially for the delay sensitive cases. However, it is not straightforward to deploy edge servers and let them coordinate to provide healthcare services feasibly. There are some design criteria that should be met to facilitate personalized healthcare applications and to ensure the accuracy of the analyses. While the multi-tier structure of the computation resources provides the necessary medium for executing the healthcare application routines, the performance of the communication infrastructure is supported by SDN.
When we align the requirements of the pervasive healthcare applications and the benefits of an SDN-based multi-tier computing and communication architecture, it is observed that they intersect at multiple points, as summarized in Table 1 . In order to justify the contributions of the computation and communication infrastructure for solving the technical challenges, each aspect is addressed and discussed in detail.
A. STORING AND ACCESSING THE PERSONAL RECORDS
The personalization of healthcare services depends on the users' individual history of records, including sensory data and medical reports. Customization of these services requires statistical analysis methods applied on the data collected for a certain period of time. On the other hand, the personal records of multi-tenants may be accessed simultaneously for improving the model employed for the analyses. While Edge Computing is suitable for short-term storage of the personal records closer to the end-users, a centralized mechanism may be useful for embracing the records belonging to multiple users, in order to train and improve a machine learning model.
Frequent update of the personal records with the new data and tracking the locations of the personal records regularly for each user obligates an external mechanism that possesses the general overview of the network. The centralized structure of the SDN control plane is able to extract the mobility pattern of the users and keep a record of the locations of the personal records through an effective resource discovery implementation. This set of information can be utilized for installing the necessary directives to the networking nodes in order to minimize the personal records access time. Besides, it is possible to pre-fetch the records of an end-user for higher performance in case of mobility.
B. EXECUTING THE ANALYSIS ROUTINES
Performing the assessment functions at the user side is not a practical option due to a variety of restrictions, including limited battery capacity and the lack of the complete health record of the user. Considering the fact that the assessment procedures are usually continuously executed, a remedy has to be sought. In this respect, the edge resources placed in the multi-tier architecture, which are continuously available, can execute the necessary functions of a healthcare system on behalf of the user device. This distributed form of the Edge Computing paradigm enables a flexible environment for satisfying the QoS requirements of delay sensitive services.
It is envisioned that a service instance or analysis routines may reside at multiple regions simultaneously. Varying numbers of users in different locations may request the same healthcare service and it becomes necessary to distribute the offloading operations among available servers in order to handle each request with low latency. Dealing with the highly dynamic environment and instant changes within the network can be simplified through service replications and migrations.
Similar to storing and accessing the personal records, the resource allocations for each end-user request and the assignment of the end-users to the servers should be handled by the network itself by taking the QoS requirements of the healthcare services into account. The SDN controller and northbound application can provide the functionality of optimal resource allocation among the servers that are able to provide the demanded service instance.
Whenever a request arrives, the controller can extract the set of possible destinations for executing the routines and generate the corresponding OpenFlow messages to route the request to one of the suitable servers. Additionally, another northbound application can be deployed on the SDN controller to leverage a load balancing algorithm for enhancing the overall performance and minimizing the service delay. The SDN controller can gather the network load information from the data plane and make the routing decision by minimizing the delay caused by the network resources.
C. HIGH INFERENCE ACCURACY AND TRAINING THE MODEL
The healthcare applications are mostly proliferated through sophisticated data fusion algorithms and machine learning models. The model can be trained with constantly updated health-related data and medical information, and an increasing trend in the overall accuracy will be achieved over time. Even though there are promising improvements in mobile devices, their computation power is still inadequate to execute the complex functions while satisfying the other requirements. Since training the model is not sensitive to latency and requires high computation power, realizing these functionalities at the cloud servers becomes a more feasible solution rather than handling them at the edge. On top of that, the centralized form of the cloud servers simplifies the distribution of the improved model to the edge servers.
Considering the typical operation of the multi-tier architecture, the long-term storage is periodically updated by the edge tier while cloud servers are responsible for distributing the updated model to the edge servers. The resource discovery and orchestration are the key operations to carry out the reliable and persistent communication among tiers. Instead of giving the responsibility of discovering the edge servers for model distribution to the cloud tier, the intelligent network management proposed by SDN can multicast the improved model through its intrinsic ability of retrieving the general overview of the network. The SDN controller and complementary northbound applications can install the necessary flow rules through OpenFlow messages and lead the way to update each model instance at the edge tier. Besides, the SDN control plane is capable of gathering the recent statistical information from the forwarding devices and routing the data streams through less-loaded paths in order to prevent congestion for the adjacent latency-intolerant flows.
D. UNOBTRUSIVENESS AND EASE-OF-USE
Aside from the functionality provided by the innovative healthcare services, the user experience and the overall usability are also crucial. Body Area Networks-style communication opportunities provided by the wireless sensors promote a practical usage of the system without the need for a complicated setup and installation. The multi-tier architecture with a logically centralized control mechanism can implement the necessary management, orchestration and discovery operations to enhance the adaptability for these simple sensor devices.
The inertial sensors and smart gadgets should be able to directly communicate with the edge servers as soon as they are connected to the network. The SDN-based multitier architecture can handle the complex processes at the background so that the plug & play behavior is enabled for the gadgets. The controller is informed without any manual configuration whenever a new device establishes a connection to the network. OpenFlow Discovery Protocol (OFDP) [24] messages are periodically generated by the SDN controller to update the topology view. Therefore, any change in the network, including a recently connected end-user device, is observed by the control mechanism and the routing information base is revised accordingly. As a result of these features provided by the programmable network entity, user's satisfaction is kept at the highest level by not leaving any responsibility to the user. When viewed from the user's perspective, the user-friendly environment will result in a rise of scenarios including mobility and handover.
E. UBIQUITOUSNESS AND AVAILABILITY
The nature of healthcare services necessitates pervasive communication and ubiquitousness. The users may be deprived of these services as a result of high battery consumption and restricted mobility, if they are executed solely on the user's device. The distributed nature of the multi-tier architecture paves the road for ubiquitousness and 24/7 monitoring. Once the user's mobility pattern is learned by the edge orchestration mechanism, copies of the user's personal records and the corresponding service instance can be deployed over the servers in the frequently visited locations, and consequently the requests generated in these regions can be handled with a lower delay.
The ideal candidate for the edge orchestration mechanism is the SDN and OpenFlow paradigms. As stated before, control plane always possesses the most recent view of the topology. If a mobile end-user establishes a connection with another network on the move, it should be instantly detected and new flow rules should be installed to provide seamless execution of the healthcare services with the generated data.
Moreover, the mobility of the users can be constantly monitored, so that their requests can be served by the closest edge server. If the desired service is not available on the nearest server, VM migration or replication operations can be performed. OpenStack [25] is a practical example of VM management at different levels, and it also supports the integration of SDN for live VM migration operations.
F. MICRO SERVICE RESOLUTION
The computation offloading can occur at the method/function resolution [26] . If the application is developed in a modular structure, each subtask can be treated independently and executed on a different computational resource. Moreover, the user may request only a subset of the procedures rather than the whole service, hence the micro service resolution needs to be defined. Healthcare services are usually implemented as a pipeline of nonidentical and independent micro services, with submodules like data preprocessing, feature extraction, fusion of multiple modalities, statistical analysis and inference. A multi-tier structure with edge components enables efficient distribution of these submodules depending on their individual requirements.
If a single micro service is requested by the end-user, the SDN control plane can easily handle it by improving the resolution of the discovery operations. If a chain or subset of micro services is demanded, the SDN controller can detect the locations of each micro service and construct the chain through necessary flow rules defined by OpenFlow messages.
The packet header matching mechanism provided by OpenFlow supports more than 40 fields at Layer 2-3-4. This property facilitates the naming schemes of the services and micro services. A service-centric model can be implemented within the network through an SDN implementation and the user-to-service communication is carried out with the unique identification of the service or its micro services. Instead of the IP address-based communication mechanism brought by the traditional TCP/IP protocol stack, the end-user requests a service or a micro service just by specifying its unique identification, and all discovery and orchestration processes are handled by the SDN control plane.
IV. SDN-BASED MULTI-TIER ARCHITECTURE FOR HEALTHCARE SERVICES
In this section, the proposed architecture of SDN-based multitier communication and computation system is introduced with its implementation details. As depicted in Figure 2 , the multi-tier computing architecture is composed of a pool of resources organized in a layered manner. The overall infrastructure with the healthcare services deployed throughout the network is controlled and orchestrated with the SDN control plane with the cooperation of various northbound applications that can be customized according to the requirements of the managed environment. The details of the implemented northbound application are given in this section, which have the responsibilities of managing the communication infrastructure, orchestrating the healthcare services and balancing the load on the edge servers for enhancing the overall performance.
As a realistic use case to demonstrate the validity of the proposed architecture, we also designed and implemented a fall risk assessment service distributed across multiple tiers. Continuous fall risk assessment using wearable inertial sensors is a service that can benefit greatly from Edge Computing, since it requires near real-time analysis to make timely interceptions possible. Access to the patient records history is also important, since fall risk is tightly related to changes in gait and motor functions over time. The long-term storage deems a central and reliable entity such as the cloud, while the short-term data could be stored on the edge to enable time-window analysis which is crucial for typical gait analysis implementations. The service is designed for a scenario in a hospital or a nursing home setting, where multiple mobile residents are simultaneously using the service across different floors and rooms. The clinicians or caregivers are alerted to any deviations in a timely manner. A discussion on the further importance of fall risk assessment and the details on the service architecture are presented in Section IV-B.
A. SDN CONTROL PLANE COMPONENTS
The typical SDN design is organized at three different levels: Data (forwarding) plane, control plane and application plane. While the forwarding plane is composed of typical networking devices without any logic implemented within, the logically centralized control plane is responsible for orchestrating the underlying infrastructure. On top of these planes, the application plane implements the behavior of the network, and defines customized policies for the effective and reliable management of the network.
A northbound application implemented by the operators, ISPs or third-party developers can communicate with the SDN controller via the northbound API implemented by the controller itself. The instructions and policies defined by the northbound applications are transferred to the controller through this interface. The received information is then translated into OpenFlow messages by the controller and sent through the southbound interface to the forwarding plane.
The main contribution of this paper is the implementation of a northbound application to leverage autonomous management of resources in the network, for healthcare applications. The application is implemented through the Python API provided by Ryu SDN controller [27] . Its main functionalities include service discovery, topology discovery, resource allocation and load balancing.
The algorithm of the northbound application is presented in Algorithm 1. Considering the default operations of SDN, whenever an unmatched packet arrives to one of the OpenFlow-enabled switches, it is forwarded to the controller for the decision of a further action, by triggering the procedure in Line 29 with an OFPT_PACKET_IN message. The northbound application receives a replication of the packet buffered at the switch and inspects the header fields. It is important to mention that the algorithm determines the type of the requested service through extracting the information of destination TCP port number. In our design, each healthcare application is served through a unique TCP port number and service-oriented access enabled without leaving the responsibility of service discovery to the end-user device.
After determining the requested healthcare service, procedure between Lines 9-28 is invoked. First, the set of possible destinations that are ready to execute the routines of the requested service is retrieved. From the resulting set of the destination servers, the algorithm attempts to select one of the less-loaded servers in order to minimize the overall service delay. In order to achieve this, a separate thread in the application (Lines 1-8) continuously retrieves the CPU load information of the servers and their recent state is stored in a data structure all the time. This thread runs for each second independent of the ongoing operations within control and data planes. The load balancing algorithm inspects the information about CPU loads and selects one of the servers randomly, between Lines 11-25. The destination server is determined according to the probability value calculated as:
where p s (t) represents the probability of selecting server s for the offloading operation at time t and α s (t) depicts the CPU load of server s at time t. Following the destination server decision phase in Line 31, the northbound application generates the necessary instructions for modifying the destination MAC and IP address fields of the packet, in order to route the request to the destined location properly. Since the northbound application has a topology learning module and updates the view of topology frequently, routing information is also ready to be generated by the controller. The effectiveness of the routing information can be advanced by retrieving the network load information through OpenFlow messages. while true do Continuously update 3: for each s ∈ Servers do 4: load(s) ← newData 5: end for 6: sleep (1) 7:
end while 8: end procedure 9: procedure LoadBalancing(tcpPortNumber) 10: totalLoad ← 0 11: for each s ∈ Servers(tcpPortNumber) do 12: totalLoad ← totalLoad + load(s) 13: end for 14: totalFrac ← 0 15: for each s ∈ Servers(tcpPortNumber) do 16: frac(s) ← totalLoad/load(s) 17: totalFrac ← totalFrac + frac(s) 18: end for 19 :
for each s ∈ Servers(tcpPortNumber) do 21: prob(s) ← frac(s)/totalFrac 22: for i = 0; i < prob(s); i + + do 23: probOfServers.append(s.ipAdress) 24: end for 25: end for 26: selectedServer ← probOfServers.random() priority ← 50000 35: hardTimeout ← 30 36: flowRule ← OFPT _FLOW _MOD(matchFields, actions, priority, hardTimeout) 37: install(p.incomingSwitch, flowRule)
38:
OFPT _PACKET _OUT (matchFields, actions, priority, hardTimeout) 39: end procedure
The controller prepares the set of matching fields and list of actions to be applied on the request packet in Lines 32-33. This information is converted into OFPT_FLOW_MOD OpenFlow message in Line 36 to add a new entry to the flow rule table of the switch that is awaiting for a directive to process the incoming request packet. The structure of the message is composed of the following variables:
• Hard Timeout = c seconds • Matching Fields = [(destination TCP port = TCP port number for the requested service), (source IP address = IP address of the client requesting the service)]
• Priority = 50000 (maximum priority value)
• Actions = [(modify destination IP address), (modify destination MAC address), (physical output port)] Hard timeout parameter controls the expiration of the flow rule, so that it is deleted from the switch's flow table after the given number of seconds. For instance, if the hard timeout value is 60 seconds for a flow rule, the requests of a specific end-user are assigned to the same server for 60 seconds. After the flow rule is deleted for that source end-user device, the load balancing algorithm is triggered and destination server is determined again in order to reallocate resources for the subsequent requests generated by that end-user.
The installed flow rule includes two different matching fields: source IP address and destination TCP port number. If a packet is generated from the same client requesting for the same service, this packet matches with the generated flow rule and it is processed without consulting to the controller. In Line 33, the actions to be applied on the matching packets are defined: (1) modifying the packet's destination MAC address and IP address, (2) forwarding the packet through the physical port number specified. In Line 34, The priority is set to its maximum value in order to eliminate the other matching flow rules, if there is any.
Similarly, another OFPT_FLOW_MOD message is sent to the corresponding switch in order to construct the reverse path routing, from server to the end-user. This part of the algorithm is omitted in Algorithm 1 in order to keep it simplified. The northbound application is implemented to manage the TCP traffic streams, since it is believed that the reliability, sequence of messages and minimizing the packet loss is key requirements for the healthcare services. Therefore, in order to transmit the acknowledgement packets from server side to the end-user device, the corresponding flow rule installed with the same hard timeout value.
It should be noted that OFPT_FLOW_MOD message does not apply any instruction on the packet that is buffered at the switch and waiting for an action. Since the buffered packet did not match with any flow rule, the recently installed flow rule does not affect its state. In order to apply the same operations on this packet, OFPT_PACKET_OUT message is sent to the switch with the same set of variables in Line 38.
B. FALL RISK ASSESSMENT SERVICE ARCHITECTURE
Accurate fall risk assessment is crucial in order to prevent fall-related physiological and psychological consequences, especially for the geriatric population. The falls incur hospitalization and treatment costs to the families and indirect costs to the society in terms of expanded need for caregivers and additional facilities. Even in the cases where there are no physical injuries, the falls greatly impact the quality of life, as they may cause a loss of self-confidence leading to reduced mobility and independence. Timely detection of increased fall risk is crucial in order to prevent possible falls, through the adjustment of treatment/medication, adaptation of the living environment, usage of assistive devices, increased caregiver support and physical exercises [28] . To facilitate a pervasive fall risk assessment service, we propose a multi-tier architecture that consists of edge, cloud and end-user device layers, depicted in Figure 3 . The data collection, pre-processing and fall risk inference functionalities are distributed across multiple layers to ensure the best adaptation to the requirements and attain a high performance, both inference accuracy and network-wise.
Today's wearable sensors are typically empowered by wireless communication technologies, thus having the capability to directly interface with a variety of edge devices. For instance, the sensors used in our study (details presented in Section V-A) are Bluetooth-enabled. Depending on the environment, the sensors may either transmit directly to the edge servers (such as Raspberry Pi computers equipped with Bluetooth dongles) or relay their data to the edge through a smartphone. In healthcare dedicated environments like hospitals, the former approach is viable, while in locations where direct connectivity with an edge server may not be possible, like in a house environment or outside, smartphones could be used to manage sensor-to-edge connectivity. Smartphones could further be facilitated to handle some portion of the data pre-processing; however, it should be noted that smartphones are battery-constrained devices, thus the amount of delegated computation should be restrained accordingly.
After the sensor data reaches the edge, it is processed and stored. The data processing includes two stages that are executed for each user: Extraction of spatio-temporal gait parameters and fall risk classification using the parameters as input. In case of an escalation in the fall risk state of the user, the care-givers, clinicians or the relatives should be notified immediately to make timely interventions possible.
The time-sensitive nature of fall risk assessment renders the edge as a suitable location to carry out the actual decision making.
The personal data of each subject should be stored on the edge for a few reasons. First, the sensory data history of the users is used to construct data windows of at least a few minutes, over which the parameters related to changes in gait and medium-term trends are estimated. Second, the longterm history of extracted parameters and the inferred fall risk status of a user should be made accessible to the clinicians on demand, since it could guide continual interventions such as medication adjustment. Lastly, the stored data could later be used to improve the fall risk inference model, depending on the presence or absence of falls in the user's history. An example scenario is adding the historical data of a subject to the training dataset with the label of high risk, upon detection of a fall. Such additions to the training data require the retraining of the machine learning model. After the model is improved, it should be distributed to the edge servers with active users, in order to increase the service quality for all the users in system. Both of these steps are handled and orchestrated by the cloud due to its central position and superior capabilities. The cloud also maintains the long-term data repositories, to enable on-demand access by the clinicians.
V. IMPLEMENTATION & PERFORMANCE ASSESSMENT
To assess the viability of the proposed architecture, and to evaluate its performance under realistic conditions, we designed an experimental protocol that combines a real healthcare service (i.e. a fall risk assessment service) operating on real patients' data and an emulation framework that VOLUME 6, 2018 uses this data to measure various networking/operation metrics. In this section, we present the details of our experimental protocol and methods. First, we elaborate on the internals of the fall risk assessment service module, which includes the gait parameter extraction methodology and the machine learning model utilized to infer fall risk. Then, we describe the sensor equipment used in the data collection and the subjects who participated in our study. Then, we describe the emulation environment, and explain how we use the collected fall risk data to achieve a realistic use case scenario. The network topology, parameters and the methods that are employed to extract the performance metrics are additionally explained.
A. FALL RISK ASSESSMENT
Fall risk assessment and gait analysis go hand in hand, as the factors behind walking abnormalities also influence fall risk [29] . Wearable sensors, especially inertial sensors that are capable of quantifying human body motion, have become portable and unobtrusive alternatives for accurate gait analysis [30] . Inertial sensors attached to specific parts of the body enable the extraction of spatio-temporal gait parameters, which may be directly used to infer fall risk [31] . The extractable gait parameters include:
• Cadence: Number of steps taken in a minute.
• Stride length: Distance between consecutive ground contacts of the same foot.
• Stance and swing times: Durations of the stationary and moving periods of the foot, respectively. The ratio of stance time over the whole cycle time is referred to as the stance ratio.
• Clearance: Elevation of the foot during swing phases. These parameters are typically computed and aggregated over a period of time, in the form of averages and variations, as instantaneous estimates may fail to capture the trends and changes in gait. Therefore, using sliding measurement windows of a few minutes is a widely adopted practice. Additionally, computing indices that capture the left-right asymmetries in different parameters is a typical approach. Healthy gait is symmetric and any deviations from it may indicate gait abnormalities and increased fall risk.
1) EQUIPMENT AND SUBJECTS
We employed EXEL ExLs3 inertial measurement units [32] , comprised of accelerometer, gyroscope and magnetometer sensors, strapped on top of the subjects' feet. The data is sampled at 100 Hz and transmitted wirelessly via Bluetooth. We collected data from 16 subjects with various neurological conditions (Parkinson's disease, dementia with lewy bodies, vascular dementia and normal pressure hydrocephalus). The subjects are divided into two fall risk groups (8 low, 8 high risk) based on their history of falls; i.e. the patients with at least one fall within the last year are labeled as high-risk subjects. The average age of the subjects is 76.4 ± 10.0. The subjects are instructed to walk in a clinic environment for at least two minutes at their own habitual speed.
2) EXTRACTION OF GAIT PARAMETERS
To estimate the spatio-temporal gait parameters that are used as input to the fall risk assessment module, we employ the method proposed in our previous study [33] . This method is based on the zero-velocity updating technique, that leverages the periodic nature of human walking to mitigate the displacement drift errors associated with the integration of acceleration signals. An error-state Kalman filter is used to track and correct errors due to sensor measurement noise and bias, that accumulate between zero-velocity periods (stationary, full-ground-contact phases of the feet) [34] .
The inertial sensor produces 3-dimensional acceleration and rotation rate measurements in the form:
where f t and ω t are the accelerometer and gyroscope output, respectively. The state of the sensor can be defined in terms of its 3D orientation, velocity and displacement:
where R t is the rotation matrix defining the orientation of the sensor with respect to the local Earth reference frame, v t and s t are 3-dimensional vectors specifying its velocity and displacement respectively. The orientation R t is estimated with the following rectangular integration scheme:
where I is the identity matrix, σ = |ω t δt| where δt is the time between previous and current sensor measurements, and B t is the skew-symmetric matrix form of the vector ω t . The velocity and displacement are computed as:
where g is the gravitational acceleration vector and a t is the acceleration measurement projected to the local Earth reference frame with gravity excluded. In theory, these equations are sufficient to indefinitely estimate and track the state of the sensor; however, the noise and bias errors in the sensor measurements cause significant drift [35] . Hence we use a Kalman filter to periodically estimate and correct the accumulated errors. The filter consists of two stages: predict and update. In the predict stage, the error covariance P t|t−1 is estimated as:
where S t is the skew-symmetric matrix form of the vector R t f t , 0 is a zero matrix and w is the noise covariance matrix modeling the accelerometer and gyroscope errors. The actual error correction is performed in the update stage executed during the stationary phases of the foot (where its velocity is almost zero), i.e. the zero-velocity update [36] :
where H = 0 I 0 is the 3×9 matrix filtering the state so that only the velocity elements remain non-zero,x t|t−1 is the predicted state calculated beforehand via Equations 6-8 and v is the error covariance matrix denoting the small amount of uncertainty in the zero-velocity update. The corrected state is finally computed as:
As a result we are able to estimate 3D feet displacement (s t ), demonstrated in Figure 4 . The computed displacement information is used to extract spatial gait parameters such as stride length and clearance. Additionally, we use a peak detection-based algorithm on the gyroscope signal to detect the temporal gait events such as initial contact and foot off, i.e. the time instances when the foot makes contact with the floor and leaves the floor, respectively. These events enable us to estimate the durations in between, corresponding to stance and swing times [37] .
The extracted spatio-temporal gait parameters are aggregated over the walking sessions for each subject to estimate averages and coefficient of variations (CV). Also, symmetry indices (SI) are computed for parameters that have separate components for left and right feet [38] . Consequently, we achieve a set of 17 parameters listed in Table 2 .
3) HOW TO INFER FALL RISK?
Once the spatio-temporal gait parameters are extracted, we can use them as input features to train a supervised machine learning model that can classify the subjects into low and high fall risk groups. Machine learning models are shown to be viable for assessing fall risk [39] , [40] . We employ two different classifiers, namely support vector machine (SVM) and random forest (RF). SVM is trained with the linear kernel. RF is trained with 100 trees, 4 predictors randomly sampled for each tree, and a minimum leaf size of one sample. Leaveone-out cross-validation is used to evaluate the inference accuracy of the classifiers. Moreover, we conduct receiver operating characteristic (ROC) analysis and report area under the curve (AUC) values to visualize and detect classification biases and tendencies towards false positives.
B. MULTI-TIER NETWORK EMULATION
This section provides detailed information about the network emulation environment used for evaluating the performance of the proposed architecture. In addition, the scenarios on which the experiments are based and the system parameters used in the experimental scenarios are introduced.
The proposed system is implemented and executed over the Mininet [41] emulation environment, which is configured on a computer with Intel Core i7-6700K CPU, and 16GB DDR4 main memory. Ryu SDN controller [27] is selected as the main control plane mechanism due to its support for recent versions of OpenFlow and flexible northbound API in Python. The northbound application is implemented through this API and designed in compliance with the OpenFlow v1.3 specification body [42] . Within the Mininet environment, Open vSwitch (OVS) [43] is used as the data plane elements. In Figure 5 , the network topology implemented on Mininet is depicted. There are three different locations, each of which has a different number of users positioned to consume the fall risk assessment service. There are seven different cases utilized for assessing the scalability of the proposed systems in terms of the supported number of users at the edge: 1, 5, 10, 20, 30, 40 and 50. The number of users per location for each scenario is presented in Table 3 .
The edge servers, with the identical fall risk assessment pipeline (depicted as the edge tier in Figure 3 ) installed on each of them, are configured on Mininet as there will be one server at each location. On top of this tier, a cloud server is also positioned to execute the fall risk inference routines when requested. All of the servers within the Mininet environment are created and deployed as CPU limited hosts implemented by the Mininet API. The main parameters of a host are defined as the fraction of the overall system CPU and the number of cores that the created host utilizes. In order to emulate the real processing capability of the cloud and edge servers, their CPU powers are configured by adjusting these parameters. The cloud server is deployed as a processing unit with nearly unlimited power by letting it use the whole CPU capacity of the physical machine that Mininet runs on. The edge servers are less capable than cloud servers in terms of processing power, and so the CPU fraction of each edge server is set to use 20% of the CPU power of the physical machine. All of the servers within the emulation environment are configured to utilize all the available cores in the processing unit.
In addition to the capacities of the computation resources, the properties of the network links are also configurable by Mininet. Since the traffic control (tc) utility in the Linux kernel is customized for interfaces, it is possible to define propagation delay and bandwidth values for the links connecting OVS instances. Similar to the host configurations, the network link parameters are adjusted in accordance with the real networking operations. For instance, while the bandwidth is high and the propagation delay is small at the edge of the network, access to the cloud tier is restricted in terms of bandwidth and the propagation delay is higher. The links 1, 2 and 3 emulate typical 802.11n wireless connections and according to the calculation of the average throughput in a typical indoor environment, the bandwidth of these links is configured to support 200 mbps data rate [44] . Links 4-9 are operating within the LAN and they are configured to emulate Gigabit Ethernet (1 gbps). The typical propagation delays across the LAN are almost negligible, hence the propagation delay for these links is set to a low value of 5 ms. Along with these characteristics, link 10 is configured to emulate the real WAN access to communicate with the cloud data centers. Since the Internet is congested and the data rate through the WAN is much lower than the edge of the network, the bandwidth is set to a lower rate (100 mbps) and the propagation delay between the end-users and the remote cloud servers is set to 250 ms. The emulation parameters for the network links are also presented in Table 4 .
The real sensor data collected from real patients using the inertial sensors are replayed in Mininet hosts to emulate the traffic generation and service request patterns. The optimal sensor sampling frequency is 100Hz for each sensor, which corresponds to 200Hz data generation by each user (each data instance is composed of 3D gyroscope, accelerometer and magnetometer readings), considering two sensors (one per foot). Each user bundles and transmits one-second-long sensor data in a single message, i.e. each user generates one message per second. In order to emulate various request patterns and traffic loads, two different scenarios designed. In the first scenario, the continuous monitoring of the fall risk assessment service is exemplified where each client generates 5 minutes of data traffic, simultaneously. The second scenario consists of each user generating traffic according to a uniform distribution between 1-3 minutes, where each user starts 20 seconds after the preceding user, for emulating the intermittent monitoring of patients at a medical clinic.
After receiving the data from the users, a server executes the fall risk assessment routines, by extracting the sensor data bundled in the messages. The client and server sides are implemented with socket programming in Python and TCP connections are established. Since the sequence of the sensor data is important in terms of the fall risk analysis accuracy and the service is intolerant to any packet loss, TCP is selected as the main transport layer protocol.
In order to evaluate the performance of multi-tier architecture with SDN as the main orchestration mechanism, the following scenarios are selected:
• Multi-tier with load balancing • Multi-tier without load balancing • Only cloud The multi-tier environment with the load balancing approach exploits the functionality provided by the SDN and northbound application implementation that is presented in the previous section. The northbound application tries to minimize the overall service delay by distributing the load among the edge servers. The second approach disables the load balancing algorithm, minimizes the involvement of the SDN control plane and allocates the computation resource that is closest to the end-user. In other words, the requests of the end-users are directly forwarded to the edge servers in the vicinity without any SDN controller functionality except the forwarding and routing logic. Lastly, the more traditional only cloud approach is evaluated to determine the performance when all of the requests are offloaded to the powerful cloud server through a congested network.
Each scenario is repeated 10 times. A single execution takes 15 minutes on the average, including the start-up delay for traffic generation and the standby period to ensure the completion of requests in case of packet retransmissions.
VI. RESULTS & DISCUSSION
In this section, we first present the classification accuracy results for the fall risk assessment module on real neurological disorder subjects, to show that the implemented healthcare service is indeed successful and operational. Then, we show the performance results of the proposed SDN-based multi-tier computing and communication architecture, which serves the implemented fall risk assessment application, compiled via experiments in an emulation environment. 
A. FALL RISK CLASSIFICATION
The RF classifier has an accuracy of 87.5%, while the SVM classifier achieves a better accuracy of 93.8%, to distinguish between the low and high fall risk subjects. As an additional performance measure, the ROC curves are presented in Figure 6 . The AUC values are 0.891 and 0.844 for SVM and RF, respectively. To provide an insight into the classifier operation, we depict the decision boundary output of the SVM classifier in Figure 7 , for three gait parameters that are important in terms of fall risk: average clearance, average stance time and swing time asymmetry. The subjects with high fall risk exhibit high swing time asymmetry and high average stance times, while they tend to have lower clearance values. The clearance and stance time observations show that high fall risk is related to the difficulty of lifting the feet off the floor. The asymmetry in swing times indicate that left-right gait asymmetry is also an important factor in increased fall risk. These results shed light on the feasibility of the implemented fall risk assessment service.
B. PERFORMANCE OF MULTI-TIER ARCHITECTURE
The scalability of the system is a key issue since the dynamicity at the edge of the network and various request patterns may affect the overall performance. The availability of the service and low end-to-end delay should be preserved even when the popularity increases within a certain region.
First of all, in order to demonstrate the operability of the proposed architecture and the northbound application, the difference between the load balancing approach and offloading to the closest edge server is shown in Figure 8 . It is observed that the maximum CPU load throughout the experiment is lower and the tasks are fairly distributed to the servers when the northbound application is active (Figure 8b ). While, in the load balancing scenario, the CPU utilization of a server reaches ∼20%, the servers utilize all of their available computation power when the requests of the end-users are directly offloaded to the closest edge server.
In Figure 9 , the proposed multi-tier architecture with load balancing is analyzed in terms of the overall service delay, with varying number of end-users and requests. This scenario illustrates the intermittent monitoring of the patients where each user generates a varying number of requests during the experiments. The multi-tier architecture with load balancing provides the best performance among all. While the only cloud approach provides the same quality of service independent from the traffic load, the multi-tier architecture without load balancing performs the worst in terms of service delay. It should be noted that the y-axis of the figure is in logarithmic scale because the average service delay of multi-tier structure without load balancing with 50 clients is more than ∼11 seconds. In order to enhance the resolution of the results and demonstrate the differences between each approach clearly, the service delay is shown in the logarithmic scale.
The main causes of this result is analyzed in Figure 10 , in the form of delay breakdowns. The contributors of the overall service delay are shown separately for evaluating the performance indicators. The execution delay for the approach where the requests are always offloaded to the cloud tier is almost negligible compared to the network delay, hence the execution delay of the only cloud approach is omitted in Figure 10 . This is due to the superior computational capabilities of the cloud server. Almost all of the delay is caused by the network delay due to WAN access. On the other hand, when the multi-tier architecture with load balancing approach is inspected, it is apparent that the dominant factor for the overall service delay is again the network delay. Since the load among the computation resources is distributed fairly, the execution delay does not vary much with the changing number of end-users. For the scenario where the load balancing is inactive, as the number of users and the fall risk service requests increase, both the execution and network delay also increase. It can be deduced that both the computation and network resources become congested when the requests are directly assigned to the closest edge server.
Another scenario for evaluating the performance of the proposed system is the continuous monitoring and data generation. Contrary to the first scenario where the end-users are active for varying durations, Figure 11 shows the performance of the system where each user generates traffic for the same amount of time (5 minutes). When the network becomes dense with more fall risk service request, the average service delays for each approach increases. While the cloud-only approach provides equivalent service quality when the network is less congested, the average service delay increases with the increasing number of end-users. In fact, in this scenario, the cloud tier provides the worst result in terms of service delay among the three approaches. On the other hand, the multi-tier structure with load balancing still provides better performance compared to the approach where the requests are offloaded to the closest edge server.
In general, it can be argued that Edge Computing has a potential for providing latency-intolerant services with higher performance. However, considering the scalability issues, it becomes insufficient to meet the requirements of the end-users and healthcare applications without an effective network management entity and a load balancing approach. According to the results depicted in Figures 9 and 11 , the edge tier is capable of assuring the low latency requirement of the fall risk assessment service for a range of different settings. However, once the number of offloaded tasks reaches a certain point, the limited processing capability of the edge servers can no longer accommodate the incoming tasks as desired. Compared to the powerful resources of the cloud tier, the increasing number of service requests results in a scalability problem at the edge, which directly degrades the overall performance of the system. The proposed load balancing approach distributes the offloaded tasks fairly and increases the scalability, as demonstrated by the results. Lastly, the effect of hard timeout parameter on the average service delay is analyzed. Hard timeout is important for optimizing the performance of the load balancing algorithm. Figure 12 presents the evaluation with varying values of hard timeout. The average service delay tends to decrease up to a certain point as the hard timeout values increase, then becoming stable. Our load balancing approach distributes the load among the servers in advance and triggering load balancing after the expiration time does not affect the performance greatly, while increasing the hard timeout value indicates a lower burden on the controller. As the hard timeout value increases, the number of packets forwarded to the controller also decreases since the probability of matching with a flow rule becomes higher. The further increase in the hard timeout value exhibits similar results because after the loads are distributed fairly for once, the average service delay until the next trigger is already nearly optimized.
VII. CONCLUSION
The expansion of the pervasive healthcare services with the improvements in the computational resources necessitates a redesign of the traditional operations within the network. In order to address the requirements of typical healthcare applications, and to provide a pervasive communication environment, this paper proposes a solution based on a multi-tier computing and communication architecture powered by SDN. By taking advantage of the computation and storage resources at various tiers, the tasks are executed externally on behalf of the end-user devices, according to the demands and types of the healthcare services. In order to justify the validity of the proposed solution, the requirements of the pervasive healthcare applications and the benefits of the SDN-based multi-tier architecture are elaborated. The feasibility of the proposed system is demonstrated with the implementation of a fall risk assessment service as the main use case. It is shown that the fall risk inference model achieves a high accuracy and the proposed communication and computation system accomplishes the demanded performance from the viewpoint of service delay sensitivity. This work serves as a concrete example of a multi-tier computing architecture specifically targeted for healthcare applications. Beside our contributions related to the design and implementation of the proposed architecture, the details of the implemented fall risk assessment service and the evaluations conducted with real patients' data position this paper on the bridge between the medical and the computer networks domains.
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