We describe the Linda Program Builder | a higher-level programming environment that supports the design and development of parallel software. It isolates much of the administrative e ort in constructing parallel programs, and maintains a program-describing database. This database feeds information to the compiler for optimization, to a visualizer for enhanced program visualization, and potentially to other tools in the environment. The LPB is a window-oriented, menu-based, user-friendly system which provides coordination frameworks for program construction. These templates or coordination frameworks themselves can be custom-constructed by invoking a template-building template; most importantly, the LPB represents the idea of an \open" or \dynamic" preprocessor as an alternative to new programming languages .
Introduction
The Linda Program Builder (LPB) 1] 2] is a higher-level programming environment that aids in the design and development of parallel software. The LPB is an Epochbased 1 , menu-driven, user-friendly system that supports incremental development of explicitly parallel C-Linda programs. This paper will discuss three major topics: program construction with the LPB, the LPB's interaction with the compiler and visualizer, and the idea of an \open" or \dynamic" preprocessor like the LPB as an alternative to new programming languages.
Linda itself has been extensively discussed in previous work, so we will not describe it here. 9] is a representative paper. Two important points respecting the LPB's relationship to Linda are important, though. (1) Nothing about the \paral-lel program builder" approach restricts it to Linda. What we mean by \program builder" is a tool which captures idiomatic use of a particular language, and guides the user through program development, by o ering higher level constructs that are transformed into some base language. The sort of tool we describe might be built in the context of any explicitly parallel programming environment. On the other hand, (2) the choice of Linda isn't arbitrary either.
Program Construction with the LPB
The LPB is built on top of Epoch running under X-windows. The LPB environment is menu-driven, but allows the full exibility of Epoch (Emacs) in editing all les. Programs are constructed interactively. The LPB can also be used to parallelize an existing program by employing its commands to insert parallelization code. Several windows are open at all times, o ering command menus and information on the developing program's current status. The template menu o ers a selection of available templates. The tuple menu presents a choice of currently-known tuples. The operations we may perform on these tuples are listed in the command menu which changes depending on which tuple is currently selected in the tuple menu.
An experienced programmer may choose to bypass many of the point-and-click facilities of the LPB. There have been many template-editor predecessors to the 1 Epoch is a multi-window version of emacs developed by S. Kaplan of the University of Illinois, Urbana LPB, notably the Cornell Program Synthesizer 27], but on the whole, they impose rigid frameworks which the programmer is forced to follow. Requiring the programmer to follow an imposed template guarantees syntactic correctness, but may cramp a creative programmer's style by restricting his exibility. The LPB o ers similar features, but doesn't impose them.
The LPB captures organizing strategies for parallel programs and basic coordination frameworks. The basis for the \coordination framework" approach to parallel programming is presented in 7] . This method focuses on three main paradigms, called \specialist", \result", and \agenda" parallelism. The most important features of the LPB are its support of templates and high-level operations, and its construction of a program database. The latter is the medium through which the LPB interacts with other tools in the environment. Templates represent entire program structures and direct control ow. There is also support for manipulating distributed data structures. Finally, high-level operations provide abstractions to a user which get transformed into the base language before compilation.
Templates
A template is a program skeleton for a particular paradigm that serves as a blueprint for program construction. A template expands into more detailed code. A programmer can choose to follow a template all the way through, but he is free to leave this framework whenever he wants and to return when necessary. There is a tradeo here between exibility and allowing potential consistency problems. Should a programmer decide to bypass the LPB and code constructs that contradict its established patterns, an inconsistency between the program database and the program itself might be created. The LPB will warn the programmer when this happens, but cannot overrule what he has done.
Many templates have already been implemented, but others may be added by using a special template-building template. Templates are expanded incrementally using buttons. Consider the master-worker template as an example. The masterworker paradigm is discussed in 1], and we omit details here. A master process creates tasks. Worker processes operate in parallel, grabbing tasks as they become available and generating results for a task when they are done with it. The master process gathers these sub-results and determines the nal result. When a masterworker template is chosen from the main menu, a template skeleton is presented. Figure 1 shows the initial buttons. Clicking a template button causes it to expand into more code, which may contain more buttons. Various stages may require further Figure 1 : Initial master-worker template input, for which the user is prompted either by menus or input windows. The program grows as more buttons are expanded and more information is obtained from the user. The buttons may be ordered in priority, i.e. some buttons may be dependent on information that can only be acquired by rst expanding other buttons.
A master-worker program typically involves task tuples and result tuples. All tuple operations and the associated variable declarations are automatically generated according to the particular model chosen. An intermediate stage in program generation is shown in gure 2.
The user is always free to enter code or comments anywhere within the partially constructed program.
There are several other templates for developing parallel programs, some supporting completely di erent methodologies. The data parallel template, for example, supports the owner-computes style of programming by providing lter, log and merge routines. A set of global reduction operators completes the data parallel package. These operators are implemented as macros, but could equally well be communicated to the compiler for custom optimizations. The LPB interface for data parallelism thus smoothes the way for Linda programmers who use the data parallel model.
Distributed data structures
Linda programs generally make use of distributed data structures such as distributed arrays, task bags, shared variables and so on. Many of these crop up within the coordination-framework templates discussed above. Structures such as task bags, watermarked bags and distributed queues, to name a few, are often incorporated into the choices presented during the construction of a program through a template. But if a programmer needs to specify a data structure outside of a speci c template, the LPB still provides support.
For example, the LPB has menu options to support creating and manipulating shared variables and counters in tuple space. Counting semaphores are supported in a similar manner. The labels of these variables appear in the tuple menu. Picking a tuple of one of these types will cause the commands menu to change accordingly, and the information window to display known information on the tuple. Distributed queues of various kinds are often required in parallel programs. They may have multiple sources, sinks, or both. The synchronization and handshaking necessary for coordination among the various sources and sinks can be achieved through distributed head and tail pointers in tuple space. The LPB provides a complete set of menu functions to create and manipulate queues. Upon selection of a \create-queue" command, a popup menu o ers choices. Once a model has been selected, all the tuples necessary for maintenance of the queue are automatically generated and initialized. A user is now free to select menu commands to add to or remove from the queue as desired. All tuple operations, declarations, and support code are automatically inserted at the appropriate places.
Higher level program constructs and abstractions
Certain operations ought to be supported, but not at the level of a full program template which directs control ow. The LPB supports high-level operations which can be expanded and then abstracted back again (buttons, on the other hand, can only be expanded). Thus a higher level construct may be presented to the user as an abstraction. If the user wants to see the implementation of the higher-level operation, he can choose to expand it. It can then be abstracted back to the higher level representation, which is more concise and easier to understand.
The abstraction feature is a useful tool in constructing and viewing programs. It supports top-down programming by presenting a high-level view of program structure that can be expanded downwards at will, but also abstracted back up again to a conceptually more appealing higher-level format. This allows the programmer to concentrate on hierarchical program construction at a high level, and to deal with \blocks" of code represented by abstractions.
Abstractions in the LPB are somewhat similar to the Cedar 33] approach in its Tioga structured text-editor. Tioga treats documents in a tree-structured manner where each node is a paragraph or a statement. This hierarchical node structure allows detail to be concealed in the interests of a conceptually higher-level view, much as in the LPB. A related feature appears again in editors that provide outline modes, allowing for a hierarchical perspective on text. Note however that the abstraction feature of the LPB involves considerably more than mere in-place expansion. Expanding an abstraction involves actual code generation which may a ect code spread across several modules. This code is automatically generated, and it is not a mere rehashing of something the user has explicitly declared previously.
As an example, we present the or-in construct, which allows the user to in a tuple or another one or another one and so on. The LPB implements the or-in function as a higher-level operation. If the user selects the menu option for an or-in, a menu pops up with a list of the tuples that are known to the database. The user selects from these the tuples that will appear within the or-in. The or-in appears to be a regular program construct, but the relevant lines in the code are highlighted ( Figure 3 ).
The highlighting indicates that it is a higher-level operation. Expanding this abstraction will show the user how it is implemented in Linda code. The or-in becomes an in of a bit vector to check which tuples are available. Next is a conditional to check which bit is on; based on the check, the appropriate tuple is read. The bit vector has to be generated whenever one of the tuples of the or-in is used in an out or eval. Thus, the expansion causes all relevant references to those tuples in all open modules to be followed by a new out which generates a bit vector with the bit corresponding to the out'ed tuple turned on ( Figure 4) . If the cursor is placed on the main section of the or-in expansion, and the abstraction menu item is selected, all the expansion details disappear, and the abstraction reappears, making the or-in look very much as if it is a part of the language.
The program database
The LPB continuously updates a program-describing database. Every tuple, function, abstraction, higher level operation, or other signi cant component of the program is entered into the database as it is used. The database keeps information on a tuple's label, on the variables used in its elds, the status of each of the elds, information on the nature of the tuple and its use, and a record of all the places where references to the tuple exist. The database also keeps track of which buttons have been expanded, and of the general state of the template.
The archive is global across a user's LPB sessions. It is saved together with the program les, and automatically loaded when a le is read in.
This database is the backbone of the LPB, maintaining all the information necessary to implement higher level operations and provide user support. This information is used to eliminate memory-work and reduce keystrokes. For most tuple operations, for example, variable declarations and code insertion are automated, as are cross-module propagation of updates to tuple references when a tuple structure is modi ed. The database also supplies information to the compiler and visualizer. The Linda pre-compiler parses and analyzes operations on tuples. Given certain sequences of operations, the pre-compiler may draw conclusions about the intended e ects, but (like any compiler) it cannot in general infer the user's intent in specifying particular sequences of operations. The LPB has superior knowledge in this regard. Since the program is being constructed through templates or other higher level conceptual frameworks, the LPB \knows" why the various operations are being used. For example, the LPB knows that certain pairs of tuple operations are associated with \counter" tuples which will always be updated in certain ways. Given a particular distributed data structure, the LPB knows which tuple operations need to be used to create and manipulate it. The LPB has a deeper understanding of data structures than an analyzer can develop at compile time.
This knowledge is valuable to a compiler. Given an understanding of what a series of Linda operations is intended to achieve, the compiler can transform the series into a semantically equivalent series of operations that are more e cient. In some cases it will be possible to fuse these operations together and perform a smaller number of discrete operations over tuple space, saving overhead. We demonstrate this with a series of three examples of increasing complexity.
The rst deals with the use of shared counters between processes. These are represented by tuples in tuple space with a eld that contains the shared counter. Traditionally, any update to the counter would be accomplished by removing the tuple from tuple space, and introducing an updated tuple with the appropriate value incremented or decremented by one. In the context of the LPB, the user simply de nes a counter using the relevant menu option, and thereafter selects an increment or decrement operation on this counter. The LPB then inserts the appropriate in and out commands into the code. Hence, a conventional compiler would understand this code in the same manner as if a user had typed in these commands from scratch.
Once the user has de ned a counter, the LPB knows that apart from initialization, a counter update will always involve a pair of in and out operations. Every counter update is thus noted as a \special" tuple operation in a le. The compiler reads this LPB-generated information le and goes down the list of \special" tuple operations. The compiler places these tuples into their own partitions and marks them with special handlers, tailored to meet their speci c needs. In particular, for the case of counters, the LPB actually marks the in operation in an increment or decrement as an increment or decrement, whereas the second operation is marked as a \no op." Hence, the rst tuple operation in an increment or decrement gets assigned a particular handler, and the second is completely ignored.
The increment or decrement handler locks the counter variable in tuple space, updates it in place, and then releases the lock. This saves the compiler two locks and avoids an additional tuple operation. Knowing enough to throw away the second operation entirely is very useful. The original compiler (v2.4d 2 ) was built to deal with only one tuple operation data structure at a time. For this optimization, we are actually dealing with two tuple operations at one time and hence, throwing out the second operation is particularly fruitful because we use the data from the rst operation only. If we were to need data from the rst operation too, we would need to modify the compiler to handle data from two or more tuple operations at one time, a change that proved to be necessary for other optimizations.
This optimization of counters show promising results. For a sequence of ten thousand counter increments and decrements on a Sequent Symmetry with 16 processors, the v2.4d compiler took 7.55 seconds. The new LPB-optimized compiler took 3.07 seconds for the same sequence. The time for a counter update was thus reduced by more than a factor of two. Since we not only eliminate an entire operation in this optimization, but reduce space and overhead constraints for even the single operation, this improvement by better than a factor of two is no surprise. Running the same test on a Sun Sparcstation 2 and Sparcstation 10 yielded almost identical factors of improvement.
A similar optimization was implemented for general shared variables, although this case is slightly more complex. Since the variable type is not a mere counter, but could be any structure or even function call, the second operation in the inout pair cannot be ignored. The implementation of this optimization faced some problems that arose because the v2.4d compiler was not implemented with an LPB interface in mind. The compiler was designed to handle one data structure per tuple operation. For optimizations of the shared variable nature, we need access to two tuple operation data structures simultaneously. Hence, implementing this optimization involved some tricky coding which would be eliminated when a new compiler is designed from scratch with an LPB interface in mind. At any rate, for a sequence of ten thousand shared variable updates on a Sparcstation 10, the 2 The version number comes from the Linda compiler of Scienti c Computing Associates, New Haven v2.4d compiler needed 16.64 seconds, whereas the LPB-optimized one required 8.62 seconds. This improvement is again in line with expectations. A total elimination of the second operation would result in a reduction in time by at least a factor of 2. Since, however, the second operation could not be completely eliminated, our reduction is slighly less than a factor of two.
The optimizations for shared linked lists required some tricky modi cation of the compiler. A shared linked list basically has two levels. The rst level is the index list, where each entry is represented by a tuple containing the index value and the next index value. The index value is the key into another tuple which actually stores the data element for that index. At the user level, the user simply selects options of the variety initialize list, insert node or remove node. The user actually views the code at this level of abstraction too. If the user chooses to expand the abstractions, they expand into Linda code that manipulates the linked list. Hence, an insert node will expand into code that rst acquires a unique identi er for the node and then creates a new node. To do this, we in the node after which the new one will be inserted, modify the appropriate elds to insert a new node, and out the new node index. Then we can out the node with the data. The unoptimized (v2.4d) version will compile this expanded code, whereas the LPB-optimized compiler will compile a second le generated by the LPB.
The implementation details are beyond the scope of the paper. In manipulating a very large list with ten thousand insert and delete node operations on a Sparcstation 10, the v2.4d compiler required 50.51 seconds. The LPB-optimized compiler ran the same sequence in 27.13 seconds. This was, again, consistent with expectations.
Program visualization
The Tuplescope visualizer 4] is a graphical monitoring tool that presents a dynamic image of an executing Linda program. Tuples are represented on the screen and their movement to and from tuple space is displayed as the program executes. The LPB passes enough information to Tuplescope to allow a better organization of the display. For example, a counter tuple normally looks like every other tuple, but with LPB-generated information, Tuplescope can recognize counters: a counter has its own window with a displayed value that changes as the counter is updated.
Similarly for queues; instead of displaying bare tuples, a graphical representation of a queue is displayed, with the contents of the queue displayed as a list and head and tail of the queue clearly visible. 
Extending a base language with a program builder
How do we capture programming experience and provide special-purpose conceptual and practical aids to a programmer in a framework that can adapt with changing methodologies? We could (1) rely on the exibity of the base language, (2) build libraries of subroutines, (3) o er syntactic support, possibly with the addition of (4) semantic support.
Choices (1) and (2) are outside our range of interest. For our purposes it is important that special-purpose constructs look to the programmer as if they were language features: syntax must be clean, and the compiler must be capable in principle of pro ting from the programmer's decision to use these particular constructs. Further, we intend for our language extensions to incorporate an interactive graphical environment.
Syntactic and semantic support can be provided in two di erent ways. We might build a new language; alternatively we might build some sort of preprocessor, which recognizes our new constructs and translates them into some base language. The key di erence (ultimately one of degree and not kind) is that the preprocessor targets a higher-level virtual machine than the compiler. Other things being equal, a higherlevel virtual machine language is more human-readable and more portable than a lower-level one. Concretely: the LPB is a preprocessor that targets C-Linda as a virtual machine; C-Linda is a family of compilers that ultimately produce object code for a particular machine, linked to a runtime communication library designed for a particular kind of interconnect and communication environment. C-Linda is a \higher-level virtual machine language" than the languages targeted by the C-Linda compilers themselves.
Hence when we have new language features to support, it is smarter in certain well-de ned ways to implement them within the LPB than to design new languages. C-Linda is portable over virtually all asynchronous parallel environments, and the advantages of that are obvious. Those advantages, combined with the fact that people can read C-Linda more easily than lower-level target code, mean that the pre-processor environment is far more customizable and dynamic than a new language would be. Sites A and B (or even users A and B) can freely customize their preprocessors to support only and exactly the sort of constructs they need. The object code their customized systems emit is portable: hence they are excused, in their customization labors, from low-level hacking; just as important, no matter how much A's and B's preprocessors diverge, A can still run B's codes and vice versa. And no matter how much they diverge, A can still read B's codes, and vice versa. They share the same relatively human-readable target code. Focussing the same arguments on a single site, the preprocessor can be \dynamic": language features can be added, changed or deleted without requiring low-level re-implementations, and without destroying the compatibility or readability of older-version codes.
These advantages all depend, of course, on (1) the preprocessor's producing codes that are acceptably e cient, and (2) the preprocessor's being user-extensable in fact and not just in principle. Assuming these conditions are met, the preprocessor beats the new language option decisively for our particular needs: we suspect that \customizability" will be important in parallel and distributed programming environments, and we know for sure that \dynamism" is desirable.
The only remaining question is: what kind of preprocessor should we build? The LPB is an odd beast in preprocessor-land 3 ...
The particular characteristics of the LPB style are: (1) Input: the LPB de nes an environment|an interactive graphical one|and not merely a language. (2) Output: the LPB emits not only target code, but hints or directives to the compiler and visualizer. (3) Trajectory: the set of language features supported by the LPB is user-extensible.
When requiring input for a particular specialized operation, the LPB will interactively direct a user through a tree of options. In contrast, when using a conventional preprocessor, a user would have to make a routine call which is speci c enough to represent the entire path down the tree. A conventional preprocessor can o er lots of such routine calls with large argument lists to create numerous powerful options, but it cannot provide active support during the construction phase such as guiding users through incremental program templates or menu-driven queue model selections with automated code insertion. There is an incremental methodology in the script of a program builder which a conventional preprocessor cannot duplicate.
At the output end of things, the interactive nature of the LPB and the continuous acquisition of semantic information enable it to pass useful information to other tools in the environment. In fact, the LPB could become a 'smart' assistant with the addition of an expert database system that is able to identify and call up either (a) templates that are likely to be useful for the type of program under construction, or (b) fragments of complete, real applications that are related in signi cant ways to the program under construction, and are thus potentially useful guides. We have developed an expert database system with exactly the right capabilities in principle 13]; retargeting it to the LPB is research for the near future.
The LPB language features are user-extensible in a number of ways. The template-building template is a mechanism to add new specialized operations and new frameworks for program construction. A user also has the option of implementing proposed language additions (e.g. the or-in function) which globally a ect key code segments. The user can further specify how the new features will add to the LPB's semantic knowledge and provide directions on how much of this is passed on to the other tools. Hence, when adding a new customized operation, the user not only speci es how it transforms into the base lingua franca, but de nes how it could be optimized and how it is to be visualized. This level of extensibility distinguishes the LPB from preprocessors (such as C ++ in preprocessor guise 32]) that implement complete and self-contained languages.
Future work
The integration of the LPB with the compiler and Tuplescope is promising, but not as complete or developed as it could be. As we mentioned above, the v2.4d compiler and Tuplescope both preceeded the LPB by several years and were not constructed with the LPB in mind. What is needed is a clearly de ned interface language that allows the LPB to communicate to the compiler which operations in the code are related, what variables are needed to optimize these operations, and how to carry out this optimization. The LPB would also communicate to Tuplescope how a particular construct is to be displayed, what variable values are needed for it, and what graphical constructs to employ in doing this.
The LPB's knowledge of program structure is characteristic of an expert-database approach to intelligent program development. The program database contains information that could be very useful in identifying program types and structures. Fertig has built an appropriate expert database system 13].
Related work
The LPB's most important template-based structure editor predecessor is the Cornell Program Synthesizer 28] . Unlike the synthesizer, however, the LPB does not enforce a rigid framework. Instead, the LPB captures methodologies and supports them, without imposing a strategy. What the LPB produces is source code, and the programmer is free to ignore or modify this as desired. This exibility is essential to any expert programmer.
Other structure editor systems that are similar to the Cornell Program Synthesizer include Aloe 12] under Gandalf 17], MENTOR 16], CENTAUR 6] and IPSEN 22] . Like the LPB, KBEmacs 35] also used an Emacs-like environment with a higher-level programming environment on top. PSG 3] allows both structure and text editing, although the dynamic semantics of the language are de ned in a functional language which is used to interpret the programs. Odin 10] investigates the idea that tools should be centered around a persistent centralized store of software objects, and Arcadia 34] is a large project investigating various issues involving an object management system. An interesting approach is taken by Enterprise 30], which expresses parallelism graphically, thus specifying communication and synchronization through a di erent medium.
Extensible parallel programming environments such as SIGMACS 31] generate a program database during compile time that can be used in later modi cations to the program. The LPB, on the other hand, maintains a dynamic program-describing database that grows as the program is constructed. This allows the system to maintain semantic as well as syntactic information on the programs being developed. This information is used for guiding program development, for checking consistency, for documentation purposes, for providing optimizing information to the compiler 8], for enhancing graphical monitoring, and potentially also for benchmarking utilities to visualize performance in the spirit of 19].
There is currently much research e ort in visualizing the dynamic behavior of parallel programs. 21] is a good example. DPOS 11] uses a metalanguage to de ne networks and provides a set of tools for visualizing and debugging. 24] is an interactive graphical environment for concurrent programming, using a specially-designed graphical language, Pigsty. Pigsty is based on CSP and Pascal, and currently limited to single processes and one-dimensional arrays of processes. Since the LPB can convey semantic information to a graphical monitoring tool 4], programmers can visualize dynamic information at a higher abstraction level than would otherwise be possible. There has been much work in the general area of visual systems such as PECAN 25] 
Conclusions
The LPB supports basic tuple operations as well as higher-level functions, and o ers complete templates and program structures. It captures programming methodologies and guides the user through program development. As new methodologies emerge, they can be added to the LPB in the form of templates which are constructed via the the template-building template.
Further, the LPB's program-describing database can supply information to other tools in the environment, enabling optimization at compile-time, enhanced visualization at run-time, and eventually also performance monitoring for e ciency.
Most important, the LPB is characteristic of a potentially signi cant trend in programming language design. It addresses the traditional con ict between keeping a language simple and simultaneously demanding that it be higher-level. The proposed solution is to combine a simple, general coordination language with a higherlevel, domain-speci c system that provides the power and higher-level abstractions that a programmer can selectively choose to employ. In sum, we can have our cake and eat it too. If we can capture the methods and idioms that skilled programmers rely on without complicating the language itself with a galaxy of high-level, special-purpose constructs, we have a solution to an important problem.
