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Defect generation and deconfinement on corrugated topographies
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We investigate topography-driven generation of defects in liquid crystals films coating frozen
surfaces of spatially varying Gaussian curvature whose topology does not automatically require
defects in the ground state. We study in particular disclination-unbinding transitions with increasing
aspect ratio for a surface shaped as a Gaussian bump with an hexatic phase draped over it. The
instability of a smooth ground state texture to the generation of a single defect is also discussed.
Free boundary conditions for a single bump are considered as well as periodic arrays of bumps.
Finally, we argue that defects on a bump encircled by an aligning wall undergo sharp deconfinement
transitions as the aspect ratio of the surface is lowered.
PACS numbers: Valid PACS appear here
I. INTRODUCTION
The melting of a two dimensional crystal can occur
continuously via two second order topological phase tran-
sitions characterized by the successive unbinding of dislo-
cation and disclination pairs. At low temperatures, dis-
locations are suppressed due to their large energy cost,
but as the temperature is increased, the entropy gained
by creating defects overcomes their cost in elastic energy
and dislocation unbinding occurs to reduces the over-
all free energy of the system [1, 2, 3]. The quasi-long
range order of the crystal is thus destroyed leading to
an hexatic phase that still preserves quasi-long range ori-
entational order. This phase can be characterized by
a complex order parameter with six-fold symmetry. As
the temperature is increased still further, an additional
disclination-unbinding transition occurs and the hexatic
order is finally lost in an isotropic liquid phase [1].
Experimental evidence for hexatic order and defect-
mediated melting has been obtained in systems as di-
verse as free standing liquid crystal films [4], Langmuir-
Blodgett surfactant monolayers [5], two-dimensional
magnetic bubble arrays [6], electrons trapped on the sur-
face of liquid helium [7, 8, 9], two-dimensional colloidal
crystals [10, 11] and self-assembled block copolymers [12].
The unbinding of defects in the plane is entropically
driven and at low temperature defects are tightly bound.
By contrast, on surfaces with non zero (integrated) Gaus-
sian curvature, excess defects must be present even at
very low temperatures. The theory of topological defects
in ordered phases confined to frozen topographies with
positive or negative Gaussian curvature has been investi-
gated previously; see, e.g., [13, 14, 15]. As a general rule,
regions of positive or negative curvature (valleys, hills
or saddles) lead to unpaired disclinations in the ground
state, possibly screened by clouds of dislocations. These
clouds can in turn condense into grain boundaries at low
temperature. The predictions of recent studies of crys-
talline order on a sphere [16] have been confirmed in el-
egant studies of colloidal particles packed on the surface
of water droplets in oil [17]. Investigations of the physics
of defects in curved spaces have also been carried out for
fluctuating geometries [18, 19, 20, 21]. The dynamics of
hexatic order on fluctuating spherical interfaces was stud-
ied in Ref. [22]. Quenched random topographies in the
limit of small deviations from flatness were investigated
in Ref. [13] .
In the present work, we investigate topography-driven
generation of defects on simple frozen surfaces with spa-
tially varying Gaussian curvature whose topology does
not automatically enforce their presence in the ground
state. We study in particular a two-dimensional ”bump”
with a Gaussian shape and dimension large compared to
the particle spacing. For such a hilly landscape, flat at in-
finity, the geometric control parameter is an aspect ratio
given by the bump height divided by its spatial extent.
Consider a hexatic phase draped over such a bump. For
small bumps, the ideal hexatic texture is distorted, but
there are no defects in the ground state. As the aspect
ratio is increased, we find that disclination pairs progres-
sively unbind at T = 0 in a sequence of transitions oc-
curring at critical values of the aspect ratio. The defects
subsequently position themselves to partially screen the
Gaussian curvature. For bumps embedded in surfaces
of sufficiently small spatial extent, a second instability
of the smooth ground state needs to be considered. In
this case, the energy stored in the field can be lowered
by generating a single positive defect at the center of
the bump. Novel effects also arise when the hilly sur-
face is encircled by an aligning circular wall that insures
a 2π rotation of the orientational order in the ground
state. In this case, some of the positive defects required
to match the curvature of the boundary are confined to
a hemispherical cup centered on the bump, provided the
aspect ratio α is larger than a critical value αD. When
α is lowered below αD, the positive defects originally
”trapped” in the hemispherical cup start undergoing a
series of sharp ”deconfinement transitions”, as they pro-
gressively migrate to new equilibrium positions dictated
by boundary conditions and the finite system size. We
also suggest possible ground states for periodic arrays of
bumps, like those on the bottom of an egg carton.
A natural arena to experimentally study the interplay
between geometry and defects is provided by thin copoly-
2mer films on SiO2 patterned substrates [23]. Flat space
experiments by Segalman et al. have already demon-
strated that spherical domains in block copolymer films
form hexatic phases [12].
Our results for hexatics on frozen topographies also ap-
ply to other XY-like models, as might be appropriate for
tilted surface-active molecules on curved substrates with
interactions which favor alignment. The results are rele-
vant as well to two-fold nematic order on frozen topogra-
phies. In both cases, we expect qualitatively similar de-
fect unbinding transitions, although the equivalence be-
comes more exact in the one Frank constant approxima-
tion [24]. Related results have been obtained recently for
order on a torus [25]. Even though the integrated Gaus-
sian curvature vanishes, defects appear in the ground
state in the limit of fat torii, unless the number of de-
grees of freedom is very large.
The outline of this paper is as follows. In Section II, the
relevant mathematical formalism is introduced and used
to highlight similarities and differences between defects
on surfaces of varying curvature and electrostatic charges
in a non-uniform background charge distribution in flat
space. As an example, we calculate the distorted, but
defect-free, ground state texture of a hexatic confined to
a surface shaped as a ”Gaussian bump” for aspect ratios
below the first disclination-unbinding instability. In Sec-
tion III, we investigate curvature-induced defect forma-
tion for an isolated bump and a periodic array of bumps.
In section IV, defect deconfinement is discussed and in
section V various experimental issues related to our anal-
ysis are highlighted along with some directions for future
work. The development of the mathematical formalism
is largely relegated to Appendices. In Appendix A the
Green’s function for the covariant Laplacian is derived
by means of conformal transformations. In Appendix B,
we introduce a geometric potential whose source is the
Gaussian curvature. In Appendix C, we present the gen-
eral formula for the energy of textures with defects in
terms of the two functions derived in Appendix A and
B. We thus explore the existence of position-dependent
defect self-interactions that arise from the varying Gaus-
sian curvature. Finally, boundary effects are discussed in
Appendix D.
II. HEXATIC ORDER ON A SURFACE
A. Electrostatic analogy
The free energy for hexatic degrees of freedom embed-
ded in an arbitrary frozen surface can be written as
F =
KA
2
∫
dADαn
β(u)Dαnβ(u) , (1)
where u = {u1, u2} is a set of internal coordinates, n(u)
is a unit vector in the tangent plane, Dα is the covari-
ant derivative with respect to the metric of the surface
and dA is the infinitesimal surface area [18, 19, 21, 26].
The generalization to systems with a p-fold symmetry
is straightforward provided that the one Frank constant
approximation is used and the consequences of the uni-
axial coupling neglected [24]. This choice of free energy
implies that the minimal energy configuration will be
given locally by neighboring n(u) vectors which differ
only by parallel transport. The curvature of the surface
induces ”frustration” in the texture. In fact, by Gauss’
”Theorema egregium” [27, 28], tangent vectors parallel
transported along a closed loop are rotated by an amount
equal to the Gaussian curvature integrated over the en-
closed area. On a sphere, for example, the hexatic ground
state always has twelve excess disclinations as a result of
this frustration [14, 29]. More generally, the sum of the
topological charges on any closed surface is equal to the
integrated Gaussian curvature.
By introducing a local bond-angle field θ(u), corre-
sponding to the angle between n(u) and an arbitrary
local reference frame, we can rewrite the hexatic free en-
ergy introduced in Eq.(1) as:
F =
1
2
KA
∫
dAgαβ(∂αθ −Aα)(∂βθ −Aβ) , (2)
where dA = d2u
√
g, g is the determinant of the metric
tensor gαβ and Aβ is the spin-connection whose curl is
the Gaussian curvature G(u) [26, 28]. The spin connec-
tion can be viewed as a ”geometric vector potential”. A
free energy like Eq.(2) also describes the charged Cooper
pairs implicit in the London theory of a superconduc-
tor well below TC . In the superconductor analogy, the
Gaussian curvature plays the role of a (spatially vary-
ing) external magnetic field. For the problem considered
here, however, there are interesting new nonlinear effects
associated with spatial variations in the metric.
A detailed analysis of the free energy of Eq.(2) for a
bumpy surface with free and circular boundary condi-
tions is presented in Appendices (C) and (D). Here we
only sketch the main steps and conclusions. The free en-
ergy can be readily converted into a Coulomb gas model
by using the relation
γαβ∂α(∂βθ −Aβ) = s(u)−G(u) ≡ n(u) , (3)
where γαβ is the covariant antisymmetric tensor, G(u) is
the Gaussian curvature and s(u) ≡ 1√g
∑Nd
i=1 qiδ(u− ui)
is the disclination density with Nd defects of charge qi at
positions ui. The final result is an effective free energy
whose basic degrees of freedom are the defects themselves
[16, 21]:
F =
KA
2
∫
dA
∫
dA′ n(u) Γ(u,u′) n(u′) , (4)
where n(u) is defined in Eq.(3). The Green’s function
Γ(u,u′) is calculated (see Appendix A) by inverting the
Laplacian defined on the surface
Γ(u,u′) ≡ −
(
1
∆
)
uu′
, (5)
3and we have suppressed for now defect core energy con-
tributions which reflect the physics at microscopic length
scales. Eq.(4) can be understood by analogy to two
dimensional electrostatics, with the Gaussian curvature
G(u) (with sign reversed) playing the role of a non-
uniform background charge distribution and the topolog-
ical defects appearing as point-like sources with electro-
static charges equal to their topological charge qi. As a
result, the defects tend to position themselves so that
the Gaussian curvature is screened: the positive ones
on peaks and valleys and the negative ones on the sad-
dles of the surface. However, this analogy does neglect
position-dependent self-interactions [30], but since these
are quadratic in the charge they are negligible for hexat-
ics. Hence positive disclinations of minimal topological
charge qi =
2π
6 continue to be attracted to positive cur-
vature (see Appendix C).
More generally, we can consider p-fold symmetric or-
der parameters with minimum charge defects ± 2πp . The
case p = 1 corresponds to tilt order of absorbed molecules
and p = 2 describes 2D nematics. The cases p = 4 and
p = 6 describe tetradic and hexatic phases respectively
[29]. Strictly speaking, Eq.(1) only describes the cases
p = 1 and p = 2 in the one-Frank-constant approxima-
tion [24]. Most of our discussion focuses on topography-
driven transitions on a model surface shaped like a bell
curve or ”Gaussian bump” (see Fig. 1), but the same
mathematical approach can be readily carried over to
study arbitrary surfaces of revolution that are topolog-
ically equivalent to the plane. Furthermore, we do not
expect the results of this analysis to depend qualitatively
on the azimuthal symmetry of the surface, which is as-
sumed purely for reasons of mathematical convenience.
Points on our model surface embedded in three dimen-
sional Euclidean space are specified by a three dimen-
sional vector R(r, φ) given by
R(r, φ) =


r cosφ
r sinφ
h exp
(
− r2
2r20
)

 , (6)
where r and φ are plane polar coordinates in the xy plane
of Fig. 1. It is useful to characterize the deviation of the
bump from a plane in terms of a dimensionless aspect
ratio
α ≡ h
r0
. (7)
The two orthogonal tangent vectors tr ≡ ∂R∂r and tφ ≡
∂R
∂φ can be normalized to define the Vierbein (orthonor-
mal basis vectors) Er and Eφ respectively. The com-
ponents of the spin connection introduced in Eq.(2) are
given by Aα = Er · ∂αEφ [26, 28]. This leads to a van-
ishing radial component Ar and
Aφ = − 1√
l(r)
, (8)
where the important α-dependent function l(r) (see Fig.
2) is defined by
l(r) ≡ 1 + α
2r2
r20
exp
(
−r
2
r20
)
, (9)
and it is equal to the radial component of the diagonal
metric tensor, gαβ ,
gαβ =
(
l(r) 0
0 r2
)
. (10)
Note that the gφφ entry is equal to the flat space result
r2 in polar coordinates while grr = l(r) is modified in
a way that depends on α but tends to the plane result
grr = 1 for small and large r, as illustrated in Fig. 2.
The Gaussian curvature for the bump is readily found
from the eigenvalues of the second fundamental form [31],
Gα(r) =
α2e
− r2
r2
0
r20 l(r)
2
(
1− r
2
r20
)
. (11)
Note that α controls the order of magnitude of G(r) and
that G(r) changes sign at r = r0 (see Fig. 1b). The inte-
grated Gaussian curvature ∆G(r) inside a cup of radius
r centered on the bump is
∆G(r) = 2π
(
1− 1√
l(r)
)
, (12)
which vanishes as r → ∞. Eq.(12) also shows that the
positive Gaussian curvature enclosed within the radius r0
(see Fig. 1) approaches 2π for α≫ 1, half the integrated
Gaussian curvature of a sphere.
B. Defect free texture
For small values of the aspect ratio α, the minimal
energy texture for the hexatic will be free of defects. The
ground state configuration θo(u) satisfies the differential
equation
DαD
αθ0 −DαAα = 0 , (13)
which results from minimizing the free energy in Eq.(2)
with respect to the field θ(u) for fixed Aα. When ex-
pressed in terms of the coordinates in Eq.(6), the solution
of Eq.(13) reads:
θo(u) = −φ+ c , (14)
where c is an arbitrary constant. The smooth ground
state texture is thus obtained if the director n forms an
angle θo(u) = −φ+c with respect to the spatially varying
basis vector Er. Note that a solution of the form θo(u) =
c represents a defect of charge q = 2π in this ”rotating”
system of coordinates.
4FIG. 1: (a) The vector field n is confined to a surface shaped as a Gaussian. (b) Top view of (a) showing a schematic
representation of the positive and negative Gaussian curvature as a background ”charge” distribution that switches sign at
r = r0. Note that, according to the electrostatic analogy, a positive (negative) distribution of Gaussian curvature corresponds
to negative (positive) topological charge density.
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FIG. 2: Plot of l( r
r0
) as a function of the dimensionless radial
coordinate r
r0
for α = 1, 2, 3, 4. The arrow is oriented in the
direction of increasing α.
As an illustration, consider the projection on the plane
of the minimal energy texture of an XY model (p = 1)
as shown in Fig. 3. The arrows represent the orientation
of tilted molecules on this surface in the one Frank con-
stant approximation. The field clearly displays strong
frustration along a direction determined by the choice
of the constant c in Eq.(14). If the bump is positioned
within two very distant walls parallel to the y-axis which
impose tangential boundary conditions on the molecular
tilts, the ”preferred” direction will be along yˆ [42]. The
texture displayed in Fig. 3 can be interpreted as result-
ing from embryonic pairs of defect dipoles along the line
x = 0. The distortion energy F0 of this ground state is
given by:
F0 =
1
2
KA
∫
dAgαβ(∂αθo −Aα)(∂βθo −Aβ) . (15)
This expression can be evaluated for an infinitely large
system by using Eq.(14) and the explicit form of the spin
connection derived in Section IIA, with the result:
F0 = πKA
∫ ∞
0
dr
(
1−
√
l(r)
)2
r
√
l(r)
. (16)
It follows from Eq.(16) that the ground state energy is
a monotonically increasing function of the aspect ratio,
proportional to α4 for small α. As we shall see, for large
enough α, it can be energetically preferable to reduce this
energy by introducing defect pairs into the texture. It is
convenient to rewrite Eq.(15) in terms of the Gaussian
curvature G(r) and the Green function Γ(u,u′) discussed
in Appendix A [26]
F0 =
KA
2
∫
dA
∫
dA′ G(u) Γ(u,u′) G(u′) . (17)
This result is what one obtains by setting all qi = 0 in
Eq.(4). The details of the mathematical derivation are
relegated to Appendix C.
Although this result correctly represents the zero tem-
perature limit of the vector model, corrections may be
appropriate to describe the physics of ordered phases
at finite temperature. ”Spin-wave” excitations (i.e.,
5FIG. 3: Projected ground state texture for an XY model on the bump, with the boundary condition that the vector field is
parallel to the y-axis at infinity. The two insets show the defect pairs suggested by two regions of large frustration, which lie
close to a circle of radius r0.
quadratic fluctuations of the order parameter about the
ground state texture) can be accounted for by integrating
out the longitudinal fluctuations θ′(u) around the ground
state configuration θo(u). By letting θ = θ0+θ
′ in Eq.(2)
and using Eq.(3) we obtain [18, 21]:
F = F0 +
1
2
KA
∫
dA gαβ∂αθ
′∂βθ′ , (18)
The longitudinal variable θ′(u) appears only quadrati-
cally in F and the trace over θ′(u) can be explicitly per-
formed with the result [32]:∫
Dθ′e−βKA2
∫
dA gαβ∂αθ
′∂βθ
′
= e−βFL , (19)
where FL is the Liouville action,
βFL = c
∫
dA−KA
24
∫
dA
∫
dA′ G(u) Γ(u,u′) G(u′) .
(20)
The first term in this expression is a constant propor-
tional to the fixed surface area of the frozen topography
and will be suppressed in what follows. The remaining
term causes a shift in the coupling constant appearing in
Eq.(17) from KA to K
′
A = KA − kBT12π [18, 21]. This ”en-
tropic” correction to the coupling constant KA at finite
temperature also arises when defects are present.
The energy in Eq.(17) represents an intrinsic, irre-
ducible energy cost of geometric frustration for textures
without defects. As we shall see, defects can reduce this
frustration. However, for small values of α the energy
cost of this frustration will still be lower than the core
energies associated with the creation of the unbound de-
fects and the work necessary to tear them apart.
C. Energetics of defect pairs on a Gaussian bump
A quantitative understanding of the energetics of de-
fects on a fixed topography is essential to calculate the
critical value(s) of the aspect ratio above which defect-
unbinding becomes energetically favorable. The first step
is to calculate the Green’s function Γ(u,u′) that governs
the ”coulombic” interaction among defects and between
each defect and the Gaussian curvature. The inversion
of the curved space Laplacian can be more easily accom-
plished by employing a set of ”isothermal coordinates”,
such that the resulting Green’s function reduces to the
familiar logarithm of two dimensional electrostatics. As
shown in Appendix A the final result in terms of the
original polar coordinates reads:
Γ(u,u′) = − 1
4π
ln[ℜ(r)2 + ℜ(r′)2
− 2ℜ(r)ℜ(r′) cos(φ− φ′)] + c , (21)
where the function ℜ(r) can be thought of as a radial co-
ordinate in the conformal plane resulting from adopting
6an isothermal set of coordinates (see Appendix A)
ℜ(r) = r e−
∫
∞
r
dr′
r′
(√
l(r′)−1
)
, (22)
and l(r) is the α-dependent function introduced in
Eq.(9). The constant c depends on the physics at short
distances, which is discussed in Appendix A.
The Green function in Eq.(21) corresponds to free
boundary conditions at infinity and preserves the cylin-
drical symmetry of the metric. It differs from the familiar
result in flat space by a non-linear radial stretch corre-
sponding to a smooth deformation of the bump into a
flat disk. This Green’s function determines an attrac-
tive interaction for the defect dipole pair. However, the
Gaussian curvature of the bump also generates a geo-
metric potential that tries to pull the disclination dipole
apart. This geometric interaction arises by combining
cross terms between s(u) and G(u) in Eq.(4) with the
position dependent self-interactions derived in Appendix
C. The resulting interaction FG between defects and the
Gaussian curvature takes the simple form
FG = KA
Nd∑
i=1
qi
(
1− qi
4π
)
V (ui) , (23)
where the geometrical potential V (u) is defined as
V (u) ≡ −
∫
dA G(u′) Γ(u,u′) . (24)
The minus sign in front of this geometric potential insures
that defects of topological charge between zero and 4π
are attracted by regions of positive Gaussian curvature
[30]. For defects with a large topological charge of q >
4π, the sign of the geometric interaction, FG, is reversed
and, and defects of either sign are pushed away from the
bump. This scenario does not affect the geometry-driven
defect formation discussed in this paper that relies on
disclinations whose charge is well below 4π. However, as
a result of the position-dependent self interactions, FG is
no longer symmetric under the change q → −q, as one
would expect on the basis of the electrostatic analogy.
The effect of this asymmetry is small for hexatic order but
it increase for liquid crystals with p-fold order parameter,
as p decreases (see Ref. [30], and references therein).
Gauss’ law generalized to curved surfaces (see Ap-
pendix B) insures that the geometric force experienced
by a defect of charge q with radial coordinate r will be de-
termined only by the net curvature enclosed in a circle of
radius r centered on the top of the bump. The resulting
”electric field” is radial as expected from electrostatics
and is proportional to the gradient of the geometric po-
tential, which for a Gaussian bump takes the form (see
Appendix B)
V (r) = −
∫ ∞
r
dr′
r′
(√
l(r′)− 1
)
. (25)
For small values of the aspect ratio α the potential in
Eq.(25) can be approximated by
V (r) ≈ −α
2e
− r2
r2
0
4
. (26)
The resulting force is linear for small r (i.e. near the top
of the bump) and decays like e
− r2
r20 for r ≫ r0. As the
aspect ratio α increases, the force generated by the curva-
ture can overcome the attractive force binding the defect
pair which varies logarithmically for short distances. As
a result, oppositely charged defects that were originally
tightly bound can be separated.
This argument, however, neglects another complica-
tion resulting from the curvature of the surface: as the
aspect ratio is increased, the Green’s function Γ(u,u′) in
Eq.(21) and hence the force binding the defects together
also increases. We illustrate this point in Fig. 4 for the
special case of a positive defect pinned right on top of
the bump and a negative one free to move downhill at
r. Upon invoking Equations (4) and (21), the potential
binding the pair, Vpair (r), can be written down exactly
as:
Vpair (r) =
KA q
2
2π
ln
( r
a
)
+ 2q2Ec
− KA q
2
2π
∫ ∞
r
dr′
r′
(√
l(r′)− 1
)
. (27)
The first term is the flat space Green’s function and we
have added two disclination core energies. The last term
represents a ”curvature correction” that has the same
functional form of the geometric potential in Eq.(25), but
it represents a distinct contribution to the total free en-
ergy. As discussed in Appendix B, the pair potential
energy, Vpair (r), can be understood by applying a gen-
eralized Gauss’ Law to the bump to determine a force
which is equal to − q22πr . The potential follows by inte-
grating this force along the bump with the length element
dr
√
l(r). Although the force is independent of the aspect
ratio, the length element grows with α (see Fig. 4), which
makes the pair more energetically bound for larger values
of α. A careful calculation of these effects (including the
contribution associated with the position-dependent self-
energies) reveals that the geometric force still overcomes
the binding interaction for sufficiently large values of α.
An estimate of the critical value of α for which the
dipole unbinds can be obtained by comparing the mini-
mal free energy of the smooth frustrated field arising from
Eq.(17) with the free energy in the presence of defects.
The latter, as follows from Eq.(4), is composed of three
contributions: the interactions among the defects, the in-
teraction between the defects and curvature as given by
Eq.(23) and the Gaussian curvature self-interaction. The
latter is equal to the minimal free energy of the smooth
frustrated field and is renormalized at finite temperature
in the same way. (Associated with the cutoff is a micro-
scopic core energy, Ec, that we expect to be independent
7r
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FIG. 4: Effect of changing the aspect ratio of the bump on
the work needed to pull apart two oppositely charged defects.
Positive and negative defects are represented by open circles
with their sign printed. The line elements corresponding to
the projected length dr for the two aspect ratios are shown.
of the defect position on the bump, as long as the radius
of curvature is much greater than any microscopic length
scale.) The remaining two contributions are not renor-
malized by thermally induced spin wave fluctuations [21].
As shown in Appendix C, the difference in free energy of
a defected texture described by Eq.(4) relative to the
defect-free result Eq.(17) can be written as:
∆F (α)
KA
=
1
2
Nd∑
i=1
Nd∑
j 6=i
qiqjΓa(ri, φi, rj , φj)
+
Nd∑
i=1
qi
(
1− qi
4π
)
V (ri) +
Ec
KA
Nd∑
i=1
q2i . (28)
where we have assumed overall charge neutrality for the
defect configuration. The subscript in Γa indicates that a
constant microscopic core radius a has been absorbed in
the definition of the Green function so that the argument
of the logarithm in Eq.(21) becomes dimensionless, as in
Eq.(C21),
Γa(ri, φi, rj , φj) = Γ(ri, φi, rj , φj) +
1
2π
ln a . (29)
This microscopic cutoff a corresponds to a constant core
radius for each defect and it is of the order of the spacing
between the microscopic degrees of freedom. The sum of
microscopic core energies in the fourth term of Eq.(28)
needs to be fixed phenomenologically or from models that
go beyond simple elasticity theory [33]. Note that both
Γa(ri, φi, rj , φj) and V (r) depend on α. If α becomes
sufficiently large so that ∆F is less than zero, one or
more disclination dipoles unbind in the hexatic phase at
a sequence of critical values αci . The analogous defects
in XY-model textures of tilted liquid crystal molecules
would be +/− vortex pairs.
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FIG. 5: Geometric potential V (r/r0) as a function of the
dimensionless ratio of r and r0 for α = 1, 2, 3, 4, 5. Note that |
V (r) |≪ | V (0) | for r & r0. The arrow points in the direction
of increasing α.
III. CURVATURE INDUCED DEFECT
GENERATION
A. Onset of the defect-dipole instability
If a dipole is created, say, along the line r = r0 of
zero Gaussian curvature, the positive disclination will
be pulled towards the center by the positive curvature
while the negative one will be repelled into the region of
negative curvature. The net result is a reduction of the
total free energy of the order of the depth of the poten-
tial well since the logarithmic binding energy is approx-
imately constant compared to the geometric potential.
An approximate analytical treatment is obtained by as-
suming that the positive defect sits right at the center of
the bump and the negative one at a distance of the order
of r0. The validity of this approximation scheme can be
checked by numerically minimizing the energy with re-
spect to the position of the defects, as discussed in Sec-
tion (III B). We assume charge neutrality so that the
two defects have equal and opposite topological charges
of magnitude q. For order parameters with a p-fold sym-
metry, the minimal topological charge is q = 2πp . The
approximate free energy cost to generate this defect pair
then follows from Equations (25),(27) and (28):
∆F (α)
KA
≈ q
2
2π
[
ln
( r
a
)
+ V (r)
]
+ q
(
1− q
4π
)
V (0)
− q
(
1 +
q
4π
)
V (r) + 2q2
Ec
KA
. (30)
The internal consistency of the formalism can be checked
by investigating the limit r → a. As the negative defect
approaches the positive one at the center of the bump, we
have V (a) ≈ V (0) and the energy tends to the expected
flat space result 2q2Ec.
The equilibrium position of the negative defect turns
out to be for r equal to a few r0, so the terms containing
V (r) in Eq.(30) can be dropped as a first approximation
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FIG. 6: Plot of the geometric potential evaluated at the center
of the bump, V (0), for aspect ratios α between 0 and 5. The
continuous line is plotted using the exact form of V (r) while
the dashed line is obtained from the low α expansion given in
Eq.(26).
because V (r) decays exponentially (see Fig. 5):
∆F (α)
KA
≈ q
2
2π
ln
( r
a
)
+ q
(
1− q
4π
)
V (0) + 2q2
Ec
KA
.(31)
To estimate the critical value of the aspect ratio for which
the first dipole unbinds, let r ∼ r0 and solve for αc in
Eq.(31). Because a different choice for the core energy
Ec can be accounted for by rescaling the core size a in
Eq.(31), the condition for unbinding is
|V (0)| > 2q
(4π − q) ln
(r0
a′
)
, (32)
with
a′ = a e−
4piEc
KA . (33)
If we know EcKA and
r0
a , the critical aspect ratio αc can
be obtained from inspection of Fig. 6 where V (0) is plot-
ted as a function of α. The Taylor expansion of V (r)
derived in Eq.(26) gives V (0) ≈ −α24 to leading order
in α. Inspection of Fig. 6 shows that this approxima-
tion works sufficiently well even for aspect ratios of order
unity. Upon substituting for V (0) into Eq.(32), we obtain
an estimate of how αc depends on
r0
a′ :
α2c ≈
8q
(4π − q) ln
(r0
a′
)
≈ 8q
(4π − q)
[
ln
(r0
a
)
+
4πEc
KA
]
. (34)
Note that a critical height hc = αcr0 for defect unbinding
is predicted for fixed r0a′ with defect charge q =
2π
p for
all integer values of p. The validity of this approximate
relation is tested in Section III B.
The continuum theory adopted here is valid in the limit
r0 ≫ a. If Ec can be neglected compared to KA, the de-
fect unbinding instability is triggered when the energy
gain derived from letting the defects screen the Gaus-
sian curvature (approximately given by qV (0)) overcomes
the work needed to pull them apart a distance r0. This
work, of order q
2
2π ln
(
r0
a
)
, increases very slowly with large
r0
a , hence the continuum approximation can be satisfied
while keeping the work finite. Note that the result does
not depend on the size of the system R because we as-
sume overall disclination charge neutrality and the as-
sumption that R ≫ r0. In this limit, boundary effects
can be ignored provided that they do not impose a topo-
logical constraint on the phase of the order parameter.
An aligning outer wall in a circular hexatic sample, for
example, would force the bond angle field to rotate by
2π, leading to six defects in the ground state even in flat
space. The interesting physics which results is addressed
in Section IV.
B. Numerical investigation of defect-unbinding
transitions
The disclination unbinding transitions can be inves-
tigated more quantitatively by minimizing numerically
∆F (α) in Eq.(28) with respect to the positions of the de-
fects. The aspect ratio above which ∆F (α) becomes neg-
ative corresponds to the threshold value αc (analogous to
a first order transition) for which the singular field is en-
ergetically favored with respect to the smooth texture of
Fig. 3. We emphasize that the energy landscape can
have two minima. The first occurs when two oppositely
charged defects form a closely bound dipole (with sepa-
ration of the order of the cutoff a) and hence annihilate
each other leaving a smooth texture. The second min-
imum corresponds to an unbound pair (with separation
of a few r0) and it disappears when the geometric force is
too weak to overcome the binding force of the pair. This
scenario occurs for a finite value of α characteristic of
the geometry of the substrate above which the formation
of an unbound dipole is possible, albeit energetically un-
favored (see Fig. 7). As α is increased above αc, the
smooth-texture minimum becomes metastable and the
unbinding of a defect pair is the most likely scenario.
It is useful to parameterize ∆F (α) in terms of the di-
mensionless radial coordinates r¯i ≡ rir0 . The geomet-
ric potential is defined in Eq.(A9) as a function of r¯i,
V (r) ≡ V˜α( rr0 ), where
V˜α(x) = −
∫ ∞
x
dy
y
(√
1 + α2y2 exp(−y2)− 1
)
. (35)
In order to write the defect-defect interaction in terms
of the dimensionless radial coordinate r¯i, we introduce a
new function ℜ˜(r¯i) defined by
ℜ˜(r¯i) ≡ ri
r0
exp[V (ri)] =
ri
r0
exp
[
V˜α
(
ri
r0
)]
=
ℜ(ri)
r0
, (36)
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FIG. 7: Plot of ∆F/KA versus x1 and x2 the positions of the
negative and positive defects respectively in units of r0, for
α = 1.2. A constant energy offset equal to − q
2
2pi
ln
(
r0
a′
)
has
been neglected. The metastable minimum at x1 ≃ 1.3 r0 and
x2 ≃ 0.2 r0 corresponds to an unbound pair (see Fig. 8a). As
α is decreased further the energy barrier that separates this
minimum from the smooth texture solution (corresponding to
x1 approaching x2) disappears and the two opposite defects
annihilate.
where Eq.(A8) was used in the last step. We can now
transform Γa(r¯i, φi, r¯j , φj) by eliminating ℜ(ri) in favor
of ℜ˜(r¯i). Thus we have using Equations (C21) and (A12)
−
Nd∑
j 6=i
qiqjΓa(ri, φi, rj , φj) = −
Nd∑
j 6=i
qiqjΓ(r¯i, φi, r¯j , φj)
+
1
2π
Nd∑
i=1
q2i ln(
r0
a
) , (37)
where we have exploited charge neutrality and Eq.(C22).
The free energy minimized with respect to the positions
of the defects, min
[
∆F
KA
]
, can now be written, according
to Eq.(28), as
min
[
∆F
KA
]
= f(α) +
1
4π
Nd∑
i=1
q2i ln
(r0
a′
)
, (38)
where
f(α) ≡ min [ 1
2
Nd∑
j 6=i
qiqjΓ(r¯i, φi, r¯j , φj)
+
Nd∑
i=1
qi
(
1− qi
4π
)
V (r¯i)] . (39)
Note that in the second term in Eq.(38) the core energy
of each defect has been absorbed in the modified core ra-
dius a′, as defined in Eq.(33). This generates an energy
 r0
r0
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+
++
-
- -
x
FIG. 8: The equilibrium defects positions are illustrated
schematically in the case of one (a) and two dipoles (b). We
assume free boundary conditions at infinity, as in Fig. 3, so
that the effect of image charges can be neglected.
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FIG. 9: Plot of f(α) versus the aspect ratio α obtained by
minimizing over the single-dipole defect configuration repre-
sented schematically in Fig. 8a. As discussed in the text,
the first unbinding transition occurs when f(αc1) is equal to
− q
2
2pi
ln
(
r0
a′
)
. The value αc1 is indicated by the dashed line for
r0
a′
= 104 and q = 2pi
6
. Note that no minimum (corresponding
to an unbound pair) exists for α less than 1 (approximately),
hence the curve cannot be continued to the origin (see Fig 7).
cost for unbinding that can be overcome if f(α) assumes
sufficiently large negative values. Hence it is sufficient
to study numerically how ∆F (α) varies as a function of
a single parameter, eg. r0a′ . As an illustration of this
approach, we study explicitly the unbinding of one and
two disclinations pairs leading to the ground states repre-
sented schematically in Fig. 8. The smooth ground state
becomes unstable to the formation of one defect dipole
first. The critical aspect ratio above which this scenario
occurs can be determined with the aid of Fig. 9 where
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FIG. 10: Plot of f(α) versus the aspect ratio α obtained
by minimizing the two-dipole defect configuration represented
schematically in Fig. 8b . The second unbinding transition
occurs when f(αc2) is equal to −
q2
pi
ln
(
r0
a′
)
. The value αc2
is indicated by the dashed line for r0
a′
= 104 and q = 2pi
6
(compare with Fig. 9).
the function f(α) introduced in Eq.(39) is plotted as a
function of the aspect ratio. From Eq.(38) we see that
αc1 is determined by
f(αc1) = −
q2
2π
ln
(r0
a′
)
. (40)
For r0a′ = 10
4 and q = 2π6 , we obtain a critical aspect ratio
αc1 ≈ 3.2. As a comparison, the approximate condition
derived in Eq.(32) gives αc1 ≈ 3 when used in conjunc-
tion with Fig. 6. The rougher estimate in Eq.(34) leads
(for q = 2π6 ) to αc1 ≈ 2.6. This discrepancy is easily un-
derstood considering that Eq.(34) was derived by means
of a low α expansion.
The critical aspect ratio αc1 is too low for the two-
dipole defect configuration to become energetically fa-
vorable with respect to the smooth ground state. Indeed,
inspection of Fig. 10 reveals that the critical aspect ra-
tio αc2 for which the ”two-dipole instability” sets in is
approximately equal to 3.6 for the same choice of pa-
rameters used in the single pair case. Note that, in the
presence of two dipoles, the energy cost arising from the
second term in Eq.(38) is twice as large because there are
four defects rather than two. However, for α & 4.2 gen-
erating two dipoles becomes more energetically favored
than a single dipole (see Fig. 11). The approach illus-
trated here can be used to calculate a cascade of defect
unbinding instabilities at critical aspect ratios αci involv-
ing higher number of dipoles and their equilibrium con-
figurations in the ground state. Note that the unbinding
eventually stops since the integrated Gaussian curvature
in the top cup cannot exceed 2π. We expect the quali-
tative features of our analysis to be independent of the
exact shape of the bumpy substrate although the specific
values αci depend on the geometry and the choice of the
microscopic parameters a and Ec. Finally, we empha-
size that the curvature-induced unbinding is similar to a
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FIG. 11: Plot of ∆F (α)
KA
versus α corresponding to a single
dipole (continuous line) and two dipoles (dotted line) for r0
a′
=
104. The critical aspect ratios αc1 and αc2 are indicated by
dashed lines. Note that the aspect ratio for which the two
dipole configuration becomes energetically favored occurs for
α > 4.2.
first order transition and occurs for rather pronounced
deviations from flatness (ie. large α).
C. Single vortex instability
The unbinding of defect pairs may not be the most
likely scenario if the size of the system R is sufficiently
small. In this case, the creation of a single vortex at the
center of the bump may become energetically favorable
for lower aspect ratios than required by the defect dipole
instability. The equation for the bond angle field θs(u)
for a single defect of charge q at the center of the bump
is given by:
θs(φ) =
( q
2π
− 1
)
φ , (41)
where the bond angle is measured with respect to the
rotating basis vectors corresponding to the polar coordi-
nates discussed in Section II B. Upon substituting θs(φ)
in Eq.(2) and subtracting the free energy F0 correspond-
ing to the defect-free texture we obtain:
∆F (α)
KA
=
q2
4π
ln
(ℜ(R)
a
)
+ q
(
1− q
4π
)
V (0)
+ q2
Ec
KA
, (42)
where Ec was added by hand. The same result is ob-
tained by using the more general formalism developed in
Appendix D. Indeed, by letting the position of an iso-
lated defect tend to the center of the bump in Eq.(D24)
we obtain the energy of the singular field in the case of
free boundary conditions and the result matches Eq.(42).
As discussed in Appendix D, a defect located at ri is
attracted to the boundary at R for free boundary con-
ditions. One can think of this interaction as resulting
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from an image defect of opposite sign behind the edge of
the sample at position r′i such that the following relation
holds in terms of the conformal radius ℜ(r′)
ℜ(r′i) =
ℜ(R)2
ℜ(ri) . (43)
This result can be understood by analogy to the familiar
electrostatic problem of a charged line located a distance
ri from the center of a cylindrical grounded conductor
whose axis is parallel to it [34]. The analogy becomes
precise if one lets ri → ℜ(ri) as explained in Appendix
D.
If the geometric potential is not strong enough (as in
the flat space limit α = 0), the defect will migrate to the
edge of the sample and annihilate with its image leaving
a smooth field. On the other hand, when the aspect ra-
tio is sufficiently large, the defect can lower its energy by
sitting at the center of the bump. Comparison of Eq.(42)
with Eq.(31) shows that, unless R ≫ r0, the energy of
the single vortex instability will be lower or at least com-
parable to the unbinding of a defect dipole. In fact, the
threshold αs that α needs to exceed to trigger the single
defect instability is easily obtained if the values of the ge-
ometric potential at the origin are tabulated for different
aspect ratios, as illustrated in Fig. 5. The condition for
single vortex generation reads
|V (0)| > q
(q − 4π) ln
(
R
a′
)
. (44)
Using the same method adopted to derive Eq.(34) we
obtain an estimate of how αs depends on
R
a′ (compare
with Eq.(34)):
α2s ≈
4q
(4π − q) ln
(
R
a′
)
. (45)
The single vortex instability is reminiscent of vortex gen-
eration in rotating superfluid helium with α playing the
role of the angular speed Ω. For a volume of helium con-
tained in a cylindrical vessel of radius R and rotating
uniformly with constant angular speed, the critical value
Ωc1 above which defect generation occurs is given by [35]
Ωc1 ≈
K
2πR2
ln
(
R
a
)
, (46)
where K = 2π~mHe is the magnitude of the quantum of
circulation and a the core radius [43]. Note that Ωc1
decreases as R increases, unlike αs which diverges log-
arithmically. Thus, the single defect instability studied
here is a finite size effect. In contrast, the disclination
unbinding studied earlier in this section does not depend
on the system size because of charge neutrality. Hence
the thermodynamic limit can be safely taken, provided
the characteristic length over which the curvature varies
(ie. r0) is not too large compared to a (see Eq.(34)).
In considering the case of small system size, it is im-
portant to keep in mind two assumptions implicit in the
present treatment. The radius of curvature r0α must be
much larger than the core radius everywhere for the con-
tinuum approach to be valid, that is r0 ≫ αa. Addition-
ally, the Gaussian curvature must be vanishing small at
the edge of the system which requires R to be larger than
a few r0.
D. Lattice of bumps, valleys and saddle points
In some experimental realizations perhaps modelled
on those of Ref. [12] the topography will be periodic.
In this Section we discuss qualitatively how the results
described above generalize to a 2-dimensional lattice of
bumps with variable aspect ratio for both square and
triangular lattices. A more quantitative approach to this
problem would involve finding conformal set of coordi-
nates for periodic boundary conditions. This is possible
in principle but more involved since cylindrical symmetry
is now lost. Nonetheless, the intuition gained by study-
ing the single bump allows us to make some guesses for
the ground state. We first note that the geometric poten-
tial generated by the lattice of bumps is not simply the
superposition of results for single bump potentials. This
is caused by the non linear relation between the surface
height and the Gaussian curvature acting as a source for
the geometric potential. To explore this point further,
consider what happens when four bumps are placed at
the vertices of a square. At the center of the square a
minimum of the height function occurs corresponding to
a new region of positive Gaussian curvature. This effect
is particularly acute for r0 ≤ L, where L is the bump
spacing. In general interference between bumps creates
a dual lattice of valleys. A similar breakdown of the su-
perposition principle arises for triangular lattices.
As the aspect ratio of hilly landscapes such as those
shown in Fig. 12 is increased, defects can be created
to screen the Gaussian curvature. Their positions can
be guessed by considering a unit cell of the lattice such
that the integrated Gaussian curvature vanishes. For a
square lattice, we conjecture that the first topography
induced transition is associated with the appearance of
positive defects at the top of the bumps and negative
ones half way between them in the vertical or horizon-
tal direction (see Fig. 12). This two-fold degeneracy is
compatible with the symmetry of the lattice and anal-
ogous to the freedom in choosing the axis along which
the first disclination-dipole appears on the single bump.
The negative defects are shared between two adjacent
cells while the positive ones are shared among four cells
thus ensuring overall charge neutrality. As the value of
α increases even more, one might expect an additional
positive defect appears in the valley located at the center
of each cell and two additional negative defects shared
with the adjacent cells are created between the bumps
at right angles to the direction discussed above (see Fig.
12).
For the triangular lattice, we conjecture that the first
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FIG. 12: (Top) Ground states for square (left) and triangular
(right) arrays of bumps. The first and second rows correspond
to moderate values of the aspect ratio α respectively. For
simplicity, we assume that r0, the bump width is comparable
to the lattice spacing. Positive defects (red dots) ”screen”
regions of positive Gaussian curvature while negative ones
(blue dots) are located on the saddles of the ”hilly” landscape.
transition corresponds to positive defects on top of the
bumps and negative ones between the bumps along one of
the three axis of symmetry of the unit cell. As the value
of the aspect ratio is increased, additional positive defects
appear on the six minima of the surface and negative ones
are generated along the remaining two axes of symmetry
of the unit cell (see Fig. 12). A simple count of the total
defect charges enclosed in the unit cell shows that this
scenario also satisfies the requirement of defect charge
neutrality.
IV. DEFECT DECONFINEMENT
With potential experiments in mind [23], it is interest-
ing to consider the case of hexatic order on a bump encir-
cled by a circular wall of radius R≫ r0 which aligns the
hexatic bond angles. As a simple model, imagine an array
of hexagons which locally achieve a common orientation
tangential to the wall (see Fig. 18b). The hexatic order
parameter will thus rotate by 2π upon making a circuit of
the wall, insuring that at least six defects of ”charge” 2π6
must be included in the ground state for all values of the
aspect ratio. These boundary-condition induced defects
will interact with the Gaussian curvature of the bump
and with the wall. The Nd defects contribute large (con-
stant) self energies of the form
∑Nd
i=1KAq
2
i ln
(
R
a
)
that
dominate the total energy for sufficiently large systems.
Since
∑Nd
i=1 qi must be equal to 2π, the energy is mini-
mized when the defects split up into the smallest possible
charges.
The equilibrium defect configuration must minimize
the free energy taking into account the confining po-
tential generated by the Gaussian curvature and the in-
teractions of the defects with the boundary and among
themselves. The repulsive force exercised by the wall
on a defect located at ℜ(ri) in the conformal plane can
be computed by placing an image defect of same charge
outside the wall at position ℜ(R)
2
ℜ(ri) . The mathematics re-
sembles the problem of finding the magnetic field of a
line current located at a given distance ri from the cen-
ter of a cylinder of high permeability material and whose
radius R is greater than ri [34]. The analogy is complete
upon performing the change of coordinates r → ℜ(r)
and identifying the gradient of the bond angle ∂αθ(u)
with the magnetic field. This is explained in detail in
Appendix C and D where we introduce a conjugate func-
tion χ(u) analogous to the vector potential that simplifies
the analysis of this problem. Thus, each of the Nd defects
will also interact with an equal number of image defects.
This situation can be described mathematically by de-
riving an appropriate Green’s function ΓN that includes
the images, as discussed in Appendix D (see Eq.(D19)).
The resulting free energy FN reads:
FN
KA
=
1
2
Nd∑
j 6=i
qiqj Γ
N(xi;xj) + F0
+
Nd∑
i=1
qi(1 − qi
4π
)V (ri) +
Nd∑
i=1
qi
2
4π
ln
[ℜ(R)
a
]
−
Nd∑
i=1
qi
2
4π
ln
[
1− x2i
]
, (47)
where F0 is defined in Eq.(17) and the Green’s function
ΓN (xi;xj) is given by
ΓN (xi;xj) = − 1
4π
ln
[
x2i + x
2
j − 2xixj cos (φi − φj)
]
− 1
4π
ln
[
x2i x
2
j + 1− 2xixj cos (φi − φj)
]
.
(48)
The last term accounts for the interaction with the im-
age defects and the superscript N indicates Neumann
boundary conditions on an appropriate potential func-
tion. Here, we use scaled coordinates in the conformal
plane xi ≡ ℜ(ri)ℜ(R) . The interaction of the defects with the
curvature is not affected by the presence of the distant
wall.
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FIG. 13: (a) The free energy for a nematic (double headed
vector field) living on a Gaussian bump surrounded by an
aligning circular wall is plotted for α = 2 as a function of the
scaled radial coordinates x1 and x2 of the two disclinations.
The radial coordinates have been scaled by r0 and the size of
the system is R = 7r0. Note that the energy plot is symmetric
with respect to the line x1 = x2. (b) Schematic illustration
of the positions of the two disclinations (black dots) corre-
sponding to the deep energy minima at positions x1 = 0.04
and x2 = 4.9 (or viceversa) and to a shallow minimum at
x1 = x2 = 4.7. The two defects are on opposite sides of
the bump. The continuous line corresponds to the circular
boundary while the dashed one to the circle of zero Gaussian
curvature and radius r0 (drawing not to scale).
To provide an illustration of the combined effect of
curvature and boundary conditions on tangential vector
order, we first consider the simpler case of a nematic
order parameter with periodicity equal to π. This sim-
plified model neglects differences in the elastic constants
for bend and splay and does not incorporate any effect
due to the uniaxial coupling of the nematogens to the
curvature. In this case, minimization of the logarithmi-
cally diverging part of the free energy (fourth term in Eq.
47) suggests that there will be only two disclinations of
charge q = π displaced along a radial direction (see Fig.
13b). By applying Eq.(47), we can parameterize the en-
ergy of the system in terms of the scaled radial coordi-
nates, x1 and x2 of the two disclinations. The resulting
energy landscape is plotted in Fig. 13 (for α = 2 and
R = 7r0) and clearly reveals two minimal-energy config-
urations. The first minimum corresponds to one discli-
nation confined at the top of the bump (slightly shifted
from the center) and the other at a radial distance ap-
proximately 70% of R (see Fig. 13b bottom panel). The
second minimum corresponds to a fully deconfined state
with both disclinations placed symmetrically at approxi-
mately 67% of R (see Fig. 13b top panel). As the aspect
ratio is raised even further, the saddle in the energy land-
scape of Fig. 13a becomes a minimum corresponding to a
configuration in which both disclinations are confined in
the cup of positive Gaussian curvature by the geometric
potential.
As illustrated in Fig. 14, there is a critical value of the
aspect ratio, αD ≃ 1.5, above which it is energetically fa-
vorable for the system to have one disclination confined
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FIG. 14: Plot of the free energy of a nematic (double headed
vector field) on a Gaussian bump encircled by an aligning wall
as a function of α. The dotted line represents the energy of the
fully deconfined configuration in Fig. 13b top panel while the
continuous line corresponds to the defect pattern illustrated
in the bottom panel of Fig. 13b. The energy of the fully
deconfined configuration is approximately independent of α
because the two disclinations are far away from the bump.
at the top of the bump. For α < αD the fully decon-
fined configuration becomes energetically favorable, but
the two minima can still coexist. As α is decreased even
further, the repulsion between the two disclinations over-
comes the confining force of the geometric potential and
makes the second minimum in Fig. 14a (corresponding
to the partially confined configuration) disappear alto-
gether. This ”spinodal point” occurs for α ≈ 0.9 on the
Gaussian bump. The specific values of the critical aspect
ratios are geometry dependent, but the generic mecha-
nism of deconfinement depends only on a large separation
of the length scales r0 and R that control the interaction
with the curvature and the boundary respectively.
The analysis for the hexatic case is complicated by the
fact that more defect configurations are possible when
six defects are present. We start by noting that even
in flat space (α = 0) there are two natural low energy
defect configurations with high symmetry: the ground
state corresponding to the six defects sitting at the ver-
tices of an hexagon and a higher energy state given by
a pentagonal distribution of defects with the sixth de-
fect sitting at the center of the circular sample (see Fig.
15b). As the aspect ratio is raised, the pentagonal ar-
rangement becomes energetically favored since it pays to
have a defect confined in the (geometric) potential well
at the origin (see Fig. 15a). To study the transition, it
is useful to derive expressions for the energy of the two
defect configurations as a function of the radius of the
outer defect ring r. Every defect (except the one at the
origin, possibly) has the same scaled coordinate xi = x
and the angles between two defects are integer multiples
of 2πn where n is the number of defects in the outer ring
(n = 5 for the pentagon and n = 6 for the hexagon). In
this case, the sums involved in the first (interaction) term
in Eq.(47) can be efficiently evaluated using the following
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identity:
1
2
n−1∑
i
ln
[
p2 + 1− 2p cos(2πi
n
)
]
= ln (1− pn)− ln (1− p) . (49)
Upon using Eq.(49) with p = 1 and p = x2 to evaluate
the sums arising from the first and the second term of
the Green’s function in Eq.(48) respectively, we obtain
the free energy FH for the hexagonal configuration:
FH(α)
KA
= −π
6
ln
[( ℜ(r)
ℜ(R)
)5
−
( ℜ(r)
ℜ(R)
)17]
− π
6
ln 6
+
11π
6
V (r) +
π
6
ln
[ℜ(R)
a
]
. (50)
The free energy for the pentagonal configuration FP is
readily obtained after similar manipulations
FP (α)
KA
= −5π
36
ln
[( ℜ(r)
ℜ(R)
)6
−
( ℜ(r)
ℜ(R)
)16]
− π
2
ln 2
+
11π
36
V (0) +
55π
36
V (r) +
π
6
ln
[ℜ(R)
a
]
.(51)
Note that these manipulations are very similar to the
ones necessary to describe superfluid helium in a cylin-
der of radius R [36]. In fact, the superfluid problem is
analogous to the case of hexatic order with free bound-
ary conditions on a circular boundary of radius R (see
Appendix D). The rather unusual form of the argument
of the logarithm in Equations (50) and (51) arises from
the sum over the image defects whose positions depend
non-linearly on the position of the defects themselves.
Minimization of Equations (50) and (51) with respect
to r fixes the distance of the outer defects. The resulting
minimal energies FP and FH are plotted as a function of
α in Fig. 15a. The critical value αD, for which FP < FH
can be easily estimated by realizing that FH is approxi-
mately independent of α because the disclinations are far
from the bump. On the other end, FP decreases with α
because the confined disclination is trapped in a poten-
tial well whose depth is approximately given by− 11144 πα2
(see the second term of Eq.(51) and the low α expansion
for V (0) derived in Eq.(26)). The critical aspect ratio,
αD, for which the deconfinement transition occurs can
be estimated by setting the depth of this potential well
equal to the energy difference between the hexagon and
pentagon configurations in flat space. The latter can be
read off from the energy diagram in Fig. 15a and the
result is approximately 0.3KA which leads αD ∼ 1.1 in
agreement with the value indicated in Fig. 15a.
As the aspect ratio is raised even further, less sym-
metric defect configurations become energetically favored
corresponding to a larger number of disclinations con-
fined in the cup of positive Gaussian curvature. For ex-
ample, when two disclinations are confined within r = r0,
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-1
-0.8
-0.6
-0.4

F/kA
α
αD
 R
R
 r0
 r0
(a) (b)
FIG. 15: Plot of the free energy of an hexatic phase (draped
on the Gaussian bump encircled by a wall) as a function of
α. The dotted line represents the energy of the hexagonal
configuration illustrated in the top panel on the left while the
continuous line corresponds to the pentagonal arrangement in
the bottom panel. The outer defect rings in both configura-
tions are approximately 90% of R. The critical aspect ratio
αD corresponding to the deconfinement transition discussed
in the text is indicated by the dashed line.
the outer defect ring is given by four defects approxi-
mately located at the vertices of a square. We note that
these defect configurations cease to exist at low aspect
ratios because they require the geometric potential to
overcome the strong repulsive interaction between the
confined defects. As discussed earlier for Fig.(14), the
actual values of the aspect ratios involved depend on the
specific geometry of the substrate. However the basic
mechanism behind the deconfinement transition is more
general.
Note that, as α increases, the geometric mechanism of
defect dipole unbinding discussed in the last section may
also set in. Because of the presence of one or more pos-
itive defects at the top of the bump, the critical aspect
ratio necessary to unbind one dipole will be larger than
what was calculated before. If dipole unbinding does oc-
cur, the new defects will ”decorate” the existing patterns
by adding new positively charged disclinations in the re-
gion of positive Gaussian curvature and expelling the
negative ones in the external region of the bump (r > r0)
where the Gaussian curvature is also negative (see Fig.1).
V. CONCLUSION
We have discussed how the varying curvature of a sur-
face such as a ”Gaussian bump” can trigger the genera-
tion of single defects or the unbinding of dipoles, even if
no topological constraints or entropic arguments require
their presence. This mechanism is independent of tem-
perature if the system is kept well below its Kosterlitz
Thouless transition temperature. It would be interest-
ing to revisit Kosterlitz-Thouless defect unbinding tran-
sitions on surfaces of varying Gaussian curvature in the
presence of a quenched topography [13] in the light of the
present work. One might also explore the dynamics of
the delocalization transition that occurs when a bump is
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confined by a circular edge and the aspect ratio is lowered
until the defects, initially confined on top of the bump by
the geometric potential, are forced to ”slide” towards the
boundary. Quantitative studies of periodic arrangements
of bumps would be interesting and could be inspired by
fruitful analogies with methods and ideas from solid state
physics.
We also hope to extend this work by considering crys-
talline order on bumpy topographies and taking ex-
plicitly into account the screening of clouds of disloca-
tions and possible generation of grain boundaries [16].
Such an analysis would facilitate comparison with exper-
iments performed with a single grain of block copolymer
spherical domains [44] on a suitably patterned substrate
[12, 23].
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APPENDIX A: GREEN’S FUNCTION AND
ISOTHERMAL COORDINATES
The analysis of ordered phases on curved substrates
can be simplified by rewriting the original metric of the
surface gab(u) in terms of a convenient set of coordinates
x(u) = (x(u), y(u)) such that the new metric g˜ab(x)
reads
g˜ab(x) = e
ρ(x,y)δab . (A1)
The metric g˜ab differs from the flat space one δab only by
a conformal factor eρ(x,y) that embodies information on
the curvature of the surface [31]. These isothermal coor-
dinates can be used to map arbitrary corrugated surfaces
onto the plane [37]. The mapping is conformal so angles
are left unchanged but areas are stretched according to
the position-dependent conformal factor eρ(x,y). A famil-
iar example is provided by the stereographic projection
that maps a sphere onto the conformal plane as illus-
trated in Fig. 16. The Green’s function assumes a very
simple form after a conformal transformation, because
the Laplace operator reduces to the familiar flat space
result when expressed in terms of isothermal coordinates.
In what follows, we demonstrate that this transformation
provides the basis for an efficient strategy to determine
the Green’s function on a bumpy substrate. We start by
deriving the radial change of coordinates ℜ(r) that trans-
forms the original metric of the Gaussian bump, i.e.,
ds2 =
(
1 +
α2r2
r2o
e
− r2
r2o
)
dr2 + r2dφ2 , (A2)
N
Conformal plane
S
FIG. 16: Graphic construction of the stereographic projec-
tion. Regions close to the north pole have larger images in
the conformal plane than regions of equal areas close to the
south pole. The stereographic projection preserves the topol-
ogy of the surface provided all points at infinity are identified
with the north pole.
into the locally flat metric (in polar coordinates),
ds2 = eρ(r)(dℜ2 + ℜ2dφ2) , (A3)
where ρ(r) and ℜ(r) are independent of the azimuthal
coordinate φ because of cylindrical symmetry. This met-
ric is equivalent to g˜ab(x) upon switching from cartesian
(x,y) to polar coordinates (ℜ(r), φ). To simplify the nota-
tion we introduce the α-dependent function l(r) defined
by
l(r) ≡ 1 + α
2r2
r20
exp
(
−r
2
r20
)
, (A4)
and plotted in Fig. 2 for different choices of α.
The equivalence of the metrics in Equations (A2) and
(A3) requires that ℜ(r) satisfies the differential equation
dℜ
ℜ =
√
l(r)
r
dr . (A5)
The conformal factor is thus given by
eρ(r) = (
r
ℜ )
2 . (A6)
The solution of Eq.(A5) is
ℜ(r) = Ar e−
∫
c
r
dr′
r′
(
√
l(r′) −1) , (A7)
where it is convenient to set the arbitrary constants A
and c to unity and infinity respectively. This non-linear
stretch of the radial coordinate leaves the origin and the
point at infinity invariant and can be concisely written
as
ℜ(r) = r eV (r) , (A8)
where the function V (r) defined by
V (r) ≡ −
∫ ∞
r
dr′
√
l(r′)− 1
r′
, (A9)
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plays an important role in our formalism and its inter-
pretation as a sort of geometric potential is explored in
detail in Appendix B.
The Poisson equation for the Green’s function Γ(u,u′)
on a surface with metric tensor gαβ and point source
δ(u,u′) reads [26]:
DαDαΓ(u,u
′) = −δ(u,u
′)√
g
, (A10)
where the covariant Laplacian is given for general coor-
dinates by:
DαDα ≡ (1/√g)∂α[√ggαβ∂β ] . (A11)
The conformal change of coordinates transforms
√
g(r, φ)
into eρ(r)
√
g(ℜ, φ) and gαβ(r, φ) into e−ρ(r)gαβ(ℜ, φ).
The factors of eρ(r) inside the square brackets in Eq.(A11)
then cancel and we are left with the flat space Lapla-
cian in the polar coordinates (ℜ(r), φ). We conclude
that Γ(u,u′) is simply the Green’s function of an unde-
formed plane expressed in terms of the polar coordinates
(ℜ(r), φ):
Γ(u,u′) = − 1
4π
ln[ℜ(r)2+ℜ(r′)2−2ℜ(r)ℜ(r′) cos(φ−φ′)] ,
(A12)
where an arbitrary additive constant C (which can be
used to satisfy boundary conditions at infinity) has been
dropped. We note that Γ(u,u′) differs from the flat space
Green’s function by a non linear stretch of the radial co-
ordinate. In Appendix C, we will use Γ(u,u′) to solve
Poisson’s equation on an infinite bumpy domain and cal-
culate the energy stored in the field. As in flat space, the
Green’s function Γ(u,u′) will be suitably modified in a
finite system in a way that depends on the boundary con-
ditions chosen at the edge of the sample (see Appendix
D).
We conclude this appendix by evaluating Γ(u,u′) when
the two points u and u′ are assumed to be separated by a
fixed distance a small enough so that the surface can be
approximated by the local tangent plane to the Gaussian
bump. This short distance behavior will be useful when
evaluating the effect of a constant core radius on the
energetics of a disclination at an arbitrary position. The
fixed microscopic length a on the bump is stretched when
projected in the conformal plane (see, e.g., Fig. 16) and
assumes the position dependent value λ(x, y) given by
λ(x, y) = ae−
ρ(x,y)
2 . (A13)
For a Gaussian bump cylindrical symmetry requires that
λ(r, φ) is dependent only on r and can be explicitly writ-
ten upon using Equations (A6) and (A8) as
λ(r, φ) = a
ℜ(r)
r
= aeV (r). (A14)
We can now evaluate Γ(u,u′) in the limit u′ → u+ a,
where this concise notation means that the two points on
the surface with coordinates u and u′ are separated by an
infinitesimal distance a measured on the bump. It does
not matter in what direction the two points approach
each other as long as a is small compared to the local radii
of curvature. Upon using Equations (A12) and (A14), we
obtain
Γ(u,u+ a) = − 1
4π
ln(a2)− V (r)
2π
. (A15)
We note that Γ(u,u + a) for fixed a is not a constant
like in flat space but varies with position as the function
V (r), reflecting the lack of translational invariance on
an inhomogeneous surface, where properties such as the
Gaussian curvature also vary with position.
APPENDIX B: GEOMETRIC POTENTIAL
In this appendix we present two equivalent ways of de-
termining the explicit form of the geometrical potential
V (u) valid for azimuthally symmetric surfaces like the
Gaussian bump. The starting point is the general defini-
tion introduced in Section II C:
V (u) ≡ −
∫
dA′ G(u′) Γ(u,u′) , (B1)
with the Green’s function Γ as defined in Eq.(A10). In
the electrostatic analogy, V (u) is thus the potential in-
duced by a continuous distribution of ”charge” repre-
sented by the Gaussian curvature (with sign reversed).
We shall derive an analogue of Gauss law for corrugated
surfaces where the curvature of the surface (with sign
reversed) plays the role of a continuous density of elec-
trostatic charge.
The first derivation makes use of the fact that V (u) is a
scalar under conformal transformations. This symmetry
can be checked explicitly by applying the same reasoning
adopted for the equation satisfied by the Green’s function
in Appendix A to Eq.(B1). In fact, upon operating on
both sides of Eq.(B1) with the covariant Laplacian and
using Eq.(A10), the defining equation for the geometric
potential can be cast into the differential form:
DαDαV (u) = G(u) . (B2)
The Gaussian curvature in Eq.(B2) can be written in
conformal coordinates [31] as
G(x, y) = −e−ρ(x,y)(∂2x + ∂2y)
ρ(x, y)
2
, (B3)
where ρ(x, y) is the conformal factor introduced in Ap-
pendix A. Similarly the left hand side of Eq.(B2) can be
expressed in conformal coordinates [31] as
DαDαV (x) = +e
−ρ(x,y)(∂2x + ∂
2
y)V (x, y) . (B4)
Upon substituting Equations (B3) and (B4) in Eq.(B2),
we conclude immediately that the geometric potential in
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conformal coordinates V (x) is given by
V (x, y) = −ρ(x, y)
2
. (B5)
Upon using Equations (A6), (A8) and (A9) to substitute
in Eq.(B5), one obtains the explicit form of the geometric
potential for the bump parameterized by the coordinates
(r, φ):
V (r) = −
∫ ∞
r
dr′
√
l(r′)− 1
r′
, (B6)
where the α-dependent function l(r) was defined in
Eq.(A4) and plotted in Fig. 2. The result of the integra-
tion in Eq.(B6) is independent of φ because of azimuthal
symmetry. The upper limit of integration is chosen con-
sistently with Eq.(B2) as usually done in electrostatics.
A second derivation of this result is obtained by mak-
ing explicit use of the azimuthal symmetry of the bump
and deriving a covariant form of Gauss’ law which allows
an intuitive understanding of the interaction between de-
fects and curvature. This curved space version of Gauss’
law illuminates the electrostatic analogy used throughout
the text. The gradient of the geometric potential defines
an ”electric field” Eα given by
Eα ≡ −DαV (u) =
∫
dA′ G(u′) DαΓ(u,u′) , (B7)
where we have used Eq.(B1). One might expect that
the flux of the vector Eα through a closed loop is pro-
portional to the enclosed Gaussian curvature in analogy
with Gauss’ law that relates the flux of the electric field
to the electrostatic charge enclosed. To prove this asser-
tion, we invoke the generalized Stokes’ formula [26] that
relates the surface integral over A of the gradient of a
field to its flux through the contour loop C:∫
A
dA DαE
α = −
∮
C
duαγα
βEβ . (B8)
The covariant antisymmetric tensor γαβ is given by
γαβ =
√
gǫαβ , (B9)
where ǫαβ is the anti-symmetric tensor with ǫrφ =
−ǫφr = 1. Similarly γαβ equals ǫαβ√g and the following
identity holds [21]
γασγσβ = −δαβ . (B10)
The tensor γα
β = γασg
σβ performs anti-clockwise rota-
tions of π2 when acting on an arbitrary tangent vector Vβ ,
as can be checked by evaluating V αγα
βVβ = γαβV
αV β =
0, where we have used the antisymmetry of γαβ . Thus,
the vector duαγα
β in Eq.(B8) represents an infinitesimal
contour length times the inward unit vector perpendic-
ular to it. The dot product with the field Eβ then gen-
erates the flux. To calculate the flux piercing a circular
circuit centered on a Gaussian bump, we will need to
explicitly evaluate γφ
r,
γφ
r = − r√
l(r)
. (B11)
Upon using Eq.(B7) we can rewrite the left hand side
of Eq.(B8) as∫
dA DαE
α =
∫
dA
∫
dA′ G(u′) DβDβΓ(u,u′) .
(B12)
If we now recall the defining Equation (A10) of the
Green’s function Γ(u,u′) and keep in mind that the
Laplacian in Eq.(B12) operates on the variables labelled
by u′ (not u), we obtain using Eq.(B8) a general result
for the flux piercing a closed loop on the surface, namely
∮
C
duαγα
βEβ =
∫
A
d2u
√
g G(u) . (B13)
We can explicitely evaluate the right hand side of
Eq.(B13) with the aid of Eq.(12). By appealing to the
cylindrical symmetry, in the special case of the Gaus-
sian bump one can apply this covariant form of Gauss’
theorem to find the radial field Er(r) in terms of the in-
tegrated Gaussian curvature divided by the length of a
boundary circle of radius r, with the result
Er =
1−
√
l(r)
r l(r)
, (B14)
where we used Equations (A2) and (B11). The angular
component Eφ is zero everywhere. Note that Er(r) van-
ishes linearly with r for small r and decays like re
− r2
r20
for r ≫ r0. From Eq.(B14) one can obtain the geometric
potential V (r) by performing a line integral,
V (r) =
∫ ∞
r
dr′ grr Er = −
∫ ∞
r
dr′
√
l(r′)− 1
r′
, (B15)
which matches the result previously obtained in Eq.(B6).
APPENDIX C: FREE ENERGY ON A
CORRUGATED PLANE
In this Appendix, we derive the effective free energy
for a charge neutral configuration of defects confined on
an infinite surface of varying Gaussian curvature with the
topology of the plane. A general method was introduced
in Ref.[30] that allows treatments of the more compli-
cated case of deformed spheres. A detailed treatment of
boundary-effects is developed in Appendix D. Here we
simply assume that the size of the system is much larger
than the size of the bump and that the boundary does not
impose any topological constraint to the director of the
liquid crystal. The results presented here match those
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FIG. 17: (a) Defects with fixed core size a on a Gaussian
bump encircled by a circular boundary of radius R denoted
by B. (b) The size of the vortex cores varies with position
when plotted in the conformal plane. One can avoid the sin-
gularities associated with the defects cores by puncturing the
conformal plane. This introduces circular boundaries Ci of
varying radius at the position of each defect in the confor-
mal plane, reflecting corresponding constant core radii on the
Gaussian bump.
obtained in Appendix D for free boundary conditions, as
long as the defects are far from the boundary. Suppose
that all the Nd defects have the same circular core radius
a which does not depend on where they are located on
the surface. This assumptions is justified if the radius
of curvature r0α is much greater than a. In this limit,
the microscopic physics that determines a is insensitive
to the presence of the curvature and since the bump is
locally flat a is approximately constant everywhere. The
starting point of our analysis is the free energy expressed
in terms of the singular part of the bond angle θs(u)
F =
1
2
KA
∫
S
dAgαβ(∂αθs −Aα)(∂βθs −Aβ) . (C1)
The cores of the defects are excluded from the area in-
tegral in Eq.(C1), hence S is a disconnected domain cor-
responding to the corrugated surface punctured at the
positions ui = (ri, φi) of the defects. In the conformal
plane parameterized by the coordinate ℜ(r) defined in
Eq.(A8), the defect cores are circles whose position de-
pendent radius is given by aeV (ri). The boundaries of the
”core-disks” are labelled by Ci while the circular edge of
the sample of radius R is denoted by B, see Fig. 17.
Upon introducing a ”Cauchy conjugate” function χ(u)
defined by
∂αθs −Aα = γαβ∂βχ , (C2)
the free energy in Eq.(C1) can be cast in the form:
F =
1
2
KA
∫
S
dAgαβ(∂αχ)(∂βχ) . (C3)
In deriving Eq.(C3) we used the identity
gµνγµ
αγν
β = gαβ , (C4)
which can be proved with the aid of Eq.(B10) and the
discussion following it. Eq.(C4) implies that the (covari-
ant) dot product between two vectors after rotating each
of them by π2 is equivalent to taking the dot product be-
tween the two initial vectors. The integral in Eq.(C3)
can be rewritten as
F
KA
=
1
2
∫
S
dADα(χD
αχ)− 1
2
∫
S
dAχDαD
αχ , (C5)
where
Dα(χD
αχ) ≡ (1/√g)∂α(√ggαβχ∂βχ) , (C6)
and DαDα is defined in Eq.(A11). Upon taking an ad-
ditional covariant derivative, we can recast Eq.(C2) in
the form of a Poisson equation for the electrostatic-like
potential χ(u),
DαD
αχ(u) = −ρ(u) , (C7)
where the analogue of the electrostatic charge density
ρ(u) is given by
ρ(u) ≡
Nd∑
i=1
qi
δ(u,ui)√
g
−G(u) . (C8)
It is useful to compare Eq.(C7) to Eq.(B2) used to de-
fine the geometric potential in Appendix B. Both expres-
sions are Poisson equations, the only difference being that
the source term of Eq.(C8) includes both the point-like
charges of the defects and the Gaussian curvature with
its sign reversed. Hence the Gauss law discussed in Ap-
pendix B for the geometric field Eα applies also to ∂αχ,
provided that Eq.(B13) is suitably modified to include
the contribution from the topological charges of the de-
fects:
∮
C
duαγα
β∂βχ =
∫
A
d2u
√
g
(
G(u)−
Nd∑
i=1
qi
δ(u,ui)√
g
)
,
(C9)
where C is the contour enclosing an arbitrary surface A.
This relation will be useful later.
We can formally solve for χ(u) in Eq.(C7) in terms of
the Green’s function Γ(u,u′) found in Appendix A:
χ(u) =
∫
A
dA′ ρ(u′) Γ(u,u′) , (C10)
where boundary terms have been dropped using charge
neutrality and the fact that the edge of the sample is
assumed to be far away from the defects. The integral in
Eq.(C10) can be evaluated, with the result
χ(u) =
Nd∑
i=1
qiΓ(u,ui)−
∫
A
dA′ G(u′) Γ(u,u′) . (C11)
Upon using Eq.(B1), we obtain:
χ(u) =
Nd∑
i=1
qiΓ(u,ui) + V (u) . (C12)
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We note that the first term is singular at positions ui but
when χ is substituted in Eq.(C3) the resulting energy is
finite because the core of the defects are excluded from
the domain of integration S. Upon substituting Eq.(C7)
in the second term of Eq.(C5) we obtain:∫
S
dAχDαD
αχ = −
∫
S
dAχρ(u)
=
∫
S
dAχG(u) , (C13)
where we dropped terms involving the delta functions in
Eq.(C8) because they vanish everywhere except at the
coordinates of the defects which are excluded from the
domain of integration S. Upon substituting Eq.(C12) in
Eq.(C13) we obtain:
−
∫
S
dAχDαD
αχ =
Nd∑
i=1
qiV (ui)
+
∫
dA
∫
dA′ G(u) Γ(u,u′) G(u′) , (C14)
where we used Eq.(B1).
To evaluate the first term in Eq.(C5), we apply the
generalized Stokes formula of Eq.(B8) and convert the
surface integrals into line integrals over the boundaries:
∫
S
dA Dα(χD
αχ) =
Nd∑
i=1
∮
Ci
duαχγα
βDβχ
−
∮
B
duαχγα
βχDβχ , (C15)
where the difference in sign between the two boundary
integrals in Eq.(C15) is due to the fact that the outward
normals for the paths Ci are oriented opposite to the
normal for B, the outermost boundary of the system.
To evaluate the last term in Eq.(C15), we note that
the flux through the distant boundary B due to a charge
neutral distribution of defects is approximately zero, pro-
vided that the integrated Gaussian curvature enclosed by
the boundary is vanishingly small (see Eq.(C9)). Hence
χ
∮
B
duαγα
βDβχ ≃ 0 , (C16)
where we used the fact that χ, defined in Eq.(C2), is
approximately constant on B since ∂αθ − Aα ≃ 0. By
contrast, the flux of ∂rχ piercing the boundary Ci in
Eq.(C15) is approximately equal to the charge qi of the
inclosed defect [45]. In evaluating the integrals around
the infinitesimal boundaries Ci, we used the fact that the
function χ(ui + a) evaluated on the ”rim” of the defect
core centered at ui and of radius ae
V (ui) is dominated
by a logarithmically diverging contribution due to the
ith defect. This leading contribution is approximately
constant on Ci. On the other hand, the non diverging
part of χ(ui+a) is multiplied by the perimeter of Ci and
hence its contribution is of the order of a. The result of
the integration will be insensitive to the orientation of
the vectors along the boundary Ci, provided the defect
core is small [46]. In this way, we find∮
Ci
duαγα
βχDβχ ≃ χ(ui + a)
∮
Ci
duφγφ
r∂rχ
≃ qiχ(ui + a) . (C17)
Upon substituting Equations (C17) and (C16) in
Eq.(C15), we obtain
∫
S
dADα(χD
αχ) =
Nd∑
i=1
qiχ(ui + a) =
Nd∑
i=1
qiV (ui) +
Nd∑
i=1
Nd∑
j 6=i
qiqjΓ(ui,uj)
+
Nd∑
i=1
q2i Γ(ui,ui + a) , (C18)
where we used Eq.(C12) to substitute for χ. Substitution
of Eq.(C18) and Eq.(C14) in Eq.(C5) then yields:
F
KA
= F0 +
Nd∑
i=1
qi(1− qi
4π
)V (ri)−
Nd∑
i=1
qi
2
8π
ln(a2)
+
1
2
Nd∑
i=1
Nd∑
j 6=i
qiqj Γ(ui,uj) , (C19)
where we have used Eq.(A15) to evaluate Γ(ui,ui + a).
The first term in Eq.(C19) is the free energy of the
smooth defect-free texture (see Eq.(17) and preceding
discussion). The free energy difference △FKA between a
charge neutral defect configuration and a smooth texture
thus reads
∆F (α)
KA
=
1
2
Nd∑
i=1
Nd∑
j 6=i
qiqjΓa(ri, φi, rj , φj) +
Ec
KA
Nd∑
i=1
q2i
+
Nd∑
i=1
qi
(
1− qi
4π
)
V (ri) , (C20)
where the subscript a in the Green’s function indicates
Γa(ri, φi, rj , φj) = − 1
4π
ln[
ℜ(r)2
a2
+
ℜ(r′)2
a2
− 2ℜ(r)
a
ℜ(r′)
a
cos(φ − φ′)] .(C21)
In order to absorb the core radius a in the inter-defect
interaction, we used the elementary algebraic identity
Nd∑
i=1
q2i = −
Nd∑
i=1
Nd∑
j 6=i
qiqj , (C22)
valid for charge neutral configurations. The core energy
Ec in Eq.(C20) was added by hand and represents short
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FIG. 18: (a) Schematic illustration of the boundary direc-
tor texture corresponding to free boundary conditions. The
vector order parameter orientation close to the edge of the
sample does not vary appreciably as one moves along the ra-
dial direction and it is parallel to itself at every point on the
boundary (b) Tangential boundary conditions. The vector or-
der parameter is locally aligned to a wall located at the edge
of the sample.
distance physics on scales less than or equal to the core
radius. Although the second part of the last term in
Eq.(C20) arises as a position dependent self energy, it
has the same functional form as the geometrical poten-
tial discussed in Appendix B, and hence depends on the
global shape of the surface.
APPENDIX D: BUMP WITH A BOUNDARY
The aim of this appendix is to study the energetics of a
singular vector field on a bumpy surface of circular shape
and finite size R. To evaluate the ground state energy
in Eq.(C1), we first need to solve the covariant Laplace
equation for the bond angle field θ(u) in the presence
of Nd defects at positions ui. This is more easily done
by switching from θ(u) to the conjugate field χ(u), as
shown in Eq.(C3), and solving the Poisson Equation (C7)
satisfied by χ for both free and fixed boundary conditions
(see Fig. 18).
The bond angle field satisfies free boundary conditions
if the following relation holds on the circular edge B:
∂rθ|r=R = 0 , (D1)
while for fixed tangential boundary conditions we have:
∂φθ|r=R = 0 . (D2)
To understand Eq.(D2), recall that we measure the bond
angle θ with respect to a rotating basis vector Er in the
radial direction. With this convention, θ is equal to a
constant when the vector order parameter is aligned with
the circular boundary B. We can convert Equations (D1)
and (D2) into boundary conditions to be satisfied by the
conjugate field χ on B. Upon substituting Eq.(D1) in
Eq.(C2) and using the fact that Ar is equal to zero, we
obtain the constraint that χ(u) satisfies on B in the case
of free boundary conditions:
∂φχ|r=R = 0 . (D3)
This corresponds to a Dirichlet problem where χD(u)
evaluated on the boundary B assumes an arbitrary con-
stant value, c:
χD(B) = c . (D4)
Upon substituting Eq.(D2) in Eq.(C2), we obtain
∂rχ = −Aφ
γφr
, (D5)
since γφφ = 0. Upon substituting Equations (B11) and
(8) in Eq.(D5) we obtain the boundary condition on χ
that corresponds to Eq.(D2)
∂rχ
N |r=R = − 1
R
, (D6)
where the superscript indicates that this is a Neumann
boundary problem with the normal derivative assuming
a constant value.
To solve the Poisson Eq.(C7) with Neumann or Dirich-
let’s boundary conditions in terms of suitable Green’s
functions we exploit a covariant version of Green’s the-
orem expressed in terms of two invariant functions of
position ψ(u) and ϕ(u) [38]:∫
S
dA (ϕ(u)DαD
αψ(u)− ψ(u)DαDαϕ(u)) =
−
∮
B
duαγα
β (ϕ(u) ∂β ψ(u)− ψ(u) ∂β ϕ(u)) . (D7)
By applying Eq.(D7) to ϕ(u) = χ(u) and ψ(u) =
Γ(u,u′) and using Equations (A10) and (C7) we obtain
χ(u) =
∫
S
dA′ Γ(u′,u) ρ(u′)
+
∮
B
du′αγαβχ(u′) ∂′βΓ(u
′,u)
−
∮
B
du′αγαβΓ(u′,u) ∂′βχ(u
′) , (D8)
where u and u′ have been exchanged [47]. The boundary
conditions for the Green’s function can be conveniently
chosen to eliminate unknown quantities in Eq.(D7) as in
flat space [39].
For the Dirichlet’s problem, we choose the Green’s
function ΓD so that it vanishes when u′ is on the bound-
ary B
ΓD(B,u) = 0 . (D9)
Upon substituting Eq.(D9) in Eq.(D8) and noting that
χ(u′) is constant on the boundary B (see Eq.(D4)), we
obtain:
χD(u) =
∫
S
dA′ ΓD(u′,u) ρ(u′)
+ χD(B)
∮
B
du′αγαβ ∂′βΓ
D(u′,u) , (D10)
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The contour integral in the second term of Eq.(D10) cor-
responds to the flux piercing B which is, in turn, equal
to the (unit) charge of the singularity located at u [48].
The final result reads
χD(u) =
∫
S
dA′ ρ(u′) ΓD(u′,u) + χD(B) , (D11)
where χD(B) can be set to zero, since the energy in
Eq.(C3) is only defined in terms of derivatives of χ. One
can check that χD(u) in Eq.(D11) satisfies both the Pois-
son’s Equation (C7) and the required boundary condition
in Eq.(D3). This can be more easily proved by noting
that ΓD(u′,u) is symmetric under exchange of its argu-
ments u′ and u [49].
A similar reasoning applies to χN (u). However, we
cannot choose the Green’s function so that the second
term of Eq.(D8) (that contains the unknown quantity
χ(u′)) vanishes. In fact, by invoking Stokes theorem (see
Eq.(B8)), we note that∮
B
du′αγαβ ∂ ′βΓ(u
′,u) = 1 , (D12)
where γα
β(u′ = B) is constant on the circular boundary
B and can be brought out of the integral. An appropriate
choice of boundary condition on ΓN that satisfies the
constraint in Eq.(D12) is
∂r′ Γ
N (r′, φ′; r, φ)|r′=R = 1
2πγαβ(R)
= −
√
l(R)
2πR
, (D13)
where we used Eq.(B11). The α-dependent function l(r′)
was defined in Eq.(A4). Note that l(R) ≃ 1, for R ≫ r0
(see Fig. 2). By substituting Equations (D13) and (D6)
in Eq.(D8) we obtain
χN (u) =
∫
S
dA′ ΓN (u′,u) ρ(u′)
+
1
2π
∫ 2π
0
dφ′ χ(R, φ′)
− 1√
l(R)
∫ 2π
0
dφ′ ΓN (R, φ′; r, φ) , (D14)
The last two integral are constant and hence can be
dropped. We can check explicitly that χN (u) satisfies
Eq.(D6) by evaluating the radial derivative of χN (u) in
Eq.(D14)
∂rχ
N (r, φ)|r=R =
∫
S
dA′ ρ(u′) ∂rΓN (R, φ′; r, φ)|r=R ,
(D15)
where the radial derivative of the Green’s function as-
sumes the constant value derived in Eq.(D13), provided
that ΓN (u′,u) is constructed so that it is symmetric un-
der exchange of its arguments u′ and u (see Eq.(D19)).
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FIG. 19: Schematic illustration of the method of images. The
image defect is of the same sign for free boundary conditions
(a) and opposite for fixed boundary conditions (b). Defects
closer to the center of the circle have images further away
from it.
With the aid of Equations (C8) and (12), we obtain
∫
S
dA′ ρ(u′) =
Nd∑
i
qi + 2π
(
1√
l(R)
− 1
)
. (D16)
Upon substituting Equations (D16) and (D13) in
Eq.(D15), we conclude that the the Neumann boundary
condition in Eq.(D6) is satisfied provided that
Nd∑
i
qi = 2π . (D17)
It is reassuring that the topological constraint on the
vorticity of the field imposed by the presence of the wall
arises as a natural requirement within this formalism.
Similarly, the Poisson’s equation for χN(u) is automati-
cally satisfied.
We are now left with the task of guessing the Green’s
functions for the Dirichlet’s and Neumann problems sat-
isfying the boundary conditions in Equations (D9) and
(D13) respectively. In both cases the Green’s function
can be determined by the method of images applied in
the conformal plane. For every defect with radial coor-
dinate ri we need an image defect of opposite (equal)
topological charge at position r′i to ensure that Dirich-
let’s (Neumann) boundary conditions are enforced (see
Fig. 19). The radial coordinate of the image defect r′i is
determined by the relation:
ℜ(r′i) =
ℜ 2(R)
ℜ(ri) . (D18)
Except for the coordinate change r → ℜ(r), a similar
relation arises in elementary electrostatic problems in
flat space [34]. A geometric argument that justifies this
choice of images in flat space is illustrated in Fig. 20.
Once the position of the source is chosen according to
Eq.(D18), we can express the two Green’s functions with
the concise notation ΓD/N as follows:
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ΓD/N (u,u′) = − 1
4π
ln[ℜ(r)2+ℜ(r′)2−2ℜ(r)ℜ(r′) cos(φ−φ′)]± 1
4π
ln[ℜ(r)2+ℜ(R)
4
ℜ(r′)2−2ℜ(r)
ℜ(R)2
ℜ(r′) cos(φ−φ
′)]±f(r′) ,
(D19)
where we have introduced a function f(r′) to make
ΓD/N (u,u′) symmetric under exchange of its arguments
and to remove a singularity at r′ = 0. Note that we
can add f(r′) since the defining equation of the Green’s
function does not contain derivatives of r′, only of r.
f(r′) =
1
2π
ln
[ℜ (r′)
ℜ(R)
]
. (D20)
The plus and minus signs in Eq.(D19) insure that the
Dirichlet and Neumann boundary conditions respectively
are obeyed. In what follows the sign placed above in the
symbols ± or ∓ always indicates the choice suitable for
the Dirichlet’s problem while the one below refers to Neu-
mann’s boundary conditions. One can explicitly check
by substitution that the symmetrized Green’s functions
ΓD/N (u,u′) satisfy the correct boundary conditions, as
long as the plus sign is chosen when ΓD is substituted in
Eq.(D9) and the minus sign when ΓN is substituted in
Eq.(D13). Note that, without the extra term f(r′) in the
expressions for both Green’s functions, ΓD would not be
equal to zero on the boundary B and the last term in
Eq.(D14) would not be constant when ΓN is substituted
in.
Once the Green’s function is obtained, one can readily
write down χD/N (u) by dropping the constant terms in
Equations (D11) and (D14)
χD/N (u) =
Nd∑
i=1
qiΓ
D/N (u,ui)
−
∫
S
dA′ G(u′) ΓD/N (u,u′) . (D21)
The Gaussian curvature is given by the covariant Lapla-
cian of the geometric potential introduced in Eq.(B2).
Upon integrating by parts twice the second term in
Eq.(D21) and applying Stokes theorem repeatedly, we
find
χD/N (u) =
Nd∑
i=1
qiΓ
D/N (u,ui) + V (u) , (D22)
where we assume that R ≫ r0 so that we can neglect
boundary terms. The geometric potential V (u) has the
same functional form previously discussed in Appendix
B, despite the change in the Green’s function.
The evaluation of the energy stored in the field now
proceeds along the lines sketched in Appendix C with
the only caveat that one needs to choose the appropriate
Green’s function in Eq.(D19). In the case of Dirichlet’s
boundary conditions one can prove that the boundary in-
tegral in Eq.(C16) still vanishes by virtue of the fact that
FIG. 20: A topological defect located at position P in a circu-
lar domain of radius OQ in flat space. Fixed boundary con-
ditions are obtained by placing an image defect of the same
sign at a distance OP ′ from the center such that OP OP ′ =
OQ
2
. The two triangles △OQP and △OQP ′ are similar and
∠OQP = ∠OP ′Q = pi − θ′. By the theorem of the external
angle, we conclude that θ′+θ = φ+pi as long as Q lies on the
circumference B. This is equivalent to the boundary condition
in Eq.(D2) if a non rotating vector basis is used. Similarly,
for free boundary conditions the symmetric Green’ function
evaluated is constant on the boundary if the image defect is
negative. Since PQ
P ′Q
= OP
OQ
, the potential ln(PQ) − ln(P ′Q)
(generated by the defect at distance OP and its image) is
constant on the circumference of radius OQ.
χ is constant on the boundary B and the defects configu-
ration is charge neutral. For the Neumann’s problem we
have:
χN
∮
B
duαγα
βDβχ
N ≈ 4π ln (ℜ(R)) , (D23)
where we assumed that R ≫ r0. In this limit ℜ(R) is
approximately equal to R, as can be checked with the
aid of Equations (A8) and (A9).
All the remaining intermediate steps to derive the free
energy follow as in Appendix C without further assump-
tions. We can readily generalize Eq.(C20) to evaluate
the energy stored in the singular field in the presence of
a boundary in the case of both free and fixed boundary
conditions. We assume R ≫ r0, but the defects do not
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need to be far away from the boundary. The result is
FD/N
KA
=
1
2
Nd∑
j 6=i
qiqj Γ
D/N (xi;xj) + F0
+
Nd∑
i=1
qi(1− qi
4π
)V (ri) +
Nd∑
i=1
qi
2
4π
ln
[ℜ(R)
a
]
±
Nd∑
i=1
qi
2
4π
ln
[
1− x2i
]
, (D24)
where F0 is defined in Eq.(17). The Green’s function
expressed in scaled coordinates reads
ΓD/N (xi;xj) = − 1
4π
ln
[
x2i + x
2
j − 2xixj cos (φi − φj)
]
± 1
4π
ln
[
x2ix
2
j + 1− 2xixj cos (φi − φj)
]
.
(D25)
In the case of Neumann’s boundary conditions, we have
suppressed a term diverging like ln(ℜ(R)) associated with
the boundary contribution in Eq.(D23). Eq.(D25) is ex-
pressed in terms of a dimensionless defect position xi
xi ≡ ℜ(ri)ℜ(R) . (D26)
The plus sign in Equations (D25) and (D24) is to be cho-
sen for Dirichlet’s boundary conditions and the minus
sign for Neumann’s. The last term in Eq.(D24) repre-
sents the interaction , U
D/N
b (xi), between a single defect
located at xi and the boundary
U
D/N
b (xi) = ±KA
Nd∑
i=1
qi
2
4π
ln
[
1− x2i
]
. (D27)
Note that the q-dependent prefactors of U
D/N
b (xi) and
the quadratic correction to the curvature interaction (III
term in Eq.(D24) have the same magnitude. This is not
a coincidence but a clue to their common origin. As the
geometry of a plane is modified, either by creating a vary-
ing curvature or imposing boundaries, the defects feel an
additional interaction caused by the conformal transfor-
mation of the underlying space. This line of reasoning is
powerful and it has been pursued in Ref. [30] to explain
some basic features of the interaction between defects
and curvature without explicit recourse to the Green’s
function techniques adopted in this work.
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