Abstract: In a number of sonar studies, bathymetric information is used to
INTRODUCTION
Bathymetric (depth) data serves a number of purposes when integrated into a sonar survey. The bathymetric profile provided in multibeam or sidescan bathymetric sonars can be used to map pixels of the sonar image, correct distortions and plot an accurate plot of the relief [1] . For low frequency sonar (10-15 KHz), bathymetry has been used to derive properties that describe large features in the seabed (Mitchell [2] , Herzfeld et al. [4] and Fox and Hayes [5] ).
Recent advancements in multibeam and sidescan-bathymetric techniques have led to an improvement in resolution of the bathymetry obtained for high frequency sonars. This means that bathymetry data is useful as an addition to amplitude data in exploring the characteristics of complex areas. Visualisation methods which combine sidescan sonar data with bathymetry data have had some success but the results are qualitative and cannot be interpreted in a truly geophysical sense [2] . More quantitative methods are required.
The work described in this paper investigates such methods for seabed classification, building on the classification system for sidescan-bathymetric sonars described in [7] . It compares the use of bathymetric features with those derived from texture and amplitude (or intensity).
THE DATASET
Bathymetric and sidescan data was obtained over a seabed survey of Hopvagen Bay in Norway. Hopvågen bay lies approximately 80km west of Trondheim, Norway. The bay is divided into two based on depth with a deeper northern half and a shallow southern shelf. The sediments in the bay consist of fine-grained muds located in the deep northern half and a mixture of sand and silt on the shallow shelf to the south. Around the bay margins of rock outcrops and occasional boulder beds are colonised by horse mussels to a depth of approximately 8m. A bathymetric sidescan sonar (provided by SEA ltd.) was used to survey Hopvågen bay in a series of lines Northeast -Southwest transect lines (conducted as part of the EU 5th Framework Programme (Trondheim Marine Systems Large Scale Facility) and provided by Richard Bates from St. Andrews University).
A number of grabs were available too, detailed in table 1.
Point number Location Easting
Location Northing Type Grain size in µm 
THE SONAR CLASSIFICATION SYSTEM
The sonar classification system divides the survey into regions and aims to assign a sediment type to each region. Grab samples are used as exemplar (or training) areas and a region of 10x10m area (assumed to contain the same type of sediment as the grab sample) around each grab sample is used for training. The classifier had four steps (see [7] for more details).
Mosaicing and pre-processing to correct for depth
The bathymetry profiles of each sonar ping are interpolated and mosaiced to provide a bathymetry image. The bathymetry of each pixel is used to correct the sidescan data at this point for physical factors affecting sonar backscattering (including losses due to range and absorption, sonar directivity and insonified seabed area), using a standard sonar model. This leads to corrected backscattering amplitude profiles, which are mosaiced and plotted in an image.
Image segmentation and feature extraction
To summarise data, and average the noise in the survey, the whole survey is divided into user defined windows. . This feature is observed to be discriminative for many of the datasets considered for this work (rocky seabeds, for example, present more bathymetric variability over small windows than sandy seabeds). c) Feature Set C: Textural features: These features describe spatial frequency (which is related to texture). Each window was processed using the 2-dimensional discrete wavelet transform (2D-DWT). The processing results in features which extract properties at each scale, in the horizontal direction, the vertical direction and finally in both directions. The wavelet features per window are the mean wavelet energy in each window , where i is the scale chosen and j corresponds to direction. By observing the sediment class clusters (Fig. 1) , it can be deduced that the medium sand class (in blue) clusters quite well (observing points 1, 8 and 9), as do the fine sand class (points 2 and 3-in green) and the silt/mud class (points 6, 7 and 10 in red). Points 5, however, (red dots), seems to converge with the fine sand class. This may be a genuine classification or due to incorrect data -the region around grab 5 may actually be different from the material in the grab sample. We see too that the very fine sand class (yellow) covers the same region as the silt/mud class. This could be due to a wrong selection of windows in that area.
3 Classification
The K-nearest neighbour (KNN) algorithm was used to classify the dataset. The number of sediment classes was fixed (4 classes). The main parameter that could be varied is k, the number of nearest neighbours to be considered around each point. To find an optimal value for k, the training areas (around the 10 grab samples) were used as a validation set.
The k-fold cross validation method was used to obtain a figure of merit for the classifier over different values of k. The training dataset is divided into m subsets (one for testing and the rest for training). In this case, m is chosen as 11, with 18 samples in each set i. A classifier is trained and tested on the test data and the error over all subsets averaged, ε i . The data is then randomly rearranged into another 11 sets and the experiment repeated. The figure of merit for the classifier is the sum of errors over all the experiments: Σ ε i . 
CLASSIFICATION AND CHOICE OF FEATURES

Choice of features
To build an efficient classifier the number of features should be as small as possible. This is largely to avoid requiring too much training data but may also improve performance to avoid the classifier including structure which processes information only peripheral to the main classification process.
There are various ways to do this, for example using distance measures between different class clusters in the training data set. The problem with this is that an exhaustive search over all possible ways of selecting ninput features from a total set n is required.
An efficient method was evolved which used the backward elimination (BE) method [8] , to choose features based on maximising the Fisher class distances between the clusters of different classes in the training dataset. For each value of ninput, BE selects the most discriminating features based on maximising inter-class distances. The results of this, varying ninput from 2 to 8 (all features but one), are given in table 2. Note that the two features shown in Fig. 2 were chosen as the best using this method.
Some interesting facts can be observed from table 2. First, feature D, which is that of bathymetric variation is selected as a discriminant feature from the beginning, with one of the textural features. Further textural features are selected in the next few steps. Amplitude features are less important, with the amplitude standard deviation MS only selected when the number of features rises above 7. These results indicate the importance of each feature for the classification process.
Comparison of features and classification
A comparison between the different feature-sets (A, A and B, C and all three) for classification is shown in Fig. 3 , for values of k between 1 and 10. When amplitude information is considered on its own for classification, the results are below 65%. Adding bathymetric information improves the results by 20% showing the advantage of including this information as part of the classifier, and not just for pre-processing. Textural information alone gives similar results. By using all the feature sets the results improve and attain the highest rates (up to 85%).
By testing several values for the number of inputs (ninputs) and k in the KNN algorithm, the best results were obtained for k=4 and using all inputs (amplitude, bathymetric and textural features), as judged by the k-fold algorithm (section 3.3). Fig. 3 shows the results of classifying the whole dataset.
Number of Features
Features Selected by BE 2 D and 3
In addition to helping to correct amplitude data, bathymetric information obtained in high frequency surveys can be used to obtain features that are important in seabed classification, especially if the sonar used is of good bathymetric resolution. This applies to multibeam sonars as well as sidescan bathymetric sonars used in this work. The suggested method can be used over swathes covering a wide area, and presents an automatic way of seabed classification. Drawbacks of such a method include feature extraction over windows, which decreases the resolution, on the expense of averaging out noise and outlier points. table 1 
