ABSTRACT:-This paper addresses the concerns of Faraway and Chatfield (1998) 
INTRODUCTION
Time series forecasting is a common problem. Many approaches to this problem have been used with Box and Jenkins (1976) developing the integrated autoregressive moving average (ARIMA) methodology for fitting a class of linear time series models. Statisticians in a number of ways have addressed the restriction of linearity in the Box-Jenkins approach and robust versions of various ARIMA models have been developed in addition to nonlinear time series models. More recently, Artificial Neural Networks (ANN) have been studied as an alternative to these nonlinear model-driven approaches. Because of their characteristics, ANN belong to the data-driven approach, where the analysis depends on the available data. In the recent past many statisticians have investigated the properties of neural networks and have found considerable overlap between statistical and neural network modelling, see for example Bishop (1995) . ANN have been used for a wide variety of applications, where statistical methods are traditionally employed. In time series applications they have been used in forecasting future values. Several authors have done comparison studies between statistical methods and ANN (see e.g. Titterington, 1999) . In time series context Hill et al. (1996) , Kuan and White (1994) , among others have investigated the forecasting ability of ANN but Faraway and Chatfield (1998) reviewed their work and questioned their findings. This paper seeks to address the issues raised by those who do not embrace ANN models as an alternative for statistical modeling. In particular we focus on Faraway and Chatfield (1998) work and try to empirically dispel their fears on forecasting ability of ANN.
The statistical approach to forecasting involves the construction of stochastic models to predict the value of an observation x t+d using previous observations. This is often accomplished using linear stochastic difference equation models, with random input. The most important class of such models is the linear autoregressive integrated moving average (ARIMA) model. Before we present our results, we give a brief review of ARIMA and ANN techniques respectively and optimal prediction from the models. The determination of the ARIMA model orders involves matching the patterns in the sample autocorrelation functions (ACF) and sample partial autocorrelation functions (PACF) with the theoretical patterns of the known models to identify the orders. Akaike Information Criterion (AIC), [Akaike (1974) ] has also been widely used which can be used for statistical model identification in a wide range of situations and is not restricted to time series. The optimal order of the model is chosen by the number of model parameters, N p , a function of p and q, which minimizes AIC(N p ). The performance of AIC has been criticized especially when N p is large and a recent modification of AIC by Hurvich and Tsai (1989) adds a bias adjustment which leads to a criterion denoted by AICc and given by;
ARIMA MODELLING
Burnham and Anderson (1998) insist on the use of AICc irrespective of the size of the data while Faraway and Chatfield (1998) recommends the use of Bayesian Information Criterion (BIC) because it penalises extra parameters just like AICc.The BIC is defined by;
Once the form of the model has been specified its parameters are then estimated using maximum likelihood estimation method or any other convenient one. The basic assumption in ARIMA models is that the errors are uncorrelated random variables with mean zero and constant variance. It is therefore expected that the residuals have the characteristics of the white noise. Chatfield (1975) , Abraham and Ledolter (1983) have suggested that we ''Just'' look at the first few values of autocorrelations, r k (for residuals) particularly at lags 1, 2 and the first seasonal lag (if any) and see if they are significantly different from zero (i.e whether they fall outside the limits ±. If only one (or two) values of estimated r k are significant at lags which have no obvious physical meaning there would be no enough evidence to reject the model. A more comprehensive treatment of linear ARIMA-models may be found in Box and Jenkins (1976) . Box-Pierce (1970) came up with a test for serially correlated residuals in ARMA (p,q). The test has been extended to cover seasonal models, Chatfield (1975) . It has been shown that if the appropriate model for the differenced series is ARIMA (p, d, q)(P, D,Q)s process then the statistic 
ARTIFICIAL NEURAL NETWORKS
An artificial neural network (ANN) is, basically, a non-parametric attempt to model the human brain. ANN acts like a human brain, trying to recognize regularities and patterns in the data. They can learn from experience and generalize based on their previous knowledge. Although biologically inspired, ANN has found applications in many different fields, especially for forecasting and classification purposes. The topology of ANN has been sketched in Fig. 1 .
In figure 1 , various inputs to the network are represented by the mathematical symbol, x i ; each of these n inputs is multiplied by a connection weight w ih depending on the hidden neuron it is connected to. In the simplest case, these products are simply summed, fed through a transfer function to generate a result and then output y.
Even though all artificial neural networks are constructed from this basic building block the fundamentals may vary in these building blocks and there are differences. The processing elements are able to ''learn'' by receiving weighted inputs that, with adjustment, time, and repetition, can be made to produce appropriate outputs. A multi layer feedforward network with at least one hidden layer and a sufficient number of hidden units/neurons is capable of approximating any Borel-measurable function, Hornik et al (1989) , and therefore ANN is powerful enough to represent any form of time series.
TIME LAGGED NEURAL NETWORKS
Time lagged Neural Networks (TLNN) is network in which temporal dependence in time series data is captured by supplying the network with present value of the input, x t in addition to p past values of the input x t-1 , x t-2 , ...x t-p . The relationship between output y t and the input is assumed to be of the form We may view this as a non-linear autoregressive process. In neural network context we write ARNN to mean Autoregressive Neural Network.
Let s be the seasonal period and assume that the series one season in the past contains enough information about the patterns in the time series data. Since data is available up to time t the input window is shifted to start at s steps below this time. The network is then trained with inputs 
where φ (.) is the activation function of the neuron k and w lk are its connection weights, [Cichocki and Unbehauen (1993) , Faraway and Chatfield (1998) 
where N h is the number of neurons in the hidden layer
The parameter space includes the vector of biases, the matrix w 1 = ((w lh )) of weights connecting the inputs with the hidden neurons and the matrix w 2 = ((w ho )) of weights linking the hidden neurons to the output neuron. To 
The optimization techniques for minimizing the error function 9 are referred to as learning rules. The best-known learning rule is the error backpropagation, (Rumelhart et al., 1986) or back error propagation, which is also called the generalized delta rule. The rule is based on the idea of continuously modifying the strengths of the input connections to reduce the difference (the delta) between the desired (target) output, and the actual output. Other variations of this rule include gradient descent with momentum, gradient descent with adaptive learning rate, quasi-Newton, conjugate gradient, Scaled conjugate gradient and Levenberg-Marquardt. Standard batch backpropagation is the most popular training method of all, but it is slow, unreliable, and requires the tuning of the learning rate, which can be a tedious process. LevenbergMarquardt is very fast and reliable for small least-squares networks, Quasi-Newton techniques are good for mediumsized networks while conjugate gradient techniques are good for large networks, see Bishop (1995) for discussion of the learning rules.
Selection of Network Architecture
The two main problems in network specification are; selection/determination of input variables/lags and determination number of units/neurons in the hidden layer. Problems, which can occur due to poor selection of the parameters, include: increased input dimensionality, increased computational complexity and memory requirements, increased learning difficult, misconvergence and poor model accuracy. There is also the problem of understanding results from complex models.
Determination of Input Lags
To determine which lags to include in an input set X of variables, autocorrelations and partial autocorrelations analysis together with AIC and its variation have been used, but they have not been very helpful. Network pruning, which involves removing small magnitude weights, has been developed, (Hassibi & Stork, 1993) . A large network is sequentially reduced by removing some network connections (number of hidden units) on the bases of elements of the inverse of 'Hessian' matrix, Bishop (1995) . The problem is the difficulty involved in computing the elements of a Hessian matrix, which are the second derivatives of the error function with respect to the training weights.
MacKay,(1992) and Neal,(1996) developed input selection method referred to automatic relevance determination (ARD) model based on regression problem with many input variables. This method defines a prior over the regression parameters that embody the concept of uncertain relevance, so that the model is effectively able to infer which variables are relevant and then switch the others off thus preventing those inputs from causing significant overfitting. This is achieved by looking at the distribution of the synaptic weights, which connect one input unit to all of the units in the next layer. The variance of this distribution can give an idea about size of the weights controlled by each one of the input units, namely:
• A small variance suggests that the weights are quite close to 0 thus the input controlling those weights is not very relevant.
•
Conversely a large variance is typical of distribution of weights, which are connected to a relevant input.
The variance of the distribution of weights is controlled through a hyper parameter α, where α is inversely proportional to the square root of the actual variance. A small value of α indicates that the variance of the weights is large and thus the associated variable/lag is relevant. Computation of α involves evaluating the eigenvalues of the 'Hessian' matrix, which is not easy. Bishop (1995) however notes that this may be avoided if all the weight parameters are ''well determined'' which can only be the case if N t >> N h .
This method may be applied to any univariate time series problem if an autoregressive neural network (ARNN) is to be fitted to the data. In such a case, lagged inputs of order p are treated as variables among which there maybe some irrelevant variables (lags) to the prediction of the output variable.
Automatic Relevance Determation Method: Proposed Rule
Suppose the Neural Network is fed with the first p input lags, ignoring the biases which are generally constant terms, the l th input lag influences the output through the weights w lh , h = 1, 2, 3......N h linking it with the hidden neurons and w ho indirectly linking it with the output. The total influence on output due to this input which we denote by inf(l) is 
Assuming that the network has converged to a local minima with the correct number of hidden units, the relevance of x t-l in predicting the output x t+s is given by r(l) = |inf(l)|. A small value of r(l) indicates that the input lag is not relevant to the model. The rule may be summarized as follows;
1. Determine the number of hidden neurons, N h using the existing methods 2. Choose the first p lags as the input set where p is the largest lag that we suspect to be having an influence on the predicted value x t+s .
3.
Train the network in the usual way using all the selected lags until some stopping criterion is satisfied. (Convergence is necessary). Choose k, a pre-set threshold for selection of input variables into the input set X then
Compute the (1 x p) matrix of influence measures as
where r(l) is the absolute value of the l th element of the influence matrix Inf or 5. Sort the relevance statistics in descending order and select the first N l. 6. Drop all the delays, which do not meet the criteria and proceed with the selected lags.
This method maybe viewed as an improvement of Mackay's ARD method discussed in the previous section in which the distribution of weights associated with a certain lag is assumed to be Gausian with mean 0 and constant variance. While Mackay's method uses the whole set of synaptic weights, the proposed rule uses a sub set of the weights, Bishop (1995) with a clear cut method of selecting the set to ensure that the effects of a particular input lag are well represented. This method is computationally fast, as it requires no evaluation of eigen values of the Hessian matrix, which is not easy.
DETERMINATION OF THE NUMBER OF NEURONS IN THE HIDDEN LAYER
Selecting a small number of hidden units leads to poor approximation of the true data generating process. On the other hand a large number of hidden units may lead to over fitting (poor generalization). The number of neurons in the hidden layer is therefore a concern in the application of neural networks to time series forecasting. Hidden units selection can be based on the nonlinearity test (TLG) proposed by Tersvirta et al,(1993) (12) where N w is the total number of weights(including biases) in the network. To classify correctly a fraction 1 ε − ε of new patterns drawn from the same distribution, they were able to show that N t ≥ N w /ε for a large two-layer network. Since for such a network N w = (N l + 2)N h + 1 we can substitute N w and solve for N h to get an approximate rule of thumb given by
Another suggested rule is to train a network successfully with one hidden neuron then two and so on as one monitors the error for the validation data set. This error decreases with every increment in N h until overfitting begins. At this point training is stopped and this N h is taken to be the best choice. This latter rule and Baum-Haussler's rule (though not developed for continuous data) were used in this study.
APPLICATION TO TIME SERIES DATA
Three data sets were used for the empirical study namely:
• The 'Airline' data (N=144): Monthly totals in thousands of international airline passengers from Jan. 1949 to Dec. 1960 from Box & Jenkins (1976 figure 2 clearly show that the three data sets have different properties with Airline data showing nonlinearity (multiplicative seasonality) and trend, Nottem Backpropagation with Levenberg-Marquardt optimization, hyperbolic tangent activation function neurons at the first layer and a linear transfer function on the output neuron were used. The training was done until mean squared error (MSE) reached constant values as a sign of convergence. The validation error was also monitored for the selected lags to ensure that the AIC AICc and BIC were minimum, see table 3 for Network model selection statistics. The proposed ARD rule was empirically verified and the results compared with those obtained using Mackay's rule. Both rules picked the similar lags for each of the three data sets, see table 4 (appendix) for Airline data's ARD statistics, ARD statistics for the other data sets can easily be verified. In the table 3, the notation ARNN (2, 13; 1) means that the best lags for 12 steps ahead forecasting (equation/model 8) were 2 and 13 in network with 1 output neuron. When s = 1 in model 7 and 8 we got one-step ahead figure 3) show that ANN out-performed ARIMA model in two cases (Airline and Tourist data) while in the case of Nottem data the statistics are not significantly different. From the time plots, we noted that Airline and Tourist data sets are not apparently linear while Nottem data is clearly linear with dominant regular seasonal patterns. We may therefore infer that NN are better forecasters than ARIMA models especially with economic data, which naturally exhibits non-linear properties. As noted by Faraway and Chatfield, care must be taken in model specification. Although the approach used is different, the results are almost similar in the case of Airline data. 
CONCLUSION
In this paper we have tried to offer an empirical comparative evaluation of the performance of ANN to the problem of univariate time series forecasting. Most of the recent literature has focused on comparing ANN and ARIMA models and the results have been conflicting. Our results show that the ANN are relatively better than ARIMA models in forecasting ability but the nature of the data may influence the results. More research need to be done on the same perhaps with linear or non-linear series and/or shorter or longer series in order to generalize the results.
We have shown that instead of modeling using recursive estimation, which introduces recursion errors to successive forecasts, the relationship between x t and x t+s may be modeled and the s steps ahead forecast generated all at once.
The main problems with ANN seem to be their lack of explanation capabilities and of a proper building methodology to define the network architecture. Most of the ANN modeling process is basically empirical and we have proposed an easier ARD rule, which seems to be working well empirically. This rule may be investigated further and perhaps a theory developed to be included in Time Series modeling methodology for Artificial Neural Networks.
