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ABSTRACT
Effective field theories (EFTs) provide frameworks to systematically improve per-
turbation expansions in quantum field theory. This improvement is essential in
quantum chromodynamics (QCD) predictions, both at low energy in the description
of low momentum hadron-hadron scattering and at high energy in the description
of electron-positron, proton-proton, proton-electron collisions. It is also important
in quantum electrodynamics (QED), when electrons interact with a high-intensity,
long-wavelength classical field. I introduce the principles and methods of effective
field theory and describe my work in three EFTs: First, in the perturbative QCD
region, I use soft collinear effective theory (SCET) to prove that strong interaction
soft radiation is universal and to increase the QCD accuracy to next-to-next-to-
next-to leading logarithm order for new particle searches in hadron colliders. I also
compute a new class of non-perturbative, large logarithmic enhancement arising
near the elastic limits of deep inelastic scattering and Drell-Yan processes. Second,
in the QCD confinement region, I use heavy hadron chiral perturbation theory to
study near-threshold enhancements in the scattering of D and π mesons near the
threshold for the excited D-meson state, D∗, as well as in the scattering of D and
D∗ mesons near the threshold for the exotic hadron X(3872). This work provides
a clear picture of the hadronic molecule X(3872) and more profound understanding
of the nuclear force between hadrons. Finally, inspired by SCET, I construct a new
electron-laser effective field theory to describe highly-relativistic electrons traveling
in strong laser fields, extract the universal distribution of electrons in strong elec-
tromagnetic backgrounds and its evolution in energy from the separated momentum
scales of emitted photons and classical radiation, and predict the rate of wide angle
photon emission. I conclude with limitations of EFT methods and some perspectives
on what new work may be achieved with these EFTs.
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CHAPTER 1
Introduction
1.1 Overview
In this chapter, I introduce the motivations, principles and methods of Effective
Field Theory, which is the foundation of the work in this dissertation. I then
present general motivations for my research projects and the organization of this
dissertation.
1.2 Introduction of Effective Field Theory
We develop effective field theories on the premise that interactions at low energies,
or long distances, are insensitive to the details of the interactions at high energies,
or short distances. When we describe an observable/experiment involving only low
energies, we can focus on constructing the Lagrangian with only the degrees of
freedom relevant to the dynamics accessed by the energy scale of the experiment.
For example, in the hydrogen atom, the typical momentum scale is the in-
verse of the Bohr radius 1/a0 = meα, and the typical energy scale is meα
2, where
α(me) =
e2
4π
= 1
137
is called the hyperfine coupling constant in this system. At
these momentum and energy scales, we do not need to know the mass of the boson
mediating nuclear interactions, the pion. In fact, we calculate the hydrogen energy
levels by implicitly ignoring the physics above a certain momentum scale Λ, which
is larger than me, with an error of order meα/Λ. As the energy scale of the exper-
iment/probe increases, or the desired accuracy increases, we may add the αme/Λ
corrections to the hydrogen atom system.
This expansion in small ratios of physical scales has a rigorous mathematical basis
in the analytic structure of correlation functions. The complete set of correlation
functions encode all the content of a quantum field theory but in general depend
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on the momenta of external states in a complicated way. Their intricate structure
(in the space of incoming and outgoing momenta) arises from poles and branch cuts
corresponding to possible intermediate states allowed by kinematics. They can be
somewhat simplified when the external momenta are far away from the kinematic
region capable of producing some intermediate states, and in such regions, far away
from the corresponding nonanalyticities, we expect that correlation functions are
well-approximated by the first few terms of a power series expansion in the momenta.
For instance, consider neutron decay n → p + e− + ν¯e at tree level, which in the
Standard Model is the result of a d quark decay d → u + e− + ν¯e through a W
boson. The mass difference between the proton and the neutron is about 1.3 MeV,
an energy scale (10−5) one millionth of the mass of W boson mW , and it is natural
that the W propagator can be expanded according to
1
p2 −m2W
= − 1
m2W
− p
2
m4W
+O
(
p4
m6W
)
. (1.1)
Here p2 is much too small to create a real W boson, and the W remains virtual,
being far away from its mass shell and far away from pole of the W propagator.
Expanding the propagator in a power series simplifies the calculation far away
from the pole corresponding to the on-mass-shellW (p2 = m2W ). However, in general
there are other non-analyticities in the complex p2-plane that arise from multiple-
particle states and other nonperturbative physics. Taking these into account requires
a more systematic approach. Instead of correlation functions, we turn our attention
to the Lagrangian and expand it in powers of the (small) external momenta divided
by a (large) momentum scale with terms of the series composed of local operators
involving only the low-momentum degrees of freedom. This expanded Lagrangian is
called an effective field theory and in practice we truncate according to desired
accuracy for the process of interest.
Systematic elaboration of this philosophy makes the effective field theory method
a very important and powerful tool for exploring unknown physics. In general there
are two approaches to develop an effective field theory: the top-down approach and
the bottom-up approach. This dissertation exhibits two examples of the top-down
18
approach, which is constructed starting from an underlying theory, also sometimes
called the “full theory.” The underlying theory is well-understood at some high en-
ergy scale but too complicated or even impossible to calculate to fixed perturbative
order at a low energy scale. Top-down effective theories provide a simpler framework
capturing the most essential physics in a manner that can be corrected to arbitrary
precision, especially for physical processes involving several hierarchically-separated
energy scales. The bottom-up approach is a completely different view of construct-
ing effective field theory because we may not know whether an underlying theory
at high energy scale exists. This approach is based on a ‘folk theorem’ of Weinberg
(1979): ‘If one writes down the most general possible Lagrangian, including all
terms consistent with assumed symmetry principles, and then calculates matrix ele-
ments with this Lagrangian to any given order of perturbation theory, the result will
simply be the most general possible S-matrix consistent with analyticity, perturba-
tive unitarity, cluster decomposition, and the assumed symmetry principles.’ This
allows constructing a theory and predicting dynamics knowing only the observed
low-energy degrees of freedom and symmetries. In this thesis, I also present one
example of this type of EFT.
Both approaches are governed by one set of principles concerning the interac-
tions appearing in the effective field theory (Georgi (1993); Kaplan (2005); Manohar
(1977)). These general principles are:
1. The nature of the underlying theory is encoded as interaction couplings and
symmetries in the low energy effective field theory
2. The effective field theory has an infinite number of operators which are the
terms composing a series expansion of the underlying theory. For a given
precision, determined by power-counting, one only needs a finite subset of
these operators, therefore truncating this series. At this fixed precision, this
finite subset of operators closes under renormalization.
3. The effective field theory exhibits the same low-energy (infrared) physics as the
underlying theory but generally different high-energy (ultraviolet) properties.
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1.3 General Method for EFT Construction
These principles suggest a general procedure for the construction of effective field
theories.
First, one must separate physical scales in the processes of interest. In this step,
one usually sets a typical momentum scale p and a much larger scale Λ as the scale
that the corresponding effective field theory breaks down, such that one can expand
the series of operators in powers of p/Λ. However a physical process often involves
many scales below the breaking scale Λ, so that one must keep track of all these
scales and find expansion parameters to construct the operators connecting with
observables. The systematic organization of expansion parameters is called power
counting.
After setting up the large breaking scale Λ, one can focus on determining rele-
vant physical degrees of freedom for momenta below the scale Λ, which is mentioned
previously as the low energy region. To be rigorous, when writing a top-down effec-
tive field theory, we start with the action and degrees of freedom of the underlying
theory, whose scattering amplitudes and observables are obtained from a generating
functional,
Z =
∫
DΨ exp
(
i
∫
dDxLHigh[Ψ]
)
, (1.2)
the ‘High’ subscript indicating the lagrangian contains the dynamics of the (set of)
Ψ fields in the underlying theory at/above the high-energy scale Λ. To obtain an
effective field theory action, we project the heavy fields or field components scaling
as Λ relative to other fields in the underlying theory, decouple them from the light
components, and integrate them out by performing the path integral. We obtain a
new generating functional for the light (effective) fields ψ
Z =
∫
Dψ exp
(
i
∫
dDxLLow[ψ]
)
, (1.3)
with the effective lagrangian given by∫
dDxLLow[ψ] = −i ln
∫
DΨh exp
(
i
∫
dDxLHigh[Ψ]
)
, (1.4)
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where Ψh are the heavy fields or field components in the set of Ψ fields of the under-
lying theory. Indeed, in three examples encountered below (soft collinear effective
theory, heavy quark effective theory, and laser effective theory), the two Lagrangians
are related by integrating out two components of the Dirac spinors appearing in
LHigh. If the underlying theory is unknown or when it is too difficult to integrate
out heavy particles from the full theory, we take the bottom-up approach to obtain
relevant effective operators, namely, identifying all symmetries preserved below the
large scale Λ and construct the interactions accordingly.
In both approaches, the result is a series expansion in a set of fixed, small power-
counting parameters {λi} that are composed of the ratios of different scales,
LLow = L(0)Low({λi}, {ci}) + L(1)Low({λi}, {ci}) + . . .
=
∞∑
n=0
L(n)Low({λi}, {ci}) , (1.5)
where L(n)Lows are the low-energy effective field theory Lagrangians, and {ci} are the
coefficients of the interaction terms containing the physics from the high energy
scale Λ. After expanding, the fields appearing in LHigh and LLow need not be the
same.
Because the effective field theory is built below the scale Λ, dynamics in the un-
derlying theory above the scale Λ, both leading and subleading orders, must be en-
coded into the low-energy effective field theory. This procedure is called matching,
and the physics is encoded into the low energy theory through the set of coefficients
{ci} in (1.5), also known as Wilson coefficients. However, seeing that the series
in (1.5) continues to infinite order, adding progressively more high-scale physics at
each order, one may wonder how to consistently truncate the series keeping both the
calculation simple and the dynamics accurate. It is a very important and nontrivial
outcome that the truncation is achieved by power-counting these operators up to
the desired precision with the help of dimensional analysis and the renormalization
group.
After matching, one needs to connect the effective Lagrangian to the observables
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at the required low energy scale by solving the renormalization group equation.
This step re-organizes the perturbation series of underlying-theory matrix elements,
to connect to physical observables by extracting and summing non-converging or
even non-perturbative terms in the original series, and creating a new perturbative
expansion series around the set of parameters {λi}. We often refer to this step as
“resummation.”
1.4 EFTs on Quantum Chromo- and Electro-Dynamics
In this dissertation, we will use effective field theories of both types discussed in
Section 1.3: bottom-up and top-down.
A well-known example of bottom-up type is Chiral Perturbation Theory (ChPT),
which is an EFT for hadrons interacting at momenta p . 1GeV. Hadrons, the
experimentally relevant degrees of freedom at this low-energy scale, are known to
be composed of quarks and gluons thanks to high-energy scattering experiments
that probe their internal structure. However, the momentum region below 1GeV
is highly non-perturbative with respect to quark and gluon interactions, which are
described in Quantum Chromodynamics (QCD). Consequently, the matching from
QCD to ChPT is very difficult to carry out. Instead, we write down all possible
interactions consistent with the parity, charge conjugation and approximate chiral
symmetries of QCD to study the hadron dynamics (Leutwyler (1994)). This shows
how a hierarchy of effective theories may be necessary, each theory incorporating
symmetries and certain properties of the underlying theory, but possibly based on
different expansions at each step in the hierarchy. Another example of a bottom-up
EFT is the Standard Model of particle physics, though in this case the underlying
theory is unknown.
In this dissertation, I present a non-relativistic effective field theory based on
heavy hadron chiral perturbation theory (HHχPT). Similar to ChPT, HHχPT de-
scribes low-momentum (p . 1GeV) interactions between hadrons, of which each
contains one heavy quark. Using this effective field theory, I describe the scattering
between heavy D mesons (composed of one charm quark and one light quark) and
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light mesons (composed of two light quarks). I also use this theory to investigate
the exotic hadronic state X(3872) as a hadronic molecule. In this context, we will
also encounter the need for multiple resummations.
Top-down EFTs in both the non-relativstic and ultra-relativistic momentum re-
gions are well-developed starting from QCD and QED as the underlying theory.
For non-relativistic particles, these are NRQCD and NRQED to describe the heavy
quark-antiquark and electron-positron bound states respectively. For highly rela-
tivistic particles, there is soft collinear effective theory (SCET) for the energetic
hadronic jets created during collisions in particle accelerators, and an electron-laser
effective theory for the radiation by energetic electrons accelerated by high-intensity
laser fields. Here, we encounter large separations of scales, leading to large loga-
rithms, because we wish to calculate corrections due to radiation at energies much
smaller than the collision energy or the final energy of the accelerated electron.
In this dissertation, I use soft-collinear effective theory to describe the parton-
level QCD interactions in collider experiments in the energy region between 1GeV
and electroweak scale 90GeV. I focus on soft radiation and elastic limits of the
scattering processes where the momentum of the radiation becomes much smaller
than the center-of-mass energy. Finally, I present a new effective field theory that
I developed for QED processes by ultra-relativistic electrons traveling in a strong
classical laser background.
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CHAPTER 2
Soft Collinear Effective Theory
2.1 Overview
Experiments probing the structure and interactions of hadrons typically involve
physics from several different momentum scales, especially due to the confinement
and strong-coupling properties of the underlying theory of quantum chromodynam-
ics (QCD) that describes dynamics of the quarks and gluons inside hadrons. As
a result, effective field theories have assumed a critical role in deriving predictions
from QCD. As we introduced in the previous chapter, EFTs have been established
using power expansions in forward scattering limit, in heavy quark mass and more
generally utilizing hierachically-separated kinematic scales. For QCD predictions in
collider experiments, the EFT of choice is the Soft Collinear Effective Field Theory
(SCET).
In this chapter, I first review challenges that arise in using perturbative QCD
to predict observables associated with high-energy scattering processes in colliders.
I then present the motivations for constructing soft-collinear effective theory from
QCD for scattering processes involving highly-relativistic particles, and then connect
SCET with observables using factorization theorems that manifest the separation of
physical scales. After this, I present my work under two versions of SCET associated
with different power-counting schemes, the first focusing on inclusive and the second
on exclusive and semi-inclusive processes.
2.2 General Physics of Perturbative QCD
Quantum chromodynamics is a gauge theory describing the interactions between
particles with color charge: quarks and gluons. The gauge group of QCD is SU(3),
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which has a non-Abelian Lie algebra.1 As a result, the degrees of freedom associated
with the gauge field, the gluons, also carry color charge and interact with other
gluons. The QCD Lagrangian reads
L =
∑
q
ψ¯q(iγ
µDµ −mq)ψq − 1
4
FCµνF
C,µν (2.1)
The quark fields ψq are gauge-covariantly coupled to gluons via the covariant deriva-
tive
Dµ = ∂µ − igstCACµ (2.2)
in which gs is the QCD coupling and A
C
µ are the gluon fields. The combination
Eq. (2.2) ensures the lagrangian Eq. (2.1) is invariant under local gauge transforma-
tions. q is the quark flavor index, and C = 1, . . . , 8 is the color index for gluons,
which live in the 8-dimensional adjoint representation of SU(3). The γµ are Dirac
matrices, and tC are the 8 generators of the Lie algebra su(3) in the 3-dimensional
fundamental representation. Intuitively, in the gluon-quark interaction, the gluon
‘rotates’ the color of quark in the fundamental representation of SU(3). FCµν is the
field strength tensor of the gluon fields, defined through
[Dµ, Dν ] = −igstCFCµν (2.3)
FAµν = ∂µA
A
ν − ∂νAAµ − gsfABCABµACν (2.4)
where fABC are structure constants of the Lie algebra su(3) defined by
[tA, tB] = ifABCt
C (2.5)
From Eq. (2.4), it is easy to see that interaction vertices in Feynman rules of QCD
include a 3-gluon vertex with coefficient gs, a 4-gluon vertex with coefficient g
2
s , a
consequence of the non-Abelian algebra. See Ellis et al. (2003) for an enumeration
of the Feynman rules.
Although quarks and gluons are the fundamental dynamical degrees of freedom
of QCD, they are not observed as free particles. Only baryons or mesons that live
1Textbooks reviewing these topics include Field (1989); Sterman (1991); Peskin and Schroeder
(1995); Weinberg (2005); Nakamura et al. (2010).
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in the trivial representation of the gauge group are observed (called color-singlet
or color neutral). This phenomenon is called confinement. Lattice gauge theory
and perturbative QCD (pQCD), expanding with respect to the coupling gs, are the
only first-principles methods for making predictions in QCD. However, as we will
see, relating predictions from lattice or pQCD to experimental observables often
requires introducing an effective theory.
2.2.1 Parameters of the QCD Lagrangian: Running coupling and quark
mass
Observables in perturbative QCD are expressed in terms of the renormalized cou-
pling constant αs(µ
2
R) that depends on a renormalization scale µR. The scale is
arbitrary and physical observables do not depend on the choice of µR. On the other
hand, for Q a typical momentum transfer in a process, αs(Q
2) is representative of
the effective magnitude of the strong interaction in that process. The dependence
of the coupling on momentum scale obeys a renormalization group equation (RGE):
µ2R
dαs
dµ2R
= β(αs) = −(b0α2s + b1α3s + b2α4s + . . .) (2.6)
where
b0 =
11CA − 4nfTR
12π
, b1 =
17C2A − nfTR(10CA + 6CF )
24π2
(2.7)
are the 1-loop and 2-loop β function coefficients respectively. The color structures
in the corresponding loop diagrams give rise to the group theoretic constants
CF =
N2c − 1
2Nc
, CA = Nc, TR =
1
2
(2.8)
with Nc = 3 the number of colors. The number of flavors nf depends on the
momentum scale, but never exceeds 6, meaning that b0, b1 are positive. b2, b3 and
higher orders depend on the renormalization scheme, of which the most popular in
QCD is the modified minimal subtraction (MS) scheme (Bardeen et al. (1978)). This
dependence of the coupling strength on momentum scale is referred to as running
coupling.
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The minus sign in (2.6) combined with the positivity of b0, b1 indicates asymp-
totic freedom (Gross and Wilczek (1973), Politzer (1973)): the coupling strength
αs weakens at large momentum transfer i.e. hard processes. For example, αs ∼ 0.1
for Q ∼ 100 GeV− 1 TeV while αs becomes fairly large around and below 1 GeV.
Due to the confinement property of strong interactions, all u, d, s, c, b quarks form
meson or baryons on a timescale ∼ 1/ΛQCD, a process known as hadronization (the t
quark decays on timescale shorter than 1/ΛQCD). This adds significant complication
to the concept of quark mass. One may define quark mass perturbatively by the
location of the pole in the propagator; though close to the physical depiction of mass,
this prescription is afflicted by considerable ambiguities (see for example Beneke
(1999)). Using the MS mass m¯q(µ
2
R), a function of renormalization scale µR, is a
good alternative, but means quark masses, like the coupling, exhibit dependence on
µR that must be removed in observables.
On the other hand, when calculating QCD scattering processes it is conventional
to treat as massless the quarks whose masses are much lower than the momentum
transfer in the process.
2.2.2 Structure of QCD predictions
In most theoretical calculations for collider experiments, the main ingredient is a
factorization theorem. Most factorizations are quite intuitive: based on the princi-
ples of EFT, one considers dynamics on separate momentum scales as independent
of each other. For instance, for lepton pair production from a proton-proton (pp)
collision, the Drell-Yan process, the factorization theorem reads
σ =
∑
i,j
σˆij ⊗ fi/P ⊗ fj/P (2.9)
where σˆij is the partonic cross section for producing two leptons from two initial
partons i and j. fi/P , fj/P are parton distribution functions (PDFs), representing
the probability of finding partons i and j in the proton. The PDFs and the partonic
cross section are separately functions of the partonic momentum fraction and ⊗
denotes convolution over these momentum fraction variables. Factorization exists
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for other processes (e.g. jet production, involving hadrons in the final state) but are
more complicated than for the Drell-Yan process.
I now review the basic collider experiments involving strong interaction dynam-
ics, with a rough factorization scheme, as a guideline for the rest of the chapter in
which more specialized aspects of these processes are studied in detail using effective
field theory.
2.2.2.1 Fully inclusive cross sections: e+e−, ep and pp collisions
In positron-electron (e+e−) collisions, observables that sum over the details of the
final state are said to be fully inclusive, and are the easiest in pQCD, because there
is also no dependence on hadronic details of the initial state (having no hadrons
in the initial state). An example is the total cross section of electron positron
annihilation with hadrons in final state at center of mass energy Q. Normalized to
the electroweak prediction,
σ(e+e− → hadrons, Q)
σ(e+e− → µ+µ−, Q) ≡ R(Q) = REW (Q)(1 + δQCD(Q)), (2.10)
where REW (Q) is the prediction from electroweak theory for the ratio and δQCD(Q)
the correction from QCD. We confine our discussion to momenta much smaller than
the Z-boson mass Q≪ mZ for simplicity, so that the process is governed by photon
exchange, and
δQCD(Q) =
∞∑
n=1
cn ·
(
αs(Q
2)
π
)n
+O
(
Λ4
Q4
)
(2.11)
where {cn} are the coefficients of the power series expansion in αs and Λ/Q is a ratio
of momentum scales characterizing power-suppressed contributions. The coupling
constant depends on the momentum scale, which at first we consider to be the scale
of the hard collision Q2.
The numbers of terms in the power series grows quickly from nth order to
(n + 1)th order: the coefficients {cn} typically grow factorially and consequently
computations in pQCD converge slower than anticipated from the size of αs. The
power corrections O(Λ4/Q4) in Eq. (2.11) incorporate non-perturbative contribu-
tions, for example here the neglected Z exchange. Such corrections are present in
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all high-energy QCD computations, though the power of Λ/Q is dependent on the
specific observable. One typically sets up an operator product expansion (OPE)
for many processes and observables to count operators corresponding to power-
suppressed contributions. Although this sounds like a bit of the effective field theory
principle, only a systematic counting of contributions, from physics at all relevant
energy scales, would constitute an effective theory approach.
In Eq. (2.11) we have evaluated αs at the scale Q but the result can also be
written at some other renormalization scale µR by writing
δQCD(Q) =
∞∑
n=1
c¯n
(
µ2R
Q2
)
·
(
αs(µ
2
R)
π
)n
+O
(
Λ4
Q4
)
(2.12)
where c¯1(µ
2
R/Q
2) ≡ c1, c¯2(µ2R/Q2) = c2 + πb0c1 ln(µ2R/Q2) and so on. In the infinite
expansion in powers of αs, the µR dependence eventually cancels out and the physical
observable is again independent of the unphysical scale µR. Truncating at some
finite order n = N leaves residual dependence on µR. The error is of same order as
neglected terms, ∼ O(αN+1s ), and it is conventional to use this µR-scale dependence
as a measure of error due to neglected terms. To avoid slow convergence due to large
logarithms lnn−1(µ2R/Q
2) in c¯n coefficients when µR ≪ or ≫ Q, it is convenient to
choose a central value for µR ∼ Q. One may then compare predictions for 2µR and
µR/2 to this central value to estimate the uncertainties.
Deep Inelastic Scattering (DIS) demonstrates crucial properties of QCD cross
sections in processes involving hadrons in the initial state. In DIS, an electron with
four momentum k collides with a proton with momentum p via a highly off-shell
photon with momentum q much larger than the proton mass mp. We define a
positive photon virtuality Q2 ≡ −q2 > 0 with mZ ≫ Q ≫ mp and write a general
decomposition
d2σ
dxdQ2
=
4πα
2xQ4
[
(1 + (1− y)2)F2(x,Q2)− y2FL(x,Q2)
]
(2.13)
where F2(x,Q
2), FL(x,Q
2) are the structure functions, defined by the interaction
of the proton with transversely and longitudinally polarized photons, respectively.
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The kinematic variables x = Q2/(2p ·q), y = (q ·p)/(k ·p), and α is the fine structure
constant of electromagnetism.
The structure functions cannot be obtained from perturbative computations in
QCD. Instead, to 0th order (α0s), we write the structure functions as parton distri-
bution functions (PDFs) fq/p(x) which are non-perturbative in nature,
F2(x,Q
2) = x
∑
q
e2qfq/p(x), FL(x,Q
2) = 0 (2.14)
The PDF fq/p(x) is interpreted as the number density of type q quark with fraction
x of the light-like momentum of the proton. This definition is based on the ‘quark-
parton model’ with incoherent, elastic scattering between the electron and point-like
constituents of the proton called partons (Bjorken and Paschos (1969)). We are only
beginning to extract phenomenological information about them from lattice QCD
(c.f Lin et al. (2015), Alexandrou et al. (2015)), and for current, practical purposes,
PDFs are derived from data (c.f. Forte and Watt (2013)). Although inspired by a
model, we shall see how matrix elements corresponding to the PDF arise naturally
in soft-collinear effective theory.
Adding corrections higher order in αs, the structure function is
F2(x,Q
2) = x
∞∑
n=0
αns (µ
2
R)
(2π)n
∑
i=q,g
∫ 1
x
dz
z
C
(n)
2,i (z, Q
2, µ2R, µ
2
F )fi/p
(x
z
, µ2F
)
+O
(
Λ2
Q2
)
(2.15)
with the zeroth order coefficients C
(0)
2,q = e
2
qδ(1 − z), C(0)2,g = 0 corresponding to
Eq. (2.14). Similar to Eq. (2.12), it is a series in αs(µ
2
R) with coefficients C
(n)
2,i ob-
tained by perturbative computation. However, before interacting with the photon,
the parton may emit a gluon. As a consequence, the C
(n)
2,i are also functions of z,
the ratio of the parton momentum before and after gluon emission, and z must be
integrated over to account for all possible ratios.
As we shall justify below looking at QCD amplitudes, most emissions that change
parton momentum are collinear, parallel to the parton. Regarding the specifically
collinear splittings as a change in the structure of proton, one may formally sepa-
rate the transverse dynamics. Computing the perturbative corrections in Eq. (2.15)
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using dimensional regularization and theMS scheme involves an arbitrary choice of
scale µF that can be interpreted as a separation scale: transverse momenta greater
than µF are incorporated in C
(n)
2,q (z, Q
2, µ2R, µ
2
F ) and those less than µF are incor-
porated into PDFs fi/p(x, µ
2
F ). Although this “collinear factorization” is commonly
viewed as acceptable for sufficiently inclusive observables in processes with a large
collisions scale Q ≫ mp, one must be cautious about whether such factorization is
exhaustive, especially for hadron-collider processes as we shall discuss below (see
also Collins et al. (2004) which examines the proofs of factorization theorems in
detail).
The µF -dependence of the PDFs satisfies the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) equations (Gribov and Lipatov (1972); Lipatov (1975);
Altarelli and Parisi (1977); Dokshitzer (1977)) which to leading order (LO) are
µ2F
∂fi/p(x, µ
2
F )
∂µ2F
=
∑
j
αs(µ
2
F )
2π
∫ 1
x
dz
z
P
(1)
i→j(z)fj/p
(x
z
, µ2F
)
, (2.16)
where P
(1)
i→j(z) is the O(αs) splitting function for a parton of type i to produce a
parton of type j. For instance, P
(1)
q→g(z) = TR(z2+(1−z)2). Choice of µF is arbitrary;
just as for renormalization scale, the µF -dependence of coefficient functions and of
PDFs cancel each other in the full perturbative series with infinitely many terms.
Truncation atN terms in the series again results in a residual uncertainty ofO(αN+1s )
related to uncertainty in the choice of µF . Similar to µR, one estimates uncertainty
of predictions by changing µF .
“Collinear factorization,” widely used in pQCD, does not satisfy the stricter
definition applied to the factorization theorems in SCET and studied in this disser-
tation. As we develop SCET below, we shall see how the separation of transverse
and collinear momenta is undertaken at the lagrangian level, allowing for systematic
power counting and running of the separation scale.
Hadron-hadron collisions are described by extending the above method to two
initial-state hadrons. The paradigmatic process in this study is the Drell-Yan pro-
cess, in which a two hadrons h1, h2 collide to create a lepton pair ℓℓ¯ plus other
(unmeasured) particles collectively denoted X . The total inclusive cross section for
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the Drell-Yan process is
σ(h1h2 → ℓℓ¯+X) =
∞∑
n=0
αns (µ
2
R)
∑
i,j
∫
dx1dx2fi/h1
(
x1, µ
2
F
)
fj/h2
(
x2, µ
2
F
)
× σˆ(n)
ij→ℓℓ¯+X
(
x1x2s, µ
2
R, µ
2
F
)
+O
(
Λ2
M4
ℓℓ¯
)
(2.17)
where s = (p1 + p2)
2 is squared center-of-mass energy. In the narrow W boson
width approximation, the first n = 0 term in the hard partonic cross section
σˆ
(0)
ij→W+X(x1xss, µ
2
R, µ
2
F ) is proportional to δ(x1x2s − M2ℓℓ¯) and nonvanishing only
for choices of indices i, j permitting direct lepton pair creation, e.g. i = u, j = u¯.
Higher orders n ≥ 1 receive contributions from other partonic channels such as gq,
relaxing the restriction x1x2s = M
2
ℓℓ¯
.
Similar to Eq. (2.15), Eq. (2.17) separates PDFs from hard cross sections. The
PDFs are universal, encoding the non-perturbative distribution of quarks inside the
hadron, typically associated with the scale ΛQCD. Provided one applies the same
factorization scheme in DIS and hadron-hadron collisions, the PDFs derived from
DIS processes can be applied without modification to pp, pp¯ collisions (Collins et al.
(1985); Collins et al. (2004)), with the anti-quark distribution in an anti-proton
identical to the quark distribution in a proton by invoking CP symmetry.
2.2.2.2 Non-fully inclusive cross sections
Taking into account details of the final state, we must address the fact that pQCD de-
grees of freedom are partons whereas QCD final states always consist of color-neutral
hadrons. High energy partons in the final state split into numerous additional par-
tons (called showering) which in turn hadronize. Despite the complication, the above
fully-inclusive cross sections are not affected, because showering and hadronization
are approximately unitary processes: their impact on the overall probability of hard
scattering is power-suppressed by the ratio of time scales ΛQCD/Q.
Less inclusive measurements may be influenced by the final-state dynamics. For
the same reason that naive “collinear factorization” can be applied, showering and
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hadronization do not significantly alter overall energy flow. Fixed-order perturba-
tion theory may suffice for observables insensitive to anything but the main direction
of energy flow (jet rates, event shapes etc.), and using a small number of partons,
one can make predictions agreeing well with measurements of the same observable
implemented for hadrons. Later in this chapter, we shall see how SCET improves
predictions of event shapes by re-organzing the perturbation series and summing
large logarithms in ΛQCD/Q that arise from these real-radiation corrections in show-
ering dynamics.
2.2.2.3 Soft and collinear limits
An important ingredient in the pQCD approach to PDFs as well as the development
of SCET is the behaviour of QCD matrix elements in the soft and collinear limits.
Let us examine the process e+e− → n partons with momenta p1, . . . , pn: the tree-
level squared-matrix element is |Mn(p1, . . . , pn)|2 and the phase-space is denoted by
dΦn. Assume the nth particle is a gluon that becomes collinear to another parton
i with momentum approaching zero (i.e. becomes soft). In this limit, the matrix
element can be written as
lim
θin→0,En→0
dΦn|Mn(p1, . . . , pn)|2 = dΦn−1|Mn−1(p1, . . . , pn−1)|2αsCi
π
dθ2in
θ2in
dEn
En
(2.18)
with Ci = CF for i a quark and Ci = CA for i a gluon. The divergences in the
inter-parton angle θin → 0 and gluon energy En → 0 are not integrable. This is
also reflected in the divergence structure of the loop diagram. These divergences
are important not only because they dominate the typical structure of events (e.g.
emissions at a small angle to the hard partons or with low energy), but also because
they control the range of observables computable with pQCD.
Although there is a clear separation of scales between the soft and collinear
limits lending itself to an effective theory treatment, direct computation within the
framework of perturbative QCD is possible. This is fixed-order perturbation theory,
and it is useful to review its techniques and challenges.
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2.2.2.4 Fixed-order predictions in pQCD
Perturbative QCD can be used to calculate both inclusive and non-inclusive observ-
ables, provided they are defined independent of unmeasurable quantities such as the
number of partons in the final state. To this end, we consider the cross section for
events σO weighted by observable O that depends on the parton or hadron four-
momenta p1, . . . , pn in the final state. Setting On ≡ 1 for all n, we recover the total
cross section. To go beyond the total cross section and describe events with greater
nuance, we use in On event-shape variables, such as thrust τ , defined below. Setting
On ≡ τ(p1, . . . , pn), we obtain the average thrust 〈τ〉 = σO/σtot. We can extract
the cross section differential in an event-shape variable by setting (for thrust as an
example) On ≡ δ
(
τ − τ(p1, . . . , pn)
)
, which yields σO = dσ/dτ .
In addition to corrections from QCD radiation, there are power corrections going
as ∼ (ΛQCD/Q)n to the underlying hard process. For example, an electroweak
process below mW receives corrections in powers of p
2/m2W as indicated by Eq. (1.1).
In what follows we suppress such non-perturbative power correction terms. For most
observables we study this is proportional to a single power of Λ/Q.
For e+e− annihilation, the leading order QCD prediction for the cross section
weighted by an observable that is vanishing for less than n final state particles reads
σO,LO = α
n−2
s (µ
2
R)
∫
dΦn|Mn(p1, . . . , pn)|2On(p1, . . . , pn) , (2.19)
where |Mn|2 with related symmetry factors is summed over all subprocesses. In this
case, we put all factors of αs in front, while for processes other than electron-positron
annihilation we usually put them inside integral as the center-of-mass energy in the
leading-order process is usually not fixed and different renormalization scales µR are
chosen for different events according to their kinematics.
For the same observable that is only nonvanishing with ≥ n final state particles,
the NLO prediction is obtained by adding two pieces to the LO formula (2.19): the
2→ (n + 1) squared matrix element |Mn+1|2 at tree-level, and the mixing between
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2→ n tree-level and 2→ n 1-loop amplitudes, 2Re(MnM∗n,1-loop). In sum,
σNLOO = σ
LO
O + α
n−1
s (µ
2
R)
∫
dΦn+1|M2n+1(p1, . . . , pn+1)|On+1(p1, . . . , pn+1)
+ αn−1s (µ
2
R)
∫
dΦn2Re
[
Mn(p1, . . . , pn)M
∗
n,1-loop(p1, . . . , pn)
]On(p1, . . . , pn) .
(2.20)
Loop amplitudes diverge in d = 4. Tree-level amplitudes are finite but diverge after
being integrated, because of divergences in the phase space measure (2.18). Both
divergences originate in the soft and collinear limits, and they cancel each other
after integration provided the observable O satisfies the conditions
On+1(p1, . . . , ps, . . . , pn)→ On(p1, . . . , pn), if ps → 0,
On+1(p1, . . . , pa, pb, . . . , pn)→ On(p1, . . . , pa + pb, . . . , pn), if pa||pb, (2.21)
which are called infrared and collinear safety.
An event shape distribution is an important example of an infrared-safe quantity
that we will utilize in this work. On the other hand, examples of unsafe quantities
are: observables that require no radiation in some region of phase space (violated
by soft emissions), momentum distributions of the hardest QCD particles (affected
by collinear splitting) and particle multiplicity (changed by both soft and collinear
emission). Considering that the LO calculation suffices if and only if higher-order
terms are shown to be sufficientlly suppressed, non-cancellation of infrared and
collinear divergences in unsafe observables jeopardises not only the NLO calculations
themselves but also the LO calculations. In addition, infrared and collinear unsafety
commonly also suggest large non-perturbative effects.
2.2.3 Resummation
Emission in the final state can be strongly constrained by applying stringent con-
ditions to the infrared safe observables, such as requiring the thrust in e+e− events
is smaller than a certain value τ ≪ 1. Examples we will study extensively in this
dissertation are DIS and Drell-Yan processes near the kinematic endpoint, where
very little energy is free to contribute to real emission.
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Such restrictions cut out a large part of the integration domain over the soft
and collinear divergences of (2.18). Consequently each power of αs is multiplied by
a large coefficient ∼ L2 (where L represents a logarithm, for instance L = ln τ),
because the cancellation is only partial between real emission corrections, which are
subject to the restriction, and loop (virtual) corrections which have no restrictions.
The result is a series with terms ∼ (αsL2)n, where often αsL2 ≫ 1. Such a power
series will not converge very well or may not converge at all. To enhance conver-
gence one performs a procedure called ‘resummation’: by investigating the known
properties of virtual corrections to all orders and matrix elements for multiple soft
and collinear emissions, one identifies dominant logarithmically enhanced terms to
all orders in αs.
When two powers of logarithms accompany each power of αs, we say the series
has double logarithmic enhancements or Sudakov logarithms. In this case there
are two classification schemes for resummation accuracy. The series can be written
σ(L) ≃ σtot
∞∑
n=0
2n∑
k=0
Rnkα
n
s (µR)
2Lk , L≫ 1, (2.22)
where σ(L) is cross section including the phase-space restriction and σtot is the total
unconstrained cross section. Leading log (LL) resummation incorporates all terms
with k = 2n, next-to-leading-log (NLL) in addition accounts for terms with k =
2n−1 etc. For many observables, σ(L) or its Fourier/Melin transform exponentiates,
in which case we can write
σ(L) ∼ σtot exp
[ ∞∑
n=1
n+1∑
k=0
Gnkα
n
s (µ
2
R)L
k
]
, L≫ 1, (2.23)
where now the sum on k runs to n + 1 rather than 2n as in Eq. (2.22). Compared
to the original series, the power of this resummation lies in the fact that G12 alone
reproduces the full LL sub-series in Eq. (2.22). In the context of (2.23), LL means
one accounts for all terms with k = n+1 and NLL accounts for all terms with k = n
etc.
Although there are further resummation methods in pQCD to address
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logarithmically-enhanced contributions, we will now show how they are efficiently
handled in soft-collinear effective theory.
2.3 Soft-Collinear Effective Theory
SCET is an example of a highly-relativistic particle EFT, derived from QCD for
the description of interactions between light-like (collinear) and soft particles as
corrections to a hard interaction, for example as in jet production at the LHC
(Bauer et al. (2001), Bauer et al. (2009), Bauer et al. (2004), Bauer and Manohar
(2004)). In this part we introduce the construction, notation and Lagrangian of
SCET, and demonstrate the procedure of field redefinition which can be used to
factorize soft and collinear radiation. These topics are reviewed in Becher et al.
(2015); Olive et al. (2014); Petrov and Blechman (2016).
2.3.1 Power counting
Consider a highly-relativistic quark moving in the ~n direction with virtuality ≪ Q
where Q ≫ m is its energy. Its 4-momentum pµn is parameterized in light-cone
coordinates as
pµn ≡ (p+, p−, p⊥) = n · p
n¯µ
2
+ n¯ · pn
µ
2
+ pµ⊥ (2.24)
where the light-like 4-vectors nµ = (1, ~n), n¯µ = (1,−~n) are defined by the unit 3-
vector ~n. The 4-vectors satisfy n2 = n¯2 = 0, n · n¯ = 2, showing that n¯ · p = p−,
n · p = p+. This implies n · p⊥n = n¯ · p⊥n = 0. (p−n , p+n , p⊥n ) = (n¯ · pn, n · pn, p⊥n ),
recall Eq. (2.24). In SCET, it is conventional to denote the expansion parameter
as λ2 = p2/Q2, where p2(≫ m2) is the invariant mass-squared scale of the fluc-
tuations considered in the theory. With this notation, the 4-momentum scales as
(p−n , p
+
n , p
⊥
n ) ∼ Q(1, λ2, λ).2 When the collinear particle interacts with soft parti-
cles with (p−s , p
+
s , p
⊥
s ) ∼ Q(λ2, λ2, λ2) or energetic particles travelling in the same
2Other scalings either correspond to n¯ direction particles pµn¯ ∼ Q(λ2, 1, λ), or are highly off-shell
(e.g. qµ ∼ Q(1, λ, λ) has q2 ∼ λ≫ λ2), or belong to a different invariant mass hyperbola p2 ∼ λ4
as for soft.
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direction nµ, the virtuality of this energetic particle is unchanged parametrically.
SCET is established to reproduce the low-energy (≪ Q) dynamics originating from
interactions between collinear and soft degrees of freedom.
In the above power counting we have p⊥s ≪ p⊥n since the transverse momenta of
soft degrees of freedom scales as p⊥s ∼ Qλ2 while transverse momenta of collinear
fields scales as p⊥n ∼ Qλ. This theory with this scaling
pn ∼ Q(1, λ2, λ), ps ∼ Q(λ2, λ2, λ2) (SCETI ) (2.25)
is called SCETI . On the other hand when external kinematics require p
⊥
n ∼ p⊥s , the
corresponding scaling are
pn ∼ Q(1, λ2, λ), ps ∼ Q(λ, λ, λ), (SCETII ) (2.26)
and the theory is referred to as SCETII . SCETII is called for in exclusive hadronic
decays (e.g. B¯ → Dπ) in which both soft and collinear virtuality is set by ΛQCD as
well as in transverse momentum contributions at colliders.
2.3.2 Leading-order Lagrangian
SCET is a top-down effective theory, derived from QCD as the underlying theory.
We begin with a single collinear sector, separating the full QCD field into compo-
nents qn(x) = ψn(x) + Ξn(x) with
ψn(x) =
n/n¯/
4
qn(x), Ξn(x) =
n¯/n/
4
qn(x). (2.27)
Solving the equation of motion for the field Ξn shows it suppressed by (in¯·D)−1 /D⊥ ∼
λ relative to the ψn, and implying that its fluctuations would be very off-shell
involving virtuality (in¯ ·D)2 ∼ Q2. Therefore one removes Ξn using its equation of
motion, yielding
Ln = ψ¯n(x)
[
in ·D + i /D⊥ 1
in¯ ·Di /D
⊥
]
n¯/
2
ψn(x). (2.28)
Next we decompose collinear momentum into a ‘label’ and a ‘residual’ momentum
pµ = P µ + kµ with n · P = 0 and kµ ∼ (λ2, λ2, λ2)Q. Then we redefine the collinear
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field by ψn(x) = e
iP ·xξn(x) and separate the gluon field into collinear and soft sectors
Aµ = A
n
µ + A
n¯
µ + A
s
µ + . . . (2.29)
scaling as Anµ ∼ (1, λ2, λ)Q, An¯µ ∼ (λ2, 1, λ)Q and Asµ ∼ (λ2, λ2, λ2)Q respec-
tively. The additional terms ‘...’ in this decomposition are determined by gauge
invariance. Label momentum in SCET is not conserved, and we define a label
operator Pµ acting as Pµξn(x) = P µξn(x) (Bauer and Stewart (2001)) and a co-
variant label operator iDµn = Pµ + gAµn(x). Spatial derivatives now only pick
out the residual momentum from ξn(x). Soft gluons do not appear in iDµn at
leading order in the power counting. Therefore the SCET Lagrangian can be
written as (Bauer and Stewart (2001); Bauer et al. (2002b); Chay and Kim (2002);
Beneke et al. (2002); Bauer et al. (2002a))
Ln = ξ¯n(x)
[
in ·Dn + gn ·As + i /D⊥n
1
in¯ · Dn i
/D⊥n
]
n¯/
2
ξn(x) + . . . (2.30)
where in · D is decomposed into a soft (gn · As) and a collinearly-covariant piece
(in ·Dn = in · ∂ + gn ·An). The soft piece gn ·As induces only interaction between
soft gluons and collinear quark at leading power in λ. The . . . represent interactions
between soft and collinear degrees of freedom that are higher-order in λ.
Distinct collinear sectors can be defined for directions satisfying n1 ·n2 > λ2 and
the Lagrangian involving different collinear sectors is the sum L =∑n Ln with the
same soft-gluon fields coupling to all n directions. Expressing the SCET Lagrangian
in position space is another way to see the separation between large and small
momentum components (Beneke et al. (2002)) where no label operators appear and
dependence on short-distance effects enters through non-localities. Short-distance
physics enters into SCET in two cases:
1. different collinear sectors are coupled by some external current, for instance the
hard collision producing separated jets at electron-positron or hadron colliders;
2. a heavy particle decaying in its rest frame produces collinear particles (e.g. B
decays).
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Here short-distance fluctuations are incorporated in the Wilson coefficients of exter-
nal source operators.
2.3.3 Symmetries of SCET
By exploiting the symmetries of SCET, one can write down all possible operators
at each order of power counting (Petrov and Blechman (2016)).
2.3.3.1 Reparametrization Invariance
Reparameterization invariance (RPI) refers to invariance under the artificial sepa-
ration of collinear momentum into ‘label’ and ‘residual’ parts. This symmetry is a
remnant of Lorentz invariance of the full theory. RPIs in SCET take three different
forms, written in terms of the change in the collinear direction vector nµ,
Type I : nµ → nµ +∆µ⊥, n¯µ unchanged, (2.31)
Type II : n¯µ → n¯µ + ǫµ⊥, nµ unchanged, (2.32)
Type III : nµ → eαnµ, n¯µ → e−αn¯µ (2.33)
where ∆⊥ ∼ λ and α, ǫ⊥ ∼ λ0. To keep the conditions n2 = n¯2 = 0 and n¯ · n = 2
the parameters of an RPI transformation must be perpendicular vectors. Note also
that an arbitrary 4-vector
V µ =
n¯µ
2
(n · V ) + n
µ
2
(n¯ · V ) + V µ⊥ (2.34)
is unchanged under all three types of transformations.
It is easy to see that invariance under Type III (Eq. (2.33)) above requires any
nµ in an operator be accompanied either by an n¯µ or an nµ in the denominator.
This rules out operators like ξ¯(in¯ ·D)ξ with a scaling λ−2 in the action, because the
n¯ must be accompanied by n/ which annihilates ξ: n/ξ = 0 as we have seen above.
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The SCET fields transform as
n ·D → n ·D +∆⊥ ·D⊥ (2.35)
Dµ⊥ → Dµ⊥ −
∆µ⊥
2
n¯ ·D − n¯
µ
2
∆⊥ ·D⊥ (2.36)
ξ →
(
1 +
/∆⊥ /¯n
4
)
ξn (2.37)
and n¯ ·D and W are invariant under Type I (Eq. (2.31)) above. On the other hand
the transformation rules under Type II (Eq. (2.32)) are as follows:
n¯ ·D → n¯ ·D + ǫ⊥ ·D⊥ (2.38)
Dµ⊥ → Dµ⊥ −
ǫµ⊥
2
n ·D − n
µ
2
ǫ⊥ ·D⊥ (2.39)
ξn →
(
1 +
/ǫ⊥
2
1
in¯ ·Di /D⊥
)
ξn (2.40)
Wn →
(
1− 1
in¯ ·Diǫ⊥ ·D⊥
)
Wn (2.41)
and n ·D is invariant.
2.3.3.2 Gauge Invariance
Local gauge invariance is a crucial feature of SCET. The gauge invariance of QCD
breaks into individual invariances for collinear and soft degrees of freedom, which
enable us to determine the forms of currents and operators in the effective the-
ory. The effective Lagrangian for each sector is invariant only under residual gauge
transformations because the effective theory field operators only describe modes
with specific momentum scaling. The residual gauge symmetries satisfy either
the soft scaling (n¯ · ∂, n · ∂, ∂⊥)Us(x) ∼ Q(λ2, λ2, λ2)Us(x) or the collinear scaling
(n¯ · ∂, n · ∂, ∂⊥)Un(x) ∼ Q(1, λ2, λ)Un(x).
The idea is that, because there is no coupling between collinear and soft degrees
of freedom at leading order in the Lagrangian, the gauge transformations can be
decomposed into a collinear part acting only on Aµn and a soft part acting only on
Aµs . We can derive the rules of transformation for all the fields involved by looking
at the full gauge symmetries of all the operators, given in Table 2.1
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Field Scaling Un Us
ξn λ Unξn Usξn
collinear Aµn (λ
2, 1, λ) UnA
µ
nU
†
n +
i
g
Un[iD
µ
n, U
†
n] UsA
µ
nU
†
us
Wn 1 UnWn UsWnU
†
s
q λ3 q Usq
soft Aµs λ
2 Aµs Us(A
µ
s +
i
g
∂µ)U †s
Y 1 Y UsY
Table 2.1: Rules for collinear and soft gauge transformations and scaling dimensions
of SCET fields
As we can see from Table 2.1, each field transforms differently under soft or
collinear gauge transformations. The requirement of invariance under both trans-
formations restricts the form of operators. In particular, the decomposition of
gauge symmetry by sector implies that distinct collinear sectors must be sepa-
rately gauge invariant since collinear fields in distinct directions transform under
the distinct gauge symmetries. It is convenient to introduce the collinear Wilson
line (Bauer and Stewart (2001))
Wn(x) = P exp
[
−ig
∫ 0
−∞
dsn¯ · An(sn¯ + x)
]
(2.42)
with the transformation lawWn → UnWn under collinear gauge symmetry. Since ψn
obeys the same transformation law, the combination χn = W
†
nψn is gauge invariant.
Correspondingly, a collinear gauge-invariant gluon field is defined as (Bauer et al.
(2002a); Hill and Neubert (2003))
Bµn = g
−1W †niD
µ
nWn . (2.43)
One uses these gauge-invariant combinations to build collinear operators in SCET.
2.3.4 Derivation of Factorization Theorems
SCET may be applied to understand factorization theorems, namely how cross sec-
tions involving high momentum particles moving in different directions factorize
into simpler pieces that can be computed in pQCD or measured from experiment.
Although factorization theorems have been studied even before the birth of SCET
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(Collins et al. (1989)), effective field theories such as SCET provide a conceptu-
ally clearer picture for certain factorization theorems as most reductions happen
already at Lagrangian level. In this part we discuss the derivation of some of these
factorization theorems, valid to leading order in power counting.
As seen above, collinear particles traveling in different directions do not couple
to each other in the SCET Lagrangian and soft gluons couple to them only through
ξ¯ngn · As n¯/2 ξn (see Eq. (2.30)). One can remove this term by performing a field
redefinition (Bauer et al. (2002b))
ψn(x) = Yn(x)ψ
(0)
n (x), A
a
n(x) = Y
ab
n (x)A
b(0)
n (x), (2.44)
where Yn is matrix in fundamental representation while Y
ab
n is in adjoint represen-
tation. This simplification clarifies the proofs of factorization theorems greatly in
SCET.
Consider a typical QCD scattering process involving two incoming collinear par-
ticles (a, b directions) and N outgoing particles (n1, ..., nN directions). In matching
the corresponding QCD operator Oˆ(x) to SCET, the redefinition Eq. (2.44) sepa-
rates all the soft gluon interactions from the N + 2 collinear operators, resulting in
Oˆ(x) = COˆ(µ)C(0)na,µ(x)C(0)nb,µ(x)C(0)n1,µ(x) . . . C(0)nN ,µ(x)[YnaYnbYn1 . . .YnN ]µ(x). (2.45)
where C(0)(x) are collinear-gauge-invariant collinear operators, CO is the hard-
matching coefficient incorporating short-distance effects at scale Q, and Ys are soft
Wilson lines that can either be in color triplet or octet representation. The sub-
script µ on the operator indicates dependence on the renormalization scale µ, which
carries over to the squared matrix element. One squares the matrix element and
integrates over phase space of all final-state particles to obtain the cross section.
Since collinear particles in distinct directions do not interact, the forward matrix
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element factorizes
〈in|O(x)O†(0) |in〉 = |COˆ(µ)|2 〈ina| Cna(x)C†na(0) |ina〉µ 〈inb| Cnb(x)C†nb(0) |inb〉µ
× 〈0| Cn1(x)C†n1(0) |0〉µ × . . . 〈0| CnN (x)C†nN (0) |0〉µ
× 〈0| [Yna . . .YnN ](x)[Yna . . .YnN ]†(0) |0〉µ , (2.46)
and each of the simpler factors can now be computed separately. There are several
types of vacuum matrix elements appearing:
1. vacuum matrix element of outgoing collinear particles are specified by jet
functions Ji(µ) (i = 1...N) which can be computed perturbatively when the
relevant momentum scale (e.g. jet mass) is large enough;
2. vacuum matrix elements of incoming collinear particles are non-perturbative
quantities Bp/N(µ) called beam functions for parton of type p in hadron of
type N (see Stewart et al. (2010a)). In general these beam functions can be
expressed perturbatively in terms of parton distribution functions (PDFs);
3. vacuum matrix elements of soft Wilson lines are defined into soft functions
Sab...N (µ).
The dependence on x in Eq. (2.46) implies that in momentum space the correspond-
ing momenta are convolved. Care must be taken when deriving this momentum
space expression as appropriate treatment is needed in the phase space integration
involving the large and residual component of each momentum.
To sum up, the differential cross section with N jets can be expressed
dσ ≃
∑
ab
Hab(µ)[Ba/P (µ)Bb/P (µ)]⊗ [J1(µ) . . . JN(µ)]⊗ Sab...N (µ). (2.47)
where Hab(µ) = |COˆ(µ)|2 is the hard function, the norm squared of the matching
coefficient COˆ. More generally, allowing nB = 0, 1, 2 hadronic beams in the initial
state for e+e− collisions, DIS, and Drell-Yan (DY) processes respectively, factoriza-
tion theorems take the generic form, for N outgoing jets,
σ = Tr(HS)⊗ J1 × . . . JN ⊗ ΠnBi=1Bi, (2.48)
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where H,S are the hard and soft functions, that are in general matrices in color
space. The most difficult ingredient in traditional proofs of factorization theorems
involve the delicate analysis of so-called Glauber gluons (Collins et al. (1985)), which
have not yet been thoroughly studied for the SCET proofs.
2.3.5 Resummation of Large Logarithms
One application of SCET is the all αs-orders summmation of large logarithms of
ratios of different scales in a problem that arise in perturbative calculations. Sudakov
logarithms commonly arise in processes whose initial and final states have energy
far exceeding their masses. As described above, these logs ruin convergence of
fixed-order perturbation calculation if the scales in the problem are well-separated,
such that there are ratios of scales r ≪ 1. It is therefore necessary to rearrange
the expansion for fixed αs ln r = O(1); after summing logarithmically-enhanced
contributions αns (ln r)
m with m ≤ n+ 1, the result should be a series of the form
ln σ ∼ Lg0(αsL) + g1(αsL) + αs g2(αsL) + . . . (2.49)
where gn are functions of αsL (fixed) that need to be determined.
The resummation is enabled by the fact that cross sections in SCET factorize into
pieces, each containing only a single physical scale. Logarithms in each piece can only
depend on the ratio of this scale to the renormalization scale µ. Therefore one can set
a renormalization scale µ′ in each separate factor for which large logarithms do not
appear. Since the factorization theorem requires a common µ, each factor is evolved
from the common scale µ to the factor’s “natural” scale µ′ using the renormalization
group equation (RGE). In contrast to other effective theories, SCET anomalous
dimensions in the RGE for jet, hard, beam and soft functions in a factorization
formula (e.g. Eq. (2.47)) contain only a single logarithm. For instance the anomalous
dimension of the hard function γH takes the form
γH(µ) = cHΓcusp(αs) ln
Q2
µ2
+ γ(αs) (2.50)
with cH a coefficient depending on specific process of interest and Γcusp
the so-called cusp anomalous dimension (Korchemsky and Radyushkin (1987a);
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Korchemskaya and Korchemsky (1992a)). The remaining piece(s) of the anoma-
lous dimension are called non-cusp and vary from process to process. A crucial
feature of Sudakov problems is that the anomalous dimension involves a logarithm,
seen here, that arises since the perturbative series involves double logarithms of scale
ratios.
The functions gn(αs ln r) in Eq. (2.49) are written in ratios of the running cou-
pling as a result of solving the RGE and thus one resums all large logarithms of
scale ratios in the factorized cross section. To solve the RGE and compute the
first two terms Lg0(αsL) + g1(αsL) (i.e. the next-to-leading logarithmic (NNL) ap-
proximation) we need the two-loop cusp anomalous dimension and beta function,
the one-loop non-cusp part of the anomalous dimension and the tree-level matching
conditions for all component functions at their respective scales. To derive the next
term αsg2(αsL) i.e. NNLL order, higher-order loop expansions are needed.
2.3.6 Factorization and Resummation in SCETII
Recall the momentum scaling in SCETII , Eq. (2.26). The virtuality of both soft
and collinear particles are small: p2n ∼ p2s ∼ Q2λ2 but they differ in rapid-
ity. Cross sections for events where the transverse momentum of particles are re-
stricted by external kinematics constitute an important family of observables with
SCETII momentum scaling. An example is the kinematic endpoint in DIS or Drell-
Yan processes, because the tranverse momentum of the collinear initial state is
ΛQCD ∼ λQ while the soft radiation must also be on the p2s ∼ Λ2QCD ∼ λ2Q2 hyper-
bola. Because the virtualities of collinear and soft degrees of freedom are far below
the hard scale Q, logarithms emerge that are controlled by RGE of the effective
theory. However since rapidities of collinear and soft modes are differ parametri-
cally, more large logarithms emerge that must be factorized in the cross section and
resummed.
To sum these logs, we will use the ‘rapidity renormalization group equation’ de-
rived by introducing a new scale parameter ν separating phase space in the (p−, p+)-
plane into collinear and soft regions along a fixed-invariant mass hyperbola (see
46
Chiu et al. (2012a)). Because different contributions have the same virtuality, there
is no running coupling in the rapidity-RG equation contrary to ordinary RGE.
SCETII is also useful for investigating factorization of various exclusive B decays
including B¯ → πℓν, B¯ → K∗γ, B¯ → ππ where both virtuality of energetic final-state
particle and the scale of soft light particles in B meson initial are of order ∼ ΛQCD.
2.4 SCETI and soft radiation in inclusive QCD processes
The major motivation to improve the precision of QCD calculations using in par-
ticular SCETI is to aid discovery of new physics, which is sought in the hadronic
collision processes deep-inelastic scattering (DIS), proton-proton scattering (Drell-
Yan, DY) and electron-positron (e+e−) scattering. QCD collisions are the primary
source of background and in deep-inelastic and proton-proton processes will also
contribute radiative corrections. SCETI facilitates the proof of factorization theo-
rems and the computation of infrared and collinear-safe observables to any desired
order.
The main class of observables I focus on is event-shape variables τ that, when
τ ≪ 1, isolate events with collinear particles in two separable (outgoing or incoming)
directions. The corresponding differential cross-sections dσ/dτ can be factorized
into hard, beam, jet and soft functions that separate contributions respectively
from the heavy-particle production, collinear initial state, collinear final state and
lower-momentum soft particles interacting with both and initial and final states.
The soft function for e+e− scattering has been computed in the effective theory up
to O(α2s). Together with the hard function and collinear jet function, this piece
provides enough information to predict event shapes for e+e− → two jets to an
unprecedented next-to-next-to-next-to-leading-logarithmic accuracy. However, the
event-shape cross sections for DIS and DY processes, which are currently more
directly relevant for new physics searches, have not achieved this level accuracy, in
part because the corresponding soft functions were not known to the same O(α2s).
The hard and jet functions appear to be the same, but the soft functions could in
principle be different.
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In this section, I will prove to two-loop and three-loop order that the soft ra-
diation is universal across DIS, DY and e+e− processes. To setup the proof, I
first briefly review deep-inelastic scattering, proton-proton scattering and electron-
positron scattering. I will also introduce jet and event shape observables for these
processes and use SCETI to prove the corresponding factorization theorems. My
proof improves the accuracy of the QCD contribution to these scattering processes
to next-to-next-to-next-to-leading-logarithmic order. This proof has been published
in Kang et al. (2015).
2.4.1 Hadronic Final-States Observables for QCD Experiments
A key task in connecting QCD to experiment is to construct a dictionary between ob-
servables at hadronic and partonic levels, and this requires considering only infrared-
and collinear-safe observables. Although total cross sections are the simplest exam-
ples, we often want to investigate the structure or composition of the final state and
therefore must define differential cross sections in terms of infrared- and collinear-
safe observables. Final states from hard QCD scatterings are usually dominated
by collimated particle bunches called jets. Roughly speaking, a jet can be viewed
as a high energy parton that went through subsequent soft and collinear showering
and hadronization. By measuring jet shapes and identifying subjets, one can break
down jet substructure, which is strongly affected by the details of QCD radiation
and shower development inside the jet. In this way, jets provide a testing ground
for high-energy QCD predictions and also enable investigation of the hard partonic
structure in the decay processes of massive quarks.
I will now introduce an important class of such observables and the correspond-
ing factorization theorems for each of the processes e+e−, DIS, and proton-proton
collisions. These factorization theorems define the soft function, describing the low-
energy radiation in each case.
Event-shape variables describe the topology of the energy flow in an event
using the four momenta of the final state particles. An example is thrust in e+e−
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annihilation (Brandt et al. (1964), Farhi (1977)),
T =
1
Q
min
tˆ
∑
i∈X
∣∣ˆt · pi∣∣ , τ ≡ 1− T , (2.51)
where ~pi are momenta of particles or jets in final state, and the axis tˆ where
the maximum is achieved is called the “thrust axis”. For q¯q pair production in
the Born limit, τ → 1 for a perfect back-to-back pair and τ → 1/2 for a per-
fectly spherical many-particle configuration. Because gluon emission alters the
topology of energy flow, event-shape variables are sensitive to QCD radiation
and hence to the strong coupling. Other examples of event-shape variables have
been measured at LEP and HERA (see Ellis et al. (2003), Dissertori et al. (2003),
Dasgupta and Salam (2004), Biebel (2001), Kluth (2006)) and at electron-positron
colliders (Basham et al. (1978)). Recently a new event-shape variable, N -jettiness,
has been introduced to quantify how much final state hadrons align along N jet
axes or beam directions (Stewart et al. (2010b)). In the limit of exactly N infinitely
narrow jets the N -jettiness vanishes.
Event shapes have a wide range of applications which include studying analytic
models of hadronization, identifying potential decay of new particles from QCD
events, tuning parameters of Monte Carlo simulations and measuring the strong
coupling.
2.4.2 Factorization using SCET for e+e−, ep, pp collisions
Event shapes can be used to isolate events with collinear particles in two separate
(outgoing or incoming) directions.3 Due to the differing content of the initial and
final states, the observables, their operator definitions, and their factorization the-
orems differ between e+e−, ep and pp collisions. For e+e collisions, one considers
events such that the thrust Eq. (2.51) τ ≪ 1 (Farhi (1977)). There are correspond-
ing kinematic limits expressed in terms of 1-jettiness (Kang et al. (2012, 2013)) or
DIS thrust (Antonelli et al. (2000)) for ep collisions, and 0-jettiness or beam thrust
for DY (Stewart et al. (2010a,c, 2011)).
3This section is based on unpublished work in collaboration with D. Kang and C. Lee.
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Predictions of thrust in pQCD show large logarithms αns ln
k τ in the two-jet end-
point region. Other event shape variables have similar behavior. Hence in this region
one must systematically sum the large logarithms that appear at each fixed order
in αs in order to get convergent and physical results (Catani et al. (1993, 1991)).
Techniques for resumming the logarithms are constructed from factorization and
renormalization group equations, either in pQCD (Contopanagos et al. (1997)) or in
effective field theory, especially SCET (Bauer et al. (2000, 2001); Bauer and Stewart
(2001); Bauer et al. (2002b,a)). The two methods are essentially equivalent, al-
though specific applications to a given order of accuracy may yield different results
(see Almeida et al. (2014)).
2.4.2.1 Electron-position event shapes
A prediction for the thrust distribution in the two-jet limit can be derived used
the factorization method (Berger et al. (2003); Bauer et al. (2008); Almeida et al.
(2014))
1
σ0
dσ
dτ
= H(Q2, µ)
∫
dtndtn¯dks δ
(
τ − tn + tn¯
Q2 − ks
Q
)
Jn(tn, µ)Jn¯(tn¯, µ)S
ee
2 (ks, µ),
(2.52)
whereH(Q2, µ) = |C(Q2, µ)|2 is the squared Wilson coefficient obtained by matching
the QCD current q¯Γµq onto the two-jet operator O2 = χ¯n¯Γµχn with χn,n¯ collinear
jet fields in SCET (see Bauer et al. (2003a, 2004)). Here the collinear directions are
nµ, n¯µ = (1,±~nτ ) with ~nτ the thrust axis. Definitions of the jet functions Jn and
Jn¯, which depend on the invariant masses tn, tn¯, are given in Bauer et al. (2008)
and Abbate et al. (2011). See Lunghi et al. (2003); Bauer and Manohar (2004) for
O(αs) computation and Becher and Neubert (2006b) forO(α2s) computation of these
jet functions. The soft function in Eq. (2.52) can be written as
See2 (k, µ) =
∫
dℓ1dℓ2 δ(k − ℓ1 − ℓ2)See2 (ℓ1, ℓ2, µ), (2.53)
which is the projection of the hemisphere soft function See2 (ℓ1, ℓ2, µ) with two vari-
ables ℓ1,2 being the small light-cone components of the soft radiation in the two
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hemispheres defined by collinear axes n, n¯ respectively. Note the same notation S2
is used to denote both the hemisphere soft function and its projection in Eq. (2.53)
which will not be ambiguous since they differ in number of arguments. The hemi-
sphere soft function is given by
See2 (ℓ1, ℓ2, µ) =
1
NC
tr
∑
i∈Xs
∣∣〈Xs|T [T+†n (0)Y +n¯ (0)]|0〉∣∣2 δ
(
ℓ1 −
∑
i∈Xs
θ(n¯·ki − n·ki)n·ki
)
× δ
(
ℓ2 −
∑
i∈Xs
θ(n · ki − n¯ · ki)n¯ · ki
)
, (2.54)
i.e. the matrix element of Wilson lines arising from the field redefinition of collinear
fields that decouples soft and collinear interactions at leading power in SCET La-
grangian. The trace is over color indices, with NC the number of colors and T the
time-ordering operator. This form of the hemisphere soft function is derived from
general consideration of the event shape in Appendix A.1. The Wilson lines Yn,
Yn¯ in e
+e− soft functions are in the n, n¯ directions corresponding to radiation from
outgoing jets,
Y +†n (x) = P exp
[
ig
∫ ∞
0
dsn · As(ns+ x)
]
,
Y +n¯ (x) = P¯ exp
[
−ig
∫ ∞
0
dsn¯ · As(n¯s+ x)
]
. (2.55)
Alternatively we can write the hemisphere soft function as
See2 (ℓ1, ℓ2, µ) =
1
NC
Tr 〈0|Y +Tn¯ (0)Y +n (0)δ(ℓ1−ΘRn·∂)δ(ℓ2−ΘLn¯·∂)Y +†n (0)Y +∗n¯ (0) |0〉
(2.56)
with
ΘR = θ(n¯ · ∂ − n · ∂), ΘL = θ(n · ∂ − n¯ · ∂) (2.57)
restricting to one of the two hemispheres. Here R, L stands for right and left
hemispheres with nτ pointing to right. One can also write the measurement δ-
functions in Eq. (2.56) using energy flow operators or energy-momentum tensor
(Korchemsky and Sterman (1999); Belitsky et al. (2001); Bauer et al. (2008)). Us-
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ing the transformation of Wilson lines under time reversal
T (Y +n¯ )
T = Y¯ +†n¯
T¯ (Y +†n¯ )
T = Y¯ +n¯ , (2.58)
we can eliminiate the time ordering and write
Y¯ +n¯ (x) = P¯ exp
[
−ig
∫ ∞
0
dsn¯ · A¯s(n¯s + x)
]
, (2.59)
with A¯s = A
A
s T¯
A where T¯A are generators of the anti-fundamental representation
of SU(NC) (Bauer et al. (2004); Monni et al. (2011)).
2.4.2.2 1-jettiness in DIS
We also use event shapes to study electron-proton scattering. Consider e+p→ X+e
with initial and final state electron momenta k, k′ respectively, proton momentum
P and denote by pX momentum of hadron final state X . Define
q = k − k′, Q2 = −q2, x = Q
2
2P · q . (2.60)
One can make extra measurements to detect jet-like structures in the hadronic final
state X similar to thrust in electron-position collisions. Ways to define thrust in DIS
have been discussed in Antonelli et al. (2000); Dasgupta and Salam (2004) including
one which is specifically suited for the Breit frame (in which momentum transfer is
purely spacelike: qµ = (0, 0, 0, Q)). In the Breit frame one defines
τQ = 1− 2
Q
∑
i∈HC
piz (2.61)
with HC the hemisphere centered around +zˆ axis back-to-back with the proton
beam in Breit frame. τQ defined above is a special case in a family of event shaps
in DIS called 1-jettiness. More generally the N -jettiness quantifies the amount
of collimation of final-state hadrons into N distinct lightlike directions, in addition
to radiation along incoming hadron beam (Stewart et al. (2010b)). Therefore 1-
jettiness in DIS measures the collimation of final state hadrons along one jet direction
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qJ and incoming proton direction qB (Kang et al. (2013))
τ1 =
2
Q2
∑
i∈X
min{qB · pi, qJ · pi} (2.62)
with the minimum taken over hadrons in the final state that are separated into two
regions by the beam directions qB and qJ . There are many choices for these two
directions, and in Kang et al. (2013) three choices are discussed
τa1 : qB = xP, qJ = PJ
τ b1 : qB = xP, qJ = q + xP
τ c1 : qB = xP, qJ = k (2.63)
with k, P, q, x defined in Eq. (2.60) and PJ the jet axis. The first choice corresponds
to qJ being along the physical jet axis while second and third choices correspond to
separating particles into groups that are hemispheres in the Breit and center-of-mass
frames respectively. The second choice τ b1 is equivalent to τQ given in Eq. (2.61). By
using the light-like directions nJ , nB given by qJ , qB in the first choice in Eq. (2.63)
but different normalizations, one can consider different beam sizes and jet regions
and therefore another definition of 1-jettiness (Kang et al. (2012, 2014)).
The factorization theorem for the the first choice τa1 is given by (Kang et al.
(2013)),
dσ
dx dQ2 dτa1
=
dσ0
dx dQ2
∫
dtJdtBdks δ
(
τa1 −
tJ + tB
Q2
− kS
Q
)
×
∑
i=q,q¯
Hai (y,Q
2, µ)Bi(tB, x, µ)Ji(tJ , µ)S
ep
2 (ks, µ), (2.64)
where the sum is over all quark and antiquark flavors and dσ0/dxdQ
2 is the Born
cross section and Hai is a hard function given in Kang et al. (2013), Ji the (anti-
)quark jet function and Sep2 given by
Sep2 (k, µ) =
∫
dkJ dkB δ(k − kJ − kB)S2(kJ , kB, µ) , (2.65)
is again the projection of the hemisphere soft function for DIS. Similar to above we
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can write
Sep2 (kJ , kB, µ) =
1
NC
Tr
∑
Xs
∣∣〈Xs|Y +†n Y −n¯ (0) |0〉∣∣2 δ
(
kJ−
∑
i∈Xs
θ(n¯·ki−n·ki)n·ki
)
× δ
(
kB −
∑
i∈Xs
θ(n · ki−n¯ · ki)n¯ · ki
)
. (2.66)
where n, n¯ are along the original light-like directions of qJ,B = ωJ,BnJ,B/2,
n =
nJ
RJ
, n¯ =
nB
RB
; R2J =
ωBnJ · nB
2ωJ
, R2B =
ωJnJ · nB
2ωB
. (2.67)
Although n, n¯ are not necessarily in opposite directions, the rescaling of nJ , nB makes
sure that n · n¯ = 2. Mathematically Eq. (2.66) is equivalent to a soft function with
back-to-back n, n¯ since the step function θ(x) depends on n, n¯ in exactly the same
way as in Eq. (2.66) and its dependence is only through the dot product n · n¯ = 2.
Note there is no need to have explicit time-ordering operator in Eq. (2.66) as both
Wilson lines are already time-ordered and commute.
In general qJ , qB are not back-to-back and hence do not separate the final state
into exact hemispheres. Thus it may seem surprising that hemisphere soft function
should appear in Eq. (2.64). Nonetheless the generic soft function S(kJ , kB, qJ , qB, µ)
for 1-jettiness in DIS is related to back-to-back hemisphere soft function Eq. (2.66)
via rescaling Eq. (2.67) (Kang et al. (2013)).
The only difference between the hemisphere soft function in Eq. (2.66) and that
of electron-positron collision in Eq. (2.65) is the n¯-Wilson line,
Y −n¯ (x) = P exp
[
ig
∫ 0
−∞
n¯ · As(n¯s+ x)
]
. (2.68)
The other Wilson line Y +†n is the same as in e
+e− and given in Eq. (2.55). The two
Wilson lines are essentially different. To see whether the observable soft functions
differ, one needs to compare their explicit perturbation expansions to test this order
by order.
2.4.2.3 Beam Thrust in pp Collisions
Beam thrust (Stewart et al. (2010a, 2011)) or 0-jettiness (Stewart et al. (2010b))
in pp collisions measures the collimation of the hadronic final-state along beam
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direction. This can be used to veto jets in the central region for DY processes
pp → ℓ+ℓ−X which are crucial to searches for Higgs and BSM particle decay into
a specific number of jets. This quantity also facilitates the study of initial state
radiation.
The beam thrust with respect to light-like vectors na,b along incident the proton
directions is given by (Stewart et al. (2010b))
qµa,b =
1
2
xa,bEcmn
µ
a,b (2.69)
with nµa,b = n, n¯ = (1,±zˆ) in the center-of-mass frame and xa,b is determined from
Y , the dilepton rapidity and the invariant mass q2, transverse momentum ~qT via
xa,bEcm = e
±Y
√
q2 + ~q 2T . (2.70)
The 0-jettiness with respect to qa,b is defined by
τ0 ≡ 2
Q2
∑
k∈X
min{qa · pk, qb · pk} = 1
Q
∑
k∈X
∣∣~pTk ∣∣min{eY−ηk , e−Y+ηk}. (2.71)
We will cite the factorization theorem in terms of the beam thrust τB, which is
related to the 0-jettiness by a rescaling,
τB = τ0
√
1 +
~q 2T
q2
. (2.72)
The factorization theorem for beam thrust τB is (Stewart et al. (2010a,b, 2011))
dσ
dQdY dτB
=
dσ0
dQ2 dY
∫
dta dtb dka dkbδ
(
τB − ta + tb
Q2
− ks
Q
)
×
∑
ij
Hij(Q
2, µ)Bi(ta, xa, µ)Bj(tb, xb, µ)S
pp
2 (ks, µ) , (2.73)
where Spp2 (k, µ) is again the projection of the hemisphere soft function,
Spp2 (k, µ) =
∫
dk δ(k − ka − kb)Spp2 (ka, kb, µ) , (2.74)
with
Spp2 (ka, kb, µ) =
1
NC
Tr
∑
Xs
∣∣〈Xs|T [Y −†n Y −n¯ ] |0〉∣∣2 δ(ka−∑
i∈Xs
θ(qb ·ki−qa ·ki)n·ki
)
× δ
(
kb−
∑
i∈Xs
θ(qa ·ki−qb ·ki) n¯·ki
)
, (2.75)
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with the Wilson lines
Y −n (x) = P exp
[
ig
∫ 0
−∞
ds n·As(nas+ x)
]
Y −†n¯ (x) = P exp
[
−ig
∫ 0
−∞
ds n¯ · As(nbs+ x)
]
. (2.76)
The soft function in Eq. (2.75) does not separate the final state into exact hemi-
spheres, but by performing a boost along the beam direction into the partonic
center-of-mass frame
qa,b · ki → e∓Y qa,b · ki =
√
q2 + ~q 2T na,b · ki . (2.77)
(under which the Wilson lines are unchanged), we have
Sep2 (e
Y ka, e
−Y kb; Y ) = S
pp
2 (ka, kb, 0) . (2.78)
Following Stewart et al. (2010a), the third argument denotes the rapidity of the
boundary separating the two regions, and Y = 0 corresponds to the back-to-back
hemisphere soft function for incoming lines.
In this part we have examined how soft functions in factorization theorems for
thrust in e+e− collisions, 1-jettiness in DIS and beam thrust/0-jettiness in pp col-
lisions can all be derived from hemisphere soft functions where soft radiation is
separated into two exact back-to-back hemispheres. The definitions of the respec-
tive soft functions Eq. (2.54), Eq. (2.66), and Eq. (2.75) only differ in the directions
of the Wilson lines.
2.4.3 Soft Radiation in Scattering Processes
In this section I recount my proofs of the equality of the soft functions for the three
processes e+e− → dijets, DIS 1-jettiness, and pp beam thrust at O(α2s) (Kang et al.
(2015)) and O(α3s). The effect of switching the direction of a soft Wilson line from
incoming to outgoing or vice versa flips the sign of the iǫ in the eikonal propagators
formed by emission or absorption of soft gluons, e.g. Eq. (2.85). This can potentially
affect the value of soft gluon diagrams. Nevertheless, we will show that the value
remains the same up to O(α2s) and O(α3s).
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2.4.3.1 Structure of Perturbative Computation
First we set up some of the notation we will use in our proof. The perturbative
computation of the soft functions in Eqs. (2.54), (2.66), and (2.75) can be performed
by either of two methods. One may compute cut diagrams with four Wilson lines
with an appropriate measurement delta function, which fixes the soft momenta in the
left and right hemisphere to be convolved with the other factors in Eqs. (2.52) and
(2.53) (see e.g. Hornig et al. (2009a)). Or, one may directly compute amplitudes for
emission of n = 0, 1, 2, . . . particles up to the appropriate order in αs and performing
the phase space integrals implicit in the sum over particles in Eqs. (2.54), (2.66),
and (2.75). We will take the latter approach here.
The result of computing Eqs. (2.54), (2.66), and (2.75) up to O(αNs ) in pertur-
bation theory takes the generic form,
S2(ℓ1, ℓ2) =
1
NC
Tr
N∑
n=0
∫
dΠnM(ℓ1, ℓ2; {kn})
∑
i,j
Ai({kn})Aj({kn})† , (2.79)
where Ai({kn}) is an amplitude to emit n particles in the final state with momenta
k1, · · · , kn . The sum over amplitudes i, j includes sums over final-state spins,
polarizations, and colors and goes over those pairs of amplitudes which can in fact
be paired together and whose total order in αs is ≤ N . The phase space integration
measure is given by
dΠn =
n∏
i=1
dDki
(2π)D
2πδ(k2i )θ(k
0
i ) , (2.80)
and the measurement function M for the hemisphere soft function is given by
M(ℓ1, ℓ2; {kn}) = δ
(
ℓ1 −
n∑
i=1
k+i θ(k
−
i − k+i )
)
δ
(
ℓ2 −
n∑
i=1
k−i θ(k
+
i − k−i )
)
, (2.81)
where k± are defined as
k+ = n·k and k− = n¯·k. (2.82)
2.4.3.2 One-loop soft function
The one-loop result for the soft function S2 can be computed from the diagrams
illustrated in Fig. 2.1. There is a tree-level, 0-gluon amplitude, not drawn, which
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Figure 2.1: virtual and real diagrams for one-loop soft function.
simply takes the value
A(0)0 = 1. (2.83)
The virtual 0-gluon amplitude, A(1)0 represented by the first diagram on the left
in Fig. 2.1, is scaleless and zero in dimensional regularization (DR), only playing
the role of converting IR to UV divergences (e.g. Manohar and Stewart (2007);
Hornig et al. (2009b)).
The first nontrivial amplitudes are the real 1-gluon amplitudes in Fig. 2.1. For
emission from two outgoing lines as in e+e− Eq. (2.54), the amplitudes for emitting
a gluon of momentum k can be written
A1n = −gµǫ n · ε(k)
n · k + iǫ , A1n¯ = gµ
ǫ n¯ · ε(k)
n¯ · k + iǫ , (2.84)
where ε(k) = εA(k)TA is the polarization vector for a final-state gluon of momentum
k. Switching an outgoing line to an incoming line changes +iǫ to −iǫ. The change
occurs in the amplitude A1n¯ for DIS and in both A1n and A1n¯ for pp. These signs
are determined by the regulation of the integration limit at ±∞ in the path of the
Wilson line, as seen considering
−ig
∫ ∞
0
ds e(ik·n¯−ǫ)s = −ig −1
in¯ · k − ǫ =
g
n¯ · k + iǫ ,
ig
∫ 0
−∞
ds e(ik·n¯+ǫ)s = ig
1
in¯ · k + ǫ =
g
n¯ · k − iǫ .
(2.85)
The measurement function for one real gluon is a special case of Eq. (2.81), given by
M(ℓ1, ℓ2; k) = θ(k−−k+) δ(ℓ2)δ(ℓ1−k+) + θ(k+−k−) δ(ℓ1)δ(ℓ2−k−) , (2.86)
where k± is defined in Eq. (2.82).
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The sum over squared amplitudes in Eq. (2.79) up to O(αs) is very easily eval-
uated and gives the well-known result in the MS scheme,
S
(1)
2 (ℓ1, ℓ2) =
αsCF
π
(µ2eγE)ǫ
Γ(1− ǫ)
1
ǫ
[
ℓ−1−2ǫ1 δ(ℓ2) + ℓ
−1−2ǫ
2 δ(ℓ1)
]
, (2.87)
which does not depend on the signs of the iǫ’s in Eqs. (2.84) and (2.85).
2.4.3.3 Two-loop Soft Function
At O(α2s), an explicit computation has been given only for the e+e− soft function
Eq. (2.54) (Kelley et al. (2011); Monni et al. (2011); Hornig et al. (2011)). The
O(α2s) contributions to the soft function are given by the appropriate terms con-
tained in Eq. (2.79). The products of amplitudes contributing at this order are:
1. 2-loop virtual times tree-level (0-gluon), A(2)0 A(0)†0 ,
2. 1-loop virtual times its conjugate, A(1)0 A(1)†0 ,
3. 2-real-gluon emission times conjugated 2-real-gluon emissions, Atree2g Atree†2g ,
4. qq¯ and ghost-ghost pairs from a gluon splitting times their conjugates, Aqq¯A†qq¯
and AghostA†ghost,
5. real-gluon vacuum polarization times a 1-real-gluon emission, Avacn A†1n¯ and
Avacn¯ A†1n,
6. 1-real-gluon emission with another gluon loop times a 1-real-gluon emission,
A(1)1 A†1n,1n¯,
7. 1-real-gluon emission with a 3-gluon vertex times a 1-real-gluon emission,
AT1 A†1n,1n¯,
and their complex conjugates. The diagrams will be displayed below. All types
have been computed in Kelley et al. (2011), and we will not repeat the results for
individual classes of diagrams. To prove equivalence of the ee, ep, pp soft functions,
we will actually only need to look at diagrams in category 7 in detail, and we defer
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this to Sec. 2.4.3. The complete result of summing all O(α2s) contributions 1–7 is
summarized in Appendix A.5.
The proof does not depend on the momenta ki of the final states in Eq. (2.79),
nor on the measurement functionM(ℓ1, ℓ2; {kn}), but only on properties of the am-
plitudes Ai themselves. Therefore, our proof applies to various classes of observables
including event shapes, PT of massive particles, and exclusive observables defined
by jet algorithms even near kinematic thresholds.
2.4.3.3.1 Types of Terms at O(α2s)
In proving the equivalence, we group the seven categories of amplitudes above ac-
cording to the number of particles in the final state:
• categories 1–2: purely virtual amplitudes in Figs. 2.1 and 2.2
• categories 3–4: 2-gluon/quark emission amplitudes in Figs. 2.3 and 2.4
• categories 5–7: 1-gluon emission amplitudes in Figs. 2.5, 2.6, and 2.7
The virtual diagrams in categories 1 and 2 are scaleless and zero in DR. The 2-
gluon/quark emission amplitudes in categories 3 and 4 are manifestly real and in-
dependent of iǫ’s in the propagators. Therefore, the 0- and 2-particle amplitudes
(categories 1-4) are trivially equivalent for ee, ep, and pp . We need only examine
in detail the amplitudes belonging to the third group. For completeness, we will
discuss all 3 groups step-by-step below.
To reduce the analysis further, it is most convenient to give results for the O(α2s)
soft function in terms of the integrated or cumulative soft function,
Sc(ℓ1, ℓ2, µ) =
∫ ℓ1
0
∫ ℓ2
0
dℓ′1dℓ
′
2 S2(ℓ
′
1, ℓ
′
2, µ) . (2.88)
Then the contributions to Sc from categories 3–7 with one or two real gluons in the
final state can be written
S(2)c (ℓ1, ℓ2, µ) =
αs(µ)
2
4π2
[
R(2)c (ℓ1, ℓ2, µ) + S
(2)
NG(ℓ1, ℓ2) + c
(2)
S
]
, (2.89)
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where Rc contains µ-dependent logs associated with the anomalous dimension
Eq. (A.10), SNG contains the “non-global” terms arising from two soft gluons enter-
ing opposite hemispheres and depends non-trivially on both ℓ1, ℓ2 simultaneously,
and the last term c
(2)
S is a constant. In this form, we can deduce which pieces of
Eq. (2.89) must be equal for the ee, ep, and pp hemisphere soft functions.
The logarithmic terms in R
(2)
c in Eq. (A.24) are the same for all three soft func-
tions, ee, ep, and pp, since they have the same anomalous dimension. This follows
from the factorization theorems Eqs. (2.52), (2.64), and (2.73) in which the soft func-
tions appear. RG-invariance (that is, µ-independence) of the cross sections requires
that the anomalous dimensions
γH =
d lnH
d lnµ
, γ˜J =
d ln J˜
d lnµ
, γ˜B =
d ln B˜
d lnµ
, γ˜S =
d ln S˜2
d lnµ
, (2.90)
for the position-space jet J˜ , beam B˜ and soft S˜2 functions, satisfy a consistency
condition
γH + 2γ˜J,B + γ˜S = 0 . (2.91)
Since the hard functions for ee, ep, and pp all have the same anomalous dimension,
and the jet/beam functions likewise all have the same anomalous dimension, γ˜J =
γ˜B, the three soft functions must all have the same anomalous dimensions. Thus
the µ-dependent part of the soft function, R
(2)
c , is the same for all ee, ep, and pp .
The non-global terms in S
(2)
NG in Eq. (A.25) are also the same, since they are
entirely determined by the graphs with two real gluons, as discussed in Hornig et al.
(2011). Since these amplitudes are manifestly real, the signs of the iǫs in the eikonal
propagators do not matter, and they are the same for ee, ep, and pp .
The only terms that could potentially differ for the three soft functions are the
constant terms in c
(2)
S in Eq. (A.29). By examining the pole structure of the Feynman
diagrams that can contribute, we find in fact that they are also the same.
2.4.3.3.2 Amplitudes Contributing to O(α2s) Soft Functions
Virtual diagrams
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Figure 2.2: 2-loop virtual diagrams. The solid bubble represents gluon, fermion, or
ghost loop.
The diagrams in Fig. 2.2 are purely virtual, with no real particles in the final
state. The loop integrals in these diagrams are scaleless and thus zero in DR. This
is unaffected by the signs of the iǫ’s in the eikonal propagators, and therefore holds
for ee, ep, and pp soft functions.
2-gluon/quark emission diagrams
Figure 2.3: Diagrams for 2 real gluon emission
The diagrams in Figs. 2.3 and 2.4 all have two real gluons, quark/antiquark
or ghosts in the final state. The factors in the formula Eq. (2.79) that could differ
amongst ee, ep, and pp soft functions are the eikonal propagators, which all take the
form ∼ 1/(p+ ± iǫ) or 1/(p− ± iǫ), where p = k1, k2 or k1 + k2. For these diagrams,
each of the emitted particles is put on shell via the phase space delta functions in
the phase space measures Eq. (2.80), δ(k2i )θ(k
0
i ) where i = 1, 2. This ensures that
k±1,2 ≥ 0, and the integrals over k1,2 in Eq. (2.80) do not cross the poles in the eikonal
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Figure 2.4: Diagrams for 2 particle emission from gluon splitting. Solid and dashed
lines are quark and ghost lines respectively.
propagators. Therefore the iǫs can be dropped in these terms.
The same property holds for the gluon propagator 1/[(k1 + k2)
2 + iǫ] in each of
the diagrams in Fig. 2.4 and is the same for each of the ee, ep, and pp soft functions.
The phase space measures functions again ensure that (k1+k2)
2 ≥ 0, and the iǫ can
be dropped here as well, As the iǫs do not affect the integration, the diagrams in
Figs. 2.3 and 2.4 contribute the same, manifestly real results for the two real particle
contributions to the O(α2s) ee, ep, and pp soft functions.
1-gluon emission diagrams
The remaining diagrams to check are those with one real gluon in the final state,
in Figs. 2.5, 2.6, and 2.7.
Figure 2.5: Diagrams for 1 gluon emission: vacuum polarization loop
Vacuum polarization diagrams. The vacuum polarization diagrams in
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Fig. 2.5 have the same eikonal propagators as the single real gluon graphs at O(αs)
in Fig. 2.1. The iǫs in these propagators can be dropped because the phase space
factors δ(k2)θ(k0) in Eq. (2.80) place the momentum k flowing through the propa-
gator on shell and ensure the components in the eikonal propagators k± ≥ 0. The
uncut gluon propagator and any propagators in the bubbles in Fig. 2.5 remain the
same for ee, ep, and pp soft functions. Therefore the diagrams in Fig. 2.5 make the
same contribution to all three soft functions.
Figure 2.6: diagrams for 1 gluon emission: independent emission and virtual loop
Independent emission diagrams. The independent emission diagrams in
Fig. 2.6 with one real gluon in the final state have left over a virtual loop which is
scaleless and thus zero in DR independent of the sign of the iǫ in the propagators.
They do not contribute to any of the ee, ep and pp soft functions.
3-gluon vertex diagrams. The diagrams (A)∼(C) in Fig. 2.7 involve a loop
with eikonal propagator and we will investigate this integral carefully to show equal-
ity across the ee, ep, and pp processes.
In diagrams (2.7A) and (2.7B), both virtual gluons are attached to the same
eikonal line. The signs of the iǫs in these eikonal propagators change when flipping
Figure 2.7: diagrams for 1 gluon emission with 3-gluon vertex
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from incoming to outgoing lines. Kelley et al. (2011) observe that the loop inte-
grals associated with these diagrams are scaleless and thus zero in DR for the e+e−
soft function, when both lines are outgoing. We now provide a few details of the
argument for this and show that it is independent of the direction of the Wilson
lines.
Let us consider first the diagram (2.7B) for e+e−, where both gluons are attached
to the Y +†n Wilson line in Eq. (2.54). The associated amplitude is
AT1(B)(k) =
i
2
g3µ3ǫCA
ε+(k)
k+ + iǫ
∫
dDq
(2π)D
(2q − k)+
q+ + iǫ
1
q2 + iǫ
1
(q − k)2 + iǫ , (2.92)
where ℓ+ = n · ℓ and ℓ− = n¯ · ℓ. The two eikonal propagators containing k+ and
q+ change in the sign of iǫ for an incoming line. We can, however, evaluate the q
integral by first performing a contour integral over q−, the light-cone component not
associated with the eikonal propagators whose iǫ changes sign. The poles are q− are
at
q− =
q2⊥ − iǫ
q+
,
q2⊥ − 2k⊥ ·q⊥ − k−q+ − k2 − iǫ
(q − k)+ . (2.93)
Now, we know from the phase space integration Eq. (2.80) that k2 = 0 and that
k+ ≥ 0. These poles both lie in the lower half plane if q+ > k+. They both lie in
the upper half plane for q+ < 0. The contour integral over q− is nonzero only if
0 < q+ < k+ where the two poles are in opposite planes. Closing the q− contour in
the lower half-plane in this region, we obtain
AT1(B)(k) =
g3µ3ǫCA
4(2π)D−1
ε+(k)
k+ + iǫ
∫ k+
0
dq+
q+
(k − 2q)+
k+
(2.94)
×
∫
ddq⊥
[
q2⊥ − 2
q+
k+
q⊥ ·k⊥ +
( q+
k+
)2
k2⊥ − iǫ
]−1
,
where d = D − 2 = 2 − 2ǫ. To obtain the very last term we used the on-shell
condition k− = k2⊥/k
+ in the last propagator of Eq. (2.92). The q⊥ integrand in
Eq. (2.94) is thus a perfect square, and in DR, we obtain
AT1(B)(k) ∝
∫
ddq⊥
[(
q⊥ − q
+
k+
k⊥
)2
− iǫ
]−1
→
∫
ddq′⊥
1
q′⊥
2 − iǫ = 0.
(2.95)
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In the last step we shifted the q⊥ integration variable and obtained a scaleless in-
tegral. Note that this result is independent of the signs of the iǫs in the eikonal
propagators in Eq. (2.92) that could change between ee, ep, and pp , and also of
the actual measurement performed on the final state gluon k in Eq. (2.79). Ob-
viously the same conclusion holds for diagram (2.7A). We have thus verified that
these diagrams vanish not only for the ee soft function but also for the ep, pp soft
functions.
Now we turn our attention to diagram (2.7C), the only case where equivalence
among ee, ep, and pp diagrams is nontrivial in DR. The result for the amplitude in
diagram (2.7C) for ee can be written
AT ee1(C)(k) =
ig3µ3ǫCA
2(2π)D
∫
dDq
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ + iǫ
1
q− + iǫ
×
{
ε−(k)(2k − q)+ − ε+(k)(k + q)− − 2ε⊥ ·(k⊥−2q⊥)
}
,
(2.96)
In the O(α2s) soft function, this amplitude is multiplied by one of the one-gluon
tree-level amplitudes in Fig. 2.1, which are proportional to ε+ or ε−. Therefore,
in the sum over gluon polarizations in Eq. (2.79), the term with ε⊥ in Eq. (2.96)
vanishes, and we drop it from here on.
The remaining terms in Eq. (2.96) can be split into a scaleless, and thus zero,
part and a nonzero part. The scaleless part comes from the term in the numerator
containing (k − q)+ in the first term and q− in the second term, as each cancels
one of the eikonal propagators on the first line. Together with a change of variables
q → k − q in one of the terms, the scaleless part can be written
AT scaleless1(C) (k) =
ig3µ3ǫCA
2(2π)D
∫
dDq
q2+iǫ
1
(k−q)2 + iǫ
{
ε−(k)
q− + iǫ
− ε
+(k)
q+ + iǫ
}
= 0 .
(2.97)
This we see has the same analytic structure as the integral in Eq. (2.92) for diagram
(2.7B), and thus is scaleless and zero as in Eq. (2.95). This conclusion holds for
each of the ee, ep, and pp soft functions.
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The nonzero part of Eq. (2.96) can be written
AT ee1(C)(k) =
i
2
g3µ3ǫCA
[
ε−(k)k+ − ε+(k)k−
]
IT eeC (k) , (2.98)
where we have defined the integral
IT eeC ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ + iǫ
1
q− + iǫ
(2.99)
for the e+e− soft function. The corresponding integrals for ep and pp are
IT epC ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ + iǫ
1
q− − iǫ , (2.100)
IT ppC ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ − iǫ
1
q− − iǫ . (2.101)
Compared to e+e−, the eikonal propagator q− − iǫ in ep and both q− − iǫ and
(k − q)+ − iǫ in pp have opposite sign iǫ terms. Inserting Eqs. (2.100) and (2.101)
into Eq. (2.98) we obtain corresponding amplitudes AT ep1(C),AT pp1(C).
We must show the integrals Eqs. (2.99), (2.100), and (2.101) are equal. We will
first find that the difference IT eeC −IT epC is zero, and hence the amplitudes for ee and
ep are equal. The difference IT epC −IT ppC is nonzero and purely real. Nevertheless, at
the level of squared amplitudes in Eq. (2.79) their difference vanishes when adding
the hermitian conjugate, that is(
AT ep1(C) −AT pp1(C)
)
A†1n,1n¯ + h.c. = 0 , (2.102)
where A†1n,1n¯ is the 1-gluon amplitude given in Eq. (2.84).
First, we compute the difference IT eeC − IT epC . With the change of variable q →
k− q in Eqs. (2.99) and (2.100), everything remains the same except for the eikonal
propagators q− → (k−q)− and (k−q)+ → q+. Only the sign of the iǫ in the (k−q)−
eikonal propagator differs. In taking the difference, then, we can use the identity
1
(k − q)− + iǫ −
1
(k − q)− − iǫ = −2πi δ(k
− − q−) . (2.103)
Also using the on-shell condition k2 = 0 for the outgoing gluon, we obtain
IT eeC − IT epC =
i
2
∫
ddq⊥
(2π)D−1
1
(q⊥ − k⊥)2 − iǫ
∫ ∞
−∞
dq+
1
q+ + iǫ
1
q+k− − q2⊥ + iǫ
.
(2.104)
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Now we can do the remaining light-cone integral over q+ by contours. Both poles
in q+ are in the lower-half plane:
q+ = −iǫ , q
2
⊥ − iǫ
k−
, (2.105)
since k− ≥ 0 by the on shell condition in Eq. (2.80). Closing the contour in the
lower half plane shows the integral is zero. This establishes that
AT ee1(C) = AT ep1(C) . (2.106)
For the second equality in Eq. (2.102), the argument is slightly more involved.
The integrals in Eqs. (2.100) and (2.101) differs in eikonal propagator (k− q)+± iǫ.
In their differences we use the identity
1
(k − q)+ + iǫ −
1
(k − q)+ − iǫ = −2πiδ(k
+ − q+) , (2.107)
and obtain the difference
IT epC − IT ppC =
i
2
∫
ddq⊥
(2π)D−1
1
(q⊥ − k⊥)2 − iǫ
∫ ∞
−∞
dq−
1
q− − iǫ
1
q−k+ − q2⊥ + iǫ
.
(2.108)
This time the poles in the q− contour integral are on opposite sides of the real axis,
q− = +iǫ ,
q2⊥ − iǫ
k+
. (2.109)
The integral Eq. (2.108) is finite and non-zero:
IT epC − IT ppC =
1
2(2π)D−2
∫
ddq⊥
q2⊥ − iǫ
1
(q⊥ − k⊥)2 − iǫ
=
(4π)ǫ
8π
Γ(−ǫ)2Γ(1 + ǫ)
Γ(−2ǫ)
1
k2+2ǫ⊥
,
(2.110)
closing the q− contour in Eq. (2.108) in the upper half plane. The remaining integral
over q⊥ does not cross any poles in the remaining propagators, meaning Eq. (2.110)
is real. The prefactor in front of the amplitudes in Eq. (2.98), however, is purely
imaginary (which comes from the color factor identity fABCTATB = i
2
CAT
C where
TC is absorbed into ε±(k) = ε±C(k) T
C and will turn into real number in the polar-
ization sum). Therefore when we add the relevant products of amplitudes to their
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complex conjugates, we obtain for the contributions containing the amplitudes in
Fig. 2.7,
ST ep1(C) − ST pp1(C) = 0 , (2.111)
where
ST1(C) ≡ AT1(C)(A1n +A1n¯)† + (A1n +A1n¯)AT †1(C) , (2.112)
where A1n,1n¯ are purely real and given in Eq. (2.84).
Together Eqs. (2.106) and (2.111) establish the final result that the total per-
turbative soft functions for ee, ep, and pp are equal up to O(α2s):
S
(2)ee
2 = S
(2)ep
2 = S
(2)pp
2 . (2.113)
We have examined all the diagrams that could contribute to the O(α2s) soft functions
in Eq. (2.113) and found that their contributions to the soft function are equal for
ee, ep, and pp .
In Appendix A.5 we provide an explicit computation of the contribution of dia-
gram (2.7C) to the O(α2s) soft function. The result was given in Kelley et al. (2011)
for e+e− without sufficient details to verify easily whether the result is the same for
ep and pp. We provide our own derivation of the results for e+e−, ep and pp, also
confirming as observed above that the amplitudes all have a nonzero imaginary part
which is the same for e+e−, ep but opposite sign for pp:
ITC (k) =
i
16π2
(4π)ǫΓ(1 + ǫ)(k2⊥)
−1−ǫ
×
[
2
ǫ2
− π2 − 4ζ3ǫ+ π
4
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ǫ2 ± iπ
(2
ǫ
− π
2
3
ǫ− 4ζ3ǫ2
)]
,
(2.114)
where the +iπ sign is for ee, ep and −iπ is for pp. The ±iπ terms cancel in the sum
over complex conjugate diagrams in the soft function, giving the result Eq. (2.113).
2.4.3.4 Gluon-soft Functions
So far, our discussion has focussed on quark soft functions, the building blocks of
which are Wilson lines with gluon fields in the fundamental representation, Aµ(x) =
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Aaµ(x) T
a. Wilson lines for gluon soft functions are defined in terms of the adjoint
representation, with the gluon field written as
Aµ(x) = A
a
µ(x) T a , (T a)bc = −i fabc . (2.115)
For example, the counterpart of the out-going Wilson line Y †n (x) in Eq. (2.116) is
Y†n(x) = P exp
[
ig
∫ ∞
0
ds n ·Aas(ns+ x) T a
]
. (2.116)
Since the gluon soft functions differ from quark soft functions only in color factors,
most of the proofs in Sec. 2.4.3 apply to the gluon soft functions. The exception
is Eq. (2.111) where we used that the color factor i CA/2 multiplying Eq. (2.98) is
purely imaginary. This factor could differ for the gluon-soft functions.
The color factors in the amplitude AT1(C) for quark and gluon Wilson lines are
AT1(C)
∣∣
color
=
f
ABCTATB = i
2
CA T
C , for quark
fABCT AT B = i
2
CA T C , for gluon.
(2.117)
These factors differs only in the color matrices TC and T C . In Eq. (2.98), TC was
absorbed into the polarization vector ε±(k) = ε±C(k) T
C . Other than the substitution
ε± = ε±C T C , the amplitude for a gluon Wilson line has the same form. Because the
color factor remains pure imaginary, the argument used to obtain Eq. (2.111) is
valid also for gluon Wilson lines, and the equality at O(α2s) in Eq. (2.113) also holds
for the gluon soft functions.
2.4.3.5 Multi-jet Soft Functions at O(α2s)
We can extend our discussion on the equality of ee, ep, and pp soft functions to
multi-jets functions defined by more than 2 Wilson lines. A generic form of the
multi-jet soft function can be written as
Smulti-jet = 〈0| T¯ [Y †n¯ Yˆ†Yn(0)]MˆT [Y †n YˆYn¯(0)] |0〉 , (2.118)
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Figure 2.8: Examples of O(α2s) diagrams with 3 Wilson lines (A and B) and 4
Wilson lines (C) involved. Dots represent Wilson lines not emitting soft gluons.
where Yˆ is a product of Wilson lines for outgoing q, q¯, or g and Mˆ is a measurement
operator that measures momenta of final state particles4.
The Wilson lines Yn¯ and Y
†
n in Eq. (2.118) are different for three collisions
ee, ep, and pp as in Eqs. (2.55), (2.68), and (2.76), while the product Yˆ remains the
same for different collisions. Therefore, differences in multi-jet soft functions should
come from differences in Wilson lines Yn¯ and Y
†
n . The differences are trivially zero
for tree diagrams and for any loop diagrams not involving eikonal propagators from
Yn¯ and Y
†
n . The non-trivial diagrams to investigate are the loop diagrams involving
eikonal propagators on one or two of Yn¯ and Y
†
n , which we call relevant diagrams or
relevant loops.
At O(αs) diagrams for multi-jets are essentially same as those in Fig. 2.1 except
that the n and n¯Wilson lines are replaced by any of the Wilson lines in Eq. (2.118).
These relevant diagrams are purely virtual and zero in DR. The 1-gluon real dia-
grams are equal by the same arguments as above.
Similarly, diagrams at O(α2s) include all amplitudes in Sec. 2.4.3.1 with n and
n¯ lines replaced by n1 and n2 lines, which are any of 2 lines in Eq. (2.118) and
also include amplitudes with 3 and 4 Wilson lines as shown in Fig. 2.8(B) and (C).
Diagrams with 3 and 4 Wilson lines involve only virtual loops and are zero in DR.
Among the diagrams in Sec. 2.4.3.1 the relevant diagrams are Figs. 2.2, 2.6, and 2.7.
4Here, we use the measurement operator for simplicity of expression. Instead, as in Eq. (2.54) a
measurement function in terms of final momenta can be used by inserting the sum of final states.
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The diagrams in Figs. 2.2 and 2.6 involve purely virtual loop and are zero in DR as
described in Sec. 2.4.3.3.2. The amplitude 2.7(B) with an n1 Wilson line is
AT1(B)(k; δ1) =
i
2
g3µ3ǫCA
n1 ·εC(k) tC
n1 ·k + δ1
∫
dDq
(2π)D
n1 ·(2q − k)
n1 ·q + δ1
1
q2 + iǫ
1
(q − k)2 + iǫ
= 0 , (2.119)
where tC = TC for q/q¯ or tC = T C for g Wilson lines. δ1 = ±iǫ when the n1 line is
an outgoing/incoming q, q¯, g line.
The integral in Eq. (2.119) is exactly same as the integral in Eq. (2.92) with
q+, k+ replaced by n1 ·q, n1 ·k and iǫ replaced by δ1. Hence, after the n2 ·q contour
integral, we obtain the scaleless q⊥ integral as in Eq. (2.95), which is zero in DR.
This result is independent of δ1 = ±iǫ and valid for the ee, ep, and pp soft functions.
The amplitude 2.7(A) is also zero in DR for the three collisions.
The amplitude 2.7(C) with Wilson lines n1 and n2 is given by
AT1(C)(k; δ1, δ2) = −∆
g3µ3ǫ
(2π)D
fABCtAa1a2t
B
a3a4
×
∫
dDq
q2+iǫ
1
(k−q)2 + iǫ
1
n1 ·(k − q) + δ1
1
n2 ·q + δ2
×
[
n1 ·(2k − q)n2 − n2 ·(k + q)n1 + n1 ·n2 (k⊥ − 2q⊥)
]
·εC(k) ,
(2.120)
where, independent of the process, ∆ = +1 when the n1,2 Wilson lines are outgoing
q or g or both are outgoing q¯ and ∆ = −1 otherwise. The color matrix tAab = TAab
or T Aab for q/q¯ or g Wilson lines, respectively. Unlike Eq. (2.96), the color factor
in Eq. (2.120) is not simplified because the multi-jet soft function Eq. (2.118) is
usually a matrix in color space that can only be simplified once the color structure
of the hard coefficient is specified. In the eikonal propagators, δ1,2 = ±iǫ for an
outgoing/incoming line so that the pair (δ1, δ2) is one of four combinations:
(δ1, δ2) ∈ {(+iǫ, +iǫ), (+iǫ, −iǫ), (−iǫ, −iǫ), (−iǫ, +iǫ)}. (2.121)
The first 3 combinations have the same sign iǫ terms as in Eqs. (2.99), (2.100), and
(2.101). The last, (−iǫ, +iǫ), is the same as Eq. (2.100) upon changing variables
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q → k − q and directions n1 ↔ n2. Therefore, the differences of q integrals between
the (+iǫ, +iǫ) and (+iǫ, −iǫ) cases and between the (+iǫ, +iǫ) and (−iǫ, +iǫ) cases
vanish for the same reason as in Eq. (2.104):
AT1(C)(k; +iǫ,+iǫ) = AT1(C)(k; +iǫ,−iǫ) = AT1(C)(k;−iǫ,+iǫ). (2.122)
In the e+e− soft function, the n1,2 lines are always outgoing and (δ1, δ2)ee =
(+iǫ,+iǫ). In the ep soft function, n2 can be either incoming or outgoing while
n1 is outgoing, implying (δ1, δ2)ep = (+iǫ,±iǫ). In the pp soft function, n1,2 can be
incoming or outgoing and all 4 combinations in Eq. (2.121) are possible. Therefore,
the difference between amplitudes for e+e− and ep is always zero by Eq. (2.122),
which proves equality of the e+e− and ep soft functions for multi-jet final states at
O(α2s):
S
(2) ee
multi-jet = S
(2) ep
multi-jet . (2.123)
To prove the last equality S
(2) pp
multi-jet = S
(2) ep
multi-jet, we consider the difference between
amplitudes for the (+iǫ, −iǫ) and (−iǫ, −iǫ) cases in Eq. (2.121) is non-zero as in
Eq. (2.108),
AT1(C)(k; +iǫ,−iǫ)−AT1(C)(k;−iǫ,−iǫ) = −∆ g3µ3ǫ fABCtAa1a2tBa3a4
Γ(−ǫ)2Γ(1 + ǫ)
Γ(−2ǫ)
× [n1 ·k n2 − n2 ·k n1] · ε
C(k)
n1 ·n2 (4π)1−ǫ
1
k2+2ǫ⊥
, (2.124)
and the difference between ep and pp amplitudes is nonzero. Above, we used that
the color factor of the amplitude product AT1(C)A†1n,1n¯ is pure imaginary so that the
non-vanishing term in Eq. (2.108) cancels when adding the complex conjugate.
The color matrices can be reduced to numbers in all of the soft functions involving
q q¯ g Wilson lines whether there are 1, 2 or 3 jets, because the hard coefficient has
a simple color structure: (CH)
a
αβ = T
a
αβ, where α , β, and a are color indices of
the three partons qα q¯β ga, respectively. Then, the color factor of amplitude product
AT1(C)A†1n3 multiplied by (CH)aαβ can be written as (CH)aαβ fABCtAa1a2tBa3a4tCa5a6 , where
unmatched color indicies α, β, ai are properly contracted when the color charges
tA,B,C of 3 vertices on the qq¯g Wilson lines. The 3 gluons from 3-gluon vertex in
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diagram 2.7(C) can be attached on qq¯g Wilson lines in 7 different ways: qq¯g, qgg,
q¯gg, qqg, q¯q¯g, qq¯q¯, and q¯qq. (We exclude cases like qqq, q¯q¯q¯, ggg, which are associated
with diagrams 2.7(A) and 2.7(B) and the amplitudes of which are zero in DR.) The
color factors of the 7 configurations as
qq¯g : fABCTACeHT
BT Cae = 0CaH ,
qgg : fABCTACeHT BfeT Caf = +i
(
CA
2
)2
CaH ,
q¯gg : fABCCeHT
AT BfeT Caf = −i
(
CA
2
)2
CaH ,
qqg : fABCTATBCeHT Cae = −i
(
CA
2
)2
CaH ,
q¯q¯g : fABCCeHT
BTAT Cae = −i
(
CA
2
)2
CaH ,
qqq¯ : fABCTATBCaHT
C = −i (CA
2
) (
CA
2
− CF
)
CaH ,
q¯q¯q : fABCTACaHT
BTC = −i (CA
2
) (
CA
2
− CF
)
CaH ,
where T bac = i fabc is the adjoint representation. Therefore, the color factors are pure
imaginary and the qq¯g soft functions for ee, ep, and pp are all equal up to O(α2s).
S
(2) ee
qq¯g = S
(2) ep
qq¯g = S
(2) pp
qq¯g . (2.125)
One can play similar game for other multi-jet soft functions once the color structure
of their hard coefficients are known. If their color factors reduce to imaginary
numbers, the equality of ep and pp soft functions is proved. Even if the color factors
are not imaginary, it is straightforward to calculate differences between ep and pp
soft functions by using Eq. (2.124).
2.4.3.6 Equality of Soft Functions at O(α3s)
In this section we show equality of the soft functions for the three processes e+e−, ep
and pp at O(α3s).5 The amplitudes at O(α3s) include 3-emission, 2-emission with
1-loop, 1-emission with 2-loop, and 3-loop virtual amplitudes.
The 3-emission amplitudes have the same eikonal propagators for e+e−, ep, and
pp because the iǫ in the propagators can be dropped. The 3-loop virtual loop is zero
in DR. The nontrivial pieces to check are the 1- and 2-emission amplitudes.
5This section is based on unpublished work in collaboration with D. Kang.
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Figure 2.9: Two-loop non-vanishing diagrams for single soft gluon emission
(Li and Zhu (2013)).
2.4.3.6.1 1-emission 2-loop contribution
The result for single-gluon emission with 2 loops is (Li and Zhu (2013))
εµ(k)Aµg−2loop(k) = −S(2)12 (k) =
(αs
4π
)2
e2iπσ12ǫ
(
µ2
k+k−
)2ǫ
f(k±, µ), (2.126)
where σ12 = −1 for pp and σ12 = +1 otherwise (e+e− and ep). f(k±, µ) is a real-
valued function depending also on the DR parameter ǫ and Nc, Nf . Therefore the
amplitudes for the diagrams in Fig. 2.9 are the same for e+e− and ep
ε(k) · Aeeg−2loop(k) = ε(k) · Aepg−2loop(k) . (2.127)
The difference between ep and pp amplitudes is purely imaginary, and after adding
the complex conjugate, vanishes
(Aepg−2loop −Appg−2loop)An,n¯†1R + h.c. = 0 . (2.128)
The square of the 1-loop 1-emission amplitude |AT |2 also contributes at O(α3s).
The difference between e+e− and ep is zero, because the imaginary part of these
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(2R ) (2S)
Figure 2.10: 2-emission tree-level diagrams interfering with the 1-loop diagrams in
Fig. 2.11 at O(α3s).
amplitudes are the same with opposite sign: ImAepT = −ImAppT . Therefore, |AeeT |2 =
|AepT |2 = |AppT |2.
2.4.3.6.2 2-emission 1-loop contribution
The 2-emission with 1-loop results were obtained in Li et al. (2014) for Higgs boson
and Drell-Yan at threshold resummation, corresponding to the pp soft function with
a measurement of the final-state energy. However, we also need the results for e+e−
and ep to compare. In this part, we study the differences between e+e−, ep and pp
in the amplitudes for the 2-emission with 1-loop diagrams. There are 5 types of
nontrivial diagrams classified by number and type of vertices:
1. single 3-gluon vertex
2. two 3-gluon vertices
3. single 4-gluon vertex
4. 2 emissions plus an independent loop with no 3- and 4- gluon vertex
5. qq¯ emission with 1- and 2-current vertices
Fig. 2.11 shows all non-vanishing diagrams listed above in Feynman gauge and in
DR scheme.
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Figure 2.11: 1-loop 2-emission diagrams
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As was true at O(α2s), we find that the difference between the e+e− and ep
amplitudes is zero for all the diagrams in Fig.2.11,
Aeei (k1, k2)−Aepi (k1, k2) = 0 (2.129)
where index i run over the individual diagrams in Fig.2.11 and k1 and k2 are mo-
menta of the final states. The differences between ep and pp diagrams are nonzero.
For convenience we rewrite the amplitudes in terms of color and momentum depen-
dent parts as
Ai(k1, k2) =
ε
α
µ(k1)ε
β
ν (k2)C
αβ
i A
µν
i (k1, k2) for gg emission
u¯(k1)CiAi(k1, k2)u(k2) for qq¯ emission.
(2.130)
Cαβi and Ci are color factors, and A
µν(k1, k2) and Ai(k1, k2) contain the dependence
on the final momenta k1,2. α, β are color indices of the final gluons. The color index
for the quark and antiquark in the matrix C and on the spinors u, u¯ and spinor
index are implicit, following common convention. In ep and pp, the color factors are
the same and only the As differ. Full expressions for C and the differences Aep−App
are given in the appendix.
The amplitudes in Fig.2.11 are multiplied by the tree-level amplitudes Atreei in
Fig. 2.10, which also can be written in the same form of Eq. (2.130) in terms of a cr
factor Ctreej and momentum-dependent function A
tree
j , with j labelling the diagram
in Fig. 2.11. The differences between products of amplitudes become
Tr[Atree †j (Aepi −Appi )] =
Tr[C
tree,ba
j C
ab
i ]A
tree
j µνA
µν
i
Tr[Ctreej Ci] tr[A
tree
j /k1Ai/k2] .
(2.131)
The momentum-dependent parts Atreej µνA
µν
i and tr[A
tree
j /k1Ai/k2] are real-valued as
shown by their explicit expressions in the appendix and the fact that the trace of
Dirac matrices is real-valued.
For gg emission, the color factor Ctree,abj contains the structure T
aT b, T bT a and
for qq¯ emission the color part Ctree klj is T
a
kl T
a where k, l are quark color indices. All
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possible color factors can be enumerated:
1
Nc
Tr[Cabi T
aT b] ∈
{
− i
2
CAC
2
F ,
i
4
C2ACF ,− i2C2ACF , i4CF ,
i
4
CF/C
2
A ,
i
4
CF (1 + C
2
A)/C
2
A , 0
}
, (2.132)
1
Nc
Tr[Cabi T
bT a] ∈
{
i
2
CAC
2
F ,± i4C2ACF ,− i2C2ACF ,± i4CF ,
i
4
CF/C
2
A ,− i2CF/C2A
}
, (2.133)
1
Nc
Tr[Ckli T
a
klT
a] ∈
{
− i
4
CACF ,
i
2
CF/CA
}
. (2.134)
for all diagrams i ∈ A,B,C in Fig. 2.8. All color factors are purely imaginary, hence
Eq. (2.131) is purely imaginary. Adding Eq. (2.131) to its hermitian conjugate, we
see the difference between ep and pp vanishes
Tr[Atree †j (Aepi −Appi )] + h.c. = 0 , (2.135)
for all i and j.
Therefore, for all diagrams including tree-level 3-emission, 1-loop 2-emission,
2-loop 1-emission and 1-loop 1-emission squared, the differences between
ee, ep, and pp all vanish at the level of squared amplitudes, and we conclude the
O(α3s) hemisphere soft functions are same the for ee, ep, and pp
S(3)ee (k1, k2, k3) = S
(3)
ep (k1, k2, k3) = S
(3)
pp (k1, k2, k3) (2.136)
In Appendix B.2, we prove the soft function associated with single-jet-axis event
shape variables is universal to all orders in αs. It is natural to expect the hemisphere
soft function, generalizing this event shape only slightly by an additional jet axis,
should also be universal to all orders in αs. To complete such a proof, it suffices to
show that the hemisphere soft function is time-reversal invariant (corresponding to
the incoming versus outgoing hadron jets in e+e−, ep and pp). If so, we can further
conclude that it is only sensitive to the total energy in the soft radiation sector and
the requirement of color neutrality across the jets.
This concludes the study SCETI in this dissertation, and we move now to the
conditions addressed by SCETII .
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2.5 SCETII and Semi-inclusive Processes
In collisions near the elastic limit, known as semi-inclusive processes, there is a long-
existing issue of a large logarithm arising from the large separation of scales between
the initial state center-of-mass energy and the final state radiation. In electron-
proton scatttering, the elastic limit is easily understood as the limit in which the
transferred momentum in the center-of-mass frame only changes the momentum
of the proton, rather than breaks it into pieces. Studying the DIS process near
this limit improves our understanding of the hadronization process and confinement
phenomenon, because it connects parton-level inelastic scattering (away from the
elastic limit) to the region where the proton recoil involves only emission of hadrons.
Using the second version of soft-collinear effective field theory, SCETII , I show
how to resolve this issue in deep-inelastic scattering and proton-proton scattering
near the elastic limits, both theoretically and phenomenologically. I discuss two
applications of resumming these semi-inclusive rapidity logarithmic corrections: the
parton fragmentation function near the elastic limit and the long-distance initial
state radiation in vector boson fusion. To start, I provide the basics to address these
issues: an introduction to SCETII and rapidity regulators with a side application,
resumming rapidity logarithmic corrections in the transverse momentum-dependent
parton distribution function.
2.5.1 Rapidity Divergences and Logarithmic Corrections in SCETII
In this section, I first discuss the origin of the specific type of large logarithm as-
sociated with semi-inclusive processes, namely rapidity logarithms. Second, I will
give the general prescription for resumming such logarithms. Third, I will use the
η-regulator method to discuss the transverse momentum distribution (TMD) in
Drell-Yan processes and demonstrate how rapidity logarithms are resummed. The
introduction to rapidity divergences and the η-regulator are based on Chiu et al.
(2012a).
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2.5.1.1 The Origin of Rapidity Divergences
Effective field theories, such as SCETI and HHχPT, together with the standard
RGE aid the treatment of large logarithms that arise from fixed scales such as
masses. However less inclusive observables could contain large logarithms involving
kinematic factors, e.g. large hierachies emerging when investigating corners of phase
space. One example in Drell-Yan processes is jet broadening (Catani et al. (1992);
Dokshitzer et al. (1998)).
The traditional EFT approach, in which the RGE sums large logarithms that
have been re-expressed as arising from UV divergences, is not suited for these
large kinematic logs. In particular, the standard RGE cannot be applied when
the EFT contains several fields on the same invariant mass hyperbola, as in
SCETII (Bauer et al. (2003b)) in which the light-like momenta scale according to
Eq. (2.26): soft momenta ∼ (λ, λ, λ) and collinear ∼ (1, λ2, λ). With such scaling
one encounters a divergence from large rapidity instead of UV or IR divergences
(Manohar and Stewart (2007)). Such rapidity divergences are discussed under dif-
ferent guises in the context of transverse momentum distribution functions and
Sudakov form factors (see Collins and Tkachov (1992); Collins and Soper (1981);
Collins (2008)).
Rapidity divergences emerge from the momentum region with large k+/k− (or
k−/k+) but fixed invariant mass k2. Since these divergences do not appear in full
theory they are not associated to IR divergences, and because they arise at both the
upper and lower bounds of the momentum integral, they are also not UV in nature.
This type of divergence originates in the eikonal propagators that are the leading
order in the multipole expansion in the effective theory (Grinstein and Rothstein
(1998)). In addition, although rapidity divergences appear in factorized IR sectors,
the sum of EFT sectors is free from rapidity divergences (collinear or soft). This
implies that rapidity divergences are an effect of factorization that are indispensable
to summing large logarithms and saving perturbation theory.
Only some QCD observables give rise to rapidity divergences in SCET. Rapidity
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divergences appear in observables receiving important contributions from degrees of
freedom carrying similar invariant mass but very different rapidities. With pT ≪ Q,
we replace pT with µL above and large rapidity logarithms appear that need to
be resummed. However, rapidity divergences can also arise in exclusive processes,
and I will address those associated with the end point singularity, pointed out by
Manohar and Stewart (2007).
2.5.1.2 Zero-Bin Subtractions and Rapidity Divergences: SCETI vs
SCETII
As is customary for EFT, scale separation in SCET occurs at Lagrangian level, which
systematizes the power counting by introducing operators with definite scaling in
powers of µL/Q with µL some relevant low energy scale. To achieve clean separation
of scales, we introduced a dynamical label formalism (Luke et al. (2000)), applied
to SCET in Bauer et al. (2001) in which the full QCD field is written as
ψ(x) =
∑
n·p,p⊥
e−i(n·p)(n¯·x)+ip⊥·x⊥ξn·p,p⊥(x) . (2.137)
This ensures derivatives scale as λ2 when acting on ξ. Instead of an integral, in
Eq. (2.137) we have a sum over bins that tesselate the space of large momenta
and whose size scales with the residual momentum ∼ λ2. Lagrangian interactions
can alter the large momentum components of fields, e.g. in splitting of collinear
gluons, meaning there are loops in Feynman diagrams in which labels must be
summed over. In the loop integral, we encounter regions of this summation where
labels become parametrically small and modes start to overlap each other. This
overlap obscures the physics underlying the EFT computations. The overlap is
explicitly removed by studying diagrams of a particular mode, expanding the mode-
sum around the overlap region, and subtracting their contribution to the complete
integral. In SCETI , this ‘zero-bin’ subtraction is equivalent to dividing by the
matrix element of Wilson lines in pQCD factorization formulas (Collins (1989)),
which can generally be identified with the reciprocal of the soft function in SCET
factorization theorems (Lee and Sterman (2007); Idilbi and Mehen (2007a,b)).
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For SCETI all modes have parametrically different virtualities (except collinear
modes in different directions), and all divergences are regulated using dimensional
regularization or off-shellness. Zero-bin subtractions are applied relatively easily to
remove any double counting, and consequently SCETI is not plagued by rapidity
divergences.
For transverse momentum distributions with pT ≪ Q or similar observables, one
must take into account real radiation with momentum scaling (p⊥, p⊥, p⊥). Consid-
ering p⊥ the infrared scale, collinear momentum scales as (Q, p2⊥/Q, p⊥) and both
soft and collinear modes have the same invariant mass, which is SCETII scaling
Eq. (2.26). Here too, label and residual momentum regions can overlap in loop in-
tegrals, necessitating zero-bin subtractions. However, the soft and collinear modes
are distinguished only by a boost, i.e. relative rapidity. To factorize physical ob-
servables, one must break the boost invariance of the operators to differentiate
between different sectors. Consequently factorization in SCETII will lead to addi-
tional divergences in sectors that are not regulated by dimensional regularization
or off-shellness (Beneke and Feldmann (2004)) and will not cancel within the sector
as in SCETI . This non-cancellation changes the renormalization group evolution,
but also enables resummation of rapidity logarithms. To approach such logarithms,
zero-bin subtraction is a possible but not quite convenient regulator.
2.5.1.3 Rapidity Divergences in SCETII
For a concrete example, consider the one-loop correction to emission of a massive
gauge boson, in the frame where the boson momentum is purely space-like and the
transverse momenta of the incoming and outgoing fermion can be set to zero. This
vertex correction is written as a Sudakov form factor, which is factorized in SCET
as follows (Bauer et al. (2011))
u¯(pn)γ
⊥
µ u(pn¯)F (Q
2,M2) ≈ 〈pn| ξ¯nWnS†nγ⊥µ C(n · P, n¯ · P)Sn¯W †n¯ξn¯ |pn¯〉
= H(Q2, µ)Jn(M ;µ, ν/Q)γ
⊥
µ Jn¯(M ;µ, ν/Q)S(M ;µ, ν/M)
(2.138)
83
where ≈ means equality at leading power in λ. The functions Jn, Jn¯ and S are
SCETII matrix elements
S(M ;µ, ν/M) = 〈0|S†S |0〉
Jn(M ;µ, ν/Q) = 〈pn| ξ¯nWn |0〉
Jn¯(M ;µ, ν/Q) = 〈0| W¯ †n¯ξn¯ |pn¯〉 (2.139)
where S and W are Wilson lines of soft and collinear degrees of freedom.
Dispensing with the Dirac structure, the loop integral in the fully theory is
If =
∫
[dnk]
1
k2 −M2
1
(k2 − (n · k)(n¯ · p1) + iǫ)
1
(k2 − (n¯ · k)(n · p2)− iǫ) (2.140)
which is finite in both UV and IR regions. The EFT separates it into three contri-
butions: two collinear integrals In,n¯ both in the form
In =
∫
[dnk]
1
(k2 −M2)
1
(k2 − (n · k)(n¯ · p1)− iǫ)
1
(−n¯ · k + iǫ) , (2.141)
and a soft integral resulting from the limit kµ → (M,M,M) in light-cone coordi-
nates,
IS =
∫
[dnk]
1
(k2 −M2)
1
(−n · k + iǫ)
1
(−n¯ · k + iǫ) . (2.142)
As the full theory diagram is infrared finite, so must be the sum of EFT diagrams.
Integrating the soft diagram over k⊥,
Is ∼
∫
[d2k]((n · k)(n¯ · k)−M2)−2ǫ 1
(−n · k + iǫ)
1
(−n¯ · k + iǫ) (2.143)
shows that (n · k)(n¯ · k) ∼M2 is the relevant region of phase space. This hyperbola
is shown in Fig. 2.12. The integral is scaleless away from the hyperbola, and the
divergence arises when (n · k)/(n¯ · k) → ∞ or → 0. These limits correspond to
rapidity divergences that occur when the soft integral overlaps with the two collinear
rapidity regions and they are not regulated by dimensional regularization, which only
regulates the divergence from the invariant mass hyperbola going to infinity. The n-
collinear integral contains only one divergence arising from the limit (n ·k)/(n¯ ·k)→
∞. Similarly the n¯-collinear diagram diverges only in the limit with (n·k)/(n¯·k)→ 0.
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Figure 2.12: The mass-shell hyperbola separating different sectors
(Manohar and Stewart (2007); Chiu et al. (2012a)). Arbitrariness in separa-
tion between soft and collinear modes leads to rapidity divergences. The two
distinct rapidity UV divergences arising from soft sector must cancel one rapidity
IR divergence from each collinear sector.
Each divergence is associated to a rapidity-separation between soft and collinear
sectors.
There are now a variety of methods to regulate rapidity divergences. We will
explain the η-regulator (Chiu et al. (2012b)) and ∆ regulator (Chiu et al. (2009b)),
which we will use in our calculations later in this thesis.
2.5.1.3.1 η-Regulator Scheme for Rapidity Divergences
Since effective field theories are designed to resum large logarithms it is beneficial
to regulate the theory in a way that manifests the renormalization group evolution.
This is achieved efficiently by a rapidity regulator analogous to dimensional regu-
larization suggested by Chiu et al. (2012b). The rapidity regulator is applied by
rewriting the mometum space Wilson line as
Wn =
∑
perms
exp
[
− gw
2
n¯ · P
|n¯ · Pg|−η
ν−η
n¯ · An
]
(2.144)
Sn =
∑
perms
exp
[
− gw
n · P
|2Pg3|−η/2
ν−η/2
n ·As
]
(2.145)
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The new parameter ν acts as a rapidity cut-off. Pµ is the momentum operator and
since |2P3| → |n¯ · P| in the collinear limit the longitudinal momenta are in principle
regulated. The power of η differs between soft and collinear Wilson lines, with the
correct power determined by requiring cancellation of rapidity divergences to all
orders. The parameter w acts like a coupling constant to facilitate derivation of the
RGE and is taken to 1 at the end.
The effective theory with the above regulators exhibits divergences in both η → 0
and ǫ → 0 (from dimensional regularization) limit. The order of limits is essential.
The proper order, considering the origin of rapidity divergences, is first η → 0 then
ǫ → 0 such that η/ǫn → 0 for all n > 0. This ordering ensures the rapidity cut-off
remains on a fixed invariant mass hyperbola when the limit is taken.
2.5.1.3.2 ∆-Regulator Scheme for Rapidity Divergences
The ∆-regulator is defined by rewriting propagator of particle i as
1
(pi + k)2 −m2i
→ 1
(pi + k)2 −m2i −∆i
(2.146)
This is equivalent to a shift in the particle mass and hence can be carried out at the
level of Lagrangian. The on-shell condition will still be p2i = m
2
i . The corresponding
collinear Wilson lines are given by
Wn =
∑
perm
exp
[
− g
n¯ · P − δ1 n¯ ·An
]
W †n¯ =
∑
perm
exp
[
− g
n · P − δ2n ·An¯
]
, (2.147)
while the soft Wilson lines are given for DIS by
Y˜ †n¯ =
∑
perm
exp
[
− g
n · Ps − δ2 + i0 n¯ · As
]
Yn =
∑
perm
exp
[
− g
n¯ · Ps − δ1 − i0n · As
]
(2.148)
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and for Drell-Yan process by
Y˜ †n =
∑
perm
exp
[
− g
n · Ps − δ2 − i0 n¯ · As
]
Yn =
∑
perm
exp
[
− g
n¯ · Ps − δ1 − i0n · As
]
, (2.149)
where δ1 = ∆1/p
+, δ2 = ∆2/p
− with p± the n, n¯ direction component of collinear
momentum.
In SCET, the denominator of a collinear propagator is replaced according to
Eq. (2.146). If particle j couples with a collinear gluon in direction ni and goes
off-shell, we have
1
(pi + k)2 −m2j −∆j
→ 11
2
(n¯i · k)(n¯j · pj)(ni · nj)−∆j , (2.150)
with momentum k being n-collinear. Corresponding to this shifted denominator in
the collinear propagator, the denominator of the eikonal gluon line must be shifted
ǫ · nj
k · nj →
ǫ · n¯i
k · n¯i − δj,ni
, δj,ni ≡
2∆j
(ni · nj)(n¯j · pj) . (2.151)
After the zero-bin subtraction, the particle index (j-dependence) in the shifts δj,ni
disappears, and one can combine ni-collinear gluon emission from different particles
into a single Wilson line in n¯i direction. Thus combining the ∆-regulator with the
zero-bin subtraction completes the separation of soft and collinear modes in SCETII
integrals.
2.5.1.4 Rapidity Renormalization Group
The η-regulator has the advantange of a simple form of RGE. We continue with the
example of the Sudakov form factor in Eq. (2.138). The RGE follow from the set of
equations true for any observables:
d
d ln[µ]
(Jn, S)
bare =
d
d ln[ν]
(Jn, S)
bare = 0 . (2.152)
In addition, the scales µ and ν are independent of each other, implying that[
d
d ln[µ]
,
d
d ln[ν]
]
= 0 . (2.153)
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The anomalous dimensions are given by
γn,Sµ = −Z−1n,S
(
∂
∂ ln[µ]
+ β
∂
∂g
)
Zn,S , (2.154)
γn,Sν = −Z−1n,S
∂
∂ ln ν
Zn,S , (2.155)
and from Eq. (2.153) it follows that(
∂
∂ ln[µ]
+ β
∂
∂g
)
γν =
d
d ln[ν]
γµ = ZΓcusp , (2.156)
a restriction holding for all observables of interest. The last step is due to the
fact that µ-anomalous dimension is consistent with the hard anomalous dimension,
and the latter is linear in the logarithm with coefficient Γcusp. The value of the
integer coefficient Z is determined by whether one considers amplitude or squared-
amplitude and for Sudakov form factor is 1 or 2. Due to the fact that the hard
function is independent of ν, we have the universal relation between the collinear
and soft anomalous dimensions
−2Zc = ZS (2.157)
which will be revisited in later chapters.
Renormalization group equations
µ
d
dµ
(Jn, S) = γ
n,S
µ (Jn, S) ,
ν
d
dν
(Jn, S) = γ
n,S
ν (Jn, S) . (2.158)
can be now applied to resum large logarithms arising from both large invariant mass
ratios and rapidity ratios. The evolution in µ − ν parameter space is independent
of path thanks to Eq. (2.156). Nonetheless one must be careful when solving the ν
renormalization group flow since γν contains a term α
n
s (µ)(ln(µ/M))
m with m ≤ n.
For example Fig. 2.13 shows that one loop results will be accompanied by a product
of logarithms
∑
n(β0αs ln(µ/M))
n that can be large and needs to be resummed
when e.g. µ≫M . One can show this by solving Eq. (2.156) to a required order in
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Figure 2.13: Contributions to anomalous dimension γν from renormalization of cou-
pling. Note this is not present in the fixed order one-loop result.
perturbation theory:
γν =
∫ lnµ
d ln(µ′)
d
d ln(ν)
γµ(µ
′) + const.
∝
∫ lnµ
d ln(µ′)Γcusp(µ′) + const. , (2.159)
where the integration constant is determined by the fixed-order anomalous dimen-
sion and correponds to its non-cusp part. (In our case, the non-cusp piece vanishes
at 1-loop order.) Eq. (2.159) determines entirely the logarithmic structure of γν to
all orders in perturbation theory (expanded with respect to αs(µ)) and therefore
provides validation for higher order computation. γν in its integrated form resums
the diagrams renormalizing the coupling. In the Abelian case these diagrams are
given by bubble chains in Fig. 2.13.
In our example of the Sudakov form factor, there are large logarithms in γν
besides rapidity logarithms that need to be resummed when µf ≫ M . The RG
evolution is depicted in Fig. 2.14 where U, V are evolution factors in µ, ν respectively
and µi, νi are scales for initial conditions, e.g. U(µf , µi; νa) means evolving from µi
to µf along a path with fixed ν = νa. When evolution is traced through path 1
shown in Fig. 2.14 with µi ∼ νi ∼ M ≪ µf ∼ νf , we evolve µ first and ν last and
can use fixed order form of γν . Along path 2 in Fig. 2.14, we evolve ν first and
µ last and the integrated form Eq. (2.159) is necessary. Since µ- and ν-evolutions
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Figure 2.14: The two choices of evolution paths in µ−ν space which give equivalent
results due to commutativity of the two evolutions (Chiu et al. (2012a)).
commute we have
V (νf , νi;µf)U(µf , µi; νi) = U(µf , µi; νi)V (νf , νi;µf) (2.160)
Note that the resummed form of γν must be used when computing V (νf , νi;µf) to
ensure the above relation.
It is worth noting that the low energy parameter M shows up in the anomalous
dimension which should not normally be the case. Nonetheless in the context of
rapidity divergencesM is simply the invariant mass hyperbola on which the rapidity
RGE runs, not really a low energy parameter.
The first step in summing large logarithms is to identify the natural scales for
hard functions (µH), soft functions (µS, νS) and jet functions (µJ , νJ)
µH ∼ Q, µS ∼ νS ∼ µJ ∼M, νJ ∼ Q . (2.161)
Next we evolve µ, ν to certain fixed scale and evaluate the fixed order functions at
their natural scales to eliminate large logarithms,
S(µ, ν) = VS(ν, νS;µ)(US(µ, µS; νS)S(µS, νS))
Jn(µ, ν) = VJ(ν, νJ ;µ)(UJ(µ, µJ ; νJ)Jn(µJ , νJ))
H(µ) = H(µH)U(µ, µH) , (2.162)
where UJ,S, Vn,S are µ, ν evolution factors for jet and soft functions having run µ
first and ν last. To resum all large logarithms due to running coupling it is necessary
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to use γν in the integrand form in Eq. (2.159). We have
US(µ, µS; νS) = exp
[
−8πCF
β20
(
1
α(µ)
− 1
α(µS)
− 1
α(νS)
ln
α(µ)
α(µS)
)]
(2.163)
VS(ν, νS;µ) = exp
[
2CF
β0
ln
(
α(µ)
α(M)
)
ln
(
ν2
ν2S
)]
(2.164)
US(µ, µJ ; νJ) = exp
[
−2CF
β0
(
3
4
+
1
2
ln
(
ν2J
Q2
))
ln
α(µ)
α(µJ)
]
(2.165)
VJ(ν, νJ ;µ) = exp
[
−CF
β0
ln
(
α(µ)
α(M)
)
ln
(
ν2
ν2J
)]
(2.166)
UH(µ, µH) = exp
[
−8πCF
β20
(
1
α(µH)
− 1
α(µ)
− 1
α(Q)
ln
α(µ)
α(µH)
)]
(2.167)
S(µS, νS) = 1 +
α(µS)CF
π
[
ln2
(µS
M
)
− 2 ln
(µS
M
)
ln
(νS
M
)
− π
2
24
]
(2.168)
Jn(µJ , νJ) = 1 +
α(µJ)CF
π
[
ln
(µJ
M
)
ln
(
νJ
n · p1
)
+
3
4
ln
(µJ
M
)
− π
2
12
+
1
2
]
.
(2.169)
At the order we are working we can utilize relations Eq. (2.163) through Eq. (2.166)
to directly show commutativity Eq. (2.160). For an arbitrary choice of scales µ and
ν, Eq. (2.162) through Eq. (2.168) perform the resummation. It is convenient to
choose µ = µJ = µS ∼ M and ν = νJ ∼ Q where it is only necessary to evolve
hard function in µ and soft function in ν to the natural scale of jet function as is
illustrated in Fig. 2.15. Here it is not necessary to use integrated form Eq. (2.159)
and the fixed order form of γν will suffice.
Fig. 2.16 shows how rapidity renormalization group (RRG) flow in soft and
collinear regions is reflected by a change in the scale ν. The collinear function is at
the scale Q and soft function at the scale n · k ∼ n¯ · k ∼M . To sum the logarithms,
one pushes the cutoff of the soft function along the invariant mass hyperbola to a
point in the collinear sectors where the scale ν minimizes the logarithms.
The RRG allows proving that the resummed form factor is independent of µ. In
our example, one can merge the evolution factors and write the completely resummed
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Figure 2.15: The easiest strategy of evolution to resum all large logarithms arising
in the Sudakov Form Factor Chiu et al. (2012a)
Figure 2.16: Flow along the hyerbola of invariant mass corresponding to ν-running.
form factor as
F (Q2,M2) = E(µ, µH , µJ , µS; νJ , νS)H(Q
2, µ2H)Jn(µJ , νJ ;M ;Q)
× Jn¯(µJ , νJ ;M ;Q)S(µS, νS;M) (2.170)
The dependence of jet and soft functions on the scale M and Q is explicit here.
The this defines the total evolution factor E, whose dependence on µ is always sub-
leading and will cancel in exact result. To show that µ-dependence cancels to any
given working order we keep µ an arbitrary scale. The choice of parameters
µH = Q, µJ = µS = M ∼ µ, νJ = Q, νS = M (2.171)
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minimizes logarithms in all sectors. At 1-loop, we then have
E = exp
[
−8πCF
β20
(
1
α(Q)
− 1
α(µ)
− 1
α(Q)
ln
α(µ)
α(Q)
)
+ 2
CF
β0
ln
α(µ)
α(M)
ln
Q2
M2
]
(2.172)
where the first term comes from µ-renormalization and the second term comes from
rapidity renormalization. Without the second term, logarithms of Q/M would have
remained uncancelled in the form factor, whereas now the exponent of the form
factor is independent of µ to our working order in logarithms.
Cancellation of the hard double logarithm is enabled by summing the large log-
arithm that arose in the low-scale matrix element due to the two-scale nature of
the SCETII problem. To see this, consider a generic soft-collinear factorization of
a physical process with large double logarithms,
σresum = exp
[
Γ[α]L2 − 2Γ[α]LL¯+ . . .] f(L˜) (2.173)
where L = ln(Q/µ) and L˜ = ln(M/µ) with Q the hard scale, M the infrared scale
and we assume µ ∼ M and hence L ≫ L˜. Here f , the low scale matrix element
of soft and collinear sectors, contains no large logaithms. The running in αs is
suppressed, as it does not alter the essence of this discussion. Varying Eq. (2.173)
with respect to µ, we have
δµσresum = σresumδµ
(
Γ[α]L2 − 2Γ[α]LL˜
)
= 0 + . . . (2.174)
Since δL = δL˜ the exponent is in the correct form to cancel leading variation.
Generally, an RRG summation of the form 2Γn−1αnLL˜ cancels terms of the form
Γn−1αnL2 in the resummed exponent. Additional sub-leading variations that scale
as αnL˜ or αn are cancelled within the low scale matrix elements as they do not
contain large logarithms.
2.5.1.5 Application: Drell-Yan at Small pT with η Regulator
In this section I study transverse momentum dependence (TMD) in Drell-Yan pro-
cesses and calculate the quark tranverse-momentum-dependent parton distribution
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function (TMDPDF).6 The TMDPDF is essential to measure physics observables
with non-trivial transverse momentum dependence in hadron colliders, especially for
the proper interpretation of signals of beyond Standard Model physics and Higgs
boson searches. My calculation of the TMDPDF in DY processes is original and
unpublished.
For observables sensitive to the transverse momentum of the final state, large
rapidity logarithms in the ratio p⊥/Q arise when the total transverse momentum
of the lepton pair is small because the lepton pair recoils off QCD radiation with
equal and opposite transverse momentum. On the other hand to remain in the
perturbative region, we assume p⊥ ≫ ΛQCD. In this case, p⊥ is the infrared scale
and p⊥/Q ∼ λ, the SCETII momentum scaling.
I first derive a factorization theorem for DY processses with unintegrated proton
transverse momentum. In this derivation, I consider the cross section differentiated
with respect to the Bjorken-x of the two protons and the transverse component of the
momentum transferred between them. Then I calculate the two collinear factors and
one soft function to O(αs), using the η-regulator introduced in the previous section.
After this, I explicitly demonstrate the resummation of rapidity logarithms via the
rapidity renormalization group (RRG) equation. I also express the TMD PDF in
impact parameter b-space where the RG evolution is simpler. Finally I give the
cross section with the resummed large logarithms.
2.5.1.5.1 Factorization for p⊥-dependent Drell-Yan cross section
I denote eq as the quark electric charge, p and p¯ as the two incoming hadron momenta
with s = (p+ p¯)2. The hard photon momentum q scales as Q(1, 1, λ) with λ = q⊥/Q.
The Bjorken-xs for the two protons are
x1 =
q2
2q · p, x2 =
q2
2q · p¯ . (2.175)
6The work in this section is in collaboration with D. Kang and C. Lee.
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We can write the factorized cross-section of Drell-Yan at small q⊥
dσ =
4πα2
3Ncq2
dx1dx2d
2~q⊥
2(2π)4
H(Q2/µ2)
∑
q
e2q
∫
d2~kn⊥d2~kn¯⊥d2~ks⊥
× δ(2)(~q⊥− ~kn⊥− ~kn¯⊥− ~ks⊥)fn(x1;~kn⊥)fn¯(x2;~kn¯⊥)φ(~ks⊥) , (2.176)
where H(Q2/µ2) = |C(Q2/µ2)|2 is the hard function matching onto QCD at Q2,
and the two quark TMDPDFs and the soft function are
fn(x1, ~kn⊥) =
1
2
∫
dr−d2~r⊥
(2π)3
e−i(
1
2
r−x1p+−~r⊥·~kn⊥)fn(0
+, r−, ~r⊥) (2.177)
fn¯(x2, ~kn¯⊥) =
1
2
∫
dr+d2~r⊥
(2π)3
e−i(
1
2
r+x2p¯−−~r⊥·~kn¯⊥)fn¯(r+, 0−, ~r⊥) (2.178)
φ(~ks⊥) =
∫
d2~r⊥
(2π)2
ei~r⊥·
~ks⊥φ(0+, 0−, ~r⊥) , (2.179)
with
f¯n(0
+, r−, ~r⊥) =
〈
p
∣∣∣∣[ξ¯nWn](0+, r−, ~r⊥) n¯/2 [W †nξn](0)
∣∣∣∣p〉 (2.180)
f¯n¯(r
+, 0−, ~r⊥) =
〈
p¯
∣∣∣∣[ξ¯n¯Wn¯](0)n/2 [W †n¯ξn¯](r+, 0−, ~r⊥)
∣∣∣∣p¯〉 (2.181)
φ(0+, 0−, ~r⊥) =
〈
0
∣∣∣∣tr[S†nSn¯](0+, 0−, ~r⊥)[S†n¯Sn](0)∣∣∣∣0〉 . (2.182)
In the following subsections, we will calculate the O(αs) corrections to each piece,
convert to b-space, combine them and present the resummed result for the differential
cross section Eq. (2.176).
2.5.1.5.2 Calculation of Quark TMD PDF: q → q process
In this section I calculate the collinear functions in Eq. (2.176) to O(αs). We use the
η-regulator to regulate the rapidity divergences brought in by matching Eqs. (2.180)
and (2.181) from SCETI to SCETII. The η-regulator-implemented Wilson lines in
momentum space are given in Eq. (2.144) and Eq. (2.145). The n-collinear function
O(αs) correction diagrams are shown in Fig. 2.17 where diagrams 2.17(A) and (B)
also have mirror images. The diagram 2.17(D) vanishes because it is proportional
to n¯ · n¯ = 0.
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Figure 2.17: O(αs) collinear function correction. Mirror image diagrams not shown.
The sum of the virtual contribution from Fig. 2.17(A) and its mirror image is
fˆ
(1A)
n⊥ = δ(1− x1)δ(2)(ℓ⊥)(−2ig2CF )µ2ǫνη
∫
ddk
(2π)d
n · (p+ k)
[(p+ + k+)k− − k2⊥] + i0
|k+|−η
k+ + i0
× 1
k+k− − k2⊥ + i0
+ h.c. , (2.183)
and it is scaleless.
The sum of the real contribution from Fig. 2.17(B) and its mirror image is
fˆ
(1B)
n⊥ = (−4πg2CF )p+µ2ǫνη
∫
ddk
(2π)d
p+ − k+
−k−(p+ − k+)− k2⊥ + i0
|k+|−η
k+ + i0
× δ(k+ − (1− x1)p+)δ(2)(~k⊥ + ~kn⊥)δ(k+k− − k2⊥) + h.c.
=
4αscF
(2π)2−2ǫ
p+
Γ(1
2
− ǫ)√
πΓ(1− ǫ)
µ2ǫνη
|~k2⊥n|1+ǫ
1
((1− x1)p+)1+η . (2.184)
The real contribution from Fig. 2.17(C) is
fˆ
(1C)
n⊥ = (2πg
2CF )p
+µ2ǫνη
∫
ddk
(2π)d
δ(k2)δ((1− x1)p+ − k+)δ(2)(~k⊥ + ~kn⊥)
× −p
+k− + k+k−
[(p− k)2 + i0][(p− k)2 − i0]
=
2αscF
(2π)2−2ǫ
Γ(1
2
− ǫ)√
πΓ(1− ǫ)(1− ǫ)(1− x)
1
|~k2⊥n|1+ǫ
. (2.185)
The zero-bin contributions for each of these diagrams are zero. The zero bin of
Fig. 2.17(A) is obtained by considering the limit p+ ≫ k+,
fˆ
(1A)φ
n⊥ = δ(1− x1)δ(2)(ℓ⊥)(−2ig2CF )µ2ǫνη
×
∫
ddk
(2π)d
1
k− + i0
|k+|−η
k+ + i0
1
k+k− − k2⊥ + i0
+ h.c.
= 0 . (2.186)
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The zero bins of Fig. 2.17(B) and its mirror image are obtained under the same
condition p+ ≫ k+
fˆ
(1B)φ
n⊥ = −4πg2CFp+µ2ǫνη
∫
ddk
(2π)d
1
k−− i0
|k+|−η
k++ i0
δ(2)(~k⊥+ ~kn⊥)δ(k+k−− k2⊥) + h.c.
= 0 . (2.187)
The zero bin of Fig. 2.17(C) is
fˆ
(1C)φ
n⊥ = (2πg
2CF )p
+µ2ǫνη
∫
ddk
(2π)d
δ(k2)δ(2)(~k⊥ + ~kn⊥)
p+k−
(−p+k− + i0)(p+k− + i0)
= 0 . (2.188)
2.5.1.5.3 Calculation of Quark TMD PDF: Calculation of q → g process
At O(αs) the quark and gluon PDFs mix, and I must include the q → g process.
The gluon TMDPDF is defined as
fˆµν⊥g→q(x
+, ~x⊥) =
∫
dz
4π
e
i
2
z(x+p−)
∫
d2~p⊥
(2π)2
ei~x⊥·~p⊥fµν⊥g/p(z, ~p⊥)
fµν⊥g→q(pz, ~p⊥) = (~n · p)
〈
p
∣∣∣∣[Bn⊥]Aµ(0)δ(pz − P)δ(2)(~p⊥ − ~P⊥)BAνn⊥(0)∣∣∣∣〉 (2.189)
Up to O(αs), the quark mixing contribution to the gluon TMDPDF is shown in
Fig. 2.18.
(a) (b)
Figure 2.18: O(αs) quark mixing in gluon TMDPDF
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The amplitude of Fig.2.18(a) is
fµν⊥g→q = q
2 µ
2ǫνη
(d− 2)
TF
p+
∫
ddq
(2π)d
(2π)δ(q2)θ(q0)δ(1− x1 − q+/p+n )δ(2)(~p⊥ + ~q⊥)
× 4q+(−~q 2⊥) ·
[
+
1
q+
1
q+ − p+ + (d− 2)
(
1
q+
− 1
q+ − p+
)2]
=
αsTF
2π2
{
− δ(~p 2⊥)
[
θ(1− x1)(x21 + (1− x1)2)
(
1
ǫ
+ 1
)
− 1
]
+
1
µ2
θ(1− x1)x21 + (1− x1)2)
(
µ2
~p 2⊥
)
+
}
. (2.190)
The zero bin is obtained from the limit p+ ≫ q+ and is zero. The amplitude of
Fig. 2.18(b) is
fµν⊥g→q = g
2 µ
2ǫνη
(d− 2)
TF
(−p+)
∫
ddq
(2π)d
δ(q2)θ(q0)δ(1− x1 + q+/p+n )δ(2)(−~p⊥ + ~q⊥)
× 4q+(−~q 2⊥)
[
1
q+
1
q+ + p+
+ (d− 2)
(
1
q+
− 1
q+ + p+
)2]
, (2.191)
which does not contribute for x1 > 0.
2.5.1.5.4 Calculation of Quark TMD PDF: Result in b space
In this section, I transform the O(αs) collinear function result into impact paramber
b-space for simplification. In b space, O(αs) order collinear function is
f (1n)(~b) =
αsCF
(2π)2
{
− 2
η
Γ(−2ǫ)
(
bµeγE
2
)2ǫ
e−γEǫ
+
2
ǫ
[
ln
ν
p+
−
(
1
1− x1
)
+
− 1
2
(1− x1)
]
+
(
ln
bµ
2
)[
2 ln
ν
p+
− 2
(
1
1− x1
)
+
− (1− x1)
]
+ 1
}
. (2.192)
The counter term is
Zc(~b) = 1− αsCF
(2π)2
{
− 2
η
Γ(−2ǫ)
(
µ
µb
)2ǫ
e−γEǫ
+
1
ǫ
[
−2 ln ν
p+
+ 2
(
1
1− x1
)
+
+ (1− x1)
]}
, (2.193)
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in which I have defined µb = 2/(be
γE ) for notational convenience. The renormalized
collinear function is
f (1n)(~b) =
αsCF
(2π)2
{
ln
bµ
2
[
2 ln
ν
p+
− 2
(
1
1− x
)
+
− (1− x)
]
+ 1
}
, (2.194)
and the anomalous dimensions are
µµc = −
αscF
π
[
−2 ln ν
p+
+ 2
(
1
1− x
)
+
+ (1− x)
]
, (2.195)
µνc =
αscF
π
ln
µ2
µ2b
. (2.196)
The renormalized collinear function f
(R˜)
1n satisfies the RG equations
µ
d
dµ
f
(R˜)
1n (µ, ν,
~b) = γ(µ)f
(R˜)
1n (µ, ν,
~b) (2.197)
ν
d
dν
f
(R˜)
1n (µ, ν,
~b) = γ(ν)f
(R˜)
1n (µ, ν,
~b) , (2.198)
with the solutions
f
(R˜)
1n (µ, ν,
~b) = f
(~R)
1n (
~b, µ0, ν)
(
µ
µ0
)−αsCF
π
[−2 ln ν
p+
+2
(
1
1−x1
)
+
+(1−x1)]
, (2.199)
f
(R˜)
1n (µ, ν,
~b) = f
(~R)
1n (
~b, µ, ν0)
(
µ2
µ2b
)−(ln ν
ν0
)
αsCF
π
. (2.200)
Next I match the TMDPDF onto the ordinary PDF Iq→q in b space with q⊥
integrated over. Up to the O(αs), the bare, jth order (superscript B(j)) TMDPDF
can be written
fB(0)q→q = I
B(0)
q→q ⊗ fB(0)q (z) = IB(0)q→q (z,~b) =
1
(2π)2
δ(1− z) (2.201)
fB(1)q→q = I
B(0)
q→q ⊗ zfB(1)q (z) + IB(1)q→q ⊗ zfB(0)q (z) , (2.202)
where ⊗ represents convolution with respect to z and
IB(1)q→q (z,~b) = f
B(1)
q −
1
2π
(
αsCF
2π2
)
Pqq(z)
ǫ
= f η-divq + f˜
ǫ-div
q + f
fin
q . (2.203)
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Figure 2.19: O(αs) correction to soft function.
f η-divq is the η-divergent part, f
fin
q is the finite part, and f˜
ǫ-div
q is the ǫ-divergent part
of the TMDPDF. I obtain
f˜ ǫ-divq =
αsCF
(2π)2
2
ǫ
[
Pqq(z) + 2δ(1− z) ln ν
p+
− 2
(
1
1− z
)
+
+ (1− z)
]
=
αsCF
(2π)2
2
ǫ
[
3
2
+ 2 ln
ν
p+
]
δ(1− z) , (2.204)
where Pq→q(z) =
(
1
1−z
)
+
+ (1+ z2) + 3
2
δ(1− z). The renormalized jth order (super-
script R(j)) ordinary PDF is related to the bare PDF by
IB(0)q→q (z,~b) = Z
(0) ⊗ IR(0)
IB(1)q→q (z,~b) = Z
(1) ⊗ IR(0)(z,~b) + Z(0) ⊗ IR(1)(z,~b) , (2.205)
where the counter-terms are
Z(0) =
1
2π
Z(1) =
αsCF
(2π)2
[
− 2
η
Γ(−2ǫ)e−γEǫ
(
µ
µb
)2ǫ
+
1
ǫ
(
2
3
+ 2 ln
ν
p−
)]
. (2.206)
2.5.1.5.5 Soft function
We reproduce the soft function and anomalous dimensions obtained in Chiu et al.
(2012a). The soft function in the quark TMDPDF factorization formula is
S(0+, 0−, ~y⊥) =
〈
0
∣∣∣∣tr[S†n, Sn¯](0+, 0−, ~y⊥)[S†n¯, Sn](0)∣∣∣∣0〉 . (2.207)
Up toO(αs) order, the Feynman diagrams of the soft function are shown in Fig. 2.19.
The virtual diagram Fig. 2.19 is scaleless and hence zero in our regulation scheme.
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The sum of the results for real soft function diagrams Fig. 2.19(b) and Fig. 2.19(c)
is
S
(b+c)
1 = (−igta)2(−i)(−2πi)2µ2ǫνη
∫
ddk
(2π)d
δ(k2)
× δ(2)(~k⊥ + ~kn⊥) i
k · n¯+ i0
−i
k · n− i0 |k
+ − k−|η + h.c.
=
4αsCF
(2π)3−2ǫ
ν2ǫνηeǫγE i
(~p 2⊥)1+ǫ+η/2
Γ(1 + ǫ+ η/2)
Γ(1 + η/2)
2ηΓ(1/2− η/2)√
π
Γ(η/2) . (2.208)
In b space, the result above becomes
S˜(1)(~b) =
2αsCF
π(2π)2
[
1
η
Γ(−η)
(
µ
µb
)2ǫ
e−γEǫ +
1
2ǫ2
− 1
2ǫ
ln
ν2
µ2
− ln νb
2
ln
µb
2
+ ln2
µb
2
+
π2
24
]
. (2.209)
The corresponding renormalization counter term is
Z(1)s (
~b) = 1− αsCF
(2π)4π
[
2
η
Γ(−ǫ)e−γEǫ
(
µ
µb
)2ǫ
+
1
ǫ2
+
1
ǫ
ln
µ2
ν2
]
, (2.210)
and the renormalized soft function in b space is
S˜R(1)(~b) =
2αsCF
π(2π)2
[
− ln νb
2
ln
µb
2
+ ln2
µb
2
+
π2
24
]
. (2.211)
The anomalous dimensions in b space are
γsµ =
2αsCF
π
ln
µ2
ν2
(2.212)
γsν = −
2αsCF
π
ln
µ2
µ2b
, (2.213)
which determine the RG equations in ν and µ respectively,
ν
dS˜(R)
dν
= γνs S˜
(R) ,
µ
dS˜(R)
dµ
= γµs S˜
(R) .
The solutions to the above RG equations are
S˜(µ, ν,~b) = exp
[
− ln
(
ν
ν0
)
2αsCF
π
ln
µ2
µ2b
]
S˜(ν0, µ,~b) , (2.214)
S˜(µ, ν,~b) = exp
[
2αsCF
π
[
ln2
(µ
ν
)
− ln2
(µ0
ν
)]]
S˜(µ0, ν,~b) , (2.215)
recalling the definition µb = 2/(be
γE).
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2.5.1.5.6 RG evolution
We can now combine these results and complete the double running in µ and ν.
The total cross section in b space is written as a product of hard, soft, and 2 PDF
functions in Eqs. (2.176), (2.177), (2.178) and (2.179),
σ(µ, ν) = H(Q2, µ)S˜(µ, ν)f˜⊥(µ, ν)f˜⊥(µ, ν) . (2.216)
Invariance of Eq. (2.216) under change of the scales µ and ν leads to consistency
conditions between the anomalous dimensions for these functions,
dσ(µ, ν)
d lnµ
= 0→ γH(Q2, µ) + γS(µ, ν) + 2γf(Q, ν) = 0 , (2.217)
dσ(µ, ν)
d ln ν
= 0→ γRS(b, µ) + 2γRf (b, µ) = 0 , , (2.218)
where the anomalous dimensions are defined as
γF ≡ d
dµ
lnF (µ, ν) , (2.219)
γRF ≡ d
dν
lnF (µ, ν) , (2.220)
with F (µ, ν) standing for the functions H , S˜, f˜⊥ for µ-anomalous dimension γF and
S˜, f˜⊥ for ν-anomalous dimension γRF .
The RGE and anomalous dimension for the hard function, γH(Q
2, µ), are
obtained from the square of hard Wilson coefficient for the two-quark operator
(Manohar (2003); Bauer et al. (2004))
µ
d
dµ
H(Q2, µ) = γH(Q
2, µ)H(Q2, µ) , (2.221)
γH(Q
2, µ) = ΓH(αs) ln
Q2
µ2
+ γH(αs) , (2.222)
where ΓH = 2Γcusp, and Γcusp and γH are respectively the cusp and non-cusp anoma-
lous dimensions, known up to 3 loops.
The consistency in Eq. (2.217) implies that both γS, γf can be written in similar
fashion to γH and the cusp and non-cusp terms separately cancel when summed,
ΓH(αs) ln
Q2
µ2
+ ΓS(αs) ln
ν
µ
+ 2Γf(αs) ln
ν
Q
= 0 (2.223)
γH(αs) + γS(αs) + 2γf(αs) = 0 . (2.224)
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Cancellation of the cusp pieces requires that ΓS = −2Γf = −2ΓH ≡ −4Γcusp.
Applying the fact that the scales µ, ν are independent of each other to the soft
function and PDF, we obtain relations between γS and γRS and between γf and
γRf , [
d
d lnµ
,
d
d ln ν
]
S˜ = 0→ d
d lnµ
γRS =
d
d ln ν
γS = ΓS = −4 Γcusp , (2.225)[
d
d lnµ
,
d
d ln ν
]
f˜⊥ = 0→ d
d lnµ
γRf =
d
d ln ν
γf = Γf = 2Γcusp . (2.226)
The last equalities result from Eq. (2.223). Integrating Eqs. (2.225) and (2.226)
with respect to µ, we obtain the µ-dependence of γRS,f to all order in αs
γRS(µ, b) = −2γRf(µ, b) = −4
∫ µ
µb
d(lnµ′)Γcusp
[
αs(µ
′)
]
+ γRS
[
αs(µb)
]
. (2.227)
The solution of the RGE for the hard function, Eq. (2.221), evolved from µ0 to
µ is
H(Q2, µ) = H(Q2, µ0)UH(Q
2, µ0, µ) , (2.228)
lnUH(Q
2, µ0, µ) = −4KΓ(µ0, µ) +KγH (µ0, µ) + 4ηΓ(µ0, µ) ln
(Q
µ0
)
, (2.229)
where the functions KΓ(µ0, µ), ηΓ(µ0, µ) and Kγ are given below in the appendix,
Eqs. (B.1) and (B.3a)
The quark PDF in b space was calculated in Sec. 2.5.1.5.2. The µ- and ν-RG
equations and their anomalous dimensions are written as
µ
d
dµ
f˜⊥q (µ, ν) = γf(Q, ν) f˜
⊥
q (µ, ν) , (2.230)
ν
d
dν
f˜⊥q (µ, ν) = γRf(b, µ) f˜
⊥
q (µ, ν) , (2.231)
γf(Q, ν) = Γf(αs) ln
ν
Q
+ γf(αs) , (2.232)
γRf (b, µ) = 2 ηΓ(µb, µ) + γRf(αs(µb)) , (2.233)
where Γf = 2Γcusp, γRf = −1/2 γRS expected because of the consistency condition
derived from the factorized cross section. We express the µ- and ν-dependence in
the PDF while we suppress its variables z and p⊥ for simplicity.
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The solutions of Eq. (2.230) and Eq. (2.231) evolved from (µ0, ν0) to (µ, ν) are
f˜⊥q (µ, ν) = Uf(µ0, µ; ν) Vf(ν0, ν;µ0) f˜
⊥
q (µ0, ν0) , (2.234)
lnUf (µ0, µ; ν) = 2ηΓ(µ0, µ) ln
ν
Q
+Kγf (µ0, µ) , (2.235)
lnVf(ν0, ν;µ0) = γRf
[
αs(µ0)
]
=
[
2 ηΓ(µb, µ) + γRf
[
αs(µb)
]]
ln
ν
ν0
, (2.236)
where we choose to evolve first along the ν direction then the µ direction.
The gluon soft function at O(αs) has been calculated in Chiu et al. (2012a) and
by replacing the color factor CA by CF we obtain soft function for the quark Wilson
line at O(αs) given in Sec. 2.5.1.5.5. Its RGE and anomalous dimension are given
by
µ
d
dµ
S˜(µ, ν) = γS(µ, ν) S˜(µ, ν) , (2.237)
ν
d
dν
S˜(µ, ν) = γRS(b, µ) S˜(µ, ν) , (2.238)
γS(µ, ν) = Γs(αs) ln
ν
µ
+ γS(αs) , (2.239)
γRS(b, µ) = −4 ηΓ(µb, µ) + γRS
[
αs(µb)
]
, (2.240)
where ΓS = −4Γcusp and µb = 2/(beγE ). The solutions of Eqs. (2.237) and (2.238)
that evolve the soft function from (µ0, ν0) to (µ, ν) are given by
S˜(µ, ν) = US(µ0, µ; ν) VS(ν0, ν;µ0) S˜(µ0, ν0) , (2.241)
lnUS(µ0, µ; ν) = 4KΓ(µ0, µ)− 4ηΓ(µ0, µ) ln ν
µ0
+KγS(µ0, µ) , (2.242)
lnVS(ν0, ν;µ0) =
[
− 4 ηΓ(µb, µ0) + γRS
[
αs(µb)
]]
ln
ν
ν0
. (2.243)
2.5.1.5.7 Resummed cross section
The reduced cross section Eq. (2.216) in b space is a product of hard, soft, and 2
PDFs in Eqs. (2.228), (2.234), and (2.241) with pieces evolved from their natural
scales µH , (µS, νS) and (µf , νf) at which no large logarithms exist, to the common
scales (µ, ν) at which the cross section is evaluated. The natural scales for µS and
µf are p⊥ ∼ 1/b and we set µf = µS. On the other hand, the natural sizes of
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the rapidity scales νS,f differ νS ∼ 1/b and νf ∼ Q, producing the large rapidity
logarithm. The resummed cross section is now
σ(b, z1, z2;µi, νi;µ, ν) = Utot(µi, νi;µ, ν)H(Q
2, µH)S˜(b;µf , νS)
× f˜⊥(b, z1;µf , νf)f˜⊥(b, z2;µf , νf) , (2.244)
lnUtot(µi, νi, µ, ν) ≡ ln
[
UH(Q
2, µH , µ)US(µf , µ; ν)VS(νS, ν;µf)
× U2f (µf , µ; ν)V 2f (νf , ν;µf)
]
(2.245)
= −4KΓ(µH , µ) + 4KΓ(µf , µ)
+ 4ηΓ(µH , µ) ln
Q
µH
− 2ηΓ(µf , µ) ln Q
µf
(2.246)
= −4KΓ(µf , µH)− 4ηΓ(µf , µH) ln Q
µf
−KγH (µf , µH)
+
[
− 4 ηΓ(µb, µf) + γRS
[
αs(µb)
]]
ln
νf
νS
, (2.247)
where µb = 2/(be
γE). The rapidity renormalization group has resummed the large
rapidity logarithm ln(νf/νS) ∼ ln(Qb) arising from the large rapidity gap between
the soft radiation from which the final state recoils and the large collinear momenta
in the hard collision.
This completes our simple example of summing rapidity logarithms, in a context
similar to that studied by Chiu et al. (2012a). I will next discuss our new application
of rapidity resummation to the elastic limit of hadron scattering.
2.5.2 Semi-inclusive Deep Inelastic Scattering
Scatterings near the elastic limit contain large rapidity logarithms. In the DIS
process, a high energy electron with momentum k strikes a proton with momentum
p going to a final state X(pX), and the elastic limit corresponds to the struck parton
carrying momentum fraction z → 1. In this limit, the total momentum(-squared) of
the soft radiation approaches the invariant mass of the initial proton, i.e. p2 ∼ Λ2QCD.
Consequently, rapidity logarithms arise in the ratio Q/ΛQCD, since the initial state
and final state radiation lie on the same invariant mass hyperbola.
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In this section, I apply the prescriptions introduced in the previous section to
regulate rapidity divergences associated with the rapidity logarithms and propose
a new rapidity scale-free definition of the quark PDF in the endpoint region by
properly separating the soft nonperturbative effects from the hard-collinear jet final
state. This work has been published in Fleming and Labun (2015, 2016).
To begin we denote the square of the momentum transfer is q2 = (k−k′)2 where
k′ is the final state electron momentum. We define Q2 ≡ −q2, and x = Q2
2p·q . With
this notation we follow Manohar (2003) and write the differential cross section as
dσ =
d3~k
2|~k′|(2π)3
πe4
SQ4
Lµν(k, k
′)W µν(p, q) , (2.248)
where s = (p + k)2 is the squared invariant mass in the collision, and the lepton
tensor is:
Lµν = 2(kµk
′
ν + kνk
′
µ − k · k′gµν) . (2.249)
Wµν is the DIS hadronic tensor, which at large x will be subject of our analysis.
2.5.2.1 Factorization theorem
In this part we first determine the kinematics and power-counting specific to the
endpoint. Then we match QCD to SCETI . Next, at an intermediate scale of
order the invariant mass of the final state, we match SCETI onto SCETII . Using
rapidity regulator introduced in Chiu et al. (2012b,a), we explicitly calculate both
the collinear and the soft functions to one-loop in the SCETII . Recombining these
factors, we show that non-perturbative infrared effects appearing in the collinear
function (as dependence on nonzero gluon mass-squared) are absorbed by the soft
function.
Kinematics. There are a number of approaches (Manohar (2003); Chay et al.
(2005); Chay and Kim (2013b)) to separating and scaling momentum components in
the x ∼ 1 regime. The light-cone unit vectors nµ = (1, 0, 0, 1) and n¯µ = (1, 0, 0,−1)
allow decomposition of the proton momenta pµ = n
µ
2
n¯ · p + n¯µ
2
n · p + pµ⊥, where
p+ = n · p, p− = n¯ · p. In the target rest frame, p = (p+, p−, p⊥) = (Mp,Mp, 0), and
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Q2 = −q2 = −q+q−. The direction of the incoming electron fixes the z-axis, and in
the target rest frame, q− ≫ q+. In this limit, Bjorken x simplifies,
x =
Q2
2p · q = −
q+q−
p+q− + p−q+
≃ −q
+
p+
. (2.250)
We can express all momenta in terms of x, Mp and Q in the target rest frame, and
then boost them along z-axis into the Breit frame:
q =
(
−xMp, Q
2
xMp
, 0
)
boost−−−→ (−Q,Q, 0)
p = (Mp,Mp, 0)
boost−−−→
(
Q
x
,
xM2p
Q
, 0
)
pX = p+ q =
(
Mp(1− x), q−, 0
) boost−−−→ (Q(1− x)
x
,Q, 0
)
.
where pX is the (total) final state momentum. In the large-x limit, the large com-
ponent of the incoming proton is p+ = Q
x
= Q + l+, in which l+ = Q1−x
x
is a
rapidity scale lying between the collinear momentum scale Q and soft momentum
scale ΛQCD. Correspondingly, we have naturally separated momenta:
• hard modes with q ∼ (−Q,Q, 0) and invariant mass q2 ∼ Q2 at the hard
collision scale;
• n-collinear modes with p ∼
(
Q,
Λ2QCD
Q
,ΛQCD
)
and invariant mass M2p ∼ Λ2QCD
at the soft scale;
• final-jet hard collinear modes with pX ∼
(
Q
(
1−x
x
)
, Q,ΛQCD
) ∼ (l+, Q,ΛQCD)
and invariant mass p2X ∼ Ql+ ≫ Λ2QCD at the hard-collinear scale.
We first integrate out the hard collision degrees of freedom in QCD at the scale Q2
by matching onto SCETI with offshellness Ql
+. We then integrate out hard-collinear
degrees of freedom at Ql+ by matching onto SCETII with offshellness Λ
2
QCD. In this
case, the final state momentum p+X is of order Q
(
1−x
x
) ∼ l+ ≪ Q, so we must
resum the large rapidity logarithms from Q to Q
(
1−x
x
)
. In this way the matching
procedure incorporates the semi-inclusive character of end-point processes. If on
the other hand we had l+ ∼ Λ
2
QCD
Q
, then the collision would be exclusive, and with a
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fixed and distinct final state momentum p2X ∼ QΛQCD ≫ Λ2QCD, we would be unable
to carry the DIS factorization smoothly from moderate x to large x.
Factorization. In Eq.(2.248), the DIS hadronic tensor is the matrix element of the
time-ordered product of two QCD currents Jµ(x) = ψ¯(x)γµψ(x) between external
in- and out- proton states,
W µν(p, q) =
1
2
∑
σ
∫
d4xeiq·x〈h(p, σ)|Jµ(x)Jν(0)|h(p, σ)〉, (2.251)
where σ is the spin of the proton. Matching QCD onto SCET is carried out at the
scale µq ∼ Q, so the SCET current is
Jµ(x)→
∑
w1,w2
C(w1, w2;µ, µq)
(
e−
i
2
w1n·xe
i
2
w2n¯·xχ¯n¯,w2γ
µ
⊥χn,w1 + h.c.
)
, (2.252)
where χ¯n¯,w2, χn,w1 are SCET fields. Correspondingly, the hadronic tensor in SCETI
is
W µνeff =
∑
w1,w2,w′1,w
′
2
C∗(w1, w2;µq, µ)C(w′1, w
′
2;µq, µ)
∫
d4x
4π
e−
i
2
(Q−w1)n·xe
i
2
(Q−w2)n¯·x
×1
2
∑
σ
〈hn(p, σ)|T¯ [χ¯n,w1γµ⊥χn¯,w2(x)]T [χ¯n¯,w′2γν⊥χn,w′1(0)]|hn(p, σ)〉
=
−gµν⊥
2
Nc
∑
ω′1,ω
′
2
C∗(Q,Q;µq, µ)C(ω′1, ω
′
2;µq, µ)
∫
d4x
4π
1
2
×
∑
σ
〈hn(p, σ)|χ¯n,Q(x) n¯/
2
χn,ω′1(0)|hn(p, σ)〉〈0|
n/
2
χn¯,Q(x)χ¯n¯,ω′2(0)|0〉
× 1
Nc
〈0|Tr
(
T¯
[
Y †n (x)Y˜n¯(x)
]
T
[
Y˜ †n¯ (0)Yn(0)
])
|0〉 . (2.253)
where T and T¯ denote time ordering and anti-time ordering operations of the soft
gluon fields Yn¯ and Yn respectively. The two collinear sectors and one usoft sector
are decoupled by the BPS phase redefinition in Bauer et al. (2002b).
In order to match Eq. (2.253) onto SCETII, it is convenient to introduce a jet
function as in Fleming et al. (2008),
〈0| n¯/
2
χn¯,ω2(x)χ¯n¯,ω′2(0)|0〉 ≡ Qδ(n¯ · x)δ(2)(x⊥)
∫
dr e−
i
2
rn·xJn¯(r;µ) , (2.254)
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which characterizes the final state with p2X ∼ Ql+. The final state is integrated out
at the scale µc ∼
√
Ql+ and Jn¯(r;µ) becomes a matching coefficient in SCETII.
We define a soft function in SCETI as in Bauer et al. (2004)
1
Nc
〈0|Tr
(
T¯
[
Y †n (n · x)Y˜n¯(n · x)
]
T
[
Y˜ †n¯ (0)Yn(0)
])
|0〉 ≡
∫
dℓ e−
i
2
ℓn·xS(DIS)(ℓ;µ) ,
(2.255)
which describes usoft gluon emission throughout the interaction, from initial to final
state. The Wilson lines are defined as
Yn(x) = P exp
(
ig
∫ x
−∞
ds n · As(sn)
)
Y˜ †n¯ (x) = P exp
(
ig
∫ ∞
x
ds n¯ · As(sn¯)
)
. (2.256)
The usoft gluons in SCETI with offshellness p
2
us ∼ Λ2QCD become soft gluons of
SCETII, so Eq.(2.255) retains its form in matching SCETI to SCETII.
Using label momentum conservation, which is just momentum conservation at
fixed (large) Q, we simplify the collinear matrix element in the n-collinear direction:
〈hn(p, σ)|χ¯n,Q(x) n¯/
2
χn,ω′1(0)|hn(p, σ)〉 = δQ,ω′1 〈hn(p, σ)|χ¯n(x)
n¯/
2
δP¯,2Qχn(0)|hn(p, σ)〉 .
(2.257)
We then define an n-direction collinear sector as the n-collinear function and match
it onto SCETII. We insert an explicit Kronecker delta to ensure the large momentum
of the proton p˜ · n¯ is Q at large x,
Cn(Q− k;µ) =
∫
d n·x
4π
e
i
2
kn·x1
2
∑
σ
δn¯·p˜,Q 〈hn(p, σ)|χ¯n(n·x) n¯/
2
δP¯,2Qχn(0)|hn(p, σ)〉
=
1
2
∑
σ
δn¯·p˜,Q 〈hn(p, σ)|χ¯n(0) n¯/
2
δP¯ ,2Qδ(in¯ · ∂ − k)χn(0)|hn(p, σ)〉 .
(2.258)
where P¯ = n¯ · (P + P+) and k ∼ ΛQCD is the residual momentum lying in the
SCETII soft region. Label momentum conservation then forces w
′
1 = Q, meaning
that the large momenta of the incoming and outgoing protons are both equal to Q.
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Figure 2.20: O(α0s) Feynman diagram for the n-collinear function.
In SCETII, soft and collinear fields have the same off-shellness p
2 ∼ Λ2QCD. Ar-
bitrary separation between these soft and collinear modes leads to rapidity diver-
gences Chiu et al. (2012b,a), which we regulate using the rapidity regulator. Since
the matching procedure shows that the final state jet function is decoupled from
the initial state n-collinear function, we can express the n-collinear function as
Cn(Q− k;µ)→ Cn(Q− k;µ, ν) and the soft function as S(l, µ)→ S(l;µ, ν). Com-
bining Eq.(2.253), Eq.(2.254), Eq.(2.257) and Eq.(2.258), we arrive at the SCETII
factorized DIS hadronic tensor,
W µνeff = −gµν⊥ H(Q;µq, µc)
∫
dℓ Jn¯(ℓ;µc, µ)φ
ns
q (Q
(
1− x
x
)
+ ℓ;µ) (2.259)
with
φnsq (ℓ;µ) = δn˜·p˜,QZn(µ, ν)S(DIS)(ℓ;µ, ν) (2.260)
and
Zn(µ, ν) = Cn(Q− k;µ, ν)δ(k)δn¯·p˜,Q . (2.261)
2.5.2.2 Collinear Function to O(αs) for DIS with η-scheme
The n-collinear function in Eq. (2.258) has the tree-level Feynman diagram shown
in Fig. 2.20 We consider the explicit calculation of this amplitude using external
parton states, and find the O(α0s) result is
C(0)n (Q− k) = δn¯·p˜,Qδ(n˜ · pr − k)m0 , (2.262)
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Figure 2.21: O(αs) Feynman diagram for the n collinear function (a) is the virtual
contribution; (b) and (c) are the real contribution.
where n¯ · p˜ is the O(1) quark label momentum at the hard scale Q, pr is the quark
residual momentum at the soft scale ΛQCD and
m0 =
1
2
∑
σ
ξ¯σn
n¯6
2
ξσn , (2.263)
where ξσn is the SCET quark spinor in the n-direction with spin σ.
The O(αs) level n-collinear function Feynman diagrams are shown in Fig. 2.21.
Fig. 2.21(a) shows the virtual contribution, while Figs. 2.21(b) and (c) show the real
contribution. We omit the mirror images of the Fig. 2.21(a) and (b). With the ra-
pidity regulated collinear Wilson lines, we obtain the naive amplitude corresponding
to Fig. 2.21(a),
im˜na = (im0)(2g
2CF )δn¯·p,Qδ(l−)µ2ǫνη
∫
dDq
(2π)D
|n¯ · q|−η
n¯ · q
n¯ · (p− q)
(p− q)2 + iǫ
1
q2 −m2g + iǫ
,
(2.264)
in D = 4 − 2ǫ dimensions. The Kronecker delta sets the large component of the
external quark momentum to Q. The integral in Eq. (2.264) overlaps with a region
of soft momenta that must be subtracted to avoid double counting, the so-called
zero-bin Manohar and Stewart (2007); Idilbi and Mehen (2007a). Taking the limit
n¯ · q ≪ n¯ · p in the collinear gluon loop gives the overlap region, and the zero-bin
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subtraction for this amplitude is
imnφa = im0(2g
2CF )δn¯·p,Qδ(l−)µ2ǫνη
∫
dDq
(2π)D
|n¯·q|−η
n¯·q
n¯ · p
(n¯·p)(n·q) + iǫ
1
q2 −m2g + iǫ
.
(2.265)
Eq. (2.265) is scaleless and thus vanishes. The naive amplitudes of Fig. 2.21(b) and
(c) are
im˜nb = (−im0)(2g2CF )δn¯·p+n¯·q˜,Qδn¯·p,Qµ2ǫνη
×
∫
dDq
(2π)D
(−2πi)δ(q2) |n¯ · q|
−η
n¯ · q
n¯ · (p− q)
(p−q)2 + iǫδ(n¯ · qr − l
−) (2.266)
im˜nc = (im0)(2g
2CF )δn¯·p+n¯·q˜,Qδn¯·p,Qµ2ǫ(D − 2)
×
∫
dDq
(2π)D
(−2πi)δ(q2) (n¯ · q)(n · q)
((p− q)2 + iǫ)2 δ(n¯ · qr − l
−) , (2.267)
where q˜ is the large component of the collinear gluon momentum which obeys label
momentum conservation, and q = q˜ + qr with qr the soft residual momentum. In
the n-collinear function, the n-collinear quarks only couple with n-collinear gluons,
which means n · q˜ = 0 and n · q = n · qr. The two Kronecker deltas in front of the
integrals in both Eq. (2.266) and Eq. (2.267) force n¯ · q˜ = 0, which implies that
gluons emitted from initial to final state only have soft momentum. As a result,
Eq. (2.266) and Eq. (2.267) can be reduced to
im˜nb = (−im0)(2g2CF )δn¯·q˜,0
∫
dDqr
(2π)D
(−2πi)δ(q2r)
|n¯ · qr|−η
n¯ · qr
n¯ · (p− qr)
(p− qr)2 + iǫδ(n¯ · qr − l
−)
(2.268)
im˜nc = (im0)(2g
2CF )δn¯·q˜,0
∫
dDqr
(2π)D
(−2πi)δ(q2r )
(n¯ · qr)(n · qr)
((p− q)2 + iǫ)2 δ(n¯ · qr − l
−) ,
(2.269)
which is equal to the zero-bin subtraction. Therefore, after subtracting Eq. (2.268)
and Eq. (2.269) from Eq. (2.266) and Eq. (2.267) respectively, the results vanish.
After computing the virtual collinear function in Eq. (2.264) and Eq. (2.265) and
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adding their mirror amplitudes, we have to O(αs) the collinear function
Cn(Q− k)(1) = C(0)n (Q− k)
αsCF
π
w2
{
eǫγEΓ(ǫ)
η
(
µ2
m2g
)ǫ
+
1
ǫ
[
1 + ln
ν
n¯ · p
]
+ ln
µ2
m2g
ln
ν
n¯ · p + ln
µ2
m2g
+ 1− π
2
6
}
, (2.270)
which depends on the rapidity regulator. A natural choice of ν ∼ n¯·p = Q minimizes
the rapidity logarithm. The collinear matrix element is obtained by multiplying the
above result by the quark wave function renormalization
Cψ = 1− αsCF
4π
(
1
ǫ
+ ln
µ2
m2g
+ 1
)
, (2.271)
which gives
C(1)n (Q− k) = C(0)n (Q− k)
αsCF
π
w2
{
eǫγEΓ(ǫ)
η
(
µ2
m2g
)ǫ
+
1
ǫ
[
3
4
+ ln
ν
n¯ · p
]
+ ln
µ2
m2g
ln
ν
n¯ · p +
3
4
ln
µ2
m2g
+
3
4
− π
2
6
}
. (2.272)
2.5.2.3 DIS Collinear Function with ∆-scheme
The form of substitution
1
(pi + k)2 −m2i
→ 1
(pi + k)2 −m2i −∆i
(2.273)
makes the ∆ regulator behave like a mass shift for the particle i. Correspondingly,
the collinear Wilson lines are
Wn =
∑
perm
exp
[
− g
n¯ · P − δ1 n¯ · An
]
W †n¯ =
∑
perm
exp
[
− g
n · P − δ2n · An¯
]
, (2.274)
while the soft Wilson lines for DIS are
Y˜ †n¯ =
∑
perm
exp
[
− g
n · Ps − δ2 + i0 n¯ · As
]
Yn =
∑
perm
exp
[
− g
n¯ · Ps − δ1 − i0n · As
]
, (2.275)
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and for DY are
Y˜ †n¯ =
∑
perm
exp
[
− g
n · Ps − δ2 − i0 n¯ · As
]
Yn =
∑
perm
exp
[
− g
n¯ · Ps − δ1 − i0n · As
]
, (2.276)
where δ1 = ∆1/p
+ and δ2 = ∆2/p
−, with p+ or p− the collinear momentum in the n
or n¯ direction. We have the DIS hadronic tensor in SCETII with the Delta regulator
(Wµν)
eff
∆−DIS = −gµν⊥ H(Q, µ)
∫
φ
dℓJn¯(r;µ)S(ℓ;µ; δ2, m
2
g)Cn(Q− r − ℓ;µ; δ2, m2g) .
(2.277)
For DIS, the naive virtual n-collinear function shown in Fig.2.21(a) is
C˜vn =(2ig
2CF )δ(k
−)µ2ǫ
∫
ddq
(2π)d
1
−q− + δ1 + iǫ
× p
− + q−
(p− + q−)q+ − q2⊥ −∆2 + iǫ
1
q−q+ − q2⊥ −m2q + iǫ
=
(
−αsCF
2π
)
δ(k−)
(
1
ǫ
(
− ln δ1
p−
− 1
)
− ln µ
2
m2g
(
ln
δ1
p−
+ 1
)
−
[
ln
(
1− ∆2
m2g
)
ln
∆2
m2g
+ 1− ∆2/m
2
g
∆2
m2g
− 1 ln
∆2
m2g
+ Li2
(
∆2
m2g
)
− π
2
6
])
. (2.278)
We see that ∆2 is the infrared regulator for the quark propagator, effectively a quark
mass in the loop integral. The zero-bin amplitude for this virtual function is
Cvφn = (−2ig2CF )δ(k−)µ2ǫ
∫
ddq
(2π)d
1
q− − δ1 + iǫ
1
q+ − δ2 + iǫ
1
q2 −m2g + iǫ
=
(−αsCF
2π
)
δ(k−)
(
1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
+ ln
(
µ2
m2g
)
ln
µ2
δ1δ2
− 1
2
ln2
µ2
m2g
− Li2
(
1− δ1δ2
m2g
)
+
π2
12
)
. (2.279)
For the real collinear function, the naive real collinear amplitudes only get contri-
butions from the soft momentum region, which are their exact zero-bin subtraction
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amplitudes. Thus, after the zero-bin subtractions, the real collinear function ampli-
tudes shown in Fig. 2.21(b) and (c) vanish,
C˜rn = C
rφ
n ⇒ Crn = C˜rn − Crφn = 0 . (2.280)
After multiplying the calculated amplitudes in Eq. (2.278) and Eq. (2.279) by 2
for their mirror images, we have the collinear function with quark wavefunction
renormalization in semi-inclusive DIS with the Delta regulator
Cvn =2(C˜
v
n − C˜vφn )
=2
(−αsCF
2π
)
δ(k−)
(
− 1
ǫ2
− 1
ǫ
(
ln
µ2
∆2
+
3
4
)
+
π2
12
− 3
4
+
1
2
ln2
µ2
m2g
− ln µ
2
m2g
(
ln
µ2
∆2
+
3
4
)
+ Li2
(
1− δ1δ2
m2g
)
− Li2
(
∆2
m2g
)
+ ln
∆2
m2g
(
∆2/m
2
g
∆2
m2g
− 1 − ln
(
1− ∆2
m2g
)))
. (2.281)
The infrared part of final result of the n-collinear function is independent of δ1,
which is the infrared regulator of the n-direction Wilson Line. In contrast, using
the rapidity η-regulator exhibited rapidity divergences in the n-collinear function in
Eq. (2.270) brought in by the n-direction Wilson line.
2.5.2.4 Soft Function to O(αs) for DIS with η-scheme
The soft function, given in Eq. (2.255), at tree level is
S(l)(0) = δ(l). (2.282)
ToO(αs), with the η-regulated soft Wilson line , we can explicitly isolate the rapidity
poles of the soft function. The Feynman diagrams for the one-loop soft functions
are shown in Fig. 2.22, where Fig. 2.22(a) is the virtual piece and Fig. 2.22(b) is the
real piece. The double lines represent the eikonal lines. Here we also omit the
mirror images of Fig. 2.22(a) and (b).
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Figure 2.22: O(αs) soft function Feynman diagrams: (a) is the virtual contribution;
(b) is the real soft function Feynman diagrams: (a) .
The naive virtual soft function amplitude determined from Fig. 2.22(a) is
S˜v = (2ig
2CF )δ(l)µ
2ǫνηw2
∫
ddk
|2k3|−η
k2 −m2g + iǫ
1
k− + iǫ
1
k+ + iǫ
= δ(l)
αsCF
π
w2
[−eǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
+
1
2ǫ2
+
1
ǫ
ln
µ
ν
+ ln2
µ
mg
− ln µ
2
m2g
ln
ν
mg
− π
2
24
]
.
(2.283)
The zero bin subtraction for the naive virtual piece is the overlap with the n and n¯
collinear directions:
Sn¯vφ(k
− ≫ k+) = (2ig2CF )δ(l)µ2ǫνη
∫
dDk
(2π)D
|k−|−η
(k+ + iǫ)(k− + iǫ)(k2 −m2g + iǫ)
,
(2.284)
Snvφ(k
+ ≫ k−) = (2ig2CF )δ(l)µ2ǫνη
∫
dDk
(2π)D
|k+|−η
(k+ + iǫ)(k− + iǫ)(k2 −m2g + iǫ)
.
(2.285)
These integrals are scaleless in rapidity regularization and vanish. This must be the
case because adding the rapidity regulator to the soft Wilson lines restricts the soft
function integral to lie only in the soft momentum region. In other words, in the
virtual contributions, the rapidity regulator properly separates soft and collinear
modes in SCETII. Thus the total virtual soft function is
Sv = 2S˜v . (2.286)
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The naive real contribution from the diagram in Fig. 2.22(b) is
S˜r = +4πCFg
2
sµ
2ǫw2νη
∫
dDk
(2π)D−1
δ(k2 −m2g)δ(ℓ− k+)|2k3|−η
1
k+
1
k−
(2.287)
= −αsCF
π
(
eγE
µ2
m2g
)ǫ
w2νη
θ(ℓ)
ℓ1+η
Γ(ǫ) .
The zero bin subtraction for the real soft function is not zero at this order, because
any overlap with the collinear regions in the soft function is not suppressed by the
rapidity regulator in the initial state Wilson lines. Mathematically, we see this by
the presence of the scale brought into the integral by the measurement function.
The overlap of the integral in Eq. (2.287) with the n-collinear region is given by
taking the limit k+ ≫ k− with k+k− ∼ k2⊥
Srnφ = −4πCFg2sµ2ǫw2νη
∫
dDk
(2π)D−1
δ(k2 −m2g)δ(ℓ− k+)|k+|−η
1
k+
1
k−
(2.288)
= +
αsCF
π
(
eγE
µ2
m2g
)ǫ
w2νη
θ(ℓ)
ℓ1+η
Γ(ǫ) ,
which is the same as the result in Eq. (2.287). The n¯-collinear subtraction is given
by taking the limit k− ≫ k+ with k+k− ∼ k2⊥ in the first line of Eq. (2.287):
Srn¯φ = −4πCFg2sµ2ǫw2νη
∫
dDk
(2π)D−1
δ(k2 −m2g)δ(ℓ− k+)|k−|−η
1
k+
1
k−
(2.289)
= −αsCF
π
(
eγE
µ2
m2g
)ǫ
w2
(
ν
m2g
)η
θ(ℓ)
ℓ1−η
Γ(η + ǫ)
Γ(1 + η)
.
Comparing Eq. (2.287), Eq. (2.288) and Eq. (2.289), we see that the unsubtracted
soft function S˜r is dominated by overlap with the n-collinear region as Eq. (2.288)
represents the n-collinear modes running into the soft function. This is due to the
measurement being on soft radiation only in the n-collinear direction. Radiation in
the n¯-collinear direction has been integrated out in the matching onto SCETII and
subtracting Eq. (2.289) from Eq. (2.287) removes the momentum in the soft function
that overlaps with the n¯-collinear momentum region. Thus the zero bin subtracted
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real contribution, given by the diagrams in Fig. 2.22(b), is
Sr = 2(S˜r − Srnφ − Srn¯φ) = −2Srn¯φ
= 2
αsCF
π
w2
{[
1
2
eǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
− 1
2ǫ2
+
1
2ǫ
ln
νQ
µ2
− ln2 µ
mg
+ ln
µ
mg
ln
νQ
m2g
+
π2
24
]
δ(z)
1
Q
+
[
1
2ǫ
+ ln
µ
mg
]
1
z+
}
, (2.290)
where the plus-function of the dimensionful variable ℓ is given in terms of the defi-
nition of a dimensionless variable z = ℓ/κ
1
(ℓ)+
=
1
κ(z)+
+ ln κ δ(κ z) , (2.291)
with
1
(z)+
≡ lim
β→0
[
θ(z − β)
z
+ ln β δ(z)
]
. (2.292)
Adding the virtual and real contributions gives the one loop expression for the
soft function
S(z)(1) = αsCF
πQ
w2
{
− eǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
δ(z)
+
(
1
ǫ
+ ln µ
2
m2g
)(
− ln ν
Q
δ(z) +
(
1
z
)
+
)}
. (2.293)
Logarithms in the soft function are minimized by setting µ ∼ mg and ν ∼ ℓ ∼
Qz ∼ Q (1−x
x
)
. Note that Q
(
1−x
x
)
is an end-point region energy scale, which is
however different from what one naturally chooses for the collinear function. Clearly,
resumming these logarithms in ν is needed.
2.5.2.5 Soft Function with ∆-scheme
The naive virtual soft function for DIS shown in Fig. 2.22(a) is the same as the
zero-bin of the virtual collinear function, since the momentum contributing to that
integral comes from the same soft region
S˜v =
(
−αsCF
2π
)
δ(l)
{ 1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
+ ln
µ2
m2g
ln
µ2
δ1δ2
− 1
2
ln2
µ2
m2g
− Li2
(
1− δ1δ2
m2g
)
+
π2
12
}
. (2.294)
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The naive real soft function shown in Fig. 2.22(b) is
S˜r =(4πg
2CF )µ
2ǫ
∫
d4−2ǫk
(2π)4−2ǫ
δ(k2 −m2g)δ(l − k−)θ(k0)
1
k+ − δ2
1
k− − δ1
=
αsCF
2πQ
(
− 1
ǫ
δ(z) ln
−δ1
Q
+
1
z+
(
1
ǫ
+ ln
−µ2
δ2Q
)
− δ(z) ln
(
−δ1
Q
)
ln
−µ2
δ2Q
)
,
(2.295)
where zQ = l, and z is dimensionless. We omit the term proportional to ln(1−z)
(z)+
,
which contributes a constant in the endpoint limit z → 0. The Delta regulator
restricts the integrals leading to Eq. (2.294) and Eq. (2.295) to the soft momentum
region, so we do not need to subtract the collinear overlap. This differs from the
prescription with the η-regulator, which serves as a smooth step function in the
loop integral and may leave residual overlap with the collinear function that must
be eliminated by subtracting. Multiplying Eq. (2.294) and Eq. (2.295) by 2 for their
mirror images, we get the soft function with the Delta regulator
S =2(S˜v + S˜r)
=− 2αsCF
2πQ
(
1
ǫ2
δ(z) +
1
ǫ
[
δ(z) ln
µ2
δ1δ2
+ δ(z) ln(−δ1
Q
)−
(
1
z
)
+
]−(1
z
)
+
ln
−µ2
δ2Q
+ ln(−δ1
Q
) ln
−µ2
∆2
δ(z)− π
2
12
δ(z) + ln
µ2
m2g
ln
µQ
δ1mg
δ(z)− Li2
(
1− δ1δ2
m2g
)
δ(z)
)
.
(2.296)
Introducing κ to make the arguments of the logarithms dimensionless as in
Eq. (2.296) and choosing −δ2Q = m2g, we can recombine logarithms to show that the
infrared divergence in the soft function is independent of δ1. We can make this choice
to relate the regulators, because in the soft function one of the three infrared Delta
regulators, δ1, δ2 and m
2
g is redundant, and the system is under-constrained. Again
this is very different from what we obtain by using the η-regulator in Eq. (2.293),
where we separate rapidity divergences from infrared divergences and get a result
containing both rapidity and IR divergences, each with an appropriate regulator, η
and m2g.
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2.5.2.6 Renormalization Group Running for DIS with η-scheme
To subtract the divergences in ǫ and η in Eq. (2.270) and Eq. (2.293), we introduce
counter-terms,
Cn(Q− k)R = Z−1n Cn(Q− k)B
S(z)R =
∫
dz′Zs(z − z′)−1S(z′)B ,
with superscripts R and B indicating renormalized and bare. To determine Zn we
need the one-loop wave function renormalization
Zψ = 1− αsCF
4π ǫ
, (2.297)
and find the resulting one-loop collinear counter-term is
Zn = 1 +
αsCF
π
w2
[
eǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
+
1
ǫ
(
3
4
+ ln
ν
n¯ · p
)]
. (2.298)
The one-loop soft counter-term is
Zs(z) = δ(z)+
αsCF
π
w2
{
− e
ǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
δ(z)+
1
ǫ
[
1
(z)+
− ln ν
Q
δ(z)
]}
. (2.299)
The counter-terms must obey the consistency condition put forth by
Fleming et al. (2008),
ZHZJn¯(z) = Z
−1
n Z
−1
s (z) , (2.300)
where ZJn¯(ℓ) is the jet-function counter-term and ZH is the square of the counter-
term for the SCET DIS current, which has been given at one loop by Bauer et al.
(2004) in 4 − ǫ dimensions. Converting the result of Bauer et al. (2004) to 4 − 2ǫ
dimensions and squaring gives
ZH = 1− αsCF
2π
(
2
ǫ2
+
3
ǫ
+
2
ǫ
ln
µ2
Q2
)
, (2.301)
where Q2 = n¯ · p n · pX . The one-loop result for ZJn¯(z) is given by Manohar (2003)
ZJn¯(z) = δ(z) +
αsCF
4π
[(
4
ǫ2
+
3
ǫ
− 1
ǫ
ln
(n · p)Q
µ2
)
δ(z)− 4
ǫ
(
1
z
)
+
]
. (2.302)
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Putting the factors together,
ZHZJn¯(z) = δ(z) +
αsCF
4π
{[
− 3
ǫ
+
4
ǫ
ln
(
n¯ · p
Q
)]
δ(z)− 4
ǫ
1
z+
}
. (2.303)
which is exactly equal to the product of inverses Z−1n Z
−1
s (z), taken from Eq. (2.298)
and Eq. (2.299).
From the one-loop results, we extract the µ anomalous dimensions for the
collinear and soft function respectively,
γµn(µ, ν) =
2αs(µ)CF
π
(
3
4
+ ln
ν
n¯ · p
)
, (2.304)
γµs (ℓ;µ, ν) =
2αs(µ)CF
π
[
1
z+
− ln ν
Q
δ(z)
]
.
Note that
γµ = γµn + γ
µ
s =
2αsCF
π
((
3
4
− ln
(
n¯ · p
Q
))
δ(z) +
1
z+
)
, (2.305)
which agrees with the known result, and the ν-dependence cancels as expected.
However, we can now trace the origin of the large logarithm in the ratio of n¯ ·p ∼ Q
to Q
(
1−x
x
)
to the rapidity region. The ν anomalous dimensions for the collinear and
soft functions are
γνn(µ, ν) =
αs(µ)CF
π
ln
µ2
m2g
,
γνs (µ, ν) = −
αs(µ)CF
π
ln
µ2
m2g
. (2.306)
Adding them together, we have γν = γνn + γ
ν
s = 0, as is dictated by the con-
sistency condition. The presence of mg in γ
ν
n and γ
ν
s however suggests that the
renormalization group running in ν is dependent on an infrared scale, and therefore
is non-perturbative.
The µ and ν running are independent and can be carried out in either order.
For the collinear function, the µ-running is given to one loop by
Cn(Q− k;µ, νc) = U(µ, µ0, νc)Cn(Q− k;µ0, νc), (2.307)
U(µ, µ0, νc) = e
3
4
ω(µ,µ0)
[
νc
n¯ · p
]ω(µ,µ0)
,
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where νc is the collinear rapidity scale and
ω(µ, µ0) =
4CF
β0
ln
[
αs(µ)
αs(µ0)
]
. (2.308)
For the soft function, the one-loop µ-running is
S(ℓ;µ, νs) =
∫
dr U(ℓ− r;µ, µ0, νs)S(ℓ;µ0, νs), (2.309)
U(ℓ− r;µ, µ0, νs) =
(
e2γEνs
)−ω(µ,µ0)
Γ(ω(µ, µ0))
1
[(ℓ− r)1−ω(µ,µ0)]+ .
Combining the running factors we find
U(µ, µ0, νc)U(ℓ− r;µ, µ0, νs) =
[
e−2γEνc
n¯ · p νs
]ω(µ,µ0) e 34ω(µ,µ0)
Γ(ω(µ, µ0))
(
1
(ℓ− r)1−ω(µ,µ0)
)
+
.
(2.310)
To get a feel for which logarithms are being summed we will transform the
combined running factors into Mellin moment space:
U(µ, µ0, νc)U(N ;µ, µ0, νs) =
[
e−γEνc
N¯ νs
]ω(µ,µ0)
e
3
4
ω(µ,µ0) . (2.311)
The first term on the right-hand side in square brackets can be expressed as[
e−γEνc
N¯ νs
]ω(µ,µ0)
= Exp
[
ω(µ, µ0) ln
(
e−γEνc
N¯ νs
)]
= Exp
[
4CF
β0
ln
(
N¯ νs
e−γEνc
) ∞∑
n=1
1
n
(
β0αs(µ)
2π
ln
µ0
µ
)n]
, (2.312)
which, in the exponent, gives a series in αns (µ) ln
n(µ0/µ) times a single power of
ln(N¯νs/νc). If we make the choice νc = νs we reproduce the standard result of a
single logarithmic series multiplied by a single logarithm of N . However, if we make
the choice for νc and νs given above then we merely have a single logarithmic series
multiplied by an O(1) quantity. We argue that this is the natural choice from an
EFT perspective.
Having widely separated rapidity scales then forces us to consider the rRGE.
Although the ν running is non-perturbative it is still enlightening to see what the
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resummation looks like, and we push ahead and determine the soft ν running factor
S(ℓ;µs, ν) = V (µs, ν, ν0)S(ℓ;µs, ν0), (2.313)
V (µs, ν, ν0) =
[
ν
ν0
]−αs(µ)CF
π
ln µ
2
m2g
.
Note that if we choose ν = νc and ν0 = νs in the above equations with µs = µ then
V (µ, νs, νc) =
[
νs
νc
]αs(µ)CF
π
ln µ
2
m2g
=
[
νs
νc
]αs(µ)CF
π
ln µ
2
µ2
0
[
νs
νc
]αs(µ)CF
π
ln
µ20
m2g
. (2.314)
The first term in square brackets on the far right-hand side cancels the νs/νc de-
pendence in the first term (n = 0) of the series in the exponent of Eq. (2.312). The
second term in the square brackets is clearly infrared sensitive and we will absorb it
into the definition of the PDF. Finally we express the rapidity running factor as
V (µ0, νs, νc) = Exp
[
αs(µ0)CF
π
ln
µ2
m2g
ln
νs
νc
]
, (2.315)
which, using νc/νs = N¯ , makes it clear that what is being summed (in Mellin mo-
ment space) by the rRGE is the product αs(µ0) ln(µ0/mg) lnN . The large logarithm
of N multiplies an infrared logarithm, which explains why no one has tried to sum
these terms before.
Of course, this begs the question of why we should even bother to separate
collinear from soft in the PDF. One answer is that we have a consistent EFT for-
malism that never produces terms that violate power counting. There is, however,
more. Currently fits of the PDF produce a very steeply falling function of momen-
tum fraction as the endpoint is approached, with no understanding of why; our
result offers an explanation. To see this we define our PDF for large-x in DIS as a
modified form of the function φnsq in Eq. (2.260):
fnsq (z;µ)endpoint = δn˜·p˜,QZn(µ, νc)S(DIS)(ℓ;µ, νs)V (µ0, νs, νc) . (2.316)
This is the same as the operator definition we give in our previous paper, but we
have made the presence of the V (µ0, νs, νc) factor explicit. Away from the endpoint
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νc and νs must flow together so the PDF in the endpoint matches smoothly onto
the usual definition of the PDF. In Mellin moment space the rapidity factor
V (µ0, νs, νc) = N¯
−αs(µ)CF
π
ln
µ20
m2g . (2.317)
If we transform back into momentum fraction space we find
V (µ0, νs, νc) =
1
Γ
(αs(µ)CF
π
ln
µ20
m2g
)(1− z)αs(µ)CFπ ln µ20m2g −1 ,
where the exponent on the (1−z) is nonperturbative and could be large. This offers
a possible explanation for why the PDF has a steep fall-off in the endpoint.
2.5.2.7 Renormalization Group Running for DIS with ∆-scheme
The counter-terms that renormalize the soft and collinear functions in Eq. (2.296)
and Eq. (2.281) are
Zn = 1 +
αsCF
π
[
1
ǫ2
+
1
ǫ
(
3
4
+ ln
µ2
∆2
)]
, (2.318)
Zs = δ(z)− αsCF
π
[
1
ǫ2
δ(z) +
1
ǫ
[
− 1
(z)+
+ ln
µ2
δ1δ2
δ(z) + δ(z) ln(−δ1
Q
)
]]
. (2.319)
The result Eq. (2.296) is consistent with perturbative QCD in the endpoint limit,
as we show later in this section; however, it differs from Eq. (A.5) in Chay and Kim
(2013b) which is also performed in the Delta-regulator scheme. The last term of
Eq. (A.5) of Chay and Kim (2013b) is not shown in the body of the paper, as it
should not be included in the combined result to be consistent with QCD.
To check our results with the DIS consistency condition Eq. (2.300), we must
first calculate the counter-term of the jet function with the Delta regulator. The
calculation is carried out in Appendix B.3. The result is
ZJ = δ(z) +
αsCF
2π
(
1
ǫ2
δ(z) +
1
ǫ
(
δ(z)
(
3
4
+ ln
µ2
∆1
+ ln
−∆1
n · p
)
− 1
(z)+
))
.
(2.320)
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Combining this with Eqs. (2.318) and (2.319), we verify the consistency condition
Eq. (2.300). The anomalous dimensions are
γµn =
2αsCF
π
1
ǫ
(
3
4
+ ln
µ2
∆2
)
, (2.321)
γµs =−
2αsCF
π
(
1
ǫ2
δ(z) +
1
ǫ
(
− 1
(z)+
+ δ(z) ln
µ2
−∆2
))
. (2.322)
Analogous to Eq.(2.304) and Eq.(2.306), we can see that: (1) Because we only
treat the rapidity divergences in the semi-inclusive region as one type of infrared
divergence, we cannot separate and resum it using the dimensional regularization
scale µ. (2) Similar to η-regulator, the sum of the anomalous dimensions γµ = γµn+γ
µ
s
from Eqs. (2.320) and (2.322) is independent of the additional scale ∆2. However,
the presence of ∆2 means the running of both the collinear and soft functions is non-
perturbative. Since the Delta regulator and η regulator both exhibit nonperturbative
running, our calculations suggest that the dependence on the infrared physics is
independent of the regulator. As a consequence, combining the collinear and soft
functions into the new definition of the PDF is justified as a regulator-independent
choice.
With the counter-terms given in Eq. (2.318) and Eq. (2.319), we choose −δ2Q =
m2g, subtract them along with the wave-function renormalization given in Eq. (B.46)
from the collinear function in Eq. (2.281) and soft function in Eq. (2.296), and let
δ1 → 0 to obtain the renormalized collinear and soft functions
CRn =
(
−αsCF
π
)
δ(k−)
[
π2
12
− 3
4
− 1
2
ln2
µ2
m2g
− 3
4
ln
µ2
m2g
]
, (2.323)
SR =
(
−αsCF
π
)[
−
(
1
z
)
+
ln
µ2
m2g
− π
2
4
δ(z) +
1
2
ln2
µ2
m2g
δ(z)
]
. (2.324)
Note that the ∆-regulator does not provide a renormalization group-style mech-
anism to sum the rapidity logarithms. In this scheme, one would have to sum the
series of loop diagrams shown in Fig. 2.13, as we will perform in the next chapter
in the context of HHχPT.
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2.5.2.8 Comparing to Perturbative QCD Result
In this section, we compare the one-loop expression of the hadronic tenor in SCET
to that in QCD. This provides a powerful check that nothing has been missed in the
SCET calculation. Extracting the scalar part of the SCET effective hadronic tensor
from Eq.(2.259), we have
W µνeff = −
gµν⊥
2
Weff, (2.325)
where
Weff = 2QH(Q;µq, µc)
∫ 1
x
dw
w
Jn¯(Qw;µc;µ)Cn((Q−k);µc;µ, ν)SDIS(Q(1−w);µ, ν) .
(2.326)
The renormalized hard function HR(Q;µq;µc) and jet function J
R
n¯ (Qz;µc;µ) are
given in the literature (Manohar (2003); Chay and Kim (2013b); Bauer et al. (2004);
Becher et al. (2007); Hornig et al. (2009b); Bauer et al. (2010)):
HRDIS(Q, µ) = 1 +
αsCF
2π
(
− ln2 µ
2
Q2
− 3 ln µ
2
Q2
− 8 + π
2
6
)
, (2.327)
JRn¯ (Q(1− x), µ) = δ(1− x) +
αsCF
2π
{
δ(1− x)
(
3
2
ln
µ2
Q2
+ ln2
µ2
Q2
+
7
2
− π
2
2
)
−
(
2
1− x
)
+
(
ln
µ2
Q2
+
3
4
)
+ 2
(
ln(1− x)
1− x
)
+
}
. (2.328)
From Eq. (2.270) and Eq. (2.298), we obtain the renormalized collinear function,
CR(Q− k;µ, ν) = m0δn¯,p˜,Qδ(k)
[
1 +
αsCF
π
(
ln
µ2
m2g
ln
ν
n¯ · p +
3
4
ln
µ2
m2g
+
3
4
− π
2
6
)]
.
(2.329)
From Eq. (2.293) and Eq. (2.299), we obtain the renormalized soft function,
SR(Q(1− x);µ, ν) = 1
Q
δ(1− x) + αsCF
πQ
{
ln
µ2
m2g
[(
1
1− x
)
+
− ln ν
Q
δ(1− x)
]}
.
(2.330)
Inserting Eqs. (2.327), (2.328), (2.329), and (2.330) into (2.326), we arrive at the
one-loop expression for the hadronic structure function calculated in SCET which
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is valid in the endpoint region:
Weff = 2m0δn¯,p˜,Q
{
δ(1− x) + αsCF
π
[(
−3
4
ln
m2g
Q2
− 3
2
− π
2
3
)
δ(1− x)
−
(
1
1− x
)
+
(
ln
m2g
Q2
+
3
4
)
+
(
ln(1− x)
1− x
)
+
]
+ ln
µ2
m2g
ln
νc
νs
}
, (2.331)
in which we set νs = νc. The quark contribution to the hadronic structure function
in perturbative QCD is given in Field (1989),
F2(x) =
∫ 1
x
dy
y
(G
(0)
p−q(y) +G
(0)
p−q¯(y))
{
δ(1− z) + αs
2π
Pq→gq(z) ln
Q2
m2g
+ αsf
q DIS
2 (z)
}
,
(2.332)
where
Pq→qg(z) =
4
3
(
1 + z2
1− z
)
+
=
4
3
(
1 + z2
(1− z)+ +
3
2
δ(1− z)
)
,
αsf
q DIS
2 (z) =
2αs
3π
[
(1 + z2)
(
ln(1− z)
1− z
)
+
+
1 + z2
1− z (−2 ln z)−
3
2
1
(1− z)+
+ 4z + 1−
(
2π2
3
+
9
4
)
δ(1− z)
]
, (2.333)
z = x/y, and G
(0)
p→q +G
(0)
p→q¯ = 2m0δn¯,p˜,Q. As x→ 1, we have
F2 z→1−−→ (2m0δn¯·p¯,Q)
{
δ(1− x) + αsCF
π
(
− 1
(1− x)+
(
ln
m2g
Q2
+
3
4
)
+
(
ln(1− x)
1− x
)
+
− 3
4
1
(1− x)+ + 9−
(
π2
3
+
9
4
+
3
4
ln
m2g
Q2
)
δ(1− x)
)}
.
(2.334)
Comparing Eq. (2.334) to Eq. (2.331), we find the low energy behavior agrees. In
particular, by comparing the jet function and soft function separately in SCET,
we can trace the origin of m2g dependence in the quark splitting term Pq→qg ∼
ln Q
2
m2g
to the large scale difference between the collinear gluons and the soft gluons
entering the final state jet. The difference between Eq. (2.334) and Eq. (2.331) is the
constant coefficient of δ(1−x) and the constant term which are regularization scheme
dependent. Since the SCET calculation uses a different regularization scheme from
Field (1989) this discrepancy is expected.
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We insert Eq. (2.335), Eq. (2.324), renormalized final-jet function Eq. (B.50)
and the hard function Eq. (2.327) into the hadronic tensor Eq. (2.277) and replace
z with (1− x) to obtain
(Wµν)
eff
∆−DIS = 2m0δn¯·p˜,Q
{
δ(1− x) + αsCF
π
[(
−3
4
ln
m2g
Q2
)
δ(1− x)
−
(
1
1− x
)
+
(
ln
m2g
Q2
+
3
4
)
+
(
ln(1− x)
1− x
)
+
+
(
15
8
− π
2
12
)
δ(1− x)
]}
.
(2.335)
Again, we reproduced the perturbative QCD result except for the constant coefficient
of δ(1− x) term, which depends on the regularization scheme we choose.
2.5.2.9 Definition of the Parton Distribution Function
We consider the definition of the parton distribution function. The PDF defined in
φnsq (Q(1− x) + ℓ;µ) = Zn(Q;µ, ν)S(ℓ;µ, ν) , (2.336)
is worrisome because the soft function is sensitive to both the initial and final state
(due to the soft Wilson lines running to infinity). This would imply that the PDF is
not universal to other process with the same initial state but different final state. To
keep the PDF universal, we want to require that the PDF only depend on properties
of the initial state. In this section we show that the soft function in
1
Nc
〈0|Tr
(
T¯
[
Y †n (n · x)Y˜n¯(n · x)
]
T
[
Y˜ †n¯ (0)Yn(0)
])
|0〉 ≡
∫
dℓ e−
i
2
ℓn·xS(ℓ;µ) (2.337)
can be manipulated into a form which is only sensitive to initial state radiation
making our definition of the PDF universal.
We introduce Wilson lines linking the far past to the far future (Arnesen et al.
(2005))
Y˜ ∞†n¯ = P¯ exp
(
−ig
∫ ∞
−∞
dsn¯ · As(n¯s)
)
(2.338)
Y˜ ∞n¯ = P exp
(
ig
∫ ∞
−∞
dsn¯ ·As(n¯s)
)
(2.339)
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and insert the identity Y˜ ∞†n¯ Y˜ ∞n¯ ≡ 1 between the time-ordered and anti-time-ordered
Wilson lines in the soft function Eq. (2.337). In Appendix B.2, we show that
1
Nc
〈0|Tr
(
T¯
[
Y †n (n · x)Y˜ †n¯ (n · x)
]
Y˜ ∞†n¯ Y˜
∞
n¯ T
[
Y˜n¯(0)Yn(0)
])
|0〉
=
1
Nc
〈0|Tr
(
T¯
[
Y †n (n · x)Yn¯(n · x)
]
T
[
Y †n¯ (0)Yn(0)
])
|0〉 ≡
∫
dℓe
i
2
ln·xS(ℓ, µ),
(2.340)
which gives an S(ℓ, µ) that is sensitive only to initial state information, since all four
Wilson lines extend from minus infinity to the interaction point. Now the expression
for the PDF defined in Eq. (2.336) has the form
φnsq (z;µ) =
1
2
∑
σ
〈hn(p, σ)|χ¯n(0) n¯/
2
χn(0)|hn(p, σ)〉 (2.341)
×
∫
dn · x
4π
e
i
2
Qzn·x 1
Nc
〈0|Tr
(
T¯
[
Y †n (n · x)Yn¯(n · x)
]
T
[
Y †n¯ (0)Yn(0)
])
|0〉 ,
which makes the it manifest that the PDF only depends on the initial state.
Jefferson Lab is undertaking a new set of experiments aimed at determining the
PDF in the moderate- and large-x regions. By expanding our result in powers of
αs, we can match smoothly onto the leading-log fixed-order PDF at moderate x and
predict the PDF at x→ 1 with rapidity logarithms resummed.
2.5.3 Drell-Yan Processes Near Endpoint
We now apply a similar analysis to the Drell-Yan processes.7 Of particular theoret-
ical interest is the so-called threshold region, where the invariant mass of the lepton
pair approaches the center-of-mass energy of the collision. In this regime large
Sudakov logarithms must be resummed (Sterman (1987); Catani and Trentadue
(1989); Magnea (1991); Korchemsky and Marchesini (1993)). Similar, but on less
rigorous footing is the need for partonic resummation. In this case one is not in
the true endpoint region, but rather in the region where the invariant mass of the
colliding partons is just above the threshold for the production of the final state.
7This section is based on work in collaboration with S. Fleming (Fleming and Labun (2016)).
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Appell et al. (1988); Catani et al. (1998) argue that the sharp fall-off of parton lu-
minosity at large x enhances the partonic threshold region, and thus requires re-
summation. A quantitative study of this question was carried out in the context of
soft collinear effective theory (SCET) by Becher et al. (2008), who conclude among
other things that “the dynamical enhancement of the threshold contributions re-
mains effective down to moderate values τ ≈ 0.2...”, where τ = 1 represents the
true endpoint.
In the threshold region the large Sudakov logarithms which need to be resummed
have a simple form in Mellin moment space, where leading terms appear in pertur-
bation theory as double logarithms αns ln
2n(N), where N is the Mellin moment.
The threshold region corresponds to the limit of large N , so clearly the presence
of these types of terms poses problems for a naive perturbative expansion and calls
for resummation. Part of this resummation occurs when the parton distribution
function (PDF) is evolved using the DGLAP equation (Gribov and Lipatov (1972);
Altarelli and Parisi (1977); Dokshitzer (1977)), which in the threshold region be-
comes particularly simple. In Mellin moment space the anomalous dimension for
the non-singlet quark-to-quark PDF has the form (Moch et al. (2004))
γ(n)ns = −
(
αs(µ)
4π
)n+1[
An log(N¯)− Bn
]
+O
(
ln(N)
N
,
1
N
)
, (2.342)
where N¯ = NeγE , γE being the Euler-Mascheroni constant. At order n = 0, for
example, A0 = 16/3 ≈ 5.3 and B0 = 4. What is peculiar about this result is
that while An and Bn are numbers of the same order, there is the large logarithm
of N enhancing the An term. From an EFT point of view the large logarithm is
problematic because if we have a correct power counting of threshold enhancements
we should never encounter such power enhanced terms.
In Fleming and Labun (2015), we used SCET to show that the PDF in the
DIS threshold region can be expressed as the product of a collinear factor and a
soft function. Since both the collinear and soft degrees of freedom in the endpoint
have an invariant mass of order the hadronic scale such a separation necessitates
the introduction of a rapidity regulator to keep the two modes separate. We use
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the rapidity regulator of Chiu et al. (2012b,a), which introduces a rapidity scale
ν to keep different modes on the same mass curve distinct. This tool allows us
to reorganize the perturbative expansion of the anomalous dimension for the non-
singlet quark-to-quark PDF in the threshold region. We find the leading order
anomalous dimension in Mellin moment space to be
γ(0)ns = −
(
αs(µ)
4π
)n+1[
A0 ln
(
νcνs
Q2/N¯
)
−B0
]
, (2.343)
where νc ≈ Q is the collinear rapidity scale, and νs ≈ Q/N¯ is the soft rapidity
scale. The rapidity scales are set by minimizing logarithms in the collinear and soft
anomalous dimensions, and result in a γ
(0)
ns free of a logarithmic enhancement. Now
both terms in the anomalous dimension are of “natural” size, O(1).
This shows that large rapidity logarithms arise in the kinematic limit that the
total momentum of the soft radiation has invariant mass similar to that of the
initial protons, namely Λ2QCD. In view of the rapidity-scale-free definition of the
PDF introduced in the previous section for DIS, we may extract new information on
the elastic limit of hadron-hadron collisions by comparing the DIS-defined PDF to
the PDF we obtain here in the Drell-Yan analysis. Departures of the DY PDF from
a direct product of DIS PDFs represent low-energy interferences between the two
protons. Such interference is only expected near the endpoint x → 1; at moderate
x the colliding partons are well-separated in time during the collision so that they
are uncorrelated.
We analyze the large-x Drell-Yan process in the same fashion as the previous
section: first we integrate out the large scale ∼ Q by matching QCD onto SCETI,
then we factorize, and finally we integrate out the scale Q(1− x) by matching onto
SCETII. We compute each piece in the factorization formula to the first perturbative
order and resum large logarithms to NLL order. Finally, we discuss the PDF for
two protons colliding at large x.
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2.5.3.1 Factorization theorem
Kinematics. While we worked through the kinematics of DIS process in both the
target rest frame and Breit frame, we consider the Drell-Yan process only in the Breit
frame. The proton in the n¯-direction carries momentum pµ = n¯
µ
2
n · p+ nµ
2
n¯ · p+ p¯µ⊥,
and proton in the n-direction carries momentum p¯µ = n
µ
2
n¯ · p¯ + n¯µ
2
n · p¯ + p¯µ⊥. The
invariant mass-squared of the proton-proton collision is s = (p+ p¯)2 ≃ (n · p)(n¯ · p¯),
since n · p and n¯ · p¯ are the large components of p and p¯ respectively. The squared
momentum transfer between the two protons is Q2 = q2, so for p we define
x =
Q2
2p · q =
Q2
(n · p)(n¯ · q) ≃
n · q
n · p , (2.344)
while for p¯ we define
x¯ =
Q2
2p¯ · q =
Q2
(n¯ · p¯)(n · q) ≃
n¯ · q
n¯ · p¯ . (2.345)
Here τ = Q2/s = x · x¯ is the fraction of the energy-squared taken by the colliding
partons from the protons. The endpoint corresponds to τ → 1. As in DIS, we define
Q
x
= Q + l+, Q
x¯
= Q + l¯− with lightcone momenta l+ and l¯−. The separated scales
are
• hard modes with q = (Q,Q, 0) at the hard scale;
• n-collinear modes with pc =
(
Q
x
,
Λ2QCD
Q
,ΛQCD
)
∼ (Q + l+, l−,ΛQCD) with in-
variant mass p2 ∼ Λ2QCD;
• n¯-collinear modes with p¯c =
(
Λ2QCD
Q
, Q
x¯
,ΛQCD
)
∼ (l¯+, Q + l¯−,ΛQCD) with in-
variant mass p¯2 ∼ Λ2QCD;
• soft modes with ps ∼ (ΛQCD,ΛQCD,ΛQCD) at the soft scale.
As x, x¯ → 1, the off-shellness of the initial states Q (1−x)
x
∼ l+ and Q (1−x¯)
x¯
∼ l¯− go
to ΛQCD, bringing in new rapidity singularities arising from the fact that both soft
and collinear modes have invariant mass squared of order Λ2QCD. These singularities
are regulated with the covariant η regulator, which allows us to resum the rapidity
logarithms by running from Q to Q (1−x)
x
∼ l+ ∼ Q (1−x¯)
x¯
∼ l¯−.
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Factorization. A number of papers, Catani et al. (1996); Bauer et al. (2002a);
Idilbi and Ji (2005); Idilbi et al. (2006); Becher and Neubert (2006a); Becher et al.
(2008); Chay and Kim (2013a), have discussed factorization of Drell-Yan using
SCET. Here we follow Bauer et al. (2002a), starting with the unpolarized DY cross
section:
dσ =
32π2α2
sQ4
LµνW
µν d
3k1
(2π)3(2k01)
d3k2
(2π)3(2k02)
, (2.346)
where Lµν is the lepton tensor, and W
µν is the DY hadronic tensor. Eq. (2.346)
gives
dσ
dQ2
= − 2α
3Q2s
∫
d4q
(2π)3
δ(q2 −Q2)θ(q0)W (τ, Q2), (2.347)
where Q2 = τs is the lepton pair’s center of mass energy squared. Summing over
final states, we obtain
W (τ, Q2) = −1
4
∑
spin
∫
d4ye−iq·y〈pp¯|Jµ†(y)Jµ(0)|pp¯〉 , (2.348)
where Jµ(y) is the QCD current. Near the endpoint region, the magnitude of the
3-momentum transferred is
|~q| ≤ Q
2
(1− τ), (2.349)
where Q =
√
Q2. As a result, the zero component is
q0 = Q +O(1− τ)≫ |~q|. (2.350)
Therefore the δ-function in Eq. (2.347) is expanded
δ(q2 −Q2) = 1
2Q
δ(q0 −Q) +O(1− τ)2. (2.351)
Carrying out the q0 integration, the hadronic structure function becomes
W (τ, Q2) = − 1
8Q
∑
spins
∫
d3q
(2π)3
∫
d4ye−iQy0+i~q·~y〈pp¯|Jµ†(y)Jµ(0)|pp¯〉. (2.352)
133
We match W onto SCETII , and get
W eff = −1
4
∑
σ,σ′
∫
d3q
(2π)3
∫
d4y
1
2Q
∑
w¯,w
C∗(Q,Q′;µq, µ)C(w¯, w, ;µq, µ)δn¯·pn,Qδn·p¯n¯,Q
× 〈h(pn, σ)h¯(p¯n¯, σ′)|T¯ [χ¯n¯,w¯′Y †n¯ Y¯nγ⊥µ χn,w′(y)]
× T [χ¯n,wY¯ †n¯Ynγµ⊥χn¯,w¯(0)]|h(pn, σ)h¯(p¯n¯, σ′)〉 . (2.353)
Here, we have defined the n¯-direction incoming proton to be carrying momentum
p¯µ = 1
2
(n · pn¯+n · p¯r)n¯µ with the large component of p¯µ scaling as n · pn¯ ≃ Q/x¯ ≃ Q
and the residual momentum p¯µr containing the small momentum p¯
µ
r ≃ ℓ¯− ≃ Q1−x¯x¯ .
Similarly, the n-direction incoming proton momentum is pµ = 1
2
(n¯·pn+n¯·pr)nµ with
the large component of pµ scaling as n¯ · pn ≃ Q/x ≃ Q and the residual momentum
p¯µr containing the small momenta p
µ
r ≃ ℓ+ ≃ Q1−xx . We introduce Kronecker deltas
to fix the large components of p and p¯ to be equal to Q and integrate over the
residual components of the coordinates in position space. The Wilson lines Yn¯ and
Y¯n are associated with soft radiation from two incoming states,
Yn(y) = P exp
[
ig
∫ y
−∞
ds n · Aus(sn)
]
,
Y¯ †n¯ (y) = P exp
[
− ig
∫ y
−∞
ds n¯ · Aus(sn¯)
]
. (2.354)
The hadronic structure function can be factored into the three sectors:
W eff = −1
4
∑
σ
∫
d3q
(2π)3
∫
d4y
2Q
ei~q·~y
∑
w¯,w
C∗(Q,Q;µq, µ)C(w, w¯;µq, µ)
× 〈h(pn, σ)h¯(p¯n¯, σ)|T¯ [(χ¯αn¯,Q)i
(
Y †n¯ (γ
⊥
µ )αβY¯n
)
ij
(χβn,Q)
j(y)]δn¯·pn,Q
× δn·p¯n¯,QT [(χ¯ρn,w)l
(
Y¯ †n¯ (γ
µ
⊥)ρλYn
)
lm
(χλn¯,w′)
m(0)]|h(pn, σ)h¯(p¯n¯, σ)〉 (2.355)
= −1
4
∑
σ
∫
d4y
2Q
δ3(~y)
∑
w,w¯
C∗(Q,Q;µq, µ)C(w, w¯;µq, µ)δn¯·pn,Qδn·p¯n¯,Q
× 〈h(pn, σ)|T¯ [(χ¯αn¯,Q)i(y)(χλn¯,w¯)m(0)]|h(pn, σ)〉
× 〈h¯(p¯n¯, σ)|T [(χ¯ρn,w)l(0)(χβn,Q)j(y)]|h¯(p¯n¯, σ)〉
× 〈0|T¯ [(Y †n Y¯n)ij(y)]T [(Y¯ †n¯Yn)lm(0)]|0〉(γ⊥µ )αβ(γµ⊥)ρλ . (2.356)
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Integrating over ~y, contracting the color indices and averaging the color of the initial
states, we have
W eff =
1
4
∫
dy0
2Q
1
2
∑
w,w¯
C∗(Q,Q;µq, µ)C(w, w¯;µq, µ)
× 1
Nc
∑
σ
〈h(p, σ)|χ¯n¯,Q(y0)n/
2
χn¯,w¯(0)|h(p, σ)〉δn¯·pn,Q
× 1
Nc
∑
σ′
〈h¯(p¯n¯, σ′)|χ¯n,w(0) /¯n
2
χn,Q(y0)|h¯(p¯n¯, σ′)〉δp¯n¯·n,Q
× 〈0|T¯ [(Y †n¯ Y¯n)](y0)T [(Y¯ †n¯Yn)](0)|0〉 . (2.357)
Due to label momentum conservation, w = Q = w¯, and we rewrite the large com-
ponent of the matter field as χ¯n,w = χ¯nδw,Q. We insert the identities
χ¯n¯,Q(y0) = e
i∂ˆ0y0χ¯n¯,Q(0)e
−i∂ˆ0y0 , (2.358)
χn,Q(y0) = e
i∂ˆ0y0χn,Q(0)e
−i∂ˆ0y0 , (2.359)
to shift χ¯n¯ and χn to the same spacetime point. The operator ∂ˆ0 is a residual
momentum operator that acts on the external states to yield
∂ˆ0|h¯(p¯n¯, σ′)〉 = Q
2
1− x¯
x¯
|h¯(p¯n¯, σ′)〉, (2.360)
〈h(pn, σ)|∂ˆ0 = 〈h(pn, σ)|Q
2
1− x
x
. (2.361)
Thus the hadronic structure function is reduced to
W eff = |C(Q;µq;µ)|2δn¯·pn,Qδn·p¯n¯,Q
1
Nc
∫
dy0
2Q
e−
i
2
Q 1−x
x
y0e−
i
2
Q 1−x¯
x¯
y0
× 1
Nc
〈0|T¯ [Y †n¯ Y¯n](y0)T [Y¯ †nYn¯](0)|0〉
× 1
2
∑
σ
〈h(pn, σ)|χ¯n¯e−i∂ˆ0y0 /n
2
χn¯|h(pn, σ)〉1
2
∑
σ′
〈h¯(p¯n¯, σ′)|χ¯nei∂ˆ0y0 /¯n
2
χn|h¯(p¯n¯, σ′)〉 .
(2.362)
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As in DIS, we define a hard coefficient H(Q;µ) = |C(Q;µq, µ)|2, and two collinear
functions
1
2
∑
σ
δn¯·pn,Q〈h(pn, σ)|χ¯n¯e−i∂ˆ0y0
/n
2
χn¯|h(pn, σ)〉 ≡
∫
dre−iry0Cn¯(Q+ r;µ), (2.363)
1
2
∑
σ′
δn·p¯n¯,Q〈h¯(p¯n¯, σ′)|χ¯nei∂ˆ0y0
/¯n
2
χn|h¯(p¯n¯, σ′)〉 ≡
∫
dr¯eir¯y0Cn(Q+ r¯;µ) . (2.364)
The SCET hadronic structure function can then be expressed as
W eff =
H(Q, µ)
2QNc
∫
dy0 e
− i
2
Q(1−τ)y0
∫
drdr¯ e−irye−ir¯yCn¯(Q+ r;µ)Cn(Q+ r¯;µ)
× 1
Nc
〈0|T¯ [Y †n¯ Y¯n](y0)T [Y¯ †nYn¯](0)|0〉, (2.365)
where µ is the arbitrary energy scale brought in by matching QCD onto SCET, and
its dependence in the hard coefficient H(Q;µ) introduced by this matching process,
is canceled by the dependence in the product of the two collinear functions and one
soft function. The collinear functions become collinear factors because momentum
conservation forbids collinear radiation into the final state. This then requires an
additional rapidity scale ν to separate soft from collinear modes. Including the
rapidity scale dependence,
Cn¯(Q + r;µ)→ Cn¯(Q+ r;µ, ν) = Zn¯(µ, ν)δ(r)δn¯·pn,Q, (2.366)
Cn(Q + r¯;µ)→ Cn(Q+ r¯;µ, ν) = Zn(µ, ν)δ(r¯)δn·p¯n¯,Q . (2.367)
As in DIS, these functions are proportional to δ functions in r, r¯ because there is no
real gluon emission into the final state from either proton.
We redefine the soft Wilson lines analogously to the collinear fields in Eq. (2.358),
so that
〈0|T¯ [Y †n¯ Y¯n](y)T [Y¯ †nYn¯](0)|0〉 = 〈0|T¯ [Y †n¯ Y¯n](0)ei∂ˆ0y0T [Y¯ †nYn¯](0)|0〉 . (2.368)
Integrating over r, r¯ in Eq. (2.365) we obtain
W eff = H(Q;µ)
1
2QNc
Zn¯(µ, ν)δn¯·pn,QZn(µ, ν)δn·p¯n¯,Q
×
∫
dy0
1
Nc
〈0|T¯ [Y †n¯ Y¯n](0)ei(∂ˆ0−
Q
2
(1−τ))y0T [Y¯ †nYn¯](0)|0〉. (2.369)
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We define the DY soft function in momentum space to be:
S(DY)(1− τ ;µ, ν) = 1
Nc
〈0|trT¯ [Y †n¯ Y¯n](0)δ
(
2∂ˆ0 −Q(1− τ)
)
T [Y¯ †nYn¯](0)|0〉 . (2.370)
The hadronic structure function becomes
W eff =
2π
QNc
H(Q;µ)Zn¯(µ, ν)δn¯·pn,QZn(µ, ν)δn·p¯n¯,QS(DY)(1− τ ;µ, ν), (2.371)
and the differential cross section is(
dσ
dQ2
)
eff
=
2α2
3Q2s
2π
Nc
H(Q;µ)Zn¯(µ, ν)δn¯·pn,QZn(µ, ν)δn·p¯n¯,Q
1
Q
S(DY)(1− τ ;µ, ν).
(2.372)
The soft function and the collinear functions run to the common rapidity scale
ν in the endpoint region, suggesting the soft radiation contains information from
both incoming protons. Since the n direction and n¯ direction collinear functions are
each connected to this soft function at low momenta by the rapidity scale ν, they
are coupled to each other through the soft radiation. Therefore, in the endpoint
region, it does not suffice to identify the PDF of each proton with just the n- and
n¯-collinear functions.
We introduce a luminosity function that defines the n-collinear, n¯-collinear and
soft functions all together:
Lnn¯s(1− τ ;µ) = δn¯·pn,QZn(µ, ν) δn·p¯n¯,QZn¯(µ, ν)S(DY)(1− τ ;µ, ν) . (2.373)
On the right hand side, the ν dependence of the n-collinear, n¯-collinear and soft
functions cancels between the three factors. In order to relate the Drell-Yan lumi-
nosity function in Eq. (2.373) to the definition of the PDF in DIS, we can express
Lnn¯s as:
Lnn¯s(1− τ ;µ) =
∫
dxdx¯ f n¯sq (
1−x
x
;µ)fnsq′ (
1−x¯
x¯
;µ)I
(DY)
τ→1 (1−τ −
1−x
x
− 1−x¯
x¯
;µ),
(2.374)
where the two PDFs are defined in Eq. (2.316), and I
(DY)
τ→1 (1−τ ;µ) is an interference
factor, independent of ν, which represents the effect of the two protons interfering
with each other at the DY endpoint.
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With this interference function, the SCETII hadronic structure function is
W eff =
2π
QNc
H(Q;µ)
×
∫
dxdx¯ f n¯sq (
1− x
x
;µ) fnsq′ (
1− x¯
x¯
;µ) I
(DY)
τ→1 (1− τ −
1− x
x
− 1− x¯
x¯
;µ) .
(2.375)
2.5.3.2 Collinear and Soft Functions to O(αs) for DY with η-scheme
It is easy to show that the collinear functions in DIS and DY are equal. As in
DIS, Fig. 2.20 shows the O(α0s) Feynman diagram for the collinear function. The
n-direction collinear function tree level structure calculated from that diagram is
CDYn (Q+ r¯)
(0) = CDIS(0)n = δn¯·pn,Qδ(r¯)m
(0)
n , (2.376)
where mn is
m(0)n =
1
2
∑
σ
ξ¯σn
n¯/
2
ξσn . (2.377)
The n¯-direction collinear function at leading order is
CDYn¯ (Q+ r¯)
(0) = δn·p¯n¯,Qδ(r)m
(0)
n¯ , (2.378)
where
m
(0)
n¯ =
1
2
∑
σ
ξ¯σn¯
n/
2
ξσn¯ . (2.379)
The O(αs) n-collinear function Feynman diagrams are shown in Fig. 2.21. As dis-
cussed in the DIS section, Fig. 2.21(a) is the one-loop virtual correction to the
collinear function, while Fig. 2.21(b) and Fig. 2.21(c) are real corrections. We add
the diagrams of Fig. 2.21(a) and Fig. 2.21(b) with the mirror diagrams and multiply
it by the quark wave function renormalization to obtain
CDYn (Q + r¯;µ, ν)
(1) = CDIS(1)n
= C(0)n (Q+r¯;µ, ν)
αsCF
π
w2
{
eǫγEΓ(ǫ)
η
(
µ2
m2g
)ǫ
+
1
ǫ
[
3
4
+ ln
ν
n¯ · p
]
+ ln
µ2
m2g
ln
ν
n¯ · p +
3
4
ln
µ2
m2g
+
3
4
− π
2
6
}
. (2.380)
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For the O(αs) n¯-collinear function, we repeat the whole procedure and get
CDYn¯ (Q + r;µ, ν)
(1) = C(0)n (Q+r;µ, ν)
αsCF
π
w2
{
eǫγEΓ(ǫ)
η
(
µ2
m2g
)ǫ
+
1
ǫ
[
3
4
+ ln
ν
n · p¯
]
+ ln
µ2
m2g
ln
ν
n · p¯ +
3
4
ln
µ2
m2g
+
3
4
− π
2
6
}
. (2.381)
Next we turn our attention to the soft function. The tree level result is trivial:
S(1− τ)(0) = δ(1− τ)
Q
. (2.382)
The O(αs) soft function Feynman diagrams are shown in Fig. 2.22 (mirror diagrams
are not shown). The soft Wilson lines in Eq. (2.370) are defined in Eqs. (2.275)
and (2.276). Comparing these to the soft Wilson lines in DIS in Eq. (2.256), we find
the n¯-direction gluons are changed from outgoing to incoming. Kang et al. (2015)
however show that up to O(α2s), the dijet hemisphere soft function in DIS and DY
are equal, so the virtual DY soft function at O(αs) is the same as in DIS,
SDYv = δ(1− τ)
2αsCF
π
w2
[
− e
ǫγEΓ(ǫ)
η
(
µ
mg
)2ǫ
+
1
2ǫ2
+
1
ǫ
ln
µ
ν
+ ln2
µ
mg
− ln µ
2
m2g
ln
ν
mg
− π
2
24
]
. (2.383)
The naive contribution to the O(αs) real DY soft function shown in Fig. 2.22(b)
is
S˜DYr =− 4CFg2µ2ǫνη
∫
dDk
(2π)D−1
δ(k2 −m2g)δ(ℓ0 −
k+ + k−
2
)
|2k3|−η
k+k−
(2.384)
=− αsCF
2πQ
{
2 ln
m2g
Q2
(
1
1− τ
)
+
− 4
(
ln(1− τ)
1− τ
)
+
−
(
1
2
ln2
Q2
m2g
)
δ(1− τ)
}
,
(2.385)
where ℓ0 = Q(1 − τ).The measurement δ-function at the endpoint region of Drell-
Yan process requires the soft momentum ℓ to be the symmetric sum of n and n¯ gluon
momenta, ℓ0 = k
+ + k−. Consequently, there are neither rapidity divergences nor
ultra-violet divergences. In Appendix B, we show that the kinematic constraints in
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DY imply that no collinear modes overlap with the soft momentum region. There-
fore, there is no zero-bin subtraction for the real soft function, and
SDYr = 2S˜
DY
r . (2.386)
The O(αs) expression of the soft function is given by adding virtual and soft pieces
with their mirror amplitudes:
S(1− τ ;µ, ν)(1) = αsCF
πQ
w2
[(
− 2Γ(ǫ)
η
(
µ
mg
)2ǫ
+
1
ǫ2
+
2
ǫ
ln
µ
ν
+ 2 ln2
µ
mg
− 2 ln µ
2
m2g
ln
ν
mg
− π
2
12
− 2 ln 2 + 1
2
ln2
m2g
Q2
)
δ(1− τ)
+ 4
(
ln(1− τ)
1− τ
)
+
− 2
(
ln
m2g
Q2
)(
1
1− τ
)
+
]
. (2.387)
Comparing this result with theO(αs) n and n¯ collinear functions given in Eq. (2.380)
and Eq. (2.381), we see that the ν-dependence cancels in the cross section at O(αs).
Forming the ratio of the DY soft function to the product of the n and n¯ DIS soft
functions proves that the interference factor Eq. (2.375) is independent of ν.
2.5.3.3 DY Collinear and Soft Functions with ∆-scheme
The virtual and real collinear functions of DY are the same as in DIS, with the
n¯-collinear function regulated by ∆1,
CDYn = 2
(
−αsCF
2π
)
δ(k−)
(
− 1
ǫ2
− 1
ǫ
(
ln
µ2
∆2
+
3
4
)
+
π2
12
− 3
4
− ln µ
2
m2g
(
ln
µ2
∆2
+
3
4
)
+
1
2
ln2
µ2
m2g
+ Li2
(
1− δ1δ2
m2g
)
− Li2
(
∆2
m2g
)
+ ln
∆2
m2g
(
∆2/m
2
g
∆2
m2g
− 1 − ln (1−∆2/mg)
))
, (2.388)
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and the n-collinear function regulated by ∆2,
CDYn¯ = 2
(
−αsCF
2π
)
δ(k+)
(
− 1
ǫ2
− 1
ǫ
(
ln
µ2
∆1
+
3
4
)
+
π2
12
− 3
4
− ln µ
2
m2g
(
ln
µ2
∆1
+
3
4
)
+
1
2
ln2
µ2
m2g
+ Li2
(
1− δ1δ2
m2g
)
− Li2
(
∆1
m2g
)
+ ln
∆1
m2g
(
∆1/m
2
g
∆1
m2g
− 1 − ln
(
1− ∆1
m2g
)))
. (2.389)
The virtual soft function for DY is also the same as in DIS
SDYv = 2
(
−αsCF
2πQ
)
δ(1− τ)
(
1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
+ ln
µ2
m2g
ln
µ2
δ1δ2
− 1
2
ln2
(
µ2
m2g
)
+
π2
12
− Li2
(
1− δ1δ2
m2g
))
. (2.390)
The real piece of the DY soft function is,
SDYr = −2(2πg2CF )
µ2ǫ
(2π)4−2ǫ
∫
dk+dk−
∫
dΩ1−ǫ
d(k2⊥)
2
(k2⊥)
−ǫ
× δ(k
+k− − k2⊥ −m2g)δ(ℓ0 − k
++k−
2
)
(k+ − δ1)(k− − δ2)
= 2
αsCF
2πQ
((
1
2
ln2
Q2
m2g
)
δ(1− τ)− 2
(
1
1− τ
)
+
ln
(
m2g
Q2
)
+ 4
(
ln(1− τ)
1− τ
)
+
)
.
(2.391)
The soft function for DY is
SDY = SDYv + S
DY
r
= −αsCF
πQ
{[
1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
− 1
2
ln2
Q2
m2g
+
π2
12
− 1
2
ln2
µ2
m2g
+ ln
µ2
m2g
ln
µ2
δ1δ2
− Li2
(
1− δ1δ2
m2g
)]
δ(1− τ) + 2 ln m
2
g
Q2
(
1
1− τ
)
+
− 4
(
ln(1− τ)
1− τ
)
+
}
.
(2.392)
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Therefore, the counter-terms for the DY collinear and soft functions are
Zn = 1 +
αsCF
π
[
1
ǫ2
+
1
ǫ
(
3
4
+ ln
µ2
∆2
)]
,
Zn¯ = 1 +
αsCF
π
[
1
ǫ2
+
1
ǫ
(
3
4
+ ln
µ2
∆1
)]
,
Zs = 1− αsCF
π
[
1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
]
, (2.393)
which are regulator dependent and satisfy the consistency condition. The anomalous
dimensions for the DY collinear and soft functions are
γµn =
2αsCF
π
(
3
4
+ ln
µ2
∆2
)
,
γµn¯ =
2αsCF
π
(
3
4
+ ln
µ2
∆1
)
,
γµs = −
2αsCF
π
ln
µ2
δ1δ2
. (2.394)
The Delta regulators cancel in the sum of the anomalous dimensions, and a large
logarithm in (n · p)(n¯ · p¯) ∼ −Q2 remains. Similar to the DIS case, each piece of the
collinear and soft functions is dependent on the infrared physics regardless of the
regularization scheme.
We can also compute the interference factor defined in Eq. (2.375) with the soft
functions in DIS Eq. (2.319) and DY Eq. (2.392) as,
IDY =
αsCF
πQ
{(
1
ǫ2
+
1
ǫ
ln
µ2
Q2
)
δ(1− τ)− 2
ǫ
(
1
1− τ
)
+
+ 2 ln
Q2
µ2
(
1
1− τ
)
+
+ 4
(
ln(1− τ)
1− τ
)
+
+
1
2
ln2
µ2
Q2
δ(1− τ)
}
. (2.395)
In relating the DY and DIS soft functions, we exploit the redundancy of our IR
regulators and set δ1δ2 = m
2
g in the virtual contribution to the DY soft function.
Except for the constant coefficient of δ(z), we have the exact same interference factor
as Eq. (2.405) obtained using rapidity regulator.
We obtain the above result by setting δ1, δ2 to zero, which has the exact form of
the real contribution to the soft function in the η-regulator scheme Eq.(2.384). This
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is reasonable because the δi do not regulate any divergences in the integral and the
infrared divergence is regulated by m2g. Since there is only one infrared divergence,
the regulators δ1, δ2 are redundant, similar to the DIS case.
2.5.3.4 Anomalous Dimensions for Collinear and Soft Functions
The divergences in UV and rapidity in the collinear and soft functions Eq. (2.380),
Eq. (2.381) and Eq. (2.387) can be subtracted by counter-terms in textbook fashion.
We define the relations between the renormalized and the bare functions as
Cn(Q+ r¯)
R = Z−1n Cn(Q + r¯)
B,
Cn¯(Q+ r)
R = Z−1n¯ Cn¯(Q + r)
B,
S(1− τ)R = −
∫
dτ ′ Zs(τ
′ − τ)−1 S(τ ′)B . (2.396)
As in DIS, the wave function renormalization factor at O(αs) is
Zψ = 1− αsCF
4πǫ
. (2.397)
Thus, Eqs. (2.380), (2.381) and (2.387) yield for the O(αs) collinear and soft renor-
malization factors
Zn = 1 +
αsCF
π
w2
[
Γ(ǫ)
η
(
µ
mg
)2ǫ
+
1
ǫ
(
3
4
+ ln
ν
n¯ · p
)]
, (2.398)
Zn¯ = 1 +
αsCF
π
w2
[
Γ(ǫ)
η
(
µ
mg
)2ǫ
+
1
ǫ
(
3
4
+ ln
ν
n · p
)]
, (2.399)
Zs = δ(ℓ0) +
αsCF
π
w2
[
−2Γ(ǫ)
η
(
µ
mg
)2ǫ
+
1
ǫ2
+
2
ǫ
ln
ν
µ
]
δ(ℓ0) . (2.400)
These obey the consistency condition for Drell-Yan
ZH = Z
−1
n¯ Z
−1
n Z
−1
s (1− τ), (2.401)
where ZH is given in Eq. (2.301). The logarithms in the collinear function are
minimized by setting ν ∼ Q, while in the soft function ν ∼ µ ∼ ΛQCD. Therefore
we must resume these logarithms both in µ and ν. From Eq. (2.398) to Eq. (2.400)
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we also can extract the O(αs) anomalous dimensions. The µ anomalous dimensions
are
γµn(µ, ν) =
2αsCF
π
(
3
4
+ ln
ν
n¯ · p
)
,
γµn¯(µ, ν) =
2αsCF
π
(
3
4
+ ln
ν
n · p¯
)
,
γµs (µ, ν) =
4αsCF
π
ln
µ
ν
δ(1− τ) . (2.402)
As in DIS, the sum of the collinear and soft µ anomalous dimensions is independent
of the rapidity scale ν, as expected. However, the sum contains a large logarithm of
(n¯ · p)(n · p¯) ∼ −Q2. The ν anomalous dimensions are
γνn(µ, ν) =
αsCF
π
ln
µ2
m2g
,
γνn¯(µ, ν) =
αsCF
π
ln
µ2
m2g
,
γνs (µ, ν) = −
2αsCF
π
ln
µ2
m2g
δ(1− τ) . (2.403)
Unsurprisingly, the sum of above ν anomalous dimensions is zero. The presence
of mg suggests the same IR sensitivity as occurred in DIS. As we will see in next
section, this IR dependence in anomalous dimensions also shows up in the Delta
regulator scheme for the divergences in the endpoint region.
From the µ anomalous dimensions in Eq.(2.402), we can see the soft function
runs to the scale ν common also to the collinear functions as we have already seen
in DIS case. This is problematic because it means the two collinear functions,
which are traditionally identified with the proton PDFs, are not independent from
each other. At moderate x, these scales would not run to the same point and the
two collinear functions can be separated. Thus at large x the two collinear functions
cannot be separated and we do not have a unique way to define independent (and so
universal) PDFs for the colliding protons. Preserving the conventional description of
the colliding protons in terms of n-collinear, n¯-collinear and soft functions, we arrive
at the luminosity function in Eq. (2.374), and at large x the two collinear pieces and
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one soft piece are related by the common rapidity scale ν. The luminosity function
Eq. (2.374) in position space has the form
Lnn¯sqq¯ (Zn,Zn¯;µ) =
1
2
∑
σ
〈hn(p, σ)|χ¯n(0) /¯n
2
χn(0)|hn(p, σ)〉
× 1
2
∑
σ¯
〈h¯n¯(p¯, σ¯)|χ¯n¯(0) /n
2
χn¯(0)|h¯n¯(p¯, σ¯)〉
×
∫
d(n · x)
4π
∫
d(n¯ · x¯)
4π
e
i
2
Qz¯n¯·x¯e
i
2
Qzn·xS(n · x+ n¯ · x¯;µ) . (2.404)
Now we connect the running and the resummation results in DY with those
in DIS by solving the renormalization equation of the interference factor IDY we
defined in Eq.(2.375). At moderate x, this interference factor is unity. At large x,
to O(αs), the interference factor is
IDY = δ(1− τ)αsCF
π
[
1
ǫ2
+
1
ǫ
ln
µ2
Q2
+ 2 ln2
µ
Q
− π
2
12
]
+
αsCF
π
[
4
(
ln(1− τ)
1− τ
)
+
− 2 ln µ
2
Q2
(
1
1− τ
)
+
− 2
ǫ
(
1
1− τ
)
+
]
, (2.405)
which is independent of rapidity scale ν. The counter-term is
ZDYI = δ(1− τ) +
αsCF
π
{[
1
ǫ2
+
1
ǫ
ln
µ2
Q2
]
δ(1− τ)− 2
ǫ
(
1
1− τ
)
+
}
, (2.406)
and the µ anomalous dimension is
γDYI (1− τ, µ) =
4αsCF
π
[
ln
µ
Q
δ(1− τ)−
(
1
1− τ
)
+
]
, (2.407)
through which we can resum the logarithms brought in by the interference effect
between the two protons. Note the appearance of the cusp in γDYI , which resums
double logarithm Sudakov logarithms. This is in contradistinction to DIS where no
cusp appears. To O(αs), the renormalized interference factor is
I(DY )(1− τ ;µ) = 2Qδ(1− τ) + 2QαsCF
π
([
1
2
ln2
µ2
Q2
− π
2
12
]
δ(1− τ)
+ 4
(
ln(1− τ)
1− τ
)
+
+ 2 ln
Q2
µ2
(
1
1− τ
)
+
)
. (2.408)
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This interference factor, only present in the τ → 1 limit, contains information
of the long-distance behavior of hadron-hadron scattering. In contrast, away from
the endpoint, at moderate τ the protons are closer together and the collision is
well-represented by the perturbative scattering of partons. We shall see in the
next chapter that long-distance hadron scattering can also be considered to involve
exchange a pion – a set of degrees of freedom completely different from the parton-
level theory we have worked with here.
2.5.3.5 Comparing to Perturbative QCD Results
The hard function HDY from Becher et al. (2008) is
HDY(Q, µ) = 1 +
αsCF
π
(
−1
2
ln2
µ2
Q2
− 3
2
ln
µ2
Q2
− 4 + 7π
2
12
)
. (2.409)
Taking Nc = 3, and inserting the Drell-Yan collinear and soft functions with
Eq. (2.409) into Eq. (2.372), we find at O(αs) SCET Drell-Yan cross section is,(
dσ
dQ2
)
eff
= m20δn·p¯n¯,Qδn¯·pn,Q
(
4πα2
9Q4
)
αsCF
π
{[
3
2
ln
Q2
m2g
− 5
2
− π
2
6
]
δ(1− τ)
+ 4
(
ln(1− τ)
(1− τ)
)
+
+ 2 ln
Q2
m2g
(
1
1− τ
)
+
}
. (2.410)
To O(αs) in QCD, the quark contribution to the DY cross section is (Field (1989))
dσ
dQ2
= m20δn·p¯n¯,Qδn¯·pn,Q
4π
9
α2
Q4
∫ 1
τ
dxa
xa
∫ 1
τ/xa
dxb
xb
{
G(0)p→q(xa)G
(0)
p→q(xb)
×
(
σDYtot
σ0
δ(1− z) + αs
π
Pq→qg(z) ln
Q2
m2g
+ 2αsf
q DY(z)
)}
, (2.411)
where z = τ/(xaxb), G
(0)
p→q(xa), G
(0)
p→q(xb) are zero-order PDFs, and
Pq→qg(τ) = CF
(
1 + z2
(1− z)+ +
3
2
δ(1− z)
)
,
αsf
q DY(τ) =
αsCF
π
{
(1 + z2)
(
ln(1− z)
1− z
)
+
−
(
1 + z2
1− z
)
ln z
− (1− z)− π
2
3
δ(1− z)
}
,
σtot
σ0
= 1 +
(
8π
9
− 7
3π
)
αs + . . . (2.412)
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In the endpoint, z → 1 the perturbative QCD Drell-Yan cross section at O(αs)
becomes
dσ
dQ2
= m20δn·p¯n¯,Qδn¯·pn,Q
(
4πα2
9Q4
)
αsCF
π
×
{[
3
2
ln
Q2
m2g
− 7
4
]
δ(1− τ) + 4
(
ln(1− τ)
1− τ
)
+
+ 2 ln
Q2
m2g
(
1
1− τ
)
+
+ 4
}
.
(2.413)
Comparing Eq.(2.413) and Eq.(2.410), we arrive at the same conclusion as for DIS,
that the SCETII hadronic structure function reproduces all the low energy physics
of the perturbative QCD results in the endpoint region up to constant coefficients of
δ(1 − τ), which is regularization scheme dependent. As in DIS, this discrepancy is
expected since the SCET and QCD calculations use different regularization schemes.
We can compare regularization schemes by repeating this comparison with our
Delta-regulator results. In the Delta-regulation scheme, the renormalized n- and
n¯-collinear functions are
CDY−Rn =
(
−αsCF
π
)
δ(k−)
[
π2
12
− 3
4
+
1
2
ln2
µ2
m2g
− ln µ
2
m2g
ln
µ2
∆2
+ Li2
(
1− δ1δ2
m2g
)
− Li2
(
∆2
m2g
)
+ ln
∆2
m2g
(
∆2/m
2
g
∆2
m2g
− 1 − ln
(
1− ∆2
m2g
))]
, (2.414)
CDY−Rn¯ =
(
−αsCF
π
)
δ(k+)
[
π2
12
− 3
4
+
1
2
ln2
µ2
m2g
− ln µ
2
m2g
ln
µ2
∆1
+ Li2
(
1− δ1δ2
m2g
)
− Li2
(
∆2
m2g
)
+ ln
∆1
m2g
(
∆1/m
2
g
∆1
m2g
− 1 − ln
(
1− ∆1
m2g
))]
. (2.415)
The renormalized soft function is
SDY−R = −αsCF
πQ
([
ln
µ2
m2g
ln
µ2
δ1δ2
− 1
2
ln2
(
µ2
m2g
)
+
π2
12
− Li2
(
1− δ1δ2
m2g
)]
δ(1− τ)
− 1
2
ln2
Q2
m2g
δ(1− τ)− ln m
2
g
Q2
(
1
1− τ
)
+
+ 2
(
ln(1− τ)
1− τ
)
+
)
. (2.416)
Inserting Eq. (2.414), Eq. (2.415) and Eq. (2.416) with the hard function Eq. (2.409)
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into the DY hadronic tensor Eq. (2.375), we obtain
(W µν)effDY−∆ =
αsCF
π
[(
2
1− τ
)
+
ln
Q2
m2g
+ 4
(
ln(1− τ)
1− τ
)
+
+
(
3
2
ln
Q2
m2g
+
3
2
− π
2
4
)
δ(1− τ)
]
, (2.417)
where we replace z with (1− τ). We can clearly see that Eq.(2.417) reproduces the
perturbative QCD result up to the constant coefficient of δ(1 − τ) which is due to
the regularization scheme.
2.5.3.6 Summary of Drell-Yan Endpoint Resummation
We have studied the deep inelastic scattering and Drell-Yan processes in the end-
point x→ 1 (τ → 1) region using both the η rapidity regulator and the ∆-regulator.
In this region, both DIS and DY exhibit a large Sudakov logarithm, arising as the
collinear and soft degrees of freedom approach the same invariant mass scale, which
becomes much smaller than the collision center-of-mass scale. Using soft collinear
effective theory and the covariant rapidity regulator to separate collinear and soft
degrees of freedom, we see this large logarithm as a logarithm of the ratio of collinear
and soft rapidity scales. We showed how the logarithm of rapidity scales corresponds
to the well-known threshold logarithm by transforming the result to Mellin space
where it is seen as a divergence going as lnN for N ≫ 1. We also confirmed our pre-
vious results for DIS by comparing the same calculations in the ∆ regulator scheme
and verified agreement with the perturbative QCD result in the limit x→ 1. How-
ever, it is notable that the ∆ regulator does not provide a convenient mechanism to
resum the logarithmic enhancements, which have been argued to be operative even
well away from the true endpoint.
Although separating the parton distribution function in the endpoint region into
collinear and soft factors brings in dependence on an infrared scale, the rapidity
factorization is rigorous, as proven by its successfully reproducing the standard
results. Indeed, the factorization cures the problematic large logarithm, which would
otherwise spoil the convergence of the effective theory expansion in the threshold
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region. From this point of view, rapidity factorization (and summation) is necessary,
even if the running must at some point be re-absorbed into the function chosen
to model the PDF at the hadronic scale. We remark that our definition of the
PDF smoothly goes over to the traditional definition away from the endpoint, and
we will fit the experimentally-determined PDF to our factorized form in a future
publication. The tangible gain from our analysis is that the running in rapidity we
identify may help explain the steep fall off in the PDFs near the endpoint.
We demonstrated that this rapidity factorization works more generally by per-
forming the same analysis on DY processes. We resummed the single large rapidity
logarithm and compared the resulting factorized collinear functions to the definition
of the endpoint-region PDF we obtained in DIS. Morevoer, we verified the results
by calculating again in ∆-regulator scheme and by comparing to the perturbative
QCD result. The success of the resummation establishes that rapidity factorization
of the PDF is valid also in DY processes, and the parton luminosity function can be
related to the PDFs measured in DIS.
An interesting outcome of separating the DY collinear functions into soft and
collinear factors is that the soft radiation necessarily couples to both incoming n
and n¯ protons. Consequently there is only a single soft function and the n and n¯
parton distribution functions can only be exhibited as separate factors by defining
an interference factor. The hadronic structure function in SCETII has the form
W eff =
2π
QNc
H(Q;µ)
∫
dxdx¯ f n¯sq (
1− x
x
;µ)fnsq′ (
1− x¯
x¯
;µ)I
(DY)
τ→1 (1− τ ;µ) , (2.418)
in which each φ(q;m) is a PDF defined to be identical to the PDF determined
from DIS in the endpoint region, and I
(DY)
τ→1 (1 − τ ;µ) is the interference factor,
whose renormalized form is given in Eq. (2.408). Calculating its running proves that
I
(DY)
τ→1 is a nontrivial function and is independent of the rapidity scale. The running
of the interference factor sums Sudakov logarithms associated with the threshold
region, but does not bring in any infrared scale dependence. Understanding it more
thoroughly thus appears a promising route to understanding the transition to the
elastic limit of hadron-hadron scattering.
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2.5.4 Application of x → 1 Drell-Yan Process: Vector Boson Fusion on
LHC
The general method we have just introduced for the endpoint of the Drell-Yan
process can also be applied to other processes in hadron-hadron colliders such as
vector boson fusion (VBF).8 At the LHC, VBF into the Higgs boson is an important
production mode to search for low-mass Higgs in combination with its subsequent
decay intoW+W (W ∗) with bothW bosons decaying leptonically into a lepton and
a neutrino. After a quark in each initial state proton emits the virtual W or Z, the
two protons become jets at small angles to the proton beams. These jets are used
as ‘tag jets’. The indicident W s or Zs fuse into a Higgs boson that subsequently
decays (Han et al. (1992)). In sum,
u+ d→ d+H + u
H →W +W (W ∗)→ ℓ1 + ν1 + ℓ2 + ν¯2 .
(2.419)
where u and d denote the up and down quark respectively and ℓ1, ℓ2, ν1, ν2 denote
the leptons. Because the neutrino 3-momenta are generally not measured, the final
state cannot be fully reconstructed. In the experimentally-relevant case that the
Higgs mass is less than 180 GeV, the W +W (W ∗) decay products of the Higgs have
small momenta in the Higgs center-of-mass frame. By assuming the momenta are
zero, the final state neutrinos can be reconstructed and useful kinematic cuts can
be derived from the reconstruction.
Because the Higgs mass is much larger than the beam invariant mass, mH ≫
ΛQCD, the endpoint of this process is accessed when the soft QCD radiation has
total invariant mass ∼ Λ2QCD (Fleming and Labun (2016)).
Kinematics. The center-of-mass energy of the colliding protons is denoted s =
(p1 + p2)
2, as usual, and we define the positive squared-momentum transfer in each
vector boson Q2i = −q2i for i = 1, 2. The partonic momentum fractions are wi = ξipi.
Finally defining Bjorken x for each vector boson xi =
Q2i
2pi·qi allows expressing the
8This section is based on unpublished work in collaboration with S. Fleming, W. K. Lai, and
A. Leibovich.
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Figure 2.23: VBF diagrams: (a) hadron level, (b) parton level.
endpoint condition as the limit
m2Xi = (pi + qi)
2 =
Q2i
xi
(1− xi)→ 0 for xi → 1. (2.420)
xi → 1 forces the ith jet to have a small mass (mji ∼ ΛQCD). In this limit, ξi → 1 as
well. Therefore emissions from the ith quark are either soft or collinear to the final
ith quark line, and the invariant mass of the ith beam remnant is soft. In other
words, for both x1, x2 → 1 we have two energetic light jets, a Higgs plus everything
else soft expressed by
EH + Ej1 + Ej2 →
√
s. (2.421)
Scale separation in SCET. Consider one of the two DIS vertices embedded in
the VBF diagram (Fig. 2.23). Let P be the proton momentum, p the initial parton
momentum. For x → 1, m2X = (P + q)2 = Q2 (1−x)x +m2p ≈ Q2(1 − x) ∼ Q2λ2 with
λ ∼ √1− x. Tentatively we put Qλ2 ∼ ΛQCD. So
(p+ q)2 = p2 + 2p · q + q2 = 2p · q −Q2 +O(Λ2QCD)
= 2ξP · q −Q2 +O(ΛQCDQ) = Q2
(
ξ
x
− 1
)
+O(λ2Q2). (2.422)
Therefore let p′ be collinear to p+ q, which is a lightcone direction n′ distinct from
the lightcone directions determined by the initial proton, n or n¯. p is collinear to
P , we have
p = ξn¯ · P n
2
+ n · pn¯
2
+ p⊥ ∼ Q
(
1,
Λ2QCD
Q2
,
ΛQCD
Q
)
p′ = n¯′ · p′n
′
2
+ n′ · p′ n¯
′
2
+ p′⊥ ∼ Q(1, λ2, λ)′. (2.423)
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Also, q ∼ Q(1, 1, 1) ∼ Q(1, 1, 1)′. Any radiation k must obey
k = p + q − p′ ∼ Q(1, λ2, λ)′ or Q(λ2, λ2, λ2)′. (2.424)
For the case x1, x2 → 1, the ultrasoft radiation connecting the two DIS vertices can
be factored out.
Factorization in SCET. We denote n1 and n2 as two initial jet directions, n
′
1
and n′2 as two final jet directions, θ1 and θ2 are the angles between n1, n
′
1 and n2, n
′
2
respectively. In the center of mass frame of two initial protons, as shown in Fig. 2.24,
we have
nµ1 = (1, 0, 0, 1) = n¯
µ
2 , (2.425)
nµ2 = (1, 0, 0,−1) = n¯µ1 , (2.426)
(n′1)
µ = (1, 0,− sin θ1,− cos θ1), (2.427)
(n′2)
µ = (1, 0, sin θ2, cos θ2) (2.428)
We decompose the transferred momentum as
qµ1 = p
′µ
1 − pµ1 = (n¯1 · p′1 − n¯1 · p1, n1 · p′1 − n1 · p1, p′1⊥ − p1⊥) (2.429)
qµ2 = p
′µ
2 − pµ2 = (n¯2 · p′2 − n¯2 · p2, n2 · p′2 − n2 · p2, p′2⊥ − p2⊥) (2.430)
In QCD, the hadronic tensor arising from squaring the matrix element is
W µναβ =
∫
d4x
∫
d4y
∫
d4ze−iq1·xe−iq2·ye+iq1·z
×
〈
p1p2
∣∣∣∣∣T¯ [J†β2 (x)J†α1 (y)]T [Jµ1 (z)Jν2 (0)]
∣∣∣∣∣p1p2
〉
. (2.431)
First we match QCD to SCETI at the scale µq ∼ Q ∼ 14 TeV for the current LHC
collisions. The SCET current is,
Jµ(x)→
∑
w,w¯
C(w, w¯;µ, µq)(e
− i
2
wn·xe
i
2
w¯′n·xχ¯n′,ω¯γ
µ
⊥χn,w + h.c.),
Jµ†(x)→
∑
w,w¯
C∗(w, w¯;µ, µq)(e
i
2
wn·xe−
i
2
w¯′n·xχ¯n,wγ
µ
⊥χn′·w¯ + h.c.), (2.432)
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Figure 2.24: Proton-proton collision kinematics.
where χn,w, χn′,w, χ¯n′,w¯ and χ¯n,w are SCET fields, and C(w, w¯;µ, µq), C
∗(w, w¯;µ, µq)
are Wilson coefficients encoding all QCD information from Q to proton mass.
Inserting the SCET currents in the hadronic tensor, we obtain
W µναβ =
∑
w1,w¯1,w2,w¯2,
w1,w¯,w2,w¯2
∫
d4x
∫
d4y
∫
d4z(δQ,w2δQ,w1δQ,w1)(δQ,p1·n¯1δQ,p2·n¯2)
× δQ,p′1·n¯′1 δQ,p′2·n¯′2 δw¯1,w¯1 δw¯2,w¯2e
i
2
x·n′2·cos θ2Qe
i
2
Q cos θ1n′1·ye−
i
2
n2·zQ
× eiq⊥1 ·x⊥eiq⊥2 ·y⊥e−iq⊥1 ·z⊥
〈
p1p2
∣∣∣∣∣T¯
{
C∗2 (Q, w¯2;µ, µq)e
− i
2
w¯2n′2·xχ¯n2Qγ
µ
⊥χn′2w¯2
× C∗1 (Q, w¯1;µ, µq)e−
i
2
w¯1·n′1·yχ¯n,w1γ
ν
⊥χn′1w¯1
}
T
{
C1(Q, w¯1;µ, µq)e
i
2
w¯1n
′
1·z
× χ¯n′1w¯1γα⊥χn1Q C2(w2, w¯2;µ, µq)χ¯n′2w¯2γβ⊥χn2w2
}∣∣∣∣∣p1p2
〉
, (2.433)
where we first integrate over the large components of n2 · x, n1 · y and n1 · z, to
obtain the label-conserving δ-functions (δQ,p1·n¯1δQ,p2·n¯2) and (δQ,p′1·n¯′1δQ,p′2·n¯′2) for ini-
tial and final states and (δw¯1,w¯1δw¯2,w¯2) for momentum conservation. Summing over
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w2, w¯2, w1, w1, w¯1, we have
W µναβ =
∑
w¯1,w¯1,w2
∫
d4x
∫
d4y
∫
d4zδQ,p1·n¯1 δQ,p2·n¯2 δQ,p′1·n¯′1 δQ,p′2·n¯′2
×
〈
p1p2
∣∣∣∣∣T¯
{
C∗2(Q, w¯2; u, uq)e
− i
2
x·n′2(w¯2−Q cos θ2)χ¯n2,Qγ
µ
⊥χn′2,w¯2
× C∗1(Q, w¯1;µ, µq)e−
i
2
n′1·y(w¯1−Q cos θ1)χ¯n1,Q1γ
ν
⊥χn′1,w¯1
}
× T
{
C1(Q, w¯1;µ, µq)e
i
2
n′1·z(w¯1−Q cos θ1)χ¯n′1,w¯1γ
α
⊥χn1,Q
× C2(w2, w¯2;µ, µq)χ¯n′2,w¯2γβ⊥χn2,Q
}∣∣∣∣∣p1p2
〉
eiq
⊥
1 ·x⊥eiq
⊥
2 ·y⊥e−iq
⊥
1 ·z⊥.
So far, we have integrated out the large proton collision energy scale Q ∼7 TeV. Next
we integrate out the vector boson emission scale Q˜ = λQ ∼ 100GeV by integrating
over the large components of x⊥, y⊥, z⊥,
W µναβ =
∑
w¯1,w¯2,w2
∫
d4x
∫
d4y
∫
d4z δQ,p1·n¯1 δQ,p2·n¯2 δQ,p′1·n¯′1 δQ,p′2·n¯2′ , δq⊥1 ,Q˜ δq⊥2 Q˜
×
〈
p1p2
∣∣∣∣∣T¯
{
C∗2(Q, w¯2;µ, µq)e
− i
2
x·n1(w¯2/ cos θ2−Q)χ¯n2,Qγ
µ
⊥χn′2,w¯2
× C∗1(Q, w¯1;µ, µq)e−
i
2
y·n2(w¯1/ cos θ1−Q)χ¯n1,Qγ
ν
⊥χn′1w¯1
}
× T
{
C1(Q, w¯1;µ, µq)e
i
2
z·n2(w¯1/ cos θ1−Q)χ¯n′1w¯1γ
α
⊥χn1,Q
× C2(Q, w¯2;µ, µq)χ¯n′2w¯2γβ⊥χn2,Q
}∣∣∣∣∣p1p2
〉
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Integrating over the large components of x · n1, y · n2, z · n2, we have
W µναβ =
∑
w¯1,w¯2
∫
d4x
∫
d4y
∫
d4z (δQ,p1·n¯1δQ,p2·n¯2)
×
(
δQ,p′1·n¯′1δQ,p′2·n¯′2δq⊥1 Q˜δq⊥2 Q˜
)
(δQ cos θ2w¯2δQ cos θ1w¯1)
×
〈
p1p2
∣∣∣∣∣T¯
{
C∗2(Q,Q;µ, µq)χ¯n2,Qγ
µ
⊥χn′2,QC
∗
1 (Q,Q;µ, µq)χ¯n1,Qγ
ν
⊥χn′1,Q
}
× T
{
C1(Q,Q;µ, µq)χ¯n′1Qγ
α
⊥χn1,QC2(Q,Q;µ, µq)χ¯n′2Qγ
β
⊥χn2,Q
}∣∣∣∣∣p1p2
〉
cos θ1, cos θ2 have entered Kronecker δs for label momentum conservation in the
above result. We now power count cos θ1, and cos θ2 in terms of λ, and prove that
we can safely drop cos θ1 and cos θ2 from the δ functions. At this point, we have
two scenarios,
Case 1: θ1,2 ∼ λ, cos θ1,2 = 1− θ21,2/2 = 1−O(λ2) so that we have
n′1 · x = n1 · x(1− λ2) + x⊥λ ≃ n1 · x+ λx⊥ + . . .
n′2 · x = n¯1 · x(1− λ2) + x⊥λ ≃ n¯1 · x+ λx⊥.
Case 2: θ1,2 ∼ π/2 − λ, and using elementary trigonometric identities cos θ1,2 =
sinλ ≃ λ and sin θ1,2 = cos λ = 1− λ2/2 so that we have,
n′1 · x = n1 · xλ + x⊥(1− λ2) ≃ x⊥ + n1 · xλ
n′2 · x ≃ x⊥ − n¯1 · xλ.
However since θ1,2 = arctan
Q˜
Q
∼ 1
70
∼ λ, Case 2 is not consistent with the kinematics
of the endpoint. Dropping cos θ1, cos θ2 in the δs, we write out the separated matrix
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elements
W µναβ =
∫
d4x
∫
d4y
∫
d4z (δQ,p1·n¯1δQ,p2·n¯2)
(
δQ,p′1·n¯1δQ,p′2·n¯′2
) (
δq⊥1 ,Qδq⊥2 ,Q
)
×
∣∣∣∣∣C2(Q;µ, µq)
∣∣∣∣∣
2∣∣∣∣∣C1(Q;µ, µq)
∣∣∣∣∣
2
×
〈
p1p2
∣∣∣∣∣T¯
{[(
χ¯σn2,Q
)i (
Y †n2γ
µ
σλ⊥Y¯n′2
)
ij
(
χλn′2Q
)j
(x)
]
×
[(
χ¯ρn1Q
)l (
Y¯ †n1γ
ν
ρδ⊥Yn′1
)
lm
(
χδn′1Q
)m]}
× T
{[(
χ¯ǫn′1Q
)k (
Y †n′1γ
α
ǫξ⊥Y¯n1
)
kn
(
χξn1Q
)n
(z)
]
×
[(
χ¯ξn′2Q
)h (
Y¯ †n′2γ
β
ξη⊥Yn2
)
hf
(
χηn2Q
)f
(y)
]}∣∣∣∣∣p1p2
〉
,
where k, n, h, f, i, j, l,m are color indices and σ, µ, ν, λ, ρ, δ, ǫ, ξ, η are Lorentz indices.
Now we can safely separate the two initial protons into two beam functions, because
we focus on the large-x regime of the colliding protons, and there is no Glauber
gluon exchange between them,
W µναβ =
∫
d4x
∫
d4y
∫
d4zδQ,p1·n¯1 δQ,p2·n¯2 δQ,p′1·n¯1δQ,p′2·n¯′2
×
(
δq⊥1 Qδq⊥2 Q
)
|C2(Q;µ, µq)|2
×
〈
p1
∣∣∣∣∣T¯ [(χ¯ρn,Q)l (Y¯ †n1γνρδ⊥Yn′1)lm (χδn′1Q)m]
× T
[(
χ¯ǫn′1Q
)k (
Y †n1γ
α
ǫξ⊥Y¯n1
)
kn
(
χξn1Q
)n
(z)
] ∣∣∣∣∣p1
〉
×
〈
p2
∣∣∣∣∣T¯
[(
χ¯σn2Q
)i (
Y †n2γ
µ
σλ⊥Y¯n′2
)
ij
(
χλn′2Q
)j
(x)
]
T
[(
χξn′2Q
)h (
Y¯ †n′2γ
β
ξη⊥Yn2
)
hf
(
χηn2Q
)f
(y)
] ∣∣∣∣∣p2
〉
.
Next we must prove that n1 and n
′
1, n2 and n
′
2 are not in the same collinear sectors
so that we can factor the n′1 and n
′
2 final jets out of the beam functions for p1 and p2.
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This requires proving that there are no collinear gluons exchanged between n1 and
n′1, n2 and n
′
2 respectively. Take n1 and n
′
1; the argument proceeds identically for
n2 and n
′
2. As shown in Fig. 2.25, the collinear gluons in the initial beam n1, obey
the SCETI scaling (p
+, p−, p⊥) ∼ (Q, λ4Q, λ2Q), while the transverse momentum of
the final jet n′2 in the initial proton center of mass frame is q⊥ ∼ Q˜ ∼ λQ. Thus
gluons with transverse momentum p⊥ ∼ λ2Q cannot couple with the final jet, which
is diffracted by an angle θ ∼ λ.
Figure 2.25: Collinear gluons from the initial jet n1 decoupled with final jet n
′
1
Having separated the ni and n
′
i directions, we can write the proton-proton
hadronic tensor as (including the previously suppressed sum over proton spins)
W µναβ =
1
4
gµβ⊥ g
αν
⊥
∫
d4x
∫
d4y
∫
d4z (δQp1·n¯1δQp2·n¯2)
(
δQp′1·n¯1δQp′2·n¯2
)
×
(
δq⊥1 Q˜δq⊥2 Q˜
)
|C1|2|C2|2
× 1
2
∑
σ
1
Nc
〈
p2
∣∣∣∣∣χ¯n2Q(x) n¯/22 χn2Q(0)
∣∣∣∣∣p2
〉
1
2
∑
σ
1
Nc
〈
p1
∣∣∣∣∣χ¯n1Q(y) n¯/12 χn1Q(z)
∣∣∣∣∣p1
〉
× 1
N2c
〈
0
∣∣∣∣∣χn′2Q(x) n¯/
′
2
2
χ¯n′2Q(0)χn′1Q(y)
n¯/
′
1
2
χ¯n′1Q(z)
∣∣∣∣∣0
〉
×
〈
0
∣∣∣∣∣T¯ [(Y †n2Y¯n′2) (x) (Y¯ †n1Yn′1) (y)]T [(Y †n′1Y¯n1) (z)(Y¯ †n′2Yn2) (0)]
∣∣∣∣∣0
〉
.
We rewrite the matter field as χ¯n1,w = χ¯nδQ,w and shift the fields to the origin
χ¯n(y) = e
i
2
y+pr−e
i
2
y−pr+e−iy⊥p⊥χ¯n(0)e−
i
2
y+pr−e−
i
2
y−pr+eiy⊥p⊥,
χn(y) = e
i
2
y+pr−e
i
2
y−pr+e−iy⊥p⊥χn(0)e−
i
2
y+pr−e−
i
2
y−pr+eiy⊥p⊥.
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Because we can only measure the final jets momentum, we project n1 and n2 direc-
tions onto n′1 and n
′
2, expressing n1 and n2 using cos θi and sin θi. We define the jet
functions
1
Nc
〈
0
∣∣∣∣∣χn′2Q(x) n¯/
′
2
2
χn′2Q
∣∣∣∣∣0
〉
≡ Qδ(n′2 · x)δ(2)(n′2⊥ · x)
∫
dr′2e
− i
2
r′2n¯
′
2·xJn¯′2(r
′
2;µ)
1
Nc
〈
0
∣∣∣∣∣χn′1Q(y) n¯/
′
1
2
χn′1Q(z)
∣∣∣∣∣0
〉
≡ Qδ(n′1 · z)δ(n′1 · y)δ(2)(n′1⊥ · z)δ(2)(n′1⊥ · y)
×
∫
dr′1e
− i
2
r′1(n¯
′
1·y−n¯′1·z)Jn¯′1(r1;µ)
so that,
W µναβ =
1
4
gµβ⊥ g
να
⊥
∫
dn¯′2 · x
∫
n¯′1 · y
∫
n¯′1 · z (δQp1·n¯1δQp2·n¯2)
(
δQp′1·n¯′1δQp′2·n¯′2
)
×
(
δq′⊥Q˜
δq′⊥Q˜
)
|C1|2|C2|2
×
∑
σ
1
2
1
Nc
〈
p2
∣∣∣∣∣χn2Q exp
{
− i
2
(n¯′2 · x)(n2 · p2) cos θ2
}
n¯/2
2
χn2Q
∣∣∣∣∣p2
〉
×
∑
σ
1
2
1
Nc
〈
p1
∣∣∣∣∣χ¯n1Q exp
{
− i
2
[(n¯′1 · y − n¯′1 · z)] (n1 · p1) cos θ1
}
n¯/1
2
χn1Q
∣∣∣∣∣p1
〉
×Q
∫
dr′2 exp
{
− i
2
r′2n¯
′
2 · x
}
Jn¯′2(r
′
2;µ)
×Q
∫
dr′1 exp
{
− i
2
r′1(n¯
′
1 · y − n¯′1 · z)
}
Jn¯′1(r
′
1;µ)
×
〈
0
∣∣∣∣∣T¯ [Y †n2Y¯n′2] e− i2 (n¯′2·x)[n2·p2 cos θ2+n′2·p′2)T [Y¯ †n′2Yn2]
× T¯ [Y¯ †n1Yn′1] e− i2 (n¯′1·y)[n1·p1 cos θ1+n′1·p′1]−n¯′1·zT [Y †n′1Y¯n1]
∣∣∣∣∣0
〉
. (2.434)
We change integration variables to n¯′1 ·u = 12(n¯′1 ·y+n¯′1 ·z) and n¯′1 ·v = 12(n¯′1 ·y−n¯′1 ·z)
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and define the collinear factors containing the information of initial protons
Cn¯2(k2;µ) =
∫
dn¯′2 · x
4π
e+
i
2
n¯′2·xk2
〈
p2
∣∣∣∣∣χ¯n2Q(n¯′2 · x) n¯/22 χn2Q
∣∣∣∣∣p2
〉
δ(Q, p2 · n¯2)
× δQ˜q2⊥δ(Q, p′2 · n¯′2)
= δQp2·n¯2δQp′2·n¯′2δq2⊥Q˜
〈
p2
∣∣∣∣∣χ¯n2Q(0) n¯/22 δ (cos θ2in2 · ∂2 + in′2 · ∂2 − k2)χn2Q
∣∣∣∣∣p2
〉
Cn¯1(k1;µ) =
∫
dn¯′1 · v
4π
e
i
2
n¯′1·vk1
〈
p1
∣∣∣∣∣χ¯n1Q(n¯′1 · v) n¯/12 χn1Q
∣∣∣∣∣p1
〉
δQp2·n2δQ˜q2⊥δQp′2·n¯′2
= δQp2·n¯2δQp′2·n¯′2δq2⊥Q
〈
p1
∣∣∣∣∣χ¯n1Q(0) n¯/12 δ (cos θ1in1 · ∂1 + in′1 · ∂′1 − k1)χn1Q
∣∣∣∣∣p1
〉
.
Integrating over n¯′2 · x and n¯1 · v in Eq. (2.434), the soft piece can be written〈
0
∣∣∣∣∣ . . .
∣∣∣∣∣0
〉
=
〈
0
∣∣∣∣∣T¯ [Y †n2Y¯n′2] δ (in2 · ∂2 cos θ2 + in′2 · ∂′2 − ℓ2)T [Y¯ †n′2Yn2] T¯ [Y¯ †n1Yn′1]
× δ (in1 · ∂1 cos θ1 + in′1 · ∂′1 − ℓ1)T
[
Y †n′1Y¯n1
] ∣∣∣∣∣0
〉
=
∫
dle−
i
2
ℓ2n¯2·x′e−
i
2
ℓ1n¯1·vS(ℓ;µ).
into a soft function S(ℓ;µ) on the last line.
The two collinear functions containing rapidity divergences are identical to those
we calculated in the study of DIS, see Eq. (2.258) in Section 2.5.2.1. The soft
function, however, is different. The O(αs) Feynman diagrams for the soft function
are displayed in Figs. 2.26 and 2.27
2.6 Summary of SCET results
In this chapter, we have seen the difficulties arising in QCD perturbation theory in
the form of logarithms of large ratios of physical scales. We introduced the tools of
soft-collinear effective theory to efficiently sum several forms of these logarithms in
inclusive and semi-inclusive processes. Using the first version of the theory, SCETI ,
on inclusive observables, we proved that the wide-angle, low-energy radiation accom-
panying jets is universal across electron-positron, electron-proton and proton-proton
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Figure 2.26: Soft function for VBF logs Feynman diagrams (virtual)
Figure 2.27: Soft function for VBF logs Feynman diagrams (real)
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collisions. This result improves the prediction of the hemisphere event-shape vari-
ables, used for precision extractions of αs and controlling backgrounds for beyond
standard model searches, to next-to-next-to-next-to-leading-logarithmic order. Us-
ing the second version of the theory, SCETII , we developed the resummation of large
rapidity logarithms arising in the elastic limit of electron-proton and proton-proton
scattering. Our results provide a basis to sum large logarithms in near-threshold
production mechanisms, such as vector boson fusion at the LHC, an example we
began work on in the last section of this chapter. Our endpoint resummation also
offers a new avenue to study the transition from the semi-inclusive process (where
partons may be considered the relevant degrees of freedom) to the exactly elas-
tic limit, which is exclusive process (where pions may be the relevant degrees of
freedom).
The systematic framework of SCET for summing large logarithms gradually re-
organizes QCD perturbation theory to such a point that we may envision a precision
description of fragmentation processes and thus of the transition from partonic to
hadronic degrees of freedom.
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CHAPTER 3
Heavy Hadron Chiral Perturbation Theory and Hadronic Molecules
3.1 Overview
In this chapter, I first provide the general background and motivation to study
hadron-hadron interactions and hadronic molecules, as well as the motivation of
heavy hadron chiral perturbation theory (HHChPT) and a non-relativistic effective
field theory XEFT, derived from HHChPT to describe low energy interactions of
D mesons and a possible bound molecular state of D mesons. I provide the first
complete derivation of isospin and SU(2) spin-flavor symmetry breaking operators in
the HHChPT lagrangian up to next-to-leading order in the expansion. I explain the
XEFT, generalize it to handle the possibilities that interactions between D-mesons
yield a virtual bound state or resonance, and finally apply the XEFT to describe
the B-meson decay in the DDπ channel, in which the possible D-meson molecular
state was discovered. These studies of heavy hadrons interacting with pions provide
a unique view of the nuclear force.
3.2 QCD, Hadrons and the Nuclear Force
Colliding hadrons at energy ≪ 1 GeV do not access the quark and gluon degrees
of freedom described by QCD. Instead, low-momentum hadrons interact via the
nuclear force, which is a long-distance residual interaction between composite
color-singlet states, analogous to the van der Waals force between neutral atoms and
molecules. Here the momentum scale ΛQCD ≃ 1 GeV emerges from the asymptotic
freedom property as the scale where the coupling constant of QCD αs approaches 1,
and QCD becomes nonperturbative. This strong coupling is believed to contribute
to the observational fact that at long-distance quarks and gluons are confined inside
hadrons, as either baryons (composed of 3 valence quarks) or mesons (composed of
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a valence quark-anti-quark pair).
Extending the chemistry analogy, nuclei can be regarded as hadronic molecules
of protons and neutrons, the simplest of which is the deuteron consisting of one
proton and one neutron. We are applying the concept of a molecule exactly as
used in chemistry, where atoms form a bound state by the residual electromagnetic
force between electrically neutral particles. Hadronic molecules are bound via the
residual force resulting from incomplete cancellation of strong forces between colored
particles. In contrast to the electromagnetic case where the binding energy can be
calculated from first principles, the nuclear force is more intricate and far from being
well-understood.
Some properties of hadrons and their interactions in the low-momentum regime
≪ 1 GeV can be computed by brute force on a discretized Euclidean space-time
lattice, i.e. in lattice QCD, but the computations are costly and impractical for
everyday nuclear structure physics. Rather, following the principles of effective
field theory and using symmetries inherited from the underlying theory QCD, we
construct a theory of hadrons interacting with momenta p ≪ ΛQCD and use it to
study scattering of heavy hadrons. The possibility of bound states or resonances is
determined by the position of poles in the complex energy plane of the S-matrix. By
applying effective theory methods, we expect that insights from the specific heavy
hadron systems we study here are more widely applicable to understand the nuclear
force.
Hadrons are commonly classified by their valence quarks and their quantum
numbers explained by a scheme known as the quark model. The quark model
groups hadrons by representation of the approximate flavor SU(3) symmetry, oth-
erwise known as the ‘Eightfold Way’. It received experimental support in the 1960s
by successfully categorizing a great number of light hadrons that were being discov-
ered at the time. At present, the quark model remains a valid, widely-used, effective
classification scheme for hadrons and has been incorporated as a part of the Stan-
dard Model of particle physics. However, some experimentally-observed hadrons are
not predicted by the quark model and are known as exotic hadrons.
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Exotic Hadrons. Exotic hadrons are described in one of two theoretical models:
either color-singlets of > 3 constituent quarks and gluons, or hadron-level molecules,
i.e. subclusters of quarks and gluons such as meson molecules where subclusters are
two color-singlet pairs of quark-antiquark. Hadronic molecules that are not nuclei
can be viewed as exotic hadrons, for example baryonium consisting of a baryon and
its antibaryon, or meson molecules which have been intensively sought. One way to
explore the possibility of exotic hadrons is to search for poles in the S matrix with
the corresponding exotic quantum numbers forbidden for ordinary hadrons.
More practically, one can examine data to focus on specific channels, as recent
experiments have suggested the existence of several such exotic hadrons. The fol-
lowing are some candidates of exotic hadrons:
X(3872) Detected by Belle collaboration 2003, hypothetically a diquark or meson
molecule
Y(3940) Charmonium spectrum predicted by theory fails to fit this particle
Y(4140) Detected by Fermilab in 2009
Y(4260) Detected on BaBar collaboration, hypothetically having a q¯qg composi-
tion
Zc(3900) Detected by Belle and BESIII
Z(4430)− Detected by Belle collaboration in 2007 (Choi et al. (2008)) and later
confirmed by LHCb with 13.9σ significance (Aaij et al. (2014)), interpreted as
a tetraquark state
P+c (4380) and P
+
c (4450) Observed in 2015 by LHCb (Aaij et al. (2015)) and inter-
preted as two pentaquark states
See also the summary table at Wik (2016). As opposed to baryonic molecules of
which all nuclei in nature serve as examples, the existence of mesonic molecules
has not been firmly established. The spin-0 mesons a0(980), f0(980) have been
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suggested to beKK¯ meson molecules (Weinstein and Isgur (1983, 1990)), and charm
meson molecules consisting of two charm mesons were proposed shortly following the
discovery of the c quark (Voloshin and Okun (1976); De Rujula et al. (1977)). Some
of the best candidates to be mesonic molecules are the X(3872) and the Z(4430).
The X(3872), discovered in 2003 by Belle collaboration (Choi et al. (2003)) and
later confirmed by several other collaborations, has a mass of 3871.69 ± 0.17MeV
(Patrignani (2016)) and does not fit into quark model due to its exotic quantum
numbers. Several theoretical models exist (Swanson (2006)), including both mesonic
molecules and tetraquark states. The quantum numbers were determined by LHCb
to be JPC = 1++ (Aaij et al. (2013)).
3.2.1 Effective Field Theory Approach to Non-perturbative QCD
An important first step in establishing an effective theory is to identify relevant
separations of scales. We will use two. First, the mass gap between the pion and the
chiral-symmetry breaking scale leads to chiral perturbation theory, which is briefly
reviewed in Appendix C.1. Second, the splitting between the non-perturbative scale
of QCD and the masses of heavy quarks leads to heavy quark effective theory.
3.2.1.1 Heavy Quark Effective Theory
For heavy quarks with masses much larger than the nonperturbative scale, taking
the heavy quark mass mQ → ∞ is a good approximation under which the theory
exhibits spin-flavor heavy quark symmetry and can be used to predict properties of
hadrons with a single heavy quark.
Considering a meson containing a heavy and a light anti-quark, Qq¯, with mQ ≫
ΛQCD, mq ≪ ΛQCD, the typical momentum transfer ∆p between the Q and q¯ is of
order the scale of the nonperturbative gluon dynamics, ∆p ∼ ΛQCD. Consequently,
the heavy quark velocity is almost unchanged, since ∆v ∼ ∆p/mQ ∼ ΛQCD/mQ ≪
1.
This motivates considering the heavy quark four-velocity vµ as a label that does
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not change over time in the limit mQ →∞. The dynamics of the meson reduce to
the interaction of light degrees of freedom with a static external color source that
transforms as a color triplet. In the limit mQ →∞, mQ drops out of the Lagrangian
and the dynamics is insensitive to the value of mQ. Therefore all heavy quarks
interact in similar ways in mesons, and the dynamics is invariant under a change
of the heavy flavor, leading to heavy quark flavor symmetry. On the other hand
corrections of order 1/mQ incorporate effects associated with finite heavy quark mass
and do depend on the numerical values of the heavy quark masses. Consequently
heavy quark flavor symmetry breaking effects are proportional to the difference, i.e.
1/mQi − 1/mQj with i, j labeling the two different flavors.
The static heavy quark interacts with gluons (there are no quark-quark inter-
actions in Lagrangian) only by its chromoelectric charge which is independent of
spin, and therefore dynamics is unchanged under changes of the heavy quark spin,
leading to heavy quark spin symmetry. At O(1/mQ), the chromomagnetic moment
gives the part of the interaction that is spin-dependent. In contrast to heavy quark
flavor symmetry, heavy quark spin symmetry breaking is proportional to 1/mQ,
not the heavy quark mass difference, as it is broken even in the case that all heavy
quarks have identical mass. In the mQ →∞ limit one can combine the U(Nh) flavor
symmetry and SU(2) spin symmetry to embed into a U(2Nh) spin-flavor symmetry
under which the 2Nh states of Nh flavors of heavy quarks with either spin up or spin
down transform in the fundamental representation.
In the limit mQ →∞, the QCD Lagrangian does not directly give heavy quark
flavor-spin symmetry, and it is necessary to establish an EFT where this symmetry
is manifest. This EFT, describing interaction of hadrons containing a single heavy
quark, is known as heavy quark effective theory (HQET) and correctly describes
physics of momentum transfers much less than mQ. Instead of containing positive
powers mQ term as QCD, the HQET Lagrangian is an expansion in ptyp/mQ for
ptyp ∼ ΛQCD the typical momentum transfer and will only contain terms ∼ (p/mQ)n,
n ≥ 0.
To setup the expansion, we write the heavy quark four-momentum as p = mQv+k
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with k the residual momentum measuring the off-shellness of the quark due to
interactions (e.g. k ∼ ΛQCD for a heavy quark inside a hadron). In the heavy quark
limit mQ →∞, the quark propagator is
i
/p+mQ
p2 −m2Q + iǫ
= i
mQ/v +mQ + /k
2mQv · k + k2 + iǫ → i
1 + /v
2v · k + iǫ , (3.1)
which now contains a projection operator depending on heavy quark velocity: (1 +
/v)/2. In the rest frame of the heavy quark, vµ → (1,~0) and the projection operator
becomes
1 + /v
2
→ 1 + γ
0
2
, (3.2)
projecting onto the particle components of the four-component Dirac spinor.
The effective Lagrangian is established in terms of velocity-dependent fields
Qv(x) which are related to the original quark field Q at tree level by
Q(x) = e−imQv·x[Qv(x) +Qv(x)] , (3.3)
with
Qv(x) = e
imQv·x1 + /v
2
Q(x) ,
Qv(x) = e
imQv·x1− /v
2
Q(x) , (3.4)
where the phase factor eimQv·x comes from the heavy quark momentum decomposi-
tion. Plugging this decomposition into Eq. (3.3) shows that Qv is of leading order,
whereas Qv is suppressed by powers of m
−1
Q . The leading order (p/mQ)
0 Lagrangian
is just the Q¯v(i /D)Qv piece, which after using the projection operators again (1+/v)/2
simplifies to
L = Q¯v(iv ·D)Qv . (3.5)
This procedure of projecting out heavy degrees of freedom and using their equation
of motion to eliminate them from the LO Lagrangian is equivalent to integrating
them out of the generating functional in its path integral form. We show this
equivalence explicitly in Appendix C.3.
167
There is no simple relation between the QCD field Q and the EFT field Qv
beyond tree level. The EFT ensures that on-shell Green’s functions agree with
those in QCD to a given order in ptyp/mQ and αs(mQ). The Lagrangian Eq. (3.5)
yields the Qv propagator (
1 + /v
2
)
i
v · k + iǫ , (3.6)
in agreement with the previously derived result of Feynman rules in the mQ → ∞
limit. The gluon vertex is given by −igTAγµ in the full theory and −igTAvµ in the
EFT (due to v · D term in Eq. (3.5)). To see that the EFT vertex is equivalent
to the full theory vertex to O(p/mQ), recall that the vertex is accompanied by
propagators on either side which are both proportional to (1 + /v)/2. Therefore we
have the replacement
γµ → 1 + /v
2
γµ
1 + /v
2
= vµ
1 + /v
2
→ vµ . (3.7)
The EFT Lagrangian at leading order in O(p/mQ) in case of more than one heavy
flavor (the total number of heavy flavors denoted by Nh) is
LHQET =
Nh∑
i=1
Q¯(i)v (iv ·D)Q(i)v , (3.8)
where v is the common velocity of all heavy quarks. It is clear from Eq. (3.8) that
the EFT Lagrangian exhibits U(2Nh) heavy quark spin-flavor symmetry with 2Nh
quark fields transforming in the fundamental representation. Due to the restriction
Eq. (3.4), there are only 2Nh independent components of quark fields Q
(i)
v .
3.3 Dπ Scattering Near D∗ Threshold Using X-Effective Field Theory
In this section, I study Dπ scattering near D∗ threshold, which is analogous to
nucleon-pion (Nπ) scattering and offers a unique view of the long-distance nuclear
force between hadrons.1 I first provide the background required to understand
this process, Heavy Hadron Chiral Perturbation Theory (HHChPT) with terms to
O(p/Λχ) where Λχ ∼ 1 GeV and including both isospin conserving and breaking
1This section is based on unpublished work in collaboration with U. van Kolck and S. Fleming.
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terms. Later, I reduce HHChPT to the non-relativistic region, and then further to
Dπ scattering near the D∗ threshold. In this region, the effective field theory is also
known as XEFT. Finally I present the required resummation in this process and
pole hunting in the framework of the scattering theory.
3.3.1 Motivation and Kinematics
{D0, D+} are mesons containing charm quarks in an isospin doublet with anti-
particles {D0, D−}. {D0∗, D+∗} have the same quark components but larger masses
due to the excited spin states compared to {D0, D+} respectively. Because the
mass splitting between D∗ and D states is much less than their masses, the
heavy quark symmetry is well-justified, providing the basis for Heavy Hadron
Chiral Perturbative Theory (HHChPT), which is widely used for the interac-
tion between pseudo-Goldstone bosons and heavy mesons (Burdman and Donoghue
(1992); Wise (1992); Yan et al. (1992); Grinstein et al. (1992); Goity (1992);
Cheng et al. (1993b, 1994a,b); Amundson et al. (1992); Cho and Georgi (1992);
Boyd and Grinstein (1995); Cheng et al. (1993a); Jenkins (1994); Stewart (1998);
Burdman et al. (1994)).
Elastic Dπ scattering near the D∗ threshold provides a new system in which to
study hadron scattering kinematically near to a bound state. It thus serves as an
important laboratory, independent of Nπ scattering, to investigate the bound-state
and resonance structures arising from pion exchange.
In the elastic scattering of D0 and π0 near the D∗0 threshold, the masses and
mass differences of the involved particles are:
mD0 = 1864.6MeV, mD0∗ = 2006.7MeV, mπ0 = 134.98MeV,
∆D0∗−D0 = mD∗0 −mD0 = 142.1MeV.
For the reaction D0π0 → D0π0, in the center of mass frame of D0 and π0, by energy
conservation we have
(Eπ0 + ED0)
2 =
(√
p2π0 +m
2
π0 +
√
p2D0 +m
2
D0
)2
, (3.9)
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and for the elastic scattering of D0 and π0 near D∗0 threshold, we first set the sum
of the D0 and π0 energies equal to the D0∗ pole mass to obtain
(Eπ0 + ED0)
2 = m2D∗0 . (3.10)
Combining the two equations above, we find |~pπ0 | = |~pD0| = 42.82MeV, ED0 =
1865.09MeV, Eπ = 141.61MeV. Near the D
∗0 threshold, the on-shell D∗0 can have
a maximum kinetic energy
δ = mD∗0 −mD0 −mπ0 ≃ 7MeV. (3.11)
Since the momenta of the D0 and π0 are much smaller than their masses, and the
kinetic energy of the D∗0 is much smaller than its mass, we can treat D0, π0 and
D∗0 non-relativistically as in XEFT (Fleming et al. (2007)).
We are going to use XEFT to study the D0π0 elastic scattering near D0∗ thresh-
old. If the D0π0 loop correction to the D0∗ propagator in Fig. 3.1(B) is the same
order as the tree level D0∗ propagator in Fig. 3.1(A), we must resum to all orders the
D0π0 loop correction to the D0∗ propagator. To determine the scattering conditions
under which resummation is necessary, we solve for the D0∗ energy with the ratio
of the loop-corrected to the tree-level propagator equal to unity,
MB
MA =
g2
f 2π
(2mπδ)
3/2
4πED∗
∼ 1 . (3.12)
Here g ≃ 0.6 is the D-meson axial transition coupling, and ED∗ is the D0∗ kinetic
energy. We shall derive the tree and loop amplitudes below in Sec. 3.3.4; the square-
root dependence on the mass splitting Eq. (3.11) and pion mass arises from the
nonrelativistic treatment of the D and π. Solving for ED∗ from Eq. (3.12), we
find that the loop correction is the same order as tree-level when ED∗ ∼ 0.2MeV.
Therefore, for D0π0 scattering within 0.2MeV of the D∗0 threshold, resummation
of the D0∗ propagator is required.
This effective field theory technique of D0π0 resummation at D∗0 threshold is
useful in the extrapolation of the D-meson mass spectrum on lattice. Several lat-
tice calculations (Kalinowski and Wagner (2012); Mohler and Woloshyn (2011)) ob-
tain the D-meson mass spectrum with a pion mass much larger than the physical
170
Figure 3.1: (A) Tree-level diagram for D0π0 to D0π0 scattering; (B) one-loop cor-
rection
one (m
(phys)
π ∼ 140MeV). In Kalinowski and Wagner (2012), mπ ≈ 285, 325 and
457MeV, and in Mohler and Woloshyn (2011), mπ ≈ 141, 316, 418 and 707MeV.
However, the mass splitting ∆ of the D and D∗ states on the lattice is smaller
than the pion mass, ∆ ≈ 150, 150 and 170MeV in Kalinowski and Wagner (2012),
and ∆ ≈ 131, 153, 148 and 156MeV in Mohler and Woloshyn (2011). Therefore,
extrapolating to the physical pion mass in order to determine the physical D-meson
masses and their splittings, one must encounter an energy neighborhood around the
D∗ threshold such that Dπ scattering resummation is necessary. In the extrapola-
tion this coincidence occurs around mπ ≈ ∆ ≈ 145MeV.
We also implement the XEFT with the charged D, π,D∗ states to study to the
isospin violation effects near D∗ threshold. We consider the elastic scattering of
{D0, D±} with {π0, π±}, and the additional masses and mass differences in these
processes are:
mD+ = 1869.58,MeV, mD+∗ = 2010.0MeV, mπ+ = 139.57MeV ,
mD+∗−mD+ = 140.7MeV, mD0∗−mD+ = 137.4MeV, mD+∗−mD0 = 145.4MeV.
The tree level Feynman diagrams for Dπ → Dπ scattering are shown in Fig. 3.2.
Among these scattering processes, the D0∗ is Fig. 3.2(B) and (C) are above D+π0 or
D−π0 threshold, while rest of the D∗ are below Dπ threshold, meaning the D∗ in
these processes can be on-shell. We start with isospin conserving limit mD+ = mD0
and mD∗+ = mD∗ , and treat D
+, D∗+ and their anti-particles as two more sets of
degrees of freedom in the D-meson isospin space. Then we add isospin breaking
terms into the XEFT Lagrangian. The physical splitting between the charged and
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Figure 3.2: Possible Dπ to Dπ scattering diagrams.
neutralD-mesons is around 4MeV, larger than the energy range 0.2MeV determined
by Eq. (3.12) within which the D∗ resummation becomes necessary. In order to
study the impact of the isospin breaking effects on the D-meson system, we first
assume the isospin breaking terms are small enough to be treated perturbatively, and
then gradually approach the physical splitting. This procedure may also facilitate
extrapolation of the lattice D-meson isospin splitting effects to the physical value,
because isospin breaking effects are also introduced perturbatively on the lattice
(de Divitiis et al. (2012); Tantalo (2014)).
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3.3.2 Heavy Hadron SU(2) Chiral Perturbation Theory
In this part, we describe the standard heavy hadron chiral perturbation Lagrangian,
including for the first time the first order of isospin and spin-flavor symmetry break-
ing parameters for the SU(2) chiral symmetry. We then reduce it to the effective
field Lagrangian for Dπ → Dπ scattering near the D∗ threshold, i.e. to the XEFT.
In the standard heavy hadron chiral perturbation Lagrangian, the typical mo-
mentum q ∼ |~pπ| ∼ |~pD| ∼ mπ, and the heavy scale in the theory is either MD the
D meson mass or 4πfπ ∼ Λχ, the chiral symmetry breaking scale ∼ 1GeV. Adding
spin-flavor symmetry breaking terms brings in operators in which ΛQCD also appears
as a natural heavy scale. Since the three scales MD ∼ Λχ ∼ ΛQCD differ numerically
by factors of order 1, we choose MD as the heavy scale for all operators, in terms
of which reparameterization invariance constraints are directly applied. Residual
differences are then absorbed into the dimensionless coefficients and we define the
dimensionless power-counting parameter λ = q/MD.
Isospin and spin-flavor symmetry breaking terms first appear at O(λ) and we
derive the complete O(λ) Lagrangian including these terms. e = |e| is the unit
charge of heavy and light mesons, and is only considered in the isospin-breaking
case. We denote Pa as the isospin doublet pseudo-scalar (D
0, D+) while P ∗a as their
excited vector states (D0∗, D+∗), where the label a distinguishes the light quark
flavor in D mesons. Combining Pa and P
∗
a we define the heavy field
Ha =
1 + /v
2
[P ∗µa γµ − Paγ5] , (3.13)
which under the unbroken chiral symmetry subgroup SU(2)V transforms as
Ha → HbV †ba , V ∈ SU(2)V . (3.14)
The symmetry group associated with the heavy quark spin is the spin group Spin(n),
where n = 1
2
for the heavy quark being a fermion. An element of Spin(1
2
) acts on
the heavy meson field as
Ha → DQHa , DQ ∈ Spin(12) . (3.15)
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Pa and P
∗
a are the heavy meson spin symmetry doublets.
We refer to the heavy meson fields as matter fields, as we will shortly see that in-
teractions with the pseudo-Goldstone bosons can be written into a covariant deriva-
tive similar to a gauge field. In general, it would be useful to write terms that
are not consequences of spontaneous chiral symmetry breaking using a form of the
heavy meson fields respecting SU(2)L × SU(2)R chiral symmetry. However, by
construction of the matter-Goldstone interactions, one always can reduce a general
SU(2)L × SU(2)R invariant matter field to a representation Ha obeying Eq.(3.14)
by redefining Ha with some combination of
ξab = exp(iMab/fπ) =
√
Σab, (3.16)
which is chosen to transform as
ξ → V ξV †, V ∈ SU(2)V , (3.17)
and where Σ(x) is the Goldstone boson field conventionally used in the chiral per-
turbation lagrangian. Although this chosen transformation for ξ is not the most
general representation of the full SU(2)L × SU(2)R symmetry group, it results in
the same physical predictions (Manohar and Wise (2000)). See Appendix C.1 for
more detail.
3.3.2.1 Lowest order Lagrangian for heavy hadron chiral perturbation
theory without isospin breaking
To construct operators that only involve V, V † in their chiral symmetry transforma-
tion rules, we combine ξ with derivatives as
V
µ
ab =
i
2
(
ξ†∂µξ + ξ∂µξ†
)
ab
,
A
µ
ab =
i
2
(
ξ†∂µξ − ξ∂µξ†)
ab
, (3.18)
which transform under SU(2)L × SU(2)R as
Vµ → VVµV † + iV ∂µV †, Aµ → VAµV † , (3.19)
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so that L and R do not appear. As the matter fields are only associated with V ,
we can use the vector field Vµ which transforms like a V -gauge field to define the
chiral covariant derivative,
Dµab = δab∂µ + iV
µ
ab .
The axial vector field Aµ is coupled with heavy meson fields in a Yukawa form since
it transforms in the adjoint representation. Further, to establish a non-relativistic
effective theory similar to HQET, we rescale the matter fields by e−iMDv·x with vµ
the 4-velocity and integrate out the heavy components of the field. Thus, the lowest
order heavy meson-pion interaction terms are
LDπL.O. = −itr[H¯avµDµabHb] + gπtr[H¯aHbγµγ5Aµab] . (3.20)
gπ is the axial heavy meson coupling and H¯a is the conjugate field of Ha:
H¯a = γ0H
†
aγ0 = γ0[P
∗µ†
a γ0γµγ0 − P †aγ5]
1 + vµγ0γµγ0
2
γ0
= [P¯ ∗µa γµ + P¯aγ5]
1 + /v
2
. (3.21)
Because P ∗a is a vector field, v · P ∗a = 0, and in the rest frame vµ = (1,~0) implies
that P ∗0a = 0. Thus, in the rest frame we obtain
Ha = −
0 ~P ∗a · ~σ + Pa
0 0
 ≡ −
0 ha
0 0
 ,
H¯a =
 0 0
~P ∗†a · ~σ + P †a 0
 ≡
 0 0
h†a 0
 , (3.22)
where ~σ are Pauli matrices, and Eq.(3.20) reduces to
LDπL.O. = tr[h†aiD0bahb]− gπtr[h†ahb~σ · ~Aba] , (3.23)
where
iD0ba = i∂
0δba − V0ba ,
~σ · ~Aba = − 1
fπ
~σ · ~∇Mba + ...
Mab = π
i
abσ
i =
π0/√2 π+
π− π0/
√
2
 . (3.24)
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To derive the kinetic and interaction terms for anti-meson matter fields, we start
from the full relativistic theory and apply the projection operator
1−/v
2
to the meson
field, instead of
1+/v
2
. We denote P
(anti)∗µ
a as vector anti-meson states (D0∗, D−∗)
and P
(anti)
a as pseudo-scalar anti-meson states (D0, D−), and obtain the heavy anti-
meson field H
(anti)
a from
H(anti)a ≡ [P (anti)∗µa γµ − P (anti)a γ5]
1− /v
2
. (3.25)
This projection retains the anti-particle components of the relativistic field and
leads to construction of the effective Lagrangian based on the same symmetries,
integrating out heavy components that now correspond to particle components. In
Appendix C.2.1, we show this procedure is consistent with applying the charge
conjugation operation C to the heavy meson field Eq.(3.22).
As we systematically write the operators breaking heavy meson spin symmetry,
we find from heavy quark effective theory (HQET), at
ΛQCD
mQ
order, the first order
of heavy quark spin symmetry violation is brought in by the (anomalous) chromo-
magnetic moment operator,
LHQET(ΛQCD/mQ) ∼
ags
4mQ
h¯(Q)ν σµνTAh
(Q)
ν F
µν
A , (3.26)
where a = (gQ − 2)/2 and ΛQCD is the typical momentum of a gluon in a meson
containing one heavy quark. mQ is the heavy quark mass, and F
µν
A is the gluon field
tensor with color index A given in Eq. (2.4). σµν is the 4× 4 Lorentz tensor
σµν =
i
2
[γµ, γν ] . (3.27)
The constant can be computed explicitly by matching Eq.(3.26) onto the QCD
Lagrangian. The color magnetic moment operator transforms as a vector under
the heavy quark spin group Spin(1
2
). We construct the corresponding heavy hadron
operator by applying the same symmetry. Defining the light quark spin operator
Sµl = (0,
1
2
~σ), and heavy quark spin operator SµQ = (0,
1
2
~σ)Q, we find the mass
splitting between vector mesons and pseudo-scalar mesons is, to leading order,
LD∗−DL.O. = −∆tr(H¯aSαHHaSlα) = −
∆
8
tr(H¯aσ
µνHaσµν) , (3.28)
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where ∆ = mD∗ −MD ≃ mπ, making Eq.(3.28) same order as Eq.(3.23). The spin
coupling operator,
SαHSlα = −~SH · ~Sl = −
1
2
(
~S2total − ~S2H − ~S2l
)
, (3.29)
gives −3/4 for the pseudoscalar meson Pa and 1/4 for the vector meson P ∗a . In the
rest frame of the heavy mesons, Eq.(3.28) reduces to
LD∗−DL.O. =
∆
4
tr[h†aσ
ihaσ
i] . (3.30)
3.3.2.2 Lowest order Lagrangian for heavy hadron chiral perturbation
theory with isospin breaking
In last section, we did not distinguish the neutral states of D and π mesons from
the charged states. In this section, we take into account the differences between u
and d quarks. There are several sources of isospin breaking effects. One is from the
mass difference of the u and d quark, and it is sensible to describe these effects as
proportional to md −mu ∼ 4MeV. In the standard HHChPT power counting, this
is much smaller than the pion typical momentum, so one may expect these terms
are subleading.
A second source of isospin breaking is the charge difference of u and d quarks,
which results in a significant difference in electromagnetic effects. These terms
must show up at both leading order and next-to-leading order, since the uncharged
particles are distinguished from the charged ones at both orders.
Defining the charge matrix for the light quarks,
Qab =
2/3 0
0 −1/3
 , (3.31)
and the charge matrix for the charm quark
Q′ =
2/3 0
0 2/3
 , (3.32)
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we write the covariant derivative for the Goldstone bosons
Dµξab = ∂µξab + ieBµ[Q, ξ]ab, (3.33)
and the covariant derivative for the matter field
DµHa = ∂µHa + ieBµ(Q
′
bbHa −HbQba) + iVµabHb , (3.34)
where Bµ is the photon field. If Q were to transform under SU(2)L × SU(2)R as
Q→ LQR†, the Lagrangian would respect the full chiral symmetry.
Replacing the derivatives in Eq.(3.18) and Eq.(3.23), we have the lowest order La-
grangian with electromagnetic effects. The leading order photon kinetic Lagrangian
is
LγL.O. = −
1
4
F µνFµν , Fµν = ∂µBν − ∂νBµ. (3.35)
Because a new parameter e or αem = e
2/4π is introduced into our effective field
theory, to avoid double power counting, we must power count e in terms of λ =
q/MD. The baseline for doing so is to consider the pion isospin breaking term
Lπ+π−N.L.O. = e2f 2π tr[(Q†Σ + ΣQ)2] (3.36)
as a next-to-leading order mass correction compared to its leading-order mass term,
m2π. Comparing the mass contribution e
2f 2π from Eq. (3.36), we find
e2f 2π
m2π
=
(4πfπ)
2
m2π
α
4π
∼ M
2
D
m2π
α
4π
∼ λ ∼ q
MD
. (3.37)
In HHChPT, we consider mπ ∼ q so far, implying αem4π ∼ λ3. As a result, we power
count the unit charge e as
e ≃ √4παem ∼
√
(4π)2λ3 =
√
(4π)2p3π
(4πfπ)3
∼
√
λ
pπ
fπ
, (3.38)
with
√
λ considered a O(1) quantity. This is consistent with Eqs. (3.33) and (3.34)
where the photon coupling is a leading order effect keeping the derivatives gauge
covariant.
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3.3.2.3 Next-to-leading order Heavy Hadron Chiral Perturbative La-
grangian without isospin breaking
From this section on, we include next-to-leading order corrections to the HHChPT
Lagrangian in the λ = q/MD expansion. Operators arise from the following sources:
I. quark mass-induced chiral symmetry breaking terms, which are the heavy hadron
mass terms proportional to light quark masses,
II. velocity reparameterization invariance (V.R.I.)-induced terms, including the
heavy hadron kinetic term and heavy-light hadron interaction terms,
III. heavy quark spin symmetry breaking terms which allow the D–D∗ transition
but are excluded in Eq. (3.13) and Eq. (3.14),
IV. additional Goldstone boson terms, mainly for the heavy-light interaction terms,
which preserves chiral symmetry,
V. virtual photon-induced terms, due to the inner electromagnetic structure of
heavy hadrons, and
VI. real photon-induced terms, also due to the inner electromagnetic structure of
heavy hadrons.
We start with category I for the investigation of next-to-leading order terms.
These terms are the heavy and light hadron mass terms breaking chiral symmetry
and heavy quark spin symmetry, and the heavy hadron mass terms proportional
to charm quark charge that preserve all symmetries. We power count the light
quark mass as mq ∼ m2πB0 ∼ λmπ, by taking the constant B0 (estimated to be ∼
3GeV above) at the same order as the large scale MD in HHChPT. Thus we can
write the terms explicitly violating chiral symmetry but preserving heavy quark spin
symmetry and isospin symmetry as
LM1N.L.O. = σ1tr(H¯aHaM (+)ξbb ) , (3.39)
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in which
M
(+)
ξ = (ξM
†
q ξ + ξ
†Mqξ†) . (3.40)
The subscripts a and b in (3.39) do not automatically sum to 1. This term is
analogous to the σ-term in pion-nucleon scattering and provides the overall shift to
the heavy meson masses arising from the explicit chiral symmetry breaking by the
light quark masses. Although it can be absorbed into the heavy hadron mass term
tr[H¯aHa] by redefining Ha by a phase, it distinguishes itself by containing also a
ππHH four point interaction. This type of interaction provides a dynamical picture
how heavy hadron masses vary with light quark masses.
Following the same logic in deriving Eq. (3.28), we can write the heavy quark
spin violation term
LM2N.L.O. = −
1
8
∆(σ1)tr(H¯aσ
µνHaσµνM
(+)
ξbb ) . (3.41)
On the other hand, parity invariance discussed in Appendix C.2.2 excludes terms of
the form
L ∼ tr [H¯aHa(ξMqξ − ξ†Mqξ†)] . (3.42)
In the heavy hadron rest frame, we have
LM1N.L.O. = −σ1 tr(h†ahaM (+)ξbb ), (3.43)
LM2N.L.O. =
∆(σ1)
4
tr(h†aσ
ihaσiM
(+)
ξbb ) . (3.44)
We also can write the heavy-light meson interaction term that violates chiral
symmetry but preserves heavy quark spin symmetry,
LDπ(1)N.N.L.O. =
gK1
MD
tr[H¯aHbA
µ
baγµγ5M
(+)
ξcc ] , (3.45)
where g is the D-meson axial coupling and K1 is a dimensionless constant. This
operator corrects the D to D∗ transition via the pion term to one more λ order,
since this term is order ∼ mq
MD
∼ λmπ
MD
∼ λ2.
Next we turn our attention to Category II. Because we work in the frame where
the heavy hadrons are almost at rest, we must ensure the theory retains Lorentz
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invariance. The frame is chosen by separating the particle momentum p = Mv +
k and defining the velocity label such that v ≪ 1 and k ≪ M . However, the
separation is arbitrary, and observables should not depend on this parameterization
of the momentum. There is therefore a velocity reparameterization invariance (VRI),
reviewed in Appendix C.4 and similar to the reparameterization invariance in SCET
explained in Sec. 2.3.3.1. Respecting also the symmetries connecting the quark- and
meson-level theories, velocity reparameterization invariance requires the following
operators in HHChPT at O(q/MD):
LV RI1N.L.O. = −
1
2MD
tr[H¯a(iD)
2
baHb] , (3.46)
LV RI2N.L.O. =
g
MD
tr[H¯c(i
←−
Dµacv · Aba − iv ·Aac
−→
Dµba)Hbγµγ5] . (3.47)
Eqs. (3.46) and (3.47) correspond to the first term and second term of Eq. (3.23)
respectively. All other terms, such as
LV RI3N.L.O ∼ −
2
MD
tr[H¯a(iv ·D)2baHb] , (3.48)
LV RI4N.L.O ∼ −
g
MD
tr[H¯c(iv · ←−DacAµbaγµ − Aµbcγµiv ·Dbd)Hbγ5] , (3.49)
are eliminated by the leading order equation of motion. In Sec. C.2.2, we show
that these operators are invariant under C, P, and T transformations and hermitian
conjugation separately, which also proves that Eq. (3.47) is the effective Lagrangian
for heavy anti-mesons to this order with the replacement of the heavy meson fields
H by the heavy anti-meson fields H(anti).
Next we move to the category III of the next-to-leading order operators. When
constructing spin operators in the leading order D∗ and D mass splitting section, we
did not include breaking of spin symmetry by the low energy pion interaction, which
arises from the difference between the axial-vector couplings to D∗Dπ and D∗D∗π
in the spin factor of the operator tr[H¯a(SQAba)Hb]. In the rest frame of the heavy
state, this operator appears as a spin-orbit coupling between the heavy hadron and
the moving pion, but can be equally considered as a coupling of the heavy current
to the pion spin polarization. We write this next-to-leading order heavy meson spin
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symmetry breaking term as
LspinN.L.O. =
2g2
MD
tr[H¯a(SQAab)Hb] =
g2
MD
tr[H¯aA
µ
abγµγ5Hb] , (3.50)
where g2 is a parameter with dimension (mass)
1, and we could extract a factor
ΛQCD ∼ MD from g2 to write g2 = g′2MD with g′2 dimensionless. This term shows
that the next-to-leading order correction to the axial DD∗ transition results from
heavy quark spin symmetry breaking.
For category IV, we construct next-to-leading order operators involving higher-
order couplings to Goldstone bosons and respecting all symmetries. First, we con-
sider adding one more derivative to the Goldstone bosons, and write
Lδ2,δ3N.L.O. =
δ2
MD
tr[H¯aHbγµγ5iv ·DbcAµca] +
δ3
MD
tr[H¯aHbγµγ5iD
µ
bcv ·Aca] , (3.51)
using that the natural heavy scale here is 4πfπ = Λχ ∼ MD. Integrating Eq. (3.51)
by parts, we can use the leading order heavy meson equation of motion to eliminate
the δ2 term. The δ3 term has the same form as Eq. (3.47) with different coefficient.
VRI fixes the coefficient in Eq. (3.47) and therefore we must set δ3 = 0. As a result,
besides the terms in Eq. (3.47), the next-to-leading order terms can only contain two
Goldstone boson axial operators. The simplest forms of these terms are
Lδ4δ5N.L.O. =
δ4
MD
tr[H¯aHbA
µ
bcAµca] +
δ5
MD
tr[H¯aHbv · Abcv · Aca] , (3.52)
which preserve the heavy quark spin symmetry.
The heavy quark spin symmetry breaking operators permitted by the C, P and
T symmetries are
Lδ6,δ7N.L.O. =
δ6
MD
tr[H¯a[σ
µν , σνσ]AµbaA
σ
cbHc] +
δ7
MD
tr[H¯a[σ
µν , σσλ]vνv
λ
AµbaA
σ
cbHc] .
(3.53)
The δ6 term contains the D
∗D transition, which has no analog in the proton-pion
scattering effective field theory.
Next we discuss the Category V next-to-leading order terms, which preserve
chiral SU(2)V symmetry and isospin symmetry. These terms arise from electromag-
netic effects of energetic photons interacting with the charged heavy quarks inside
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the heavy meson, and therefore are suppressed by αem =
e2
4π
. These terms are
Lvirtual γN.N.L.O. = β3fπαemq2c tr[H¯aHa]−
1
8
∆β3fπαemq
2
c tr[H¯aσ
µνHbσµν ] , (3.54)
where qc = +2/3 is the charm quark charge, and β3 and ∆β3 are dimensionless
coefficients. In making the operator the right dimension, the factor fπ ∼ mπ is
chosen corresponding to the momentum scale of the virtual photon. The first term
preserves heavy quark spin symmetry, while the second term breaks it. However, as
indicated by the subscript these terms are next-to-next-leading-order in the power
counting in Eq. (3.38). To see this, we estimate the first term, which is the virtual
photon-induced heavy meson mass correction,
mem ∼ β3fπαem = β3fπ e
2
4π
∼ β3 λ
4π
p2π
f 2π
∼ β3λ2pπ , (3.55)
using that pπ/4πfπ ∼ λ. Being of order λ2 = (q/MD)2, we can safely ignore these
terms at NLO.
Finally, we discuss the real photon-induced Category VI corrections. We attach
the external real photon to the charm quark in the D meson and construct an
operator based on the symmetry of the magnetic moment operator for the heavy
quark,
LHQEM ∼
eβ1
mQ
ψ¯vσ
αβFαβψv , (3.56)
where ψv is a velocity-labelled heavy quark field. The analogous isospin-invariant
operator at hadron-level is
LDγ1N.L.O = −
eβ1
4MD
qctr[H¯aσ
µνHaFµν ] , (3.57)
where β1 is a dimensionless coefficient and suppressed by the heavy meson scaleMD.
We power count the photon momentum Pγ ∼ mπ, and charge e ∼
√
λpπ
fπ
, which is
also numerically justified, so that the contribution of Eq. (3.57) is ∼ λ 32 (pγ/fπ).
3.3.2.4 Next-to-leading order Heavy Hadron Chiral Perturbation The-
ory with isospin breaking
Next-to-leading order isospin breaking operators in the effective field theory arise
from the following sources:
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I. electromagnetic covariant derivatives in next-to-leading order operators,
II. light-quark-mass-difference-induced light flavor symmetry breaking terms,
III. light-quark-charge-difference-induced light flavor symmetry breaking terms,
and
IV. photons interacting with charged heavy mesons and Goldstone bosons.
In category I, the covariant derivatives in the next-to-leading order operators are
already described in Eqs. (C.27), (C.28), (3.52) and (3.53).
In category II, the isospin-breaking terms are written as
LM3,M4N.L.O. = λ1tr[H¯aHbM (+)ξba ]−
1
8
∆λ1tr[H¯aσ
µνHbσµνM
(+)
ξba ] , (3.58)
where only the second term breaks heavy quark spin symmetry.
In category III, similar to the previous section, the virtual photon-induced heavy
meson isospin breaking operators are suppressed by αem so that they are the next-
to-next-to-leading order. They take the forms
Lvirtual γ2N.N.L.O. = a1αemfπtr[H¯aqQHaQξ(+)bb ]−
∆a1
8
αemfπtr[H¯aqQσ
µνHbσ
µνQ
ξ(+)
ba ]
+ a2αemfπtr[H¯aHaQ
ξ(+)
bb Q
ξ(+)
cc ]−
∆a2
8
αemfπtr[H¯aQ
ξ(+)
bb σ
µνσµνHcσµνQ
ξ(+)
dd ] ,
(3.59)
where Qξ(+) = 1
2
(ξ†Qξ + ξQξ†), and a1, a2,∆a1 ,∆a2 are dimensionless coefficients.
Thus, only pion isospin breaking terms in Eq. (3.36) fit in this category.
In category IV, we construct the next-to-leading order operator for the photon-
heavy meson coupling,
LDγ2N.L.O. =
eβ
4MD
tr[H¯aHbσ
µνFµνQ
ξ(+)
ba ] , (3.60)
where β is a dimensionless coefficient. Using the power counting of e Eq. (3.38), and
power-counting the photon momentum as Pγ ∼ mπ, we estimate this term as
LDγ2N.L.O. ∼ e
Pγ
MD
∼ λ 32 Pγ
fπ
, (3.61)
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which justifies considering Eq. (3.60) as a next-to-leading order operator.
All other operators in this category are next-to-next-to leading order. For ex-
ample, if we apply velocity reparameterization invariance to Eq. (3.60), we have
eβ
4fπ
tr[H¯aHbσ
µνFµνQ
ξ(+)
ba ]
→ eβ
4fπ
tr[H¯aHbσ
µνFµνQ
ξ(+)
ba ] +
eβ
4fπ
1
M
tr[H¯aHbσ
µνFµσ2iDνv
σQ
ξ(+)
ba ] , (3.62)
where the second term contains one more derivative and contributes one more power
of λ according to this expansion. The same power counting occurs as one more
Goldstone boson axial field is added into this operator. Thus we can safely conclude
Eq. (3.60) is the only allowed term containing isospin symmetry breaking at this
order.
3.3.2.5 Summary of the Lagrangian for Heavy Hadron Chiral Perturba-
tive Theory
The leading order Lagrangian without isospin breaking is
LL.O. = LDπL.O. + LD
∗−D
L.O. + LπL.O. (3.63)
= −itr[H¯avµDµabHa] + gπtr[H¯aHbγµγ5Aµab]−
∆
8
tr[H¯aσ
µνHaσµν ]
+
f 2π
8
tr[∂µΣ∂µΣ] +
f 2πB0
4
tr[m†qΣ+mqΣ
†]. (3.64)
The leading order Lagrangian with isospin breaking is
LisospinL.O. = LL.O. + LγL.O., (3.65)
with all derivatives in Eq. (3.64) replaced by Eq. (3.33) and Eq. (3.34). LγL.O. is the
photon kinematic term.
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The next-to-leading order Lagrangian without isospin breaking is
LN.L.O. = LM1N.L.O. + LM2N.L.O. + LV.R.I.1N.L.O. + LV.R.I.2N.L.O. + LspinN.L.O.
+ Lδ4,δ5N.L.O. + Lδ6,δ7N.L.O. + LDγ2N.L.O. (3.66)
= σ1tr[H¯aHbM
(+)
ξbb ]−
1
8
∆(σ1)tr[H¯aσ
µνHaσµνM
(+)
ξbb ]
− 1
2MD
tr[H¯a(iD)
2
baHb] +
g
MD
tr[H¯c
(
i
←−
Dµacv · Aba − iv · Aac
−→
Dµba
)
Hbγµγ5]
+ g′2tr[H¯aA
µ
abγµγ5Hb] +
δ4
MD
tr[H¯aHbA
µ
bcAµca] +
δ5
MD
tr[H¯aHbv · Abcv ·Aca]
+
δ6
MD
tr[H¯a[σ
µν , σνσ]AµbaA
σ
cbHc] +
δ7
MD
tr[H¯a[σ
µν , σσλ]vνv
λ
AµbaA
σ
cbHc]
− eβ1
4MD
qctr[H¯aσ
µνHaFµν ]. (3.67)
The next-to-leading order isospin-breaking Lagrangian is
LisospinN.L.O. = LN.L.O. + LM3,M4N.L.O. + LDγ2N.L.O. + Lπ
+π−
N.L.O. (3.68)
= LN.L.O. + λ1tr[H¯aHbM (+)ξba ]−
1
8
∆λ1tr[H¯aσ
µνHbσµνM
(+)
ξba ]
+
eβ
4MD
tr[H¯aHbσ
µνFµνQ
ξ(+)
ba ] + e
2f 2πtr[(Q
†Σ+ ΣQ)2], (3.69)
where we must replace all the covariant derivatives with the ones in (3.33) and (3.34)
3.3.3 X Effective Field Theory
In this part, we match HHChPT operators to XEFT operators using the XEFT
power counting, where the large scale is mπ. We first look at the isospin-conserving
case.
The blue-shaded area in Fig. 3.3 is the energy area XEFT describes. It envelops
the area where pions are non-relativistic ǫ = |~pπ|
mπ
. 1
3
. The fine-tuned XEFT region
is where the XEFT area overlaps the splitting δ between D∗ and D such that
|∆−mπ|
mπ
= ǫ2 . 1
9
. The data points on the ∆ − mπ plane are data from lattice
calculations. As we can see, XEFT describes the physics of Dπ scattering very close
to the D∗ threshold. In our study, we vary the pion mass from 130MeV to 150MeV
and ∆ from 150MeV to 139MeV.
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Figure 3.3: XEFT and fine-tuning XEFT energy region.
Another scale that enters the XEFT is the D meson kinetic energy
ED =
|~PD|2
2MD
∼ ǫ2 m
2
π
MD
= ǫ2λmπ ,
where λ is the HHChPT expansion parameter. In HHChPT λ = |~q|
MD
with |~q| ∼ mπ.
In lattice calculations in which the pion mass varies between 130MeV and 150MeV,
the D meson mass remains almost constant.
3.3.3.1 XEFT Lagrangian Isospin Symmetric Case
We match the HHChPT Lagrangian without isospin breaking to the XEFT term by
term. The leading order heavy meson-pion interaction terms in HHChPT are
LDπL.O. = −itr[H¯avµDµabHb] + gπtr[H¯aHbγµγ5Aµba] . (3.70)
In the rest frame of the heavy mesons, we have
LDπL.O. = [(
−→
P ∗†a · ~σ + P †a )iD0ba(
−→
P ·b~σ + Pb)]
− gπ[(−→P ∗†a · ~σ + P †a )(
−→
P ∗b · ~σ + Pb)~σ ·
−→
Aba] , (3.71)
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where D0ba and ~σ · ~Aba are given in Eq. (3.24). Using the identities for arbitrary
SU(2) vectors ~a and ~b,
(~a · ~σ)(~b · ~σ) = (~a ·~b)I + (~a×~b) · ~σ, (3.72)
tr[~σ · ~a] = 0 , (3.73)
we reduce Eq. (3.71)
LDπL.O. = 2~P †a iD0ba ~Pb + 2P †a (iD0ba)Pb
+
2gπ
fπ
(~P †a × ~Pb) · ~∇Mba +
2gπ
fπ
(~P †a · Pb~∇Mba)
+
2gπ
fπ
(P †a ~Pb · ~∇Mba), (3.74)
where we suppress (*) on the vector particles and the indices a and b are SU(2)
flavor indices. Here in the first term, and below, the scalar product between the
vector particles is implied when no other possible contractions are indicated.
In the same way, we reduce the rest of the leading order HHChPT Lagrangian
in SU(2) spin space,
LD∗DL.O. =
∆
4
tr[h†aσ
ihaσ
i]
=
∆
4
[6P †aPa − 2~P †a · ~Pa] , (3.75)
LπL.O. =
f 2π
8
tr[∂µΣ∂µΣ] +
f 2πB0
4
tr[m†gΣ+mgΣ
†]
= ∂µ~π · ∂µ~π − 1
fπ
(πi∂µπ
j∂µπk − ∂µπi(∂µπj)πk)ǫijk
+
f 2πB0
2
(mu +md)−B0(mu +md)~π2 − iB0(mu −md)ǫij3πiπj + . . . , (3.76)
where
π1 =
1√
2
(π+ + π−), π2 = − i√
2
(π+ − π−), π3 = π0 . (3.77)
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Similarly, for the next-to-leading order mass splitting terms, we have
LM1L.O. = σ1tr[h†ahaM (+)ξbb ]
= −2σ1(~P †a · ~Pa + P †aPa)
[
(mu +md)− 4
f 2π
MqM
2
bb +O
(
1
f 4π
)]
(3.78)
≡ LM1(old)L.O. ,
LM2N.L.O. =
∆(σ1)
4
tr[h†aσihaσiM
(+)
ξbb ]
= −∆
(σ1)
2
(~P †a · ~Pa − 3P †aPa)
[
mu +md − 4
f 2π
MqM
2
bb +O
(
1
f 4π
)]
. (3.79)
≡ LM2(old)N.L.O. .
The next-to-leading order velocity reparameterization invariant terms become
LV RI1N.L.O. = −
1
2MD
tr[H¯a(iD)
2
abHb]
= − 1
2MD
tr[H¯a((i∂)
2δab − i∂µVµab − Vµabi∂µ)Hb] +O
(
1
f 4π
)
= − 1
2MD
2
{
~P †a (i∂)
2 ~Pa + P
†
a (i∂)
2Pa
+ (i∂µ ~P
†
a )
(
i
f 2π
Mπ
←→
∂µMπ
)
ab
~Pb + (i∂µP
†
a )
(
i
f 2π
Mπ
←→
∂µMπ
)
ab
Pb
+O
(
1
f 4π
)}
, (3.80)
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where
←→
∂µ = 1
2
(
−→
∂µ −←−∂µ) and
LV.R.I2N.L.O. =
g
MD
tr[H¯c(i
←−
Dµacv · Aba − iv · Aac ~Dµba)Hbγµγ5]
= − g
MD
{
(−i)
(−∂0
fπ
)
Mba[(i~∇× ~P †a ) · ~Pb + ~P †a · (i~∇× ~Pb)]
+
(−∂0
fπ
Mba
)
[(i~∇ · ~P †a )Pb + P †a (i~∇ · ~Pb)]
+
(−∂0
fπ
Mba
)
[(i~∇P †a ) · ~Pb + ~P †a · (i~∇Pb)]
+ (−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
−∂
0
fπ
Mba
)(
i
f 2π
Mπ
←→∇Mπ
)
ac
− (−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
i
f 2π
Mπ
←→∇Mπ
)
ba
(
−∂
0
fπ
Mac
)
+O
(
1
f 5π
)
≡ LV RI2(old)N.L.O. . (3.81)
The spin symmetry breaking term is
LspinN.L.O. =
g2
MD
tr[H¯aA
µ
abγµγ5Hb]
= − g2
MD
tr[(~P †a · ~σ + P †a )~σ · ~Aab(~Pb · σ + Pb)]
=
2g2
MD
(−i ~P †a × ~Pb + ~P †aPb + P †a ~Pb) ·
(
~∇Mπ
fπ
)
ba
, (3.82)
which renormalizes the leading order Dπ interaction term.
The two Goldstone boson axial operators terms are
Lδ4,δ5N.L.O. =
δ4
MD
tr[H¯aHbA
µ
bcAca,µ] +
δ5
MD
tr[H¯aHbv · Abcv · Aca]
= −2δ4 + δ5
MD
(~P †a · ~Pb + P †aPb)
(∂0M)2ba
f 2π
− 2 δ4
MD
(~P †a · ~Pb + P †aPb)
(~∇M)2ba
f 2π
≡ Lδ4,δ5N.L.O., (3.83)
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and
Lδ6,δ7N.L.O. =
4(δ6 + δ7)
MD
{
~P †a ·
(
~∇Mba
fπ
)
~Pc ·
(
~∇Mcb
fπ
)
− ~P †a ·
(
~∇Mcb
fπ
)
~Pc ·
(
~∇Mba
fπ
)}
+
4(δ6 − δ7)
MD
i(~P †aPc + P
†
a
~Pc) ·
(
~∇Mba × ~∇Mcb
f 2π
)
≡ Lδ6,δ7(old)N.L.O. . (3.84)
The photon-D meson interaction term is
LDγ1N.L.O. = −
eβ1
4MD
tr[H¯aHbσ
µνFµν ]
= +
eβ1
MD
[2~P †aj ~PakFjk + iǫjkl(~P
†
ajPa + P
†
a
~Paj)Fkl] , (3.85)
in which the vector components of the D multiplet are contracted component-wise
with the spatial components of the field tensor.
Now we shift the mass difference between D∗ and D by redefining the vector
field ~Pa and the scalar field Pa as
~Pa → 1√
2
ei
3∆
4
t ~Pa , Pa → 1√
2
ei
3
4
∆tPa . (3.86)
The following operators remain unchanged except for a factor of 1/2,
LD∗DL.O. →
1
2
LD∗DL.O. , LM1N.L.O. →
1
2
LM1N.L.O., LM2N.L.O. →
1
2
LM2N.L.O.,
LV.R.I2N.L.O. →
1
2
LV.R.I2N.L.O., LDγ1N.L.O. →
1
2
LDγ1N.L.O., LspinN.L.O. →
1
2
LspinN.L.O.,
Lδ4,δ5N.L.O. →
1
2
Lδ4,δ5N.L.O., Lδ6,δ7N.L.O. →
1
2
Lδ6δ7N.L.O. . (3.87)
The leading order D∗D kinetic term changes as
LDπL.O. → −
3
4
∆(~P †a · ~Pa + P †aPa) + (~P †a (i∂0)~Pa + P †a (i∂0)Pa),
+
2gπ
fπ
(~P †a × ~Pb) · ~∇Mba +
gπ
fπ
(~P †a · Pb~∇Mba) +
gπ
fπ
(P †a ~Pa · ~∇Mba)
=
1
2
LDπ(old)L.O. −
3∆
4
(~P †a · ~Pa + P †aPa) , (3.88)
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so that the leading-order Lagrangian becomes
LL.O. = LπL.O. +
1
2
LDπ(old)L.O. +
1
2
LD∗DL.O. +
(
−3
4
)
∆(~P †a ~Pa + P
†
aPa) , (3.89)
where the definition of LDπ(old)L.O. can be found in Eq. (3.74). The double-derivative
velocity-reparameterization-invariant term becomes,
LV.R.I1N.L.O. → −
1
2MD
{(
3∆
4
)2
(~P †a · ~Pa + P †aPa) + ~P †a(i∂)2 ~Pa + P †a (i∂)2Pa
+
3∆
4
(~P †a ~Pb + P
†
aPb)(Mπ
←→
∂0Mπ)ba − 3∆
2
(~P †a (i∂
0)~Pa + P
†
a(i∂
0)Pa)
− [(−i∂µ ~P †a )~Pb + (−i∂µP †a )Pb](Mπ
←→
∂µMπ)ba
}
. (3.90)
Next we redefine pions to non-relativistic fields by factoring out the large phase
~π → 1√
2mπ
e−imπt~ˆπ +
1√
2mπ
eimπt~ˆπ†. (3.91)
As a result, we have
Mπ →
 1√2 1√2mπ (e−imπtπˆ0 + eimπtπˆ†0) 1√2mπ (e−imπtπˆ+ + eimπt(πˆ−)†)
1√
2mπ
(e−imπtπˆ− + eimπt(πˆ+)†) − 1√
2
√
2mπ
(e−imπtπˆ0 + eimπt(πˆ0)†)

=
1√
2mπ
(e−imπtMˆπ + eimπtMˆ †π), (3.92)
where
Mπ =
 1√2 πˆ0 πˆ+
πˆ− − 1√
2
πˆ0
 , Mˆ †π =
 1√2 πˆ†0 (πˆ−)†
(πˆ+)† − 1√
2
πˆ0†
 . (3.93)
The pion axial vector becomes
A
µ
ab → −
1
fπ
1√
2mπ
(
e−imπt∂µMˆπ + eimµt∂µMˆ †π − imπe−imπtMˆπδµ0 + imπeimπtMˆ †πδµ0
)
,
(3.94)
where δµ0 is a Kronecker delta function, and the pion vector
V
µ
ab →
i
f 2π
(Mπ
←→
∂µMπ)
=
i
f 2π
1
2mπ
[imπMˆπMˆ
†
πδ
µ
0 − imπMˆ †πMˆπδµ0 + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π]. (3.95)
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The pion kinetic term becomes
LπL.O. →
1
2mπ
{
m2π
~ˆπ~ˆπ† + ~ˆπ(−imπ)(∂0~ˆπ†) + (∂0~ˆπ)(imπ~ˆπ†)
+ ∂µ~ˆπ∂
µ~ˆπ† +m2π~ˆπ~ˆπ
† + imπ~ˆπ
†∂0~ˆπ + (∂0~ˆπ
†)(−imπ~ˆπ)
+ ∂µ~ˆπ
†∂µ~ˆπ
+ e2imπt(imπδ
µ
0 + ∂
µ)†~ˆπ†(imπδ0µ + ∂µ)~ˆπ
†
+ e−2imπt(−imπδµ0 + ∂µ)~ˆπ(−imπδ0µ + ∂µ)~ˆπ†
}
−B0 (mu +md)
2mπ
(~ˆπ~ˆπ† + ~ˆπ~ˆπ)†
−B0 (mu +md)
2mπ
(e−2imπt(~ˆπ)2 + e2imπt(~ˆπ†)2). (3.96)
The leading-order terms involving D mesons become
1
2
LDπ(old)L.O. = ~P †a (i∂0)~Pa + P †a (i∂0)Pa
+
gπ
fπ
(~P †a × ~Pb) · ~∇Mba +
gπ
fπ
(~P †a · Pb~∇Mba)
+
gπ
fπ
(P †a ~Pb · ~∇Mba) (3.97)
→ ~P †a (i∂0)~Pa + P †a (i∂0)Pa
+
gπ
fπ
(~P †a × ~Pb)µ
1√
2mπ
(e−imπtMˆπ + eimπtMˆ †π)baδ
0
µ
+
gπ
fπ
(~P †a · Pa)~∇
1√
2mπ
(e−imπtMˆπ + eimπtMˆ †π)ba
+
gπ
fπ
(P †a ~Pb · ~∇)
1√
2mπ
(e−imπtMˆπ + eimπtMˆ †π)ba , (3.98)
where LDπ (old)L.O.
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we have
1
2
LM1(old)N.L.O. → (−1)(~P †a · ~Pa + P †aPa)[(mu +md)
− 4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ + e
−2imπtMˆ2π + e
2imπt(Mˆ †π)
2)bb +O
(
1
f 2π
)
],
(3.99)
1
2
LM2(old)N.L.O. →
∆(σ1)
4
[(−~P †a · ~Pa + 3P †aPa)] · [(mu +md)
− 4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ + e
−2imπtMˆ2π + e
2imπt(Mˆ2π))bb +O
(
1
f 4π
)
],
(3.100)
where LM1 (old)N.L.O. and LM2 (old)N.L.O. are defined in Eq. (3.78) and Eq. (3.79). The transformed
V.R.I. term in Eq. (3.90) becomes
LV.R.I1N.L.O.
(
{~Pa, Pa} → e3 i∆t4 {~Pa, Pa}
)
→ − 1
2MD
{(
3∆
4
)2
(~P †a · ~Pa + P †aPa)−
3∆
2
(~P †a (i∂
0)~Pa + P
†
a (i∂
0)Pa)
+ ~P †a (i∂)
2 ~Pa + P
†
a (i∂)
2Pa
+
i
f 2π
3∆
4
(~P †a ~Pb + P
†
aPb) ·
1
2mπ
(imπMˆπMˆ
†
π − imπMˆ †πMˆπ
+ Mˆ †π
←→
∂0 Mˆπ + Mˆπ
←→
∂0 Mˆ
†
π)ba
− i
f 2π
(−i∂µ ~P †a )~Pb + (−i∂µP †a )Pb]
1
2mπ
(imπMˆπMˆ
†
πδ
µ
0 − iδµ0mπMˆ †πMˆπ
+ Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)ba
}
, (3.101)
in which we drop the large phase e±imπt terms. In Eq. (3.81), the other V.R.I. term
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becomes
1
2
LV.R.I2 (old)N.L.O. → −
gπ
2MD
{(
i
fπ
)
(−imπe−imπtMˆπ + e−imπt∂0Mˆπ + imπeimπtMˆ †π
+ eimπt∂0Mˆ
†
π)
1√
2mπ
[(i~∇× ~P †a ) · ~Pb + ~P †a · (i~∇× Pb)]
+
(
− 1
fπ
)
(−imπe−imπtMˆπ + e−imπt∂0Mˆπ
+ imπe
imπtMˆ †π + e
imπt∂0Mˆ
†
π)ba
1√
2mπ
· [(i~∇ · ~P †a)Pa + P †a (i~∇ · Pb) + (i~∇P †a ) · ~Pb + ~Pa · (i~∇Pb)]
+
1√
2mπ
(−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
− 1
fπ
)
(−imπe−imπtMˆπ + e−imπt∂0Mˆπ + imπeimπtMˆ †π + eimπt∂0Mˆ †π)ba
· 1
2mπ
(
Mˆπ
←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ
+ e−2imπtMˆπ
←→∇ Mˆπ + e2imπtMˆ †π
←→∇ Mˆ †π
)
ac
− 1√
2mπ
(−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
i
f 2π
)
i
2mπ
·
(
Mˆπ
←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ + e−2imπtMˆπ←→∇ Mˆπ + e2imπtMˆ †π
←→∇ Mˆ †π
)
ba(
− 1
fπ
)
(−imπe−imπtMˆπ + e−imπt∂0Mˆπ + imπeimπtMˆ †π + eimπt∂0Mˆ †π)ac
}
.
(3.102)
The spin symmetry breaking term 1
2
LspinN.L.O. has the same form as the leading order
Dπ interaction term. The two Goldstone boson axial operator terms in Eqs. (3.83)
and (3.84) are
1
2
Lδ4,δ5(old)N.L.O. → (−1)
(
δ4 + δ5
Λ
)
(~P †a · ~Pb + P †aPb)
(
1
f 2π
)
· [m2π(MˆπMˆ †π + Mˆ †πMˆπ)− imπMˆπ∂0Mˆ †π − imπ(∂0Mˆ †π)Mˆπ
+ imπMˆ
†
π∂0Mˆπ + imπ(∂0Mˆπ)Mˆ
†
π + ∂0Mˆπ∂0Mˆ
†
π + ∂0Mˆ
†
π∂0Mˆπ]ba
1
2mπ
+ (−1)δ4
Λ
(~P †a · ~Pb + P †aPb)
(
1
f 2π
)
1
2mπ
· [~∇Mˆπ ~∇Mˆ †π + ~∇Mˆ †π ~∇Mˆπ]ba, (3.103)
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again dropping the large phase e±imπt terms. Next,
1
2
Lδ6,δ7 (old)N.L.O. →
2(δ6 + δ7)
Λ
{
~P †a ·
(
− 1
fπ
)
[e−imπt~∇Mˆπ + eimπt~∇Mˆ †π]ba
1
2mπ(
− 1
fπ
)
~Pc · (e−imπt~∇Mˆπ + eimπt~∇Mˆ †π)cb
− ~P †a ·
(
− 1
fπ
)
(e−imπt~∇Mˆπ + eimπt~∇Mˆ †π)ab
1
2mπ(
− 1
fπ
)
~Pc · (e−imπt~∇Mˆπ + eimπt~∇Mˆ †π)ba
}
+
2(δ6 − δ7)
Λ
(
1
f 2π
)
1
2mπ
{
i(~P †aPc + P
†
a
~Pc)·
·
(
[e−imπt~∇Mˆπ + eimπt~∇Mˆ †π]ba × [e−imπt~∇Mˆπ + eimπt~∇Mˆ †π]cb
)}
.
(3.104)
The photon-D meson interaction term 1
2
LDγ1N.L.O. remains unchanged.
Next we redefine the spin-excited states ~Pa → e−imπt ~Pa, dropping the large phase
e±imπt in the Lagrangian. This changes the leading order terms by
LL.O. = LπL.O. + LDπL.O. + LγL.O., (3.105)
LπL.O. =
1
2mπ
{
2m2π
~ˆπ~ˆπ† + ∂µ~ˆπ∂µ~ˆπ†
+ ∂µ~ˆπ
†∂µ~ˆπ + 2~ˆπ(−imπ)(∂0~ˆπ†) + 2(∂0~ˆπ)(imπ~ˆπ†)
}
− B0(mu +md)
mπ
~ˆπ~ˆπ†, (3.106)
LDπL.O. = ~P †a (i∂0)~Pa + P †a (i∂0)Pa +
gπ
fπ
1√
2mπ
(~P †aPb) · ~∇Mˆba
+ ~P †a(+mπ)~Pa +
gπ
fπ
1√
2mπ
(P †a ~Pb · ~∇)Mˆ †ba. (3.107)
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The next-to-leading order terms become
1
2
LM1(old)N.L.O. → LM1N.L.O. = (−σ1)(~P †a · ~Pa + P †aPa)
× [(mu +md)− 4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ)bb], (3.108)
1
2
LM2(old)N.L.O. → LM2N.L.O. =
∆(σ1)
4
[(−~P †a · ~Pa + 3P †aPa)]
×
[
(mu +md)− 4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ)bb
]
, (3.109)
LV.R.I1N.L.O.({~Pa, Pa} → e
3i∆
4 {~Pa, Pa})
→ LV.R.I1N.L.O. = −
1
2MD
{(
3∆
4
)2
(~P †a · ~Pa + P †aPa)−
3∆
2
(~P †a (i∂
0)~Pa
+ (mπ)~P
†
a
~Pa + P
†
a (i∂
0)Pa) + ~P
†
a (i∂)
2 ~Pa + 2~P
†
a (mπ)(i∂
0)~Pa
+ ~P †a (mπ)
2 ~Pa + P
†
a (i∂)
2Pa
+
i
f 2π
3∆
4
(~P †a ~Pb + P
†
aPb)
1
2mπ
(imπMˆπMˆ
†
π − imπMˆ †πMˆπ
+ Mˆ †π
←→
∂0 Mˆπ + Mˆπ
←→
∂0 Mˆ
†
π)ba
− i
f 2π
(−i∂µ ~P †a )~Pb + δµ0 (−mπ)~P †a ~Pb + (−i∂µP †a )Pb]
· 1
2mπ
(imπMˆπMˆ
†
πδ
µ
0 − imπMˆ †πMˆπδµ0 + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)ba
}
, (3.110)
197
in which the ∆s arose from the phase redefinition {~Pa, Pa} → e 3i∆4 {~Pa, Pa}, and
1
2
LV.R.I2N.L.O. → LV.R.I2N.L.O. =
(
− gπ
MD
){(
− 1
fπ
)
1√
2mπ
(−i∆Mˆπ + ∂0Mˆπ)ba[(i~∇ · ~P †a )Pb
+ ~P †a · (i~∇Pb)] +
(
− 1
fπ
)
1√
2mπ
(i∆Mˆ †π + ∂0Mˆ
†
π)ba
· [P †a (i~∇ · ~Pb) + (i~∇P †a ) · ~Pb]
+
1√
2mπ
1
2mπ
(
− i
f 3π
)
[(P †c ~Pb) · (i∆Mˆ †π + ∂0Mˆ †π)ba
+ (~P †cPb)(−i∆Mˆπ + ∂0Mˆπ)ba] · (Mˆπ
←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ)ac
− 1√
2mπ
1
2mπ
(
− i
f 3π
)
[(~P †cPb) · (−i∆Mˆπ + ∂0Mˆπ)ac
+ (P †c ~Pb) · (i∆Mˆ †π + ∂0Mˆ †π)ac] · (Mˆπ
←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ)ba
+
1√
2mπ
1
2mπ
(
− i
f 3π
)
[(~P †c · Pb)(i∆Mˆ †π + ∂0Mˆ †π)ba
· (Mˆπ←→∇ Mˆπ)ac + (P †c ~Pb)(−i∆Mˆπ + ∂0Mˆπ)ba(Mˆ †π
←→∇ Mˆ †π)ac]
− 1√
2mπ
1
2mπ
(
− i
f 3π
)
[(~P †cPb)(i∆Mˆ
†
π + ∂0Mˆ
†
π)ac(Mˆπ
←→∇ Mˆπ)ba
+ (P †c ~Pb)(−i∆Mˆπ + ∂0Mˆπ)ac(Mˆ †π
←→∇ Mˆ †π)ba]
}
, (3.111)
1
2
Lδ4,δ5(old)N.L.O. → Lδ4,δ5N.L.O. = (−1)
(
δ4 + δ5
Λ
)
(~P †a · ~Pb + P †aPb)
(
1
f 2π
)
1
2mπ
[m2π(MˆπMˆ
†
π + Mˆ
†
πMˆπ)− i∆Mˆπ∂0Mˆ †π − i∆(∂0Mˆ †π)Mˆπ
+ i∆Mˆ †π∂0Mˆπ + i∆(∂0Mˆπ)Mˆ
†
π + ∂0Mˆπ∂0Mˆ
†
π + ∂0Mˆ
†
π∂0Mˆπ]ba
+ (−1)δ4
Λ
(~P †a · ~Pb + P †aPb)
(
1
f 2π
)
1
2mπ
[~∇Mˆπ ~∇Mˆ †π + ~∇Mˆ †π ~∇Mˆπ]ba, (3.112)
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1
2
Lδ6,δ7(old)N.L.O. → Lδ6,δ7N.L.O. =
2(δ6 + δ7)
Λ
(
1
f 2π
)
1
2mπ{
~P †a · (~∇Mˆπ)ba ~Pc · (~∇Mˆ †π)cb + ~P †a · (~∇Mˆ †π)ba ~Pc(~∇Mˆπ)cb
− ~P †a · (~∇Mˆπ)cb ~Pc · (~∇Mˆ †π)ba − ~P †a · (~∇Mˆ †π)cb ~Pc · (~∇Mˆπ)ba
}
, (3.113)
and
1
2
LDγ1N.L.O. → LDγ1N.L.O. =
eβ1
2MD
[2~P †aj ~PbkFjk + iǫijk(~P
†
ae
iδtPb + P
†
ae
−iδt ~Pb)Fkl]. (3.114)
3.3.3.2 XEFT Lagrangian with isospin breaking
We match the HHChPT Lagrangian with isospin breaking to the XEFT term by
term. First we reduce the spin structure of the HHChPT Lagrangian, as in the last
section. The leading-order heavy meson-pion interaction terms are
LDπL.O. = 2~P †a [(i∂0)~Pa − eB0(Q′bb ~Pa −Qba ~Pb)]
+ 2P †a [(i∂
0)Pa − eB0(Q′bbPa −QbaPa)] +
2gπ
fπ
(~P †a × ~Pb) · [~∇Mba + ie ~B[Q,M ]ba]
+
2gπ
fπ
[~P †a · Pb(~∇Mba + ie ~B[Q,M ]ba)] +
2gπ
fπ
[P †a ~Pb · (~∇Mba + ie ~B[Q,M ]ba)].
(3.115)
The leading-order pion kinetic and mass terms are
LπL.O. = (∂µ~π)∂µ~π + (∂µ~π)(ieBµ[Q,~π]) + ieBµ[Q,~π] · ∂µ~π
− e2BµBµ[Q,~π] · [Q,~π]− 1
fπ
ǫijk
{
πi(∂µπ
j)∂µπk + πi(∂µπj)(ieBµ[Q, π
k])
+ πi(ieBµ[Q, π
j])∂µπk + πi(ieBµ[Q, π
j])(ieBµ[Q, πk])− ∂µπi(∂µπj)πk
− (ieBµ[Q, µi])(∂µπj)∂k − ∂µπi(ieBµ[Q, πj])πk − (ieBµ[Q, πi])(ieBµ[Q, πj ])πk
}
+
f 2πB0
2
(mu +md)−B0(mu +md)~π2 − iB0(mu +md)ǫij3πiπj , (3.116)
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where πi is defined in Eq. (3.77). The remaining leading order terms are
LD∗DL.O. =
∆
4
(6P †aPa − 2~P †a · ~Pa), (3.117)
LγL.O. = −
1
4
F µνFµν . (3.118)
The next-to-leading order mass terms are
LM1N.L.O. = (−σ1)2(~P †a · ~Pa + P †aPa)
[
(mu +md)− 4
f 2π
(MqM
2
π)bb
]
, (3.119)
LM2N.L.O. =
∆(σ1)
4
(−2~P †a · ~Pa + 6P †aPa)
[
(mu +md)− 4
f 2π
(MqM
2
π)bb
]
, (3.120)
LM3N.L.O. = λ1tr[H¯aHbM (+)ξba ]
= (−λ1)2(~P †a · ~Pb + P †aPb)
[
(Mq)ba − 4
f 2π
(MqM
2
π)ba
]
, (3.121)
LM4N.L.O. =
∆(λ1)
4
tr[h†aσihbσ
iM
(+)
ξba ]
=
∆(λ1)
4
(−2~P †a · ~Pb + 6P †aPb)
[
(Mq)ba − 4
f 2π
(MqM
2
π)ba
]
. (3.122)
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The next-to-leading order velocity-reparameterization-invariant terms are
LV.R.I1N.L.O. = −
1
MD
{
~P †a (i∂)
2 ~Pa + P
†
a (i∂)
2Pa − (−i∂µ ~P †a)
(
i
f 2π
Mπ
←→
∂µMπ
)
ba
~Pb
− (−i∂µP †a )
(
i
f 2π
Mπ
←→
∂µMπ
)
ab
Pb
+ ~P †a
(
e
i
f 2π
Mπ
←→
∂µMπ
)
ab
Bµ(~PaQ
′
cc − ~PbQcb)− ~P †a [ieBµ(∂µ ~PaQ′bb − ∂µ ~PbQba)]
+ P †a
(
e
i
f 2π
Mπ
←→
∂µMπ
)
ab
Bµ(PaQ
′
cc − PbQcb)− P †a [ieBµ(∂µPaQ′bb − ∂µPbQba)]
+ (i∂µ ~P †a )[ieBµ(~PaQ
′
bb − ~PbQba)]
+ (i∂µP †a )[ieBµ(PaQ
′
bb − PbQba]
+ ~P †ae
2BµBµ(Q
′
bb(
~PaQ
′
cc − ~PcQca)−Qba(~PbQ′cc − ~PcQcb))
+ P †ae
2BµBµ(Q
′
bb(PaQ
′
cc − PcQca)−Qba(PbQ′cc − PcQcb))
+ ~P †aeBµ
(
Q′bb
[(
i
f 2π
Mπ
←→
∂µMπ
)
ac
~Pc
]
−Qba
[(
i
f 2π
Mπ
←→
∂µMπ
)
cb
~Pc
])
+ P †aeBµ
(
Q′bb
[(
i
f 2π
Mπ
←→
∂µMπ
)
ac
Pc
]
−Qba
[(
i
f 2π
Mπ
←→
∂µMπ
)
cb
Pc
])}
,
(3.123)
and
LV.R.I2N.L.O. = −
g
MD
{
i
fπ
(∂0Mba+ieB
0[Q,M ]ba)
[
(i~∇× ~P †a − e ~B×(Q′cc ~P †a − ~P †cQca)· ~Pb
+ ~P †a · (i~∇× ~Pb − e ~B × (Q′cc ~Pb − ~PcQcb))
]
+
(−1)
fπ
(∂0Mba + ieB
0[Q,M ]ba)
[(i~∇ · ~P †a − e ~B · (Q′cc ~P †a − ~P †cQca)Pb + P †a (i~∇ · ~Pb − e ~B · (Q′cc ~Pb − ~PcQcb)))]
+
(−1)
fπ
(∂0Mba + ieB
0[Q,M ]ba)
(
i~∇P †a − e ~B(Q′ccP †a − P †cQca)
)
· ~Pb
+ ~P †a · (i~∇Pb − e ~B(Q′ccPb − PbQcb))]
+ (−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
i
f 2π
Mπ
←→∇Mπ
)
ac
(−1)
fπ
(∂0Mba+ieB
0[Q,M ]ba)
− (−i ~P †c × ~Pb + ~P †cPb + P †c ~Pb) ·
(
i
f 2π
Mπ
←→∇Mπ
)
ba
(−1)
fπ
(∂0Mac+ieB
0[Q,M ]ac).
(3.124)
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The spin symmetry breaking term is
LspinN.L.O. =
2g2
MD
(
− 1
fπ
)
(−i ~P †a × ~Pb+ ~P †aPb+P †a ~Pb) · [~∇Mba+ ie ~B[Q,M ]ba]. (3.125)
The two Goldstone boson axial operator terms are
Lδ4,δ5N.L.O. =
δ4+δ5
Λ
(−2)(~P †a · ~Pb + P †aPb)
1
f 2π
[
(∂0Mπ)bc(∂
0Mπ)ca + ieB
0(∂0Mπ)bc[Q,Mπ]ca
+ ieB0[Q,Mπ]bc(∂
0Mπ)ca − e2(B0)2[Q,Mπ]bc[Q,Mπ]ca
]
+
δ4
Λ
(−2)(~P †a · ~Pb + P †aPb)
1
f 2π
[
(~∇Mπ)bc · (~∇Mπ)ca + ie(~∇Mπ)bc · ~B[Q,Mπ]ca
+ ie ~B[Q,Mπ]bc · (~∇Mπ)ca − e2( ~B)2[Q,Mπ]bc[Q,Mπ]ca
]
, (3.126)
and
Lδ6,δ7N.L.O. =
4(δ6 + δ7)
Λ
{
~P †a ·
(
−
~∇Mba
fπ
)
~Pc ·
(
−
~∇Mcb
fπ
)
+ ~P †a ·
(
−ie
~B[Q,Mπ]ba
fπ
)
~Pc ·
(
−−
~∇Mcb
fπ
)
+ ~P †a ·
(
−
~∇Mba
fπ
)
~Pc ·
(
−ie
~B[Q,Mπ]cb
fπ
)
+ ~P †a ·
(
−ie
~B[Q,Mπ]ba
fπ
)
~Pc ·
(
−ie
~B[Q,Mπ]cb
fπ
)
+ (ba↔ cb indices exchanged )
}
+
4(δ6 − δ7)
Λ
i(~P †aPc + P
†
a
~Pc)
(
1
f 2π
){
~∇Mba × ~∇Mcb + ie ~B[Q,Mπ]ba × ~∇Mcb
+ ~∇Mba × (ie ~B[Q,Mπ]cb)− e2 ~B[Q,Mπ]ba × ~B[Q,Mπ]cb
}
. (3.127)
The photon-D meson interaction terms are
LDγ1N.L.O. =
eβ1
MD
[2~P †aj ~PakFjk + iǫjkl(~P
†
ajPa + P
†
a
~Paj)Fkl], (3.128)
LDγ2N.L.O. = −
eβ2
MD
[2~P †aj ~PbkFjk + iǫjkl(~P
†
ajPb + P
†
a
~Pbj)Fkl]
(
1
f 2π
)
(MπQMπ)ba. (3.129)
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The next-to-leading order virtual photon-pion interaction term is
Lπ+π−N.L.O. = e2f 2πtr[(Q+Σ + ΣQ)2]
= e2f 2π(π
+π− + π−π+). (3.130)
Now we shift the mass difference between D∗ and D as Eq. (3.86) with ∆ =
mD0∗ −mD0. The following operators remain unchanged except for a factor of 1/2
LD∗DL.O. →
1
2
LD∗DL.O. , LM1N.L.O. →
1
2
LM1N.L.O., LM2N.L.O. →
1
2
LM2N.L.O.
LM3N.L.O. →
1
2
LM3N.L.O., LM4N.L.O. →
1
2
LM4N.L.O., LV.R.I2N.L.O. →
1
2
LV.R.I2N.L.O., LspinN.L.O. →
1
2
LspinN.L.O.,
Lδ4,δ5N.L.O. →
1
2
Lδ4,δ5N.L.O., Lδ6,δ7N.L.O. → Lδ6,δ7N.L.O., LDγ1N.L.O. →
1
2
LDγ1N.L.O., LDγ2N.L.O. →
1
2
LDγ2N.L.O..
(3.131)
The photon kinetic term remains unchanged and the rest of the operators change
as
LDπL.O. →
1
2
LDπL.O. + (−∆)~P †a ~Pa, (3.132)
LV.R.I1N.L.O. →
1
2
LV.R.I1N.L.O −
1
2MD
{(
3∆
4
)2
(~P †a · ~Pa + P †aPa)
+
3∆
4
(~P †a ~Pb + P
†
aPb)(Mπ
←→
∂0Mπ)− 3∆
2
(~P †a (i∂
0)~Pa + P
†
a (i∂
0)Pa)
}
. (3.133)
Now we reduce the pion to non-relativistic fields as in Eqs. (3.91) to (3.93) and
absorb the large phase in pion-D interaction terms into the spin-excited D mesons
by redefining ~Pa → e−imπt ~Pa. For their leading order Lagrangians, we have
LDπL.O. = ~P †a [(i∂0)~Pa − eB0(Q′bb ~Pa −Qba ~Pb)] + ~P †a (mπ)~Pa +
(−3∆
4
)
(~P †a ~Pa + P
†
aPa)
+ P †a [(i∂
0)Pa − eB0(Q′bbPa −QbaPb)]
+
gπ
fπ
(~P †a · Pb)
1√
2mπ
[(~∇Mˆπ)ba + ie ~B[Q, Mˆπ]ba]
+
gπ
fπ
(P †a ~Pb) ·
1√
2mπ
[(~∇Mˆ †π)ba + ie ~B[Q, Mˆπ]ba], (3.134)
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LπL.O. =
1
2mπ
{
2m2π
~ˆπ~ˆπ† + 2∂µ~ˆπ∂µ~ˆπ† + 2~ˆπ(−imπ)(∂0~ˆπ†) + 2(∂0~ˆπ)(imπ~ˆπ†)
− B0(mu +md)
mπ
~ˆπ~ˆπ† +
1
2mπ
(imπ~ˆπ
†δµ0 + ∂
µ~ˆπ(ieBµ)[Q, ~ˆπ]
+
1
2mπ
(ieBµ)[Q, ~ˆπ] · (imπ~ˆπ†δµ0 + ∂µ~ˆπ)
+
1
2mπ
(−imπ~ˆπδ0µ + ∂µ~ˆπ)(ieBµ)[Q, ~ˆπ†] +
1
2mπ
(ieBµ)[Q, ~ˆπ†](−imπ~ˆπδ0µ + ∂µ~ˆπ)
− e2BµBµ[Q, ~ˆπ†][Q, ~ˆπ]− e2BµBµ[Q, ~ˆπ][Q, ~ˆπ†]
= (πˆ0)†
(
i∂0 +
~∇2
2mπ
+ δ
)
πˆ0 + (πˆ+)†
(
i∂0 +
~∇2
2mπ
+ δ
)
πˆ+
+ (πˆ−)†
(
i∂0 +
~∇2
2mπ
+ δ
)
πˆ−
+
8ieBµ
2mπ
[(πˆ+)†(
←−
∂µ −−→∂µ)πˆ+ − (πˆ−)†(←−∂µ −−→∂µ)πˆ−]
+
1
2mπ
e2BµB
µ[(πˆ+)†πˆ+ + (πˆ−)†πˆ−], (3.135)
LD∗DL.O. =
∆
4
(3P †aPa − ~P †a ~Pa), (3.136)
and
LγL.O. = −
1
4
F µνFµν . (3.137)
The next-to-leading order mass terms are
LM1N.L.O. = (−σ1)(~P †a ~Pa + P †aPa)[(mu +md)−
4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ)bb],
(3.138)
LM2N.L.O. =
∆(σ1)
4
(−~P †a ~Pa + 3P †aPa)[(mu +md)−
4
f 2π
Mq
1
2mπ
(MˆπMˆ
†
π + Mˆ
†
πMˆπ)bb],
(3.139)
LM3N.L.O. = (−λ1)(~P †a ~Pb + P †aPb)[(Mq)ba −
4
f 2π
1
2mπ
Mq(MˆπMˆ
†
π + Mˆ
†
πMˆπ)ba], (3.140)
LM4N.L.O. =
(
∆(λ1)
4
)
(−~P †a ~Pb + 3P †aPb)[(Mq)ba −
4
f 2π
1
2mπ
Mq(MˆπMˆ
†
π + Mˆ
†
πMˆπ)ba].
(3.141)
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The next-to-leading order velocity-reparameterization invariant terms are
LV.R.I1N.L.O. = −
1
MD
{[
~P †a (i∂)
2 ~Pa + 2~P
†
a (∆)(i∂)~Pa + ~P
†
a (∆
2)~Pa
]
+ P †a (i∂)
2Pa
+
(
3∆
4
)2
(~P †a · ~Pa + P †aPa)−
3∆
2
(~P †a (i∂
0)~Pa + (∆)~P
†
a
~Pa + P
†
a (i∂
0)Pa)
+
i
f 2π
(
3∆
4
)
(~P †a ~Pb + P
†
aPb)
1
2mπ
(i∆MˆπMˆ
†
π − i∆Mˆ †πMˆπ
+ Mˆ †π
←→
∂0 Mˆπ + Mˆπ
←→
∂0 Mˆ
†
π)ba
− [(−i∂µ ~P †a )~Pb + δµ0 (−∆)~P †a ~Pb + (−i∂µ)P †aPb]
(
i
f 2π
)
1
2mπ
(i∆MˆπMˆ
†
πδ
0
µ − i∆Mˆ †πMˆπδ0µ + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)ba
+ ~P †ae
2BµBµ[Q
′
bb(
~PaQ
′
cc − ~PcQca)−Qba(~PbQ′cc − ~PcQcb)]
+ P †ae
2BµBµ[Q
′
bb(PaQ
′
cc − PcQca)−Qba(PbQ′cc − PcQcb)]
+ (i∂µ ~P †a + δ
µ
0 (−∆)~P †a )[ieBµ(~PaQ′bb − ~PbQba)]
+ (i∂µP †a )[ieBµ(PaQ
′
bb − PbQba)]− P †a [ieBµ(∂µPaQ′bb − ∂µPbQba)]
− ~P †a [ieBµ(∂µ ~PaQ′bb − i∆δµ0 ~PaQ′bb − ∂µ ~PbQba + i∆δµ0 ~PbQba)]
+ ~P †a
(
e
i
f 2π
)
1
2∆
(i∆MˆπMˆ
†
πδ
0
µ − i∆Mˆ †πMˆπδ0µ + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)baB
µ
· (~PbQ′cc − ~PcQcb)
+ P †a
(
e
i
f 2π
)
1
2mπ
(i∆MˆπMˆ
†
πδ
0
µ − i∆Mˆ †πMˆπδ0µ + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)ba
· Bµ(PbQ′cc − PcQcb)
+ ~P †aeBµ(Q
′
bb[
i
2f 2πmπ
(i∆MˆπMˆ
†
πδ
0
µ − i∆Mˆ †πMˆπδ0µ + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)ca
~Pc])
−Qba[ i
2f 2πmπ
(i∆MˆπMˆ
†
πδ
0
µ − i∆Mˆ †πMˆπδ0µ + Mˆ †π
←→
∂µ Mˆπ + Mˆπ
←→
∂µ Mˆ
†
π)cb
~Pc]
+ ( changing ~Pa → Pa for the last term), (3.142)
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and
LV.R.I2N.L.O. =
−g
MD
{(
− 1
fπ
)[
(−imπMˆπ + ∂0Mˆπ + ieB0[Q, Mˆπ]ba) · (i~∇ · ~P †a
− e ~B(Q′cc ~P †a − ~P †cQca)Pb) + (−imπMˆ †π + ∂0Mˆ †π + ieB0[Q, Mˆ †π]ba)P †a
(i~∇ · ~Pb − e ~B · (Q′cc ~Pb − ~PcQcb))
]
+
(
− 1
fπ
)[
(imπMˆ
†
π + ∂0Mˆ
†
π + ieB0[Q, Mˆ
†
π])ba(i
~∇P †a + e ~B(Q′ccP †a
− P †cQca)) · ~Pb + (−imπMˆπ + ∂0Mˆπ + ieB0[Q, Mˆπ])ba ~P †a · (i~∇Pb
− e ~B(Q′ccPb − PcQcb))
]}
+
1
2mπ
1√
2mπ
(
− i
f 3π
)[
(P †c ~Pb) · (imπMˆ †π + ∂0Mˆ †π + ieB0[Q, Mˆ †π])ba
+ (~P †cPb)(−imπMˆπ + ∂0Mˆπ + ieB0[Q, Mˆπ])ba
]
· (Mˆπ←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ)ac
− (ba↔ ab for the previous term)
+
1
2mπ
1√
2mπ
(
− i
f 3π
)[
(~P †c · Pb) · (imπMˆ †π + ∂0Mˆ †π + ieB0[Q, Mˆ †π])ba
· (Mˆπ←→∇ Mˆπ)ac
+ (P †c ~Pb)(−imπMˆπ + ∂0Mˆπ + eB0[Q, Mˆπ])ba(Mˆ †π
←→∇ Mˆ †π)ac
− (ba↔ ab for the previous term). (3.143)
The spin symmetry breaking term is
LspinN.L.O. =
g2
MD
[
(~P †aPb)
(
− 1
fπ
)
[~∇Mˆπ + ie ~B[Q, Mˆπ]
]
ba
1√
2mπ
+
g2
MD
[
~∇Mˆ †π + ie ~B[Q, Mˆ †π]
]
ba
1√
2mπ
. (3.144)
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The two Goldstone-boson-axial operator terms are,
Lδ4,δ5N.L.O. =
δ4 + δ5
Λ
(~P †a ~Pb + P
†
aPb)
(
1
f 2π
)
1
2mπ
{
[m2π(MˆπMˆ
†
π + Mˆ
†
πMˆπ)
− imπMˆπ∂0Mˆ †π − imπ(∂0Mˆ †π)Mˆπ + imπMˆ †π∂0Mˆπ + imπ(∂0Mˆπ)Mˆ †π
+ ∂0Mˆπ∂0Mˆ
†
π + (∂0Mˆ
†
π)(∂0Mˆπ)]ba + ieB
0(−imπMˆπ + ∂0Mˆπ)bc[Q, Mˆ †π]ba
+ ieB0(imπMˆ
†
π + ∂0Mˆ
†
π)bc[Q, Mˆπ]ba + ieB
0[Q, Mˆ †π]bc(−imπMˆπ + ∂0Mˆπ)ba
+ ieB0[Q, Mˆπ]bc(imπMˆ
†
π + ∂0Mˆ
†
π)ba
− e2(B0)2[Q, Mˆ †π]bc[Q, Mˆπ]ca − e2(B0)2[Q, Mˆπ]bc[Q, Mˆ †π]ca
}
+
δ4
Λ
(~P †a · ~Pb + P †aPb)
(
1
fπ
){
(~∇Mˆ †π)bc(~∇Mˆπ)ca + (~∇Mˆπ)bc(~∇Mˆ †π)ca
+ ie(~∇Mˆ †π)bc · ~B[Q, Mˆπ]ca + ie(~∇Mˆπ)bc · ~B[Q, Mˆ †π]ca
+ ie ~B[Q, Mˆπ]bc · (~∇Mˆ †π)ca + ie ~B[Q, Mˆ †π]bc · (~∇Mˆπ)ca
− e2( ~B)2[Q, Mˆ †π]bc[Q, Mˆπ]ca − e2( ~B)2[Q, Mˆπ]bc[Q, Mˆ †π]ca
}
1
2mπ
, (3.145)
and
Lδ6,δ7N.L.O. =
2(δ6 + δ7)
Λ
{
~P †a
(
−
~∇Mˆba
fπ
)
~Pc
(
−
~∇Mˆ †cb
fπ
)
+ ~Pa
(
−
~∇Mˆ †ba
fπ
)
~Pc
(
−
~∇Mˆab
fπ
)
+ ~P †a ·
(
−ie
~B[Q, Mˆπ]ba
fπ
)
~Pc
(
−
~∇Mˆ †cb
fπ
)
+ ~P †a ·
(
−ie
~B[Q, Mˆ †π]ba
fπ
)
~Pc
(
−
~∇Mˆcb
fπ
)
+ ~P †a
(
−
~∇Mˆba
fπ
)
~Pc
(
−ie
~B[Q, Mˆ †π]cb
fπ
)
+ ~P †a
(
−
~∇Mˆ †ba
fπ
)
~Pc ·
(
−ie
~B[Q, Mˆπ]cb
fπ
)
+ ~P †a
(
−ie
~B[Q, Mˆπ]ba
fπ
)
~Pc ·
(
−ie
~B[Q, Mˆ †π]ab
fπ
)
+ ~P †a ·
(
−ie
~B[Q, Mˆ †π]ba
fπ
)
~Pc ·
(
−ie
~B[Q, Mˆπ]cb
fπ
)}
1
2mπ
. (3.146)
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The photon-D meson interaction terms are
LDγ1N.L.O. =
eβ1
MD
[~P †aj ~PakFjk + iǫjkl(~P
†
aPae
iδt + P †a ~Pake
−iδt)Fkl], (3.147)
LDγ2N.L.O. = −
eβ2
MD
[~P †aj ~PbkFjk + iǫjkl(~P
†
aPbe
iδt + P †a ~Pbje
−iδt)Fkl]
1
2mπ
(
1
f 2π
)
[MˆπQMˆ
†
π + Mˆ
†
πQMˆπ + e
−2iδtMˆπQMˆπ
+ e2iδtMˆ †πQMˆ
†
π]ba. (3.148)
Finally, the next-to-leading order virtual photon-pion interaction term is
Lπ+π−N.L.O. =
e2f 2π
2mπ
[(π+)(π+)† + (π−)(π−)†]. (3.149)
3.3.4 Power-counting for Dπ Scattering Amplitude Near D∗ Threshold
We obtained the XEFT Lagrangian up next-to-next-to-next-to-leading order in the
previous section and derive the corresponding Feynman rules in Appendix D.1. As
we have emphasized several times, an EFT is established to systematically expand
the experimental observables into a perturbation series, and using the above La-
grangian we power count the Dπ scattering amplitude near the D∗ threshold. In
this section, we first discuss the power-counting scheme for both isospin-conserving
and violating cases. Second, we compute the resummed isospin-conserving Dπ scat-
tering amplitude to leading order. After this, we determine the poles of the leading
order amplitude in momentum space and discuss the significance of this resumma-
tion.
3.3.4.1 Isospin-Conserving Terms
We start by treating D0 and D+ as well as π0, π+ as identical particles. The tree-
level and one-loop correction to Dπ scattering are represented by the first and
second diagrams in the series on the right hand side of Fig. 3.4. To obtain the
corresponding amplitudes, we need the Feynman rule for the DD∗π vertex, which
from LDπL.O. in Eq. (3.107) (or Eq. (3.134) since the L.O. vertex is the same also with
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isospin breaking) is
LD∗Dπ = ig i~qπ · ~ǫ
2
√
mπfπ
, (3.150)
where g is the D-meson axial transition coupling, ~ǫ is the polarization vector of D0∗,
and ~qπ is the three momentum of the pion. The D, D
∗ and π propagators take the
form
GD(~p) =
i
E − ~p
2
D0
2mD0
+ iǫ
,
GD∗(~p) =
i
ED0∗
, (3.151)
Gπ(~p) =
i
E − ~p2π
2mπ0
+ δ + iǫ
,
where δ = ∆−mπ is the difference between DD∗ mass splitting and pion mass and
ED∗ =
|~pπ|2
2mπ
+ |~pD|
2
2MD
− δ is the energy of D∗ in the center of mass frame of D and π.
Figure 3.4: Leading order Dπ scattering amplitude in isospin symmetric case
The amplitude for tree-level Dπ scattering (represented by the first diagram on
the right hand side) is
A(tree)Dπ→Dπ =
g2
f 2π
δ
ED∗
, (3.152)
while the amplitude with the one-loop correction to the D∗ propagator gives
A(1-loop)Dπ→Dπ =
g2
f 2π
δ
ED∗
(
g2(2mπδ)
3/2
4πf 2π
)
1
ED∗
∼ g
2
f 2π
δ
ED∗
1
ED∗
(g2λǫ3mπ) , (3.153)
where the factor inside the bracket is the loop contribution, namely
DDπ =
g2(2mπδ)
3/2
4πf 2π
∼ g2ǫ3λmπ ∼ 4πg2αλmπ (3.154)
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with a power counting scheme ǫ2 ∼ e2. As the pion mass is varied between 130MeV
and 150MeV, δ changes sign from ‘+’ in the physical Dπ scattering case to ‘-
’ indicating D∗ is a bound state as in the lattice calculations. Also, ED∗ varies
around 0.2MeV, very close to the D∗ threshold, so that Dπ loop corrections to the
D∗ propagator are leading order and need to be resummed, as shown in Fig. 3.4.
Figure 3.5: Next-to-leading order Dπ scattering near D∗ threshold amplitude with-
out isospin breaking
Figure 3.6: One sector next-to-leading order correction to D∗ propagator
The next-to-leading order Dπ scattering amplitude is shown in Fig. 3.5 where
the shaded bubble indicates a next-to-leading order correction to the D∗ propagator.
In this power counting, the required next-to-leading-order correction is the electro-
magnetic radiative correction to D∗, shown in Fig. 3.6. The D∗ → Dγ Feynman rule
is obtained from the LDγ1N.L.O. and LDγ2N.L.O. terms of the XEFT Lagrangian Eqs. (3.147)
and (3.148). This diagram gives
DDγ =
1
9
e2
4π
m3π
M2D
(β1)
2 ≃ 1
9
αλ2(β1)
2mπ . (3.155)
With the numerical value (β1)
2 ≃ 12 (Stewart (1998)), λ(β1)2
36πg2
≃ 0.021, justifying our
power counting. Thus (β1)
2 is a natural size constant, and this loop correction is
subleading to the Dπ loop,
DDγ
DDπ
∼ λ(β1)
2
36πg2
, (3.156)
210
where the contribution of the Dπ loop is isolated in parentheses in Eq. (3.153).
Examples of other subleading diagrams can be found in Appendix D.2.
3.3.4.2 Isospin-Breaking Terms
Isospin symmetry is broken in the leading order lagrangian by the electric charge of
theD mesons in Eqs. (3.115) and (3.116), but the corresponding amplitudes turn out
to be next-to-leading order due to the power counting Eq. (3.38). Isospin symmetry
is conserved by all leading order Dπ interactions at lagrangian level allowed by
charge conservation. Mass difference-induced isospin breaking operators are next-
to-leading order.
Figure 3.7: Isospin breaking case: next-to-leading order D∗ propagator Dπ scatter-
ing amplitude
To demonstrate the suppression of charge-induced isospin breaking, in this sub-
section I consider the example from the previous section, the electromagnetic loop
correction. Shown in Fig. 3.7a the neutral D∗ states have the same radiative cor-
rection as in Fig. 3.6, and its contribution is next-to-leading order compared to the
Dπ loop. In Fig. 3.7b, I give two examples of the charged D∗ states’ radiative cor-
rections. On the right-hand side of the equation in Fig. 3.7b, the second term is the
same as DDγ and the first term contains the leading order D
∗Dγ interaction induced
by the electric charge of the D∗. This diagram gives
D
(1)
D+γ ∼ αǫ2λmπ , (3.157)
and
D
(1)
D+γ
DDπ
∼ ǫ
2
4πg2
. (3.158)
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Numerically, ǫ
2
4πg2
≃ 0.025 which makes D (1)D+γ subleading to DDπ.
More corrections that are higher order compared to Fig. 3.7 are shown in Ap-
pendix D.2. Therefore, for leading order, we only need to resum the Dπ loop
correction to D∗ propagator.
3.3.5 Pole Hunting for Leading-Order Dπ Scattering Amplitude
As discussed quantitatively in Sec. 3.3.1, the Dπ loops need to be resummed when
scattering occurs within 0.2 MeV of the D∗ threshold. Summing the series of Dπ
loops, Fig. 3.4, we obtain
ipFullD∗ =
i
ED∗ + i
g2(2mπδ+2mπED∗)
3/2
48πf2π
, (3.159)
where in the center of mass frame of Dπ, pπ = pD = p and
p2
(
1 +
mπ
MD
)
= 2mπ(δ + ED∗) . (3.160)
Solving for the poles on the p-plane in Appendix D.3, we obtain a cubic equation
p2(1 + r)− 2mπδ + ig
2p3(1 + r)3/2mπ
24πf 2π
= 0 , (3.161)
where r = mπ
MD
. Defining
c :=
24πf 2π
g2
, µ :=
mπMD
mπ +MD
, ν :=
2c2
27µ3
, (3.162)
there are two poles close to the threshold within the range |p| < mπ,
p1,2 = ±
√
2δµ− iδµ
2
27c
+O
(
δ
ν
)3/2
, (3.163)
with δ/ν . 10−3 for g ∼ 1. The third pole is located outside the range |p| > mπ.
Without the Dπ loop contribution, the pole equation is
p˜2(1 + r)− 2mπδ = 0 , (3.164)
with two poles
p˜1,2 = ±
√
2δµ , (3.165)
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which suggests that the imaginary part in Eq. (3.163) is brought in by the Dπ
loop and corrects the pole trajectory of p. Fig. 3.8 shows the pole trajectories
from Eq. (3.161) as mπ is varied. The pole trajectories without Dπ loop summation
(Eq. (3.164)) follow similar trajectories, but with no imaginary part separating them
from the real p axis. Clearly, far away from the D∗ threshold, the Dπ loop can be
considered a small perturbative correction to the bound state D∗ pole. However
when in the small neighborhood of theD∗ threshold, this correction is no longer small
compared to the 0.2 MeV region size required by lattice extrapolation procedure.
Therefore, resumming the Dπ loop is necessary.
Figure 3.8: Pole structure of D∗. The large circle illustrates the range of XEFT.
The arrow shows that as mπ increases, the two poles within the circle move close to
the threshold and then fall away from each other on the imaginary axis. The small
circle shows the region through which the lattice extrapolation occurs.
3.4 X(3872) as a DD∗ Hadronic Molecule
In the previous section, I developed the HHChPT lagrangian systematically to next-
to-leading order with isospin breaking and reduced it into the XEFT region. I used
the XEFT Lagrangian to study Dπ scattering. In this section, I adapt the XEFT
to describe the X(3872) as a hadronic molecule by including extra XDD interaction
terms.2 I calculate the DD scattering amplitude near the X(3872) threshold and
lay out the scheme to fit it to experimental data. With the fitted result, one can use
2This section is based on unpublished work in collaboration with U. van Kolck and S. Fleming.
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the pole-hunting result and explain the hadronic molecule X(3872) in the picture of
scattering theory.
3.4.1 X(3872) in Experiments
The X(3872) was discovered by the Belle collaboration as a narrow resonance in
e+e− collisions in the two-step decay B± → XK± and subsequent X → J/ψπ+π−
(Choi et al. (2003)). The discovery in the B± → KX± process was confirmed
by the Babar collaboration (Aubert et al. (2005)), and its existence established in
pp¯ collisions by CDF and D∅ collaborations (Acosta et al. (2004); Abazov et al.
(2004)). The average mass obtained from the above measurements is (Olsen (2005))
mX = 3872.12± 0.5MeV , (3.166)
which is very close to the D¯0D¯∗0 threshold of 3871.81 ± 0.36MeV (Cawlfield et al.
(2007)). An upper bound on the width is ΓX < 2.3MeV at 90% confidence level,
given by the Belle collaboration (Choi et al. (2003)).
Detections of X(3872) are also made in decays into J/ψγ and J/ψπ+π−π0
(Abe et al. (2005a)). The branching ratio into three- and two-pion final states is
(Abe et al. (2005a))
Br[X → J/ψπ+π−π0]
Br[X → J/ψπ+π−] = 1.0± 0.4± 0.3 , (3.167)
which signifies a considerable violation of isospin symmetry since the 2- and 3-
pion final state are regarded as having J/ψ ρ and J/ψ ω as intermediate states re-
spectively. Gokhroo et al. (2006) report an enhancement near the threshold for
D0D0π0, which is interpreted as the first evidence of X → D0D0π0 decay de-
spite peaking at 3875.2 ± 0.7+0.3−1.6 ± 0.8MeV, i.e. 2σ above world-average X(3872)
mass. The corresponding decay rate X → D0D0π0 is observed to be 8.8+3.1−3.6 times
greater than the rate of X → J/ψπ+π− (Gokhroo et al. (2006)). It was estimated
at 90% C.L. that Br[X → J/ψπ+π−] > 0.042 by Babar collaboration (Mohanty
(2006); Aubert et al. (2006)). For upper limits on the product of Br[B± → XK±]
and other branching fractions of X(3872) including D0D¯0, D+D−, see Abe et al.
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(2004a), χc1γ, χc2γ, J/ψπ
0π0 see Abe et al. (2004b), and J/ψη see Aubert et al.
(2004). Yuan et al. (2004) and Dobbs et al. (2005) have also placed upper limits
on partial wave widths for decay X → e+e− and γγ.
Various experiments have also investigated possible JPC quantum numbers
of X(3872). The decay mode X → J/ψγ implies C = +, agreeing with the
shape of π+π− invariant mass distributions (Choi et al. (2003); Aubert et al. (2005);
Abulencia et al. (2006)). Angular distributions measured by Belle collaboration pre-
fer JPC = 1++ (Abe et al. (2005b)), while a recent CDF analysis of angular distribu-
tions of J/ψπ+π− (Abulencia et al. (2007)) indicate that the only possible quantum
numbers are 1++ or 2−+.
Hypothesizing that the X(3872) is a C = +, S-wave molecular bound state of
D0D¯∗0 + D¯0D∗0 leads to the quantum numbers JPC = 1++. The shallow molecular
state hypothesis is motivated by the proximity of the X(3872) state to the D0D¯∗0
threshold and would justify both the significant isospin violation in pion decays and
the large branching ratio for the D0D¯0π0 decay mode. It is rare for a conventional
charmonium state above DD¯ threshold to have such narrow width and no observa-
tion to date of a X → χcγ decay mode. One can deduce the binding energy from
Eq. (3.166) and the measurement of the D0 mass in Cawlfield et al. (2007), giving
EX = MD +mD∗ −mX = 0.6± 0.6MeV , (3.168)
supporting a bound-state explanation. Nonetheless mass alone does not exclude
possibilities of a resonance or ‘cusp’ close to D0D¯∗0 threshold due to its considerable
uncertainty (Bugg (2004)).
In this part the molecular bound state interpretation of X(3872) is adopted,
though the method presented also extends to the shallow resonance case. Based
on these measurements of the X(3872) properties, we build an effective field theory
description of the nuclear force between D and D∗ states.
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3.4.2 X(3872) in Effective Field Theory Description
The experimental evidence strongly suggests that X(3872) is a molecular state
of D and D∗ with a very small binding energy, as discussed above. The small
binding energy implies that the molecule should possess some universal proper-
ties determined by the binding energy. This makes the X as a DD∗ molecule
somewhat analogous to the deuteron as a neutron-proton molecule (Voloshin (2004,
2006)) and can be further utilized via factorization formulae to predict decay rates
(Braaten and Kusunoki (2005b,a)).
In this section we study the effect of π0 exchange on the properties of X(3872),
which is essential to the power counting of XEFT and the analogy between DD∗
scattering near the X threshold and proton-neutron scattering near the deuteron
threshold. Consider D∗0D¯0 → D0D¯∗0 scattering as in Fig. 3.9. The one-pion ex-
change amplitude is
A(1π)DD∗→DD∗ =
g2
2f 2π
~ǫ∗ · ~q ~ǫ · ~q
~q 2 − µ2 , (3.169)
where fπ is the pion decay constant, g theD-meson axial coupling, ~ǫ,~ǫ
∗ are the polar-
ization vectors of incoming and outgoing D∗ mesons respectively, ~q is the transferred
momentum and µ2 = ∆2−m2π with ∆ the D∗D mass splitting and mπ the π0 mass.
Here the hyperfine splitting ∆ enters the pion propagator due to the fact that the
exchanged pion has energy q0 ≃ ∆ with momentum ~q. Due to the proximity of
∆ = 142MeV and mπ = 135MeV the value of µ ≃ 45MeV is unusually small,
indicating the pion can have an anomalous long-range effect. This effect should be
incorporated as an explicit degree of freedom in depicting the molecule in case the
binding energy Eq. (3.168) is not much less than its upper limit.
Figure 3.9: D∗0D¯0 → D0D¯∗0 scattering with one-pion exchange. The solid-plus-
dashed line stands for the spin-1 D∗ meson, the single solid line for the spin-0 D
meson, and the dashed line for π0.
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The key point is that, in contrast to the pion-potential approaches, perturba-
tion theory can be applied to study π0 exchange (Fleming et al. (2007)). A simple
dimensional-analysis comparison of the two- and one-pion exchange graphs yields
A(2π)DD∗→DD∗
A(1π)DD∗→DD∗
≃ g
2MDµ
8πf 2π
.
1
10
, (3.170)
with g set to 0.5 − 0.7 (see Ahmed et al. (2001); Anastassov et al. (2002);
Fajfer and Kamenik (2006)). A similar estimate in the two-nucleon system
(Kaplan et al. (1998a,b)) in contrast gives the ratio
A(2π)NN→NN
A(1π)NN→NN
≃ g
2
AMNmπ
8πf 2π
≈ 1
2
, (3.171)
where MN is nucleon mass and gA = 1.25 is the nucleon axial coupling. The per-
turbation expansion breaks down for NN scattering in the 3S1 channel because of
a combination of the not-so-small expansion parameter Eq. (3.171) and large nu-
merical coefficients at NNLO from iteration of the spin-tensor force (Fleming et al.
(2000b,a)). Although Eq. (3.169) also yields a spin-tensor force, the perturbative
treatment of pions should suffice due to the smallness of the expansion parame-
ter in Eq. (3.170), even given large NNLO coefficients similar to those found by
Fleming et al. (2000b,a).
We have calculated the binding energy of X(3872) in Eq. (3.168) assuming it is
a hadronic molecule with positive binding energy composed of a superposition of
D0D¯∗0 and D∗0D¯0. This assumption implies an upper limit on the typical momen-
tum of D and D∗ in the bound state:
γ ≡ (MDEX)1/2 ≤ 48MeV. (3.172)
Correspondingly the typical velocity of D,D∗ is
vD ≃
(
EX
MD
)1/2
. 0.02 , (3.173)
showing that D,D∗ are non-relativistic, allowing use of non-relativistic fields for
both.
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Furthermore we can treat pion degrees of freedom non-relativistically: in a X →
D0D0π0 decay the maximum energy of emitted the pion is
Eπ =
m2X − 4M2D +m2π
2mX
= 142MeV , (3.174)
a mere 7MeV above mπ0 = 134.98MeV. This implies the typical velocity of pion
is vπ = pπ/mπ ≤ 0.34. Correspondingly, the maximum pion momentum 44MeV
is close to both the typical D momentum pD ∼ γ . 48MeV and pion-exchange
graph typical momentum scale µ ∼ 45MeV. This is in contrast to ordinary chiral
perturbation theory or NN theory (Kaplan et al. (1998a,b)).
3.4.2.1 XEFT with Transvestite
Previous work restricted study of the X to a simple bound state composed of a
superposition
∣∣D0D¯∗0〉 + ∣∣D∗0D¯0〉 (Fleming et al. (2007)). We have extended that
theory to allow the X state to be a virtual bound state or resonance in case further
data shows the binding energy is non-positive.3 The Lagrangian of Fleming et al.
(2007) rewritten with a 1++ field X and Galilean invariance (Braaten (2015)) is
L = D†
(
i∂0 +
~∇2
2MD
)
D + D¯†
(
i∂0 +
~∇2
2(MD +mπ)
)
D¯
+ D¯†
(
i∂0 +
~∇2
2MD
)
D¯ +D
(
i∂0 +
~∇2
2mD∗
)
D+ π†
(
i∂0 +
~∇2
2mπ
+ δ
)
π
+X†
[
σ
(
i∂0 +
~∇2
2MD
)
− b
]
X
+
g√
2fπ
1√
2mπ
1
MD+mπ
[
D† ·(D[MD
→
∇−mπ
←
∇]π) + D¯·(D†[MD
→
∇−mπ
←
∇]π†) + h.c.
]
+
y0√
2
[
X† · (D¯D +DD¯) + h.c.]+ Z1√
2mπ
[
X† ·DD¯~∇π + h.c.
]
+ . . . , (3.175)
where δ = ∆ − mπ ≃ 7MeV, σ = ±1 and b is the binding energy of the X. The
ellipsis . . . denotes higher-order interactions. g is a dimensionless coupling constant,
3The name ‘transvestite’ was invented by U. van Kolck to describe the changing (bound state
to resonance) character of the X particle after being dressed by interactions.
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y0 has dimension −1/2, and Z1 has dimension −5/2. We consider the soft scale
Q ∼ µ = √∆2 −m2π ≈ √2mπδ ≃ 45MeV, the break-down scale is mπ, and we
count powers of Q/mπ.
Expanding 1
MD+mπ
≃ 1
MD
(1− λ) where λ = mπ
MD
, we write Eq. (3.175) as
L = D†
(
i∂0 +
~∇2
2MD
)
D + ~D†
(
i∂0 +
~∇2
2MD
)
~D + ~D†
(
−λ
~∇
2MD
)
~D
+D
†
(
i∂0 +
~∇2
2MD
)
D¯ + ~D†
(
i∂0 +
~∇2
2MD
)
~D + ~D†
(
−λ
~∇2
2MD
)
~D
+ ~X†
(
σ
(
i∂0 +
~∇2
2MD
− b
))
~X + π†
(
i∂0 +
∇2
2mπ
+ δ
)
π
+
g√
2fπ
1√
2mπ
[
(D~D† · ~∇π +D† ~D · ~∇π†) + h.c.
]
+ (−λ2) g√
2fπ
1√
2mπ
[
(D~D† · ~∇π +D† ~D · ~∇π†) + h.c.
]
+ (−λ) g√
2fπ
1√
2mπ
[
~D† ·D(
←
∇π) + ~D · (D†
←
∇π) + h.c.
]
+
y0√
2
[
~X† · ( ~DD + ~DD) + h.c.
]
+
Z1√
2mπ
[
~X† ·DD¯~∇π + h.c.
]
+ . . . , (3.176)
where terms proportional to λ in the D∗ kinetic piece are due to the consideration
that, at zeroth order in ǫ, MD∗ = MD+π. Also note that the DDπ interactions
terms are consistent with the V.R.I. terms we developed in the previous sections.
Let us check the DD¯∗ loop corrections to the X propagator. Apart from spin
factors, the one-loopX → DD¯∗ → X amplitude is y20 times the bubble ∼ αQ, where
α ≡ MDy20/4π. The two-loop bubble in which the D and D¯∗ exchange one pion is
O(αQβQ/µ), with β ≡ g2MDµ/8πf 2π ≪ 1. We conclude that pions are perturbative
at Q ∼ µ.
More interesting are the possibilities for the sizes of the parameters b and α. The
X propagator dressed by bubbles is
GX(k) ∼ 2
y20
4π
MD
1
ik − b/α + σk2/(αMD) , (3.177)
in the center-of-mass frame where, up to a sign and other dimensionless factors, the
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energy is k2/2MDD∗ and MDD∗ = MDMD∗0/(MD +MD∗0) the reduced mass of D
0
and D¯∗0. There are two poles in the corresponding amplitude.
First, consider one fine-tuning: b ∼ µmπ/MDD∗ and α ∼ mπ/MDD∗. In this
case, for Q ∼ µ the range term (the third term in the denominator of Eq. (3.177))
is smaller than the other two by O(µ/mπ), and is NLO. This is the usual power
counting where range corrections are NLO (Fleming et al. (2007)). The LO pole is
at k = ib/α, representing a real (virtual) bound state for b > 0 (b < 0), which is the
situation claimed by Braaten and Lu (2007, 2008); Braaten and Stapleton (2010);
Hanhart et al. (2007).
Now consider a double fine-tuning: b ∼ µ2/MDD∗ and α ∼ µ/MDD∗ . In this
case, all three terms are O(µ) for Q ∼ µ, and there are two low-energy poles at
k = iσαMDD∗(1 ±
√
1− 4σb/α2MDD∗)/2. For 4σb/α2MDD∗ < 1 the two poles are
on the imaginary axis, so they represent two bound states, which is the situation in
Zhang et al. (2009). For 4σb/α2MDD∗ > 1 and σ = −1 and the poles are off-axis
in the lower complex half-plane and represent one resonance, a situation not so far
discussed in the literature.
Finally, consider a stronger double fine-tuning (Bedaque et al. (2003)), b ∼
µ2/MDD∗ and α ∼ µ2/mπMDD∗ . In this case, the scattering length and range
terms are both O(mπ) for Q ∼ µ, while the bubble is O(µ) and can be treated in
perturbation theory. This is a special subcase of the previous case, where at LO
there are two poles at k = ±√σbMDD∗ , which are a pair of real/virtual bound states
if σb < 0, or a zero-width resonance if σb > 0.
3.4.3 DD∗ Scattering Power-counting and Amplitude
We now discuss DD∗ scattering in more detail using the Lagrangian Eq. (3.176).
We will show how the X binding is determined by the resummed series of DD∗
scattering loops. We start by power counting the X interactions assuming it is a
bound state as the simplest case, which is the first fine-tuning scenario mentioned
in preceding subsection. This choice does not affect the physics phenomenology
outcome, as we will see that next-to-leading order corrections convert the X state to
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a resonance. In the subsequent section, we will examine experimental implications
in one channel where the X has been detected.
3.4.3.1 Power Counting for DD∗ Scattering Amplitude
In this section, we first estimate the tree-level leading-order and next-to-leading or-
der DD∗ → DD∗ scattering amplitudes, and then estimate the loop corrections. For
any loop-corrected amplitudes that are the same order as the tree-level amplitudes,
we resum the loop series in the next subsection.
Figure 3.10: Tree-level leading and next-to-leading order DD∗ scattering amplitudes
We first discuss the tree-level leading- and next-to-leading order Feynman dia-
grams for DD∗ scattering amplitudes. The relevant diagrams are shown in Fig. 3.10,
and we will show below that other diagrams are suppressed relative to these. Consid-
ering X(3872) as a bound state of D and D∗, we power count the typical momentum
Q and binding energy b as being the same order and the relevant soft scale, in which
case
b ∼ λQ, EX ∼ 2Q
2
MD
, kX ∼ Q, y20 ∼
4π
MD
, (3.178)
where λ = mπ
MD
. We expand the X propagator in the Lagrangian in Eq. (3.176).
The leading order and next-to-leading order X propagators are shown in Fig. 3.11
and Fig. 3.12, respectively. For b ≫ E = k2X
MD
, the leading order DD∗ scattering
amplitude is
SDD
∗→DD∗
L.O. =
(
i
y0√
2
)2
~ǫ ∗D∗ · ~ǫD∗
(
i
−b
)
∼ 4π
MD
λ
Q
, (3.179)
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where ~ǫ ∗D∗ and ~ǫD∗ are the D
∗ polarization vectors. The next-to-leading order DD∗
scattering amplitude is
SDD
∗→DD∗
N.L.O. =
(
i
y0√
2
)2
~ǫ∗D∗ · ~ǫD∗
(
iσEX
−b2
)
∼
(
4π
MD
λ
Q
)
· 2Q
MD
, (3.180)
which is suppressed by 2Q
MD
compared to SDD
∗→DD∗
L.O. .
Figure 3.11: Leading order X propagator
Figure 3.12: Next-to-leading order X propagator
The leading and next-to-leading loop corrections for DD∗ scattering amplitudes
are shown in Fig. 3.13. Of these, Fig. 3.13a is the largest contribution, because the
D∗D loop inside (shown in Fig. 3.14a) gives
LDD
∗
L.O. =
(
iy0√
2
)2
i
MD
4π
ik , (3.181)
where k is the typical momentum with the order of Q flowing in the loop. This
implies that the total diagram Fig. 3.13a is
S
DD∗→DD∗(one−loop)
L.O. =
(
iy0√
2
)2
~ǫ ∗D∗ · ~ǫD∗
(
− i
b
)2(
iy0√
2
)2
i
MD
4π
ik , (3.182)
which is of order ∼ 2π
MDD∗
λ
Q
, the same order as Fig. 3.10a. Therefore, we must resum
the DD∗ loop corrections to the intermediate X propagator.
Containing the next-to-leading order propagator, Fig. 3.13b is a next-to-leading
order correction to DD∗ scattering, giving
S
DD∗→DD∗(one−loops)
N.L.O. =
(
iy0√
2
)2
~ǫ∗D∗ · ~ǫD∗
(
i
−b
)(
iy0√
2
)2
i
MD
4π
ik
(
− iσk
2
b2MD
)
∼ 4π
MD
λ
Q
(
2Q
MD
)
, (3.183)
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Figure 3.13: Leading and next-to-leading order D∗D loop diagrams to the DD∗
scattering amplitude
Figure 3.14: Leading and next-to-leading DD∗-loop diagrams
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which is the same order as the tree-level N.L.O. amplitude in Fig. 3.10b. As a result,
all the loops in Fig. 3.13b are required to be resummed to obtain the complete next-
to-leading order amplitude.
In diagram Fig. 3.13c, the one-pion-exchange correction is added to the DD∗
loop. The pion exchange is perturbative as discussed in Sec. 3.4.2 and its correction
to the DD∗ loop (Fig. 3.14b) is a next-to-leading order correction,
L
DD∗ (π exchange)
N.L.O. =
(
iy0√
2
)2
g2M2D
96π2f 2π
(−ik)2 ∼ Q
(
MD
2π
g2
f 2π
Q
)
, (3.184)
which is suppressed by a factor of
(
MD
2πf2π
g2Q
)
compared to LDD∗L.O. . Inserting this loop
amplitude between X propagators, Fig. 3.13c gives
S
DD∗→DD∗ (π exchange)
N.L.O. =
(
iy0√
2
)2
g2M2D
96π2f 2π
((−ik)− Λ)2
(
iy0√
2
)2(
i
−b
)2
, (3.185)
where Λ is a regulator. This term scales as
S
DD∗→DD∗ (π exchange)
N.L.O. ∼
(
g2MDQ
4πf 2π
)
4π
MD
λ
Q
. (3.186)
This amplitude is suppressed relative to SD
∗D→D∗D
L.O. by a factor
MD
4πf2π
g2Q, but the
same order as S
D∗D→D∗D(one−loop)
N.L.O. .
In diagram Fig. 3.13d, the D∗ self-energy correction is added to the DD∗ loop.
This loop (Fig. 3.14c) is the same size as LDD∗ (π exchange)N.L.O. , so that the estimated
contribution to the DD∗ scattering amplitude is equal to SDD
∗→DD∗ (π exchange)
N.L.O. .
Finally in diagram Fig. 3.13e, the D∗ propagator correction in the DD∗ loop
(Fig. 3.14d) is brought in by Galilean invariance. The loop Fig. 3.14d gives
LDD∗ (D∗ V.R.I.)N.L.O. =
(
iy0√
2
)2
iMD
4π
ik(−λ)1
2
∼ λQ , (3.187)
which is suppressed by λ compared to LDD∗L.O. . Thus the next-to-leading order con-
tribution brought in by this term is
S
DD∗ (D∗ V.R.I.)
N.L.O. =
(
iy0√
2
)2
~ǫ∗D∗ · ~ǫD∗
(
− i
b
)2(
iy0√
2
)2
MD
8π
λk ∼
(
4π
MD
λ
Q
)
λ . (3.188)
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Figure 3.15: N.L.O. vertex for X → DDπ
Numerically, λ ≃ 0.07 while the suppression factor for SDD∗ (π exchange)N.L.O. is MDD∗g
2Q
2πf2π
≃
0.23. Therefore, it is reasonable to consider Fig. 3.13e also as a N.L.O. DD∗ → DD∗
amplitude.
To summarize so far, the leading order DD∗ scattering amplitude is obtained by
summing the series of loops Fig. 3.13a with the tree-level diagram Fig. 3.10a, while
the next-to-order amplitude requires summing the series of loops Fig. 3.13b with the
tree-level diagram Fig. 3.10b as well as the remaining diagrams Fig. 3.13c,d, and e.
Figure 3.16: Leading and next-to-leading order X → DDπ.
To ensure we have all the leading and next-to-leading order diagrams, we check
that the remaining one-pion exchange loop is next-to-next-to-leading order. This last
loop diagram is generated by the XDDπ vertex proportional to Z1 in Eq. (3.175).
The vertex is shown separately in Fig. 3.15, and the corresponding Feynman rule is
DX→DDπ(Z1)N.L.O. = −
Z1~ǫ · ~pπ√
2mπ
∼ Z1Q 1√
mπ
. (3.189)
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The overall magnitude of this diagram is controlled by the size of Z1, and in order
to make sure the vertex is next-to-leading order, we estimate the leading and one
example of next-to-leading order X → DDπ decay diagrams, which are shown
in Fig. 3.16. The leading order Fig. 3.16a is represented by the two-step decay
X → D∗D → DDπ and gives
DX→DDπL.O. = y0
MDg(~pπ · ~ǫ)
2
√
mπfπ(~p2π − ~k2)
∼
√
πMD
2mπ
g
fπ
1
Q
. (3.190)
The pion-exchange loop correction shown in Fig. 3.16b is
DX→DDπN.L.O. =
(
iy0√
2
)(
−i g√
2fπ
)
~ǫ · ~pπ√
2mπ
M2D
−k2 + ~p2D
g2
16πf 2π
|~pD|2 1
mπ
, (3.191)
which scales as
DX→DDπN.L.O. ∼
(√
πMD
2mπ
g
fπ
1
Q
)
g2MD
32πf 2π
Q2
mπ
. (3.192)
For the decay amplitude DX→DDπZ1 to be the same size as D
X→DDπ
N.L.O. , Z1 must scale
as
Z1 ∼ g
3M
3/2
D
32
√
2πf 3π
1
Q
, (3.193)
which is consistent with its dimension.
Putting this vertex into the Z1 pion-exchange-loop Fig. 3.17, the loop amplitude
becomes
LZ1DD
∗withπ
N.N.L.O. =
gZ1MD
48π2
√
2fπ
(Λµ+ iµ2)(Λγ + γ2)
(
iy0√
2
)
∼
(
Q2
MDg
2
2πf 2π
)
g2MDQ
768π3/2f 2π
, (3.194)
and is next-to-next-to-leading order compared to LDD
∗
L.O. .
All of these power counting results are verified by computing Feynman diagrams
explicitly in Appendix D.4.
3.4.3.2 Leading Order D∗D → D∗D Scattering Amplitude with Renor-
malization
As we power counted all the leading and next-to-leading order tree-level and loops
amplitudes, we can start to calculate them.
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Figure 3.17: One-pion-exchange loop with Z1 vertex
Figure 3.18: Leading order D∗D → D∗D scattering. The double line stands for the
X particle, the single solid line for the D meson, the solid-with-dashed line for the
D∗ meson, and the thick black line for the resummed X propagator in leading order.
As we saw in last section, the leading order DD∗ scattering amplitude is equal
to the sum of the geometric series of DD∗ scattering loops shown in Fig. 3.18 with
the DD∗ loop in Fig. 3.14a calculated in Appendix D.4. Therefore the complete
leading order D∗D → D∗D scattering amplitude taking into account X(D∗D) as a
bound state reads
SD
∗D→D∗D
L.O. =
4πi
MD
1
8πb
y20MD
−
√
−~k2 − iǫ+ ΛP.D.S.
=
4πi
MD
1
8πb
y20MD
+ ik + ΛP.D.S.
≡ iP FullL.O. . (3.195)
The subtraction in the denominator ΛP.D.S is brought in by the power divergence
subtraction (P.D.S.) renormalization scheme. In order to cancel dependence on
ΛP.D.S in observables, we take
(y
(0)
0 )
2
2b(0)
=
4π
MD
1
Υ− ΛP.D.S. , (3.196)
where Υ = −ik|pole is the physical pole position of the full leading-order propagator
P FullL.O., and y
(0)
0 and b
(0) are the leading terms in the expansions of y0 and b,
b = b(0) + b(1) + . . .
y0 = y
(0)
0 + y
(1)
0 + . . . (3.197)
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Plugging Eq. (3.196) back into Eq. (3.195) shows that ΛP.D.S. is cancelled, and the
renormalized leading order amplitude suggests a bound state picture for X(3872)
particle.
3.4.3.3 NLO D∗D → D∗D Scattering Amplitude with Renormalization
Now we discuss the next-to-leading order D∗D scattering amplitude. We first will
compute the next-to-leading order amplitudes by resumming all the necessary loops
mentioned in Sec. 3.4.3.1. Then we will renoramlize it by absorbing ΛP.D.S into the
coupling constants b and y0 with prescribed physical-pole positions.
Next-to-leading Amplitude Calculation
We organize the contributions into seven sets
SN.L.O.DD∗→DD∗ = S
(1)
N.L.O.+S
(2)
N.L.O.+S
(3)
N.L.O.+S
(4)
N.L.O.+S
(5)
N.L.O.+S
(6)
N.L.O.+S
(7)
N.L.O. . (3.198)
First, S
(1)
N.L.O. is described as follows,
where the double lines with a cross stand for the next-to-leading orderX propagator.
Thsi is a geometric series. Computing this series of Feynman diagrams, we have
iS
(1)
N.L.O. =
(
iy0√
2
)2{(
− iσk
2
MDb2
)
+ 2
(
− iσk
2
MDb2
)(
− i
b
)(
iy20√
2
)2
iMD
4π
(Λ + ik)
+ 3
(
− iσk
2
MDb2
)(
− i
b
)2 [(
iy20√
2
)2
iMD
4π
(Λ + ik)
]2
+ . . .
}
=
(
iy0√
2
)2(
− iσk
2
MDb2
)
1(
1− (− i
b
) ( iy20√
2
)2
iMD
4π
(Λ + ik)
)2 , (3.199)
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where we suppress the parenthesis of ΛP.D.S.. We write the expression for P
Full
L.O. given
in the previous section as
1
1 +
y20MD
8πb
(Λ + ik)
=
2b
y20
P FullL.O. , (3.200)
and use this to rewrite S
(1)
N.L.O. as
S
(1)
N.L.O. =
σk2
MDb2
y20
2
4b2
y40
(P FullL.O.)
2 =
2σk2
MDy20
(P FullL.O.)
2 . (3.201)
Second, S
(2)
N.L.O. can be described as
Computing and resumming this geometric series the same way, we find
iS
(2)
N.L.O. =
(
iy0√
2
)4(
− i
b
)2(
−ig
2M2D
96πf 2π
)[
(Λ + ik)2 + µ2 (log Λ− log (−2ik − iµ))]
×
{
1 + 2
(
− i
b
)(
iy0√
2
)2
iMD
4π
(Λ + ik)
+ 3
(
− i
b
)[(
iy0√
2
)2
iMD
4π
(Λ + ik)
]2
+ . . .
}
=
ig2M2D
96π2f 2π
[
(Λ+ik)2 + µ2 log
Λ
−2ik − iµ
]
(P FullL.O.)
2 , (3.202)
and expanding the last line in powers of (k/µ)2, we have
S
(2)
N.L.O. = (P
Full
L.O.)
2 g
2M2D
96π2f 2π
[
Λ2 − µ2 log(−i)− µ2 log µ
Λ
+ (2iΛ− 2µ)k + k2
]
.
(3.203)
Following the same procedure for the third set,
results in
S
(3)
N.L.O. = (P
Full
L.O.)
2 g
2M2D
192π2f 2π
µ3
k
(3.204)
The fourth, fifth, sixth and seventh classes of diagrams all proceed the same way.
We find
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leads to
S
(4)
N.L.O. =
2b(1)
y20
(P FullL.O.)
2 , (3.205)
and
results in
S
(5)
N.L.O. = −
g2M2D
64π2f 2π
[
Υ
2
3
(Λ + iµ) + ik
2
3
(Λ + iµ) +
8
15µ
Υk2~pD∗ · ~ǫD∗
]
(P FullL.O.)
2 ,
(3.206)
In the sixth, the D and D∗ exchange a pion during the scattering,
This term is
S
(6)
N.L.O. = −
g2k2
3f 2πµ
2
M2D
16π2
Υ2(P FullL.O.)
2 . (3.207)
Finally,
is
S
(7)
N.L.O. =
(
iy0√
2
)2(
− i
b
)2(
iMD
4π
)(−λ
2
)
(Λ + ik)
×
{
1 + 2
(
− i
b
)(
iy0√
2
)2(
iMD
4π
)(−λ
2
)
(Λ + ik) + . . .
}
=
(
iy0√
2
)2(
− i
b
)2(
iMD
4π
)(−λ
2
)
(Λ + ik)
× 1(
1− (− i
b
) (
iy0√
2
)2
iMD
4π
(Λ + ik)
)2
=
MD
8π
λ(Λ + ik)(P FullL.O.)
2 (3.208)
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Because we build the XEFT based on the fact that X is a D∗D molecule with
small binding energy, we must project the above results to S-wave. We use the
Legendre expansion,
fmℓ =
∫ 2π
0
dϕ
∫ π
0
dθ sin θf(θ, ϕ)Y m∗ℓ (θ, ϕ) , (3.209)
setting ℓ = m = 0 and Y m∗ℓ (θ, ϕ) =
1√
4π
. Term-by-term, the above classes of
diagrams yield
S
(1)−S
N.L.O. =
2π√
4π
2σk2
MDy20
(P FullL.O.)
2(− cos θ)
∣∣∣∣∣
π
0
=
4
√
πσk2
MDy20
(P FullL.O.)
2 ,
S
(2)−S
N.L.O. =
2
√
πg2M2D
96π2f 2π
[
Λ2 + (−iµ)2 log (−iµ)
Λ
+ ik(2Λ + (−iµ))
+ k2 − 1
2
(−iµ)2
(
1
2ǫ
+ 1 + log (eγEπ)
)]
,
S
(3)−S
N.L.O. =
2
√
πg2M2D
96π2f 2π
µ3
k
(P FullL.O.)
2 ,
S
(4)−S
N.L.O. =
4
√
πb
y20
(P FullL.O.)
2 ,
S
(5)−S
N.L.O. = −
g2M2D
64π2f 2π
[
Υ
2
3
(Λ + iµ)2
√
π + ik
2
3
(Λ + iµ)2
√
π
+ i
8
15
Υk2
2
√
π
3
]
(P FullL.O.)
2 ,
S
(6)−S
N.L.O. = −
2
√
π
12π2
g2k2
f 2πµ
2
M2DΥ
2(P FullL.O.)
2,
S
(7)−S
N.L.O. =
MD
4
√
π
λ(Λ + ik)(P FullL.O.)
2 . (3.210)
Now summing them into SD
∗D→D∗D
N.L.O. and reorganizing in powers of momentum k,
there are only powers k−1, k0, k1 and k2,
SD
∗D−S
N.L.O. = S
(1)−S
N.L.O. + S
(2)−S
N.L.O. + S
(3)−S
N.L.O. + S
(4)−S
N.L.O. + S
(5)−S
N.L.O. + S
(6)−S
N.L.O. + S
(7)−S
N.L.O.
= SD
∗D−S
N.L.O. (k
2) + SD
∗D−S
N.L.O. (k
1) + SD
∗D−S
N.L.O. (k
0) + SD
∗D−S
N.L.O. (k
−1) , (3.211)
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where
S
(k2)
N.L.O. = k
2(P FullL.O.)
2
(
2σ
MDy20
+
g2M2D
96π2f 2π
(
1 +
4
15µ
iΥ
)
− g
2M2DΥ
2
12π2f 2πµ
2
)
, (3.212)
S
(k1)
N.L.O. = k
iMD
4
√
π
λ(P FullL.O.)
2, (3.213)
S
(k0)
N.L.O. = (P
Full
L.O.)
2
(
g2M2D
96π2f 2π
[
Λ2 − µ2 log µ
Λ
−ΥΛ− µ2 log(−i)− iΥµ
]
+
MD
4
√
m
λΛ +
2b(1)
y20
)
,
S
(k−1)
N.L.O. =
1
k
(P FullL.O.)
2
(√
πg2M2Dµ
3
48π2f 2π
)
, (3.214)
where Υ is the physical bound state pole position we introduced in the previous
section.
Renormalization
Next we discuss SDD
∗−S
N.L.O. term by term to remove ΛP.D.S.-dependence in the mo-
mentum expansion. First recall the S matrix resonance pole is defined as
k
∣∣
resonance pole
= −iα + β , (3.215)
and the bound state pole as
k
∣∣
bound state pole
= iΥ . (3.216)
We claim |k∣∣
resonance pole
| is subleading to |k∣∣
bound state pole
| according to our power
counting. Secondly, recall the expansion of the interaction parameters Eq. (3.197).
The zeroth order pieces in the expansion were constrained in the last section, where
at leading order we defined the physical bound state pole to be Υ Eq. (3.196). This
fixed only the relation between b(0) and y
(0)
0 . We can use the remaining degree of
freedom, together with the free parameters b(1) and y
(1)
0 and the physical resonance
position, to renormalize SDD
∗−S
N.L.O. .
To introduce our procedure first recall that in scattering theory, we would pa-
rameterize a propagator in terms of the scattering length a, scattering range r and p,
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leading in general to an S matrix with complicated pole structure. We may expand
the propagator under the condition that − r2
2
k2 + pk4 ≪ − 1
a
− ik,
S0 = −2π
m
1
− 1
a
− ik + rk2
2
− pk4
= −2π
m
1
− 1
a
− ik
(
1 +
1
− 1
a
− ik
)(
−r
2
2
k2 + pk4 + . . .
)
, (3.217)
which shows k = i 1
a
is a leading order bound state pole with subleading − r2
2
k2 +
pk4 + . . . as pole position corrections.
To adapt this general scattering theory to our next-to-leading order result, we
add (1) an NLO perturbative correction to the bound state pole position, namely
ik → i(1−λ˜)k, where λ˜ is small compared to 1, and (2) a term η
k
to the denomenator
of S0, where η is small compared to − 1a . The modified S0 can be expanded as
S˜0 = −2π
m
1
− 1
a
− ik − iλ˜k + rk2
2
+ η
k
≃
(
−2π
m
1
− 1
a
− ik
)
+
(
−2π
m
1
− 1
a
− ik
)2(
−iλ˜k + rk
2
2
+
η
k
+ . . .
)
. (3.218)
We expand the D∗D scattering amplitude following the same scheme, and the S-
wave S matrix element becomes
SD
∗D→D∗D = SD
∗D→D∗D
L.O. + S
D∗D→D∗D
N.L.O.
=
4π
MD
1
8πb
y20MD
+ ik + ΛP.D.S. + iΣN.L.O.
+ (P FullL.O.)
2
(
2σ
MDy
2
0
+
g2M2D
96π2f 2π
(
1 +
4
15µ
iΥ
)
− g
2M2DΥ
2
12π2f 2πµ
2
)
k2
+ (P FullL.O.)
2
(
MD
4
√
π
λ
)
(ik)
+ (P FullL.O.)
2
(
g2M2D
96π2f 2π
[
Λ2 − µ2 log µ
2
Λ
−ΥΛ− µ2 log(−i)− iΥΛ
]
+
MD
4
√
π
λΛ +
2b
y20
)
+ (P FullL.O.)
2
(√
πg2M2D
48π2f 2π
)
µ2
k
+ . . . (3.219)
All the terms proportional to (P FullL.O.)
2 are the components of SDD
∗→DD∗
N.L.O. . Now we
discuss these terms one by one.
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(I) k2 term. At the resonance pole position, we plug k = −iQ + β into the above
equation and obtain
0 =− (Υ + α + iβ) 2σ
MDy
2
0
+
g2M2D
96π2f 2π
(
1 +
4
15µ
iΥ
)
+
g2M2DΥ
2
12π2f 2πµ
2
(
α2 − β + 2iαβ) . (3.220)
Solving y
(0)
0 from this equation, we completely determine the leading order
parameters b(0) and y
(0)
0 . We can see that y
(0)
0 is completely Λ free, which
means only b(0) is Λ-dependent.
(II) k term. This term contains a perturbative correction to the bound state pole
position, but would not change the bound state into a resonance state.
(III) k0 term. We renormalize the k-independent term of SDD
∗→DD∗
N.L.O. using b
(1). The
scheme is to first expand the inverse of the physical binding energy b using
1
b
=
1
b(0)
− 1
(b(0))2
b(1) + . . . , (3.221)
and corresponding diagrams as NLO corrections to the X propagator,
The series of diagrams yields
Sb
(1)
=
(
ib(1)
(y
(0)
0 )
2
)(
P FullL.O.
)2
. (3.222)
Adding Sb
(1)
into SD
∗D→D∗D
N.L.O. , and taking the only k
0 term, we obtain,
S
(k0)
N.L.O. =
{
g2M2D
96π2f 2π
[
Λ2−µ2 log µ
Λ
−ΥΛ− µ2 log(−i)− iΥµ
]
+
2b(1)
y20
}
P FullL.O..
(3.223)
Setting S
(k0)
N.L.O. = 0, we can solve for b
(1) to cancel ΛP.D.S. dependence in all con-
stant terms brought in by NLO corrections. This completes the determination
of the X binding energy b to NLO.
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(IV) k−1 term. This term arises from the D∗ self-energy correction and contains
no ΛP.D.S.. However at the X threshold, k = 0 and this term is not finite. The
Dπ loop must then be resummed into the D∗ propagator as in Sec. 3.3.
So far we have renormalized the next-to-leading order D∗D scattering amplitude
employing only b(0), y
(0)
0 and b
(1). The subleading order D∗DX coupling constant y(1)0
remains free. To double check, we write all the ΛP.D.S.-dependent terms in S
D∗D
N.L.O.
as
S
(Λ)
N.L.O. =
g2M2D
96π2f 2π
[
Λ2 −Υλ− µ2 log µ
Λ
]
(P FullL.O.)
2 +
2b(1)
(y
(0)
0 )
2
(P FullL.O.)
2 , (3.224)
where we can clearly see b(1) absorbed all ΛP.D.S..
3.4.4 XEFT Pole Hunting Preliminary: B → DDπK Line Shape Fitting
In this section, we discuss the procedure for DD∗ scattering amplitude pole hunting
to determine whether X(3872) is a bound state or a resonance of DD∗. Among
X(3872) experiments reviewed in Sec. 3.4.2, the first observable we fit is the line
shape obtained in the X particle discovery processes, B → D0D∗K decays, in which
X(3872) is detected as a strong and clear signal, as well as in which the XEFT was
first developed.
The parameters obtained by fitting the experimental data should have sizes
compatible with our estimates in Sec. 3.4.3.1, and the pole-hunting results should
be consistent with our power-counting scheme, namely, the resonance pole positions
are obtained by perturbing the bound state pole position. If the results do not
fit these expectations, then it would suggest the bound state picture fails to de-
scribe the X particle, and we should consider the other fine-tuning power-counting
scenarios proposed in Sec. 3.4.2. As in any EFT, the path to incorporating the the-
oretical calculation into experimental prediction is to separate scales of the physical
processes and factorize the observables into single-scale dependent pieces. Factoriza-
tion of B → D0D∗K decays has been previously discussed by Braaten and Kusunoki
(2004a,b); Braaten et al. (2004); Braaten and Kusunoki (2005a,b); Braaten (2006).
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In this section, we proceed by first discussing how to separate the physical short and
long distance scales in the processes of B → D0D∗0K. Then we discuss the short
and long distance pieces respectively. Last, we discuss the fitting procedure.
3.4.4.1 Separation Scales for the Decay B → DDK
In the hierachy of momentum scales involved in the B → DD∗K decay, the largest
is the mass of the W boson, MW ≈ 80 GeV, the intermediate state in the quark
decay process b→ cc¯s. The next largest is the scale of the momentum of the s quark
that recoils against the cc¯ system, given by mb − 2mc ≈ 1.5 GeV. Next is ΛQCD ≈
200MeV, the momentum scale associated with the wavefunctions of light quarks
in the hadrons, and mπ ≈ 140MeV associated with the pion-exchange interaction
between the D mesons. The smallest momentum scale arises from the scattering
length 1/a ≃ 45MeV determining the size of DD∗ molecule. This hierarchy of
momentum scales is summarized by the inequalities
1/a≪ mπ . ΛQCD ≪ mb − 2mc ≪MW . (3.225)
We choose mπ ∼ ΛQCD as separation scale for this factorization. We refer to
processes involving |~q| < ΛQCD ∼ mπ as long-distance (XEFT) while processes
involving momenta |~q| > ΛQCD are short-distance
3.4.4.2 The Short-distance B → DDK decay
The short-distance vertices we need to introduce are summarized in Fig. 3.19. De-
noting P as the B0 momentum, ǫ∗ as the D∗ polarization vector, we have
Ashort
[
B → D0D0∗K
]
= c1(mπ)P · ǫ∗ ,
Ashort
[
B → D0D0∗K
]
= c2(mπ)P · ǫ∗ , (3.226)
where c1 and c2 can be extracted from Aubert et al. (2003).
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Figure 3.19: Short-distance B → DDK decay. The stared vertices represent the
short-distance BDD∗K interaction.
3.4.4.3 Long-Distance DD∗ Interaction
The long-distance physics in the B → XK → DD∗K process is the DD∗ scattering
dynamics in which the X particle is created. The nuclear interactions between
DD∗ and their formation of the X were detailed in Sec. 3.4.3, and we may directly
employ the XEFT Lagrangian and the DD∗ scattering amplitudes. However, in
order to compute B → XK → DD∗K amplitude, we also need the decay amplitudes
X → D∗D and X → DDπ for fitting experimental data. In this section, we derive
these amplitudes and power count the associated Feynman diagrams.
Defining A as the renormalized X decay amplitude, Z as the counter-term, and
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A as the unrenormalized X decay amplitude, we expand A and Z order by order,
A =
√
ZA
= (ZL.O. + ZN.L.O. + . . .)
1/2(AL.O. + AN.L.O. + . . .)
= (ZL.O.)
1/2
(
1 +
1
2
ZN.L.O.
ZL.O.
+ . . .
)
(AL.O. + AN.L.O + . . .) . (3.227)
Thus we have leading and next-to-leading order renormalized X → DDπ ampli-
tudes,
AL.O. = Z
1/2
L.O.AL.O.,
AN.L.O. =
1
2
ZN.L.O.√
ZL.O.
AL.O. + Z
1/2
L.O.AN.L.O. , (3.228)
and the decay (differential) probabilities
|ΓL.O.|2 = ZL.O.|AL.O.|2
|ΓN.L.O.|2 = ZN.L.O.|AL.O.|2 + ZL.O. (A∗L.O.AN.L.O. + AL.O.A∗N.L.O.) , (3.229)
which need to be integrated over the final state phase space to produce the total de-
cay rate. The amplitudes and wavefunction renormalization factors are summarized
in Appendix D.5.
Figure 3.20: DD∗ loop and X propagator expansion
Z and A are determined by the two-point Green’s function,
G(E) =
∫
d4xe−iEt 〈0|X i(x)Xj(0) |0〉 = iδij Z(E)
E + EX + iΓ/2
+ . . . (3.230)
We define the DD∗ loop and X propagator with its expansion by Fig. 3.20, power
counting according to XEFT with X as a bound state at leading order and a res-
onance at next-to-leading order. −iΣ(E) is the full DD∗ loop: on the right hand
side of Fig. 3.20(a), the first diagram is the leading order DD∗ loop, and the sec-
ond and third are the next-to-leading order diagrams involving one-pion-exchange
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corrections and D∗ propagator correction. iP is the X full propagator, and on the
right hand side of Fig. 3.20(b) the first diagram is the leading order whereas the
second is next-to-leading order. In terms of these expansions, the Green’s function
is
G(E) = iP
(
1 +
∞∑
n=1
(−iΣ · iP )n
)
=
iP
1− PΣ =
iP
1− PReΣ− iP ImΣ
=
iP
1− P (−EX)ReΣ(−EX)− (E + EX)(PReΣ)′|E=−EX − iP ImΣ|E=−EX
,
(3.231)
where ReΣ is the real part of Σ, ImΣ is the imaginary part of Σ, and (PReΣ)′
∣∣
E=−EX
means taking the E derivative of (PReΣ) and then setting E = −EX . For X
considered a bound state at leading order, the expansion of the denominator in the
Green’s function is done around E = −EX , with the pole mass of X defined from
the real part 1 − P (−EX)ReΣ(−EX) = 0 at E = −EX . The factor (PReΣ)′|E=−EX
determines the shape of the X → DDπ differential decay rate, as seen by putting
the propagator in the form of Eq. (3.230),
G(E) =
−iP
(E + EX)(PReΣ)′|E=−EX + iP ImΣ|E=−EX
=
−i
E + EX +
iImΣ·P
(PReΣ)′
|E=−EX
P
(PReΣ)′
∣∣∣∣∣
E=−EX
. (3.232)
We identify the wavefunction renormalization as
Z(E) =
P
(PReΣ)′
∣∣∣∣∣
E=−EX
= (PL.O. + PN.L.O.) ·
[
[(PL.O. + PN.L.O.)(ReΣL.O. + ReΣN.L.O.)]
′]−1
=
1
ReΣ′L.O.
− ReΣ
′
N.L.O.
(ReΣ′L.O.)2
− P
′
N.L.O.ReΣL.O.
PL.O.(ReΣ′L.O.)2
, (3.233)
so that the leading and next-to-leading Z are
Z(E)L.O. =
1
ReΣ′L.O.
, Z(E)N.L.O. = − ReΣ
′
N.L.O.
(ReΣ′L.O.)2
− P
′
N.L.O.ReΣL.O.
PL.O.(ReΣ′L.O.)2
, (3.234)
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and the decay rate is
Γ =
P
(PReΣ)′
2ImΣ . (3.235)
We organize all the leading order and next-to-leading order X → DD∗K decay
rates and all Feynman diagram results in D.5. With these results, we complete the
calculation of the long-distance piece in B → DD∗K processes.
3.4.4.4 Combining Long and Short-Distance Physics: B → DDπK Full
Amplitude Power Counting
Figure 3.21: B0 rest frame decays into K0DD∗
To simplify kinematics, we discuss B0 → DD∗πK0 decay in the B0 rest frame,
as shown in Fig. 3.21. B0 decays such that the K0 and the X (DD∗ system) are
emitted back to back. The decay vertex is the short-distance operator given in
Eq. (3.226), and the X or DD∗ system is the long distance dynamics described by
XEFT.
In B0 rest frame, the momenta are
mX =MD +mD∗ , mXv
µ = pµK , (3.236)
where vµ is X velocity and pµK is the momentum of K. In the previous section, we
treated the X in its rest frame. Now we boost it into the B0 rest frame
(EX , ~kX)
boost−−−→
(
EX +
1
2
mX~v
2
X , mX~v
)
, (3.237)
where the kinetic energy of X is
EX =
√
~p2X +m
2
X = mX +
~p2X
2mX
+ . . . (3.238)
The correction to the energy component is the order of (~v2/mX) and can be ignored.
This does not make a difference to our results in previous section since constant shifts
to the external momenta do not change the values of the loop integrals as is depicted
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in Fig. 3.22. The X propagator is also unchanged by the boost from X rest frame
to B0 rest frame,
iδij
σE − b →
iδij
σ
(
E + 1
2
mX~v2X − ~p
2
X
2mX
)
− b
=
iδij
σE − b . (3.239)
Thus, being Lorentz-invariant, all the results from XEFT can be used as before.
Figure 3.22: Lorentz invariance of leading order D∗D loop
Now we power count Feynman diagrams for the decay B → DD∗πK in a scheme
consistent with the XEFT power counting in the previous section. However, for
convenience of utilizing the experimental data, we write the amplitudes for B →
DDπK rather than B → D∗DK from this point, where the π is from the D∗ → Dπ
decay process.
Fig. 3.23 shows the leading order B → DDπK process including both long- and
short-distance physics. The starred vertex is the short-distance B → DDπK decay,
and the interactions between DDπ and X are determined by the long-distance
XEFT at the lower energy scale. Fig. 3.23a provides the experimental background
in the B → DDπK invariant mass spectrum, because there are no interactions
between DD∗ to form an X . Fig. 3.23b includes an X propagator and provides the
experimental signal of the X(3872) as a peak in the B → DDπK invariant mass
spectrum. From the power counting in XEFT in Sec. 3.4.3, we learned that the
leading order X propagator is composed of a geometric series of DD∗ loops.
Next-to-leading long-distance corrections to the background involve pion-
exchange and DD∗π NLO interaction but no X intermediate, as shown in Fig. 3.24.
Next-to-leading long-distance corrections to the signal include all the NLO correc-
tions to the X propagator, pion-exchange and D∗ propagator corrections to the final
241
Figure 3.23: Leading order B → DDπK including both short and long-distance
physics.
Figure 3.24: Next-to-leading order background corrections to long-distance physics
state DD∗ (with LO X propagator), and the NLO three-body decay XDDπ vertex
in Eq. (3.175). These diagrams are organized explicitly in Fig. 3.25.
At this point we have power counted and expanded the B → DDπK amplitude
by separating the long- and short-distance physics. We can now organize the analytic
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Figure 3.25: Next-to-leading order diagrams correcting the DD¯π final state.
results for the total amplitude. The leading order B → DDπK amplitude is
AL.O.[B → D0D0π0K] = Ashort[B → D0∗D0K]AL.O.[D∗0 → D0π]
+ Ashort[B → D0D∗0K]AL.O.[D0∗ → D0π]
+ Ashort[B → D0∗D0K]
(
−iΣD0D0∗ LoopL.O.
) ∣∣
boosted
× AL.O.[D0D0∗ → D0D0π]
∣∣
boosted
+ Ashort[B → D0∗D0π]
(
−iΣD∗0D0 LoopL.O.
) ∣∣
boosted
× AL.O.[D∗0D0 → D0D0π]
∣∣
boosted
, (3.240)
where the short-distance matrix elements are Ashort[B → D∗0D0K], Ashort[B →
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D0D∗0K] are given in Eq. (3.226) and
AL.O.[D
∗0 → D0π] = −i g(~p · ~ǫ)
2
√
mπfπ
1
ED∗ − ~p
2
D
2mD
,
AL.O.[D∗0 → D0π] = −i g(~p · ~ǫ)
2
√
mπfπ
1
ED¯∗ − ~p
2
D¯
2mD¯
,
(
−iΣD0D0∗ LoopL.O.
)
=
(
−iΣD∗0D0 LoopL.O.
)
= i
MD
4π
(
−
√
−~k2 − iǫ+ ΛP.D.S.
)
,
AL.O.[D0D
0∗ → D0D0π] = SL.O.
∣∣
boosted
. (3.241)
The SL.O.
∣∣
boosted
can be found in Appendix D.5. The next-to-leading order B →
DDπK result is
AN.L.O.[B → D0D0πK] =
(
Ashort[B → D0∗D0K] + Ashort[B → D0∗D0K]
)
(
iP FullN.L.O.
) (
AL.O.[D
∗0 → D0π] + AL.O.[D∗0 → D0π]
)
+
(
Ashort[B → D0∗D0K] + Ashort[B → D∗0D0K]
)
×
(
−iΣD0D0∗ LoopL.O.
)(
AN.L.O.[D0D
∗0 → D0D0π]
+ AN.L.O.[D
0D∗0 → D0D0π]
)
, (3.242)
where
AN.L.O.[D0D
∗0 → D0D0π] + AN.L.O.[D0D0∗ → D0D0π] = SN.L.O. . (3.243)
All the specific expressions for NLO elements needed above can be found in Ap-
pendix D.5. Unsurprisingly, the ΛP.D.S. dependence has cancelled in both leading
and next-to-leading order decay rates.
3.4.5 Experimental Data: Fitting
Having organized the amplitudes for B → DDπK, we now present the schematic
procedure for fitting B → DDπK data. After obtaining parameters b(0), b(1), and
y(0), we can determine the pole position of X(3872). Although in previous sections
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we only power counted X as a bound state, we must complete the power counting
for the other two scenarios and fit the data in each case to find which hypothesis
results in the best fit. The fitting steps are
Step I. Extract the invariant mass distribution in the charged channel B± →
DDπK±, which we use because it exhibits a clearer signal.
Step II. Fit the short-distance B → DDπK as background, in the range up to the
threshold mπ. As we discussed before, mπ is the scale separating long and
short distance physics.
Step III. Use the long-distance B → DDπK to fit the signal on top of the back-
ground, from the lower bound set by the DDπ threshold up to mπ.
Setp IV. The fitting master formula is
N = [bin]
Nobs
B
dBr(B → DDπK)
dE
,
E is the invariant mass of DDπ, the bin width is [bin]= 4.25MeV, Nobs =
17.4± 5.2, B = (1.07± 0.31)× 10−4, and
Br(B± → DDπK±) = Γ(B
± → DDπK±)
Γ(B± → anything) ,
Γ(B± → anything) = 4.01104× 10−10MeV .
To obtain Γ(B± → DDπK±), we need the leading and next-to-leading order
B → DDπK amplitudes integrated over 4-body phase space, which are given
in Appendix D.6.
3.5 Chapter Summary
In this chapter, I have explored hadronic interactions in the low-energy confining
region of QCD, through Dπ and DD∗ interactions using Heavy Hadron Chiral Per-
turbation Theory and X Effective Field Theory.
In the study of Dπ scattering near the D∗ threshold, I developed HHChPT
with the complete set of isospin symmetry breaking and heavy quark spin-flavor
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symmetry breaking effects up to next-to-leading order. This is the first time the
full NLO HHChPT Lagrangian has been derived for the SU(2) flavor symmetry
case. I then reduce this theory to the XEFT with non-relativistic, perturbative
pions. Using this version of XEFT, I resummed the Dπ loops near D∗ threshold to
leading order in order to improve the accuracy of the extrapolation of the D-meson
mass spectrum to the physical point from lattice data, which show an unphysical
hierarchy in the pion mass being greater than D-D∗ mass splitting.
In the study of DD∗ scattering, I generalized the XEFT Lagrangian to describe
the X(3872) as either a real bound state, virtual bound state or resonance and
included XDD interaction terms. I considered the set of physical mass-splittings
that suggest the X is, at leading order, a DD∗ bound state, power counting accord-
ingly, and renormalized the DD∗ scattering amplitude to next-to-leading order by
resumming the DD∗ loop correction to the X propagator. After this resummation,
the X pole is shifted into the resonance region. I then used these results in the
B → DDπK decay to factorize the short-distance electroweak decay vertex from
the long-distance final state DDπ interactions, described in XEFT. I provided the
formulae to fit the line shape of X in the B → DDπK invariant mass spectrum as
a way to determine whether the X is best described as a real or virtual bound state
or resonance.
Both Dπ and DD∗ scattering involve threshold enhancement effects. In the EFT
language, these thresholds contain loop corrections that are the same order as tree-
level, and therefore must be resummed into a complete leading order result. This
technique is equivalent to solving the renormalization group equation to resum the
leading order large logarithms, which we used extensively in the previous chapter
on summing logs in perturbative QCD using SCET.
The efforts in this chapter studying hadronic interactions are directed toward de-
termining the structure of exotic hadrons, whether they are systems of > 3 quarks,
or pairings to two hadrons. However, the theoretical tools are bottom-up effective
theories, which allow for (and usually do not predict) fine-tunings among the pa-
rameters of the theory, and our observables so far are limited to a few scattering
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parameters: the quantum numbers and the invariant mass spectrum containing a
line shape. Ideally, we would perform experiments to probe the structure of these
states directly, just as we use deep inelastic scattering as a microscope to see into
the structure of the proton. To compensate the short lifetime of many of these
states, we could imagine a fixed-target experiment with a positron beam. In the lab
frame, the hadronic states of interest are created with relativistic momenta, allowing
them to propagate long enough to collide with another electron or nucleus in the
target, thus involving a high-energy scattering that would probe the short-distance
structure of the state.
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CHAPTER 4
Effective Field Theory for Electron Laser System
In this part, I first introduce the long-existing issue of electron radiation reaction
in a strong electromagnetic field, and then review progress made on this issue, par-
ticularly the semiclassical approach and its limitations. Then I present the effective
field theory approach to solving this problem, as well as other predictions that this
new effective field theory can make to connect to experimental observables.
4.1 Current Laser Experiments and Motivation to Develop an EFT for
the Electron-Laser System
I introduce motivations for constructing a new effective field theory for electrons
travelling in strong laser fields, driven by both applied and fundamental physics,
for facilities around the world to strive to build laser systems with ever higher
intensity. As we will see in the subsequent sections, the intensities of the laser fields
in current experiments already enter the domain where quantum processes affect
the electron dynamics in strong fields, and if new facilities can create still stronger
fields, a systematic quantum field theoretic framework to predict observables will
be a necessity.
4.1.1 Motivations from Applications and Fundamental Questions
To date, high-intensity laser experiments in the US mostly aim to develop new par-
ticle sources and to study plasma dynamics in strong fields. A typical experimental
setup is shown in Figure 4.1. The laser accelerates electrons out of a solid or gas
target. High momentum pe & 10 − 100MeV electrons may then be collided with
a second target, as depicted, to produce secondary particles such as neutrons or
high-energy photons. It may also be possible to tailor the structure of the first
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target to induce the electrons to emit high-energy photons during the acceleration
process. Lower energy electrons remain coupled to the plasma in the target, re-
sulting in nonlinear plasma dynamics that accelerate postively-charged ions in the
target to moderately relativistic momenta, from a few percent to several times the
ion mass. Whatever the originating dynamics, the high fluxes of high energy parti-
cles produced from laser-matter interactions are anticipated to be useful sources for
medical and imaging applications.
Figure 4.1: Cartoon of a laser-driven high-flux, high-energy particle source (Graphic
courtesy of B. M. Hegelich).
The fundamental physics questions originate in some of the earliest studies of
classical and quantum field theory, which the advent of high-intensity lasers now
provides an experimental tool to test. The primary questions relevant to our study
are:
1. Particle creation by strong classical fields. When the electrostatic potential
difference exceeds the mass gap, e∆V > 2me where e is the elementary charge, the
potential spontaneously emits particles (Klein (1929); Dunne (2009); Hegelich et al.
(2014)). The emission rate depends on the details of the potential but is always
nonzero when e∆V > 2me. This spontaneous particle creation was the first exam-
ple of a nonperturbative effect in quantum theory, because it requires solving the
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interaction with the potential to all orders, rather than expanding in a power series
in the coupling e.
Spontaneous particle creation in QED is the prototype to help understand phe-
nomena in other domains. In quantum chromodynamics, it is thought to help explain
the high multiplicity and thermalization of particles created in the early stages of
heavy ion collisions (Andersson et al. (1983); Kharzeev et al. (2007); Gelis (2014);
Gelis and Tanji (2016)). In gravity, the same physics underlies Hawking radiation
(Brout et al. (1995); Kim (2007)) and particle creation in the expanding universe
(Anderson and Mottola (2014b,a)), both predictions subject to ongoing investiga-
tion and debate. Magnetic fields of the corresponding strength are believed to exist
around neutron stars (Harding and Lai (2006)). Even with such broad impact and
long interest, particle production in strong classical fields has yet to be experimen-
tally verified.
2. Electron radiation dynamics in strong fields. According to Maxwell’s
equations, electrons radiate when accelerated by strong electromagnetic fields, and
conservation of momentum requires that they recoil from that radiation. How-
ever the recoil is not accounted for in the Lorentz force. This “radiation reac-
tion” problem can be perturbatively corrected by subtracting the lost momentum
from the Lorentz force (Abraham and Fo¨ppl (1905); Lorentz (1909); Dirac (1938);
Landau and Lifshitz (1975)), but even this solution is not complete: First, the per-
turbative approach breaks down in strong enough fields, when the momentum in
the classical radiation is comparable to the momentum in the radiating electron
(Hadad et al. (2010)). Second, the momentum absorbed by the electron is not re-
moved from the accelerating field. The second problem does not exist in quantum
theory, because we use Feynman’s Green’s function, which is the average of the
retarded and advanced functions thus communicating the momentum absorbed by
the electron back to the source of the field (Feynman (1966)). For this reason, ra-
diation reaction is always consistently incorporated in quantum theory, but is not
compatible with classical radiation theory, which uses only the retarded Green’s
function.
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On the other hand, in the same regime where the intensity of classical radiation
becomes large, high-energy quantized photon emission also becomes relevant. The
reason is that electrons are accelerated to high momentum pe ≫ me in less than
one wavelength, corresponding to the coherent absorption of many quanta from the
classical field. Thus, the now-relativistic electron may also re-radiate the momentum
into photons with energy much greater than the energy of a single quantum of the
classical field.
To describe the high-intensity laser-plasma experiments and push the applica-
tions to higher intensity, we need to describe long-wavelength (classical) particle
dynamics and radiation in a unified, consistent and systematic framework.
4.2 Current theory for electron dynamics in a laser field
In this part some basics of the dynamics of free electrons in a laser field is reviewed
(see also Eberly (1969)) and connections are made to recent studies. Results in
classical and quantum electrodynamics are treated separately.
4.2.1 Laser fields
A laser field is well-approximated by a plane wave, which means it has a lightcone
symmetry: The field strength tensor F µν only depends on a single lightcone co-
ordinate n¯ · x and satisfies n¯µF µν = 0, where n¯µ = (1, 0, 0,−1) is the lightcone
four-vector that was introduced above Eq. (2.24). As a consequence, the Lorentz
scalar and pseudoscalar constructed from the field tensor,
S(x) = 1
4
F µν(x)Fµν(x) = −1
2
[E2(x)−B2(x)] = 0 , (4.1)
P(x) = 1
8
F µν(x)ǫµναβF
αβ(x) = −~E · ~B(x) = 0 , (4.2)
both vanish identically, S = P = 0 for a plane wave. The vanishing of the pseu-
doscalar implies there will be no CP violation in the quantum theory.
To describe the corresponding vector potential, we choose to work in the Lorenz
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and tranverse gauge conditions,
∂ · Acl = 0, (4.3)
~∇ · ~Acl = 0. (4.4)
Decomposing into plane waves with only n¯ · x dependence, we have Aµcl(n¯ · x) =∑
ω e
−iωn¯·xAcl,ω, and therefore Eq.(4.3) implies
n¯ · Acl = 0. (4.5)
According to Eq.(4.4) we must also have
∂zA
z
cl = iωA
z
cl = 0, (4.6)
for all ω. Combining Eqs. (4.5) and (4.6), we find −iωA0cl = 0 for all ω, so that
Aµcl =
~A⊥(n¯ · x), which means that the laser potential can be written as the field
only depending on a perpendicular polarization vector and the single light-cone
coordinate n¯ · x.
For a laser pulse, we often parametrize the vector potential as
Aµcl(φ) =
~A⊥(φ) = ~ǫ |A(n · x)| cos(ωcln¯ · x), (4.7)
where ~ǫ is the transverse polarization vector and ωcl is the primary frequency, which
is typically in the infrared to optical range, ωcl ∼ 1 eV. |A(n · x)| is a slowly-varying
envelope function with the property
lim
|n¯·x|→∞
|A(n¯ · x)| → 0. (4.8)
It is common to discuss the laser field intensity using the parameter
a0 =
|e|√−A2cl
m
=
|e ~Ecl|
meωcl
(4.9)
= 6.0
√
I0[1020W/cm2]λ[µm] = 7.5
√
I0[1020W/cm2]/ωcl[eV ], (4.10)
with I0 = | ~Ecl|2 the peak intensity. Note that a0 is gauge and Lorentz invari-
ant (Heinzl and Ilderton (2009)). Many current laser facilities achieve intensities
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greater than 1022 W/cm2, which corresponds to a0 ≃ 60. The Texas Petawatt now
achieves > 1023 W/cm2 at its peak, corresponding to a0 ≃ 190. To describe these
experiments, we generally consider the range
a0 ≃ 10− 500≫ 1. (4.11)
4.2.2 Electron Classical Dynamics
Non-relativistic motion of a charged particle in a laser field is, at leading order in
the particle velocity, oscillation along the polarization axis of the laser. Relativistic
dynamics additionally involve drift in the laser propagation direction, non-dipole
effects such as the famous figure-eight trajectory seen in the drifting frame, and the
trajectory sharpening where the velocity component parallel to the laser polarization
reverses. Consequently, relativistic, laser-driven electrons also emit radiation at
harmonics of the laser frequency.
4.2.2.1 Basic Description without Radiation
Using this symmetry, the electron dynamics are easily solved from the action for
an electron in a planewave, which we shall need later in any case. We use x as the
electron coordinate, and write the classical action of the electron motion in the laser
field as,
Scl =
∫
d4x
(
me
γ
δ(3)(~x− ~x(τ))− Acl · j
)
, (4.12)
where γ = 1√
1−x˙2 , in natural units c = 1, τ is the proper time of the electron and j
µ
is the electron current, which in the classical limit has the form,
jµ = ex˙µδ(3)(~x− ~x(τ)), (4.13)
with the electron velocity x˙µ measured in the lab frame. As in the previous section,
we take the four-potential in the Lorenz gauge, in lightcone coordinates Aµcl(φ) =
(0, 0, ~A⊥(φ)).
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The classical Lagrangian describing the electron motion in the strong laser field
is
L = m
√
1− x˙2 − eA⊥x˙⊥, (4.14)
where ~A⊥ = (Ecl/ωcl)~ǫ⊥ cos(φ) and
x˙2 ≡ (n · x˙)(n¯ · x˙)− x˙2⊥. (4.15)
From Eq.(4.14), we derive the electron momentum in the light-cone coordinates:
δL
δn¯ · x˙ ≡ n · p = mn · x˙,
δL
δx˙⊥
≡ p⊥ = γm · x⊥ − eA⊥,
δL
δn · x˙ ≡ n¯ · p = mn¯ · x˙. (4.16)
The Euler-Lagrange equations give the Lorentz force, and for each light-cone direc-
tion the resulting equation of motion is
d
dτ
δL
δn¯ · x˙ −
δL
δn¯ · x =
d
dτ
n · p− x˙⊥ e∂A⊥
∂n¯ · x = 0,
d
dτ
δL
δn · x˙ −
δL
δn · x =
d
dτ
n¯ · p = 0,
d
dτ
δL
δx˙⊥
− δL
δx⊥
=
d
dτ
(m · x⊥ − eA⊥) = 0. (4.17)
With the boundary condition that τ → −∞, the electron is at rest P µe = (me,~0),
the solution to Eq.(4.17), written in lightcone coordinates, is
P µe =
(
(eA⊥)2
me
, me, eA⊥
)
∼ me(a20, 1, a0), (4.18)
which shows that the electron is highly relativistic when eA⊥ ≫ me since the mo-
mentum collinear to the direction the laser wave propagates scales as a20 ≫ 1.
Kinematically, the majority of real quantum radiation is smaller than this typical
electron momentum in the strong laser field.
In the classical context, a0 can be interpreted as the work done by the laser field
on an electron over one wavelength λcl = 2π/ωcl in units of the electron mass. When
a0 is of order 1, an electron at rest is accelerated to relativistic speed within one
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laser wavelength, and the dynamics become nonlinear with respect to the laser field
amplitude. For this reason, a0 is also called the classical nonlinearity parameter.
Another way of seeing this is to use Eq. (4.17) to show that an electron gains a drift
momentum ∝ a20 along the propagation direction of the laser field compared to a
transverse momentum ∝ a0. In the drifting frame, the classical trajectory forms a
figure-eight with transverse extension of order λcla0 and longitudinal extension of
λcla
2
0 indicating that the path departs from one-dimensional oscillation and becomes
when a0 & 1.
The classical action is obtained by substituting the momenta back into Eq. (4.12),
Scl = p · x+ Sp(n¯ · x)
Sp(n¯ · x) =
∫ n¯·x
−∞
(
2p · eAcl(n¯ · y)− e2A2cl(n¯ · y)
2n¯ · p
)
d(n¯ · y), (4.19)
where p · x is the free-particle action. In Appendix E.1, we obtain this by directly
solving the Hamilton-Jacobi equation (Landau and Lifshitz (1975)), and will play
an important role in the semiclassical description below.
More detail than a plane wave is needed to describe realistic laboratory produced
laser pulses which have a cross section that varies along the propagation axis. The
plane wave is a good approximation when the minimal focusing area (called spot size)
is large compared to central wavelength of the pulse. A more precise description
is provided by a Gaussian beam in the paraxial approximation with a Gaussian
transverse profile. For experimental purposes, the classical dynamics of electrons are
usually calculated by numerically solving the Lorentz equation or using a particle-in-
cell simulation code, which solves both the Lorentz force and the Maxwell’s equations
together on a grid.
4.2.2.2 Radiation Reaction Derivation
Radiation reaction is the problem in classical dynamics of writing down the equation
of motion for a charged particle (e.g. an electron) that accelerates and radiates in an
electromagnetic field F µν(x). The current best perturbative solution can be viewed
as a resummation from the point of quantum theory as we will explain below.
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The Lorentz force equation
m
duµ
dτ
= eF µνuν (4.20)
does not include effect of radiation and loss of energy/momentum by an accelerated
electron. Using the Larmor formula for the 4-momentum emitted per unit time by
an electron with instantaneous acceleration duµ/dτ ,
dP µrad
dτ
=
2
3
e2
duµ
dτ
duµ
dτ
uµ. (4.21)
Lorentz (1909) (in the nonrelativistic limit) and Abraham and Fo¨ppl (1905) rea-
soned there should be a ‘damping force’ due to the radiation,
F µrad =
2
3
e2
(
d2uµ
dτ 2
+
duν
dτ
duν
dτ
uµ
)
. (4.22)
provided a mathematical basis to obtain the radiation force F µrad by considering
a formal “self-field” for the electron, which allowed him to absorb the divergence
for a point-like electron into an (infinite) renormalization of the electron mass, see
also . At the end, Dirac justified what is now known as the Lorentz-Abraham-Dirac
(LAD) equation:
m
duµ
dτ
= eF µνuν +
2
3
e2
(
d2uµ
dτ 2
+
duν
dτ
duν
dτ
uµ
)
. (4.23)
The second derivative of the 4-velocity is problematic, and the LAD equation con-
tains unphysical solutions such as the ‘runaway’ solution with exponentially growing
electron acceleration (see Hartemann (2001); Rohrlich (2007)).
In the limit of small acceleration, where the radiation correction is small, one can
reduce the derivative order of the LAD equation by use of the leading-order equation
of motion, i.e. the Lorentz force equation. Precisely, if the typical wavelength λ
satisfies
λ≫ 1/me, (4.24)
and the typical strength F of the classical electromagnetic field satisfies
eF ≪ m2e, (4.25)
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Figure 4.2: Summing perturbative corrections by radiation to the electron trajectory.
then one may use
m
d2uµ
dτ 2
≃ d
dτ
(eF µνuν) (4.26)
to substitute into the LAD equation and obtain the Landau-Lifshitz (LL) equation
(Landau and Lifshitz (1975)):
m
duµ
dτ
= eF µνuν +
2
3
e2
[ e
m
(∂αF
µν)uαuν
− e
2
m2
F µνFανu
α +
e2
m2
(F ανuν)(Fαλu
λ)uµ
]
. (4.27)
Now, with vanishing external field, the acceleration of the electron also vanishes,
which is a crucial advantage of LL equation over LAD equation. The conditions
Eqs. (4.24) and (4.25) must always be satisfied in the electron’s instantaneous rest-
frame in this classical context so that quantum effects are negligible.
In fact, use of the leading-order equation of motion is self-consistent: a pertur-
bative expansion of the particle trajectory is implicit in the Larmor radiation rate
Eq. (4.21) which is derived from Maxwell’s equations taking the charged particle
trajectory to be known. From the point of view of quantized radiation, this proce-
dure corresponds to summing emissions along the leading order trajectory and using
the total radiated momentum to determine the next-to-leading order trajectory, as
depicted in Fig. 4.2.
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4.2.3 Quantum Dynamics
The current theory for quantum processes by electrons in strong laser fields is based
on the study of spontaneous particle creation. I review the methods in their original
context of spontaneous particle creation and critically examine their applicability to
laser experiments. In particular, I highlight their limitations in describing dynamics
of real electrons and photons, rather than dynamics of long-wavelength classical
fields with no quantized particles present.
4.2.3.1 Spontaneous pair creation
Just using dimensional analysis, we can see that the electric field scale |e ~E| ∼
m2e should arise in the study of strong electromagnetic fields in QED. After the
calculation by Euler and Kockel (1935) of effective light-by-light scattering due to
an electron loop (first diagram in the series in Fig. 4.3), Heisenberg and Euler (1936)
obtained the first top-down effective field theory studying low-energy ω ≪ me light-
light interactions. The Heisenberg-Euler effective potential can be expanded in a
power series
Veff ≃ α
90π
e2
m4e
(
( ~B2 − ~E2)2 + 7( ~E · ~B)2
)
+
α
315π2
e4
m8e
(
2( ~E2 − ~B2)3 + 13( ~E · ~B)2( ~E2 − ~B2)
)
+ ..., (4.28)
with each order suppressed by inverse powers of the field scale m2e/e. The combi-
nations of electric and magnetic fields that appear are the scalar and pseudoscalar
Lorentz-invariants constructed from the field strength tensor, Since P is a pseu-
doscalar and parity is conserved in QED, the effective potential actually only de-
pends on P2. This power series is represented by diagrams in Fig. 4.3, also showing
the intermediate electron loop that has been integrated out.
Clearly the power series Eq. (4.28) fails to converge as |e ~E| → m2e. This
breakdown signals the onset of nonperturbative physics (Dunne and Hall (1999);
Labun and Rafelski (2010)). To see what dynamics it suggests, we consider that
in a constant and homogeneous electric field the electrostatic potential difference
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Figure 4.3: Diagrams in the expansion of Heisenberg-Euler effective potential.
is 2me over a length ∆z = 2me/|e ~E|. Using the picture of quantum mechanical
barrier scattering, the mass gap 2me between positive and negative frequency states
implies a classically forbidden region with width ∆z in which the wavefunction of
the electron decays exponentially. The decay length is proportional to the energy
of the state and so is maximized for an electron at rest ∼ 1/me. Tunneling through
the barrier is therefore exponentially suppressed ∼ e−m∆z = e−
2m2e
|e ~E| . The exponent
exhibits what has become known as the critical field
Ec =
m2ec
3
e~
= 1.32× 1018 V/m (4.29)
which sets the scale for pair production to become an order 1 effect and also estimates
the breakdown scale as we will see shortly.
Heisenberg and Euler (1936) obtained their effective potential by solving the
leading order equation of motion, the Dirac equation, in the presence of a classical
potential
(i/∂ − e /Acl(x)−m)ψ(x) = 0. (4.30)
Their procedure was shown to be equivalent to integrating out electrons in the
path integral by Schwinger (1951). This also demonstrates its relation to other
examples of integrating out degrees of freedom to obtain an effective theory, such as
soft-collinear effective theory and heavy quark effective theory. Incorporating the
classical potential Aµcl(x) into the solution of the Dirac equation assumes that the
potential varies slowly relative to the dynamics of the quantized electron. This is
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the semiclassical condition
∂V (x)
V (x)
≪ ∂ψ(x)
ψ(x)
⇔ kµcl ≪ pµe , (4.31)
which, expanding each field in Fourier modes, is equivalent to the wavelength of the
“classical” modes being much larger than the wavelength of the quantized modes.
Equation (4.31) is a necessary condition to apply to the semiclassical approxi-
mation. The semiclassical approximation is applied in cases that the potential is
leading order. In contrast, recall that standard perturbation theory assumes the
particle is free at leading order and interactions are suppressed by a small coupling.
The solutions of Eq. (4.30) often display non-polynomial dependence on eAcl, though
they can be expanded in powers of eAcl. For a plane-wave potential (discussed in the
next section), the first terms in the expansions are explicitly verified to agree with a
perturbative calculation of the electron scattering from the potential (Lavelle et al.
(2013)).
The approach by Schwinger (1951) also allowed the calculation of an imaginary
part of the effective potential,
ImVeff =
α
2π2
| ~E|2
∞∑
N=1
1
N2
e−NπEc/|
~E|. (4.32)
Veff is complex due to the particle creation dynamics; to create the electric field we
must do work to separate charges to z → ±∞ and the field decays by converting its
energy into electron-positron pairs. The imaginary part limits the radius of conver-
gence of the power series Eq. (4.28) and ensures that the series is only asymptotic.
As seen in the power series expansion, the physics of this field scale leads to a
breakdown of the low-energy theory. From the EFT point of view, this breakdown
is because low-energy fields produce high-energy radiation of order the cutoff scale
me, i.e. electron-positron pairs. To show that the theory breaks down at | ~E| ∼ Ec
rather than α−1Ec (due to the small coupling), we note the timescale for convert-
ing electric field energy to particle rest mass becomes ∼ (αme)−1 at | ~E| ∼ 5Ec
(Labun and Rafelski (2009)), meaning that the classical potential is changing as
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fast the electron can react. This invalidates the semiclassical approximation solu-
tion using to integrate out electron dynamics.
4.2.3.2 Semiclassical description of electrons in laser fields
The semiclassical description of electrons in laser fields is obtained by a similar pro-
cedure. One solves the Dirac equation Eq. (4.30) with Aµ(x) the four potential of a
light-like field. The solution follows from the fact that the classical action Eq. (4.12)
for an electron in a plane-wave field can be solved exactly. Let pµ and σ0/2 = ±1/2
be electron four-momentum and spin at n¯ · x → −∞ and with Aµ(−∞) = 0 the
positive energy solution is given by (Berestetskii et al. (1982); Volkov (1935))
Ψp,σ(x) =
[
1 +
/¯ne /Acl
2n¯ · p
]
e−ipx−iSp
up,σ√
2V p0
, (4.33)
where Aµcl is the classical plane wave potential and up,σ is a positive-energy free
spinor ((/p − m)up = 0). The quantization volume V , and the zero-component of
the four-momentum p0 are standard factors for the normalization. Sp(φ) = Sp(n¯ ·x)
is the plane wave-field-dependent piece of the classical action, given in Eq. (4.19).
The Volkov state for a positron is given by pµ → −pµ and σ → −σ in Eq. (4.33)
replacing all but the energy in the square root, where the Dirac spinor is replaced
with corresponding antiparticle spinor up → vp. The solutions are orthogonal and
complete on t-level sets (Ritus (1985); Zakowicz (2005); Boca and Florescu (2010)).
The completeness of the wavefunctions Eq. (4.33) allows one to construct an
S-matrix, with the electron or positron states defined asymptotically x → ±∞
where the laser field and perturbative interactions are turned off. This is known
as the Furry picture (Furry (1951)) with Ψ quantized with respect to the classical
background plane-wave field, and procedurely involves replacing free states and free
propagators in QED amplitude calculations with Volkov states and Volkov propa-
gators (see Ritus (1985)).
In QED, the parameter a0 can be viewed as the work done by the laser field over
the typical QED length scale 1
m
≈ 3.9×10−11cm in units of laser photon energy ωcl.
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This implies that for a0 & 1 multiphoton interactions become significant and the
laser field should be incorporated to all orders in eAcl (Ritus (1985)).
The probability density dP/dV dt of a quantum process can involve only gauge-
and Lorentz-invariant quantities and is thus a function of only the two parameters
a0 and
χ2 =
1
m4
pµeF
µνeFνλp
λ = p · Plaser (4.34)
the Lorentz invariant presenting the center of mass energy in the collision between
the electron and the classical field (the momentum density of the classical laser field
is multiplied by the Compton volume of the electron 1/m3e to form a momentum).
The limit χ/me → 1 implies the electric field seen by the electron in its rest frame
is equal to the critical field Eq. (4.29). Generalizing from the plane wave case, the
field invariants Eqs. (4.1) and (4.2) can also appear. Both S,P are zero for plane
waves. When
|S(x)|, |P(x)| ≪ min(1, χ2(x))F 2cr (4.35)
the probability density of a process dP/dV dt is well-approximated by the plane-wave
background result.
Defining and calculating a perturbative S-matrix in this way makes at least two
key assumptions:
I. The classical potential Aµcl(x) is known for all x
µ.
II. Only a few discrete events occur between t → −∞ and t → +∞, such as one
or two photon emission or a single pair emission event. The remainder of the
dynamics is elastic.
The first limits semiclassical calculation to low density plasmas, where there is in-
sufficient charge density to significantly modify the classical fields from the (approx-
imately) known input laser field. The second is both technical and subtle. On the
one hand, it can be addressed by brute force calculation of higher and higher order
diagrams. On the other hand, electrons radiate classically in the field throughout
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their interaction with the laser field, including during any high-energy photon emis-
sion. It is currently an open question how much this low-energy radiation modifies
the probability of any quantized process. My work goes some way to answering this
question, as discussed below.
Despite these limitations, one can learn from calculations in semiclassical theory,
and I summarize a few relevant results here. Emission processes have been studied
at tree-level, without loop corrections. The two-loop (order α2) diagrams for self-
energy and photon polarization tensor have been studied (Ritus (1985)); however,
the vertex correction for photon emission has only been calculated at one-loop order,
and its divergent piece was not extracted.
At leading order, the semiclassical approach reproduces properties of QED
perturbation theory. Low-energy radiative corrections factorize and exponen-
tiate, ensuring that rates for hard processes are well-defined in terms of
the usual (perturbatively-defined) asymptotic particle states (Dinu et al. (2012);
Ilderton and Torgrimsson (2013)). The low-energy, low-intensity limit of the pho-
ton emission probabilities agree with the classical limit (Ritus (1985)). Addition-
ally, the Ward-Takahashi identity, ensuring gauge invariance of amplitudes involv-
ing electron loops constructed from Volkov states, holds (Meuren et al. (2013)), and
the optical theorem was verified for the one-loop polarization function for photons
(Meuren et al. (2015b)). These results, including the analysis of the propagator
(Lavelle et al. (2013)), arise from the fact that the Volkov solution Eq. (4.33) is a
Wilson line, as we will show below.
Many articles have predicted phenomenological signatures of high-energy pho-
ton emission and pair production. In a monochromatic plane-wave field, momentum
conservation requires that an electron can only radiate photons in integer multiples
of the plane-wave wave vector, kµout = Nk
µ
laser. N = 1 corresponds to perturba-
tive Compton scattering, and N > 1 is often called non-linear Compton scatter-
ing because it requires absorbing N quanta from the classical field and becomes
more probable as the laser a0 ≫ 1. Many studies focus on the kinematical conse-
quences of short (few cycle) laser pulses, which broadens the momentum distribution
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of photons for the electron absorb (Heinzl et al. (2010b); Di Piazza et al. (2010);
Seipt and Kampfer (2011); Mackenroth and Di Piazza (2011); Seipt and Kampfer
(2012); Harvey et al. (2012); Mackenroth and Di Piazza (2013)). Pair conver-
sion by photons and pair emission by electrons propagating in the field has
been studied under similar conditions (Meuren et al. (2015b); Heinzl et al. (2010a);
Ilderton (2011); Titov et al. (2012); King and Ruhl (2013); Nousch et al. (2012);
Meuren et al. (2015a); Jansen, Martin J. A. and Mu¨ller, Carsten (2016)). Even the
effective neutrino-photon coupling has received attention (Shaisultanov (1998, 2000);
Gies and Shaisultanov (2000b,a); Meuren et al. (2015c)).
One phenomenologically important fact is that for a0 ≫ 1 pair creation
in a plane-wave field is well-approximated by the convolving the local constant
crossed-field probability of creation with the classical dynamics of the electrons
(Meuren et al. (2016)). This property is particularly important for constructing
a systematic quantum theory; if it were not true, we would have to worry about
the length scale over which non-local correlations in the field could impact short-
wavelength (quantum) dynamics.
4.2.4 Beyond Current Theories
In the semiclassical study of spontaneous pair creation, there are two momentum
scales: the frequency of the classical field and the mass of the electron. The semiclas-
sical condition Eq. (4.31) is the statement that these momentum scales are widely
separated. Physically, the electron is a heavy particle, and its point-like fluctuations
can be integrated out.
In contrast, processes involving real photons or electrons in the classical field
involve at least one additional momentum scale, the momentum of the particle.
For photons with momentum k ≪ me, electrons are again heavy and can be inte-
grated out. The Heisenberg-Euler effective potential suffices for this case. Photons
with momentum k ∼ me and low-momentum electrons however resolve fluctuations
around the scale me and a full quantum theory with dynamical electron and photon
degrees of freedom is necessary.
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Figure 4.4: One loop correction to the electron-photon vertex. The double line
indicates the semiclassical propagator incorporating the classical potential to all
orders. Details of the calculation will be presented elsewhere.
The case of greatest interest phenomenologically is photons and electrons with
momentum k, p≫ me, as arise in the final state of a typical acceleration experiment.
In this case, there is a large hierachy of momentum scales
E + pz ≫ |eAµcl| ≫ me ≫ ωcl. (4.36)
Current high intensity laser systems on which the next experiments will be conducted
have
a0 =
|eAµcl|
me
∼ 10− 350 (4.37)
at the peak intensity of the laser pulse.
This hierachical separation of momentum scales is important to account for,
because perturbation theory introduces large logarithms of ratios of these scales.
Although the coupling constant is small for QED, a widely-separated hierachy, such
as E + pz ∼ 103me ∼ 106ωcl can compensate. As an example, we consider the
radiative corrections to the rate of photon emission. The largest difference between
the leading-order (LO) and next-to-leading order (NLO) rates is a double logarithm
involving the scales seen in Eq. (4.36), and we can estimate its size using the vacuum
result,
δΓ(e→ eγ) = |ΓNLO − ΓLO| ≃−q2≫m2e
α
2π
ln
−q2
m2
ln
−q2
E2d
, (4.38)
where −q2 = −(p − p′)2 is the squared 4-momentum change by the electron. The
coefficient is checked by evaluating the one-loop correction to the electron-photon
vertex shown in Fig. 4.4, with the laser field included to all orders by using the
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semiclassical propagator for the electron. The momentum scale Ed is the energy
resolution of a detector and is an infrared scale distinguishing radiation from the
electron (Peskin and Schroeder (1995)); in other words it measures the precision
to which the electron momentum can be known. Here Ed is set by the classical
radiation, which having ωcl.rad. ≪ me is very low momentum relative to the photon.
We therefore estimate this scale from the cyclotron frequency of the electron in the
laser field ωcl.rad. ∼ ωcyc = |e ~B|/p. This can be written Lorentz invariantly by going
to the instantaneous rest frame of the electron, where the field strength is | ~B′| and
Ed ∼ ωcyc = |e
~B′|
me
= χ, (4.39)
with χ defined above in Eq. (4.34).
For an electron with & 50 MeV energy co-propagating with the laser, the field
in its rest frame is reduced by the Lorentz factor, and χ ∼ 10−6. Then Eq. (4.38)
implies that the emission probability for a photon with similar energy kµ ∼ 50
MeV is corrected by nearly 50%. For a moderate energy photon kµ ∼ me, the
first logarithm in Eq. (4.38) is replaced by a number of order 1, and the correction
is 2-5%, depending on the electron momentum. Note that this is equal or larger
than corrections implied by classical models of radiation reaction-corrected dynamics
(Hadad et al. (2010)).
The reason for the magnitude of these corrections is easy to understand from the
total radiation rate for an electron propagating in a strong field. The total rate is
the imaginary part of the O(α) electon self-energy using a semiclassical propagator,
the diagram in Figure 4.5. We work in the quasi-constant field approximation,
meaning that our result includes radiation from photon modes k ≫ ωcl. Details of
the calculation are given in Appendix E.3. The result is
ΓLO(e→ eγ) = −1
π
Im tr Σ(p− eAcl)
= me
(
me
χ
)2/3
4α
π
∫ 1
0
dx
x(1− 1
3
x)
(1− x)5/3 Ai
(
xm
2/3
e
(1− x)2/3χ2/3
)
, (4.40)
where Ai(z) is the Airy function. In our calculation, gauge invariance is preserved
throughout, and the result depends only on the covariant combination p− eA.
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Figure 4.5: Diagram for single-photon emission in a classical laser potential. The
double line indicates the semiclassical propagator incorporating the classical poten-
tial to all orders. The vertical dashed line is the cut, corresponding to taking the
imaginary part. Without the cut, the real part gives the self-energy correction for
the electron.
As the imaginary part of the self-energy, the radiation rate Eq. (4.40) presents
the inverse of the lifetime of a state with momentum p− eAcl. In other words, the
number of electrons initially with momentum p decays with time as (Hegelich et al.
(2016))
Ne(p, t) ∼ e−t/τrad, τrad = 1
Γ
(
e(p)→ e(p′)γ) , (4.41)
with τrad plotted as a function of χ in Fig. 4.6. Seeing that the lifetime is smaller
than one period of an optical laser pulse, it is consistent to use the quasi-constant
field approximation. We conclude that quantized radiation significantly affects the
trajectory of the particle during its interaction. This is a quantitative demonstra-
tion of radiation reaction. For this reason, a framework is needed to incorporate
radiative corrections to the tree-level semiclassical calculations and implement them
in simulations.
4.3 Processes and Observables for Electrons in Strong Laser Fields
We wish describe the interaction between strong laser fields and electrons with
effective field theory methods. Before discussing our effective theory, we must take
a close look at the experimental conditions and possible observables. This will
provide the basis for an appropriate power counting and beginning construction of
relevant observables.
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Figure 4.6: Characteristic timescale for a momentum state to decay by radiation of
a single photon Eq. (4.41). τrad depends on the initial momentum of the electron
through the Lorentz invariant χ Eq. (4.34). (From Hegelich et al. (2016))
4.3.1 Global picture of dynamics in experiment
Fig. 4.1 shows a typical laser experiment. Point A leads back to the source of the
laser pulse. After being focused and amplified, the laser pulse hits the gas or solid
target, and it starts to ionize the target before reaching its peak. When the peak
arrives, the large ponderomotive potential drives electrons through the ion matrix
and out the rear of the target. Recall that a0 gives the work done by the laser field
on an electron in one wavelength in units of electron mass. Conversely, the electron
will typically have a 3-momentum |~p| ∼ me within λcl/a0, where λcl = 2πωcl ∼ 1µm
is the wavelength of the laser field. Thus the electron is relativistic in time and
distance much smaller than the length scale of the variation of the classical field.
By the time laser pulse reaches its peak, the target is fully ionized, since eAcl is
much larger than the ionization energy 10 eV. The classical electromagnetic fields
and particle densities (at long-wavelength) evolve on the timescale of the plasma
frequency of the target, which we estimate using a standard picture. The spatial
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derivative of the restoring force inside of the plasma can be written as
∂F
∂x
≡ k = e~∇ · ~E, (4.42)
where k is the restoring coefficient, and ~E is the electric field arising from the
separation of the charges, and satisfies
~∇ · ~E = ene, (4.43)
where ne is the free charge particle density, equal to the electron density. Plugging
Eq.(4.43) into Eq.(4.42), we have
k = e2ne = meω
2
p ⇒ ω2p =
e2ne
me
, (4.44)
where ωpl is the plasma frequency. From the plasma frequency we define the critical
density
ncr =
meω
2
laser
e2
, (4.45)
which is the threshold density above which the laser wave can propagate freely in
the plasma. When the electrons in the plasma become relativistic, we can replace
me → γme, and the plasma frequency squared and therefore also ncr is reduced by
γ. This phenomenon is known as “relativistic transparency” and means a portion
of the laser pulse can pass through the target only slightly perturbed to continue to
accelerate the electrons before they reach to the detector.
The key points of this phenomenology are that: (1) electrons transition from
nonrelativistic to relativistic momentum states throughout the laser-plasma inter-
action, and (2) the laser field can pass through the target, suggesting that the field
seen by high-energy electrons approximates a plane wave to the precision required
by Eq. (4.35).
We want to describe the high-energy radiation from this laser-plasma interaction
systematically, which means we must take into account what quantities are actu-
ally measured. Current experiments typically observe the particle spectrum only in
a relatively narrow region in phase space: for example, high-energy particle spec-
trometers have a small angular acceptance (less than a few milliradians from beam
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direction) despite having large range in one momentum component along the beam
direction. As is well-developed for hadron collisions, the theory should be adapted
to the observables.
One experiment so far has provided proof-of-principle that high-energy particle
detectors are useful to diagnose laser-particle interactions. The SLAC E-144 ex-
periment successfully collided the linear accelerator’s 40 GeV electron beam with a
moderate intensity laser (I ≃ 1019 W/cm2). They detected nonlinear Compton scat-
tering Nγ + e→ γ + e and pair production, achieving agreement with semiclassical
predictions in the semi-perturbative regime N < 10, where the strong classical field
is not yet dominant Bula et al. (1996); Burke et al. (1997); Bamber et al. (1999).
4.4 Constructing Effective Field Theory for Electron-Laser System
In this section, I construct the effective field theory in the standard procedure.1 First
I separate the physical scales in the process, and locate the necessary degrees of free-
dom and the corresponding symmetries. Then I construct the effective Lagrangian
according to the symmetry and match it onto the underlying theory, namely QED
with a classical potential. After this, I prove the non-perturbative part in final
cross-section is universal and compute its evolution with increasing energy. Finally,
I give the prediction of wide photon emission in this process, and some prospectives
of this effective field theory in future.
We focus on experimental conditions such that a (focused) laser pulse interacts
with a low-density electron gas. Here low density means vanishing chemical poten-
tial; both plasma dynamics and classical radiation may modify the laser field and
are incorporated into the nonperturbative classical radiation function, as we will
show.
1This section is based on unpublished work with L. Labun.
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4.4.1 Separation of Scales
First we estimate the electron final momentum achieved in the strong laser acceler-
ation experiments. As we saw above, solving the classical motion in a plane-wave
field shows that an electron starting from rest at t→ −∞ has 4-momentum
P µe =
(
(eA⊥)2
me
, me, eA⊥
)
. (4.46)
We shall see below this momentum appears as a large phase in the wave functions
of the electrons dressed by the potential. It also corresponds to the phenomeno-
logical observation of highly relativistic electrons exiting approximately collinear to
the laser pulse, that is P (final) ∼ Pe of Eq. (4.46). Initially the electrons are ap-
proximately at rest in the lab frame, with 4-momentum ∼ me. We will discuss the
applicability of our theory to other kinematics after demonstrating on this example.
For the typical acceleration kinematics therefore, the experiments are summa-
rized by a hierarchy of scales
p
(final)
+ ≫ |eAµcl| ∼ p(final)⊥ ≫ me ∼ p(initial) ≫ a0ωlaser ≫ ωlaser. (4.47)
If we choose our expansion parameter to be λ ∼ 1/a0, then the three highest mo-
mentum scales are each separated by a power of λ:
me ∼ λ|eAcl| ∼ λ2p(final)+ . (4.48)
As described above, the laser frequency is typically about 1 eV∼ 10−6me, which
for λ ∼ 1/a0 ∼ 1/100 implies ωlaser ∼ λ3me in this power counting. However,
differences between the momentum scales below me will not enter our discussion,
and for concreteness we will consider all these scales to be of order λ4p+. This
power counting is conservative but sufficient to show how ultrasoft corrections do
not influence the quantum dynamics we calculate corrections to.
4.4.2 Electron-Laser Effective Lagrangian
After separating the scales in the dynamics of the electron travelling and radiating in
a strong plane-wave field, we can fix the corresponding degrees of freedom at each of
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the scale. We have light-like electrons, which are accelerated to be ultra-relativistic
and called ‘collinear’ electrons, as they travel collinear to the laser beam direction.
Collinear electron momentum scales as Pc ∼ (1, λ2, λ)Q, where Q = n · p = (eA⊥)2me
is the largest scale in our theory, and λQ ≃ (eA⊥) is the second largest scale. We
remove both scales from this theory by integrating them out from the full theory
Lagrangian.
We have ‘soft’ electrons, referring to electrons with low momentum before being
accelerated to become light-like particles. The momentum of soft electrons scales
as Ps ∼ (λ2, λ2, λ2)Q, and their Lagrangian can be obtained by integrating out
the background dressing of the classical field, which is expected to be pure QED
Lagrangian.
We separate photons into soft and collinear modes, corresponding to the re-
spective electrons, and having the same momentum scalings as soft and collinear
electrons. Both types of photons enter the electron Lagrangians via the interaction
terms preserving the gauge symmetry. We derive the photon kinetic term in the
same way we derive the kinetic term for gauge bosons in the SCET Lagrangian.
Lastly we verify another essential symmetry besides gauge symmetry which is
required of this EFT – the reparametrization invariance.
4.4.2.1 Collinear Electron Lagrangian
In this part we derive the effective Lagrangian for collinear electrons. The full theory
Lagrangian is,
L = ψ¯(iD/ − eA6 cl −m)ψ, (4.49)
where Dµ is the covariant derivative, Acl is the classical potential field, and m is the
electron mass.
We treat the classical field Aµcl as a non-dynamical field, in which we include
both the driving laser and the coherent ultrasoft radiation with energy of the same
order as the laser frequency, ωcl, emitted by the accelerating electron. Based on this
simplification, we solve the equation of motion to this Lagrangian by introducing a
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Wilson line
W clP ≡ e−iSP+
/n
2
e /Acl
in¯·P , (4.50)
where SP (n¯ · x) is field-dependent part of the classical action of an electron in a
classical potential traveling from −∞ to x,
Scl(n¯ · x) =
∫ x
−∞
dn¯ · x′ 2P · eAcl(x
′)− (eAcl)2(x′)
2n¯ · P , (4.51)
and P is the electron momentum which we identify at −∞ when the laser is shut
off. W clP satisfies the Wilson line (operator) equation of motion:
(i/∂ − e /Acl)W clP = 0 . (4.52)
The solution to the equation of motion in the full theory is given by attaching this
Wilson line to the ordinary planewave solutions of QED,
ψ(x) =
∑
P
e−iScl+
n¯/
2
eA6 cl
n¯·P e−iPxuP =
∑
P
W clP (x)e
−iPxuP , (4.53)
where uP is a Dirac spinor, satisfying
(/P −m)uP = 0, (4.54)
and the plane-wave phase e−iPx is brought in by Fourier transformation of uP in po-
sition space. Combining Eq. (4.52) with Eq. (4.54), one sees we are using the Volkov
solutions Eq. (4.33) to incorporate the leading order dynamics of the potential, and
we will improve on the semiclassical approach by implementing our power counting
to obtain a systematic expansion and develop perturbation theory.
For collinear electrons, the momentum along the laser beam direction n · P and
the transverse momentum P⊥ are at the same scale as the classical-field dressing,
P⊥ ∼ eAcl ∼ λ, n · P ∼ 2P⊥ · eAcl − (eAcl)
2
n¯ · P ∼ λ
0, (4.55)
which must be integrated out in the EFT. Because Acl(x) is a slowly-varying back-
ground field with frequency ωcl, we expand Acl(x) as
Acl(x) = Acl(0) + x · d
dx
Acl
∣∣∣∣
x=0
+ . . . , (4.56)
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where dAcl
dx
∣∣
x=0
is at order of ωlaser · Acl ∼ λ4Acl. Replacing P with the covariant
derivative D in the classical action SP (x), we define the leading order part of Scl(x)
as Kˆ,
SL.O.P (x) =
(
1
in¯ ·D {eA
µ
cl, iD
µ} − (eAcl)
2
in¯ ·D
)
n¯ · x
2
=
(
{eAµcl, iDµ⊥}
1
in¯ ·D −
(eAcl)
2
in¯ ·D
)
n¯ · x
2
≡ Kˆ n¯ · x
2
. (4.57)
We can rewrite Scl(x) as
SP (x) =
1
2
Kˆn¯ · x+ lnYp(x), (4.58)
where Yp(x) is the Wilson line containing the ultra-soft contribution from the back-
ground and is defined as
lnYp(x) = −i
∫ x
−∞
d(n¯ · x)
2
2(x′ · ∂)eAµclDµ − (x′ · ∂)|Acl|2
n¯ ·D +O(∂
2Acl). (4.59)
Decomposing the plane wave phase e−iPx into
e−iPx = e−iPLxe−iPrx, (4.60)
where PL scales as (1, 0, λ)Q and Pr is the residual momentum and scales as
(λ2, λ2, λ2)Q. Plugging the classical solution ψ and ψ¯ into the full theory Lagrangian
with the reduced Scl(x) we have
L =
∑
P,P ′
u¯P ′e
iP ′L·xeiP
′
rxY †P ′e
i
2
Kˆ†n¯·x
(
iD/ − /¯n
2
{
eA6 cl
in¯ ·D, iD/⊥
}
+
/¯n
2
(eAcl)
2
in¯ ·D −mδPP ′
)
e−
i
2
Kˆn¯·xYP e−iPL·xe−iPrxuP . (4.61)
The † on Kˆ is a convention to indicate the derivative operators inside act to the left.
We define PL as the ‘label momentum’, corresponding to discretizing momentum
space into bins each labeled by a distinct PL, and Pr as the residual momentum a
continuous variable correcting the value of the label momentum inside of each bin.
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Thus Fourier transformation for a QED spinor becomes
ψQED =
∫
d4P
(2π)4
e−iPxuP
=
∑
PL
e−iPLx
(∫
d4Pr
(2π)4
e−iPrxuPr
)
, (4.62)
which means in order to sum all over all momenta, we must first sum the label
momentum discretely over all bins, and then integrate over the continuous residual
momentum inside each bin. As a result, the sum over momenta in the Lagrangian
becomes ∑
P ′P
→
∑
P ′LPL
∫
d4P ′r
(2π)4
d4Pr
(2π)4
. (4.63)
Next we need to separate the collinear and soft photons in the covariant deriva-
tive. We rewrite the covariant derivative as
iDµ = i∂µ − eAµc − eAµs , (4.64)
where Aµs stands for soft photons and A
µ
c stands for collinear photons. We introduce
the Wilson lines for collinear photons
Wn(x) = exp
(
−i
∫ x
−∞
eAc · nds
)
,
Wn¯(x) = exp
(
−i
∫ x
−∞
eAc · n¯ds
)
,
W⊥(x) = exp
(
−i
∫ x
−∞
eAc · ads
)
, (4.65)
where aµ is the unit polarization vector for the background,
aµ =
eAµcl
|eAµcl|
. (4.66)
The equations of motion for the collinear Wilson lines are
in¯ ·DcWn¯ = (in¯ · ∂ − en¯ · Ac)Wn¯ = 0,
a · iDc⊥W⊥ = (a · i∂⊥ − ea · Ac⊥)W⊥ = 0, (4.67)
275
which induce,
Wn¯
1
in¯ · ∂W
†
n¯ =
1
in¯ ·Dc , [in¯ ·Dc,Wn¯] = 0,
W⊥
1
ia · ∂⊥W
†
⊥ =
1
ia ·Dc⊥ , [iDc⊥,W⊥] = 0. (4.68)
We also introduce Wilson lines for soft photons,
Sn¯ = exp
(
−i
∫ x
−∞
en¯ · Asds
)
, (4.69)
S⊥ = exp
(
−i
∫ x
−∞
ea · As ds
)
, (4.70)
with
in¯ ·DsSn¯ = (in¯ · ∂ − en¯ ·As)Sn¯ = 0, (4.71)
which gives
Sn¯
1
in¯ · ∂S
†
n¯ =
1
in¯ ·Ds , (4.72)
and
S†n¯i /DSn¯ = S
†
n¯(i /Dc − e /As)Sn¯ = i /Dc. (4.73)
As we are in QED with an Abelian gauge group, different types of Wilson lines
commute with each other and the collinear derviatives are not acting on the soft
phase that the only non-trivial commutators are
[W †n¯, iD
µ
⊥] =
(
− ∂
µ
⊥
n¯ · ∂ en¯ ·Ac
)
W †n¯, (4.74)
[iDµ⊥,Wn¯] =Wn¯
(
∂µ⊥
n¯ · ∂ en¯ · Ac
)
, (4.75)
and
[W †n¯, iD
µ
⊥]
† = [W †n¯, iD
µ
⊥]. (4.76)
Following the above rules, we are able to remove the covariant derivatives from the
classical Wilson line
Kˆ = Sn¯Wn¯W⊥KˆcW
†
⊥W
†
n¯S
†
n¯, (4.77)
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with
Kˆc = −(eAcl)
2
in¯ · ∂ +
1
in¯ · ∂ 2eAcl · i∂ − eA
2
clW
†
⊥
[
1
in¯ · ∂ ,W⊥
]
+
2eAµcl
in¯ · ∂ [W
†
n¯, i∂
µ
⊥]Wn¯
+W †⊥
[
1
in¯ · ∂ ,W⊥
]
2eAcl · i∂ +W †⊥
[
1
in¯ · ∂ ,W⊥
]
2eAµcl[W
†
n¯, i∂
µ
⊥]Wn¯ + ..., (4.78)
where the ... stands for terms that are higher order in λ because they involve soft
photon fields. Now we have the lagrangian in the form
L =
∑
PLP
′
L
∫
dP ′dP u¯P ′eiP
′
rxeiP
′
LxY †P ′Sn¯Wn¯W⊥e
i
2
Kˆ†c n¯·xW †⊥W
†
n¯S
†
n¯
× [i /D − n/
2
{
eA6 cl
in¯ ·D, iD/⊥
}
+
n/
2
(eAcl)
2
in¯ ·D −m
]
× Sn¯Wn¯W⊥e− i2 Kˆcn¯·xW †⊥W †n¯S†n¯YPe−iPLxe−iPrxuP . (4.79)
The coupling to the ultra-soft and soft photons can be removed from the collinear
electron lagrangian at this point with a BPS phase redefinition of collinear photon
field
Ac = Sn¯YP ′A
(0)
c Y
†
PS
†
n¯, (4.80)
and electron fields
uP = Sn¯u
(0)
P , u¯P ′ = u¯
(0)
P ′ S
†
n¯, (4.81)
using also the fact that
YP (x)Y
†
P (x) = YP ′(x)
†YP ′(x) = S
†
n¯(x)Sn¯(x) = 1. (4.82)
(The original substitution of the W clP Wilson lines already accomplished the analo-
gous separation of the Acl potential from the spinors.)
Using the commutator identities Eqs.(4.74), (4.75) and (4.76), interactions with
n¯- and ⊥-direction collinear photons are moved into commutators of Wilson lines
and derivatives. This step is just a book-keeping to track of all the interaction
terms. It is now easier to show that passing the large phases Kˆc, PL through the
derivatives cancels all leading-order in λ terms involving Acl combined with covariant
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derivatives. Thus we obtain
L =
∑
PLP
′
L
∫
dP ′dP u¯(0)P ′ e
iP ′rxWn¯W⊥ei(P
′
L−PL)x+ i2 (K†−K)n¯·x
(
in¯ · ∂n/
2
+ in ·Dn/
2
+ i /D
′
⊥ +W
†
⊥[in¯ · ∂,W⊥]
n/
2
+ [W ∂⊥, in ·D]W⊥
n/
2
+W †n¯[in ·D,Wn¯]
n/
2
+W †n¯[i /D
′
⊥,Wn¯]−m
)
W †⊥W
†
n¯e
−iPrxu(0)P , (4.83)
where i /D
′
⊥ is defined as
i /D
′
⊥ = a · γa · i∂ + b · γib ·Dc⊥, (4.84)
because the aµ-direction pieces of the collinear photons have been moved into W⊥
lines. Recall that aµ is the polarization vector of Aµcl Eq. (4.66), and b
µ is chosen to
complete the basis is the transverse space
gµν⊥ = a
µaν + bµbν a · b = 0. (4.85)
We can integrate over the short-distance scale n¯ · x ∼ 1/Q to yield a δ-function
conserving the large momentum components. We will suppress the large momentum
phases and use ‘label’ momentum conservation as in SCET.
We restore the ⊥ and n¯ collinear photons into the usual lagrangian interactions
by pushing the W⊥ and Wn¯ back through the derivatives, reversing the previous
step. We then have the leading order EFT Lagrangian as,
L =
∑
PLP
′
L
∫
dP ′dP u¯(0)P ′ e
iP ′rxWn¯W⊥
[
in¯ ·Dcn/
2
+ in ·Dn/
2
+ iD/′⊥ +W
†
⊥[in¯ · ∂,W⊥]
n/
2
+ [W †⊥, in ·D]W⊥
n/
2
+W †n¯[in ·D,Wn¯]
n/
2
+W †n¯[iD/
′
⊥,Wn¯]−m
]
W †⊥W
†
n¯e
−iPrxu(0)P .
(4.86)
Here the subscript ‘c’ on the n¯-direction covariant derivative indicates that only the
collinear photon remains,
Dµc = ∂
µ + ieAµc , (4.87)
as the n¯-direction photon was removed by the BPS phase redefinition Eqs. (4.80) and
(4.81). We will see shortly that this means that soft photons have been decoupled
completely from the collinear lagrangian at leading power in λ.
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Next, as in SCET, we decompose u
(0)
P as two-spinors
ξn¯ =
/¯n/n
4
u
(0)
P , χn =
/n/¯n
4
u
(0)
P , (4.88)
which is complete since
/¯n/n
4
and /
n/¯n
4
are complementary projectors,
/¯n/n
4
+
/n/¯n
4
= 1, u
(0)
P = χn + ξn¯. (4.89)
Following the same procedure of obtaining the SCET leading order Lagrangian and
integrating out the small spinor components χn, we have
L(0)n = ξ¯n¯
(
in¯ ·Dcn/
2
+ (iD/c⊥)
1
in ·Dc iD/c⊥
n/
2
)
ξn¯. (4.90)
The n-direction Wilson lines Eq. (4.65) are introduced to remove the n-direction
collinear photons from the denominator, using the identity
1
in ·Dc =Wn
1
in · ∂W
†
n. (4.91)
Thus we obtain
L(0)n = ξ¯n¯
(
in¯ ·Dc + iD/c⊥Wn 1
in · ∂W
†
niD/c⊥
)n/
2
ξn¯. (4.92)
Soft photons do not contribute to the D⊥ and n · D terms at leading power in λ.
At this point we can see, that by redefining the fields as well as introducing Wilson
lines, we obtain a gauge invariant collinear electron Lagrangian with soft photons
decoupled.
4.4.2.2 Soft Electron Lagrangian
In this part we derive soft electron Lagrangian. Soft electron momentum Ps scales
as (λ2, λ2, λ2)Q, which are the electrons not accelerated to the high energy mode.
Starting with the full theory,
L = ψ¯(i /D − e /Acl −m)ψ, (4.93)
with the classical solution,
ψ =
∑
P
−eiScl+ /n2 e
/Acl
in¯·Ps e−iPsxuPs ≡W clPse−iPsxuPs. (4.94)
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The covariant derivative picks out the gauge covariant residual momentum of the
field operator, which gives the equation of motion,
(i /Ds − e /Acl)W clPse−iPsxuPs =W clPsi /Dse−iPsxuPs. (4.95)
We want to expand the quantum fluctuations around this semiclassical solution,
which is at the soft scale in our EFT. The kinematic momentum, also determined
by the current with semiclassical states 〈jµ〉 = 〈u¯PW †PγµWPuP 〉 is
Πµ = P µs − eAµcl +
n¯µ
2
Ps⊥ · eAcl − (eAcl)2
n¯ · Ps . (4.96)
For soft electrons the momentum is subleading compared to the classical dressing,
as P µs⊥ ≪ eAcl, n · Ps ≪ n · Π ≃ P⊥·eAcl−(eAcl)
2
n¯·Ps . Here P
µ
s is a residual parameter
compared to
Kˆs = −(eAcl)
2
in¯ ·Ds +
1
in¯ ·Ds {iDs⊥, eAcl} , (4.97)
where the first term has the scale of λ0, and depends on the soft derivative non-
perturbatively. In order to separate the soft modes from the large scale in Kˆs, we
use Sn¯, S⊥ Wilson lines Eq. (4.69) and Eq. (4.70) obeying all the properties in the
previous section. Thus we have
Kˆ = Sn¯S⊥KˆsS
†
⊥S
†
n¯, (4.98)
with
Kˆs = −(eAcl)
2
in¯ · ∂ +
1
in¯ · ∂ 2eAcl · i∂ − eA
2
clS
†
⊥
[
1
in¯ · ∂ , S⊥
]
+
2eAµcl
in¯ · ∂ [S
†
n¯, i∂
µ
⊥]Sn¯
+ S†⊥
[
1
in¯ · ∂ , S⊥
]
2eAcl · i∂ + S†⊥
[
1
in¯ · ∂ , S⊥
]
2eAµcl[S
†
n¯, i∂
µ
⊥]Sn¯. (4.99)
Inserting the semiclassical solution and this separation of Wilson lines from Kˆ into
the lagrangian Eq. (4.93), we obtain
L =
∑
P,P ′
u¯P ′e
iP ′rxY †P ′Sn¯S⊥e
i
2
Kˆ†s n¯·xS†⊥S
†
n¯
(
iD/ − /¯n
2
{
eA6 cl
in¯ ·D, iD/⊥
}
+
/¯n
2
(eAcl)
2
in¯ ·D −mδPP ′
)
Sn¯S⊥e−
i
2
Kˆsn¯·xS†⊥S
†
n¯YPe
−iPrxuP , (4.100)
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analogous to the intermediate step in the collinear lagrangian Eq. (4.86), but without
the large momentum PL, P
′
L to be summed over discretely.
We now decouple the ultrasoft Wilson lines by a BPS phase redefinition
uP = Y
†
Pu
(0)
P , As = YP ′A
(0)
s Y
†
P , (4.101)
using as well YP (x)Y
†
P (x) = 1.
Following the same procedure in the previous section, we can simplify the La-
grangian by first moving soft photon interaction terms out of the covariant deriva-
tives and into S⊥, Sn¯, then commuting the large phase Ks through the derivatives
to cancel the interaction terms involving Acl and eventually obtain
L =
∑
P ′,P
u¯
(0)
P ′ Sn¯S⊥e
i
2
(K†s−Ks)n¯·x
(
in ·D/n
2
+ in¯ · ∂ /n
2
+ i /D
′
⊥ + S
†
⊥[in¯ · ∂, S⊥]
/n
2
+ [S†⊥, in ·D]S⊥
/n
2
+ S†n¯[in ·D,Sn¯] /
n
2
+ S†n¯[i /D
′
⊥, Sn¯]−m
)
S†⊥S
†
n¯u
(0)
P . (4.102)
We integrate over n¯ · x at short distance scale to enforce the large momentum
conservation δ(Ks − K†s), and suppress these large momenta from now. Restoring
n¯ ·As, a ·As to covariant derivative rather than Wilson lines by inserting 1 = S†⊥S⊥
and 1 = S†n¯Sn¯ the Lagrangian reads,
L =
∑
P ′P
δK ′s,Ksu¯P ′
(
i /D −m)uP , (4.103)
which is just the usual QED Lagrangian. The information of the external potential
is contained in the conservation of the large momentum Ks.
4.4.2.3 Photon Lagrangian
In this part we derive photon Lagrangian. The soft photon Lagrangian is the same
as QED, so we only focus on the collinear photon one. Field strength tensor is given
in terms of commutator of covariant derivatives
F µν =
i
g
[Dµ, Dν ]. (4.104)
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We expand the covariant derivative as,
iDµ =
n¯µ
2
(
Pˆngn · Ac
)
+ Pˆ µ⊥ − gAµc⊥
+
nµ
2
(in¯ · ∂ − gn¯ · Ac − gn¯ · As) + n¯
µ
2
(in · ∂ − gn · As)
− gAµs⊥, (4.105)
and Aµc ∼ (1, λ2, λ)Q is collinear photon field, Aµs ∼ (λ2, λ2, λ2)Q as soft field, Pˆ µ
is the operator projecting the large label momentum out of the collinear photons
whose scale is (1, 0, λ)Q. The first term scales as λ0, the second term scales as λ1,
and rest of the terms scales as λ2. With the commutator properties,[
Pˆn − gn · Ac, Pˆn − gn · Ac
]
= −gPˆnn · Ac − (−g)Pˆnn ·Ac = 0[
−Pˆn − gn · Ac, Pˆ ν⊥ − gAνc⊥
]
= −gPˆnAνc⊥ + gPˆ ν⊥n · Ac[
Pˆn − gn · Ac, in¯ · ∂ − gn¯ · An − gn¯ ·As
]
= −gPˆnn¯ ·Ac + gin¯ · ∂n · Ac[
Pˆn − gn · Ac, in · ∂ − gn · As
]
= +gin · ∂n · Ac[
Pˆ µ⊥ − gAµc⊥, Pˆ ν⊥ − gAνc⊥
]
= −gPˆ µ⊥Aνc⊥ + gPˆ ν⊥Aµc⊥[
in¯ · ∂ − gn¯ · Ac − gn¯ · As, in¯ · ∂ − gn¯ ·Ac − gn¯ ·As
]
= 0[
in¯ · ∂ − gn¯ · Ac − gn¯ · As, in · ∂ − gn ·As
]
= −gin¯ · ∂n · As + gin · ∂n¯ · Ac
+ gin · ∂n¯ · As, (4.106)
we keep the leading order Lagrangian which is λ4Q order,
Lγc = −
1
4
F µνc F
µν
c =
(
in¯ · ∂n · Ac − Pˆnn¯ · Ac
)2
+
1
4
(
Pˆ µ⊥A
ν
c⊥ − Pˆ ν⊥Aµc⊥
)2
+
1
2
(
PˆnA
µ
c⊥
)
(in¯ · ∂Aµc⊥)−
1
2
(P µ⊥n ·Ac) (in · ∂Aµc⊥)
+
1
2
(
PˆnA
µ
c⊥
)
(in¯ · ∂Aµc⊥)−
1
2
(P µ⊥n ·Ac) (in¯ · ∂Aµc⊥)
+
1
2
(
Pˆ µ⊥n · Ac
)(
Pˆ µ⊥n¯ ·Ac
)
− 1
2
(
PˆnA
µ
c⊥
)(
Pˆ µ⊥n¯ · Ac
)
. (4.107)
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4.4.2.4 Reparametrization Invariance in Leading Order Lagrangian
Recall that in reparameterization invariance arises in SCET due to the artificial
separation of collinear momentum into ‘label’ and ‘residual’ parts. Because the
large ‘label’ momentum is light-like, just as in SCET, RPIs in electro-laser effective
theory consequently take the same three forms, written in terms of the change in
the collinear direction vector nµ,
Type I : nµ → nµ +∆µ⊥, n¯µ unchanged, (4.108)
Type II : n¯µ → n¯µ + ǫµ⊥, nµ unchanged, (4.109)
Type III : nµ → eαnµ, n¯µ → e−αn¯µ, (4.110)
where ∆⊥ ∼ λ and α, ǫ⊥ ∼ λ0. The properties of these transformations were given
above in Section 2.3.3.1. In particular, the parameters ∆µ, ǫµ are perpendicular
vectors, and 4-vectors are unchanged under all three types of transformations.
The leading-order collinear and soft electron lagrangians satisfy all the restric-
tions imposed by invariance under RPI. For instance, Type III (Eq. (4.110)) requires
nµ in an operator is always accompanied either by an n¯µ or an nµ in the denominator.
The fields transform as
n ·D → n ·D +∆⊥ ·D⊥ , (4.111)
Dµ⊥ → Dµ⊥ −
∆µ⊥
2
n¯ ·D − n¯
µ
2
∆⊥ ·D⊥ , (4.112)
ξn¯ →
(
1 +
/∆⊥
2
1
in ·Di /D⊥
)
ξn¯ , (4.113)
Wn →
(
1− 1
in ·Di∆⊥ ·D⊥
)
Wn , (4.114)
and n¯ ·D is invariant under Type I (Eq. (4.108)). Under Type II (Eq. (4.109)), the
fields transform as
n¯ ·D → n¯ ·D + ǫ⊥ ·D⊥ , (4.115)
Dµ⊥ → Dµ⊥ −
ǫµ⊥
2
n ·D − n
µ
2
ǫ⊥ ·D⊥ , (4.116)
ξn¯ →
(
1 +
/ǫ⊥/n
4
)
ξn¯ , (4.117)
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and n ·D is invariant.
4.4.2.5 Gauge Invariance in Leading Order Lagrangian
As in SCET, the gauge invariance of QED is decomposed into invariances for
collinear and soft degrees of freedom. The effective Lagrangian for each sector
is invariant only under residual gauge transformations because the effective field
operators only describe modes with specific momentum scaling. The residual gauge
symmetries satisfy either the soft scaling (n¯ · ∂, n · ∂, ∂⊥)Us(x) ∼ Q(λ2, λ2, λ2)Us(x)
or the collinear scaling (n¯ · ∂, n · ∂, ∂⊥)Un(x) ∼ Q(1, λ2, λ)Un(x). The rules of trans-
formation for all the fields involved are obtained from the full gauge symmetries of
all the operators and given in Table 4.1
To define a collinear gauge invariant operators, we use collinear Wilson line
(Bauer and Stewart (2001))
Wn(x) = P exp
[
−ig
∫ 0
−∞
dsn¯ ·An(sn¯+ x)
]
, (4.118)
with the transformation law Wn → UnWn under collinear gauge symmetry. Since
ξn obeys the same transformation law, the combination W
†
nψn is gauge invariant.
Owing to the photon field redefinitions Eq. (4.80) and Eq. (4.101), we define a
collinear gauge-invariant photon field
Bµn = e
−1W †niD
µ
nWn , (4.119)
though the possible coupling between collinear and soft photons does not yet play
a role in the electron-laser theory, since there are no lagrangian interactions be-
tween soft and collinear photons at leading power. One uses these gauge-invariant
combinations to build collinear operators in the electron laser effective theory.
Due to the additional background field Acl, we have an additional class of gauge
transformations. As Acl is classical and a background to all the quantized fields in
our theory, the transformations are simple. First, note that Acl transforms under a
restricted class of gauge transformations
Acl → U †cl(Acl +
1
e
∂)Ucl, (4.120)
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Field Scaling Uc Us
ξn λ Ucξn Usξn
collinear Aµc (λ
2, 1, λ) UcA
µ
cU
†
c +
i
g
Uc[iD
µ
c , U
†
c ] UsA
µ
cU
†
s
Wn 1 UcWn UsWnU
†
s
q λ3 q Usq
soft Aµs λ
2 Aµs Us(A
µ
s +
i
g
∂µ)U †s
S 1 S UsS
Table 4.1: Rules for collinear and ultrasoft gauge transformations and scaling di-
mensions of EFT fields
with Ucl a function only of n¯ · x to preserve the symmetries of the background;
the complete set of transformations can be restored at higher order. This implies
∂2Ucl = (∂Ucl)
2 = 0, and it is a simple calculation to determine that the classical
Wilson line transforms as
W clP → W clP Ucl. (4.121)
However, we also decomposed the Wilson line into a large phase piece and residual
ultrasoft Wilson line. We may similarly decompose Ucl, writing
i
e
lnUcl(n¯ · x) = lnUcl(0) + n¯ · x
2
n · ∂ lnUcl(0) + (n¯ · x)
2
8
(n · ∂)2 lnUcl(0). (4.122)
The first term in the expansion cancels in all transformations. Note that in order
to not change the frequency composition of Acl (therefore its power counting), n ·
∂ lnUcl(0) is a constant at the length scales of the effective theory, just as is Acl.
Therefore, by comparison to
W clP = e
− i
2
Kˆn¯·xYP (n¯ · x) , (4.123)
the second term is just a constant shift to both Kˆc,s and Kˆ
†
c,s, which consequently
does not change physical kinematics. The higher derivatives as the transformation
of YP . Thus, invariance under the classical gauge transformations is ensured by
fermion fields always appearing together with the ultrasoft line YP .
4.4.3 Matching Soft-to-Collinear Current from EFT to Full Theory
In this section, we construct a soft electron to collinear electron current, and match
this current onto the full theory. We simplify the electrons’ trajectory in Fig. 4.7,
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Figure 4.7: Schematic electron trajectory in laser acceleration experiments.
Figure 4.8: Quasi-Feynman diagram for the electron dynamics with radiation reac-
tion and pair production.
which shows that electrons are first traveling in a convoluted motion after being
ionized in the target but before achieving high momentum. At some point, the
electron absorbs momentum from the background and travels as a light-like particle
in an approximately straight line varying with the laser wave length λlaser ∼ 1ωlaser
which is Lorentz dilated in lab frame, representing very long distance physics.
We can demonstrate this picture in a Feynman diagram fashion, shown in
Fig. 4.8, which depicts the electron travelling along a slowly-varying classical tra-
jectory. Dashed lines with crosses stands for coupling with the coherent classical
background, wavy lines represents soft radiation photons, and wavy lines with a
straight line through them represent collinear photons, capable of creating e+e−
pairs. In our EFT, we can first drop the electron classical trajectory since it only
varies with long distance physics. We decompose the electron into soft and collinear
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Figure 4.9: Soft-to-collinear current without field decoupling
Figure 4.10: Decoupling collinear Wilson lines from the soft electron
modes representing the not-yet-accelerated electrons and fully dressed electrons re-
spectively (see Fig. 4.9). The circle connecting the two types of electrons is a vertex
with Lorentz structure.
Similar to construction of EFT in the previous section, we first integrate out the
large classical background dressing for both soft and collinear electrons and then
decouple the rest of ultra soft background. Then we integrate out heavy initial
states that are dressed with collinear photons, which leaves a sum of such photons
attached to the vertex, as is shown in Fig. 4.10. In this fashion we sum all the
non-perturbative effects from initial state electrons into the vertex and leave them
as pure QED electrons. This represents the fact that the absorption of momentum
from the background occurs coherently and cannot be identified with any specific
point x at shorter distance scale than λlaser. Then we redefine the collinear electron
field in the final states by decoupling all of the soft photons and summing them into
soft photon Wilson lines attached to the vertex. At this point we have decoupled
the soft and collinear as well as ultrasoft background contribution from each other
as is shown in Fig. 4.11.
The above physics is organized into a gauge invariant current operator which in
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classical ultrasoft Wilson lines
Figure 4.11: Decoupled soft-to-collinear current
momentum space is written as
JµEFT =
(
ξ¯cWnSn¯Y
†
P ′c
γµYPsψs
)
C(Ps, P
′
c;µ), (4.124)
where ψs is the soft field and ξ¯c is the collinear field, and C(Ps, P
′
c;µ) is the Wilson
coefficient that we can obtain from matching. A more precise derivation of this
current will be given below during factorization, see Eq. (4.150); here we empha-
size the operator composition. The combination ξcWn is collinear gauge invariant,
Sn¯Y
†
P ′YPψs is soft gauge invariant, and ξcY
†
P ′ and YPψs are classical gauge invariant.
We define
Γµ = Y †P ′cγ
µYPs. (4.125)
We rewrite the current in position space as,
JµEFT(x) = δ(Pc − q)
∫
dP ′rdPse
−i(Ps−P ′r)x[ξ¯cn¯WnSn¯](x)Γµ(x)ψs(x)C(Pc;Ps;µ),
(4.126)
where q is the transferred momentum entering through the vertex.
Next we match this current onto the full theory. Full theory current reads,
Jµfull(x) =
∫
dP ′dP e−iqxu¯P ′
(
W clP ′
)†
γµW clP uP (x). (4.127)
The tree level matching is shown in Fig. 4.12 and gives C = 1.
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Figure 4.12: Full-theory current at tree level.
Figure 4.13: One-loop corrections to full theory current.
The one-loop diagrams for full theory current are shown in Fig. 4.13. The results
are absent from previous literature, but as expected the short-distance behavior of
the semiclassical results reproduces no-background-field QED. We give a detailed
calculation of the diagrams in Appendix E.3. Combining the results,
J1-Loopfull = −
α
4π
{
ln
−q2
m2e
ln
−q2
m2γ
+ 2 ln
−q2
m2e
− 1
2
ln
−q2
µ2
− 1
2
ln
m2e
µ2
}
+HFull(k
2, m2),
(4.128)
where −q2 = −(p − p′)2 is the squared momentum transfer and me is the electron
mass, which we distinguish now with the explicit subscript. The infrared scale m2γ is
of order ωlaser or a0ωlaser arising from the precision to which the electron momentum
can be known in the presence of the background field. HFull(k
2, m2) is a finite,
analytic function containing the background information and is subleading to the
first term.
The one-loop diagrams of the EFT current are shown in Fig. 4.14. Fig. 4.14(a)
is the soft one-loop correction and Fig. 4.14(c) is the wave function renormalization
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Figure 4.14: One-loop corrections to effective theory current.
diagram to the soft electrons. These two diagrams give,
JaEFT =
α
2π
{
−1
ǫ
− ln µ
2
m2e
− 1
2
ln
µ2
m2e
ln
µ2
m2γ
}
,
JcEFT =
α
4π
(
−1
ǫ
+ ln
m2
µ2
)
, (4.129)
Fig. 4.14(b) is the collinear one-loop correction and Fig. 4.14(d) is the wave function
renormalization diagram to the collinear electrons. With the zero-bin subtraction,
which is required here as in SCET, these two diagrams give,
J bEFT =
α
2π
(
2
ǫ2
+
2
ǫ
ln
µ2
−q2 −
1
2
ln2
µ2
−q2
)
,
JdEFT = −
α
4π
(
1
ǫ
+ ln
−q2
µ2
)
. (4.130)
As a result, the EFT current one-loop correction is
J1-loopEFT = J
a
EFT + J
b
EFT −
1
2
JcEFT −
1
2
JdEFT
= − α
4π
(
4
ǫ2
+
1
ǫ
+
4
ǫ
ln
µ2
−q2 + 2 ln
2 −q2
µ2
+ ln
µ2
m2e
ln
µ2
m2γ
+ 2 ln
µ2
m2e
− ln −q
2
m2e
)
, (4.131)
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in which them2γ term agrees exactly with the full theory result, showing that we have
repeated the infrared physics of the full theory. Therefore the matching coefficient
at one-loop order is
C(1)(µ) =
α
4π
(
2 ln
−q2
µ2
+ ln
−q2
µ2
ln
−q2
m2e
)
. (4.132)
The counter-term for the EFT current is defined as
Zu = 1 +
α
π
(
1
ǫ2
+
1
ǫ
+
1
ǫ
ln
µ2
−q2
)
, (4.133)
from which we extract the anomalous dimension
γu = µ
d
dµ
Zu = −2α
π
(
ln
µ2
−q2 + 1
)
, (4.134)
using
µ
dα
dµ
= −2ǫα +O(α2). (4.135)
We resum the large logarithm of ln µ
2
−q2 to the arbitrary scale µ by solving the RG
equation,
µ
d
dµ
C(µ) = γuC(µ), (4.136)
and obtain
C(µ, k) = exp
(
−2α
π
(
ln2
µ√
−q2 + ln
µ√
−q2
))
C(k). (4.137)
where µ is the matching scale and the matching boundary condition determines
C(−q2) = 1 +O(α).
We will use this current in the next section to compute a real process.
4.5 Factorization Theorem for Photon Emission
In this part we show how the effective theory allows factorization of e→ eγ. This is
an important process to consider first for both theoretical and experimental reasons.
Current experiments are equipped to detect high energy 2MeV . Eγ . 200MeV
photons and electrons across a broad range of energies. For example, the on-going
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experiment at the Texas Petawatt deploys electron and photon spectrometers on
the beam axis and at small to moderate angles θ . π/4 from the beam axis. Thus
it is important to understand the reliability of theoretical predictions by studying
next-to-leading order corrections, especially as it is a relatively simple process that
has been studied extensively in the semiclassical method.
We start with the kinematics, evaluated in the lab frame. Initial state electrons
are at rest up to soft corrections, corresponding to momentum
P ∼ (m,m, 0). (4.138)
The final state electron has been accelerated to high momentum collinear to the
laser pulse,
P ′ ≃
(
n · P ′, (P
′
⊥)
2
n · P , P
′
⊥
)
∼ Q(1, λ2, λ), (4.139)
where the large momentum scale is
Q = −(eAcl)
2
m
, (4.140)
being the typical momentum imparted by the classical field. For the Texas Petawatt
photon emissions are most likely to occur near the peak of the pulse, where a0 ∼
1/λ & 50. Thus photons emitted at angles θ ∼ λ & 1/50 are considered separable
from the final electron. Momentum conservation in the full theory requires allows
arbitrary n-direction momentum to be absorbed from the field, but n¯-direction and
⊥ momenta are conserved, up to ultrasoft corrections that are not accounted for in
the semiclassical calculation. Therefore we set q⊥ = −P ′⊥ ≫ λ2 and consider the
photon momentum to have scaling
q =
(
n · q, q
2
⊥
n · q , q⊥
)
∼ Q(1, λ2, λ), (4.141)
such that the final electron direction is distinguishable from the photon direction.
The probability of photon emission, averaged over the initial electron spin, is
dP[e→ eγ] = 1
2
∑
pol,spins
d¯ 3P
2P0
d¯ 3P ′
2P ′0
d¯ 3q
2|~q| |iM(e→ eγ)|
2, (4.142)
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Figure 4.15: Kinematics in laboratory frame
where d¯ 3P = d3P/(2π)3 (see for example Eq.(A13) of Ilderton and Torgrimsson
(2013)). The e→ eγ matrix element involves the current we studied in the preceding
section:
iM(e→ eγ) = −ie
∫
d4x 〈e(P ′)γ(q)| JµPP ′(x)ǫµeiqx |e(P )〉 . (4.143)
Summing over photon polarizations
∑
pol. ǫ
νǫ∗µ = −gµν ,
dP
d¯ 3q
= −e
2
2
∑
spins
d¯ 3P
2P0
d¯ 3P ′
2P ′0
∫
d4xd4y e−iq(y−x) 〈e(P ′)| JµPP ′(x) |e(P )〉 〈e(P )| J†µPP ′(y) |e(P ′)〉 .
(4.144)
In order to define an inclusive observable, we generalize the outgoing electron to
allow for arbitrary final states with total momentum P ′ and spin σ′∑
σ′
d¯ 3P ′
2P ′0
→
∑
X
for X collinear. (4.145)
We can then sum over the final states
dP
d¯ 3q
= −e
2
2
∑
σ
∑
X
d¯ 3P
2P0
∫
d4xd4yeiq(x−y) 〈e(P )| Jµ†PP ′(y) |X〉 〈X| JµPP ′(x) |e(P )〉
= −e
2
2
∑
σ
d¯ 3P
2P0
∫
d4xd4y eiq(x−y) 〈e(P, σ)| Jµ†PP ′(y)JµPP ′(X) |e(P, σ)〉 . (4.146)
Next we go through the detailed steps of matching the current at leading order.
The operator that creates a collinear field with total n-collinear momentum n ·P ′+
KP ′ is
χ¯n¯,ωSn¯Y
†
P ′e
(i/2)ωn¯·x+iP⊥·x χ¯n¯,ω = [χ¯n¯Wnδ(ω − n · Pˆ †)]. (4.147)
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The ω here is a variable that will summed over and fixed during matching (not to be
confused with ωlaser). The operator Pˆ is a ‘label’ operator projecting out the large
component of the momentum, and the † indicates that it acts to the left inside the
bracket. The corresponding operator in the soft sector,
e−(i/2)ωn¯·xYPψs,ω, ψs = [δ(ω − Pˆ )ψs], (4.148)
creates a soft field that comes with the large momentum component Ks = − (eAcl)2n¯·P
due to the classical potential. The effective current is then
JµPP ′(x) = [ψ¯P ′γ
µψP ](x)→ χ¯n¯,ω2Sn¯Y †P ′γµYPψω1e(i/2)ω2n¯·x+iP⊥·xe−(i/2)ω1n¯·x, (4.149)
and the variables ω1, ω2 must be summed over. This introduces the convolution that
allows factorization and running later. Explicitly, with the sum, we have
Jµeff(x) =
∑
ω1,ω2
C(ω1, ω2;µ)
(
χ¯n¯,ω2Sn¯Y
†
P ′
(
/n
2
n¯µ + γµ⊥
)
YPψω1e
i
2
(ω2−ω1)n¯·x+iP⊥x + h.c.
)
.
(4.150)
Inserting this current in Eq. (4.146)
dP
d¯ 3q
= −e
2
2
∑
σ
d¯ 3P
2P0
∫
d4xd4y eiq(x−y)
∑
ω1,ω2,ω′1,ω
′
2
C(ω1, ω2;µ)C
∗(ω′1, ω
′
2;µ)
× 〈e(P, σ)|
[
ψ¯ω′1Y
†
P
(
/n
2
n¯µ + γµ⊥
)
YP ′Sn¯χn¯,ω′2(y)
]
e
i
2
(ω′1−ω′2)n¯·y−iP ′⊥y
×
[
χ¯n¯,ω2S
†
n¯Y
†
P ′
(
/n
2
n¯µ + γµ⊥
)
YPψω1(x)
]
e
i
2
(ω2−ω1)n¯·x+iP ′⊥x |e(P, σ)〉 . (4.151)
In the contraction of Lorentz indices, only the γµ⊥γ
µ
⊥ component survives
dP
d¯ 3q
= −e2
∑
ω1,ω2,ω′1,ω
′
2
C(ω1, ω2;µ)C
∗(ω′1, ω
′
2;µ)
×
∫
d4xd4yeiq(x−y)e−
i
2
(ω′2−ω′1)n¯·y−iP ′⊥ye
i
2
(ω2−ω1)n¯·x+iP ′⊥·x
× 1
2
∑
P,σ
〈e(P, σ)|T
[
ψ¯ω′1Y
†
Pγ
µ
⊥YP ′Sn¯χn¯,W ′2(y)
]
T
[
χ¯n¯,ω2S
†
n¯Y
†
P ′γ
µ
⊥YPψω1(x)
]
|e(P, σ)〉 .
(4.152)
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Here the T is the time-ordering operator and T is the anti-time ordering opera-
tor. The x, y integrals at scale λ0 enforce label momentum conservation, giving
δ functions, δ(k+ + ω2 − ω1)δ(k+ + ω′2 − ω′1). Integrating over x at the scale λ−1
allows separating the emitted photon from the final state electron (plus radiation).
Thus P ′⊥ is fixed by the outgoing photon q⊥ though we did not introduce an extra
convolution variable for it. Now,
dP
d¯ 3q
= −e2
∑
ω1,ω′1
C(ω1, ω1 − q+;µ)C∗(ω′1, ω′1 − q+;µ)
∫
d4xd4y e
i
2
q−n·(x−y)1
2
∑
P,σ
× 〈e(P, σ)|T [ψ¯ω′1Y †Pγµ⊥YP ′S†n¯χn¯,ω′1−q+(y)]T [χ¯n¯,ω1−q+Sn¯Y †P ′γµ⊥YPψω1(x)] |e(P, σ)〉 .
(4.153)
Using a Fierz identity standard in SCET, we move the collinear fields into one Dirac
structure and soft into the other
dP
d¯ 3q
= −e
2
2
∑
ω1,ω′1
C(ω1, ω1 − q+;µ)C∗(ω′1, ω′1 − q+;µ)
∫
d4xd4y e
i
2
q−n·(x−y)
× 1
2
∑
P,σ
〈e(P, σ)| ψ¯ω1(x)S†n¯
/¯n
2
Sn¯ψω1(x) |e(P, σ)〉
× 〈0| /n
2
χn¯,ω′1−q+(y)χ¯n¯,ω1−q+(x) |0〉 〈0|T [Y †PYP ′(y)]T [Y †P ′YP (x)] |0〉 . (4.154)
The ultrasoft Wilson lines depend only on one light cone coordinate n¯ · x, and we
define
〈0| T¯ [Y †PYP ′(y)]T [Y †P ′YP (x)] |0〉 =
∫
dℓ e(i/2)ℓn¯·(x−y)Yu(ℓ;µ). (4.155)
The final state collinear function is also written in momentum space
〈0| /n
2
χn¯,W ′1−k+(y)χ¯n¯,W1−k+(x) |0〉 =
∫
d4r
(2π)4
eir·(x−y)J (rν;µ). (4.156)
However, we will only measure the z-momentum along the beam-axis (n-direction)
so that in effect J (rν ;µ)→ J (n · r;µ) a function of r+ only. Then
〈0| /n
2
χn¯,ω′1−k+(y)χ¯n¯,ω1−k+(x) |0〉 = δ2⊥(x− y)δ(n · (x− y))
×
∫
dr+
2(2π)
e
i
2
r+n¯·(x−y)J(r+;µ), (4.157)
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where label conservation is used to set ω′1 − q+ = ω1 − q+. For the remaining soft
matrix element, label conservation implies ω1 = ω
′
1. We insert a δ-function to make
this explicit
〈e(P, σ)| ψ¯ω′1Sn¯(y)
/n
2
S†n¯ψω1(x) |e(P, σ)〉
= δω1,ω′1 〈e(P, σ)| ψ¯Sn¯(y)
/¯n
2
δPˆ+,2ωS
†
n¯ψ(x) |e(P, σ)〉 , (4.158)
with Pˆ+ = n · Pˆ + n · Pˆ † the sum of label operators. Inserting Eqs. (4.155), (4.157),
and (4.158) into Eq. (4.154) we get
dP
d¯ 3q
= −e
2
2
∑
ω1
|C(ω1, ω1 − q+;µ)|2
∫
d4xd4y e
i
2
q−(x−y)
× 1
2
∑
P,σ
〈e(P, σ)| ψ¯Sn¯(y) /¯n
2
δPˆ+,2ωS
†
n¯ψ(x) |e(P, σ)〉
∫
dℓ e
i
2
ℓn¯·(x−y)Yu(ℓ;µ)
× δ2⊥(x− y)δ(n · (x− y))
∫
dr+
4π
e
i
2
r+n¯·(x−y)J (r+;µ) (4.159)
= −e
2
2
∑
ω
|C(ω, ω − q+;µ)|2
∫
dn¯ · x
2
dn¯ · y
2
∫
dr+
4π
∫
dℓe
i
2
(r++ℓ)n¯·(x−y)
×J (r+;µ)Yu(ℓ;µ)1
2
∑
P,σ
〈e(P, σ)| ψ¯Sn¯(y˜) /¯n
2
δPˆ ,2WS
†
n¯ψ(x˜) |e(P, σ)〉 , (4.160)
where x˜µ = (0, n¯ · x, 0), y˜µ = (0, n¯ · y, 0).
To proceed we must consider the final state collinear momentum known to order
λ0, to fix ω − q+. Recall in contrast, that in DIS or Drell-Yan processes considered
in SCET, the initial state is known to this order. We set ω−q+ ≡ P ′+, which reduces
the sum over ω. Switching to relative and average coordinates
X =
x+ y
2
z = x− y d(n¯ · x)d(n¯ · y) = d(n¯ ·X)d(n¯ · z), (4.161)
we now have
dP
d¯ 3q
= −e
2
2
H(P ′+, q+;µ)
∫
dn¯ ·Xdn¯ · z
4
∫
dr+
4π
∫
dℓ
× e( i2 (r++ℓ)n¯·zJ (r+;µ)Yu(ℓ;µ)(ℓ;µ)
× 1
2
∑
P,σ
〈e(P, σ)| ψ¯Sn¯
(
n¯ · (X − z
2
)
) /¯n
2
δPˆ ,2WS
†
n¯ψ
(
n¯ · (X + z
2
)
) |e(P, σ)〉 , (4.162)
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where H(P ′+, q+;µ) = |C(P ′++q′+, P ′+;µ)|2 is the hard function. Working on the soft
matrix element∫
dn¯ · z e i2pn¯·r 〈e(P, σ)| ψ¯Sn¯
(
n¯ ·X − n¯·z
2
) /¯n
2
δPˆ ,2WS
†
n¯ψ
(
n¯ ·X + n¯·z
2
) |e(P, σ)〉
= 〈e(P, σ)| ψ¯Sn¯(n¯ ·X) /¯n
2
δPˆ ,2W δ(p− in · ∂)S†n¯ψ(n¯ ·X) |e(P, σ)〉 (4.163)
≡ fP,σ(n¯ ·X ;µ), (4.164)
which is the electron distribution function in the initial state. Thus we arrive at the
final factorized probability
dP
d¯ 3q
= −e
2
2
H(P ′+, q+;µ)
∫
dr
4π
∫
dℓ
2
J (r;µ)Yu(ℓ;µ)1
2
∑
n¯·X
1
2
∑
P,σ
fP,σ(n¯ ·X, q + ℓ;µ)
= −αH(P ′+, k+;µ)
∫
dr
2
∫
dℓ
2
J (r;µ)Yu(ℓ;µ)1
2
∑
n¯·X
1
2
∑
P,σ
fP,σ(n¯ ·X, r + ℓ;µ).
(4.165)
This factorization realizes the separation of quantum and classical physics la-
tent in the semiclassical calculations. The hard function H characterizes the large
coherent momentum transfer from the background field and the transition to a high-
energy state. This is clearly a nonperturbative process and can only depend on the
local value of the potential – crudely speaking the number of low-energy photons
available to the electron at its position. The initial state composed of relatively
low-energy P ∼ me electrons is described by the electron distribution function fP,σ.
Because electrons of this momentum scale remain more strongly-coupled to the
plasma, this function encodes the nonperturbative dynamics of the plasma by its
dependence on position the average position X . The electron distribution function
is universal in that we anticipate this same operator appears in all processes for
which the initial state is a low-energy electron. On the other hand, it is natural that
the highly-relativistic, accelerated electron decouples from the plasma. Thus, the
final state collinear function describes the high-energy electron after the momentum
transfer at the vertex. In general, such a high-momentum final state need not be ex-
actly on mass-shell after a large transfer of (light-like) momentum
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and emission of a high-energy photon. The final-state electron would then need to
emit one or more photons before being detected, and these fragmentation dynamics
are incorporated in J . At longest wavelength, the electron may absorb more or less
ultra-low energy (classical) radiation than the observed momentum transfer implies.
As a result, there are generally classical radiation corrections to the process, which
are included in the ultra-soft function Yu.
We may now compute corrections to each of these functions separately, and use
the renormalization group to sum the logarithms arising from the separation of
physics scales.
4.5.1 One-Loop Renormalization to the Soft and Collinear Functions
The one loop corrections to the collinear function in the factorized cross section are
shown in Fig. 4.16. The first two, Fig. 4.16(a) and (b), were calculated during the
matching procedure. Fig. 4.16(c) and Fig. 4.16(d) are the same as the SCET real
jet functions.
Combining the results of (a), (b), (c), (d) and their mirror diagrams, we have
the total collinear function to one loop,
J one-loop = α
2π
{
δ(r)
[
2
ǫ2
+
1
ǫ
(
3
2
+ 2 ln
µ2
−q2
)
+
3
2
ln
µ2
−q2 + ln
2 µ
2
−q2 +
7
2
− π
2
2
]
−
(
1
r
)
+
(
2
ǫ
+ 2 ln
µ2
−q2 +
3
2
)
+ 2
(
ln r
r
)
+
}
. (4.166)
The counter term is obtained from the ǫ poles in the one-loop result,
ZJ = 1−J one-loopǫ dependent terms
= 1− α
2π
{
δ(r)
[
2
ǫ2
+
1
ǫ
(
3
2
+ 2 ln
µ2
−q2
)]
− 2
ǫ
(
1
r
)
+
}
, (4.167)
and the anomalous dimension its differential with respect to the arbitrary scale µ,
γJ =
dZJ
d lnµ
= δ(r)
(
− α
2π
)(
−2 ln µ
2
−q2
)
. (4.168)
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Figure 4.16: One-loop correction to collinear function
To sum the large logarithms arising from the ratio of the matching scale to the
‘natural scale’ of the collinear function, which is of order the momentum transfer
−q2, we solve the collinear RG equation,
dJ (µ)
d lnµ
= γJJ (µ), (4.169)
and obtain
J (µ,−q2) = exp
(
α
π
ln2
µ2
−q2
)
J (−q2), (4.170)
with J (−q2) = 1 +O(α).
One-loop corrections to the electron distribution function are shown in Fig. 4.5.1.
Fig. 4.5.1(a) and (b) have been calculated during the matching procedure.
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Fig. 4.5.1(c) and (d) give
f 1-loop,cReal =
(
− α
2π
) 1
p+
{
δ
(
ℓ+
p+
)[
1
ǫ2
− 1
ǫ
ln
m2e
µ2
− 1
ǫ
− 1
2
ln
µ2
m2e
ln
m2γ
m2e
]
+
(
p+
ℓ+
)
+
[
−1
ǫ
− 1− ln µ
2
m2e
]
+
(
ln(ℓ+/p+)
ℓ+/p+
)
+
}
(4.171)
f 1-loop,dReal =
(
− α
4π
) 1
p+
{
1
ǫ
[
1− δ
(
ℓ2+
p2+
)]
+
(
p2+
ℓ2+
)
+
− 1 + ln µ
2
m2
}
, (4.172)
recalling that the momentum on the soft line is p → Ps ∼ λ2. Combining (a), (b),
(c) and (d) with their mirror images, we have the soft function one-loop correction
f one-loop = 2J
(a)
EFT −
1
2
J
(c)
EFT + 2f
one-loop c
Real + f
one-loop d
Real , (4.173)
and we define the counter term of the soft function from the divergent pieces,
Zedf = 1− α
2π
{
− 2
ǫ2
+
3
4ǫ
+
2
ǫ
ln
m2e
µ2
+
2
ǫ
(
ℓ+
p+
)
+
}
. (4.174)
The anomalous dimension is
γedf = −α
π
[
1− ln µ
2
m2
− 1
2
δ
(
ℓ2+
p2+
)]
. (4.175)
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We solve the RG equation for the soft function,
µ
df(µ)
dµ
= γsoftf(µ), (4.176)
and obtain
f(µ, ℓ) = exp
(
α
π
(
ln2
µ2
m2γ
− 1
4
ln
µ2
m2γ
))
f(mγ), (4.177)
where Yu(mγ) = 1 +O(α).
4.6 Chapter Summary
In this chapter, I have reviewed the state of the art in predicting quantum emission
processes in high-intensity laser experiments and given a brief introduction to the
current experimental efforts. We saw that a more systematic theoretical framework
is required, improving on the preceding semiclassical approaches. As the laser-
plasma system involves a wide separation of scales, up to 9 orders of magnitude
between the high momentum of accelerated electrons and the laser frequency, effec-
tive field theories are natural tools. Taking into account the experimental conditions
and potential observables, I have developed an effective field theory for high-energy
and low-energy electrons in the presence of a high-intensity laser potential, and
shown that it can be used to sum large logarithmic corrections to photon emission
by an accelerated electron.
So far I have only studied one process, considered one of the most important for
the first experiments. There remain many other pieces to study: pair emission by an
accelerated electron, the kinematic end-point of photon and pair emission, the effect
of restricted phase space on observables, electron-ion scattering in the background.
These processes might be studied already with the framework developed here. An
important frontier beyond this theory is its adaptation to improve numerical plasma
simulations. Current simulations use a simple model of QED emissions based on
semiclassical results, and some simulations suggest that experiments can be arranged
such that the QED processes have a large effect on the plasma dynamics. Simulating
these conditions requires having reliable and systematically-improvable local rates
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for QED processes that can be implemented in real-time. Achieving this requires
at least matching this theory, at the simulation resolution length-scale, onto an
effective theory that represents the long-wavelength physics as implemented in the
plasma simulation codes.
Beyond the work to be done within the high-intensity laser-plasma domain, I
anticipate this theory may aid the development of other effective theories for other
quantum processes in classical potentials. Semiclassical methods have been used to
predict nonperturbative effects in strong classical fields, and the results considered
phenomenologically very important both within QED, in the search for spontaneous
pair production, and outside QED, in gravitational potentials and even heavy-ion
collisions. However, quantum corrections to these processes have not been sys-
tematically calculated or summed before now, because they are typically considered
“small”, usually due to the size of the coupling. This theory may provide inspiration
as to how such calculations may be accomplished.
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CHAPTER 5
Summary and Future Prospectives on Effective Field Theory
5.1 Overview
In this chapter, I first review the effective field theories developed in this dissertation
and the highlights of their applications. Then I discuss the limits of effective field
theory methods with specific examples demonstrating circumstances under which
they become less useful. Finally, I provide a few opinions on the future development
and applications of effective field theory methods.
5.2 Summary of this work
In this thesis, I first introduced the general concepts and principles of effective field
theory methods. Typically, as long as the physical scales are well-separated in a
process, we can establish an effective field theory to organize the observables into a
controlled perturbative series, systematically expanding in powers of small parame-
ters determined by hierarchies of the physical scales. In case we know the full theory,
we can take the top-down approach, and I gave a toy example reducing φ4 theory
to effective theories in the non-relativistic and ultra-relativistic momentum limits.
This example explicitly showed how the effective theory inherits the infrared physics
of the underlying theory through matching coefficients, reorganizes the perturbative
series of amplitudes by resumming contributions that are leading order in the power
counting, and relates the new perturbative expansions to experimental observables.
In case we do not know the full theory, we can take the bottom-up approach, in which
one systematically accounts for all interactions allowed by the symmetries and or-
ganizes them into a perturbative expansion based on a power-counting scheme that
relates the experimental energy scale to the heavy (breakdown) scale in the system.
I applied these principles and procedures to three EFTs, among which two (Soft
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Collinear Effective Theory in Chapter 2 and Electron Laser Effective Theory in
Chapter 4) are top-down type EFTs for ultra-relativistic particles, whose operators
and coefficients are obtained by matching from the QCD and QED lagrangians
respectively. The third effective theory, X-EFT in Chapter 3 is a bottom-up type
EFT for non-relativistic particles, because it describes hadron scattering in the
low-energy region of QCD, which is highly nonperturbative. For this EFT, we must
write down the most general set of operators according to the low-energy symmetries
of QCD and strive to obtain the matching coefficients from lattice calculations or
experimental data. This procedure is more akin to building an effective theory for
beyond Standard Model physics.
I briefly review the results in each of these theories.
5.2.1 Soft Collinear Effective Theory
Collider and jet physics in vacuum and in heavy-ion collisions depend on the
hierarchically-separated scales: Q the hard collision energy, pT the typical trans-
verse momentum of collinear modes, the soft radiation with momentum ks, and the
hadronization scale ΛQCD. SCET facilitates the factorization of physical observables
depending on these many scales into single-scale functions, the resummation of large
logarithms of ratios of the scales via renormalization group evolution of these func-
tions, and the proof of universality of non-perturbative effects on these observables
in many cases. I applied SCET in the following two projects.
5.2.1.1 Rapidity divergences in Semi-inclusive DIS and DY processes in
the endpoint region
By developing the effective theory description of the semi-inclusive or elastic limits
in hard scattering processes, I provided a new tool to systematically study the
transition from short-distance to long-distance interactions in QCD. This provides
a novel angle to understand how quarks and gluons are confined in nucleons.
Perturbative calculations receive logarithmic enhancements near the elastic lim-
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its, which have long remained unexplained. Using SCET, I identified the source of
the logarithmic enhancement as the rapidity scale arising from approaching the elas-
tic limit showing that the non-perturbative effects are associated with the rapidity
scale and advanced the resummation of logarithmic corrections at next to leading
order
Taking into account the non-perturbative effects associated with the endpoint
rapidity scale, I redefined the Parton Distribution Function (PDF) for DIS and
extended it to DY which allowed identification of the origin of the partonic threshold
singularity with the single parton endpoint singularity, and discovered that in the
elastic limit the two colliding protons interfere with each other via the soft radiation.
5.2.1.2 Universality of soft radiation in electron-positron, electron-
proton and proton-proton collisions
Separating QCD backgrounds in new particle searches requires high-accuracy DIS
and DY differential cross sections. These cross sections are expressed in terms of
infrared-safe QCD observables, such as event shape variables that characterize QCD
events and contain only a single scale and single large logarithm. I have improved the
DIS and DY cross section accuracy to next-to-next-to-next-to-leading log (N3LL)
and order, same order as e+e−, by proving to order α2s and α
3 the equality of matrix
elements describing the low energy, wide angle radiation associated with the collinear
particles. This soft radiation is determined by correlations of momentum flow with
each other and with Wilson lines that describe the coupling of soft, wide-angle
radiation to jets and neutralize the colors of jets. By establishing the universality of
this soft radiation, I provided the last ingredient needed for resummation of DIS and
DY event shapes. Resumming this single log then leads to more accurate predictions
and more precise extractions of the strong coupling αs and leading nonperturbative
moment on event shapes.
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5.2.2 Heavy hadron chiral perturbation theory and X effective theory
For a new window onto the nuclear force, which is traditionally studied via nucleon-
nucleon scattering, I investigated the scattering of heavy mesons such as D and
its excited state D∗. By including the X(3872) as a molecular state of D and D∗,
the X effective theory (XEFT) for DD∗ scattering has a similar structure to NN
scattering with the deuteron included. In the XEFT, pions are non-relativistic pions
and the fine-tuning of the D-D∗ mass splitting being nearly equal to the pion mass
is systematically accounted for. This makes it an excellent tool to study another
pion exchange process: D − π scattering near D∗ threshold, which is analogous to
nucleon-pion scattering, and since pion exchange provides the long range component
of the nuclear force, is a good theoretical laboratory for understanding the non-
perturbative structure in hadron interactions.
I advanced the XEFT by expanding the HHχPT Lagrangian to complete next-to-
leading order including isospin breaking effects and resumming the D−π interaction
near D∗ threshold, which is also of great use for improving the extrapolation of the
D-meson mass spectrum on lattice. This improved XEFT can be used study other
heavy meson molecules, known as exotic, X, Y and Z states, and strengthen the
connection to lattice calculations in particular by varying the pion mass to improve
extrapolations of heavy meson properties to the physical point.
5.2.3 Electron Laser Effective Theory
I developed the electron laser effective theory to predict the high-energy photon
emission and electron-positron pair production rates from highly-relativistic elec-
trons traveling in a strong background laser field. Defining a small expansion pa-
rameter λ, the hierarchy of relevant physical quantities is (from highest to lowest):
the large electron momentum component collinear to the laser direction Q, the clas-
sical background potential |eAµcl| which is the same order the electron transverse
momentum |eAµcl| ∼ p⊥ ∼ λQ, the electron mass me ∼ λ2Q also the scale to con-
sider the photon emission a quantized process and the typical momentum of the
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un-accelerated electrons, and the laser frequency scale ωlaser ∼ λ5Q, which is the
infrared physics scale. After projecting and integrating out the largest scale Q in
this theory, I restore the gauge and Lorentz symmetry in the manner similar to
SCET.
My first result from this effective theory is to factorize physical observables
into different functions that each describe physics at one scale, e.g. the electron
distribution function encoding the initial state classical plasma dynamics before the
high-energy emission event.
Before the introduction of this effective theory, there were no effective field theory
methods applied to strong field QED processes. Previous efforts focussed on solving
the electron wave function in the semiclassical approximation, which separates the
electron mass scale from the laser frequency scale and sums the interaction with the
laser field into a leading order effect. Calculating processes with the semiclassical
wave functions can be considered as a fixed-scale fixed-order theoretical calculation
and should be equivalent to summing the large logarithms in the separation of
scales between me and ωlaser. The relativistic electron momentum scale was ignored
in earlier work and therefore no high-energy photon k & me or electron-positron
pair observables can be calculated in terms of experimental observables. Moreover,
the quantum fluctuations of the non-perturbative functions, which are crucial to
make experimental predictions for these processes, were not taken into account.
These limitations of the previous methods are addressed by the effective theory
constructed in Chapter 4. After constructing and proving the factorization theorem
for these physical processes, I first separate the universal non-perturbative effects:
the classical background function and electron distribution function. The classical
background can be considered as a constant factor not changing with energy, because
it contains the large-amplitude classical radiation modes, whose quantum fluctua-
tions are suppressed. The electron distribution function incorporates the quantum
fluctuations of soft photon modes and evolves with the energy scale of the high-
energy emission process that probes the electron. With the help of these separate
universal non-perturbative functions, I predict the distribution of wide-angle photon
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emission.
5.2.4 Summary of the summary
In summary, this thesis has explored two effective field theories for QCD, SCET
and X-EFT. Both offer insight to the structure of nucleons and their interactions.
I used SCETI to improve predictions of QCD observables in hadron colliders to
N3LL accuracy, which is essential for new physics searches, and I used SCETII to
study semi-inclusive nucleon scattering processes by separating collinear and soft
radiation scales and demonstrating the resummation of logarithmic enhancements
in the transition to the elastic scattering limit. I used X-EFT to study low-energy
p≪ ΛQCD nuclear interactions between the D and D∗ hadronic states, pions and the
X(3872) interpreted as a hadronic molecule by summing the enhancements in Dπ
scattering near the D∗ threshold and DD∗ scattering near the X(3872) threshold.
The third EFT I study is a newly-developed electron laser effective theory, which is
inspired by SCET and describes relativistic electrons traveling in a strong laser field
and radiating high-energy photons. I used this EFT to make measurable predictions
for high-intensity laser experiments.
5.3 Boundaries and Frontiers in Effective Field Theory Methods
Reflecting on the three EFTs in this thesis, I will now discuss some of the current
limits on the application of effective theory methods. These limits do not appear
to be fundamental to the EFT approach that was outlined in the introduction, but
rather simply are not yet thoroughly addressed in an EFT framework.
I. The number of operators and associated Wilson/matching coefficients in-
creases drastically when the EFT expansion is taken to one higher order. This
arises together with the symmetries that EFTs must preserve. For example, in
order to preserve Lorentz symmetry at next-to-leading order in highly-relativistic
or non-relativistic particle EFTs, we must include all repararmeterization invariant
operators with their coefficients to the same order. The number of such operators
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generically increases factorially.
II. Observables must be infrared safe. This issue arises with the separation of
scales by EFTs. When the hierarchy of scales is large enough, infrared scales (such
as the light quark masses in QCD) approach zero, bringing in infrared divergences.
Most EFT power-counting schemes are dedicated to resolving this issue. For ex-
ample, resumming the enhancement in DD∗ scattering near the X(3872) threshold
or introducing a new scale in the endpoint region of proton scattering to resum
large logarithms. However, in many cases, such as LHC processes involving many
physical scales and large strong-interaction coupling constant, infrared safety of the
observables is not guaranteed to all orders in the power counting.
III. Parameters in EFTs may be fine-tuned. This is a long-standing question
in the development of effective theory methods. Fine-tuning can arise from many
sources, and here I give an example how it enters via unknown physics beyond
the underlying theory. There is a well-known EFT argument why the sky is blue:
photons scattering from neutral atoms in their ground state have much lower energy
than excitation energy of the atoms ∆Eatom, the momentum corresponding to the
inverse size of the atom a−1Bohr and of course the mass of the atom Matom. This
hierarchy is summarized
Eγ ≪ ∆Eatom ≪ a−1Bohr ≪Matom (5.1)
Defining the neutral atom field as φ, its 4-velocity vµ, and the F µν the photon field
strenght tensor, we write the gauge-invariant Hermition effective operators for the
photon-atom interaction as
L = c1φ†φFµνF µν + c2φ†φvαFαµvβF βµ (5.2)
where c1, c2 have mass dimension −3 and can be interpreted as the volumes of the
atoms, suggesting c1, c2 ∼ a−30 . Since the cross section for photon-atom scattering
must have mass dimesion -2 and involve the square of the operators above, we infer
that
σ ∝ |ciE2γ |2 ∼ E4γa60 (5.3)
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This estimate yields the correct power for the cross section energy dependence, as
is known from Rayleigh scattering calculations. This scaling only shows that higher
energy photons are more likely to be scattered, but does not explain why the sky
is blue rather than purple. The only way to determine the color of the sky is to
also know the spectrum of photons emitted by the source, which is information even
beyond the theory (QED) underlying this EFT. Thus, the sky being blue appears
as a fine-tuning problem.
IV. Scales may not be well-separated. Some dynamics preclude the separation of
scales, as in turbulent flows, where modal instabilities allow for dynamical couplings
between long-wavelength and short-wavelength modes.
5.4 Future of Effective Field Theories
Despite these challenges, Effective Field Theory methods provide state of the art
tools to explore new physics in all fields. In particle physics, we consider the Stan-
dard Model as the leading order lagrangian in EFT expansion and construct the
mass-dimension-5 and -6 operators as subleading terms. These operators take into
account the evidence (such as neutrino masses and baryon number asymmetry) that
physics violating the symmetries of the Standard Model must be present, possibly
lying in the energy region between the electroweak scale ∼ 1TeV and the Planck
scale ∼ 1015TeV. By writing this physics into low-energy (Standard Model energy
scale) operators, we can study its impact on experimental observables.
In this program, continuing effort on developing SCETI as an EFT for QCD
in accelerators is essential for the corresponding improvement in accuracy of QCD
predictions of backgrounds to heavy particle production. In nuclear physics, there
are also many mysteries, such as how to describe hadronization ab initio in QCD
and how quarks are bound inside exotic hadrons, as systems of > 3 quarks or longer-
distance molecules of hadrons? To answer these questions SCETII and X-EFT, as
EFTs of semi-inclusive and exclusive processes, are of great help, especially summing
threshold logarithmic enhancements near infrared singularities.
Development of the electron laser effective theory provides the first rigorous
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mathematical basis for the quantum-classical separation implicit in numerical sim-
ulation of high-intensity laser-plasma experiments, in which the collective plasma
dynamics are treated classically and QED processes are implemented via a local,
stochastic Monte Carlo radiation algorithm. It can be developed similarly to SCET
to define and compute new observables in high-intensity laser plasma experiments
that can therefore be used as more reliable tests of the underlying theory. For ex-
ample, it allows investigate integrated observables such as the amount of energy in
low-energy (classical) radiation entering a specified cone. Definition of such observ-
ables and their measurement in high-intensity laser experiments feeds back into the
understanding of those analogous quantities in QCD. Furthermore, the electron-
laser theory establishes the foundation to investigate more complicated systems,
involving both electrons and ions, to describe the ionization processes and high-Z
atomic spectra in strong classical fields.
As the first example of an effective theory incorporating nonperturbative effects
of a strong classical potential, the electron-laser effective theory may also open
new avenues to study quantum effects in other classical backgrounds. Important
issues here include the dynamics of Hawking radiation, particle production in the
expanding universe and degrees of freedom arising from the breaking of conformal
symmetry by vacuum polarization in the classical field.
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APPENDIX A
Useful Results for Soft Radiation in e+e−, ep, pp Scattering Processes
A.1 Hemisphere Soft Function from General Soft Function
The soft function depends on the momenta kB,J projected onto the na,b directions
in the regions HB,J , respectively. The shape of these regions in turn depends on the
vectors qB,J = ωa,bna,b/2 in the definition of the 0-jettiness:
τ0 =
2
Q2
∑
i
min {qa · pi, qb · pi}
qab =
1
2
χabEcmna,b (A.1)
Indicating this dependence explicitly, we express the soft function as
S(k1, k2, qJ , qB, µ) =
1
NC
tr
∑
Xs
∣∣〈Xs| [Y †nJYnB ](0) |0〉∣∣2
× δ
(
k1 −
∑
i∈Xs
θ(qB ·pi − qJ ·pi)nJ ·pi
)
× δ
(
k2 −
∑
i∈Xs
θ(qJ ·pi − qB ·pi)nB ·pi
)
. (A.2)
The soft function for DIS involves the square of one incoming and one outgoing
Wilson line, and hence differs from that for e+e− → dijets, which has two outgoing
lines, and for pp→ L+0-jets which has two incoming lines. We can relate Eq. (A.2)
to the usual hemisphere soft function for DIS by generalizing an argument given in
Kang et al. (2013). Note that the Wilson lines Yn are invariant under rescaling of n
(boost invariance):
Yβna = P exp
[
ig
∫ 0
−∞
ds βna ·As(βnas)
]
= P exp
[
ig
∫ 0
−∞
ds na ·As(nas)
]
= Yna ,
(A.3)
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and similarly for the lines extending from 0 to +∞, Yβnb = Ynb. Define
Rb =
√
ωBnB ·nJ
2ωJ
, Ra =
√
ωJnJ ·nB
2ωB
, (A.4)
so that for the rescaled four-vectors n′J = nJ/Rb and n
′
B = nB/Ra, we have (qa−qb) ·
pi =
1
2
ωaRa (n
′
a−n′b) ·pi since ωbRb = ωaRa. This implies that the same partitioning
defined in Eq. (A.2) can be expressed with θ(n′a · pi − n′b · pi) and θ(n′b · pi − n′a · pi).
Furthermore n′B·n′J = 2. Thus expressing Eq. (A.2) in terms of the rescaled vectors,
n′J and n
′
B, we obtain
S(k1, k2, qJ , qB, µ) =
1
NCRbRa
tr
∑
Xs
∣∣∣〈Xs| [Y †n′JYn′B ](0) |0〉∣∣∣2
× δ
( k1
Rb
−
∑
i∈Xs
θ(n′B ·pi − n′J ·pi)n′J ·pi
)
× δ
( k2
Ra
−
∑
i∈Xs
θ(n′J ·pi − n′B ·pi)n′B ·pi
)
=
1
RbRa
S2
( k1
Rb
,
k2
Ra
, µ
)
. (A.5)
The regions Ha,b are hemispheres because they are separated by n′a,b whose spatial
components are perpendicular to the same plane.
A.2 General Properties of Hemisphere Soft Functions
Some properties of these soft functions can be deduced even before performing ex-
plicit computations. Some of these are more easily expressed in position space:
S˜2(x1, x2, µ) =
∫
dℓ1 dℓ2 S2(ℓ1, ℓ2, µ) e
−iℓ1x1e−iℓ2x2 , (A.6)
where the momentum-space soft function S2 and its Fourier transform S˜2 in this
equation may stand for the e+e−, DIS, or pp soft functions. It follows from the defi-
nitions Eqs. (2.54), (2.66), and (2.75) that S2, S˜2 are symmetric in their arguments:
S2(ℓ1, ℓ2) = S2(ℓ2, ℓ1) , S˜2(x1, x2) = S˜2(x2, x1) . (A.7)
The renormalization conditions for the soft function satisfy some nontrivial proper-
ties. From the factorization theorems for doubly-differential distributions such as in
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the invariant masses m21, m
2
2 in the two separate hemispheres of e
+e− collisions, one
can derive from consistency of the hard, jet, and soft anomalous dimensions that
the soft function renormalization itself takes a factorized form (Hoang and Stewart
(2008); Hornig et al. (2011)):
S˜2(x1, x2, µ) = Z˜
−1
S (x1, µ)Z˜
−1
S (x2, µ)S˜
bare
2 (x1, x2) . (A.8)
The renormalized soft function satisfies the renormalization group evolution equa-
tion (RGE),
µ
d
dµ
ln S˜2(x1, x2, µ) = γS(x1, µ) + γS(x2, µ) , (A.9)
where each piece of the total anomalous dimension on the right-hand side is given
by
γS(x, µ) = −d ln Z˜(x, µ)
d lnµ
= −Γcusp[αs] ln(ieγExµ) + γS[αs] , (A.10)
where Γcusp[αs] is the cusp anomalous dimension, known to three loops
(Korchemsky and Radyushkin (1987a); Korchemskaya and Korchemsky (1992b)),
and γS[αs] is the non-cusp anomalous dimension.
The solution to the RGE Eq. (A.9) is
S˜2(x1, x2, µ) = US(x1, µ, µ0)US(x2, µ2, µ0)S˜2(x1, x2, µ0) , (A.11)
giving S˜2 at one scale µ in terms of S˜2 at another scale µ0. The evolution kernels
US are
US(x, µ, µ0) = e
K(Γcusp,γS ,µ,µ0)(ieγExµ0)
η(Γcusp,µ,µ0) , (A.12)
where the functions K, η are
K(Γ, γ, µ, µ0) =
∫ µ
µ0
dµ′
µ′
(
−2Γcusp[αs(µ′)] ln µ
′
µ0
+ γS[αs(µ
′)]
)
, (A.13a)
η(Γ, µ, µ0) = −2
∫ µ
µ0
dµ′
µ′
Γcusp[αs(µ
′)] . (A.13b)
Using the solution Eq. (A.11) one can predict all the µ-dependent terms that appear
in S˜(x1, x2, µ) to all orders in αs, up to the logarithmic accuracy to which the
anomalous dimensions Γcusp and γS are known.
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Hoang and Kluth (2008) showed that the scale dependence in Eq. (A.11) could
be slightly reorganized to yield the form
S˜2(x1, x2, µ) = US(x1, µ, µx1)US(x2, µ, µx2)e
T˜ (x1,x2) , (A.14)
where µxi = (ie
γExi)
−1. The exponent T˜ (x1, x2) is independent of µ and ex-
ponentiates in this way based on non-Abelian exponentiation (Gatheral (1983);
Frenkel and Taylor (1984)). Using the definitions Eqs. (A.12) and (A.13), we obtain
the very simple exponentiated result,
S˜2(x1, x2, µ) = e
K(x1,µ)+K(x2,µ)eT˜ (x1,x2) , (A.15)
where K(xi, µ) ≡ K(Γcusp, γS, µ, µxi).
Using symmetry, Eq. (A.7), and that T˜ must be dimensionless, Hoang and Kluth
(2008) argued that, to O(α2s), we can deduce
T˜ (x1, x2) =
αs(µx1)
4π
t1 +
αs(µx2)
4π
t1 + 2
(αs
4π
)2
t2(x1/x2) , (A.16)
where t1 is a pure constant, and t2(b) is a dimensionless function of the dimensionless
ratio b = x1/x2, satisfying t2(b) = t2(1/b).
We know that the anomalous dimensions of the hemisphere soft functions for
See,ep,pp2 are all the same, and thus the µ-dependent terms predicted by Eq. (A.15)
will all be the same. The change in directions of Wilson lines in the different cases
could, in principle, lead to different results for the µ-independent function T˜ (x1, x2).
Having proven equality of the soft functions to O(α3s) in the text, I have determined
that T˜ (x1, x2) is the same at least up to O(α3s).
A.3 One-loop Soft Function
The one-loop result for the soft function S2 can be computed from the diagrams
illustrated in Fig. 2.1. The sum over squared amplitudes contained in Eq. (2.79)
then gives the result, here written for e+e−,
S
(1)
2 (ℓ1, ℓ2) =
2g2µ2ǫCF
(2π)D−1
∫
dDk δ(k2)θ(k0)M(ℓ1, ℓ2; k) 1
n¯ · k − iǫ
1
n · k + iǫ + c.c.
(A.17)
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However, the delta function and measurement function in Eq. (A.17) renders all k
integrals real and the signs of the iǫ’s irrelevant. Once these are used, the integration
regions do not cross the poles in k±±iǫ, so the iǫ’s can be dropped. So the result for
the one-loop diagrams in Fig. 2.1 for all three cases ee, ep, pp gives the well-known
result Eq. (2.87) for the bare soft function at O(αs), which also implies that the
constant t1 in Eq. (A.16) for the renormalized soft function is
t1 = −CF π
2
2
. (A.18)
A.4 Two-loop Soft Function
Here we give known results for the pieces of the O(α2s) hemisphere soft function in
Eq. (2.89). The first set of terms Rc can be deduced from the known soft anomalous
dimension,
Γcusp[αs] =
∞∑
k=0
(αs
4π
)k+1
Γk , γS[αs] =
∑
k=0
(αs
4π
)k+1
γkS , (A.19)
where to O(α2s)
Γ0 = 4CF , Γ
1 = 4CFCA
(67
9
− π
2
3
)
− CFTRnf 80
9
, (A.20)
and
γ0S = 0 , γ
1
S = CFCA
(
−808
27
+
11π2
9
+ 28ζ3
)
+ CFTRnf
(224
27
− 4π
2
9
)
, (A.21)
and the beta function,
β[αs] = −2αs
∞∑
k=0
(αs
4π
)k+1
βk , (A.22)
where to O(α2s) ,
β0 =
11CA − 4TRnf
3
, β1 =
34C2A
3
− 20
3
CATRnf − 4CFTRnf . (A.23)
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A.4.1 Momentum space
The values of the anomalous dimensions above imply that at two-loop order
(Hoang and Kluth (2008)),
R(2)c (ℓ1, ℓ2, µ) = 8C
2
F (L
4
1 + L
4
2) + 16C
2
FL
2
1L
2
2
+
(88
9
CFCA − 32
9
CFTRnf
)
(L31 + L
3
2)
+
[
−20π
2
3
C2F + CFCA
(4π2
3
− 268
9
)
+
80
9
CFTRnf
]
(L21 + L
2
2)
+
[
64ζ3C
2
F + CFCA
(808
27
− 22π
2
9
− 28ζ3
)
− CFTRnf
(224
27
− 8π
2
9
)]
(L1 + L2) ,
(A.24)
where L1,2 = ln(k1,2/µ).
The non-global terms SNG receive contributions from all the real gluon diagrams,
but Hornig et al. (2011) showed that they could be deduced just from the two-real-
gluon graphs where the two gluons go into opposite hemispheres. The nontrivial
dependence on both k1,2 arises from these configurations. IR divergences in the
opposite-hemisphere two-gluon diagrams are cancelled by the real gluon graphs in
which both gluons go into one hemisphere or where there is a single real gluon. These
same diagrams contribute to the constant term c
(2)
S . The result from Hornig et al.
(2011) for the non-constant terms can be expressed
S
(2)
NG(ℓ1, ℓ2) = −
π2
3
CFCA ln
2 ℓ1
ℓ2
(A.25)
+
(
CFCA
11π2−3−18ζ3
9
+ CFTRnf
6− 4π2
9
)
ln
ℓ1/ℓ2+ℓ2/ℓ1
2
+ CFCA
[
fN
(ℓ1
ℓ2
)
+ fN
(ℓ2
ℓ1
)
− 2fN(1)
]
+ CFTRnf
[
fQ
(ℓ1
ℓ2
)
+ fQ
(ℓ2
ℓ1
)
− 2fQ(1)
]
,
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where the functions fN,Q are given by
fQ(a) =
[2π2
9
− 2
3(a + 1)
]
ln a− 4
3
ln aLi2(−a) + 4 Li3(−a)
+
2π2 − 3
9
ln
(
a+
1
a
)
,
fN(a) = −4 Li4
( 1
a + 1
)
− 11 Li3(−a) + 2 Li3
( 1
a+ 1
)
ln
a
(a+ 1)2
+ Li2
( 1
a+ 1
)[
π2 − ln2(a+ 1)− 1
2
ln a ln
a
(a+ 1)2
+
11
3
ln a
]
+
[11
12
ln
a
(a+ 1)2
− 1
4
ln
a + 1
a
ln(a + 1) +
π2
24
]
ln2 a
− 1
6
a− 1
a + 1
ln a+
5π2
12
ln
a + 1
a
ln(a + 1)− 11π
4
180
− 11π
2 − 3− 18ζ3
18
ln
(
a+
1
a
)
. (A.26)
These functions are bounded and vanish as a→ 0,∞. Their values at a = 1 are
2fQ(1) = −6ζ3 + 2
9
(2π2 − 3) ln 2
2fN(1) = −8 Li4 1
2
+ ζ3
(33
2
− 5 ln 2
)
+
ln 2− ln4 2
3
+
2π4
45
+
π2
3
(
ln2 2− 11
3
ln 2
)
,
(A.27)
and are subtracted out of the last two lines of Eq. (A.25) so that SNG vanishes at
ℓ1 = ℓ2. The functions fQ,N satisfy the rather remarkable approximation
fQ,N(a) + fQ,N(1/a) ≈ 2fQ,N(1) 4a
(1 + a)2
, (A.28)
which can serve as a fairly good replacement rule for Eq. (A.26) (see Fig. 4 in
Hornig et al. (2011)).
The momentum-space result Eqs. (A.25) and (A.26) are consistent with those
given by Kelley et al. (2011). Hornig et al. (2011) also computed the analogous
results in position space, which we give below.
The constant term c
(2)
S in Eq. (2.89) requires a full computation of all the one-
and two-real-gluon-emission diagrams. This was performed by Kelley et al. (2011);
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Monni et al. (2011), with the result
c
(2)
S = C
2
F
π4
8
+ CFCA
[
−508
81
− 871
216
π2 +
4
9
π4 +
22
9
ζ3
− 7ζ3 ln 2 + π
2
3
ln2 2− 1
3
ln4 2− 8 Li4
(1
2
)]
+ CFTRnf
(
−34
81
+
77
54
π2 − 8
9
ζ3
)
.
(A.29)
Thus the final result for the O(α2s) hemisphere soft function in e+e− is given by
Eq. (2.89) with the three individual pieces given by Eqs. (A.24), (A.25), and (A.29).
In this section, we have reviewed the previously known results for the e+e−, DIS,
and pp hemisphere soft functions at O(αs) and the e+e− soft function at O(α2s),
which we have shown in the paper is also equal to the DIS and pp results at O(α2s).
A.4.2 Position-space soft function
The position-space soft function is defined by the Fourier transform from momentum
space Eq. (A.6). All the non-constant terms atO(α2s) were computed in Hornig et al.
(2011). The constants at O(α2s) can be obtained analytically from the momentum-
space results of Kelley et al. (2011).
To O(α2s) the renormalized soft function Eq. (A.6) takes the form
S˜(x1, x2, µ) = 1 +
αs(µ)CF
π
(
L˜21 + L˜
2
2 +
π2
4
)
(A.30)
+
αs(µ)
2
4π2
[
R˜(x1, x2, µ) +
1
2
t2
(x1
x2
)
+ c˜
(2)
S
]
.
The µ-dependent logs are in R˜,
R˜(x1, x2, µ) =
αs(µ)
2
16π2
{
C2F (8L˜
4
1 + 8L˜
4
2 + 16L˜
2
1L˜
2
2) (A.31)
+
(
−88
9
CFCA +
32
9
CFTRnf
)
(L˜31 + L˜
3
2)
+
[
4π2C2F − 4CFCA
(67
9
− π
2
3
)
+
80
9
CFTRnf
]
(L˜21 + L˜
2
2)
+
[
CFCA
(
28ζ3 − 808
27
− 22
9
π2
)
+ CFTRnf
(224
27
+
8
9
π2
)]
(L˜1 + L˜2)
}
.
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The non-global terms are in t2,
t2(b) = −CFCA2π
2
3
ln2 b (A.32)
+ 2
(
CFCA
11π2−3−18ζ3
9
+ CFTRnf
6− 4π2
9
)
ln
b+ 1/b
2
+ 2CFTRnF
[
FQ(b) + FQ(1/b)− 2FQ(1)
]
+ 2CFCA
[
FN(b) + FN(1/b)− 2FN(1)
]
,
where the functions FQ,N are given by
FQ(b) =
2 ln b
3(b− 1) −
b ln2 b
3(b− 1)2 −
3− 2π2
9
ln
(
b+
1
b
)
+
2
3
ln2 b ln(1− b) + 8
3
ln bLi2(b)− 4 Li3(b)
FN(b) = −π
4
36
− ln b
3(b− 1) +
b ln2 b
6(b− 1)2 +
ln4 b
24
+
3−11π2+18ζ3
18
ln
(
b+
1
b
)
− 11
6
ln2 b ln(1− b)
− π
2
3
Li2(1− b) + [Li2(1− b)]2 − 22
3
ln bLi2(b)
+ 2 ln bLi3(1− b) + 11 Li3(b) . (A.33)
The values of these functions at b = 1 are subtracted in Eq. (A.33) so that t2 → 0
at b = 1. They are given by
2FQ(1) =
2
3
+
(4π2
9
− 2
3
)
ln 2− 2ζ3
2FN(1) = −1
3
− π
4
18
+
(1
3
− 11π
2
9
+ 2ζ3
)
ln 2 + 22ζ3 .
(A.34)
Then the constant in Eq. (A.30) is given by
c˜
(2)
S = C
2
F
π4
8
+ CFCA
(
−535
81
− 871
216
π2 +
7
30
π4 +
143
18
ζ3
)
+ CFTRnf
(20
81
+
77
54
π2 − 26
9
ζ3
)
. (A.35)
A.5 Three-gluon Vertex Diagram for ep, pp
Here we provide an explicit computation of the amplitude in Fig. 2.7(C), the result
of which is given by Eqs. (2.98) and (2.114), for the ee, ep, pp soft functions. This
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Figure A.1: Pole Positions and Contour Choice
provides an alternate derivation of the ee result given in Kelley et al. (2011), and in
addition shows explicitly how the imaginary iπ term in Eq. (2.114) arises.
The integral ITC (k) appearing in the amplitude Eq. (2.98) is given for the three
different soft functions by (we will drop the C and T sub/superscripts in this ap-
pendix):
Iee(k) ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ + iǫ
1
q− + iǫ
,
Iep(k) ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ + iǫ
1
q− − iǫ ,
Ipp(k) ≡
∫
dDq
(2π)D
1
q2+iǫ
1
(k−q)2 + iǫ
1
(k−q)+ − iǫ
1
q− − iǫ ,
(A.36)
with the sign of the iǫ in one of the eikonal propagators switching in each line, as
one Wilson line flips each time from outgoing to incoming.
The Iee and Iep integrands have the same pole structure in q+, while Iep and Ipp
have the same pole structure in q−. Namely, Iee,ep have poles in q+ at:
q+ = k+ + iǫ ,
q2⊥ − iǫ
q−
,
q2⊥ − 2q⊥ ·k⊥ + q−k+ − iǫ
q− − k− , (A.37)
while Iep,pp have poles in q− at:
q− = iǫ ,
q2⊥ − iǫ
q+
,
q2⊥ − 2q⊥ ·k⊥ + q+k− − iǫ
q+ − k+ . (A.38)
The locations of these poles as a function of q− (or q+) are shown in Fig. A.1.
First we will perform the Ipp/ep integrals by contour integration in q−, and then
compute Iee/ep by contour integration in q+, and obtain the result in Eq. (2.114).
343
A.5.1 Integrals for ep, pp
In the Iep,pp integrals in Eq. (A.36), we perform the q− integration by contours.
For q+ < 0, all three poles are in the upper half complex plane, and so closing the
contour in the lower half plane, we obtain zero. The nonzero contributions come
from the other two regions in q+:
Iep,pp(k) = − i
4π
∫
ddq⊥
(2π)d
1
q2⊥
∫ ∞
0
dq+
F (q+,q⊥, k)
q+ − k+ ∓ iǫ , (A.39)
where d = 2− 2ǫ. The upper (lower) sign in ∓iǫ in the q+ eikonal propagator is for
ep (pp), and the function F is given by
F (q+,q⊥, k) ≡ q
+
k+
θ(k+ − q+)(
q⊥ − q+k+k⊥
)2 + θ(q+ − k+)(
q⊥ − k⊥)2 + k2⊥( q
+
k+
− 1) . (A.40)
We used the on-shell condition k− = k2⊥/k
+ to eliminate k− from this expression.
The iǫs in the q⊥-dependent propagators in Eqs. (A.39) and (A.40) can be dropped
since the denominators are ≥ 0, and the integral over q⊥ does not cross any sin-
gularities. The q+ integral in Eq. (A.39), however, encounters the singularity at
q+ = k+, and we use the prescription
1
q+ − k+ ∓ iǫ = P.V.
1
q+ − k+ ± iπδ(q
+ − k+) (A.41)
to perform the integral. The function F is finite and continuous at q+ = k+:
F (k+,q⊥, k) =
1
(q⊥ − k⊥)2 . (A.42)
The result of using this prescription in Eq. (A.39) can be expressed
Iep,pp(k) = − i
4π
A± 1
4
B , (A.43)
where
A ≡
∫
ddq⊥
(2π)d
1
q2⊥
∫ ∞
0
dq+F (q+,q⊥, k) P.V.
1
q+ − k+ (A.44a)
B ≡
∫
ddq⊥
(2π)d
1
q2⊥(q⊥ − k⊥)2
. (A.44b)
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B is easily evaluated. Combining denominators using a Feynman parameter and
then completing the integrations, we obtain
B =
1
(4π)1−ǫ
Γ(1 + ǫ)B(−ǫ,−ǫ)
(k2⊥)1+ǫ
, (A.45)
where B(a, b) is the beta function.
To evaluate A we must regulate the singularity at q+ = k+ consistently with the
principal value prescription. This can be done with equidistant cutoffs around q+ =
k+, or, conveniently, we can insert a factor (similar to, but not directly associated
with, the rapidity regulator of Chiu et al. (2012b,a)):
A = lim
η→0
∫
ddq⊥
(2π)d
1
q2⊥
∫ ∞
0
dq+
(
ν
|q+ − k+|
)η
F (q+,q⊥, k)
q+ − k+ . (A.46)
Using the changes of variables
q+ → q′ = ∣∣k+ − q+∣∣ , q′ = k+u , (A.47)
and combining the q⊥ denominators in Eqs. (A.46) and (A.40) using a Feynman
parameter, we obtain from the q⊥ integral
A =
1
(4π)1−ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
(
ν
k+
)η ∫ 1
0
dx
x1+ǫ
×
{
−
∫ 1
0
du
u1+η
1
(1− x)1+ǫ(1− u)1+2ǫ +
∫ ∞
0
du
u1+η
1
x1+ǫ(1− x+ u)1+ǫ
}
.
(A.48)
In the final line we use the change of variables u = u′(1 − x) and the x and u(′)
integrals both immediately give beta functions,
A =
1
(4π)1−ǫ
Γ(1 + ǫ)
(k2⊥)1+ǫ
(
ν
k+
)η[
−B(−η,−2ǫ)B(−ǫ,−ǫ)
+B(−ǫ,−ǫ − η)B(1 + ǫ+ η,−η)
]
.
(A.49)
The 1/η poles of the two terms in brackets in cancel, and we can take the η → 0
limit to obtain
A =
1
(4π)1−ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
B(−ǫ,−ǫ) π
tan(πǫ)
, (A.50)
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Thus the result for the sum of A,B terms in the integral Eq. (A.43) is
Iep,pp = − i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)1+ǫ
B(−ǫ,−ǫ) πe
±iπǫ
sin(πǫ)
. (A.51)
Plugging this integral back into the amplitude Eq. (2.98), multiplying by the sum of
conjugates of the 1-gluon tree-level amplitudes from Eq. (2.84), and summing over
final-state polarizations and integrating over the final-state gluon momentum k in
Eq. (2.79), we obtain for this contribution to the soft function,
Sep,pp = 1
NC
Tr
∫
dDk
(2π)D
2πδ(k2)θ(k0)Mℓ1ℓ2(k)ATep,pp(k)[A†1n(k) +A†1n¯(k)]
=
α2s CACF
16π2
µ4ǫ
[
δ(ℓ2)
ℓ1+4ǫ1
+
δ(ℓ1)
ℓ1+4ǫ2
]
× 1
ǫ
{
− 2
ǫ2
+ π2 +
16ζ3
3
ǫ− π
4
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ǫ2 ± iπ
(
−2
ǫ
+
π2
3
ǫ+
16ζ3
3
ǫ2
)}
. (A.52)
Upon adding the complex conjugate diagrams, Sep,pp + S∗ep,pp, the imaginary parts
cancel, and the real parts combine to reproduce the result for these diagrams in the
ee soft function in Kelley et al. (2011).
A.5.2 Integrals for ee, ep
The integrals Iee,ep in Eq. (A.36) share the same poles in q+ given in Eq. (A.37),
and according to Eqs. (2.104) and (2.106) should give exactly the same result. For
q− < 0 all three poles in q+ lie in the upper half complex plane, and we can close
the q+ contour in the lower half plane to obtain zero. The nonzero contributions
come from the regions q− > 0:
Iee = − i
4π
∫
ddq⊥
(2π)d
∫ ∞
0
dq−
G(q−,q⊥, k)
q2⊥ − q
−
k−
k2⊥ − iǫ
, (A.53)
where
G(q−,q⊥, k) ≡ θ(k
− − q−)/k−
(q⊥ − q−k−k⊥)2 − iǫ
+
θ(q− − k−)/q−
(q⊥ − k⊥)2 − iǫ . (A.54)
We could evaluate Eq. (A.53) by applying the prescription Eq. (A.41) to the q−-
dependent propagator in Eq. (A.53), but since the singularity at q− = k−(q2⊥/k
2
⊥)
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is not necessarily at the point q− = k− where the step in the theta functions in
Eq. (A.54) occurs, we find it more convenient to evaluate Eq. (A.53) directly as a
complex integral, keeping the iǫs where they appear.
Making the changes of variables,
u =
q−
k−
, q′⊥ =
q⊥ − uk⊥ for q
− < k−
q⊥ − k⊥ for q− > k−
, (A.55)
then combining q′⊥ denominators using a Feynman parameter and performing the
q′⊥ integral, we obtain the intermediate result
Iee = i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
eiπǫ
∫ 1
0
dx (1− x)−1−ǫ (A.56)
×
{∫ 1
0
du [u(1− ux)]−1−ǫ +
∫ ∞
1
du
u
(u− x)−1−ǫ
}
.
In the second integral over u, we make the further change of variables u→ 1/u, and
the two integrals combine into one between 0 < u < 1,
Iee = i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
eiπǫ
∫ 1
0
dx (1− x)−1−ǫ
×
{∫ 1
0
du (1− ux)−1−ǫ(u−1−ǫ + uǫ)
}
.
(A.57)
Performing the u integral first, we obtain
Iee = i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
eiπǫ
∫ 1
0
dx (1− x)−1−ǫ (A.58)
×
{
xǫB(x,−ǫ,−ǫ) + 1
1 + ǫ
2F1(1 + ǫ, 1 + ǫ, 2 + ǫ, x)
}
,
where B(x, a, b) is the incomplete beta function and 2F1 is a hypergeometric func-
tion. The x integral can also be performed in terms of generalized hypergeometric
functions,
Iee = i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)
1+ǫ
eiπǫ
[
1
ǫ2
3F2
(
1,−ǫ, 1 + ǫ; 1− ǫ, 1− ǫ; 1)
− 1
ǫ(1 + ǫ)
3F2
(
1, 1 + ǫ, 1 + ǫ; 1− ǫ, 2 + ǫ; 1)] ,
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The hypergeometric functions can be expanded in powers of ǫ with the help of
the Mathematica package HypExp (Huber and Maitre (2006, 2008)), with the result
Iee = i
16π2
(4π)ǫ
Γ(1 + ǫ)
(k2⊥)1+ǫ
eiπǫ
(
2
ǫ2
− 4ζ3ǫ− π
4
15
ǫ2
)
. (A.59)
The result Eq. (A.59) is now in a similar form to Eq. (A.51). It is equal to the result
in Eq. (A.51) for Iep, since we have the expansion
B(−ǫ,−ǫ) π
sin(πǫ)
= −
(
2
ǫ2
− 4ζ3ǫ− π
4
15
ǫ2
)
. (A.60)
This confirms the result Eq. (2.106) of the proof that the amplitudes in Fig. 2.7(C)
are equal for the ee and ep soft functions.
The equality of the series expansions in Eqs. (A.59) and (A.60) suggests the
functional identity
B(−ǫ,−ǫ) π
sin(πǫ)
=− 1
ǫ2
3F2
(
1,−ǫ, 1 + ǫ; 1− ǫ, 1− ǫ; 1)
+
1
ǫ(1 + ǫ)
3F2
(
1, 1 + ǫ, 1 + ǫ; 1− ǫ, 2 + ǫ; 1) (A.61)
which we find to be numerically exact for any ǫ < 0. (The form on the right-hand
side is defined only for ǫ < 0.)
348
APPENDIX B
Rapidity Integrals, Anomalous Dimensions and Renormalization Group Equations
B.1 Rapidity Anomalous Dimensions and RG Equations at 2-loops in
TMDPDF
The functions KΓ(µ0, µ), ηΓ(µ0, µ), Kγ(µ0, µ) in the RGE solutions Eqs. (2.229),
(2.235), and (2.242) are defined as
KΓ(µ0, µ) ≡
∫ µ
µ0
d(lnµ′)Γcusp
[
αs(µ
′)
]
ln
µ′
µ0
=
∫ αs(µ)
αs(µ0)
dαs
β(αs)
Γcusp(αs)
∫ αs
αs(µ0)
dα′s
β(α′s)
,
ηΓ(µ0, µ) ≡
∫ µ
µ0
d(lnµ′)Γcusp
[
αs(µ
′)
]
=
∫ αs(µ)
αs(µ0)
dαs
β(αs)
Γcusp(αs) ,
Kγ(µ0, µ) ≡
∫ µ
µ0
d(lnµ′)γ
[
αs(µ
′)
]
=
∫ αs(µ)
αs(µ0)
dαs
β(αs)
γ(αs) . (B.1)
Expanding the beta function and anomalous dimensions in powers of αs,
β(αs) = −2αs
∞∑
n=0
βn
(αs
4π
)n+1
, (B.2)
Γcusp(αs) =
∞∑
n=0
Γn
(αs
4π
)n+1
, γ(αs) =
∞∑
n=0
γn
(αs
4π
)n+1
,
their explicit expressions to NNLL accuracy are
KΓ(µ0, µ) = − Γ0
4β20
{
4π
αs(µ0)
(
1− 1
r
− ln r
)
+
(
Γ1
Γ0
− β1
β0
)
(1− r + ln r) + β1
2β0
ln2 r
+
αs(µ0)
4π
[(
β21
β20
− β2
β0
)(1− r2
2
+ ln r
)
+
(
β1Γ1
β0Γ0
− β
2
1
β20
)
(1− r + r ln r)
−
(
Γ2
Γ0
− β1Γ1
β0Γ0
)
(1−r)2
2
]}
, (B.3a)
ηΓ(µ0, µ) = − Γ0
2β0
[
ln r +
αs(µ0)
4π
(
Γ1
Γ0
− β1
β0
)
(r−1)
+
(
αs(µ0)
4π
)2(
Γ2
Γ0
− β1Γ1
β0Γ0
+
β21
β20
− β2
β0
)
r2−1
2
]
, (B.3b)
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and
Kγ(µ0, µ) = − γ0
2β0
[
ln r +
αs(µ0)
4π
(
γ1
γ0
− β1
β0
)
(r − 1)
]
. (B.3c)
Here, r = αs(µ)/αs(µ0), and the running coupling is given to 3-loop order by
1
αs(µ)
=
X
αs(µ0)
+
β1
4πβ0
lnX +
αs(µ0)
16π2
[
β2
β0
(
1− 1
X
)
+
β21
β20
( lnX
X
+
1
X
− 1
)]
,
(B.4)
where X ≡ 1 + αs(µ0)β0 ln(µ/µ0)/(2π). In our numerical analysis we use the full
NNLL expressions for KΓ,γ , ηΓ in Eq. (B.3a), but to be consistent with the value of
αs(µ) used in the NLO PDFs we only use the two-loop truncation of Eq. (B.4), drop-
ping the β2 and β
2
1 terms, to obtain numerical values for αs(µ). Up to three loops,
the coefficients of the beta function (Tarasov et al. (1980); Larin and Vermaseren
(1993)) and cusp anomalous dimension (Korchemsky and Radyushkin (1987b);
Moch et al. (2004)) in MS are
β0 =
11
3
CA − 4
3
TF nf ,
β1 =
34
3
C2A −
(20
3
CA + 4CF
)
TF nf ,
β2 =
2857
54
C3A +
(
C2F −
205
18
CFCA − 1415
54
C2A
)
2TF nf +
(11
9
CF +
79
54
CA
)
4T 2F n
2
f ,
Γ0 = 4CF ,
Γ1 = 4CF
[(67
9
− π
2
3
)
CA − 20
9
TF nf
]
,
Γ2 = 4CF
[(245
6
− 134π
2
27
+
11π4
45
+
22ζ3
3
)
C2A +
(
−418
27
+
40π2
27
− 56ζ3
3
)
CA TF nf
+
(
−55
3
+ 16ζ3
)
CF TF nf − 16
27
T 2F n
2
f
]
. (B.5)
The MS non-cusp anomalous dimension γH = 2γC for the hard function H can
be obtained (Idilbi et al. (2006); Becher et al. (2007)) from the IR divergences of
the on-shell massless quark form factor C(q2, µ) which are known to three loops
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(Moch et al. (2005)). Here we write results up to 2 loops
γH 0 = 2γC 0 = −12CF ,
γH 1 = 2γC 1 = −2CF
[(82
9
− 52ζ3
)
CA + (3− 4π2 + 48ζ3)CF +
(65
9
+ π2
)
β0
]
.
(B.6)
The non-cusp µ- and ν-anomalous dimensions for the TMD PDF and gluon soft
function at 1 loop were calculated by Chiu et al. (2012a). By replacing CA with
CF , we obtain anomalous dimensions for the quark functions. These results agree
with the result from explicit calculation of the quark TMD PDF in Sec. 2.5.1.5.
However, as shown in Eq. (2.245) knowing γH = −γS − 2γf is enough information,
though their one loop results are known separately γf 0 = 6CF and γS 0 = 0. The
ν-anomalous dimensions up to 2 loops are given by
γRS 0 = −2γRf 0 = 0 ,
γRS 1 = −2γRf 2 = −2CF
[(64
9
− 28ζ3
)
CA +
56
9
β0
]
. (B.7)
Note that the 2-loop result γRS 1 is the same as that for the thrust soft function
(Kang et al. (2013); Stewart et al. (2011)) except that Eq. (B.7) does not contain a
π2β0 term.
B.1.1 Rapidity anomalous dimension at 2-loop
In order to achieve NNLL accuracy the value of the 2-loop anomalous dimension
γRS is necessary. It can be determined by comparing the factorized cross section
σ(µ, ν) = H(Q2, µ)S˜(µ, ν)f˜⊥(µ, ν)f˜⊥(µ, ν) (B.8)
to the singular limit of the 2-loop QCD cross section (Ellis et al. (1983);
Arnold and Reno (1989); Gonsalves et al. (1989)). Alternatively, it can extracted
from the singular behavior of the differential soft function S˜(b+, b−, b⊥) in Li et al.
(2011).
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B.1.1.1 Fixed order cross section
To find γRS, we consider the expression for the fixed order cross section is simplest
at the scale µb = 2/(be
γE), which kills all terms involving the logarithm ln(µbeγE/2)
in the soft function and PDF generated by µ evolution. At this scale, the 2-loop
expressions for H, S˜, f˜⊥ are
H(µb, Q) =1 +
αs(µb)
4π
[
− Γ0
2
L2Q +
γH0
2
LQ + cH1
]
+
(
αs(µb)
4π
)2 [Γ20
8
L4Q −
Γ0
12
(2β0 + 3γH0)L
3
Q
+
(
− Γ1 + cH1Γ0
2
+
γH0
4
(
β0 +
γH0
2
))
L2Q
+
(
γH1 + cH1
(
β0 +
γH0
2
))
LQ + cH2
]
, (B.9)
S˜(µb, ν) =1 +
αs(µb)
4π
cS1 +
(
αs(µb)
4π
)2 [γRS1
2
Lν + cS2
]
, (B.10)
f˜⊥q (µb, ν) =
[
1 +
(
αs(µb)
4π
)2
γRf1
2
(Lν + LQ)
]
fj/P (µb)
+
[αs(µb)
4π
cjf1 +
(
αs(µb)
4π
)2
cjf2
]
⊗z fj/P (µb) , (B.11)
where LQ = ln(µ
2
b/Q
2) and Lν = ln(ν
2/µ2b). In f˜
⊥
q (µb, ν), ⊗z denotes the convolution
with respect to z. The constants cS1 and cf1 are given in the one-loop results for
the soft and collinear functions, while cS2 and cf2 are not known. We already used
γRS0 = −2γRf0 = 0.
Inserting Eqs. (B.9), (B.10), and (B.11) into Eq. (2.216), we obtain the fixed-
order cross section at 2 loops. The α2sLQ term contains γRS1
σfix(µb, Q) ∋
(
αs(µb)
4π
)2
LQ
2
[[
γH1 − γRS1 + γH0cS1 + cH1(2β0 + γH0)
]
fifj
+ γH0
[
(cif1 ⊗z1 fi)fj + i↔ j
]]
, (B.12)
where we omit arguments of the PDF fi(z1) and fj(z2) and the constants c
i
f1(z1)
and cjf1(z2) for simplicity.
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B.1.1.2 Differential soft function
An alternate way to determine the anomalous dimension γRS is to explore the
singular behavior of the differential soft function S˜(b+, b−, b⊥) in the limit b+b− → 0,
which corresponds to the collinear limit p+p− → ∞ where the rapidity divergence
arises. In this limit, the product b+b− regulates the rapidity and variation of the
soft function respect to b+b− corresponds to the rapidity anomalous dimension in a
scheme different from the η regulator. However different schemes should reproduce
the same γRS term in Eq. (B.12), and this implies that the anomalous dimension
is uniquely determined by QCD and independent of the choice of regulator. We
therefore write RRG equations for S˜(b+, b−, b⊥) determining γRS as
γRS =
D(b+b−)
S˜sing(b+, b−, b⊥)
dS˜sing(b
+, b−, b⊥)
d ln b+b−
, (B.13)
where S˜sing = limb+b−→0 S˜ is the singular part of the differential soft function and
D(b+b−) = −2 is dimensional factor taking into account difference between differ-
entiation respect to ν and to b+b−.
The 2-loop soft function in b space S˜(b+, b−, b⊥) has been calculated in Li et al.
(2011). In the singular limit, the 1- and 2-loop results are
S˜sing = 1 +
αsCF
π
S˜1 +
α2sCF
π2
[
CF S˜CF 2 + nf S˜CFNF + CA S˜CFCA
]
, (B.14)
S˜1 = Lb ln
b+b−
~b2⊥
+
L2b
2
− π
2
12
, S˜CF 2 =
S˜21
2
, (B.15)
S˜CFNF =
(
− 1
12
L2b −
5
18
Lb − 7
27
)
ln
b+b−
~b2⊥
, (B.16)
S˜CFCA =
(
11
24
L2b +
(67
36
− π
2
12
)
Lb +
101
54
− 7
4
ζ3
)
ln
b+b−
~b2⊥
, (B.17)
where Lb = lnµ
2/µ2b and µb = 2/(|~b⊥|eγE). Note that keeping a constant term
in ln(b+b−/b2⊥) is necessary to ensure cancellation of C
2
F terms in Eq. (B.13). By
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inserting Eq. (B.14) into Eq. (B.13), the cusp and non-cusp part at 2-loop
γRS(µ)|cusp = αs(µ)CF
π
{
− 2Lb + αs(µ)
π
[(π2
6
− 2
3
)
LbCA −
(L2b
4
+
5
6
Lb
)
β0
]}
,
(B.18)
γRS(αs(µ)) = −2CF
(αs(µ)
4π
)2[(64
9
− 28ζ3
)
CA +
56
9
β0
]
. (B.19)
Eq. (B.18) agrees with the fixed-order expansion of the cusp part −4ηΓ(µb, µ) in
Eq. (2.240). Eq. (B.19) is consistent with zero at O(αs) given in Sec. 2.5.1.5 and
Sec. 2.5.1.5.6, and agrees with Eq. (51) given in Becher and Neubert (2011). With
Eq. (B.19) resummation at NNLL accuracy is achieved.
B.2 Initial and Final State Soft Wilson Lines in Soft Functions
In this appendix, we prove Eq. (2.340), based on the appendix of Bauer et al. (2004).
We start with a general event-shape function,
S(k) =
1
Nc
∫
du
(2π)
eiku〈0|T¯ [(Y †n¯ )ed(Yn)ae ](un/2)T [(Y †n )ca(Yn¯)dc ](0)|0〉 . (B.20)
The Wilson lines in this expression can be divided into N infinitesimal segments of
length ds with a subscript denoting their space-time position along the integration
path,
(Yn)
a
e = P exp
(
− ig
∫ ∞
0
dsn ·As
)
= (e−igA1ds)b1e . . . (e
−igANds)abN−1 , (B.21)
(Y †n )
c
a = P exp
(
ig
∫ ∞
0
dsn · As
)
= (eigANds)bN−1a . . . (e
igA1ds)cb1 , (B.22)
(Yn¯)
d
c = P exp
(
ig
∫ 0
−∞
dsn¯ ·As
)
= (e−igA1(n¯)ds)b1a . . . (e
−igAN (n¯)ds)cbN−1 , (B.23)
(Y †n¯ )
e
d = P exp
(
ig
∫ 0
−∞
dsn¯ ·As
)
= (eigAN (n¯)ds)
bN−1
d . . . (e
igA1(n¯)ds)eb1 . (B.24)
Among these Wilson lines, Eq. (B.21) and Eq. (B.22) are sums of outgoing gluons,
which represent final state gluons. Applying time-ordering and anti-time-ordering
operators, we obtain
T (Y †n )
c
a = (Y
†
n )
c
a , (B.25)
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and
T¯ (Yn)
a
e = (Yn)
a
e . (B.26)
For the other two we find
T (Yn¯)
d
c = (e
−igAN (n¯)ds)dbN−1 . . . (e
−igA1(n¯)ds)b1c
= (e−igA
T
N (n¯)ds)
bN−1
d . . . (e
−igAT1 (n¯)ds)cb1
= (eign¯·A¯Nds)bN−1d . . . (e
ign¯·A1ds)cb1 = (Y¯
†
n¯ )
c
d , (B.27)
T¯ (Y †n¯ )
e
d = (e
igA1(n¯)ds)eb1 . . . (e
igAN (n¯)ds)
bN−1
d
= (eigA
T
1 ds)b1e . . . (e
igATN (n¯)ds)dbN−1
= (e−igA¯in¯ds)b1e . . . (e
−ign¯·A¯Nds)dbN−1 = Y¯
d
n¯e . (B.28)
Applying the above identities to the expression in Eq. (B.20) gives
S(k) =
1
Nc
∫
du
(2π)
eiku〈0|(Y †n¯)de(Yn)a
′
e (un/2)δ
a
a′(Y
†
n )
c
a(Y n¯)
c
d(0)|0〉 . (B.29)
Now consider two infinite Wilson lines
(Y∞)
f
a′ = P exp
(
ig
∫ ∞
−∞
ds n ·As
(
un
2
))f
a′
= P exp
(
ig
∫ ∞
−∞
ds n ·As(0)
)f
a′
= {(eigAN ·nds)cN−1a′ . . . (eigA1·nds)c0c1}{(eigA−1·nds)c1c0 . . . (eigA−N ·nds)fcN+1} ,
(B.30)
(Y †∞)
a
f = P exp
(
−ig
∫ ∞
−∞
ds n · As(un/2)
)a′
f
= P exp
(
− ig
∫ ∞
−∞
ds n · As(0)
)a′
f
= {(e−igA−N ·nds)cN+1f · (e−igA−1...nds)c0c−1}{(e−igA1·nds)c1c0 . . . (e−igAN ·nds)acN−1} ,
(B.31)
which have the property that
(Y∞)
f
a′(Y
†
∞)
a
f = δ
a
a′ . (B.32)
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We can use this property to replace the identity δaa′ in S(k) with the pair of infinite
Wilson lines above
S(k) =
1
Nc
∫
du
(2π)
eiku〈0|(Y¯n¯)de(Yn)a
′
e (un/2)δ
a
a′(Y
†
n )
c
a(Y¯
†
n¯ )
c
d(0)|0〉
=
1
Nc
∫
du
(2π)
eiku
× 〈0|{(e−igA¯N ·n¯ds)b1e . . . (e−ign¯·A1ds)dbN−1}{(e−igA1·nds)b1e . . . (e−igAN ·nds)a
′
bN−1
}(un
2
)
× {(eigAN ·nds)cN−1a′ . . . (eigA1·nds)c0c1}{(eigA−1·nds)c−1c0 . . . (eigA−N ·nds)fcN+1}(un2 )
× {(e−igA−N ·nds)c−N+1f . . . (e−igA−1·nds)c0c−1}{(e−igA1·nds)c1c0 . . . (e−igAN ·nds)acN−1}(0)
× {(eigAN ·nds)bN−1a . . . (eigA1·nds)cb1}{(eign¯·ANds)bN−1d . . . (eign¯·A1ds)cb1}(0)|0〉
=
1
Nc
∫
du
(2π)
eiku
×〈0|{(e−igA¯N ·n¯ds)b1e . . . (e−ign¯·A1ds)dbN−1}{(eigA−1·nds)c−1e . . . (eigA−N ·nds)fc−N+1}(un2 )
× {(e−igA−N ·nds)c−N+1f . . . (e−igA−1·nds)cc−1}{(eign¯·ANds)bN−1d . . . (eigA¯1·n¯ds)cb1}(0)|0〉
=
1
Nc
∫
du
(2π)
eiku〈0|(Y n¯)de(Yn)fe (un/2)(Y †n )fc (Y †n¯ )cd(0)|0〉 , (B.33)
in which
(Yn)
f
e
(
un
2
)
=
(
eigA−1·nds
)c−1
e
. . .
(
eigA−N ·nds
)f
c−N+1
(B.34)
= P exp
(
ig
∫ 0
−∞
ds n·As
)
(Y †n )
f
c (0) =
(
e−igA−N ·nds
)c−N+1
f
. . .
(
e−igA−1·nds
)c
c−1
(B.35)
= P exp
(
−ig
∫ 0
−∞
ds n·As
)
are incoming gluon lines. Thus, from Eq. (B.20) to Eq. (B.33), we show that by
inserting the identity operator for infinite Wilson lines, we change the final state
Wilson lines in the soft function into initial state Wilson lines.
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B.3 Endpoint DIS and DY Rapidity Divergence-Related Results
B.3.1 DIS Final Jet Function to O(αs) with Delta Regulator
In this section, we calculate the DIS jet function with the Delta regulator. The final
jet function is defined in Eq. (2.254) and has been previously calculated to O(αs) by
Manohar (2003); Chay and Kim (2013b); Hornig et al. (2009b); Bauer et al. (2010);
Becher and Neubert (2006b) with different regulators. Here we use the Delta-
regulator prescription introduced by Chiu et al. (2009a) with m2g in the gluon propa-
gator and two Delta regulators for two Wilson lines. The Delta regulators are added
to the collinear and soft Wilson lines the same way as in Sec. 2.5.2.8. The O(αs)
Feynman diagrams for the DIS jet function are shown in Fig. B.1 where we omit
the mirror images of Fig. B.1(a) and (b).
Figure B.1: O(αs) Feynman diagrams for the n¯ jet function
The naive amplitude for virtual gluon emission in Fig. B.1(a) is
Mˆ jeta = 2ig
2CFµ
2ǫδ(r)
∫
dDq
(2π)D
n·(p− q)
q2−m2g+iǫ
1
(p−q)2−∆1+iǫ
1
n·q + δ2+iǫ , (B.36)
where pX is the DIS final jet momentum. We let p
µ
X = (p
+
X , p
−
X , pX⊥) = (Q, r, 0) and
Eq. (B.36) becomes
Mˆ jeta =
(
−αsCF
2π
)
δ(r)
{
− 1
ǫ
(
ln
δ2
p+
+ 1
)
− ln µ
2
m2g
(
ln
δ2
p+
+ 1
)
−
[
ln
(
1− ∆1
m2g
)
ln
∆1
m2g
+ 1− ∆1/m
2
g
∆1
m2g
− 1 ln
∆1
m2g
+ Li2
(
∆1
m2g
)
− π
2
6
]}
, (B.37)
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which has the same form as the naive amplitude of the DIS n-collinear function
Fig. 2.21(a). The zero-bin for Fig. B.1(a) is
Mˆ jetaφ = (2ig
2CF )µ
2ǫδ(r)
∫
dDq
(2π)D
1
q+
1(
q− − q2⊥+m2g−iǫ
q+
) 1
q− + δ1 − iǫ
1
−q+ − δ2 − iǫ
= −αsCF
2π
δ(r)
{
1
ǫ2
+
1
ǫ
ln
µ2
δ1δ2
+ ln
(
µ2
m2g
)
ln
(
µ2
δ1δ2
)
− 1
2
ln2
(
µ2
m2g
)
− Li2
(
1− δ1δ2
m2g
)
+
π2
12
}
, (B.38)
which, as expected, has the same form as the zero-bin amplitude of DIS n-collinear
function Fig. 2.21(a). Including the mirror image diagram, the amplitude for the
virtual gluon loop correction to the final jet function is
M jeta = 2(Mˆ
jet
a − Mˆ jetaφ )
= −αsCF
2π
2δ(r)
{
− 1
ǫ2
−
(
1
ǫ
+ ln
µ2
m2g
)(
ln
µ2
∆1
+ 1
)
− ln
(
1− ∆1
m2g
)
ln
∆1
m2g
+
1
2
ln2
(
µ2
m2g
)
+
∆1/m
2
g
1− ∆1
m2g
ln
∆1
m2g
+ Li2
(
∆1
m2g
)
− Li2
(
1− δ1δ2
m2g
)
+ 1− π
2
12
}
.
(B.39)
The naive amplitude for the real gluon emission in Fig. B.1(b) is
Mˆ jetb = (4πg
2CF )
µ2ǫ n · pX
p2X −∆1 + iǫ
×
∫
dDq
(2π)D
n · (p− q)
n · q + δ2 δ(q
2−m2g)δ[(p− q)2 −∆1]θ(p+− q+)θ(p−− q−) , (B.40)
where we use ∆1 to regulate n¯-direction final jets. Integrating yields
Mˆ jetb =
αsCF
2πQ
{
δ(z) ln
(
− δ1
Q
)
ln
δ2
p+
+ δ(z) ln
(
− δ1
Q
)
−
(
1
z
)
+
(
ln
δ2
p+
+ 1
)}
.
(B.41)
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The zero bin for this amplitude is
Mˆ jetbφ = (−4πg2CF )µ2ǫ
n · pX
p2X −∆1
∫
dDq
(2π)D
δ(q2 −m2g)
n · q + δ2 θ(p
− − q−)δ
(
p− − q− − ∆1
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)
= −αsCF
2πQ
{
1
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[
−δ(z) ln
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(
1
z
)
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]
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δ2Q
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)[
δ(z) ln
(
− δ1
Q
)
−
(
1
z
)
+
]
+ δ(z)Li2
(
Q
δ1
)
+
(
ln z
z
)
+
}
.
(B.42)
Including the mirror image diagram, the amplitude of final jet function for real gluon
emission in Fig. B.1(b) is
M jetb = 2(Mˆ
jet
b − Mˆ jetbφ )
=
αsCF
2πQ
2
{
1
ǫ
[
−δ(z) ln(−δ1
Q
) +
(
1
z
)
+
]
+ δ(z)
[
− 1
2
ln2
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+ iπ ln
δ1
Q
+ ln
(
− δ1
Q
)(
1 + ln
µ2
n · pQ
)]
+ δ(z)
π2
3
−
(
1
z
)
+
(
1 + ln
µ2
n · pQ
)
+
(
ln z
z
)
+
}
. (B.43)
The naive amplitude for real gluon emission in Fig. B.1(c) is
Mˆ jetc =
(−g2CF
2π
)
(in · pX)2
(p2X −∆1)2
(D − 2)µ2ǫ
∫
dDq
(2π)D
(i)(−2πi)δ(q2 −m2g)
× (−2πi)δ[(p− q)2 −∆1] in · (p− q) q
2
⊥
[n · (p− q)]2 θ(p
+ − q+)θ(p− − q−)
=
(
αsCF
2πQ
)
1
2
[
−δ(z) ln δ1
Q
+
(
1
z
)
+
]
. (B.44)
The zero bin for this diagram is
Mˆ jetcφ =
(−g2CF
2π
)
(in · pX)2
(pX −∆1)2 (D − 2)µ
2ǫ
∫
dDq
(2π)D
i(−2πi)δ(q2 −m2g)
× q
2
⊥
(n · p)2 (in · p)(−2πi)δ(p
−(p+ − q+)−∆1)θ(p− − q−)
= 0 . (B.45)
There is no mirror image for Fig. B.1(c), so
M jetc = Mˆ
jet
c . (B.46)
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The wavefunction contribution to the final jet function is
M jetwave =
αsCF
2πQ
(
1
ǫ
− 1− ln m
2
g
µ2
)
δ(z) . (B.47)
Combining all the results above, the O(αs) expression for the final jet function is
M jet = M jeta +M
jet
b +M
jet
c −
1
2
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=
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){
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. (B.48)
This result is independent of δ2 for the same reason the n-collinear function in
Eq. (2.281) is independent of δ1. The counter-term for the final jet function is
Z jetn¯ = δ(z) +
αsCF
2π
(
δ(z)
(
3
4
+ ln
µ2
∆1
+ ln
(
− ∆1
n · p
))
−
(
1
z
)
+
)
. (B.49)
With the choice −δ1Q = m2g, we have the renormalized jet function,
MRjet =
αsCF
π
1
Q
{
δ(z)
[
3
4
ln
(
− µ
2
Q2
)
+
7
8
+
π2
4
]
+
(
ln z
z
)
+
+
[
ln
Q2
µ2
+
3
4
](
1
z
)
+
}
.
(B.50)
B.3.2 Kinematic Constraints of the Zero-bin Subtraction with the Ra-
pidity Regulator
The gauge-invariant rapidity regulator automatically ensures the zero-bins of the
following forms of integrals are scaleless:
1. integrals in virtual diagrams, and
2. integrals in real diagrams with measurement functions only involving ~k⊥ .
However, we encounter integrals for both DIS and DY real soft functions that are not
included in the above cases. As a result, we must examine the zero-bin subtraction
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prescriptions for each of these soft functions carefully to determine whether or not
any momenta run into the collinear region.
After integrating over the perpendicular momentum, the real soft functions for
DIS and DY have the following forms respectively
IDY =
∫ ∞
0
dk+
∫ ∞
0
dk−
|k+k−−m2g|−ǫ
k+k−
θ(k+k−−m2g)|k+−k−|−ηδ(2l − k+ − k−) ,
(B.51)
IDIS =
∫ ∞
0
dk+
∫ ∞
0
dk−
|k+k− −m2g|−ǫ
k+k−
θ(k+k− −m2g)|k+ − k−|−ηδ(l − k−) . (B.52)
In order to illustrate the origins of the rapidity divergences and the zero bins, we
choose a different set of the variables,
k+ = reϕ, k− = re−ϕ (B.53)
so that
IDY =
∫ ∞
−∞
dϕ
∫ ∞
mg
dr
21−η
r1+η
|r2 −m2g|−ǫ
| sinhϕ|η
1
2 coshϕ
δ
(
r − l
coshϕ
)
(B.54)
IDIS =
∫ ∞
−∞
dϕ
∫ ∞
mg
dr
21−η
r1+η
|r2 −m2g|−ǫ
| sinhϕ|η δ (r − le
ϕ) eϕ . (B.55)
As we can see in Eq. (B.51) and Eq. (B.52), |k+ − k−| → ∞ can bring in both a
rapidity divergence and an ultraviolet divergence. We separate these two types of
divergences by working with the r and ϕ variables, because the rapidity divergence
is only brought in by | sinhϕ| → ∞, and the infrared regulator m2g distinguishes
an infrared divergence from a rapidity divergence. We illustrate the relations of
these two sets of variables in Fig. B.2. The hyperbolas show the on-shell condition
k+k− = k2⊥ +m
2
g, and the zero bins are the rapidity regions k
+ ≫ k−, k− ≫ k+, or
ϕ≫ 0, which is also known as the collinear contribution to the soft function.
The kinematic constraints are shown in Fig. B.3 and Fig. B.4. In Fig. B.3,
the (red) shaded part is the integration area, which is constrained by the infrared
regulator m2g. The black lines are the constraints brought in by the measurement
function. In Fig. B.3(A), while l becomes large, it is difficult to tell whether the zero
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Figure B.2: The integration area of k+, k− and r, ϕ
Figure B.3: The kinematic constraints for DY real soft function. (A) is kinematic
constraint in (k+, k−) space; (B) is kinematic constraint in (r, ϕ) space.
bins k+ ≫ k− or k− ≫ k+ contribute to the naive soft function integral. However, in
Fig. B.3(B), it is very clear that when integrating over the black curve r coshϕ = l,
r2 = m2g cuts off all the collinear contributions from ϕ→ +∞ or ϕ→ −∞.
Therefore, we can conclude that there is no rapidity divergence in the DY real soft
function. Interestingly because of the constraint from the measurement function, r
is always bounded by l, which suggests we do not have the ultraviolet divergence
for this function either.
We analyze the DIS real function in a similar manner in Fig. B.4. Because the
infrared regulator does not exclude the region ϕ→∞, collinear momenta contribute
to the integral, which brings in the rapidity divergence and requires the zero-bin
subtraction.
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Figure B.4: The kinematic constraints for DIS real soft function. (A) is kinematic
constraint in (k+, k−) space; (B) is kinematic constraint in (r, ϕ) space.
Carrying out the integrals for the DY real soft function
IDY =
∫ arccosh(l/mg)
−arccosh(l/mg)
1
2ηl1+η
coshη ϕ
| sinhϕ|η
∣∣∣∣ l2cosh2 ϕ −m2g
∣∣∣∣−ǫ dϕ
=
Γ(ǫ)Γ(1− ǫ)
2η(m2g)
ǫ
1
(l2 −m2g)
1+η
2
− Γ(1− ǫ)Γ(
1−η
2
)
ǫ2ηΓ
(
1−2ǫ−η
2
) 1
(l2 −m2g)
1+2ǫ+η
2
+ ..., (B.56)
and DIS real soft function
IDIS =
∫ ∞
ln(mg/l)
21−η
l1+η
eϕ
eϕ(1+η)
|l2e2ϕ −m2g|ǫ
| sinhϕ|η dϕ
=
2−η
l1+η(m2g)
ǫ
Γ(ǫ) . (B.57)
The ... in the DY integral are terms O
(
l2
m2g
− 1
)−3/2
and higher, which do not
contribute to the singularities. For DY, Eq. (B.56) shows that the ǫ ultraviolet
poles cancel between the two terms, and η and ǫ do not regulate l in the factors
(l2 − m2g)−(1+η)/2 and (l2 − m2g)−(1+2ǫ+η)/2. However for DIS, we can extract both
rapidity and ultraviolet poles in Eq. (B.57). This analysis clearly shows that the
zero bin subtraction is required only in the presence of the rapidity divergences.
The kinematic constraints seen in Fig. B.4 actually produce two distinct zero-bin
subtractions in DIS: the first is the “intuitive” collinear area in which k− ≫ k+ with
l fixed. This case corresponds to ϕ → −∞ with r fixed. The second collinear area
occurs when k+ ≫ k−, because l is large and the measurement function δ(l − k+)
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fixes k+ = l. In DY, we cannot separate the limits k+ ≫ k− and k− ≫ k+ in the
integrand of Eq. (B.56) because this requires letting l become large, which opens
up phase space at both ϕ large and positive and ϕ large and negative, see Fig
B.3(B). Therefore DY does not have distinct k+ ≫ k− and k− ≫ k+ areas, which
is equivalent to the statement that there is no zero bin subtraction.
B.3.3 Alternative Method for One-loop DIS Real Soft Function Integral
We start from the integral of the form1
Sr = 32π
2αsCF µ˜
2ǫνη
∫
ddk
(2π)d
δ(k2 −m2g)δ(ℓ− k+)
|k+−k−|−η
k+k−
=
αsCF
π
(µ2eγE )
ǫ
νη
Γ(1− ǫ)
∫
dk+dk−dk2⊥Θ(k
2
⊥)δ
(
k2⊥−(k+k−−m2g)
)
δ(ℓ−k+) |k
+−k−|−η
(k2⊥)
ǫ k+k−
=
αsCF
π
(µ2eγE )
ǫ
νη
Γ(1− ǫ)
1
ℓ
∫
dk−Θ(ℓk− −m2g)
(ℓk− −m2g)−ǫ|ℓ− k−|−η
k−
=
αsCF
π
(µ2eγE )
ǫ
νη
Γ(1− ǫ)
1
ℓ1+ǫ
×
∫
dk−Θ
(
k−−m
2
g
ℓ
)
Θ(ℓ−k−)(ℓ−k−)−η +Θ(k−−ℓ)(k−−ℓ)−η(
k− − m2g
ℓ
)ǫ
k−
, (B.58)
which corresponds to Eq. (76) in Hoang et al. (2016) and Eq. (30) in
Fleming and Labun (2016). The theta-functions can be rewritten as
Θ
(
k− − m
2
g
ℓ
)[
Θ(ℓ− k−)(ℓ− k−)−η +Θ(k− − ℓ)(k− − ℓ)−η]
= Θ(ℓ−mg)
[
Θ
(
k− − m
2
g
ℓ
)
Θ(ℓ− k−)(ℓ− k−)−η +Θ(k− − ℓ)(k− − ℓ)−η
]
+Θ(mg − ℓ)
[
Θ
(
k− − m
2
g
ℓ
)
(k− − ℓ)−η
]
, (B.59)
1This section is based on discussions and correspondence with S. Fleming, A. Hoang, P.
Pietrulewicz and D. Samitz.
364
which leads to the following integrals:
IA+B =
Θ(ℓ−mg)νη
ℓ1+ǫ
[∫ ℓ
m2g
ℓ
dk−
(
k− − m2g
ℓ
)−ǫ
(ℓ− k−)−η
k−
+
∫ ∞
ℓ
dk−
(
k− − m2g
ℓ
)−ǫ
(k− − ℓ)−η
k−
]
(B.60a)
and
IC =
Θ(mg − ℓ)νη
ℓ1+ǫ
∫ ∞
m2g
ℓ
dk−
(
k− − m2g
ℓ
)−ǫ
(k− − ℓ)−η
k−
. (B.60b)
The integrals in IA+B do not lead to any rapidity divergences, so the regulator η
can be dropped and the two integrals can be merged into one:
IA+B =
Θ(ℓ−mg)
ℓ1+ǫ
∫ ∞
m2g
ℓ
dk−
(
k− − m2g
ℓ
)−ǫ
k−
= Θ(ℓ−mg)Γ(ǫ)Γ(1− ǫ)(m2g)−ǫ
1
ℓ
= Θ(ℓ−mg)Γ(ǫ)Γ(1− ǫ)(m2g)−ǫ
1
ν
[
Θ(ℓ˜)
ℓ˜
]
+
, (B.61)
with ℓ˜ = ℓ/ν. In the last step the term 1/ℓ was rewritten as a plus-distribution,
which can be done because the step function in front ensures that ℓ > mg and so
the pole at ℓ = 0 does not contribute. In this form it will be easier to combine this
with the result of the remaining integral IC .
For IC we get
IC = Θ(mg − ℓ)Γ(1− ǫ)(m2g)−ǫ−η
νη
ℓ1−η
Γ(ǫ+ η)
Γ(1 + η)
2F1
(
η, ǫ+ η, 1 + η,
ℓ2
m2g
)
= Θ(mg − ℓ)Γ(1− ǫ)(m2g)−ǫ
1
ν
(
ν2
m2g
)η
1
ℓ˜1−η
Γ(ǫ+ η)
Γ(1 + η)
2F1
(
η, ǫ+ η, 1 + η,
ℓ˜2ν2
m2g
)
.
(B.62)
Expanding in η yields,
IC = Θ(mg−ℓ)Γ(ǫ)Γ(1−ǫ)(m2g)−ǫ
1
ν
{
δ(ℓ˜)
(
1
η
+ ln
ν2
m2g
+Hǫ−1
)
+
[
Θ(ℓ˜)
ℓ˜
]
+
+O(η)
}
,
(B.63)
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Figure B.5: Separation of integration regions in Eq. (B.65). The total integral
IA + IB + IC is equivalent to S˜r − Sφn − Sφn¯ .
where Hα = ψ(1 + α) + γE is the Harmonic number. For the delta-distribution the
step function Θ(mg − ℓ) can be dropped, and the term with the plus-distribution
matches exactly the result of IA+B such that Θ(mg − ℓ) + Θ(ℓ−mg) = 1.
The final result for the real radiation soft function diagram with a massive gluon
using the η rapidity regulator is:
Sr =
αsCF
π
(µ2eγE)ǫ
Γ(1− ǫ) (IA+B + IC)
=
αsCF
π
Γ(ǫ)
(
µ2eγE
m2g
)ǫ
1
ν
{
δ(ℓ˜)
(
1
η
+ ln
ν2
m2g
+Hǫ−1
)
+
[
Θ(ℓ˜)
ℓ˜
]
+
+O(η)
}
.
(B.64)
In the above, the integral is decomposed by partitioning the integration region
into three parts, S = IA + IB + IC as shown above by three different shaded areas,
while in Fleming and Labun (2016) we have
S = −Sφn¯ +O
(mg
l
)
(B.65)
where we subtract the large rapidity integrand which approximately amounts to
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cutting off the regions shown above in red, beyond the two blue lines. Sφn differs
from Sr only by O(mg/l). Therefore our integral is −Sφn¯ which accounts for part of
IB and IC , and as we can see from the diagram above, the difference is arbitrarily
small when mg is sufficiently small.
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APPENDIX C
Chiral Perturbation Theory and Heavy Quark Effective Theory
C.1 Chiral Perturbation Theory
In this appendix, we briefly introduce the motivation and setup of chiral perturbation
theory.
In studying the hadron spectrum, the relevant separation is the large gap between
the pion mass and the masses of the vector mesons such as ρ(770) and ω(782). Thus
one takes the pion mass as the soft scale Q ∼ mπ and the ρ mass as the hard
scale mρ ∼ 700MeV ∼ Λχ, the chiral symmetry-breaking scale. It is then natural
to consider an expansion in terms of the ratio Q/Λχ. For the ground state and
low-lying excitations in the spectrum of nuclei and conventional nuclear forces, the
relevant degrees of freedom are nucleons and mesons (and possibly also low energy
resonances) instead of quarks and gluons.
To establish a link to QCD and ensure it is not just another phenomenology,
the EFT incorporates all relevant symmetries of the underlying theory, as described
in the introduction for bottom-up type effective theories. Seeing that the scale of
nonperturbative strong interaction physics is large compared to the ‘light’ quark
u, d masses, we can study the approximation of QCD with mu, md set to zero and
investigate perturbation theory in terms of mq. The relevant isospin symmetry of
the D-meson system I study involves only the u, d quarks, and I will consider only
the two-flavor chiral symmetry. The strange quark is sometimes also considered
light, as ms ∼ 100 MeV< Λχ ∼ 600 − 1000 MeV. Study of heavy hadron chiral
perturbation theory in the three-flavor case can be found in Stewart (1999).
In themq → 0 limit the light quark Lagrangian for the isospin doublet qT = (u d)
Llight quarks = q¯i /Dq = q¯Li /DqL + q¯Ri /DqR , (C.1)
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exhibits chiral symmetry SU(2)L × SU(2)R where the two factors transform left-
and right-handed quark fields q differently:
qL → LqL, qR → RqR . (C.2)
For this reason, mq → 0 is also known as the chiral limit. The Lagrangian Eq. (C.1)
also exhibits an U(1) baryon number symmetry with phase transformation common
to both L and R quarks, and an axial U(1) symmetry with phase transformation
opposite for L and R. The axial U(1) however alters the measure of the path
integral (Fujikawa and Suzuki (2004)), and therefore at quantum level is no longer
a symmetry of QCD, a phenomenon known as the axial anomaly.
The chiral symmetry SU(2)L×SU(2)R of massless QCD with 3 flavors of quarks
undergoes spontaneous breaking by non-perturbative strong interaction dynamics,
which give rise to the vacuum expectation value (VEV)
〈q¯aRqbL〉 = vδab , (C.3)
where a, b are flavor indices with values 1,2 standing for u, d respectively, color
indices are suppressed, and v ∼ O(Λ3QCD) is a constant. Under an SU(2)L×SU(2)R
transformation represented by q → q′, the VEV transforms as
〈q¯′aR q
′b
L 〉 = v(LR†)ab . (C.4)
The VEV is invariant under the transformation only with L = R, and thus chiral
symmetry is spontaneously broken to its diagonal subgroup SU(2)V . The composite
field q¯aRq
b
L is transformed along symmetry directions by the three generators of the
SU(2)V , implying the potential energy is unchanged by SU(2)V transformations.
Thus excitations along these directions give rise to 3 Goldstone bosons. These fields
are denoted by the 2× 2 special unitary matrix Σ(x) representing the possible low-
energy long-wavelength excitations of q¯RqL. Σ transforms as
Σ→ LΣR† , (C.5)
and vΣab(x) ∼ q¯aR(x)qbL(x) provides local orientation of quark condensate in SU(2)V
space, so that the expectation value of Σ is 〈Σ〉 = I.
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At leading power in the expansion in small quark masses, the low energy inter-
actions concerning these Goldstone bosons are given by the most general effective
Lagrangian for Σ, invariant under Eq. (C.5):
Leff = f
2
π
8
tr∂µΣ∂µΣ
† + higher derivative terms, (C.6)
with fπ a constant having dimension of mass. As tr ΣΣ
† = tr I = 2, a constant,
only terms with derivatives yield dynamics. Higher derivative terms are suppressed
by p2typ/Λ
2
χ, provided the typical momentum ptyp remains smaller than the chiral
symmetry breaking scale.
Rather than the field Σab(x), it is more convenient to work with
ξab = exp (iMab/fπ) =
√
Σab (C.7)
with Mab traceless being an element of the Lie algebra associated to the SU(2)
group. The coefficient 2/fπ is included to give kinetic energy terms in Lagrangian
Eq. (C.6) the usual normalization. ξ transforms as
ξ → LξU † = UξR† (C.8)
which defines U ∈ SU(2)L×SU(2)R. Under the reduced symmetry, SU(2)V , we set
L = R = U = V ∈ SU(2)V and obtain the simpler transformation
ξ → V ξV † . (C.9)
Therefore, Σ → V ΣV † and M → VMV † as well, showing that Mab lives in the
adjoint representation. Mab can also be expressed in terms of the three Goldstone
fields
Mab = π
i
abσ
i =
π0/√2 π+
π− −π0/√2
 , (C.10)
showing that the ab subscript is the light-flavor index.
To see how non-zero quark mass effects are included, recall the mass term for
the light quarks in the QCD Lagrangian is
Lmass = q¯LmqqR + h.c. , (C.11)
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which transforms under SU(2)L×SU(2)R in the representations (2¯L, 2R)+(2L, 2¯R).
The light quark mass matrix is
mq =
mu
md
 . (C.12)
By adding terms linear in quark mass to Eq. (C.6), we incorporate effect of quark
mass to first order in the interaction of pseudo-Goldstone bosons. Alternatively
one can assume quark matrix itself obeys the transformation rule mq → LmqR†
under SU(2)L × SU(2)R, making the Lagrangian Eq. (C.11) invariant under chiral
transformations. Applying this rule, we can add to Eq. (C.6) terms linear in mq, m
†
q
that are invariant under SU(2)R × SU(2)L giving
Leff = f
2
π
8
tr
[
∂µΣ∂µΣ
†]+ v tr [m†qΣ +mqΣ†]+ . . . (C.13)
where terms in . . . have more derivatives or more mqs. The mass matrix mq is real
except in the presence of CP violation. We will not consider CP violation effects
explicitly, but continue to write mq, m
†
q separately to manifest the symmetry in later
analysis of allowed operators. The linear term containing mq above provides masses
to Goldstone bosons, given by
m2π± =
4v
f 2π
(mu +md) . (C.14)
In this case, the pions are called pseudo-Goldstone bosons, since the symmetry was
only approximate before the spontaneous symmetry breaking. Phenomenologically,
we define m2π ∼ B0(mu +md), which suggests B0 ∼ 3GeV.
There are two low energy constants in the chiral Lagrangian Eq. (C.13): v with
dimension of (mass)3 and fπ with dimension of mass. In the effective Lagrangian
in Eq. (C.13), quark masses are always accompanied by the parameter v and as a
result the effective theory of low-energy interactions of the pseudo-Goldstone bosons
is only capable of providing ratios of quark masses.
One can use the above effective theory to compute ππ scattering processes and
similar processes involving the pseudo-Goldstone bosons. An expansion of Σ in
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terms of the meson fields the factor tr∂µΣ∂
µΣ† gives the four-meson interaction
Lint = 1
6f 2π
tr ([M, ∂µM ][M, ∂
µM ]) + ... , (C.15)
the tree-level matrix element of which (see Fig. C.1) gives a contribution to the ππ
scattering amplitude of the form
M∼ p
2
typ
f 2π
, (C.16)
where the power of ptyp is due to the fact that the π
4 vertex contains two derivatives.
The mass term also contributes a factor of similar size for p2typ ∼ m2π. Here we see
that the cutoff scale Λχ ∼ 4πfπ.
Figure C.1: ππ scattering, tree-level contribution
Considering loop diagrams, there are one-loop diagrams with two π4 vertices
such as Fig. C.2. The two propagators contribute a factor of p−4 while each ver-
tex provides a factor of p2/f 2π and a factor of p
4 arises from the loop integration.
Therefore the amplitude in the MS scheme has the form
M∼ p
4
typ
16π2f 4π
ln
p2typ
µ2
, (C.17)
where the numerator p4typ is necessary by dimensional analysis to compensate the
factor of f 4π in the denominator. The subtraction point µ (also with dimension
of mass) only appears inside logarithms and the factor 16π2 is typical of one-loop
diagrams. In this momentum expansion the 1-loop result contribution is of the same
order as operators in the chiral Lagrangian with four derivatives or two insertions of
quark mass matrix. At order p4 the total amplitude is a sum of 1-loop graphs with
O(p2) vertices and tree diagrams associated to p4 term in the Lagrangian. Note
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Figure C.2: ππ scattering, one-loop level contribution
also that the µ dependence in Eq. (C.17) is canceled by the µ dependence in the
coefficient of the p4 term resulting in a µ-independent total p4 amplitude.
The above analysis applies more generally: diagrams with more loops contribute
at the same order as higher derivative terms in the Lagrangian. It is easy to show
that a diagram will produce an amplitude of order
pD = p2+2L+
∑
k(k−2)nk , (C.18)
where L is number of loops, nk is number of vertices with order p
k and each vertex
insertion contributes a factor of pk−2. Each term in the exponent of Eq. (C.18) is
positive since Lagrangian starts from p2 order. If the mass scale Λχ responsible for
suppression of higher order derivative terms is Λχ ≃ 4πfπ, loop corrections will be
of similar importance to higher derivative operators.
This computation of pseudo-Goldstone boson interactions using the effective La-
grangian under a momentum expansion is called chiral perturbation theory (χPT).
C.2 Symmetries in Heavy Hadron Chiral Perturbation Theory
In this appendix, we verify several charge, parity and time-reversal symmetries of the
Heavy Hadron Chiral Perturbation Theory lagrangian we derive in Chapter 3.3.2.
C.2.1 Charge Conjugation and Heavy Anti-mesons
With the standard charge conjugation phase conventions, the anti-meson states
should be related to the meson states by
P (anti)∗µa = −CP ∗µa C−1 ,
P (anti)a = CPaC−1 , (C.19)
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and the heavy anti-meson field related to the heavy meson field by
H(anti)a = CHaC−1 . (C.20)
H
(anti)
a is a 4 × 4 matrix in Dirac spinor space and transforms as the form above
with C → C = iγ2γ0, the charge conjugation matrix for Dirac spinors. The heavy
field velocity changes like a momentum CvµC−1 = vµ . Applying charge conjugation
to Eq.(3.22), we verify that
CHaC−1 = [CPa∗µC−1(CγTµC−1)− CPaC−1(CγT5 C−1)]C
(
1 + /v
2
)†
C−1
= [P (anti)∗µa γµ − P (anti)a γ5]
1− /v
2
. (C.21)
consistent with Eq. (3.25).
In the rest frame, the heavy anti-field simplifies to
H(anti)a = −
0 −→P (anti)∗a · ~σ + P (anti)a
0 0
 ≡ −
0 ha(anti)
0 0
 ,
H
(anti)
a =
 0 0−→P ∗†a · ~σ + P†a 0
 ≡
 0 0
ha
†
0
 . (C.22)
H
(anti)
a obeys the same symmetry rules as Ha, and the Lagrangian from Eq.(3.20)
remains unchanged for H
(anti)
a , except for the definition of the anti-matter fields. In
the rest frame of the anti-meson, H
(anti)
a and H
(anti)
a are reduced into the same form
of Eq.(3.22). Defining h
(anti)
a and h
(anti)†
a as the anti-particle fields of ha and h
†
a, we
have the leading order Lagrangian for anti-mesons,
LD¯−πL.O. = −itr[H
(anti)
a vµD
µ
abH
(anti)
b ] + gπtr[H
(anti)
a H
(anti)
b γµγ5A
µ
ba]
= tr[h(anti)†a iD
0
bah
(anti)
b ]− gµtr[h(anti)†a h(anti)b ~σ · ~Aba] . (C.23)
C.2.2 C,P, and T invariance constraints on the HHChPT Lagrangian
Because we work in the region of MD, which is much smaller than the CP viola-
tion scale ∼ MW,Z , our effective field theory must preserve C, P and T invariance
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separately. Under parity transformations D∗, D and pions are all parity odd,
P−1P ∗µa P = (−1)µP ∗µa ,
P−1PaP = (−1)Pa ,
P−1MξP = −Mξ , (C.24)
and this leads to
P−1HaP = Ha ,
P−1H¯aP = H¯a ,
P−1ξP = ξ† ,
P−1AµP = −(−1)µAµ . (C.25)
Choosing the parity transformation Dirac Matrix representation as P = γ0, combin-
ing with the Hermitian condition for all effective operators we find that mass terms
of the form
L ∼ tr [H¯aHa(ξMqξ − ξ†Mqξ†)] (C.26)
are forbidden.
It is a nontrivial check of Eqs. (3.46) and (3.47) that the velocity reparameteri-
zation invariance-induced operators preserve C, P and T transformation separately
as well as being Hermitian conjugate of themselves. Defining T as the time-reversal
operator, we have
T P ∗µa T −1 = (−1)µP ∗µa ,
T PaT −1 = (−1)Pa ,
TMξT −1 = −Mξ . (C.27)
This leads to
T HaT −1 = 1− /v
2
[P ∗µa γµ + Paγ5] = H¯a ,
T H¯aT −1 = Ha ,
T ξT −1 = ξ∗ , (C.28)
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choosing the time reversal operator to be represented by the Dirac matrix T = γ1γ3,
and
T AµT −1 = (−1)µAµ ,
T V µT −1 = −(−1)µV µ ,
T DµT −1 = −(−1)µDµ , (C.29)
which make it easier to see the two operators in Eqs. (3.46) and (3.47) are even
under time reversal:
T LV RI2N.L.O.T −1 =
g
MD
[tr[T H¯cT −1(−1)(−1)µi←−Dµac
× (−1)(−1)(−1)µ(−1)µv · Abaγµγ5(−1)µT HbT −1] + h.c.
=LV RI2N.L.O. . (C.30)
Similarly, using the parity properties listed in Eq. (3.44), combined with
PAµP−1 = (−1)(−1)µAµ , (C.31)
we can safely conclude LV RI1NLO and LV RI2NLO are parity even as well. From the charge
conjugation properties in Eq. (C.21), we have
CξC−1 = ξ† , (C.32)
and correspondingly
CAµC−1 = (−1)Aµ ,
CDµC−1 = Dµ . (C.33)
With the CPT transformation properties verified, we have established Eq. (3.47) is
the effective Lagrangian for anti-heavy mesons to this order with the replacement
of the meson fields H by the anti-meson forms H
Now we prove the first term of LV RI2N.L.O. in Eq. (3.47) is invariant under Hermitian
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conjugation:
(LV RI2N.L.O.)† = gMD tr[γ†5γ†µH†b (v · Aba)†(iDµac)†(γ0H†cγ0)†]
=
g
MD
tr[γ5γ0γµγ0H
†
b (v · Aba)(−iDµac)γ0Hcγ0]
=
g
MD
tr[H¯b(v · Aba)(−iDµac)Hcγ0γ5γ0γµ]
=
g
MD
tr[H¯b(v · Aba)(iDµac)Hcγ5γµ]
= LV RI2N.L.O. . (C.34)
For heavy mesons, in rest frame, LV RI1NLO and LV RI2NLO reduce to
LV RIN.L.O. = −
1
2MD
tr[h†a(iD)
2
bahb]−
g
MD
tr[h†c(
←−−−
i ~D · ~σ)acA0ba − A0ac(i ~D · ~σ)bahb] .
(C.35)
To show that the electromagnetic interactions in HHChPT satisfy the C, P, and T
invariances, we need the charge, parity and time reversal transformation properties
of the photon fields:
C−1BµC = −Bµ ,
P−1BµP = (−1)µBµ , (C.36)
T −1BµT = (−1)µBµ ,
Consequently, the photon field strength transforms as
C−1F µνC = (−1)F µν ,
P−1F µνP = F µν , (C.37)
T −1F µνT = −F µν ,
showing that LD−γ2N.L.O. Eq. (3.60) preserves C, P and T transformations separately.
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C.3 Heavy Quark Effective Theory: Integrating Out Heavy Modes in
the Form of Path-Integral
To derive the leading-order heavy quark Lagrangian, we start from the full relativis-
tic Dirac lagrangian for the heavy quark field Q,
L = Q¯(i /D −mQ)Q. (C.38)
We define two component spinor fields by projecting out particle and anti-particle
pieces using the 4-velocity vµ,
φ =
1 + /v
2
Q, χ =
1− /v
2
Q, (C.39)
recalling from Eq. (3.2) that in the rest frame vµ → (1,~0), φ contains the particle
components and χ the anti-particle components. Since mQ is a heavy scale and the
largest contribution to the energy, we separate that piece of the phase in each field
by defining
φ = e−imQ(v·x)hv, χ = e−imQ(v·x)Hv (C.40)
Plugging these fields into the lagrangian Eq. (C.38),
L = h¯vi(v ·D)hv − H¯v
(
i(v ·D) + 2mQ
)
Hv + h¯vi /D
⊥
Hv + H¯vi /D
⊥
hv, (C.41)
where vµ has led to a natural decomposition of the covariant derivative
/D = /v(v ·D) + /D⊥, (C.42)
/D
⊥
= γµ(gµν − vµvν)D⊥ { /D⊥, /v} = 0. (C.43)
Now we can decouple the anti-particle components by redefining the field
H → H − i /D
⊥
2mQ + i(v ·D)h, H¯ → H¯ − h¯
i /D
⊥
2mQ + i(v ·D) (C.44)
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which is just a shift of the Grassman variable in the path integral measure. Inserting
this into Eq. (C.41),
L =
(
H¯v − h¯v i
/D
⊥
2mQ + i(v ·D)
)(
i(v ·D) + 2mQ
)(
Hv − i
/D
⊥
2m+ i(v ·D)hv
)
+ h¯vi(v ·D)hv + h¯i /D⊥
(
Hv − i
/D
⊥
2mQ + (v ·D)hv
)
+
(
H¯v − h¯v i
/D
⊥
2mQ + i(v ·D)
)
i /D
⊥
hv
= H¯v
(
iv ·D + 2mQ
)
Hv + h¯viv ·Dhv − h¯vi /D⊥ 1
2mQ + iv ·Di
/D
⊥
hv. (C.45)
The covariant derivatives only pick up soft momenta pµ ≪ mQ. Therefore, the iv ·D
term is much smaller than the 2mQ term between the H¯v and Hv fields. At leading
order in p/mQ, the Hv field is non-dynamical and can be trivially integrated out
using the standard integration rules for Grassmann numbers. Thus, we obtain the
lagrangian for the hv fields at leading power in p/mQ,
L = h¯viv ·Dhv +O(iv ·D/mQ) (C.46)
Note that a contribution of the heavy Hv field to the hv field dynamics has been
obtained from the field redefinition Eq. (C.44) and is suppressed by p/mQ relative to
the kinetic term for the hv fields, as seen in the third term of Eq. (C.45). However,
in general other next-to-leading order operators are allowed by the symmetries, and
this procedure does not necessarily yield the complete NLO lagrangian. A complete
set of allowed NLO operators must be written and their coefficients in the effective
theory obtained by matching an observable computed to the same order in the full
theory.
C.4 Velocity Reparameterization Invariance
Velocity reparameterization invariance restores the Lorentz invariance of the full
theory order by order in the expansion in v. To see how, we first study the properties
of scalar particles under the non-relativistic expansion, then extend it to heavy
fermions.
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A Lorentz invariant scalar theory can be written as
L = Dµφ∗Dµφ−M2φ∗φ . (C.47)
φ is the (composite) scalar field, Dµ is the covariant derivative and M is the φ field
mass. Setting M as the break down scale of an effective field theory, we write the
momentum of the heavy φ field as p = Mv + k, with the four velocity v satisfying
v2 = 1 and the residual momentum k ≪ M the soft scale in the effective theory.
The velocity dependent effective field is
φv(x) =
√
2MeiMv·xφ(x) . (C.48)
Similar to above, we derive the effective Lagrangian for the low-energy dynamics
Leff =
∑
v
φ∗v(iv ·D)φv +O
(
k
M
)
. (C.49)
We now consider change of frame, equivalent to an infinitesimal shift in the velocity
of the heavy field, parameterized by a momentum q ∼ k,
v → v + q
M
, (C.50)
such that the invariant square of the velocity still satisfies
v2 = (v + q/M)2 = 1 (C.51)
to order 1/M . Under this shift, the field transforms as
φw(x) = e
iq·xφv(x) , w = v +
q
M
. (C.52)
The fact that the effective Lagrangian Eq. (C.49) is invariant under Eq˙ (C.52), while
the full Lagrangian (C.47) is Lorentz invariant, suggests the heavy field momentum
is shifted
(v, k)→ (v + q/M, k − q) , (C.53)
exhibiting the arbitrariness of the separation between Mv and k. This invariance is
Velocity Reparameterization Invariance (VRI).
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Applying the velocity transformation Eq. (C.52) to the leading-order effective
Lagrangian Eq. (C.47), we have
Leff =
∑
w
φ∗w(w − q/M)(iD + q)φw , (C.54)
which involves an O(1/M) term. Therefore invariance under Eq. (C.52) constrains
operators of different orders in the 1/M expansion. The most general O(1/M) term
is
LO(1/M) =
∑
v
− A
2M
φ∗vD
2φv (C.55)
with A a constant to be determined. This term is unique, since the other possible
structure, φ∗v(v ·D)2φv, is eliminated by the leading order equation of motion. Under
Eq. (C.52), LO(1/M) becomes
LO(1/M) =
∑
w
− A
2M
φ∗w(D − iq)2φw . (C.56)
Therefore, to the first order in q, we have
δL =
∑
w
φ∗w {(w − q/M) · (iD + q)}φw −
A
2M
φ2w(D − iq)2φw
−
∑
v
φ∗v(iv ·D)φv +
A
2M
φ∗vD
2φv
= (A− 1)φ∗v
q ·D
M
φv +O
(
q2,
1
M2
)
, (C.57)
up to O(1/M), and we conclude that the effective Lagrangian
Leff =
∑
v
φ∗v(iv ·D)φv −
A
2M
φ∗v(D
2)φv (C.58)
is Lorentz symmetry reparameterization invariant if and only if A = 1. The VRI
combination of vµ and Dµ up to O(1/M) is fixed to
Vµ = vµ +
iDµ
M
. (C.59)
Reparameterization invariance for fermions must involve the spinor structure,
and the velocity reparameterization takes the general form
ψw(x) = e
iq·xR(w, v)ψv(x) , (C.60)
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where R(w, v) is a Lorentz transformation that we can work out explicitly by boost-
ing first to the rest frame of the particle and then to the new frame (at velocity w)
R(w, v) = Λ˜(w, p/M)Λ˜−1(v, p/M) , (C.61)
with Λ˜(w, v) the Lorentz boost in the spinor representation
Λ˜(w, v) =
1 + /w/v√
2(1 + w · v) . (C.62)
To construct the most general Lagrangian invariant under Eq. (C.60), it is convenient
to define the reparameterization covariant spinor field
Ψv(x) = Λ˜(p/M, v)ψv(x) , (C.63)
which transforms as
Ψw(x) = e
iq·xΨv(x) . (C.64)
In this form, the result of Eq. (C.57) can be immediately applied, and we infer that
at O(1/M) we can write the field Ψ as
Ψv(x) =
(
1 +
i /D
2M
)
ψv(x) . (C.65)
To order 1/M , the standard fermion bilinear VRI forms are
Ψ¯vΨv = ψvψv ,
Ψ¯vγ5Ψv = 0 ,
Ψ¯vγ
µΨv = ψ¯v
(
vµ +
iDµ
M
)
ψv +O(1/M2) ,
Ψ¯vγ
µγ5Ψv = ψ¯v
(
γµγ5 − vµ i
/D
M
γ5
)
ψv +O(1/M2) ,
Ψ¯vσ
αβΨv = ǫ
αβλσΨ¯vγσγ5VλΨv . (C.66)
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APPENDIX D
Useful Formulae of X-Effective Field Theory
D.1 Feynman Rules and Power Counting for XEFT
In this section we power count amplitudes for scattering processes in the XEFT and
its fine-tuning region.
D.1.1 Isospin-conserving operators
First we reorganize the reduced XEFT Lagrangian we derived in Sec. 3.3.3 from
the leading order to the next-to-leading order based on the XEFT power counting.
Recall the small parameters are the HHChPT expansion parameter, λ = q/MD
where q is the typical momentum, and the maximum kinetic energy of the D∗ near
its threshold in Dπ scattering, namely ǫ = |δ|/mπ where δ = mD0∗ − mD0 − mπ
from Eq. (3.11). Additionally, we define λph = ∆/MD with ∆ = mD0∗ − mD0 .
Throughout, the ∼ symbol means ‘scales as’ in our power counting.
HHChPT order Operator Contribution at Tree Level
L.O.
πˆ0†(i∂0)πˆ0
(πˆ+)†(i∂0)πˆ+
(πˆ−)†(i∂0)πˆ−
|~pπ|2
2mπ
∼ ǫ2mπ
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L.O.
(πˆ0)†
(
~∇2
2mπ
)
πˆ0
(πˆ−)†
(
~∇2
2mπ
)
πˆ−
|~pπ|2
2mπ
∼ ǫ2mπ
L.O.
~P †a (i∂0)~Pa
P †a(i∂
0)Pa
|~pD|2
2MD
∼ ǫ2λmπ
L.O. πˆ+δπˆ ∆−mπ = δ
L.O.
gπ
fπ
1√
2mπ
(~P †aPb) · ~∇Mˆπba
gπ
fπ
1√
2mπ
(P †a ~Pb) · ~∇Mˆ †πba
gπ
fπ
1√
2mπ
|~pπ| ∼ ǫ 1√2mπ
N.L.O.
(M1)
(−σ1)(mu +md)~P †a · ~Pa
(−σ1)(mu +md)P †aPa
(−σ1)(mu +md)
∼ (−σ1)λmπ
N.L.O.
(M2)
−∆
(σ1)
4
(mu +md)~P
†
a · ~Pa −
∆(σ1)
4
λmπ
N.L.O.
(M2)
3∆(σ1)
4
(mu +md)P
†
aPa
3∆(σ1)
4
λmπ
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N.L.O.
(M1)
(σ1)
(
4
f 2π
1
2mπ
)
(~P †a · ~Pa)
×Mq(MˆπMˆ †π + Mˆ †πMˆπ)bb
(σ1)
(
4
f 2π
1
2mπ
)
(P †aPa)
×Mq(MˆπMˆ †π + Mˆ †πMˆπ)bb
2(σ1)
f 2πmπ
(mu +md) ∼ 2σ1
f 2π
λ
N.L.O.
(M2)
(
∆(σ1)
4
)(
4
2f 2πmπ
)
~P †a · ~Pa
×Mq(MˆπMˆ †π + Mˆ †πMˆπ)bb
∆(σ1)
2f 2πmπ
(mu +md)
∼ ∆
(σ1)
2f 2π
λ
N.L.O.
(M2)
(
−∆
(σ1)
4
12
2f 2πmπ
P †aPa
)
·Mq(MˆπMˆ †π + Mˆ †πMˆπ)bb
− 3∆
(σ1)
2f 2πmπ
(mu +md)
∼ 3∆
(σ)
2f 2π
λ
N.L.O.
(V.R.I1)
(
− 1
2M
)(
3∆
4
)2
(~P †a · ~Pa)(
− 1
2M
)(
3∆
4
)2
(P †aPa)
− 9∆
2
32M
∼ − 9
32
λph∆
N.L.O.
(V.R.I1)
(
1
2M
)(
3∆
2
)
~P †a(i∂
0)~Pa(
1
2M
)(
3∆
2
)
P †a(i∂
0)Pa
3∆
4M
|~pD|2
MD
∼ 3
4
ǫ2λλphmπ
385
N.L.O.
(V.R.I1)
(
1
2M
)
(∆)~P †a · ~Pa
(
3∆
2
) − ∆
2MD
3∆
2
∼
(
−3
4
)
λph∆
N.L.O.
(V.R.I1)
(
− 1
2M
)
~P †a (i~∇)2 ~Pa(
− 1
2M
)
P †a (i~∇)2Pa
(
− 1
2M
)
|~PD|2
∼ −ǫ2λmπ
N.L.O.
(V.R.I1)
(
− 1
2M
)
~P †a (i∂
0)2 ~Pa(
− 1
2M
)
~P †a (i∂
0)2 ~Pa
(
− 1
2M
)( |~pD|2
2MD
)2
∼ −ǫ4λ3mπ
N.L.O.
(V.R.I1)
(
1
M
)
(∆)~P †a (i∂0)~Pa
(
− 1
M
)
∆
|~p|2
MD
∼ −ǫ2∆λ2ph
N.L.O.
(V.R.I1)
(
− 1
2M
)
(mπ)
2 ~P †a ~Pa
(
− 1
2M
)
(mπ)
2 ∼ −λmπ/2
N.L.O.
(V.R.I1)
i
f 2π
3∆
8mπ
(~P †a ~Pb)(imπ)
×(MˆπMˆ †π − Mˆ †πMˆπ)ba
(
− 1
2M
)
i
f 2π
3∆
8mπ
(imπ)(P
†
aPb)
×(MˆπMˆ †π − Mˆ †πMˆπ)ba
(
− 1
2M
)
1
16M
3∆
f 2π
∼ 3
16
λph
1
f 2π
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N.L.O.
(V.R.I1)
(
− 1
2M
)
i
f 2π
3∆
4
1
2mπ
(~P †a ~Pb)
×(Mˆπ←→∂0 Mˆ †π + Mˆ †π
←→
∂0 Mˆπ)ba(
− 1
2M
)
i
f 2π
3∆
4
1
2mπ
(P †aPb)
×(Mˆπ←→∂0 Mˆ †π + Mˆ †π
←→
∂0 Mˆπ)ba
− i3∆
16Mmπf 2π
|pπ|2
2mπ
∼ − i3
32
λphǫ
2 1
f 2π
N.L.O.
(V.R.I1)
(
− 1
2M
)
imπ
f 2π
~P †a ~Pb
×(MˆπMˆ †π − Mˆ †πMˆπ)ba ∼ −
imπ
2MDf 2π
∼ (−i)λ 1
f 2π
N.L.O.
(V.R.I1)
(
− 1
2M
)
imπ
f 2π
1
2mπ
~P †a ~Pb
×(Mˆπ←→∂0 Mˆ †π − Mˆ †π
←→
∂0 Mˆπ)
∼ −i
4f 2πM
|~pπ|2
2mπ
∼ −i
4
ǫ2λ
1
f 2π
N.L.O.
(V.R.I1)
(
1
2MD
)
1
f 2π
(~∇~P †a )~Pb
1
2mπ
×(Mˆ †π
←→∇ Mˆπ + Mˆπ←→∇ Mˆ †π)ba(
1
2MD
)
1
f 2π
2mπ
(
~∇P †a )Pb
×(Mˆ †π
←→∇ Mˆπ + Mˆπ←→∇ Mˆ †π)ba
1
4MD
1
Mπ
1
f 2π
|~pD||~pπ|
∼ 1
4
ǫ2λ
1
f 2π
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N.L.O.
(V.R.I1)
(
1
2MD
)
f 2π
(
∂0 ~P
†
a )
~Pb
1
2Mπ
·(Mˆ †π
←→
∂0 Mˆπ + Mˆπ
←→
∂0 Mˆ
†
π)ba(
1
2M
)
1
f 2π
(∂0P
†
a )Pb
1
2mπ
·(Mˆ †π
←→
∂0 Mˆπ + Mˆπ
←→
∂0 Mˆ
†
π)ba
1
4MD
1
mπ
1
f 2π
|~pD|2
2MD
|~pπ|2
2mπ
∼ 1
4
ǫ4λ2
1
f 2π
N.L.O.
(V.R.I2)
( gπ
M
) 1
fπ
(
i∆√
2mπ
)
·(−Mˆπ + Mˆ †π)ba[(i~∇ · ~P †a )Pb
+~P †a · (i~∇Pb)]
∼ gπ
M
1
fπ
i∆√
2mπ
|~pD|
∼ ǫ 1√
2mπ
λph
N.L.O.
(V.R.I2)
( gπ
M
) 1
fπ
(
1√
2mπ
)
·[∂0Mˆπ + ∂0Mˆ †π]ba
·[(i~∇ · ~P †a )Pb + ~P †a · (i~∇Pb)]
∼ gπ
M
1
fπ
1√
2Mπ
|~pπ|2
2mπ
|~pD| ∼ ǫ3λ 1√
2mπ
388
N.L.O.
(V.R.I2)
( gπ
M
) 1√
2mπ
1
2mπ
(
i
f 3π
)
(i∆)
·[P †c ~Pb(Mˆ †π)ba − ~P †cPb(Mˆπ)ba]
·[Mˆ †π
←→∇ Mˆ †π + Mˆ †π
←→∇ Mˆπ]ac
( gπ
M
) 1√
2mπ
1
2mπ
(
i
f 3π
)
(i∆)
·[P †c ~Pb(Mˆ †π)ba − ~P †cPb(Mˆπ)ba]
·[Mˆ †π
←→∇ Mˆ †π + Mˆπ
←→∇ Mˆπ]ac
and indices exchanging terms
∼
(
− gπ
M
1
2
√
2mπ
)
1
f 3π
|~pπ| ∆
mπ
∼ − 1
2
√
2mπ
ǫλph
g
f 3π
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N.L.O.
(V.R.I2)
( gπ
M
) 1√
2mπ
1
2mπ
(
i
f 3π
)
[P †c ~Pb(∂0Mˆ
†
π)ba
+~P †cPb(∂0Mˆπ)ba] · [Mˆπ
←→∇ Mˆ †π
+Mˆ †π
←→∇ Mˆπ]ac
( gπ
M
) 1√
2mπ
1
2mπ
(
i
f 3π
)
[P †c ~Pb(∂0Mˆ
†
π)ba
+~P †cPb(∂0Mˆπ)ba] · [Mˆ †π
←→∇ Mˆ †π
+Mˆπ
←→∇ Mˆπ]ac
and indices exchaning term
∼
( gπ
M
) 1
2mπ
1√
2mπ
i
f 3π
|~pπ|2
2mπ
· |~pπ|
∼ ǫ3 gπ
2
√
2mπ
i
f 3π
λ
N.L.O.
(δ4, δ5)
(
−δ4 + δ5
Λ
)
1
f 2π
1
2mπ
∆2
(~P †a · ~Pb + P †aPb) · (MˆπMˆ †π
+Mˆ †πMˆπ)ba
(
−δ4 + δ5
Λ
)
1
f 2π
∆2
2mπ
∼ 2(−δ4 − δ5)λ 1
f 2π
λph
∆
mπ
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N.L.O.
(δ4, δ5)
(
−δ4 + δ5
Λ
)
1
f 2π
2
2mπ
(~P †a · ~Pb
+P †aPb) · [−i∆Mˆπ∂0Mˆ †π
+i∆Mˆ †π∂0Mˆπ]ba
(
−δ4 + δ5
Λ
)
1
f 2π
(i)
|~pπ|2
2m2π
∆
∼ (−δ4 − δ5)(i)ǫ2 1
f 2π
λph
N.L.O.
(δ4, δ5)
(
−δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(~P †a · ~Pb
+P †aPb)
·[∂0Mˆπ∂0Mˆ †π + ∂0Mˆ †π∂0Mˆπ]ba
(
−δ4 + δ5
Λ
)
1
f 2π
1
2mπ
|~pπ|4
4m2π
∼ (−δ4 − δ5)1
8
ǫ4λ
1
f 2π
N.L.O.
(δ4, δ5)
(
−δ4
Λ
)
1
f 2π
1
2mπ
(~P †a · ~Pb
+P †aPb) · [~∇Mˆπ ~∇Mˆ †π
+~∇Mˆ †π ~∇Mˆπ]ba
(
−δ4
Λ
)
1
f 2π
1
2mπ
|~pπ|2
∼ (−δ4) 1
2f 2π
ǫ2λ
N.L.O.
(δ6, δ7)
(
−δ6 + δ7
Λ
)
1
f 2π
1
Mπ
(~P †a · (~∇Mˆπ)bc ~Pc · (~∇Mˆ †π)cb
+~P †a · (~∇Mˆ †π)bc ~Pc · (~∇Mˆπ)cb)
and indices exchaning terms
(
−δ6 + δ7
Λ
)
1
f 2π
1
mπ
|~pπ|2
∼ (δ6 + δ7)ǫ2λ 1
2f 2π
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D.1.1.1 Isospin breaking case
Here we list the extra terms arising from isospin breaking effects. It is convenient
to introduce the dimensionless constant ǫph =
pπ
fπ
.
HHχPT order Operator Contribution at Tree Level
L.O.
−e√
2mπ
~P †a [B
0(Q′bb ~Pa −Qba ~Pb)]
−e√
2mπ
P †a [B
0(Q′bbPa −Qba ~Pb)]
(−e)√
2mπ
∼
(
−
√
λ√
2mπ
)
pπ
fπ
∼ −
√
λǫph√
2mπ
L.O.
(
gπ
fπ
)
1√
2mπ
(ie)(~P †a · Pb) · ~B
×[Q, Mˆπ]ba(
gπ
fπ
)
1√
2mπ
(ie)(P †a ~Pb) · ~B
×[Q, Mˆ †π]ba
(
gπ
fπ
)
1√
2mπ
(ie)
∼ −igπ
fπ
1√
2mπ
√
λ
pπ
fπ
∼ (−i)√λǫ 1√
2mπ
1
fπ
L.O. 8ieBµ
mπ
[(πˆ+)†
←→
∂µ πˆ
+ − (πˆ−)†←→∂µ πˆ−]
8ie
2mπ
|~pπ|
∼ 4i√λ |~pπ|
fπ
ǫ ∼ 4i√λǫǫph
L.O.
e2BµB
µ
2mπ
[(πˆ+)†πˆ+
+(πˆ−)†πˆ−]
e2
2mπ
∼ λ~p
2
π
f 2π
1
2mπ
∼ λ ǫ
2
ph
2mπ
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N.L.O.
(M3)
(−λ1)(mu)( ~D†0 ~D0)
(−λ1)(mu)(D†0D0)
(−λ1)mu
∼ (−λ1)λmu
N.L.O.
(M3)
(−λ1)(md)( ~D†+ ~D+)
(−λ1)(md)(D†+D+)
(−λ1)md
∼ (−λ1)λmπ
N.L.O.
(M3)
4λ1
f 2π2mπ
(mu)( ~D
†
0
~D0)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
4λ1
f 2π2mπ
(mu)(D
†
0D0)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ 4λ1
2mπf 2π
mu
∼ 4λ1
2f 2π
λ
N.L.O.
(M3)
4λ1
f 2π2mπ
(md)( ~D
†
+
~D+)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
4λ1
f 2π2mπ
(md)(D
†
+D+)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ 4λ1
2f 2π
λ
N.L.O.
(M4)
(
−∆
(λ1)
4
)
(mu)( ~D
†
0
~D0) − ∆
(λ1)
4
λmπ(
3∆(λ1)
4
)
(mu)(D
†
0D0)
3∆(λ1)
4
λmπ
N.L.O.
(M4)
(
−∆
(λ1)
4
)
(md)( ~D
†
0
~D0) − ∆
(λ1)
4
λmπ
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(
3∆(λ1)
4
)
(md)(D
†
0D0)
3∆(λ1)
4
λmπ
N.L.O.
(M4)
∆(λ1)
f 2π2mπ
(mu)( ~D
†
0
~D0)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ ∆
(λ1)
2f 2π
λ
− 3∆
(λ1)
2mπf 2π
(mu)(D
†
0D0)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ −3∆
(λ1)
2f 2π
λ
N.L.O.
(M4)
∆(λ1)
f 2π2mπ
(md)( ~D
†
+
~D+)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ ∆
(λ1)
2f 2π
λ
− 3∆
(λ1)
2mπf 2π
(md)(D
†
+D+)
·(πˆ0πˆ0† + πˆ+(πˆ+)† + (πˆ−)(πˆ−)†)
∼ −3∆
(λ1)
2f 2π
λ
N.L.O.
(V.R.I1)
~D†+e
2BµBµ ~D+
(
− 1
M
)
D†+e
2BµBµD+
(
− 1
M
)
∼ e
2
M
∼ λ
M
pπ
fπ
∼ λ
M
ǫph
N.L.O.
(V.R.I1)
∂µ ~D†+(−e)Bµ ~D+
(
− 1
M
)
∂µD†+(−e)BµD+
(
− 1
M
)
∼ −e|~pπ|
M
∼ −√λǫǫphλ
N.L.O.
(V.R.I1)
mπ
M
~D†+(ie)B
0( ~D+)
∼ (ie)mπ
M
∼ i√λλǫph
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N.L.O.
(V.R.I1)
(
1
M
)
D†+(ie)Bµ∂
µD+(
1
M
)
~D†+(ie)Bµ∂
µ ~D+
∼ (ie) |pπ|
M
∼ i√λmπ
mπ
p2π
fπ
1
M
∼ i√λǫǫphλ
N.L.O.
(V.R.I1)
(
− 1
M
)
(imπ)(ie) ~D
†
+B
0 ~D+
∼ mπ
M
e ∼ λ√λǫph
N.L.O.
(V.R.I1)
(
− 1
M
)
~D†+
(
ie
f 2π
)
imπ
2mπ
B0
·[πˆ−(πˆ−)† − (πˆ+)(πˆ+)†] ~D+(
− 1
M
)
D†+
(
ie
f 2π
)
imπ
2mπ
B0[πˆ−(πˆ−)†
−πˆ+(πˆ+)†]D+
∼ e
2f 2π
1
M
∼
(
−1
2
)√
λ
pπ
mπ
mπ
M
1
f 3π
∼
(
−1
2
)√
λǫλ
1
f 3π
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N.L.O.
(V.R.I1)
(
− 1
M
)
~D†+
(
ie
f 2π
)(
1
2mπ
)
[(πˆ−)
←→
∂µ (πˆ−)† +
1
2
(πˆ0)
←→
∂µ (πˆ0)†
+(πˆ+)
←→
∂µ (πˆ+)†]Bµ ~D+(
− 1
M
)
D†+
(
ie
f 2π
)(
1
2mπ
)
[(πˆ−)
←→
∂µ (πˆ−)†
+
1
2
(πˆ0)
←→
∂µ (πˆ0)† +
1
2
(πˆ+)
←→
∂µ
(πˆ+)†]BµD+
∼ e
2f 2π
pπ
M
1
mπ
∼
(
−1
2
)√
λ
p2π
f 3π
1
M
mπ
m2π
∼
(
−1
2
)√
λλǫ2
1
f 3π
N.L.O.
(V.R.I1)
(eB0)
mπ√
2f 2πmπ
(
1
M
)
( ~D†+ ~D
0)
·[(πˆ−)†(πˆ0)− (πˆ0)†(πˆ+)]
(eB0)
mπ√
2f 2π
1
mπ
1
M
( ~D†+ ~D+)
·[(πˆ−)(πˆ−)† − (πˆ+)(πˆ+)†]
and ~DD exchange terms
e√
2f 2π
1
M
∼
√
λ√
2
pπ
fπ
1
M
1
f 2π
∼
√
λ√
2
λǫ
1
f 3π
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N.L.O.
(V.R.I2)
1√
2mπ
( gπ
M
) 1
fπ
(ie)(πˆ+)
(i~∇ · ~D†+)D0B0
1√
2mπ
( gπ
M
) 1
fπ
(ie)B0(πˆ
−)
(i~∇ · ~D†0)D+
and h.c. terms + ~D,D exchange
− 1√
2mπ
(
gπ
fπ
)
1
M
e|~p0|
∼
(
−gπ
fπ
)√
λ
|~pπ|2
fπ
1
M
1√
2mπ
∼ (−√λ)ǫ2λ 1
fπ
1√
2mπ
N.L.O.
(V.R.I2)
1√
2mπ
( gπ
M
) 1
fπ
(−imπ)(−e)πˆ+D0 ~D†+ · ~B
1√
2mπ
( gπ
M
) 1
fπ
(−imπ)(−e)πˆ0D+ ~D†+ · ~B
plus h.c. and ~D,D exchange terms
i√
2mπ
gπ
fπ
mπ
√
λ
|~pπ|
fπ
1
M
∼ i√
2mπ
ǫλ
√
λ
1
fπ
1√
2mπ
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N.L.O.
(V.R.I2)
1√
2mπ
( gπ
M
) 1
fπ
(−e)
∂0πˆ
+D0 ~D†+ · ~B
1√
2mπ
( gπ
M
) 1
fπ
(−e)
∂0πˆ
0D+ ~D
†
+ · ~B
plus h.c. and ~D,D exchange terms
−1√
2mπ
gπ
fπ
1
M
√
λ
|~pπ|
fπ
|~pπ|2
2mπ
∼ (−√λ)ǫ3λ 1
fπ
1√
2mπ
N.L.O.
(V.R.I2)
1√
2mπ
gπ
M
1
fπ
(ie)B0D+
(πˆ−)(−e) ~B · ~D†0
1√
2mπ
gπ
fπ
1
M
(ie)B0D0
(πˆ+)(−e) ~B · ~D†+
and h.c. terms
plus ~D,D exchange terms
(−ie)2 gπ
M
1
fπ
1√
2mπ
∼ (−i)λ |~pπ|
2
f 2π
gπ
M
1
fπ
1√
2mπ
∼ (−i)λ2ǫ2 1
fπ
1√
2mπ
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N.L.O.
(δ4, δ5)
(
δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(ie)(B0)
(
~D0† ~D0(π+)†∂0(π+)
+ ~D0† ~D0(π+)∂0(π+)†
+ ~D0† ~D0(π−)†∂0(π−)
+ ~D0† ~D0(π−)∂0(π−)†
+ ~D+† ~D+(π+)†∂0(π+)
+ ~D+† ~D+(π+)∂0(π+)†
+ ~D+† ~D+(π−)†∂0(π−)
+ ~D+† ~D+(π−)∂0(π−)†
)
and ~D,D exhange terms
(
δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(ie)
p2π
2mπ
∼
(
δ4 + δ5
Λ
)
i
f 2π
√
λ
pπ
fπ
1
4
ǫ2
∼ (δ4 + δ5)
f 3π
i
√
λ
λ
4
ǫ3
N.L.O.
(δ4, δ5)
(
δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(−e2)(B0)2
[
~D0† ~D0(π+(π+)† + π−(π−)†)
+ ~D+† ~D+(π+(π+)† + π−(π−)†)
]
and ~D,D exchange terms
(
δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(−e2)
∼
(
δ4 + δ5
Λ
)
1
f 2π
1
2mπ
(−λ)p
2
π
f 2π
∼ (−δ4 − δ5)λ2ǫ2 1f4π
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N.L.O.
(δ4, δ5)
(
δ4
Λ
)
1
f 2π
1
2mπ
(ie) ~B·
[ ~D0† ~D0(π+)†~∇π+
+ ~D0† ~D0(π+)(~∇π+)†
+ ~D−† ~D0(π−)†~∇π−
+ ~D0† ~D0(π−)(~∇π−)†]
and D0, D+ exchange terms
and ~D,D exchange terms
δ4
Λ
1
f2π
1
2mπ
(ie)|~pπ|
∼ δ4
Λ
1
f2π
i
2mπ
√
λ
|~p2π|
fπ
∼ (iδ4)
√
λλǫ2 1
f3π
N.L.O.
(δ4, δ5)
(
δ4
Λ
)
1
f 2π
1
2mπ
(−e2) ~B2
·[ ~D0† ~D0(π+(π+)† + π−(π−)†)]
and D0D+ exchange terms
and ~D,D exchange terms
δ4
Λ
1
f2π
1
2mπ
(ie)|~pπ|
∼ δ4
Λ
1
f2π
1
2mπ
(−e2)
∼ (−δ4)λ2ǫ2 1f4π
400
N.L.O.
(δ6, δ7)
2
2(δ6 + δ7)
Λ
(ie) ~B
·[ ~D†+π+ ~D+~∇(π+)†
+ ~D†+(~∇π+) ~D+(π+)†
+ ~D†0(π
+) ~D0(~∇π+)†
+ ~D†0(~∇π+) ~D0(π+)†] 1f2π
1
2mπ
and π+π− exchange terms
4(δ6 + δ7)
Λ
ie 1
f2π
1
2mπ
∼ 2(δ6 + δ7)i
√
λ
pπ
f 3π
1
Λ
1
mπ
∼ 2(δ6 + δ7)i
√
λǫλ 1
f3π
N.L.O.
(δ6, δ7)
2(δ6 + δ7)
Λ
(−e2)( ~B)2 1
f2π
1
2mπ
[ ~D+†π+ ~D+(π+)†
+ ~D0†π−(π−)† ~D0]
and π+π− exchange terms
∼ (δ6 + δ7)
Λ
1
mπ
(−e2) 1
f2π
∼ −(δ6 + δ7) 1Λλ
p2π
f 2π
1
f−π2
1
2mπ
∼ (−δ6 − δ7)λ2ǫ2 1f4π
N.L.O.
(π+π−)
e2F 2π
2mπ
[(π+)(π+)† + (π−)(π−)†]
e2f 2π
2mπ
∼ λp
2
π
f 2π
f 2π
2mπ
∼ λ
2
ǫ2mπ
D.2 Higher Order D∗ Propagator Corrections
In this part, we give a few examples of beyond next-to-leading order Dπ scattering
Feynman amplitudes. We organize these diagrams by classes and give one example
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per class.
(I) Contact vertex for Dπ scattering. The diagram and its size are
(II) Two-loop diagram with pion exchange. For example,
(III) Two-loop diagrams with photon-pion interaction. For example,
D.3 Mathematica Solutions to Leading Order D∗ Pole
We solve the algebraic equation p2(1 + λ) − 2mπδ + ip3b = 0 for the pole location
with
MD = 1800MeV, ∆ = 142MeV, fπ = 93MeV, g = 0.6, δ = ∆−mπ,
and we define dimensionless constants for notational simplicity
b =
mπ
c
, c =
24πf 2π
g2
, λ =
mπ
MD
, µ =
mπMD
mπ +MD
, ν =
2c2
27µ3
where µ is reduced mass of the Dπ system. For mπ ≤ ∆ the solutions are
p1 = i
(
c1/3 3
√(
δ +
ν
2
)
+
√
δ(δ + ν) + 3
√(
δ +
ν
2
)
−
√
δ(δ + ν) +
c
3µ
)
p2 = i
(
c1/3ω 3
√(
δ +
ν
2
)
+
√
δ(δ + ν) + ω2 3
√(
δ +
ν
2
)
−
√
δ(δ + ν) +
c
3µ
)
p3 = i
(
c1/3ω2 3
√(
δ +
ν
2
)
+
√
δ(δ + ν) + ω 3
√(
δ +
ν
2
)
−
√
δ(δ + ν) +
c
3µ
)
.
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in which ω = e2πi/3 = −1
2
+
√
3
2
i is the complex cube-root of 1. On the other hand,
for mπ > ∆ the solutions are
p1 = i
(
c1/32Re
[
3
√(
δ +
ν
2
)
+
√
δ(δ + ν)
]
+
c
3µ
)
p2 = i
(
c1/32Re
[
ω 3
√(
δ +
ν
2
)
+
√
δ(δ + ν)
]
+
c
3µ
)
p3 = i
(
c1/32Re
[
ω2 3
√(
δ +
ν
2
)
+
√
δ(δ + ν)
]
+
c
3µ
)
.
These roots have been verified with Mathematica, but the labeling is by no means
stable across mπ = ∆ as we do not control which cube root Mathematica takes.
To obtain analytically the roots of a cubic equation, x3 + px + q = 0, we insert
the Ansa¨tze: (1) x = u + v, so that x3 = (u + v)3 = u3 + v3 + 3uv(u + v) and
px = p(u+ v), and (2) p = −3uv and q = u3+ v3. This yields a quadratic equation
in u3, v3. So To ensure we add something with real coefficient (when p, q ∈ R), we
need to make sure we add corresponding conjugate pairs.
The behavior of roots in the range mπ ∈ [130, 250] splits into two cases. When
mπ ≤ ∆, there are two complex roots symmetric with respect to imaginary axis
with small negative real part (i.e. i times these are complex conjugate pairs), and a
pure imaginary root. As mπ approaches ∆ from below the two complex roots come
together toward origin. When mπ > ∆, there are three imaginary roots, two of
which are nearly the negative of each other.
D.4 XEFT DD∗ Scattering Diagrams without Isospin Breaking
In this part, I present the leading and next-to-leading orders of DD∗ loop results
with detailed calculations.
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Figure D.1: Leading order DD∗ loop
D.4.1 Leading Order DD∗ Loop Integral
Fig. D.1 shows the leading order D∗D loop diagram. The loop amplitude is
iLDD∗ =
(
Λ
2
)4−D (
iy0√
2
)2 ∫
dDℓ
(2π)D
i(
E + ℓ0 − ~ℓ2
2mD
)
+ iǫ
i(
−ℓ0 − ~ℓ2
2MD
)
+ iǫ
=
(
y20
2
)
(−i)
(
Λ
2
)4−D ∫
dD−1ℓ
(2π)D−1
1
E − ~ℓ2
4
+ iǫ
=
(
y20
2
)
(−i)
(
Λ
2
)4−D
MD
∫
dD−1ℓ
(2π)D−1
1
~ℓ2 − ~k2 − iǫ
= −y
2
0
2
iMD
(−~k2 − iǫ)(d−3)/2Γ (3−d
2
)
(4π)(d−1)/2
(
Λ
2
)4−d
. (D.1)
In the Power Divergence Subtraction (P.D.S.) scheme, the d = 4 and d = 3 pole
subtractions are
d = 3 : − y
2
0
2
(i)MD
(
Λ
2
)
1
4π
(
2
3− d
)
,
d = 4 : − y
2
0
2
(i)MD(−~k2 − iǫ)1/2Γ
(
−1
2
)
1
(4π)3/2
=
y20
2
i(MD)
√
−~k2 − iǫ 1
4π
.
(D.2)
After the subtractions, the self-energy becomes
−iΣL.O. = −
(
iy0√
2
)2
i
MD
4π
(√
−~k2 − iǫ− Λ
)
(D.3)
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and, evaluating its derivative using that ~k2 = MDE, we find
Σ′L.O. =
dΣL.O.
dE
=
d
dE
(
MD
4π
(√
−~k2 − iǫ− Λ
)(
iy0√
2
)2)
=
(
iy0√
2
)2
M2D
8π
−1√−MDE − iǫ
. (D.4)
Then since the bound state energy is E = −EX with EX > 0,√
−MDE − iǫ =
√
MDEX − iǫ =
√
MDEX . (D.5)
To check the sign of
√
−~k2 − iǫ gives, we have two equivalent methods:
(I) Carrying out the loop integral setting D − 1 = 3 from the beginning yields∫
d3~ℓ
(2π)3
1
~ℓ2 − ~k2 − iǫ =
∫ ∞
0
4πdℓ
(2π)3
ℓ2 − k2 + k2
ℓ2 − k2 − iǫ
=
∫ ∞
0
4πdℓ
1
(2π)3
+
∫ ∞
0
4πdℓ
(2π)3
k2
ℓ2 − k2 − iǫ
→
∫ ∞
0
4πdℓ
(2π)3
k2
(ℓ− k − iǫ)(ℓ+ k + iǫ)
=
1
2
4π
(2π)3
(2πi)
(k + iǫ)2
(2k + 2iǫ)
=
i
4π
k (D.6)
(II) Carrying out the loop integral in D − 1 dimensions, we find
∫
dD−1ℓ
(2π)D
1
ℓ2 − k2 − iǫ =
(
−~k2 − iǫ
) d−3
2
Γ
(
3−d
2
)
(4π)
(d−1)
2
= −
√
−~k2 − iǫ
4π
→ i
4π
k, (D.7)
in which we set d = 4 from the first to the second line and require that√
−~k2 − iǫ→ −ik in transitioning to the final result.
Therefore, the two methods are consistent when
√
−~k2 − iǫ = −ik.
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Figure D.2: Next-to-leading order pion exchange diagram
D.4.2 One-Pion Exchange 2-Loop Diagram
Figure D.2 is one of the two one-pion exchange D∗D loop diagrams, which we denote
iM1PE
(
iy0√
2
)2
. The amplitude for iM1PE is
iM1PE =
(
Λ
2
)2(4−d) ∫
ddk
(2π)d
∫
ddq
(2π)d
(
ig√
2fπ
1√
2mπ
)2
i(q − k)i(q − k)j
−q0 − ~q2
2mD
+ iǫ
× iǫ
iǫj
E + q0 − ~q2
2mD
+ iǫ
i
E + k0 − ~k2
2mD
+ iǫ
i
−k0 − ~k2
2MD
+ iǫ
× i
(q0 − k0)− (~q−~k)2
2mπ
+ δ + iǫ
= − ig
2
2f 2π
M2D
3
(
I1 + µ
2I2
)
, (D.8)
where
I1 =
(
Λ
2
)2(4−d) [∫
dd−1k
(2π)d−1
1
~k2 −MDE − iǫ
]2
. (D.9)
In P.D.S. scheme, the two integrals are
I1 =
(
1
2π
ΛP.D.S. +
ik
4π
)2
,
I2 =
1
16π2
{
1
4ǫ
+
1
2
− log(−i)− log 2k + µ
Λ
+
1
2
log π − γE
2
}
. (D.10)
In the MS scheme, all but the fourth term in the parentheses are absorbed into the
constant ΛP.D.S..
Before continuing the second pion-loop correction to the DD∗ loop, we consider
the the one pion exchange correction to the X → DD∗ decay, Fig. D.3, which is
closely related to the loop we just computed. We denote Fig. D.3 as iV1PE . The
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Figure D.3: One-pion-exchange correction to X → DD∗ vertex
corresponding amplitude is
iV1PE =
(
Λ
2
)4−d ∫
ddk
(2π)d
∫
ddq
(2π)d
(
ig√
2fπ
)2
1
2mπ
−ikikj
k0 + ED − (~k+~pD)22mD + iǫ
× i
− ~k2
2mπ
+ δ + iǫ+ k0
iǫiǫj
E − (ED + k0)− (~pD+~k)22MD + iǫ
(−iy0√
2
)
=
(−iy0√
2
)
g2
2f 2πmπ
I3, (D.11)
where
I3 = MD
(
Λ
2
)4−d ∫
dd−1k
(2π)d−1
kikj
~k2 − µ2 − iǫ
ǫiǫj
(~pD + ~k)2 − k˜2 − iǫ
= MD
(
Λ
2
)4−d∫ 1
0
dx
{
d− 1
2(4π)
d−1
2
Γ
(
3− d
2
)
1
3
1
[~p2Dx(1−x)− k˜2x− µ2(1−x)− iǫ]
3−d
2
+
(~pD · ~ǫ)2
(4π)
d−1
2
Γ
(
5− d
2
)
1
[~p2Dx(1− x)− k˜2x− µ2(1− x)− iǫ](5−d)/2
}
, (D.12)
with k˜2 = MDE. The d = 3 pole is
I3|d→3 =
(
Λ
2
)∫ 1
0
dx
1
4π
1
2
2
3− d
1
3
(d− 1)
→
(
Λ
2
)
1
4π
2
3
=
(
Λ
8π
)
2
3
MD. (D.13)
At d = 4, the integral to be evaluated is
I3|d→4 =
MD
8π
∫ 1
0
dx
(
−
√
~p2Dx(1− x)− k˜2x− µ2(1− x)− iǫ
+
x2(~pD · ~ǫ)2√
~p2Dx(1 − x)− k˜2x− µ2(1− x)− iǫ
)
, (D.14)
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and we define
h1(pD) = I3a =
∫ 1
0
dx
√
ax2 + bx+ c
=
(µ2 − k2 − ~p2D)(ik)
4~p2D
− (µ
2 + ~p2D − k2)(iµ)
4~p2D
+ i
(~p2D − ~k2 + µ2)2 − 4~p2Dµ2
8|~pD|3 log
(
|~pD|+ |~k|+ µ
|~k| − |~pD|+ µ
)
(D.15)
h2(pD) = I3b =
∫
dx
x2√
ax2 + bx+ c
, (D.16)
with the kinematic variables
a = −~p2D − iǫ, b = ~p2D − k˜2 + µ2, c = −µ2 − iǫ. (D.17)
Then the second integral becomes
I3b =
(2a− 3b)√a+ b+ c
4a2
+
3b
√
c
4a2
+
4ac− 3b2
8a5/2
log
(
b+ 2
√
ac
2a + b+ 2
√
a
√
a + b+ c
)
. (D.18)
Following the above result, we set√
−k˜2 − iǫ = −ik˜,
√
−~p2D − iǫ = −i~pD,
√
−µ2 − iǫ = −iµ, (D.19)
and summing the kinematic variables in I3b, we find
I3b = (ik)
5~p 2D − 3~k2 + 3µ2
4~p4D
+
3
4
(iµ)
~k 2 − ~p 2D − µ2
~p4D
+ i
3(~p 2D − k˜ 2 + µ2)2 − 4~p 2Dµ2
8|~pD|5 log
(
|~pD|+ |~k|+ µ
|~k| − |~pD|+ µ
)
(D.20)
Putting the pieces back together, the total integral is
I3 =
MD
8π
[
2
3
Λ− h1(pD) + (~pD · ~ǫ)2h2(pD)
]
. (D.21)
Figure D.4 displays the other pion correction to the DD∗-loop diagram, which
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Figure D.4: D∗ self-energy loop
we denote as 2iMSE
(
iy0√
2
)2
. The amplitude is
iMSE =
(
Λ
2
)2(4−d) ∫
ddℓ
(2π)d
∫
ddq
(2π)q
i
E − q0 − ~q2
2MD
+ iǫ
[
i
q0 − ~q2
2mD
+ iǫ
]2
× i
q0 − ℓ0 − (~q−~ℓ)2
2MD
+ iǫ
i
− ~ℓ2
2mπ
+ δ + iǫ
ℓiℓj
(
ig√
2fπ
1√
2mπ
)2
. (D.22)
We perform the ℓ integral first,
I4 =
∫
ddℓ
(2π)d
ℓiℓjǫiǫj
q0 − ℓ0 − (~q−~ℓ)2
2MD
+ iǫ
1
− ~ℓ2
2mπ
+ δ + iǫ
= 2mπ
∫
dd−1ℓ
(2π)d−1
∫ +∞
−∞
dℓ0
2π
ℓiℓjǫiǫj
ℓ0 − q0 + (~q−~ℓ)2
2MD
− iǫ
1
~ℓ2 − µ2 − iǫ . (D.23)
The ℓ0 integral contains only one pole, which we calculate by contour integration,
closing the contour in the lower half plane, as shown in Fig. D.5. The result is∫ ∞
−∞
dℓ0
(2π)
1
ℓ0 − q0 + (~q−~ℓ)2
2MD
− iǫ
=
i
2
(D.24)
If we keep the pion energy, then there are two poles in the ℓ0 integral and the result
would be two times Eq. (D.24).
For the integral of ~ℓ, we obtain
I4 = imπ
∫
dd−1ℓ
(2π)d−1
1
d− 1
ℓ2 − µ2 + µ2
~ℓ2 − µ2 − iǫ
= imπ
1
d− 1
[∫
dd−1ℓ
(2π)d−1
+
∫
dd−1ℓ
(2π)d−1
µ2
ℓ2 − µ2 − iǫ
]
= mπ
1
d− 1µ
2 1
(4π)
d−1
2
Γ
(
3− d
2
)(
µ2
) d−3
2 . (D.25)
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Figure D.5: Contour integral where ℓ0 = ρeiφ and dℓ0 = ρeiφidφ. At infinity the
integral ρ→∞ keep limits only φ change from 2π → π.
To restore the contribution of the pion ℓ0, this result is multiplied by two. The d = 3
subtraction is identical to the d = 3 pole in the self-energy counter term. For d = 4,
the integral yields
I4 = mπ
1
3
µ2
(4π)3/2
Γ
(
−1
2
)
(µ2)1/2 =
µ3
12π
mπ. (D.26)
Thus so far we have,
iMSE =
(
Λ
2
)2(4−d)∫
ddq
(2π)d
1
E − q0 − ~q2
2MD
+ iǫ
(
1
q0 − ~q2
2mD
+ iǫ
)2 −ig2
4f 2πmπ
I4.
(D.27)
The q integral is computed similarly, starting with the performing the q0 integral
by contours,∫
ddq
(2π)d
1
E − q0 − ~q2
2MD
+ iǫ
(
1
q0 − ~q2
2MD
+ iǫ
)2
= i
∫
dd−1q
(2π)d−1
[
1
E − ~q2
MD
+ iǫ
]2
= iM2D
∫
dd−1q
(2π)d−1
[
1
~q2 + γ2 − iǫ
]2
=
−iM2D
(4π)
d−1
2
Γ
(
5− d
2
)(
γ2 − iǫ) d−52 .
(D.28)
The integral picks up three simple poles, none of which are in Minkowski space. As
a consequence, the kinematic variables retain their complex offset, (+γ2 − iǫ) and
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(−µ2 − iǫ), and there are no poles in d = 3. Therefore
iMSE =
(
Λ
2
)2(4−d) −M2D
(4π)(d−1)/2
Γ
(
5− d
2
)(
γ2 − iǫ)(d−5)/2
× g
2
4f 2πmπ
mπµ
2
(d− 1)(4π)(d−1)/2Γ
(
3− d
2
)
µd−3, (D.29)
with
γ2 = −MDE = −k2, (γ2 − iǫ)1/2 = −ik, (γ2 + iǫ)1/2 = ik. (D.30)
The P.D.S. pole subtractions amount to(
Λ
2
)
(−γ−2)(MD)2 1
3(4π)2
g2
4f 2π
2µ2
3− d, (D.31)
and the final result for the amplitude is
iMSE = − g
2
4f 2π
µ2M2D
16π2
{(
Λ
2
)2
1
γ2
+
µ
6γ
}
. (D.32)
Multiplying this amplitude by two and subtracting the pole leads to
−iΣ(3)NLO = 2iMSE = −
g2µ3M2D
192π2f 2πγ
. (D.33)
Figure D.6: Next-to-leading-order D∗ propagator correction diagram
Figure D.6 shows the DD∗ loop diagram with the next-to-leading order D∗ prop-
agator correction. We denote the corresponding amplitude iMD∗
(
iy0√
2
)2
, and eval-
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uate it as
iMD∗
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iy0√
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=
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× Γ
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(D.34)
In P.D.S., the d = 3 and d = 4 pole subtractions are
d = 3 :
iy20
2
MDλ
2
(
Λ
2
)(
1
4π
)(
2
3−D
)
d = 4 :
iy20
2
MDλ
2
3
2
1
(4π)3/2
Γ
(
−1
2
)
(−~k2 − iǫ)1/2 = −iy
2
0
4
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4π
√
−~k2 − iǫ.
(D.35)
After making the subtractions, the result for the next-to-leading order self-energy is
iMD∗
(
iy20
2
)2
=
iy20
2
2
iMDλ
8π
(√
−~k2 − iǫ− Λ
)
≡ −iΣ(D∗)N.L.O., (D.36)
and its derivative is
dΣD
∗
N.L.O.
dE
=
d
dE
(
−
(−iy0√
2
)2
MDλ
8π
√
−MDE − iǫ− Λ
)
=
(
iy0√
2
)2
M2Dλ
16π
1√−MDE − iǫ
, (D.37)
in which
√
−~k2 − iǫ = −ik and √−MDE − iǫ =
√
MDEX .
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Figure D.7: Next-to-next-to-next-to-leading-order pion exchange diagram
D.4.3 An Example of Next-To-Next-To-Next-To-Leading-Order Pion
Exchange Diagram with Z1 Vertex
Figure D.7 is the Z1 interaction two-loop DD
∗ diagram, which we denote
iMZ1
(
iy0√
2
)
. The amplitude is
iMZ1 =
(
Λ
2
)2(4−d) ∫
ddℓ
(2π)d
∫
ddq
(2π)d
i
E − q0 − ~q2
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2mπ
+ δ + iǫ
(D.38)
Evaluating the ℓ0 and q0 integrals by contours and picking up the poles at ℓ
0 =
~ℓ2/(2mπ)− δ − iǫ and q0 = −~q2/(2MD)− iǫ, we find
iMZ1 =
gZ1ǫ
i
Xǫ
j
D
2
√
2mπfπ
(
Λ
2
)2(4−d) ∫
dd−1ℓ
(2π)d−1
∫
dd−1q
(2π)d−1
× ℓ
iℓj
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+ iǫ
1
~q2
2mD
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2mπ
+ δ − (~q−~ℓ)2
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+ iǫ
. (D.39)
To the order of (mπ/MD),
iMZ1 =
(gZ1ǫ
i
Xǫ
j
D∗)√
2mπfπ
(
Λ
2
)2(4−d) ∫
dd−1ℓ
(2π)d−1
∫
dd−1q
(2π)d−1
ℓiℓj(MD)
(~q2 + γ2 − iǫ)(~ℓ2 − µ2 − iǫ)
=
gZ1(MD)√
2fπ
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where
I5 =
(
Λ
2
)4−d ∫
dd−1ℓ
(2π)d−1
ℓiℓj
~ℓ2 − µ2 − iǫ , (D.41)
I6 =
(
Λ
2
)4−d ∫
dd−1q
(2π)d−1
1
~q2 +Υ2 − iǫ . (D.42)
413
The ℓ integral gives
I5 =
(
Λ
2
)4−d ∫
dd−1ℓ
(2π)d−1
~ℓ2 − µ2 + µ2
~ℓ2 − µ2 − iǫ
1
D − 1 =
1
12π
(
Λµ+ iµ2
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, (D.43)
while the q integral gives
I6 =
(
Λ
2
)4−d ∫
dd−1q
(2π)d−1
1
q2 +Υ2 − iǫ =
Λ
4π
Υ+
1
4π
Υ2. (D.44)
Putting these integrals together, we find
iMZ = gZ1(MD/2)
24π2
√
2fπ
(
Λµ+ iµ2
) (
ΛΥ +Υ2
)
,
−iΣ(Z1)N.L.O. = (iMZ1)
(
iy0√
2
)
,
Re
(
Σ
(Z1)
N.L.O.
)
=
−gZ1MD
48π2
√
2fπ
(iµ2 + Λµ)(ΛΥ + Υ2)
(
iy0√
2
)
. (D.45)
Taking its derivative with respect to E and setting E = −EX gives
Re
(
dΣ
(Z1)
N.L.O.
dE
∣∣∣∣∣
E=−EX
)
=
gZ1M
2
D
96π2
√
2fπ
(iµ2 + Λµ)
(
i y0√
2
)(
Λ
Υ
+ 2
)
(D.46)
D.5 Summary of X → DDπ Results in XEFT
Here we summarize and collate the results of the above calculations.
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D.5.1 Feynman diagrams and amplitudes
Leading order DD∗ Loop Integral:
−iΣL.O. =
(
iy0√
2
)2
i
MD
4π
(−
√
−~k2 − iǫ+ Λ)
dΣL.O.
dE
=
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iy0√
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)2(
−(MD/2)
2
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Leading order X decay amplitude:
AL.O. =
y0MDg(~pπ · ~ǫ)
2
√
2mπfπ
(
1
~k2 − ~p2D
+
1
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)
1-pion exchange correction to the DD∗ loop:
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}
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Self-energy correction to the DD∗ loop:
−iΣ(3)N.L.O. = −
g2µ3M2D
192π2f 2π
1√
−~k2 − iǫ
(
i
y0√
2
)2
dΣ
(3)
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)
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D∗ propagator correction to DD∗ loop
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)2(
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(D.47)
N.L.O. decay amplitude: pion exchange correction
A
(1)
N.L.O. =
(
iy0√
2
)[ −ig√
2fπ
~ǫX · ~pπ√
2mπ
M2D
−k2 + ~p2D
(
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)
M2D
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16πf 2π
h2(pD) + (~pD ↔ ~pD¯)
]
N.L.O. decay amplitude: D∗ self-energy correction
A
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iy0√
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)
ig3
8f 3π
1√
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i~pπ · ~ǫ
12π
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N.L.O. decay amplitude: Z1 correction
A
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N.L.O. = i
Z1√
2mπ
i~ǫ · ~pπ (D.48)
N.L.O. decay amplitude: DDπ vertex correction
A
(4)
N.L.O. = (−2λ)
y0MDg(~pπ · ~ǫ)
2
√
2mπfπ
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1
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(D.49)
N.L.O. decay amplitude:
A
(5)
N.L.O. = (−λ)
y0g(~pπ · ~ǫ)MD
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√
2mπfπ
(
|~pD|2
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(D.50)
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D.5.2 Leading Order X → DDπ Differential Decay Rate
The leading order differential decay rate is
dΓL.O.
dp2Ddp
2
D¯
= (2mπ)
1
3π3
ZL.O.|AL.O.|2,
for which we need the wavefunction normalization and the squared amplitude,
ZL.O. = Re
(
dΣ
(1)
N.L.O.
dE
∣∣∣∣∣
E=−Ex
)−1
= (−1)8π
√
MDEX
M2D
(
iy0√
2
)−2
|AL.O.|2 = y
2
0M
2
Dg
2(~pπ · ~ǫ)2
8mπf 2π
(
1
−k2 + ~p2D
+
1
−k2 + ~p2
D¯
)2
.
Inserting these in the decay rate yields
dΓL.O.
dp2Ddp
2
D¯
=
√
MDEX
8π2f 2π
g2(~pπ · ~ǫ)2
(
1
−k2 + ~p2D
+
1
−k2 + ~p2
D¯
)2
.
D.5.3 Next-to-leading order X → DDπ differential decay rate
For the next-to-leading order decay rate, we need the follow combinations of the
renormalization factor and squared amplitude:
ZN.L.O.|AL.O.|2 =
[g4EXM2D
3f 4π2mπ
(
ΛP.D.S.√
MDEX
− 4MDEX − µ
2
4MDEX + µ2
)
+
2πg2
mπf 2π
λ
√
MDEX
+ σ
4πEXg
2
mπf 2πb
(
√
MDEX − ΛP.D.S.)
]
(~pπ · ~ǫ)2
(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)2
2ZL.O.ReAL.O.AN.L.O. =
{
g4MD
8πf 4πmπ
( h1(pD)
k2 − ~p2D
+
h1(pD¯)
k2 − ~p2
D¯
− ~ǫ · ~pD~pD · ~pπ
k2 − ~p2D
− ~ǫ · ~pD¯~pD¯ · ~pπ
k2 − ~p2
D¯
− 2
3
ΛP.D.S.
(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
))
+
2Z1g
mπfπy0MD
}(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)
(~pπ · ~ǫ)2 2π
√
MDEX .
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Then the decay rate to next-to-leading order is
dΓN.L.O.
dp2Ddp
2
D¯
=
1
32π3
{[g4EXM2D (~pπ · ~ǫ)2
3f 4π
ΛP.D.S.√
MDEX
− g
4EXM
2
D (~pπ · ~ǫ)2
3f 4π
4MDEX − µ2
4MDEX + µ2
+ σ
8πEXg
2 (~pπ · ~ǫ)2
bf 2π
(
√
MDEX − ΛP.D.S.)
]( 1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)2
− g
4
√
MDEXMD (~pπ · ~ǫ)2
3f 4π
ΛP.D.S.
(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)2
+
−g4√MDEX
3f 4π
(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)
MD (~pπ · ~ǫ)
×
[
1
k2 − ~p2D
((~pπ · ~ǫ) h1(pD)−~ǫ · ~pD~pπ · ~pD) + (~pD ↔ ~pD¯)
]
+
8πZ1g (~pπ · ~ǫ)2
√
MDEX
fπy0(MD/2)
(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)}
,
which is actually independent of ΛP.D.S.,
dΓN.L.O.
dp2Ddp
2
D¯
=
1
32π3
{
−2g4√MDEXMD (~pπ · ~ǫ)
6f 4π
×
[ 1
k2 − ~p2D
(~pπ · ~ǫh1(pD)−~ǫ · ~pD~pπ · ~pD) + (~pD ↔ ~pD¯)
]
+
16πZ1g
√
MDEX (~pπ · ~ǫ)2
f 2πy0MD
}(
1
~k2 − ~p2D
+
1
~k2 − ~p2
D¯
)
+
g2MD
√
MDEX
12πf 2π
µ2 − 4MDEX
µ2 + 4MDEX
dΓL.O.
dp2Ddp
2
D¯
+ σ
2EX
b
(
1− ΛP.D.S.√
EXMD
)
dΓL.O.
dp2Ddp
2
D¯
,
where we drop A
(4)
N.L.O. and A
(5)
N.L.O. corrections because they contribute at next-to-
next-to-leading order to the decay rate.
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D.6 Four-body decay integral
The phase space integral for a 4-body decay i→ 1 + 2+ 3 + 4 in the decay-particle
rest frame is∫
dΦ4(P ; p1, p2, p3, p4) =
4∏
1
∫
d3~pi
(2π)32Ei
(2π)4δ4(P − p1 − p2 − p3 − p4),
where P = (
√
s,~0). We decompose this integral into a sequence of two-body decay
phase space integrals with the order:
P → p1 + q234 → p1 + (p2 + q34)→ p1 + (p2 + (p3 + p4)),
where q234, q34 are intermediate variables. Using the identities
1 =
∫
d4q
(2π)4
(2π)4δ4(q − p)θ(q0),
1 =
∫
ds
2π
(2π)δ(s− q2),
and by multiplying and integrating out q0 we have
1 = 1 · 1 =
∫
ds
2π
∫
d4q
(2π)4
(2π)5δ4(q − p)θ(q0)δ(s− q2)
=
∫
ds
2π
∫
dq0
2π
∫
d3~q
(2π)32E
(2π)4δ4(q − p)
where E =
√
~q2 + s. We insert similar factors into
∫
dΦ4, exchanging orders of
integration and integrating out redundant variables and using the well-known 2-
and 3-body decay formulae
∫
dΦ2(P ; p1, p2) =
β¯
(
m21
s
,
m22
s
)
8π
∫
d cos θ
2
∫
dφ
2π∫
dΦ3(P ; p1, p2, p3) =
∫
ds23
2π
dΦ2(p1, q23)dΦ2(p2, p3),
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where θ, φ are the usual spherical coordinate angles of 3-momentum of either particle
1 or sum of particle 2 and 3 in the rest frame, and
β¯(x, y) ≡
√
1− 2(x+ y) + (x− y)2,
β¯1 = β¯
(
m21
s
,
s234
s
)
,
β¯2 = β¯
(
m22
s234
,
s34
s
)
,
β¯3 = β¯
(
m23
s34
,
m24
s34
)
.
The four-body decay phase integral can now be written as:∫
dΦ4(P ; p1, p2, p3, p4) =
4∏
1
∫
d3~pi
(2π)32Ei
∫
ds234
2π
∫
d3 ~q234
(2π)32E234
(2π)4δ4(P − p1 − q234)
× (2π)4δ4(q234 − p2 − p3 − p4)
=
∫
ds234
2π
∫
dΦ2(P ; p1, q234)
∫
dΦ3(q234; p2, p3, p4)
=
∫
ds234
2π
β¯1
8π
∫
d cos θˆ1
2
∫
dφˆ1
2π
ds34
2π
∫
dΦ2(q234; p2, q34)
∫
dΦ2(q34; p3, p4)
=
∫
ds234
2π
β¯1
8π
∫
ds34
2π
β¯2
8π
∫
d cos θˆ2
2
∫
dφˆ2
2π
β¯3
8π
∫
d cos θˆ3
2
∫
dφˆ3
2π
=
∫
ds234
2π
β¯1
8π
∫
ds34
2π
β¯2
8π
∫
d cos θˆ2
2
β¯3
8π
∫
d cos θˆ3
2
∫
dφˆ3
2π
,
where θˆ2, φˆ2; θˆ3, φˆ3 are spherical angles of 3-momentum particle 2 and 3 in rest frame
of q234 and q34 respectively, and in the last few steps in the above derivation we have
assumed isotropy in the first decay step: i→ 1+(234), i.e. that |M|2 is independent
of the angles θˆ1, φˆ1 and φˆ2. In summary, we have under those conditions,
dΓ
ds234
=
β¯1
16π2
∫
ds34
2π
β¯2
8π
∫
d cos θˆ2
2
β¯3
8π
∫
d cos θˆ3
2
∫
dφˆ3
2π
|M|2,
where without loss of generality in the rest frame of q234 we assume 3-momentum of
particle 2 parallel to +z axis and 3-momentum q34 lies in x-z plane.
We also need formulae to convert between the remaining three angles and
Lorentz-invariant inner products of final state 4-momenta pi·pj. We use the following
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notation:
ηǫ1ǫ21 = 1 + ǫ1
m21
s
+ ǫ2
s234
s
,
ηǫ2ǫ22 = 1 + ǫ1
m22
s234
+ ǫ2
s34
s234
,
ηǫ2ǫ23 = 1 + ǫ1
m23
s34
+ ǫ2
m24
s34
,
where ǫi = ±, for instance
η+−1 = 1 +
m21
s
− s234
s
.
In the rest frame of decay particle, we have
p1 =
√
s
2
(η+−1 , 0, 0,−β¯1),
q234 =
√
s
2
(η−+1 , 0, 0, β¯1).
The boost from the rest frame of the decaying particle to the rest frame of q234 is,
in matrix form,
Λ1 =
√
s
2
√
s234

η−+1 0 0 −β¯1
0 1 0 0
0 0 1 0
−β¯1 0 0 η−+1
 ,
and after this boost the momenta of particles 1 and 2 are
p′1 = Λ1p1 =
s
2
√
s234
(η−−1 , 0, 0,−β¯1),
p′2 = Λ1p2 =
√
s234
2
(η+−2 , β¯2 sin θˆ2, 0, β¯2 cos θˆ2).
In terms of these variables then,
p1 · p2 = p′1 · p′2 =
s
4
(η+−2 η
−−
1 + β¯1β¯2 cos θˆ2).
Without loss of generality, before boosting to rest frame of q34 we rotate coordinates
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so that p′2 points to +z axis. The required rotation matrix is
R =

1 0 0 0
0 cos θˆ2 0 − sin θˆ2
0 0 1 0
0 sin θˆ2 0 cos θˆ2
 ,
and the boost to the rest frame of q34 is now in simpler form:
Λ2 =
√
s234
2
√
s34

η−+2 0 0 β¯2
0 1 0 0
0 0 1 0
β¯2 0 0 η
−+
2
 .
In the rest frame of q34, the particle momenta are
p′′1 = Λ2Rp
′
1 =
s
4
√
s34
(
η−+2 η
−−
1 − β¯1β¯2 cos θˆ2, β¯1 sin θˆ2, 0, β¯2η−−1 − η−+2 β¯1 cos θˆ2
)
,
p′′2 = Λ2Rp
′
2 =
s234
2
√
s34
(η−−2 , 0, 0, β¯2),
p′′3 =
√
s34
2
(η+−3 , β¯ cos φˆ3 sin θˆ3, β¯3 sin φˆ3 sin θˆ3, β¯3 cos θˆ3),
and the Lorentz-invariant inner products are
p2 · p3 = p′′2 · p′′3 =
s234
4
(η+−3 η
−−
2 − β¯2β¯3 cos θˆ3)
p1 · p3 = p′′1 · p′′3 =
s
8
(
η+−3 (η
−+
2 η
−−
1 − β¯1β¯2 cos θˆ2)− β¯1β¯3 sin θˆ2 sin θˆ3 cos φˆ3
− η−−1 β¯2β¯3 cos θˆ3 + η−+2 β¯1β¯3 cos θˆ2
)
.
Then the Jacobian for the variable change d cos θˆ2d cos θˆ3dφˆ3 → d(p1·p2)d(p2·p3)d(p1·
p3) is
d cos θˆ2d cos θˆ3dφˆ3 =
64
s2s234β¯21 β¯
2
2 β¯
2
3 sin θˆ2 sin θˆ3 sin φˆ3
d(p1 · p2)d(p1 · p3)d(p2 · p3),
where cos θˆ2,3 and sin φˆ3 are obtained from the above conversion formulae.
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D.6.1 Range of four-body decay integral
Similar to three-body decay, the range of the integral is set by fixing several invariant
masses and the ranges of the trigonometric functions. First of all, the ranges of s234
and s34 are
(m2 +m3 +m4)
2 ≤ s234 ≤ (
√
s−m1)2,
(m3 +m4)
2 ≤ s34 ≤ (√s234 −m4)2.
With s234, s34 fixed, the range of p1 · p2 and p2 · p3 are separately determined:
s
4
(
η+−2 η
−−
1 − β¯1β¯2
) ≤ p1 · p2 ≤ s
4
(
η+−2 η
−−
1 + β¯1β¯2
)
,
s234
4
(
η+−3 η
−−
2 − β¯2β¯3
) ≤ p2 · p3 ≤ s234
4
(
η+−3 η
−−
2 + β¯2β¯3
)
.
With p1 · p2, and p2 · p3 fixed, using the above expression for p1 · p3, and expressing
cos θˆ2,3 and sin θˆ2,3 in terms of p1 · p2 and p2 · p3, we find
(p1 · p3)max = s
8
(
η+−3
(
η−+2 η
−−
1 − β¯1β¯2 cos θˆ2(p1 · p2)
)
− η−−1 β¯2β¯3 cos θˆ3(p2 · p3)
+ η−+2 β¯1β¯3 cos θˆ2(p1 · p2)
)
+
s
8
β¯2β¯3| sin θˆ2(p1 · p2) sin θˆ3(p2 · p3)|,
(p1 · p3)min = s
8
(
η+−3
(
η−+2 η
−−
1 − β¯1β¯2 cos θˆ2(p1 · p2)
)
− η−−1 β¯2β¯3 cos θˆ3(p2 · p3)
+ η−+2 β¯1β¯3 cos θˆ2(p1 · p2)
)
−s
8
β¯2β¯3| sin θˆ2(p1 · p2) sin θˆ3(p2 · p3)|.
D.6.2 An example of Dalitz plot in four-body decay
As an example of four-body decay, I plot the phase space of B0 → K0+D0+D0+π0
in the 3 dimensional space (p1 · p2, p2 · p3, p1 · p3), where p1, p2, p3 are four momenta
of K0 and the two D0’s respectively, with s234, s34, the invariant mass of D
0D0π0
and D0π0 fixed near the masses of X(3872) and D∗0 respectively:
m1 =497.614MeV, m2 = m3 = 1864.86MeV, m4 = 134.9766MeV,
s =(5279.58MeV)2, s234 = (3871.68MeV)
2, s34 = (2006MeV)
2.
The allowed phase space is the pillow-shaped region displayed here:
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APPENDIX E
Useful Formula in Laser EFT
E.1 Classical action of a charged scalar particle in a plane wave potential
We consider a vector potential of the plane wave form, with the Lorenz and tranverse
gauge conditions, as discussed in Sec. 4.2.1,
Aµcl = A
µ
cl,⊥(n¯ · x), (E.1)
a function of n¯ ·x only. The classical action for a scalar particle with charge ±e and
mass m satisfies the Hamilton-Jacobi equation,
(∂µScl ± eAµcl)(∂νScl ± eAνcl)gµν −m2 = 0, (E.2)
where the metric is the usual Minkowski metric gµν =diag(1,−1,−1,−1), as used
throughout. We set the Ansatz
Scl = p · x+ Sp(n¯ · x), p2 = m2 (E.3)
which is the sum of a free-particle piece and a function of pµ that has the same
coordinate dependence as the potential. Inserting this Ansatz in Eq. (E.2), we have
0 = (pµ + ∂µSp(n¯ · x)± eAµcl)(pν + ∂νSp(n¯ · x)± eAνcl)gµν −m2
= 2p · n¯S ′p ± 2p · eAcl + (S ′p)2n¯ · n¯ + (eAcl)2 ± 2en¯ ·AclS ′p
= 2p · n¯S ′p ± 2p · eAcl + (eAcl)2, (E.4)
using that n¯2 = 0 and n¯ · Acl = 0. Thus, we have a first-order differential equation
for Sp(n¯ · x),
∂Sp
∂n¯ · x =
∓2p · eAcl − (eAcl)2
2n¯ · p . (E.5)
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Note that p⊥, n¯ · p are constants of motion and therefore have no dependence on
n¯ · x, for which the conjugate momentum is n · p. The integration can be performed
using either future n¯ · x→ +∞ or past n¯ · x→ −∞ boundary conditions,
Sp(n¯ · x) =
∫ n¯·x
−∞
∓2p · eAcl(n¯ · y)− (eAcl)2(n¯ · y)
2n¯ · p d(n¯ · y) (E.6)
= −
∫ ∞
n¯·x
∓2p · eAcl(n¯ · y)− (eAcl)2(n¯ · y)
2n¯ · p d(n¯ · y). (E.7)
For electrons, we take the upper sign, corresponding to charge −e < 0, while for
positrons, we take the lower sign, corresponding to charge e > 0.
E.2 Proper time representation of propagator in plane wave fields
Here we briefly reproduce the derivation of the gauge-invariant propagator in a
plane-wave potential Aµ(n¯ · x) depending only on one lightcone coordinate n¯ · x,
following the method of Schwinger (1951). In x space, we write the propagator as
an integral over a “proper time” s of a kernel K(x′, x; s),
G(x′, x) = i
∫ ∞
0
K(x′, x; s)ds. (E.8)
The Green’s function is defined by the operator equation
(i /Dx′ −m)G(x′, x) = δ(x− x′), (E.9)
so that the proper time kernel satisfies
(i /Dx′ −m)K(x′, x; s) = i∂sK(x′, x; s), (E.10)
with boundary condition
K(x′, x; s = 0) = δ(x′ − x). (E.11)
To obtain a representation of K(x′, x; s) in terms of field operators, consider G(x′, x)
as a matrix element
G(x′, x) = 〈x′| 1
i /Dx′ −m
|x〉 , (E.12)
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where 〈x′|x〉 = δ(x′ − x), and introduce an integral representation of the operator
inverse
1
i /Dx′ −m
= (i /Dx′ +m)(−i)
∫ ∞
0
exp
[
i
(
(iD)2 − eσF
2
−m2 + iǫ
)
s
]
ds. (E.13)
This shows that the kernel K is the matrix element of an exponentiated operator,
K(x′, x; s) = (−i /Dx′ +m)e−im2s 〈x′| e−iHs |x〉 , (E.14)
and the matrix element can be evaluated by solving the Hamiltonian dynamics in
the “time” s:
H = −(i /D)2 = −(iD)2 + eσF
2
= −Π2 + eσF
2
,
i∂sx
µ(s) = [xµ,H] = 2iΠµ(s),
i∂sΠ
µ(s) = [Πµ,H] = i2eF µνΠν + i2∂νeF µν + i
2
eσαβ∂
µF αβ. (E.15)
The kernel is then obtained by noting that
i∂sK(x
′, x; s) = i∂s 〈x′(s)| e−iHs |x(0)〉 = 〈x′(s)| H |x(0)〉 . (E.16)
The boundary condition becomes 〈x′(s = 0)|x(0)〉 = δ(x′ − x). Additionally, this
matrix element in s must satisfy
i /Dx′
〈
x′(s)
∣∣x(0)〉 = 〈x′(s)| /Π(s) |x(0)〉 ,
−iDµx
〈
x′(s)
∣∣x(0)〉 = 〈x′(s)|Πµ(0) |x(0)〉(= 〈x′(s)| |x(0)〉 i←−Dx) . (E.17)
Now specializing to plane wave fields, the field tensor can be written only depends
on one lightcone coordinate,
F µν = fµνF (ϕ), ϕ = n¯ · x, ∂νϕ = n¯ν , (E.18)
in which we separate the tensor structure from a scalar function F (ϕ) containing
the coordinate dependence. The tensor structure vanishes when contracted with the
same lightcone vector, n¯µf
µν = 0n¯νf
µν = 0. Using the lightcone decomposition of
the metric gµν = n
µn¯ν
2
+ n¯
µnν
2
+ gµν⊥ , one can show that
fµλfκνgλκ = f
µλg⊥λκf
κν = −n¯µn¯ν , (E.19)
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to satisfy n¯ · f · f = 0 (using matrix notation) and f 2 = 0. When contracted with
the dual tensor f ∗µν = ǫµναβfαβ/2, we find
fµκf ∗λνgκλ = fµκ
(nκn¯λ
2
+ g⊥κλ
) 1
2
ǫλναβfαβ = f
µκg⊥κλf
∗λν = 0, (E.20)
to satisfy n¯ · f · f ∗ = 0 and f · f ∗ = 0. Now the proper time equations of motion in
the case of plane wave become
∂sx
µ = 2Πµ,
∂sΠ
µ = 2efµνΠνF (ϕ) +
eσαβ
2
fαβF ′(ϕ)n¯µ. (E.21)
As anticipated from the symmetry, n¯ · Π is conserved:
∂s(n¯ ·Π) = 2en¯ · f ·ΠF (ϕ) + eσαβf
αβ
2
F ′(ϕ)n¯2 = 0, (E.22)
and therefore n¯ ·Π is a constant and we can immediately integrate ∂s(n¯ ·x) = ∂sϕ =
2n¯ · Π to give
n¯ · (x(s)− x(0)) = 2n¯ · Π(s) · s = 2n¯ · Π(0)s. (E.23)
Another conserved quantity is f ∗µνΠ
ν , as we can see by
f ∗µν∂sΠν = f
∗
µν2efνλΠλF (ϕ) +
eσ · f
2
F ′(ϕ)f ∗µνn¯ν = 0. (E.24)
We can simplify the Πµ equation of motion by identifying another constant of motion
by first contracting with the unit tensor containing the field structure,
fµν∂sΠ
ν = fµν2ef
νλΠλF (ϕ) +
eσ · f
2
F ′(ϕ)fµν n¯ν = −2n¯µ(n¯ ·Π)eF (ϕ). (E.25)
We define a scalar function
∂sA(ϕ) = A
′(ϕ) = F (ϕ), (E.26)
which, together with 2n¯ · Π = ∂sϕ, allows us to write
−n¯µ(2n¯ · Π)eF (ϕ) = −n¯µ(∂sϕ)eF (ϕ) = −n¯µe∂sA(ϕ), (E.27)
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and implies that the combination is conserved,
∂s (fµνΠ
ν + n¯µeA(ϕ)) = 0. (E.28)
Note that the operator for the lightcone coordinate commutes along the path,
[∂sϕ, ϕ] = 0 = [ϕ(s), ϕ(0)]. (E.29)
We can therefore use dϕ = 2n¯ · Πds as a valid change of variables. Define the
constant vector
Cµ = fµνΠ
ν + n¯νeA(ϕ), (E.30)
which satisfies n¯ · C = 0, f ∗µνCν = 0, and
fµνCν = −n¯µn¯ ·Π,
CµC
µ = Πν
(−fνµfµλ)Πλ = (n¯ ·Π)2. (E.31)
This constant vector allows rewriting the right-hand side of the Πµ equation,
∂sΠ
µ = 2eF (ϕ)fµνΠν +
eσ · F
2
F ′(ϕ)n¯µ
= (2n¯ · Π)−1∂s
[
2eACµ − e2A2n¯µ + eσf
2
F n¯µ
]
, (E.32)
which can clearly be integrated. We obtain
1
2
dxµ
ds
= Πµ =
1
2n¯ · Π
(
2eACµ − e2A2n¯µ + eσf
2
F n¯µ
)
+ Cµ0 , (E.33)
in which the constant of integration can be isolated by f ∗µνΠ
ν = f ∗µνC
µ
0 , and is of
course independent of s. Integrating again,
xµ(s)− xµ(0) =
∫ s
0
ds
[
2eACµ − (e2A2)n¯µ + eσf
2
F n¯µ
n¯ · Π + 2C
µ
0
]
=
∫ ϕ(s)
ϕ(0)
dϕ
2(n¯ · Π)2
[
2eACµ − (e2A2)n¯µ + eσ · f
2
F n¯µ + 2Cµ0 s
]
.
(E.34)
This determines the constant of integration, Cµ0 . Now to evaluate the matrix ele-
ment, Eq. (E.16) put H in terms of the xµ(s) and xµ(0) with all operators evaluated
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at s standing to the left of operators evaluated at s = 0. To this end, we note the
following identities
Cµ =
fµν(x
ν
s − xν0)
2s
+
n¯µ
ϕs − ϕ0
∫ ϕs
ϕ0
eA(ϕ)dϕ,
fµνΠ
ν(s) = Cµ − n¯µeA(ϕs) = fµν (x
ν
s−xν0)
2s
+
1
s
∫ ϕs
ϕ0
eA(ϕ)
2n¯ · Π n¯
µdϕ− eA(ϕs)n¯µ,
fµν(x
ν
s − xν0) = 2s
(
fµνΠ
ν(s) + eA(ϕs)n¯µ −
∫ ϕs
ϕ0
eA(ϕ)
dϕ
2n¯ · Π
n¯µ
s
)
. (E.35)
After many lines of algebra, we obtain
H = −(xs − x0)
2
4s2
+
1
(n¯ · (xs − x0))2
[∫ ϕs
ϕ0
eAdϕ
]2
+
1
n¯ · (xs − x0)
∫ ϕs
ϕ0
eσf
2
F − (eA)2dϕ. (E.36)
To commute the operators, we use [Πµ(s), xµ(s)] = i to show that
[xµ(0), xµ(s)] = −8is, (E.37)
and finally have
H = − 1
4s2
(
x2s − 2xsx0 + x20
)− 2i
s
+
1
(ϕs − ϕ0)2
[∫ ϕs
ϕ0
eAdϕ
]2
+
1
ϕs − ϕ0
∫ ϕs
ϕ0
σf
2
eF − (eA)2dϕ. (E.38)
Inserting this into Eq. (E.16) gives a differential equation in s for the matrix element
(equivalently the kernel K),
i∂s
〈
x′
∣∣x〉 = {− 1
4s2
(x′ − x)2 − 2i
s
+
1
(n¯ · (x′ − x))2
[∫ n¯·x′
n¯·x
eAdϕ
]2
+
1
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
σf
2
eF − (eA)2dϕ
}〈
x′
∣∣x〉 . (E.39)
The solution is〈
x′
∣∣∣∣x〉 = C(x′, x)s−2 exp
(
− i(x
′ − x)2
4s
− is 1
(n¯ · (x′ − x))2
[∫ n¯·x′
n¯·x
eAdϕ
]2
− is
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
σf
2
eF − (eA)2dϕ
)
. (E.40)
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where C(x′, x) is independent of s. To determine the function C(x′, x), we use
Eq. (E.17), which gives a differential equation,[
i∂µx′ − eAµ(x′)− fµν(x′ − x)ν
eA(x′)
n¯ · (x′ − x)
+ fµν(x′ − x)ν 1
(n¯ · (x′ − x))2
∫ n¯·x′
n¯·x
eAdϕ
]
C(x′, x) = 0, (E.41)
which is solved by a Wilson line connecting x, x′ due to antisymmetry of fµν :
C(x′, x) = C0 exp
(
−ie
∫ x′
x
Aµdyµ
)
. (E.42)
Lastly, C0 is a normalization coefficient that is determined by the boundary condition
in s, Eq. (E.11). Setting s = 0 in Eq. (E.40), we find a delta-function if C0 = − 14π2 .
All together, we have
G(x′, x) = (i /Dx′ +m)
−1
4π2
exp
(
−ie
∫ x′
x
Aµdyµ
)∫ ∞
0
ds
s2
e−im
2s
× exp
(
− i(x
′ − x)2
4s
− is
[
1
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
eAdϕ
]2
− is
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
σf
2
eF − (eA)2dϕ
)
. (E.43)
Note that all gauge dependence is in the Wilson line e−ie
∫
A·dx. The scalar A(n¯ · x)
in the exponent is defined as the integral of the field tensor F µν = fµνF (n¯ · x),
A =
∫
F (n¯ ·x)dn¯ ·x, and the corresponding ambiguity in A (by constant shift) does
not change the kernel K(x′, x; s).
For small separations, we can expand the integrals in the exponent, and the
kernel of the integral reduces to that of a constant field
1
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
(eA)2dϕ−
[
1
n¯ · (x′ − x)
∫ n¯·x′
n¯·x
eAdϕ
]2
= − 1
12
(x′ − x)µeF µλeFλν(x′ − x)ν + . . . (E.44)
in which, for plane wave fields, all matrix contractions involving more than two eF µν
vanish, due to Eq. (E.19).
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E.3 Self-energy in semiclassical QED: planewave background
In this section, we calculate the 1-loop self-energy diagram for an electron in plane-
wave classical electromagnetic field. The diagram and its amplitude are
= i
∑
p′,p
Wp′(y)(−ieγµ)GF (y, x)(−ieγν)DFµν(y − x)Wp(x), (E.45)
in which the electron propagator is given by Eq. (E.43). The incoming Wilson line
is
Wp(x) = e
/ne /A
2n¯·p exp
(
−ipx− i
∫ n¯·x
−∞
2p · eA− (eA)2 dϕ
2n¯ · p
)
, (E.46)
and the outgoing Wilson line is
Wp′(y) = e
e /A/¯n
2n¯·p′ exp
(
+ip′ · y − i
∫ ∞
n¯·y
2p′ · eA− (eA)2 dϕ
2n¯ · p′
)
. (E.47)
The photon propagator is also put in the form of a proper time integral,∫
d4k
(2π)4
−igµν
k2 + iǫ
= −
∫ ∞
0
dt
∫
d4k
(2π)4
e−ik(y−x)ei(k
2+iǫ)tgµν . (E.48)
Inserting these into the amplitude, we have
iΣ(x, y) = i(−ie)2
∑
p′;p
e
ip′y−i ∫∞n¯·y 2p′·eA−(eA)2 dϕn¯·p′
(
1 +
e /A/¯n
2n¯ · p′
)
γµ
1
16π2
e−ie
∫ y
x A·dy
×
∫ ∞
0
ds
s2
(i/∂y+m)
[
e
−i (y−x)2
4s
−is[ 1n¯·(y−x)
∫ n¯·y
n¯·x
eAdϕ]
2− is
n¯·(y−x)
∫ n¯·y
n¯·x
eσF
2
−(eA)2dϕ
]
e−i(m
2−iǫ)s
× γµ
(
1 +
/n
2
e /A
n¯ · p
)
e−ipx−i
∫ n¯·x
−∞
2p·eA−(eA)2 dϕ
n¯·p
∫ ∞
0
dt
∫
d4k
(2π)4
e−ik(y−x)+i(k
2+iǫ)t ,
(E.49)
in which the derivative acts only within the square brackets.
We change coordinates in order to look at small separations,
r = y − x y = X + r/2
X =
y + x
2
x = X − r/2, (E.50)
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with the result that
iΣ(X, r) = −i(−ie)
2)
16π2
∑
p′,p,k
e
ip′(X+r/2)−i ∫∞n¯·(X+r/2) 2p′·eA−(eA)2 dϕ2n¯·p′
×
(
1 +
e /A(X + r/2)
n¯ · p′
/n
2
)
γµe−ie
∫ y
x
A·dy
×
∫ ∞
0
ds
s2
(i/∂y +m)
[
e
− ir2
4s
−is
[
1
n¯·r
∫ n¯·(X+r/2)
n¯·(X−r/2)
eAdϕ
]2− is
n¯·r
∫ n¯·(X+r/2)
n¯·(X−r/2)
eσF
2
−(eA)2dϕ
]
× e−i(m2−iǫ)sγµ
(
1 +
/n
2
e /A(X − r/2)
n¯ · p
)
× e−ip(X−r/2)−i
∫ n¯·(X−r/2)
−∞ 2p·eA−(eA)2 dϕ2n¯·p
∫∞
0 dte
−ik(y−x)ei(k
2+iǫ)t
. (E.51)
Note there is only dependence on n¯ · X , as there is translation invariance in the
n · X,X⊥ dierctions. In the limit of small separations, r ≪ λcl the plane-wave
wavelength, we expand electron Green’s function using Eq. (E.44) and
1
n¯ · (y − x)
∫ n¯·y
n¯·x
eF (ϕ)dϕ ≃ eF + . . . (E.52)
with the field evaluated at the midpoint n¯ ·X = n¯·(y+x)
2
. We also expand the Wilson
line for the incoming and outgoing e− by writing
−i
∫ n¯·(X−r/2)
−∞
2p·eA−(eA)2dϕ = −i
∫ n¯·X
−∞
2p·eA−(eA)2dϕ+i
∫ n¯·X
n¯·(X−r/2)
2p·eA−(eA)2dϕ,
(E.53)
and expanding the second integral,∫ n¯·X
n¯·(X−r/2)
2p · eA− (eA)2dϕ (E.54)
≃ (2p · eA− (eA)2) n¯ · r
2
− (p− eA) · eA′ (n¯ · r)
2
4
− 1
3
(eA′)2
(n¯ · r)3
8
,
dropping higher than first derivatives in A. Similarly, for the integral in the outgoing
Wilson line we have∫ n¯·(X+r/2)
n¯·X
2p′ · eA− (eA)2dϕ (E.55)
≃ (2p′ · eA− (eA)2) n¯ · r
2
+ (p′ − eA) · eA′ (n¯ · r)
2
4
+
1
3
(eA′)2
(n¯ · r)3
8
.
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Substituting these Eqs. (E.52), (E.54), and (E.55) into Eq. (E.51), we find
iΣ(X, r) ≃ i(−ie)
2
16π2
∑
p,p′,k
e
ip′X−i ∫∞n¯·X 2p′·eA−(eA)2 dϕ2n¯·p′ eip′r/2+ i2 (2p′·eA−(eA)2) n¯·r2n¯·p′
× exp
(
i
2
(p′ − eA) · eA′ (n¯ · r)
2
4n¯ · p′ +
i
2
(eA′)2
(n¯ · r)3
24n¯ · p′
)(
1 +
e /A + e /A n¯·r
2
n¯ · p′
/¯n
2
)
× γµe−ieA·r
∫ ∞
0
ds
s2
(
i/∂y +m
) [
e−
ir2
4s
− is
12
r(eF )2r−i eσF
2
s
]
e−i(m
2−iǫ)sγµ
×
(
1 +
/¯n
2
e /A− e /A′ n¯·r
2
n¯ · p
)
exp
(
i
2
(2p · eA− (eA)2) n¯ · r
2n¯ · p
)
× exp
(
− i
2
(p− eA) · eA′ (n¯ · r)
2
4n¯ · p −
i
2
(eA′)2
(n¯ · r)3
24n¯ · p
)
× eipr/2−ipX
∫ ∞
0
dte−ikr+i(k
2+iǫ)te−i
∫ n¯·X
−∞ 2p·eA−(eA)2 dϕn¯·p . (E.56)
Note that (eA′)2(n¯ · r)2 = −r(eF )2r. Focussing on the r-dependence, we can go to
momentum space. Define
iΣ(X) =
∫
d4riΣ(X, r)
=
∫
d4r
∫
d4pd4p′
(2π)8
e
ip′X−i ∫∞n¯·X 2p′·eA−(eA)2 dϕ2n¯·p′ iΣ(p, p′, r)
× e−ipX−i
∫ n¯·X
−∞ 2p·eA−(eA)2 dϕ2n¯·p (E.57)
=
∫
d4pd4p′
(2π)8
eip·XW¯p′(n¯ ·X)
∫
d4k
(2π)4
iΣ(p′, p, k)e−ipXWp(n¯ ·X), (E.58)
where
iΣ(p′, p, k) = i
(−ie)2
16π2
∫
d4re
ip′r/2+ i
2
(2p′·eA−(eA)2) n¯·r
2n¯·p′
+ i
2
(p′−eA)·eA′ (n¯·r)2
4n¯·p
+ i
2
(eA′)2
(n¯·r)3
24n¯·p
×
(
1 + e /A
′ n¯ · r
2n¯ · p′
/¯n
2
)
γµe−ieA·r
∫ ∞
0
dte−ikr+i(k
2+iǫ)t
×
∫ ∞
0
ds
s2
(i/∂r +m)
[
e−ir
2/4s− is
12
r(eF )2r
]
e−i
eσF
2
s−i(m2−iǫ)sγµ
×
(
1 +
/¯n
2
e /A
′ n¯ · r
2n¯ · p
)
eipr/2+
i
2
(2p·eA−(eA)2) n¯·r
2n¯·p
− i
2
(p−eA)·eA′ (n¯·r)2
4n¯·p
− i
2
(eA′)2
(n¯·r)3
24n¯·p .
(E.59)
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To do the rµ integral, we first go to momentum space in the proper time represen-
tation of the propagator,
e−i
r2
4s
−isr(eF )2r ≡ e−irM4s r =
∫
d4q
(2π)4
e−iqrg(q), (E.60)
in which the matrix is defined
Mµν = gµν +
s2
3
eF µλeF νλ . (E.61)
Inverting the Fourier transform is straightforward, and gives
g(p) =
∫
d4reiqre−
i
4s
r·M ·r
= eisq·M
−1·q
(
π
4s
i
)2
(detM)−1/2 = −16s2π2eisq·M−1·q. (E.62)
The determinant and inverse of M are easily evaluated using the special properties
of plane-wave fields that the scalar and pseudoscalar invariants both vanish, F 2 =
FF ∗ = 0. Now
iΣ(p′, p, k) = −i(−ie)2
∫
d4r
d4q
(2π)4
e
i
(
p+p′
2
−eA
)
r−ikr ∫∞0 dtei(k2+iǫ)t
× exp
[
i
2
(2p′ ·eA− (eA)2) n¯·r
2n¯·p′ +
i
2
(p′−eA)·eA′ (n¯ · r)
2
4n¯ · p +
i
2
(eA′)2
(n¯·r)3
24n¯ · p
]
× exp
[
i
2
(2p·eA− (eA)2) n¯·r
2n¯·p −
i
2
(p−eA)·eA′ (n¯·r)
2
4n¯·p −
i
2
(eA′)2
(n¯·r)3
24n¯·p
]
×
(
1 + e /A
′ n¯ · r
2n¯ · p′
/¯n
2
)
γµ
∫ ∞
0
ds(i/∂r +m)
[
e−iqr+ip·M
−1·ps
]
e−i
eσF
2
s−i(m2−iǫ)s
× γµ
(
1 +
/¯n
2
e /A
′ n¯ · r
2n¯ · p
)
. (E.63)
As we are interested in the divergent pieces and the imaginary part, we take the
limit p′ → p,
iΣ(p) = −i(−ie)2
∫
d4k
(2π)4
∫
d4r
d4q
(2π)4
ei(p−eA)r−i(k+q)r
∫ ∞
0
dtei(k
2+iǫ)t
× exp
(
i(2p · eA− (eA)2) n¯ · r
2n¯ · p
)(
1 + e /A
′ n¯ · r
2n¯ · p
/¯n
2
)
γµ
×
∫ ∞
0
ds(/q +m)e
iq·M−1·qs−i eσF
2
s−i(m2−iǫ)sγµ
(
1 +
/¯n
2
e /A
′ n¯ · r
2n¯ · p
)
. (E.64)
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To do the r-integral, first note we can write rµ = eik·ri ∂
∂kµ
[
e−ik·r
]
and so replace
any n¯ · r not appearing in an exponent with a derivative with respect to k+,
iΣ(p) = −i(−ie)2
∫
d4k
(2π)4
∫ ∞
0
ds
∫ ∞
0
dtei(k
2+iǫ)t
∫
d4q
(2π)4
d4re
i
2
(−Π2+m2) n¯·r
n¯·Π
×
(
1 +
ieσF
2
1
2n¯ · p
∂
∂k+
)
γµ(/q +m)e
iq·M−1·qs−i eσF
2
s−i(m2−iǫ)sγµ
×
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
ei(Π−k−q)·r. (E.65)
Now the r integral yields a delta function∫
d4r exp
(
i
2p · eA− (eA)2
2n¯ ·Π n¯ · r + i(Π− k − q)
µrµ
)
= (2π)4δ
(
2p · eA− (eA)2
n¯ ·Π + n · (Π− k − q)
)
δ(n¯ · (Π− k − q))δ2⊥(Π− k − q),
(E.66)
which can be used to perform the q integral, setting
q+ = n · q = n · Π− n · k + 2p · eA− (eA)
2
n¯ · Π ,
q− = n¯ · q = n¯ · (Π− k), q⊥ = (Π− k)⊥ . (E.67)
Note at this point, the expression only depends on the kinetic momentum on the
external electron leg.
Keeping track of the position of the derivatives in k+ as implied by the substi-
tution above,
iΣ(p) = −i(−ie)2
∫
d4k
(2π)4
∫ ∞
0
ds
∫ ∞
0
dtei(k
2+iǫ)te−i(m
2−iǫ)s
×
{(
1 +
ieσF
2
1
n¯ · p
∂
∂k+
)
γµ(γα)e−i
eσF
2
sγµ
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
qαe
iq·M−1·qs
+
(
1 +
ieσF
2
1
n¯ · p
∂
∂k+
)
γµme−i
eσF
2
sγµ
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
eiq·M
−1·qs
}
,
(E.68)
we now simplify the Dirac structure. Using γµσαβγµ = 0, the second line in brackets
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simplifies,(
1 +
ieσF
2
1
n¯ · p
∂
∂k+
)
γµe−
ieσF
2
sγµ
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
=
(
1 +
ieσF
2
1
n¯ · p
∂
∂k+
)
γµγµ
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
= 4 ,
(E.69)
since (σF )2 = F µνFµν +
i
2
F µνǫµνκλF
κλγs → 0 for plane waves. The first line in
brackets is(
1 +
ieσF
2
1
n¯ · p
∂
∂k+
)
γµγαe−i
eσF
2
sγµ
(
1− ieσF
2
1
n¯ · p
∂
∂k+
)
= −2
(
ei
eσF
2
sγα +
1
n¯ · p
∂
∂k+
ie
2
4iγβF
βα
+
e2
4
(
1
n¯ · p
∂
∂k+
+ s
)
1
n¯ · p
∂
∂k+
8γβF
βκF ακ
)
(E.70)
See Dirac matrix identities above. All other combinations of field tensors vanish due
to plane wave properties. Then we have,
iΣ(p) = −i(−ie)2
∫
d4k
(2π)4
∫ ∞
0
ds
∫ ∞
0
dtei(k
2+iǫ)te−i(m
2−iǫ)s
×
{
4meiq·M
−1·qs − 2
[
ei
eσF
2
sγα +
1
n¯ · p
∂
∂k+
(−2eγ · F )α
+ 2e2(γ · F · F )α
(
1
n¯ · p
∂
∂k+
+ s
)
1
n¯ · p
∂
∂k+
]
qke
iq·M−1·qs
}
(E.71)
with qµ given by Eq. (E.67). Now to evaluate the k+ derivatives, we use that the
inverse of M is
M−1αβ = gαβ −
s2
3
eFακeF
κ
β
=
n¯αnβ
2
+
nαn¯β
2
+ g⊥αβ −
s2
3
n¯αn¯β(eF )2,
and this yields
∂
∂k+
[
qαe
iq·M−1·qs
]
=
n¯α
2
eiq·M
−1·qs + (qαn¯ · qis)eiq·M−1·qs (E.72)
∂2
∂k2+
[
qαe
iq·M−1·qs
]
= isn¯ · q(n¯α + qαn¯ · qis)eiq·M−1·qs. (E.73)
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Using the basic property of plane wave fields that n¯µF
µν = 0, we simplify to
iΣ(p) = −i(−ie)2
∫ ∞
0
ds
∫ ∞
0
dt
∫
d4k
(2π)4
ei(k
2+iǫ)t−i(m2−iǫ)s+i(k−Π)·M−1(k−Π)s
×
{
4m− 2
[
ei
eσF
2
s
(
/Π− /k)− 2γ · eF · (Π− k) n¯ · (Π− k)
n¯ · Π is
+ 2is2γ · eF · eF · (Π− k) n¯ · (Π− k)
n¯ ·Π
(
i
n¯ · (Π− k)
n¯ · Π + 1
)]}
, (E.74)
and change variables of integration, u = s+ t, v = s− t ∈ [−u, u] with dsdt = dudv
2
,
to obtain
Σ(p) = +e2
∫ ∞
0
du
2
∫ u
−u
dv
∫
d4k
(2π)4
ei(k
2+iǫ)u−v
2
−i(m2−iǫ)u+v
2
+i(Π−k)·M−1·(Π−k)u+v
2
×
{
4m− 2
[
ei
eσF
2
u+v
2 (/Π− /k)− 2iu+ v
2
γ · eF · (Π− k) n¯ · (Π− k)
n¯ · Π
+ 2is2γ · eF · eF · (Π− k) n¯ · (Π− k)
n¯ · Π
(
i
n¯ · (Π− k)
n¯ · Π + 1
)]}
. (E.75)
Changing variables again v = u(1−2x), dv = −2udx [−u, u] 7→ [1, 0] and k−Π = −k′
with d4k = d4k′, we have
Σ(p) = e2
∫ ∞
0
duu
∫ 1
0
dx
∫
d4k′
(2π)4
e
i((−k′+Π)2+iǫ)ux−i(m2−iǫ)u(1−x)+ik′ tanheFu(1−x)eFu(1−x) k′u(1−x)
×
{
4m− 2
[
ei
eσF
2
u(1−x)(+/k′)− 2γ · eF · (+k′) n¯ · (+k
′)
n¯ · Π iu(1− x)
+ 2i(u(1− x))2γ · eF · eF · (+k′) n¯ · (+k
′)
n¯ · Π
(
i
n¯ · (+k′)
n¯ · Π + 1
)]}
. (E.76)
After completing the square in k′ in the exponent,
Σ(p) = e2
∫ ∞
0
duu
∫ 1
0
dx
∫
d4k′′
(2π)4
ei(k
′′Bk′′+iǫ)ux+i(Π2+iǫ)ux−i(ΠB−1Π)ux
e−i(m
2−iǫ)u(1−x)
{
4m− 2
[
ei
eσF
2
u(1−x)(k′′ +Π · B−1) · γ
− 2iu(1− x)γ · eF · (k′′ +B−1 · Π) n¯ · (k
′′ +B−1 · Π)
n¯ · Π
+ 2iu2(1− x)2γ ·(eF )2· (k′′ +B−1 ·Π) n¯ · (k
′′ +B−1Π)
n¯ · Π
(
i
n¯ · (k′′ +B−1 · Π)
n¯ · Π + 1
)]}
,
(E.77)
438
with k′′ = k′ − Π · B−1 and B = 1 +M−1. Note that for simplicity of notation we
have redefined
n · Π = Π+ → Π+ + 2p · eA− (eA)
2
n¯ · Π (E.78)
when inserting qµ from Eq. (E.67). Dropping the primes on k, and terms odd in k,
which vanish under integration, we simplify the remaining terms using that
B−1 =
1
1 + tanh e F u (1-x)
eFux
= x
(
1 +
(eF )2
3
u2(1− x)2
)
(E.79)
1−B−1 = (1− x)− x(eF )
2
3
u2(1− x)3 (E.80)
det(−iuxB)−1/2 = (−iu)−d/2 (E.81)
in matrix notation for B. The expression for B−1 implies that
eF · B−1 · Π = eF ·
(
1 +
(eF )2
3
u2(1− x)3
)
x · Π = eF · Πx
n¯ · B−1 · Π
n¯ · Π =
n¯ · Πx
n¯ · Π = x
since eF · (eF )2 = 0. Then we obtain,
Σ(p) = e2
∫ ∞
0
duu
∫ 1
0
dx
∫
d4k
(2π)4
ei(k·B·k+iǫ)ux+i(Π(1−B
−1)Πux−i(m2−iǫ)u(1−x)
×
{
4m− 2
[
ei
eσF
2
u(1−x)Π ·
(
1 +
(eF )2
3
u2(1− x)3
)
· γx
− 2iu(1− x)
(
γ · eF · n(n¯ · k)
2
2n¯ · Π + γ · eF ·Πx
2
)
+ 2iu2(1− x)2
(
γ · (eF )2 · n(n¯ · k)
2
2n¯ · Π (ix+ 1) + γ · (eF )
2 · nn¯ · k
2
xi
n¯ · k
n¯ ·Π
+ γ · (eF )2 · Πi
(
n¯ · k
n¯ · Π
)2
+ γ · (eF )2 · Πx(ix+ 1)
)]}
(E.82)
Now we use that
∫
d4keik
2uxkµkν =
∫
d4k
(ux)2
eik
2 k2
ux
gµν
d
, and since n¯ · B−1 = n¯ and
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n¯ · eF = 0, several terms vanish, leaving
Σ(p) =
e2
(4π)2
∫ ∞
0
du
u
∫ 1
0
dxe
iΠ
(
1− (eFu)2
3
x(1−x)2
)
Πux(1−x)−i(m2−iǫ)u(1−x)
×
{
4m− 2xei eσF2 u(1−x) /Π+ 4iu(1− x)x2γ · eF ·Π
− 2u2(1− x)2x
(
1− x
3
ei
eσF
2
u(1−x) + 2i(ix+ 1)
)
γ · (eF )2 ·Π
}
. (E.83)
This is our final result for the self-energy in the presence of classical plane-wave.
We first check the limit eF → 0,
Σ(p)
∣∣∣
eF=0
=
α
4π
∫ ∞
0
du
u
∫ 1
0
dxeip
2ux(1−x)−i(m2−iǫ)u(1−x)(−2/px+ 4m), (E.84)
verifying agreement with zero-field QED result. For the wave function renormaliza-
tion, we need
dΣ
d/Π
=
α
4π
∫ ∞
0
du
u
∫ 1
0
dx
{
−2xei eσF2 u(1−x)
+
(
2i/Πux(1−x)− 2i
3
γ ·(eF )2 · Πu3(1−x)2x2
)
×
×
[
4m− 2xei eσF2 u(1−x) /Π
− 2u2(1− x)2x
(
1−x
3
ei
eσF
2
u(1−x) + (ix+ 1)2i
)
γ · (eF )2 · Π
+ 4iu(1− x)x2γ · eF ·Π
]}
e
iΠ
(
1− (eFu)2
3
x(1−x)2
)
Πux(1−x)−i(m2−iǫ)u(1−x)
, (E.85)
in which we have used
d
d/Π
γ · eF · Π = 0 = d
d/Π
γ · (eF )2 · Π,
d
d/Π
Π2 = 2/Π,
d
d/Π
Π · (eF )2 · Π = 2γ · (eF )2 · Π. (E.86)
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For soft electrons, set /Π = m,
dΣ
d/Π
∣∣∣
/Π=m
=
α
4π
∫ ∞
0
du
u
∫ 1
0
dx
{
− 2xei eσF2 u(1−x)
+ 2iux(1− x)
(
m− 1
3
γ · (eF )2 · Πu2(1− x)2x
)[
4m− 2mxei eσF2 u(1−x)
− 2u2(1− x)2x
(
1−x
3
ei
eσF
2
u(1−x) + (ix+ 1)2i
)
γ ·(eF )2 · Π
+ 4iu(1− x)x2γ · eF · Π
]}
ei(m
2+iǫ)(ux(1−x)−u(1−x))−iu3
3
(1−x)3x2χ2m4 . (E.87)
The log divergence is isolated by integrating by parts in x on the first term in braces.
The second term in braces is finite. We scale out an arbitrary momentum scale from
the integration variable, setting u→ u/µ2. Additionally changing variables trivially
in the x integral x 7→ 1− x, we focus on the first term and obtain
dΣ
d/Π
∣∣∣
/Π=m
=
α
4π
∫ ∞
0
du
u
(−1)e−im
2−iǫ
µ2
u
+
α
4π
∫ ∞
0
idu
∫ 1
0
dx(x2 − 2x)
[
m2
µ2
2x+
χ2m4
µ6
u2
3
(1− x)x2(3− 5x)
]
× e−im
2
µ2
ux2−iu3
3
(1−x)2x3 χ2m4
µ6 + additional finite terms. (E.88)
The term on the first line is a representation of a logarithm, in exact agreement
with vacuum result
dΣ
d/Π
∣∣∣∣
/Π=m
=
α
4π
ln
m2 − iǫ
µ2
+ (finite), (E.89)
while all the remaining terms are finite.
For high momentum electrons, the hierarchy of momentum scales
p2 ≫ m2 ≫ (p · eF )2/3 = m2
( χ
m
)2/3
(E.90)
shows that dropping m2 terms requires also dropping ∼ p · eF terms. With this
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simplification, we have
dΣ
d/Π
∣∣∣∣
m2,p·eF→0
=
α
4π
∫ ∞
0
du
u
∫ 1
0
dx
{
− 2xei eσF2 u(1−x)
+ 2i/Πux(1− x)
(
−2xei eσF2 u(1−x) /Π
)}
eiΠ
2ux(1−x)
=
α
4π
(
ln
−Π2 + iǫ
µ2
+
∫ 1
0
dx 2x ln[x(1 − x)] + 2 + 4/ΠeσF
2
/Π
−1
(−Π2)2
)
(E.91)
again in agreement with the zero-field QED result.
Finally, to determine the total rate of photon emission, we calculate the imagi-
nary part, corresponding to the cut self-energy diagram,
Γ(e→ eγ) = = −1
π
Im tr Σ(p). (E.92)
First observe that since the Dirac trace of any odd number of γ matrices vanishes,
the trace of Σ(p) simplifies,
trΣ(p) =
4α
π
m
∫ ∞
0
du
u
∫ 1
0
dxeiΠ
2ux(1−x)−i(m2−iǫ)u(1−x)−iχ2m4 u3
3
x2(1−x)3 , (E.93)
using that trI = 4. Setting Π2 = m2 for on-shell electrons and changing variables
x→ 1− x, we integrate by parts in x to remove the log-divergent piece, which does
not contribute to the imaginary part. Then,
1
m
trΣ(p) =
4α
π
∫ ∞
0
du
u
∫ 1
0
dxe−iux
2m2−iu3
3
x3(1−x)2χ2m4
= −4α
π
ln
m2
µ2
+
4α
π
∫ ∞
0
idu
∫ 1
0
dx x2
(
2m2 +
u3
3
x(1− x)(3− 5x)χ2m4
)
× e−iux2m2−iu
3
3
x3(1−x)2χ2. (E.94)
To obtain the imaginary part, we use that the pieces even in u are real while the
pieces odd in u contributes the imaginary part. Hence we extend the integration
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over the whole real line, u ∈ (−∞,∞) and divide by 2i (Dittrich and Gies (2000)),
1
m
ImtrΣ(p) =
4α
π
1
2i
∫ ∞
−∞
idu
∫ 1
0
dxx2
(
2m2 +
u2
3
x(1− x)(3− 5x)χ2m4
)
× e−iux2m2−iu
3
3
x3(1−x)2χ2m4
=
2α
π
1
i
∫ ∞
−∞
idu
∫ 1
0
dxx2
(
2 +
u2
3
x(1− x)(3− 5x) χ
2
m2
)
× e−iux2− iu
3
3
x3(1−x)2( χm)
2
, (E.95)
which corresponds to the imaginary part being defined by m2 − iǫ and closing the
u-contour in the lower half plane. In transiting the second line, we scaled u by
m2u → u. Now from Abramowitz and Stegun (1964), we recognize an integral
definiton of the Airy function,
(3a)−1/2πAi
(±(3a)−1/2z) = ∫ ∞
0
cos(at3 ± zt)dt = 1
2
∫ ∞
−∞
e∓izt−iat
3
dt. (E.96)
We will rewrite the expression for ImtrΣ using the right-most integral, as well as
the related expression,∫ ∞
−∞
t2e−izt−iat
3/3dt = −2π
a
Ai′′
(
a1/3z
)
= −2π
a
(
a−1/3z
)
Ai(a−1/3z) , (E.97)
where in the second equality what used the fundamental differential equation for
the Airy function
Ai′′(z)− zAi(z) = 0. (E.98)
Therefore, we have∫ ∞
−∞
due−iux
2− iu3
3
x3(1−x)2 χ2
m2 =
2π
x(1− x)2/3
( χ
m
)−2/3
Ai
(
xm2/3
(1− x)2/3χ2/3
)
, (E.99)∫ ∞
−∞
u2e−iux
2−iu3
3
x3(1−x)2 χ2
m2 du = − 2π
x3(1− x)2
(
m
χ
)2
Ai′′
(
xm2/3
(1− x)2/3χ2/3
)
.
(E.100)
Using Eqs. (E.99) and (E.100) in Eq. (E.95), we obtain
1
π
Im
1
m
trΣ(p) =
4α
π
( χ
m
)−2/3 ∫ 1
0
dx
x(1− 1
3
x)
(1− x)5/3Ai
(
x
(1− x)2/3
( χ
m
)−2/3)
, (E.101)
completing the derivation.
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E.4 Wilson lines in the EFT
In this section, we separate nonperturbative couplings to photons into Wilson lines.
Before integrating out the large momentum Kˆ in the electron lagrangian, we have,
L =
∑
P,P ′
u¯P ′e
iP ′L·xeiP
′
rxY †P ′e
i
2
Kˆ†n¯·x
(
iD/ − /¯n
2
{
eA6 cl
in¯ ·D, iD/⊥
}
+
/¯n
2
(eAcl)
2
in¯ ·D −mδPP ′
)
e−
i
2
Kˆn¯·xYP e−iPL·xe−iPrxuP . (E.102)
where
Kˆ = {eAµcl, iDµ⊥}
1
in¯ ·D −
(eAcl)
2
in¯ ·D . (E.103)
Recall that in¯ · ∂Kˆ = 0 by symmetry. Define a Wilson line for the n¯ direction
collinear photons, satisfying
n¯ ·DWn¯ = 0, W †n¯(in¯ ·D)Wn¯ = in¯ · ∂, (E.104)
which implies
Wn¯
1
in¯ · ∂W
†
n¯ =
1
in¯ ·D. (E.105)
An analogous Wilson line is defined for the n¯ direction soft photons, Sn¯, with an
identical form. Using this definition to rewrite Kˆ, we find
Kˆ =
{
Wn¯
eAµcl
in¯ · ∂W
†
n¯, iD
µ
⊥
}
−Wn¯
(eAcl)2
in¯ · ∂ W
†
n¯ (E.106)
= Wn¯
eAcl
in¯ · ∂W
†
n¯i /D
µ
⊥ + iD⊥Wn¯
eAcl
in¯ · ∂W
†
n¯ −Wn¯
(eAcl)
2
in¯ · ∂ W
†
n¯
= Wn¯
(
eAµcl
in¯ · ∂ iD
µ
⊥ + iD
µ
⊥
eAµcl
in¯ · ∂
)
W †n¯ +Wn¯
eAµ
in¯ · ∂ [W
†
n¯, iD
µ
⊥]
+ [iDµ⊥,Wn¯]
eAcl
in¯ · ∂W
†
n¯ −Wn¯
(eAcl)
2
in¯ · ∂ W
†
n¯. (E.107)
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We need several commutators,
([W †n¯, iD
µ
⊥])
† = (W †n¯iD⊥ − iD⊥W †n¯)† = iD†⊥Wn¯ −Wn¯iD†⊥, (E.108)
= [iD†⊥,Wn¯] = −[iD⊥,Wn¯],
[W †n¯, iD
µ
⊥] = (−iDµ⊥W †n¯) =
(
−iDµ⊥
−1
in¯ · ∂ en¯ · An¯
)
W †n¯, (E.109)
=
(
i∂µ⊥
1
in¯ · ∂ en¯ · An¯
)
W †n¯ =
(
− ∂
µ
⊥
n¯ · ∂ en¯ · An¯
)
W †n¯,
[iDµ⊥,Wn¯] = (iD⊥Wn¯) = Wn¯
(
i∂µ⊥
1
in¯ · ∂ en¯ · An¯
)
. (E.110)
Using these commutators, we push the Wilson lines out to the left and right, ob-
taining
Kˆ =Wn¯
({
eAµcl
in¯ · ∂ , iD
µ
⊥
}
− (eAcl)
2
in¯ · ∂
)
W †n¯
+Wn¯
eAµcl
in¯ · ∂
(
∂µ⊥
in¯ · ∂ en¯ · An¯
)
W †n¯ +Wn¯
∂µ⊥
n¯ · ∂ en¯ · An¯
eAµcl
in¯ · ∂W
†
n¯, (E.111)
in which the terms on the second line are seen as corrections to Kˆ. We define
Kˆ ≡Wn¯ ˜ˆKW †n¯ and have
exp
(
− i
2
Kˆn¯ · x
)
= exp
(
− i
2
Wn¯
˜ˆ
KW †n¯n¯ · x
)
=Wn¯ exp
(
− i
2
˜ˆK
)
W †n¯. (E.112)
When we perform the same manipulations for Sn¯, note that the commutator
of Sn¯ with iD
µ
⊥ is next-to-leading order in λ. Thus, they separate similarly,
exp
(
− i
2
Kˆn¯ · x
)
→ Sn¯Wn¯ exp
(
− i
2
˜ˆ
Kn¯ · x
)
W †n¯S
†
n¯.
Next, define ⊥ Wilson lines according to
ǫµcliD
µ
⊥W⊥ = ǫ
µ
cl (i∂
µ − eAµn¯⊥)W⊥ = 0 (E.113)
where ǫcl is the polarization vector of the classical laser field. Using this Wilson to
separate the photons from the D⊥ covariant derivatives, we have
˜ˆ
K = W⊥
({
eAµcl
in¯ · ∂ , i∂
µ
⊥
})
W †⊥ +
[
eAµcl
in¯ · ∂ ,W⊥
]
i∂µ⊥W
†
⊥ +W⊥i∂
µ
⊥
[
W †⊥,
eAµcl
in¯ · ∂
]
−W⊥ (eAcl)
2
in¯ · ∂ W
†
⊥ +W⊥
[
(eAcl)
2
in¯ · ∂ ,W
†
⊥
]
. (E.114)
445
We need the additional commutators,[
1
in¯ · ∂ ,W⊥
]
=
1
in¯ · ∂W⊥ =W⊥
1
in¯ · ∂
1
ǫ · Pˆ⊥
eǫ · An¯, (E.115)[
W †⊥,
1
in¯ · ∂
]
=
(
− 1
in¯ · ∂W
†
⊥
)
=
(
1
in¯ · ∂
1
ǫ · Pˆ⊥
eǫ · An¯
)
W †⊥, (E.116)
after which we obtain
˜ˆ
K = W⊥
({
eAµcl
in¯ · ∂ , i∂
µ
⊥
}
− (eA
2
cl)
in¯ · ∂
)
W †⊥ +W⊥
(
1
in¯ · ∂
1
Pˆ⊥
eǫ · An¯
)
eAµcli∂
µ
⊥W
†
⊥
+W⊥eA
µ
clPˆ
µ
⊥
(
1
in¯ · ∂
1
Pˆ⊥
eǫ ·An¯
)
W †⊥ +W⊥(eAcl)
2
( −1
in¯ · ∂
1
Pˆ⊥
eǫ · An¯
)
W †⊥
+ . . . (E.117)
As above, we may now write,
˜ˆ
K = W⊥KˆcW
†
⊥
exp
(
− i
2
˜ˆ
Kn¯ · x
)
= exp
(
− i
2
W⊥KˆcW
†
⊥n¯ · x
)
=W⊥ exp
(
− i
2
Kˆcn¯ · x
)
W †⊥,
(E.118)
in which Kˆc is given by Eq. (4.78). This same separation works on the denominator
of the effective lagrangian.
E.5 Identities Used in Factorization
E.5.1 Fierz Identity for Light-like Currents
Next we present a side calculation used factorization by applying Fierz identity to
separate spin components. All 4× 4 matrices can be written as linear combination
of the matrices
Γ =
{
1, γµ,
σµν√
2
, iγµγ5, γ5
}
. (E.119)
Using the general Fierz decomposition, we have
[ψ¯γµ⊥χ][χ¯γ
µ
⊥ψ] = −
1
4
(
[ψ¯ψ][χ¯χ]4− 2[ψ¯γµψ][χ¯γµχ] + 0 + 2[ψ¯iγµγ5ψ][χ¯iγµγ5χ]− 4[ψ¯γ5ψ][χ¯γ5χ]
)
(E.120)
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with terms following the order of the list Eq. (E.119). When χ is a collinear spinor,
most of these terms vanish:
χ¯χ = χ¯
/¯n/n
4
χ = 0
χ¯γ5χ = χ¯
/n/¯n
4
γ5χ = 0
χ¯iγµγ5χ = χ¯i
/n/¯n
4
γµγ5χ = χ¯i
(
/¯n/n
4
/n
2
n¯µ + γµ⊥
/n/¯n
4
)
γ5χ
= −in¯µχ¯ /n/¯n
4
γ5
/n
2
χ = 0. (E.121)
The last is seen to vanish on writing out γ5 = iǫµνρσγµγνγργσ/4!. Therefore, we
obtain
[ψ¯γµ⊥χ][χ¯γ
µ
⊥ψ] =
1
2
[
ψ¯
/¯n
2
nµψ
] [
χ¯
/n
2
n¯µχ
]
, (E.122)
as used in the text.
