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Abstract 
The notion of Steiner visibility graphs is introduced. Their applicability in connection with the 
construction of good quality suboptimal solutions to the Euclidean Steiner tree problem with 
obstacles is discussed. Polynomial algorithms generating Steiner visibility graphs are described. 
1. Introduction 
Suppose that we are given a set Z = {zr, z2,. . ,zp} of p terminals in the plane 
together with a set of k disjoint polygonal obstacles (oi, . ,q}. 
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Fig. 1. Decomposition of the ESMTO. 
1.1. Outline of the heuristic 
Several heuristics for the ESTP are based on the observation that ESMTs tend to 
break down into unions of full Steiner trees (in which each terminal has degree 1) for 
small subsets of terminals. This also seems to be valid for the ESMTOs (Fig. 1) 
although no exact algorithm for the ESTPO is available. In particular, for randomly 
generated problem instances of the ESTP and ESTPO, it is extremely rare that their 
optimal solutions involve full Steiner trees with more than five terminals. 
The general idea behind the heuristic for the ESTP, which also carries over to the 
ESTPO, is as follows. 
l Identify subsets of two, three and four terminals which are most likely to appear 
near each other in the ESMT (ESMTO). 
l Construct ESMTs (ESMTOs) for each of these subsets. 
l Concatenate these ESMTs (ESMTOs) in some greedy fashion to obtain an 
overall tree spanning all terminals. 
Beasley [3] suggested a heuristic for the Euclidean Steiner tree problem that 
considers all connected subtrees of the minimum spanning tree for Z with four 
terminals. For each of these subtrees, the ESMT for its terminals is determined. When 
all ESMTs have been determined, greedy concatenation is used to obtain a tree 
spanning all terminals. More specifically, ESMTs are sorted in nondecreasing order of 
the ratio between their length and the length of corresponding minimum spanning 
trees. ESMTs are then concatenated by scanning this sorted list and adding into the 
overall solution those ESMTs which do not create a cycle. 
This scheme can be extended to a heuristic for the ESTPO. A low cost tree spanning 
all terminals can be obtained as follows. Construct a complete network with Z as its 
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vertex set. Let the cost of each edge in this network be equal to the length of the 
shortest obstacle-avoiding path between the endvertices. Determine the minimum 
spanning tree for Z in this network. Consider all connected subtrees of this tree with 
two, three or four terminals. For each of these subtrees, find the ESMTO for its 
terminals and then concatenate in greedy fashion. Contrary to the determination of 
small ESMTs, the determination of small ESMTOs is not simple. We will discuss this 
issue in Subsection 1.2. 
The heuristic suggested by Beasley [3] has the weakness that it always produces 
solutions that can be obtained from the minimum spanning trees by local transforma- 
tions. In other words, the minimum spanning trees and the corresponding Steiner tree 
will have related topologies. It is however possible to construct problem instances 
where ESMTs cannot be derived from minimum spanning trees by such local 
transformations. The O(p log p) heuristic for the ESTP suggested by Smith et al. [ 151 
to some extent avoids this problem. The main difference is that subsets of two, three 
and four terminals are selected using the Delaunay triangulation DT(Z) [l 11. Given 
DT(Z), subsets with two terminals consist of endvertices of the edges in the minimum 
spanning tree. Subsets with three terminals consist of corners of all triangular faces in 
DT(Z). Subsets with four terminals consist of corners of all pairs of triangular faces in 
DT(Z) that share a common side. 
The general idea of applying this approach to the ESTPO have been suggested in 
[13, 141. Adapting the selection strategy to the ESTPO raises however the problem 
of how to determine a suitable subdivision of the plane with obstacles such that 
exactly three terminals are on the boundary of each region. One possibility is to apply 
greedy subdivision. Determine obstacle-avoiding shortest paths between all pairs of 
terminals. Sort these paths in nondecreasing order of their length. Begin with a subdi- 
vision containing no line segment. Keep adding shortest paths from the sorted list 
provided that they do not intersect any of the previously added shortest paths. The 
applicability of this subdivision to the ESTPO heuristic remains to be tested. 
1.2. ESMTOs with few terminals 
In this paper we address one of the major subproblems which needs to be resolved 
in order to obtain an efficient version of these concatenation heuristics for the 
ESTPO. It is the problem of constructing ESMTOs for small subsets of terminals in 
the presence of arbitrary many obstacles. 
ESMTOs for selected subsets of two terminals can be easily found using any of the 
shortest path algorithms in the visibility graph for the set Z of terminals and the set 
V of extreme points of obstacles in 52 [l]. 
The selected subsets of three and four terminals will in general not be disjoint. For 
each subset, the solution is required to avoid obstacles in Sz. Particular locations of the 
terminals in selected subsets often make it possible to prune away some of the 
obstacles using for example path-convex hulls as suggested by Provan [12]. If all 
obstacles can be pruned away, we are back in the obstacle-free case. If only one convex 
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obstacle remains, it has been shown how to construct the ESMTO for three terminals 
in O(n) time [19] (where n is the number of extreme points of the obstacle). However, 
when more than one obstacle remains (or the only remaining obstacle is nonconvex), 
or when the number of terminals is more than 3, brute enumeration is the only exact 
method currently available. More specifically, to solve a problem instance with three 
terminals {zr, z2, z3} and arbitrary number of polygonal obstacles, we proceed as 
follows. For each triple of points {a, b, c} taken from among the three terminals and 
extreme points of not pruned obstacles, we 
l construct T(a, b, disregarding all obstacles, 
check for the penetration (i.e., whether any the edges T(a, b, has 
points in common any obstacle), 
l terminals z2, z3} T(a, b, by shortest paths (possibly of 
and among surviving (i.e., solutions the one. 
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Notation and definitions 
Let a, b, c denote three points in the Euclidean plane. A line through a and b will be 
denoted by L(a, b). A half-line beginning at a and passing through b will be denoted by 
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~(a, b). A straight-line segment between a and b will be denoted by ab. Its length will 
be denoted by l&l. A pair of distinct points a and b on any circle C forms two arcs. 
The arc beginning at a in clockwise direction will be denoted by%. Analogously, the 
other arc will be denoted by%. The circle on which these arcs occur usually will be 
obvious from the context. 
A sequence of three points (a, b, c) is said to make a right turn (at 6) if c is to the right 
or on L(a, b) when looking from a toward b. Otherwise, this sequence is said to make 
a left turn (at b). 
Half-lines H(u, b) and H(u, c) define two wedges rooted at a, denoted by W,(b, c) 
and WJc, b). The interior of W,(b, c) (respectively WJc, b)) is given by a counter- 
clockwise sweep beginning at H(u, b) (respectively H(u, c)) until reaching H(u, c) 
(respectively H(u, b)). The angle of W,(b, c) (respectively Wn(c, b)) at the root a will be 
denoted by L (b, a, c) (respectively L (c, a, b)). 
Let cab denote the third vertex of the equilateral triangle with ub as one of its sides 
and with (a, b, cab) making a right turn at b. The point cob will be referred to as the 
equilateral point associated with ub. 
A triangle with points a, b, c as its corners will be denoted by n (a, b, c). A triangle 
n (a, b, c) with one of its interior angles greater than or equal to 2n/3 will be called 
degenerate (see also Section 3). If points a, b, c are not collinear, the unique circle 
circumscribing a (a, b, c) will be denoted by C(u, 6, c). If c = cab, then the arc2 will 
be called a 2x/3-arc ( L (b, o, a) = 2rr/3 where o is the origo of the circle C(u, b, e&)). 
The region within ub and3 will be denoted by Q(u, b). 
The boundary of a polygonal obstacle o is a closed polygonal chain denoted by 
6(w). We assume that no three consecutive extreme points on 6(o) are collinear. The 
interior of o will be denoted by i(o). 
We will say that a line segment ub penetrates o if i(o) nub # 8. We will say that 
ub touches o if it does not penetrate it but 6(w) n ah # 8. Finally, we will say that ub 
intersects w if on (ah \{u, b}) # 0. These notions generalize in a natural way to 
half-lines and lines. Two points a and b will be said to be visible to each other w.r.t. CL) if
ub does not interest o. We will say that a and b are visible to each other w.r.t. 
R= {Oi,O 2, ,ok} if this holds for each Oi. 
Let (a,, u2, . . . ,a,) denote the maximal (clockwise) sequence of extreme points of 
a convex polygonal obstacle w visible w.r.t. w from a point u$w. We will refer to 
H(u, a,) (respectively H(u, a,)) as the right (respectively left) supporting half-line 
from a to w. By employing binary search, a, and a, can be found in O(logn) time 
where n is the number of extreme points of w [ 11, pp. 111-l 171. The left and right 
supporting half-lines from a to w will also be denoted by L,(w) and R,(w) respect- 
ively. Whenever o is obvious from the context, we will use the abbreviated notation 
L, and R,. If UE S(o), we let L, (respectively R,) be the half-line beginning in a and 
going through the extreme point of w clockwisely succeeding (respectively preced- 
ing) a. Note that if a E V, then a is the only extreme point of o visible from a (i.e., 
a, = a4 = a). 
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3. Euclidean Steiner minimal trees without obstacles 
As already mentioned in Section 1, the ESMT for a set of terminals Z tends to 
break down into a union of full Steiner trees for smaller subsets of terminals. A full 
Steiner tree for a subset A of Z has IAl - 2 S-points of degree 3. The edges meeting 
at every S-point make 2x/3-angles with each other. Furthermore, all A-points 
have degree 1. 
There is only one exact algorithm for the determination of the ESMT for Z due 
to Melzak [lo]. Its recent variants suggested by Trietsch and Hwang [16] and 
Hwang and Weng [9] will not be discussed here as they are not essential for our 
discussion of the Euclidean Steiner tree problem with obstacles. The reader is also 
referred to the recent survey on the Euclidean Steiner tree problem by Hwang and 
Richards [S]. 
Melzak’s algorithm examines each subset A, 2 I (A 1 I p, separately. Given a subset 
A, all its full Steiner trees are constructed and the shortest one is retained. Many of the 
retained full Steiner trees can be pruned away as nonoptimal (i.e., not belonging to the 
overall ESMT) by various simple tests. The remaining full Steiner trees are then 
concatenated exhaustively. The shortest tree spanning all terminals is the ESMT. Also 
the concatenation process can be guided by various simple tests to avoid infeasible or 
nonoptimal concatenations. 
In order to determine full Steiner trees of a given subset A, all its full topologies are 
examined. Afill topology specifies how A-points (of degree 1) and S-points (of degree 3) 
are to be connected but the locations of S-points remain to be determined. It can be 
shown that there exists at most one full Steiner tree with a given full Steiner topology [6]. 
If [Al = 2 then there is only one full Steiner topology with no S-points. The 
corresponding full Steiner tree consists of the line segment connecting the two 
A-points. In the remainder of this section, we discuss determination of full Steiner 
trees for larger subsets A. 
3.1. Full Steiner trees for three points 
Let A = {a, b, c} denote three points in the plane. There is at most one full Steiner 
tree for A (see Fig. 2). It has one S-point s adjacent to all three A-points. 
Assume that (a, c, b) makes a right turn at c. The full Steiner tree r(a, b, c) can be 
determined in O(1) time as follows. 
l If n(a, b, c) is nondegenerate (Fig. 2(a)), then T(a, b, c) does not exist; STOP. 
l If n (a, b, c) is nondegenerate, then s is located at the intersection of C(a, b, cab) 
with ceab (other than cob) (Fig. 2(b)). The length of T(a, b, c) is equal to Iceabl and the 
line segments incident with s make 2x/3-angles with each other. 
The nondegenerate case can be replaced by: 
l If a (a, b, c) is nondegenerate, then s is located at the intersection of beco with 
ce& (Fig. 2(c)). 
If the full Steiner tree for A exists. then it is the ESMT for A. 
b 
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Fig. 2. Full Steiner tree for three points. 
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Fig. 3. Three full topologies for full Steiner trees with four points 
3.2. Full Steiner trees for four and more points 
Let A = {a, b, c, d} denote four points in the plane. Full Steiner trees for A have two 
S-points si and s2. They are adjacent to each other, and each is adjacent to a different 
pair of A-points. It follows that full Steiner trees for A will have one of the topologies 
shown in Fig. 3. 
Consider the convex hull CH(A) of A. If not every A-point is an extreme point of 
CH(A), then no full Steiner tree for A exists. Assume that CH(A) has all four A-points as 
its extreme points. Assume furthermore that (a, b, c, d) is the clockwise order of these 
extreme points on the boundary of CH(A). Then the full topology shown in Fig. 3(c) can 
be immediately ruled out; it is impossible to place s1 and s2 such that edges meeting at si 
and s2 make 2x/3-angles with each other without intersecting somewhere. 
At most one full Steiner tree for A can exist for each of the remaining two full 
topologies. Assume that the full topology under consideration is the one shown in 
Fig. 3(a). We need to establish whether it is possible to place the S-points si and s2 
such that all edges have nonzero length and meet at 2rc/3-angles. The construction is 
as follows (Fig. 4). 
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Fig. 4. Full Steiner tree for four points. 
l Construct the full Steiner tree for {c, d, eba}. If it does not exist, the full Steiner 
tree for A with the given full topology does not exist; STOP. Otherwise, let s2 denote 
the S-point of T(c, d, eba). 
l If G intersects the 2=/3-arc%, this intersection is the locus of si. Both s1 and 
sz are on ebae&. The length of the full Steiner tree is lebaedcl. 
l If s2eba does not intersect the 2rr/3-arc%, then the full Steiner tree for A with the 
desired full topology does not exist. 
The same construction is repeated for the other four-point full topology. If its full 
Steiner tree exists, its length is leoderbl. 
Suppose that A contains n points, n > 4. The number of possible full topologies 
with n - 2 S-points (of degree 3) grows exponentially with n. Suppose that one such 
full topology is given. It is always possible to find a pair of A-points in this full 
topology that is adjacent to a common S-point si. If the unique full Steiner tree with 
the given full topology exists, s1 must be either on the 2rc/3-arc% of the circle 
C(a, b, cab) or on the 2x/3-arch of the circle C(a, b, eba). Assume that the former is the 
case. Reduce the original full topology by replacing a, b and s1 by the equilateral point 
cab connected to the third point s2 originally adjacent to si. Construct (by recursion) 
the full Steiner tree for the smaller full topology. If it exists and the line segment 
eobSZ intersects the 27c/3-arc$ of C(a, b, e&), then this intersection is the location of si. 
If the full Steiner tree for the smaller full topology does not exist or the line segment 
eabsZ does not intersect the 2+arc 2 of C(a, b, 6&b), then the other full topology 
(obtained by replacing a, b and s1 by the equilateral point eba connected to s2) is 
examined in an analogous way. The reader is referred to Hwang [7] for a more 
efficient reduction scheme that in fact permits to rule out immediately one of the two 
smaller full topologies. 
It follows that the construction of a full Steiner tree with a given full topology 
involves construction of several equilateral points. As the full topology is gradually 
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reduced, equilateral points will be based not only on pairs of A-points but will 
typically involve other equilateral points generated earlier during the reduction 
process. Let e be an equilateral point generated during the reduction process. Let N(e) 
denote the set of all A-points involved in the generation of e. We also let N(e) = {e} if 
e is an A-point. Since there are exponentially many full topologies for A, the same 
equilateral point will be typically constructed many times. Furthermore, when con- 
structing full Steiner trees for another set of points A’ with A n A’ # 0, there will be 
full topologies in A and A’ that at least part of the way require generation of the same 
equilateral points. 
4. Steiner visibility 
Let a and b denote two distinct points from Z u I/. Let n denote the maximum 
number of boundary edges on any of the obstacles. Let m = 1 V/I and M = p + m. We 
will say that b is Steiner visible from a iff it is possible to place a point s, 
s $ U FE 1 wi u {a, b), somewhere on the open 2x/3-arc 2 such that a as well as b are 
visible from s w.r.t. 52 (Fig. 5(a)). If this is impossible, we will say that b is Steiner 
invisible from a. 
Our interest in Steiner visibility of b from a (respectively of a from b) stems from the 
fact that an obstacle-avoiding Steiner tree with a and b adjacent to a common S-point 
s cannot exist unless s is somewhere on the 2x/3-arcs 2 or G. 
When b is Steiner visible from a, there is usually more than just one feasible location 
for s on 2. Feasible locations of s on 3 form one or several open subarcs of 2 
(Fig. 5(b)). The set of these disjoint subarcs will be denoted by &(a, b). 
Per definition, $(a, b) = (2). Suppose that 52 = {w}. We write S,(u, b) rather than 
SI,)(a, b). What is S,(u, b)? Consider the triangle n (a, b, eba). Any portion of o out- 
side of n (a, b, eba) can be cut-off as it has no influence on the Steiner visibility from 
u to b. Thus, if w does not intersect n(u, b, eba), then S,(u, b) = Sg(u, b). If any of the 
lines L(u, b), L(eb,, a), or L(b, ebo), penetrate w, portions of w to the right of these lines 
can be replaced by appropriate line segments (Fig. 6). 
Finding intersection points (if any) between a line L and a polygonal obstacle o can 
be done in O(n) time [ll]. If w is convex, the intersection points can be found in 
Fig. 5. Steiner visibility from a to h. 
(bl 
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Fig. 6. Cutting-off portions of obstacles 
Fig. 7. Intersections of supporting half-lines with% 
O(logn) time. Once the intersection points are known, the cut-off can be done in O(n) 
time (O(1) time if w is convex). 
In view of the above discussion, we assume in the remainder of this section that w is 
convex and o E n (a, b, ebn). Let l,(w) and r,(o) denote the intersections of respective- 
ly L,(o) and R,(o) with thea. We use the abbreviated notation 1, and ra whenever 
there is no danger of confusion. If L, = H(a, eb4), then 1, = a. If Rb = H(b, eba), then 
rb = b. - 
Let 16 denote the closest point to lb onG such that bib touches o. If no such point 
exists, then S,(a, b) = Sg(a, b), and we are done. Similarly, let rb denote the closest 
point to ra onEsuch that arb touches o. Note that if &, exists, so does rh. As shown in 
Fig. 7, it is not always the case that I; = lb or rb = r,. 
How to determine lb efficiently? If the touch point b, between Lb and w is within 
Q(a, b), then there is no problem: IL = lb. Assume therefore that b, $ Q(u, b). ScanL(o) 
counterclockwise, beginning at b,. When a boundary edge vu intersecting ub IS 
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encountered, its intersection with2 is the locus of 16. If VU intersects 2 in two places, 
the one closer to b, is taken as 16. If u = a, (i.e., u is on R,) and the intersection withz 
has not been encountered during the counterclockwise traversal of S(o), then 
&(a, @ = S&G 4. 
Intersection(s) of uu with 2 can be determined in O(1) time. Furthermore, the 
counterclockwise sequential scan of 6(o) can be replaced by a binary scan. Con- 
sequently, I;1 can be determined in O(log n) time. Naturally, a similar approach applies 
when determining rb . 
4.1. An O(log n) algorithm for &,(a, b) 
We are now in position to return to our question: What is &(a, b) for a convex 
polygonal obstacle o? We suggest a classification of the Steiner visible regions 
according to the locations of 1, , I-,,, lb, rb on%. We use the precedence relation x<y to 
indicate when one point x ona is closer to a than another point y on%. It is obvious 
that l,ir, and lb<rb. Let us consider all possible orders of 1,, ro, lb, rb (Fig. 8). In each 
case the obstacle has to be within the indicated shaded regions. We leave to the reader 
the simple proofs of the correctness of S,(a, b) determined below. 
(a) la<r,slbsrb: &(a, b) = {G}. 
(b) &<&<r,<rb: S,(a, 6) = {UT, Ys,. 
(c) la<lb<rbira: &(a, b) = {ax, r$>. 
(d) lbil,<r,,irb: S,(a, b) = {ax, r2} 
(e) lb<lasrbira: S,(u, b) = {ax, r$}. 
(f) lbsrb<la<ra: $,,(a, b) = {&, rx, r$}. 
Theorem 1. S,(a, b) can be determined in O(logn) time. 
4.2. An O(m logm) algorithm for &(a, b) 
Suppose that Sw,(u, b) is given for all i = 1,2,. . . ,k. How to determine Steiner 
visibility regions &(a, b) w.r.t. all convex obstacles in a? If Soi(u, b) = 0 for at 
least one i = 1,2, . . . ,k, then clearly &(a, b) = 0. Assume therefore that &(a, b) # 0 
for all i = 1,2, . . . , k. Sort the left and right points of all open arcs in all 
&,(a,b), i= 1,2 ,... , k. This can be done in O(klog k) time since each S&a, b) 
contains at most three open arcs. Initialize a counter t to be 0. Scan sorted points 
from a to b. When scanning a left point, increase t by 1. When scanning a right 
point, decrease t by 1. Sn(a, b) consists of precisely those subarcs that have t = k 
when scanned. The entire scanning requires O(k) time. 
Theorem 2. Sn(a, b) can be determined in O(k log k + k log n) time and O(M) space ifull 
obstacles are convex. 
P. 
Fig. 8. Configurations w.r.t. orderings of supporting half-lines. 
This algorithm can be easily modified to cover the case with nonconvex polygonal 
obstacles. Triangulate k obstacles. This can be done in O(m) time using Chazelle’s 
algorithm [4]. Cutting-off of resulting m - 2k obstacles (which are triangles) requires 
O(m) time. Determination of S,, (a, b) for each of the remaining obstacles (which are 
triangles and quadrilaterals) requires 0( 1) time. The final merging step can be done in 
O(m log in) time. 
Theorem 3. &(a, b) can be determined in O(mlogm) time and O(M) space when 
obstacles are not necessarily convex. 
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5. Steiner visibility graphs 
Steiner visibility between all pairs of terminals Z and extreme points P’ of obstacles 
can be conveniently represented by a directed graph, denoted by G’(Z, a), with Z u V 
as its vertex set. G’(Z, 52) has a directed edge [a, b] iff b is Steiner visible from a. Note 
that G’(Z, Q) will in general be asymmetric. The Steiner visibility regions &(a, b) can 
be associated with the directed edge [a, b] in G’(Z, 52). We call G’(Z, 52) the Steiner 
visibility graph ofjirst order. In the next section we will introduce Steiner visibility 
graphs of higher orders. 
5.1. An O(M2 m log m) algorithm for G’(Z, 52) 
The simplest way of obtaining G’(Z, 52) is by applying the construction described in 
Section 4.2 to each ordered pair of points in Z u V. There are M(M - 1) such pairs. 
Theorem 4. G’(Z, Q) can be constructed in 0 (M’(klog n + klog k)) time and O(M*k) 
space fall obstacles are convex. The construction can be carried out in 0(M2 m log m) 
time and 0(M2m) space if (some) obstacles are nonconvex. 
The Steiner visibility from one point to all other points can be determined in one 
sweep. Furthermore, Steiner visibility regions do not need to be determined by 
looking at one obstacle at a time but at one boundary edge at a time. This simplifies 
the determination of the Steiner visibility regions. Finally, the approach is applicable 
even if the obstacles are nonconvex so that the triangulations are not needed. 
Let a E Z u V. Let Vu be a boundary edge of one of the obstacles. Let b denote a:y 
point of Z u V other than a. Let2 = vu n Q(a, b). If IJ’U’ = 8, then S&a, b) = ab. 
Otherwise, let &? (respectively b”b’ ) denote the projection of v’u’ onto the arc 2 
from b (respectively a). Then S,(a, b) = {ag, w, fi}. 
There are M points in Z u V, and m boundary edges. For each b E Z u V, the 
Steiner visibility to b from a with respect to the boundary edge vu is determined in 
0( 1) time. Subsequent determination of &(a, b) requires O(m log m) time using the 
method described in Section 4.2. 
Theorem 5. G’(Z, 52) for arbitrary polygonal obstacles can be determined without 
triangulations in 0(M2mlogm) time and O(M*m) space. 
5.2. An O(M*m) algorithmfor G’(Z, !C2) 
Rather than scanning all boundary edges for a given a E Z u V, we can first prune 
some of them away as they will have no influence on the Steiner visibility from a. This 
leads to asymptotically faster algorithm. 
Suppose that a beam of light originating from a is rotated all the way around (as 
a light-house beam). As the beam hits the first obstacle in some particular direction, it 
is reflected back to a with the information identifying the boundary edge which caused 
this reflection. We can avoid the situation where the beam is not reflected in some 
direction by placing two horizontal and two vertical slabs enclosing all Z-points and 
all original obstacles (Fig. 9). 
Assume that a sequence P, = (aobo, ai bi, . . . ,a,_ 1 b,_ 1 ) of the reflecting segments of 
boundary edges is given. Note that t I m. We assume that (bi, ui, a) makes a right turn 
at a, for all i = 0, . , t - 1. We will later return to how P, is determined. Consider now 
a point b E Z u V, b # a. Points on 2 visible from a can be determined in the 
following way (Fig. 10). 
Step 1. Determine i, 0 I i < t such that b E Wa(ai, bi). Let Ti : = b. 
Step 2. If ri = a then STOP. Otherwise, let ri+i a ( ddition modulo t) denote the inter- 
section of H(u, bi) with%% (other than a). If such intersection does not exist, let ri+ 1 := a. 
Step 3. If ri E n (a, ui, bi), then ri is visible from a. Furthermore, as long as the 
portion of 2 beginning at ri and moving toward ri+ 1 remains within a (a, ai, bi), all 
its points remain visible from a. Let x and y denote the two intersections of= with 
abi (x closer to a). If only one intersection exists, denote it by y and let x = ri+ i. If no 
intersection exists, let x = y = ri + 1. Only points inside=and zare visible from a. 
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Fig. 10. Visibility regions on 2 from a determined by the beam algorithm. 
Step 4. If ri 4 a (a, ai, bi), then ri is not visible from a. Furthermore, as long as the 
portion of 2 beginning at ri and moving toward Yi+ I remains outside of a (a, Ui, bi), 
all its points remain not visible from a. Let x be the intersection of Gwith aibi. If 
such intersection does not exist, let x = ri + 1. Only points onsare visible from a. 
Step 5. i:= i + 1 (addition modulo t). Go to Step 2. 
The wedge Wa(ui, bi) containing b can be determined in O(logm) time since t I m. 
The location of r-i with respect to ui on H(u, ui) can be determined in O(1) time. Also, 
all intersections between arcs and line segments can be determined in O(1) time. The 
algorithm halts with r = a when L (b, a, Ui) 2 7c/3. Furthermore, at most O(m) disjoint 
regions of2 are visible from a. So the overall complexity of the algorithm is O(m). 
It should be clear how to modify this algorithm to identify points on the arc 2 
visible from b. In particular, Pb must be scanned in clockwise direction. 
Given the regions of 2 visible from a, and the regions visible from b, their 
intersection will form the Steiner visibility regions Sn(u, b). This intersection can be 
found in O(m) time by a straightforward merge procedure. 
The problem that remains is to determine P, for all a E Z u I/. The plane-sweep 
algorithm for the determination of the visibility graph for Z u V [l] requires O(A4’) 
time and space. It can be modified to determine the reflecting line segments without 
affecting the complexity. It can also provide the information within which wedge 
around a each of the remaining points of Z u V falls (again without affecting its 
202 P. Winter 
complexity). Hence, the previously mentioned identification of the wedge WJai, bi) 
containing b can be done in O(1) time. 
Theorem 6. The Steiner visibility graph G’(Z, 52) can be determined in O(M2m) time 
and space using O(M2) preprocessing time. 
This bound is overly pessimistic on average. The number of line segments in P, and 
Pb will usually be much smaller than m. Furthermore, when determining &(a, b), the 
sweep around P, and Pb is not all the way but only across the rc/3-angle. Finally, if 
Steiner visibility graphs are used in connection with the heuristic for the ESTPO, the 
visibility graph has to be determined in order to find shortest obstacle-avoiding paths 
between all pairs of points in Z u I’. Hence, no additional effort is needed to determine 
P,, aEZu V. 
6. Steiner visibility graphs of second and higher orders 
Consider once again the full Steiner topology shown in Fig. 3(a). Its Steiner tree 
T(a, b, c, d) is constructed by reducing the topology in the following manner. Two 
terminal points a and b required to be adjacent to a common S-point s1 are replaced 
by their equilateral point eba. A necessary condition for the existence of T(a, b, c, d) is 
that T(eb,, c, d) exists. In particular, Sn(c, eba) must be nonempty. It follows that when 
constructing full Steiner trees with four terminals, Steiner visibility regions between 
equilateral points and terminals can be useful. 
Construction of full Steiner trees for full topologies with any number of terminals 
amounts to a sequence of full topology reductions. Each reduction replaces two points 
(either terminals or equilateral points generated during preceding reductions) 
adjacent to a common S-point by their equilateral point (see Subsection 3.2). 
Full topology reductions need to be carried out only if the corresponding Steiner 
visibility regions are nonempty. Hence, it can be worthwhile to construct Steiner 
visibility graphs of higher orders where vertices are not only terminals taken from 
Z u V but also equilateral points based on pairs of terminals and/or equilateral points 
with nonempty corresponding Steiner visibility regions. 
Higher order Steiner visibility graphs can be described recursively as follows. 
Suppose that the Steiner visibility graph of ith order, i 2 1, denoted by G’(Z, Sz), is 
given. Let Ei denote its directed edges. To each directed edge [a, b] E Ei corresponds 
a unique equilateral point cob. Hence, we can consider Ei as a set of equilateral points. 
For each vertex v E G’(Z, Q), let N(v) denote the set of vertices in Z u V involved in the 
construction of v (see also Subsection 3.2). The Steiner visibility graph of(i + 1)st order, 
denoted by G’+ ‘(Z, Q), is then defined as follows. Its vertex set consists of vertices in 
G’(Z, Q) together with all equilateral points in Ei. G’+‘(Z, 52) has a directed edge 
[a, b] iff either [a, b] is a directed edge in G’(Z, s2) or N(a) n N(b) = 8 and it is possible 
to place an S-point s on 2 such that 
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0 if a E Ei (i.e., U = eola2 = [ai, az]), then the intersection s, of the line segment Sa 
with a= must exist, s, must belong to &(a,, az), and s, must be visible from s. 
l If a E Z u V, then a must be visible from s. 
l if b E Ei (i.e., b = [b,, b2]), then the intersection sb of the line segment sb with a 
must exist, sb must belong to S,(b,, b2) and sb must be visible from s. 
l If b E Z u V, then b must be visible from s. 
In concatenation heuristics we are only interested in Steiner visibility graphs which 
are needed to construct ESMTOs for three and four points from Z u V. It will be seen 
in the following section that we then only need Steiner visibility graphs of second 
order. Furthermore, when constructing Steiner visibility graphs of second order, we 
can restrict our attention to the cases when either a or b belongs to Zu I’. In the 
remainder of this section we explain how to construct such restricted Steiner visibility 
graphs of second order. 
If a = eala2 = [ai, uz] E El, then Steiner visibility regions on 2 can be narrowed 
due to the nonexistence of the line segment su Intersecting a= or due to the 
intersection occurring at Steiner invisible points on a=. More specifically, draw 
half-lines H(u, ai), and H(ur, u2). Point b must be within the region R shown in 
Fig. 1 l(a). Otherwise, Sn(u, b) = 0 since it is impossible to find an S-point s on 2 
such that the line segment sa from any s ~2 to a intersect G. 
When narrowing the Steiner visibility regions on 2 with b E R, we need to 
distinguish between the following three cases. 
l (b, a,, a) makes a left turn (Fig. 11(b)). Let a’ denote the intersection of% with 
ax. Let b’ denote the intersection of2 with H(u, u2). 
l (b, u2, a) makes a right turn, and L (a, al, b) I 2rr/3 (Fig. 1 l(c)). Let a’ denote the 
intersection of2 with a=. Let b’ = b. 
l (b, a,, a) makes a right turn, and L (a, a,, b) > 2rr/3 (Fig. 1 l(d)). Let a’ denote the 
intersection of2 with H(u, al). Let b’ = b. 
The Steiner visibility regions on 2 can be narrowed to the subarc a; it is 
-__- 
impossible to place s anywhere else on 2 so that the edges SJ, ~,a,, s,uz make 
2rc/3-angles with each other, and s, E Sn(ul, u2). 
Let u” and b” denote the projections of respectively a’ and b’ on a= along half-lines 
H(u, a’) and H(u, b’). Project the Steiner visibility regions of Sn(ul, u2) which either 
partially or completely are within &? back onto &? Let $(a, b) denote these 
projected regions. Clearly, s cannot be placed outside &(a, b) so that SJ, s,ui, soul 
make 2rc/3-angles with each other while avoiding the obstacles. Similar initial narrow- 
ing of the Steiner visibility regions Se(u, b) can be applied when a E Z u Vand b E El. 
Given $(a, b), we can obtain Sn(u, b) as described in Section 5 with the following 
77 modification. If the algorithm described in Section 5.1 is used, the segment u u must be 
further restricted to the portion(s) not inside C(ui, u2, a) and within the wedge 
W,(b”, u”). This can result in at most two segments which are processed one at a time. 
The algorithm described in Section 5.2 could be modified to apply to the case with 
a E El. P, should then be defined as a sequence of boundary segments closest to a but 
not inside C(a,, a,, a). P, does not need to go all the way around a. Only the portion 
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Fig. 11. Projection of Steiner visibility regions. 
within W,(b”, u”) is of interest. Straightforward but tedious details of such modifica- 
tion will not be given here. 
The Steiner visibility graph of first order has M vertices and at most M(M - 1) 
directed edges. It provides some information where to locate an S-point which 
must be adjacent to two points in Z u I/. The restricted Steiner visibility graph 
of second order has at most M2 vertices. It can have at most 2M(M - 1)’ = O(M3) 
directed edges. It provides in addition to the information already given in G’(Z, Q), 
some information where to locate an S-point which must be adjacent to one 
S-point (which in turn has to be adjacent to two points from Z u V) and one point 
from Z u V. 
It should be noted that although the size of Steiner visibility graphs in the worst 
case grows exponentially with their order, there will only be very few directed edges in 
Steiner visibility graphs of order i with i 2 3 in randomly generated problem instances 
(even if there is no obstacle). 
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7. Steiner trees for three and four terminals 
Assume that the restricted Steiner visibility graph G2(Z, 52) is given. Suppose that 
a full Steiner tree T(a, b, c) exists with s l 2 s C(a, b, cab) and s EG c C(b, c, ebc). 
T(a, b, c) is obstacle free iff s E Sn(a, b) and s E Sn(b, c). Let O(q) be the time needed to 
establish whether a directed edge [a, b] is in G2(Z, Q). 
Theorem 7. The existence of nonpenetrating T(a, b, c) can be established in 
O(q + log m) time. If obstacles are convex, this reduces to O(q + log k). 
Suppose that a full Steiner tree T(a, b, c, d) for four points a, b, c, d E Z u V exists 
such that s1 ES c C(a, b, cab) and s2 E~C C(c, d, ecd). Hence, a and b are adjacent 
to a common S-point sl, while c and d are adjacent to another common S-point s2. 
Furthermore, s1 and s2 are adjacent to each other. T(a, b, c, d) is obstacle free iff 
s2 E &(d, cab) and s1 E &(ecd, b). 
Theorem 8. The existence of obstacle-free T(a, b, c, d) can be established in 
O(q + log m) time. If obstacles are convex, this reduces to O(q + log k). 
It should be noted that we could establish whether T(a, b, c) with its S-point 
s avoids all obstacles by checking whether s is inside P,, Pb and P, (which are 
star-shaped polygons) as explained in [l 1, p. 441 in O(logm) time. In other words, we 
could do it without constructing G’(Z, 52). However, given G’(Z, Q), the Steiner tree 
T(a, b, c) will in many cases be rejected in O(q) time due to the nonexistence of one of 
the three directed edges in G’(Z, Q). 
Establishing the existence of a Steiner tree T(a, b, c, d) with four terminals, and with 
a, b adjacent to an S-point sl and c, d adjacent to an S-point s2 cannot be done by 
checking whether s1 E P,, s1 E P,,, s2 E P,, s2 E Pdr since we also need to establish 
__. 
whether slsz IS not penetrating any obstacle. Locations of sl and s2 are not known in 
advance. Hence, the determination of G’(Z, 52) in the preprocessing phase becomes 
even more valuable in the four-terminals case. 
8. Summary and conclusions 
The notion of Steiner visibility graphs was introduced. Their applicability in 
connection with the construction of suboptimal solutions to the ESTPO was dis- 
cussed. Polynomial algorithms for finding Steiner visibility graphs of order 1 and 
restricted Steiner visibility graphs of order 2 were given. It should be pointed out that 
Steiner visibility graphs could be pruned for even more directed edges (or their Steiner 
visibility regions could be narrowed) if the distances between points were taken into 
account. For instance, define a bottleneck edge of a path between two points a and b as 
the longest edge between two Z-points on this path. Define a bottleneck length 
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between a and b as the length of the shortest bottleneck edge taken over all paths 
between a and b. Then the S-point s on2 must be located such that as and 3 have 
length not greater than the bottleneck length. Such distance tests proved to be very 
useful in pruning infeasible topologies when looking for the exact solution to the 
ESTP [17]. The use of Steiner visibility graphs in connection with exact algorithms 
for the ESTP and ESTPO is obvious. Their efficiency remains to be tested. 
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