The purpose of this study was to estimate the effects of atmospheric transport on temporal variations in the concentration of 222Rn and its progeny in the air by using a three dimensional atmospheric dispersion model. The objective region for this study was the Chubu district in Japan and the objective period was from November 1 to 20, 1991. It is well known that the diurnal variation of concentration is due to the diurnal cycle of the growth and decay of the mixed layer. In addition, this study led to the following conclusions:
I. INTRODUCTION
In the UNSCEAR 1988 Report(1), it was estimated that the inhalation of 222Rn progeny accounts for about one half of the effective dose equivalent from all natural sources of radiation.
Therefore, to estimate the radiation dose to the public, it is important to study 222Rn progeny's behavior in the atmosphere.
For several decades, many field studies have been carried out, in which the variations of the outdoor atmospheric concentration of 222Rn and its progeny have been cleared with local time, season, altitude and location, quantitatively.
Moreover, numerical analysis were performed by several investigators to reveal diurnal variations and vertical diffusion theoretically(2)- (4) .
However, their studies using one dimensional model have concentrated on the variation caused by vertical diffusion, although atmospheric transport could also greatly contribute to the variation of the 222Rn and its progeny concentration at sites adjacent to large bodies of water, like Japan. This study therefore aims at estimating the effects of atmospheric transport on the temporal variation of 222Rn and its progeny concentration by using a three-dimensional numerical atmospheric dispersion model. In particular, the effects of advection in local and synoptic areas were investigated.
II . MODEL
In general, Atmospheric dispersion models are divided into two types; the Eulerian model which solves in advection and diffusion equations, and the Lagrangian model in which the transportation of materials is expressed by the movement of a large number of marker particles.
One of the advantages of the Lagrangian model is that it is free from the numerical diffusion which occurs in the Eulerian model (5) . However, if the Lagrangian model is applied to an area source like 222Rn, a very large number of maker particles would be needed to keep the statistical error small. Therefore, an Eulerian model that included a highly accurate finite differencing scheme for numerical diffusion was used in this study.
1. Coordinates Rectangular coordinates were used for the horizontal plane, and a uniformly spaced computational grid was employed. For the vertical direction, we used a terrain-following-coordinate (z*-coordinate) in order to take the effect of terrain in the calculational area into consideration. The z*-coordinate is represented by (1) where zg(x, y) is the terrain height and H the reference altitude for the upper boundary. The reference altitude was set at 3km. In the vertical direction, a variable spacing grid was employed.
Wind Field Model
We used a mass-consistent wind field model (WSYNOP) that was developed by Ishikawa (6) . Firstly, the model wind components for each section of grid are calculated by the simple interpolation of the surface and aerological data. The wind field used in the transport calculation needs to satisfy the equation of continuity, 
Atmospheric Transport Model
We solved advection and diffusion equations which included horizontal and vertical advection, vertical diffusion, sink and source. Equations for the transport-model for 222Rn, 218Po, 214Pb and 214Bi are (3) where Ci is the concentration of the i-th member of the decay chain (i=1 for 222Rn, i=2 for 218Po, i=3 for 214Pb, and i=4 for 214Bi) and li the corresponding radioactive decay constant. The second term, -hliCi, is the sink to radioactive decay. The third term, hli-1Ci-1 the generation, due to the decay of the (i-1)th nuclide in the decay chain. For 222Rn when i=1, instead of this term, we used the following boundary conditions to consider the exhalation of 222Rn from the ground; (4) where E corresponds to the 222Rn exhalation rate and K the vertical diffusion coefficient. As for deposition, we assumed that the 218Po, 214Pb and 214Bi, which reached the ground surface by molecular diffusion would never be resuspended. This assumption gives the following boundary conditions:
Ci=0 at z=0 i>1.
In this model, advection and diffusion equations for 222Rn progeny were transformed to similar form to 222Rn by using the numerical technique introduced by Beck so that computations can be easily performed (See detail in Ref. (3)).
The advection term was solved using the NIC scheme (7) . In this method, the flux at the grid-interval boundary xi was calculated assuming the local density in the whole integration-domain had a continuous-firstderivative. The local density can be represented by a parabolic curve within a mesh width, Dx. Integral variables, when normalized to a unit grid interval, are (6) where p is the local density, P the primitive function of p and the subscript i the mesh number. Cubic spline interpolation is applied to P to obtain p. As a result, the flux at the grid-interval boundary is (7) where a=sgn(ui) governs the direction of the fluxes, and c the Courant number. The average p within the integral grid interval for the next time step is calculated using the following equation, (8) where Dt is the time step. The time step used in the transport model was set to 60s. The wind field was calculated every 3h and linearly interpolated to the time step of the transport model. The diffusion term was solved using the Crank Nicolson method (8) . Diffusion coefficients were calculated with the turbulence closure model (Level 2) of Mellor and Yamada (9) . The Level 2 model reduces the entire turbulence model to the algebraic relation of turbulent quantities and can be cast in a traditional eddy coefficient format modified by Richardson-number-dependent functions. The diffusion coefficient on the surface was set to the molecular diffusion constant of 5 .4x10-6m2/s(3). An upper limit (70m2/s) for the diffusion coefficient was imposed to avoid unlikely strong vertical diffusion in unstable conditions. A lower limit was also introduced as seen in Fig. 1. 
Computational
Area Figure 2 shows the computational area. This area is centered at Nagoya city, and covers the Chubu-district. The grid size for the simulation was 51x51x21 with a horizontal interval of 4km. In the vertical, the variable mesh width was used, in which the depth of the lowest layer was 2m.
Meteorological Data and Calculational
Period To estimate the diffusion coefficients, we used wind and air temperature data from Chukyo-TV monitoring station of the Aichi Prefectural Office (15, 17, 135 and 137m), the electric power plant at Hamaoka (20 and 100m) and Environmental Science Research Center of Fukui prefecture (7.5 and 185m).
Aerological wind and air temperature data from Hamamatsu, Wazima and Shionomisaki stations of the Japan Meteorological Agency were used to estimate the upper wind-field above about 1,500m (850hPa). Furthermore, wind data from the Japan Meteorological Agency's Automated Meteorological Data Acquisition System (AMeDAS) were used to calculate horizontal wind field near the surface.
The calculations were done for the period from November 1 to 20, 1991.
Boundary Conditions
The inflow of 222Rn and its progeny at the lateral boundary was assumed to be zero in this simulation. However, the measured concentrations of 222Rn are the summation of 222Rn emanating in the computational area and 222Rn flowing into the computational area from the outside of the area. Therefore, the value of 2.3 Bq/m3(10) was added to calculated concentrations to account for 222Rn flowing into the area. As for the radon progeny, the concentration balancing to 2.3Bq/m3 of 222Rn was added to the computed value to account for the contribution from remote sources.
III RESULTS

Analysis of Observations
Outdoor 222Rn concentration, which was averaged for 1h, was measured with an electrostatic radon monitor (ERM)(11) at a height of 1m above the ground every hour. Polonium-218, 214Pb and 214Bi concentrations, which were averaged for 7min after evaluation time, were measured using a filter method monitor (MGR)(12) at the same height every 3h.
Calculated results for all the objective nuclides were averaged for 1h.
Since there was little rain over the calculational period in Nagoya, it was supposed that the contribution of the precipitation to the observed concentration was minor.
In order to eliminate short term fluctuations from observed 222Rn and its progeny concentrations, and to estimate the distribution of observations, a trend model was used.
The trend model (13) assumes that time series of observation Yn, which is the 222Rn concentration measured in outdoors, consists of the trend-component-model in Eq. (9) and the observational-model in Eq. (10) . The trend model is written as D kt n=vn,
where tn is the trend at the n-th time step, Dk the kth order of the finite difference, and vn the white noise whose standard deviation is t (system noise) and the average is zero. wn is the white noise of which the standard deviation is s (observational noise) and its average is zero. This represents the observational error. For k, we used a value of 2. When k=2, Eq. (9) is tn=2tn-1-tn-2+ v n. This allows the trend component to vary linearly in a local aspect. The trend was calculated using Kalman filtering and smoothing. s was calculated using the max- Figure 3 shows the results applied trend model analysis to 222Rn concentration. Most of the observed points are within +-3s of the trend component.
Comparison of Three Simulations with
Observed Data The trend of the observed data were compared with those of the following three simulations: (1) one-dimensional 222Rn simulation (1D); (2) threedimensional 222Rn simulation assuming a constantexhalation-rate (3D(CE)); (3) three-dimensional 222Rn simulation taking the exhalation-rate map into consideration (3D(ME)).
To clarify the effects of advection, 1D was compared to 3D(CE). While the one-dimensional model assumes essentially an infinite plane source, the threedimensional model must consider the source distribution on land and sea. Thus, in 1D and the land areas of 3D(CE), the 222Rn exhalation rate was set to 0.48 atom/cm2,s (14) . Since the oceanic emission was 100-1,000 times smaller(15) than the emission from the land areas, the flux of 222Rn from the ocean was assumed to be zero in 3D(CE). Furthermore, a constant value of 2.3 Bq/m3 was added to the calculated value of the 3D(CE) to sum up the inflow from the outside of the area. As shown in Fig. 4 (a) and (b), it is clear that the variations in 3D(CE) are closer to the trend of observed than those of 1D. The trend of the observed results was not shown from 0:30 13th November to 9:30 14th November, because of the lack of observed data.
The radon exhalation rate varies widely according to the soil, atmospheric conditions, and so on (16) . Although, in 3D(CE), the radon exhalation rate was assumed to be constant at 0.48atom/cm2,s, the geographical distribution of the source was also considered in 3D(ME). The source was estimated by the following equation introduced by Ikebe et al. (10):
where Q is the annual average of 222Rn concentration (Bq/m3) and E the exhalation rate (Bq/m2,s) depending on the geographical location. From observed data at some sites in the objective region(17), Q was estimated at each grid point by simple interpolation with the weight of the reverse square of the distance between the site and grid. The second term on the right hand of the equation, 2.3Bq/m3, corresponds to the remote source component. Figure 5 is a map of 222Rn exhalation rate. The result of the three-dimensional simulation that takes the exhalation rate map into consideration (3D(ME)) is shown in Fig. 4 . In Fig. 4 , it can be seen that 3D(ME) showed better agreement with the trend of observed than 3D(CE).
Comparison of Observed and Simulated
Concentrations for 222Rn, 218Po, 214Pb and 214Bi Comparisons of observed concentrations of 222Rn, Table 1 . As can be seen in Table 1 , the average calculated concentration for each nuclide is approximately the same as what was observed. This means that our calculational model worked well. Table 2 shows the observed and calculated equilibrium factors. The calculated equilibrium factor was very close to the observed one. Both are also close to the value reported in UNSCEAR 1988(1) Report. Although the calculated concentrations agreed well with the measurements on average, there are still some discrepancies between the calculated concentrations and the observed range from Trend +3s to Trend -3s in Figs. 6-9. In the following section, the discrepancy between the observed and calculated 222Rn concentrations will be investigated with time series analyses of the observed and calculated results, because the variation of 222Rn progeny are just like that of 222Rn .
IV. DISCUSSION
In this chapter, the causes of the discrepancies of 222Rn concentrations found in Figs . 6 is investigated by using the following time series analysis: (1) Autocorrelation function and power spectrum of observed and calculated 222Rn concentration; (2) Application of seasonal adjustment model(13) to observed and three calculated concentrations; (3) Correlation between observed 222Rn concentration and atmospheric pressure; (4) Scale analysis of a variation of 222Rn concentration.
Autocorrelation
Function and Power Spectra As the first step to clarify the reasons of the discrepancies, the autocorrelation function between the observed and the calculated concentrations were evaluated for 222Rn. We used the data with the interval of 3h by the following reasons: (1) The data with the interval of 3h had almost the same correlation and the power spectrum as those of 1h data; (2) The variation with in longer cycles than 3h was discussed, because the input interval of meteorological data was 3h in the calculation.
Figures 10(a) and (b) shows the autocorrelation functions of the observed and calculated 222Rn concentrations. Time-lag (in days) was represented by the abscissa. As shown in Figs. 10(a) and (b) , both have the strong correlation with the time lag of 1 day . In addition, the correlation with the time lag of about 5 days , shown by the dotted line in Fig. 10(b) , overlapped daily correlation in the calculated result, whereas observed result did not show the correlation with such a time-lag . To inspect this difference in more detail, power spectra of the variations of the observed and calculated concentrations was evaluated.
The power spectra of the observed and calculated 222Rn concentratio ns, which represent the magnitude of various periodical components included in the variations , are shown in Fig. 11 . The shapes of both spectra were basically similar. In the spectrum of the observed result , there was the distinguished peak of 22.9(h). The rest of peaks were also higher harmonics of 22.9(h). In contrast, many peaks at 120, 48 and 24(h) were appeared in the calculated spectrum. The first two spectral peaks were not appeared in the observed spectrum. From these results, it is concluded that the variation of the calculated concentration had conspicuous long-term cycles, including 5-day appeared in Fig. 10(b) , whereas the effect of such a cycle was not shown in that of the observed. The reason of this discrepancy was studied by using the seasonal adjustment model which could decompose a variation into some components with the characteristic cycle.
Application of the Seasonal Adjustment
Model To estimate components of a variation and investigate the effects of diffusion, advection and the geographical distribution of the source on the components, we applied the seasonal adjustment model to observed and three calculated variations, 1D, 3D(CE) and 3D(ME) (See detail in Sec.III-2). This model is almost similar to the trend model. Observations Yn are written as Yn=tn+dn+pn+wn
where tn, dn, pn and wn are a trend component (TC), a daily component (DC), a stationary autoregressive component (AR) and an observational noise component at a time step n, respectively. st, sd and sp are white noises. m is the total number of the time steps. A daily component represents a daily variation. A stationary AR component represents a variation dominantly affected by concentrations within 6h before an evaluating time. In addition, it represents a variation with a short-term cycle. A trend component is different from that of the trend model mentioned in the Sec.III-1. It is a variation except daily and AR components from a variation, and represents a variation with a long-term cycle.
The power spectra of components, DC, AR and TC and variations of them were investigated.
(1) Daily Component Figure 12 (a) shows power spectra of daily components of observed, 1D, 3D(CE) and 3D(ME). All the spectral shapes were almost the same. However, by looking into the daily variations of the observed and three calculated concentrations, the discrepancies between them became apparent as shown in Fig. 12(b) . The variation of 3D(ME) was the closest one to that of observed, and the concentrations of 3D(ME) are almost the same value as observed ones. This result shows that 3D(ME) can simulate the daily variation of observed concentrations and it is important to consider the effects of advection and source's distribution.
(2) Autoregression Component Figure 13 (a) shows the power spectra of autoregression components. Power spectra of calculated results, 1D, 3D(CE) and 3D(ME) had almost the same shape. In the region of the long-term cycles, the considerable discrepancies between observed and calculated results were appeared. This discrepancy is more apparent in the variation of autoregression components shown in Fig.  13(b) . As shown Fig. 13(b) , all calculated results had basically similar patterns in the variation. In addition, every several days, the overestimations of the calculated concentrations happened to all calculated results. This means that the calculated variations have the several-days cycle. Thus, the several-days cycle of calculated results shown in Fig. 13(a) was caused by this overestimations. Moreover, it seemed that the discrepancies on several-days cycle in Fig. 11 (See detail in Sec.IV-1) was caused by the same reason. The root of the problem that the calculated variations had the several-days cycle was the insufficient modeling. However, as shown by the arrows, the discrepancies became small by the improvement of the model. Introducing a more realistic model is proper. Nevertheless, a little discrepancies were left in these term. In addition, there was no improvement in the term from 2nd to 4th November . As for these discrepancies, although Level 2 .0 would be probably one of causes on these problems , they need to be investigated in detail. nents of observed, 1D, 3D(CE) and 3D(ME). The spectrum of observed results had the distinguished peak at several-days cycle. The spectrum of 1D's results was also shown. The variations of the trend components are shown in Fig. 14(b) . The trend component of 1D's result gradually increased. It was caused by a transition to a steady state, because of the initial condition that 222Rn concentrations were equal to zero in the whole domain. The trend component of observed results varied with a several-days cycle. However, the trend components of 3D(CE) and 3D(ME) were constant. Thus, the trend components seems important to explain the discrepancies between the observed and calculated variations. Two explanations are possible. One reason of the discrepancy is the changes in meteorological conditions in the local area, affecting the exhalation rate of 222Rn . It will be discussed in the next section. Second is a contribution of 222Rn (remote source component) migrating from the outside of the calculational area, which is not considered in the calculation.
Correlation between Observed 222Rn and
Atmospheric Pressure For changes of atmospheric pressure, it is possible that 222Rn exhalation changes over a few days. To investigate the effect, the cross-correlation function between observed 222Rn and the atmospheric pressure were evaluated. Figure 15 shows the result of it.
In the previous section, it was pointed out that the trend component of 222Rn concentration varied with several days cycle. In relation to this, it should be noted that the 222Rn exhalation rate increases with the low atmospheric pressure. However, since the cross-correlation between the local atmospheric pressure and observed 222Rn concentration is positive , as seen in Fig. 15 , there is no evidence of such influence. Therefore, the time variation of observed 222Rn concentration, like the trend component in Fig. 14(b) , must be due to variations on the remote source component.
Scale Analysis
A simple analysis was performed in order to relate the time scale of the periodical variation, i.e. 222Rn concentration, to the geographical scale.
If the effect of eddy diffusion on long-range transport is smaller than that of advection, the transport equation can be approximated as (13) where C is the concentration and u the wind velocity along the x-axis. One of the solutions of Eq.(13) is (14) where A is a constant and l the wave length. The dispersion relation is Fig. 14(a) Power spectra of trend components of observed, 1D, 3D(CE) and 3D(ME) Fig. 14(b) Variations of trend components of observed, 1D, 3D(CE) and 3D(ME) 
where T is the periodicity. This relation is shown in Fig. 16 . This means that a cycle of several days corresponds to a wave length of several hundred to several thousand km. This scale coincides with the scale of an ordinary high or low pressure system. It suggests that the time variation of the remote-source component of 222Rn concentration depends on the change in air -flow due to high or low pressure systems and long-range transport that accompanies the change.
V. CONCLUSION
The effects of atmospheric transport on temporal variations of 222Rn and its progeny concentration in the atmosphere were estimated using a numerical model. The major findings are as follows:
(1) Advection and geographical variations in 222Rn exhalation rate affect a variation of 222Rn concentration. (2) The daily component of the observed variation were simulated well by our model. (3) The long-term cycle of the observed variation could not be simulated by a local calculational model. The calculation for a nuclide with a half-life time like 222Rn needs the regional calculational area .
Furthermore, time series analyses suggested that the time variation of the remote-source component of 222Rn concentration depends on the change of air-flow due to high or low pressure systems and the long-range transport accompanied with these changes.
Decomposing an original variation into some components with the characteristic cycle, the discrepancies between observed and calculated variations became more apparent. On each components, if the causes of the discrepancies would be investigated in more detail, simulating the observed variation by the computational model will be possible.
In addition, the eddy diffusion coefficient should be improved as the limitations of the level 2 model under unstable and extremely stable conditions were pointed out by Takagi et al. (18) . The influences of meteorological factors must be also studied in detail.
Numerical simulations of this study provide detailed information on the source, diffusion, deposition and equilibrium factors, which are useful for clarifying the behavior of 222Rn and its progeny in the environment.
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