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Abstract
We consider a broadband network using the asynchronous transfer mode (ATM): several
models have been investigated to study the expected performances for some available bit rates
and some sizes of the network buers. In a previous work (Pellaumail et al., Reseaux ATM
et P-simulation, Hermes, Paris, 1994) some processes whose role is essential in several models
were introduced. The aim of this paper is to give more information on these basic processes:
explicit values of the stationary law, computing the moments, busy period, worst case law, etc.
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1. Introduction
The multiplexing and switching technique chosen by CCITT [19,20] for the Integra-
tion Services Digital Network (ISDN) is the asynchronous transfer mode (ATM). For
more information on this transfer mode we refer to [3,4,7,8].
The user network interface oers one physical channel over which connections are
multiplexed using short xed-length packets called cells. Thus, from some points of
view, an ATM network is a queueing network whose customers are ATM cells. Actu-
ally, the characteristics of this queueing network are not classical: the basic processes
themselves are somehow new.
Of course, several models have been investigated: for example, see [1,3,5,6,10{13,
14{16], etc.
Pellaumail et al. study extensively the delay of some connection when it runs across
several switching elements. It is not possible to sum up this work in a few lines. Its
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purpose is to explain how to choose the available bit rates and the buer sizes for
several possible network architectures.
Ref. [1] rests upon some Markovian models: its rst step is to dene some basic
processes associated to one level model. The aim of the present work is to state some
properties of the basic processes | introduced in [1] | which correspond to single
queues with batch arrivals.
Sections 2 and 3 give the explicit values of the stationary law of the most basic
process, whose denition is recalled in Section 2. Actually, this section gives the
explicit values of the series associated with the holomorphic function u(; z) dened
by
u(; z) = a(z)=[a(z)− z];
where a is the generating function of the Poisson law and  is a positive integer.
After some preliminaries on the relations between the moments and the generating
function (Section 4), the moments of the stationary laws of two basic processes are
computed (Sections 5 and 6): this computation may be numerical and=or symbolic.
Section 7 explains how to compute the moments of the busy period R of the most
basic process. In the same way, Section 8 presents the computation method for the
moments of the waiting time M before the rst empty cell for the most basic stationary
process. Actually, this random variable may be considered as the worst case. For the
study of busy period and waiting time in other contexts see, for example [21].
Some numerical examples are given in Section 9.
2. Basic processes
To study an ATM network via queueing network, the most basic proces is dened
as follows:
X (k + 1) = A(k) + Supf0; [X (k)− 1]g;
where A(k) is a Poisson law random variable independent from X (k).
Process X is a discrete-time homogeneous Markovian process with values in the
set of integers. The random variable X (k) corresponds to the number of cells that
are to use some physical channel at time k: this model is available at the rst level
when there is a large number of low rate connections using the same channel. It is
also convenient to describe the exit of a spacer{controller using the virtual scheduling
algorithm [9]: for more details, see [1]. Process X is close to M/D/1 le.
It is clear that, in ATM networks, the nal objective is to get as much information
as possible on the stationary laws. In [1], several ways are explored to obtain the
stationary law of the process X dened above. In the present paper we focus on the
generating function and the moments of this stationary law. It is easy to state (see [1]
or [2]) that the generating function g associated with the stationary law of process X
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is characterized by the following equality:
g(z) = a(z)(1− )(z − 1)=[z − a(z)] (1)
with
a(z) = exp[(z − 1)];
where  is the parameter (the expectation) of the Poisson law associated with A(k).
This generating function g will be studied in the sequel. In particular, one has
g(z) = (1− )(1− z)u(1; z); (2)
where the holomorphic function u is dened in Section 3.
Now let us introduce another basic process which is dened as follows:
 for k even number: W (k + 1) = A(k) + X (k),
 for k odd number: W (k + 1) = A(k) + supf0; [X (k)− 1]g,
where A(k) is a Poisson-law random variable independent from X (k).
Process W is a discrete-time non-homogeneous Markovian process. As mentioned
earlier the random variable W (k) corresponds to the number of cells which are to use
some physical channel immediately after the time k: this model is convenient when
there is a large number of low rate connections and one high rate connection, the latter
needing half the channel and emitting one cell at every odd time.
Let us put
Y (k) =W (2k);
where Y is a homogeneous Markovian process which is close to M+D/D/1 queueing
system; it is easy to state that the generating function h of the stationary law of Y is
charaterized by the following equality:
h(z) = (1− 2)(z − 1)a(z)=[z − a2(z)]: (3)
This generating function h is linked with u by the following equality:
h(z) = (1− 2)(1− z)u(2; z): (4)
The random variables associated with g and h will be denoted by G and H . In other
words, for every integer j and k, one has
Pr[X (j) = k] = Pr[X (j + 1) = k] = Pr[G = k]
and
Pr[Y (j) = k] = Pr[Y (j + 1) = k] = Pr[H = k]:
Now let us study the holomorphic function u(; z).
3. Steady-states probabilities
Let  be a positive number and  be a positive integer such that < 1: Let us put
a(z) =
1X
k=0
e−(z)k =k!;
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u^(; k) = (−1)k
kX
p=0
(−1)p 1
(k − p)! (p+ − 1)
k−pk−pe(p+−1); (5)
u(; z) =
1X
k=0
u^(; k)zk :
Then one has
(1) u is the unique solution of Eq. (6) which is holomorphic in a neighborhood of 0
u(; z)a(z) = a(z) + zu(; z): (6)
(2) Let C be a real number. Let us consider Eq. (7) where v is the unknown function:
v(; z)[z − a(z)] = C(z − 1)a(z): (7)
Then Eq. (7) has one and only one solution which is holomorphic in a neighbor-
hood of 0 and the solution v is such that [17,18]
v(; z) = Cu(; z)(1− z): (8)
(3) Let us assume that 0<< 1: then the functions u and v are holomorphic for
jzj< 1.
(4) The above relations give the laws of G and H .
For example, for every integer k, one has, for < 12 :
Pr [H = k] = (1− 2)

e(2k+1) + (−1)k
k−1X
p=0
(−1)p
(k − p)! ((2p+ 1))
k−p−1
e(2p+1)[(2p+ 1)+ k − p]

= (1− 2)[u^(2; k)− u^(2; k − 1)] with u^(2;−1) = 0: (9)
All the results are quite analogous to classical properties of M/D/1 queueing system
(see, for example [22, relation 5.35, p. 269]). For = 1, relation (5) may be obtained
directly via classical procedures (referee’s remark).
4. Moments : preliminaries
Unfortunately, the relations given in Section 3 are not ecient to compute stationary
probabilities. For such computations, there are many other techniques: among them, the
\convex method" (see [2]) is probably the most closely related to symbolic compu-
tation. Moreover, we have to obtain computing techniques which may be extended to
several levels. From this point of view it is interesting to study the moments of the
random variables X (k) and Y (k) introduced in Section 2.
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1. At rst, let us recall some basic properties of the moments of a random variable
and of the associated generating function. Let us consider an integer-valued random
variable B and let us assume that f(z) is the associated generating function, that is
f(z) =
1X
k=0
Pr[B= k]zk :
Then the jth moment of B is dened by
E(Bj) =
1X
k=0
k j Pr[B= k]:
For example, one has
E(Y ) = f0(1);
where f0(1) is the value, for z = 1, of the derivative f0 of the generating function
f. This equality is valid even if the radius of convergence of the series associated
with f is exactly equal to one. This same remark holds for the other moments.
2. For every function f, we will denote by Dk(f) the kth derivative of this function
f. Let us recall the following classical relation (Leibnitz formula):
Dk(f1; f2) =
kX
j=0
C jk Dj(f1)Dk−j(f2): (10)
3. For every integer k; k  1, let (k; j); 0  j  k, be the family dened as follows
(for every real number x):
k−1Y
j=0
(x − j) =
k−1X
j=0
(k; j)xk−j:
This family  is easily recursively computable; indeed, for every k  1,  (k; 0)=1
and (k + 1; k) =−k (k; k − 1) and, for 1  j  k − 1):
(k + 1; j) = (k; j)− k(k; j − 1):
Derivating k times the series associated with the generating function f we obtain
[Dk(f)](1) =
k−1X
j=0
(k; j)E[Y k−j]; (11)
which is equivalent to
E(Y k) = [Dk(f)](1)−
k−1X
j=1
(k; j)E[Y k−j]: (12)
In the sequel, we need the following usual convention:
kX
i=j
(i) = 0 if j>k (for any family ):
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5. Moments of G
One can recall (Section 2) that the generating function g associated with the random
variable G is characterized by
[z − a(z)]g(z) = (1− )a(z)(z − 1):
In the sequel, symbol z will be omitted if there is no possible ambiguity. Relation
(10) implies
kX
j=0
C jk Dj(z − a)Dk−j(g) = (1− )[(z − 1)Dk(a) + kDk−1(a)];
which is equivalent to
(z − a)Dk(g) + k(1− a)Dk−1(g)−
kX
j=2
C jk 
jaDk−j(g)
=(1− )[(z − 1)+ k]k−1a:
For z = 1 this relation gives
[Dk−1(g)](1) = k−1 +
8<
:
kX
j=2
C jk 
j[Dk−j(g)](1)
9=
;

[k(1− )]: (13)
For k = 1, relation (13) is g(1) = 1. It makes it possible to compute Dk(g)(1)
recursively; now, relation (12) makes it possible to compute the moments of G. This
technique may be used to get the numerical values of Dk(g)(1) and of the moments of
G. It may also be used to get the exact values of these same quantities. For example,
symbolic computation gives
E(G) = 12 (− 2)=(− 1);
E(G2) = 16 (
3 − 2 − 3+ 6)=(− 1)2;
E(G3) = 14 (2
4 − 73 + 82 − 2− 4)=(− 1)3;
E(G4) =− 130 (7 − 86 − 75 + 1144 − 2553 + 2452 − 105− 30)=(− 1)4;
E(G5) =− 112 (48 − 337 + 906 − 735 − 1084 + 2913 − 2642
+126+ 12)=(− 1)5:
6. Moment of H
This section is quite analogous to the previous one. Let us recall that the generating
function h is such that
(z − a2)h= (1− 2)(z − 1)a:
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Relation (10) gives
(z − a2)Dk(h) + k(1− 2a2)Dk−1(h)−
kX
j=2
C jk (2)
ja2Dk−j(h)
=(1− 2)[(z − 1)Dk(a) + kDk−1(a)]:
For z = 1, that implies
[Dk−1(h)](1) = k−1 +
8<
:
kX
j=2
C jk (2)
j[Dk−j(h)](1)
9=
;
,
[k(1− 2)]: (14)
Owing to relation (14) we can compute recursively the values of Dk(h)(1) and
relation (12) gives the moments of H . For example, symbolic computation gives
E(H) =−=2− 1;
E(H 2) =− 13 (43 − 82 + 3− 3)=(2− 1)2;
E(H 3) =−(44 − 83 + 72 − + 1)=(2− 1)3;
E(H 4) = 115 (112
7 − 4486 + 5845 − 2644 − 453 + 1302
+15+ 15)=(2− 1)4;
E(H 5) = (1128 − 4487 + 7446 − 6645 + 3394 − 983
+2 − 7− 1)=(2− 1)5:
7. Busy period R
Let us come back to process X introduced in Section 2, whose evolution is dened
by
X (k + 1) = A(k) + Supf0; [X (k)− 1]g:
Let us put
y(j) = Pr[X (j) = 0 and X (k)> 0 for 0  k < j knowing that X (−1) = 0]:
In previous works (see [1] or [2]), one has stated that
y(j) = j(j)exp[− (j + 1)];
where the family  is a sequence of real numbers, independent from  and recursively
dened by (0) = 1 and, for j> 0:
(j) = (j + 1) j=j!−
jX
h=1
(j − h)hh−1=(h− 1)!:
It is possible to state that
(j) = (j + 1)j−1=j! (see [23]):
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For h> 0 let us put
f(h; ) =
1X
j=1
jh(j)[e−] j:
In [1] or [2] it is stated that this series is convergent for < 1=e.
Let R be a random variable such that
Pr[R= j] = y(j):
R is the busy period associated to the process X . One has
E(Rh) = f(h; )e−: (15)
In [1] or [16] it is stated that
f(1; ) = e=(1− ): (16)
For < 1=e by derivating, one gets
d
d
f(h; ) =
1X
j=1
jh+1(j)[ e−]j−1(1− )e−;
which implies
f(h+ 1; ) =

1− 
d
d
f(h; ): (17)
Relations (15){(17) make it possible to compute recursively the moments of R. One
gets
E(Rk) =
8<
:
2k−2X
j=0
dk;j j
9=
; =(1− )2k−1;
where the family of real numbers d is dened recursively by
dk;j = 0 for j< 0; d1; j = 0 for j> 0; d1;0 = 1;
and, for k > 0 and j  0:
dk+1; j = (j + 1)dk;j + (2k − j)dk;j−1 − dk;j−2:
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As seen earlier, these computations may be numerical or symbolic. For example,
one has
E(R) = =(1− );
E(R2) = (1 + − 2)=(1− )3;
E(R3) = (1 + 5− 22 − 23 + 4)=(1− )5;
E(R4) = (1 + 15+ 132 − 193 + 34 + 35 − 6)=(1− )7;
E(R5) = (1 + 37+ 1282 − 263 − 744 + 465 − 46 − 47 + 8)=(1− )9:
8. Stationary waiting time
Let us consider again process X whose evolution is dened by
X (k + 1) = A(k) + Supf0; [X (k)− 1]g
and let us assume that this process is stationary. Let us introduce a random variable
M the law of which is dened by
Pr[M = k] = Pr[Xt+1> 0 for 0  i< k and Xt+k = 0]:
M is associated to the waiting time before the rst empty cell (for the stationary
process X ).
Actually this random variable M has also an interesting property of stochastic ma-
joration and may be considered as the \worst case" law (for more details, see [1] or
[16]).
A classical study on stationary processes (see [1] or [16]) shows that
Pr[M = j] = (1− )
"
1−
j−1X
k=0
y(k)
#
;
where the family y has been dened in Section 7. This relation between R and M is
equivalent to
(z − 1)m(z) = (1− )[zr(z)− 1]; (18)
where r is the generating function of the random variable R.
The aim of this section is to show how to compute the moments of the random
variable M .
Relation (10) applied to relation (18) gives for k  0 (with k instead of (k + 1)):
(z − 1)Dk+1(m) + (k + 1)Dk(m) = (1− )[zDk+1(1) + (k + 1)Dk(r)]
for z = 1 that gives
[Dk(m)](1) = (1− )f[Dk+1(r)](1) + (k + 1)[Dk(r)](1)g=(k + 1): (19)
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Now relations (12) and (11) when applied to M and R, respectively, give
E(Mk) = [Dk(m)](1)−
k−1X
j=1
(k; j)E[Mk−j] (20)
and
[Dk(r)](1) =
kX
j=0
(k; j)E[Rk−j]: (21)
The moments of R have been computed in Section 7. Then, relation (21) gives the
values of Dk(r)(1); relation (19) gives the values of Dk(m)(1); lastly, relation (20)
makes it possible to compute recursively the moments of M . This procedure may be
used to get the numerical or the exact values of these moments. For example, one has
E(M) =− 12 (− 2)=(− 1)2;
E(M 2) = 16 (
3 − 42 + 3+ 6)=(− 1)4;
E(M 3) = 14 (
3 − 82 + 18+ 4)=(1− )6;
E(M 4) =− 130 (7 − 86 + 285 − 764 + 2303 − 3402 − 435− 30)=(− 1)8;
E(M 5) =− 112 (7 − 86 − 25 + 1684 − 1353 − 14642
−438− 12)=(− 1)10:
9. Numerical examples
Let us now give some numerical examples. A typical value of interest is =0:7 for
the rst basic process (process X in Section 2). In this case, the probability to have
an empty queue is
Pr[Xt = 0] = 1− = 0:3:
In our context, there is a regulation at the entry of the network, for example a spacer
controller: for more details see [1] and=or [9] and one may expect that small sizes for
the buers are available. The typical sizes of such buers are 16, 32, 64, 128, 256,
etc.
For every integer j and k, one has
Pr(G  16k)  E(Gj)=(16k) j:
For example, for = 0:7, one has
16−14E(G14) ’ 3:3 10−4  13  10−3;
which implies
Pr[G  16k]  13  10−3=k14:
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Table 1
 0.5 0.6 0.7 0.8
G 50 191 973 8754
R 11 513 131 307 2 486 736 128 517 524
M 25 752 386 108 10 304 806 847 792 967
This piece of information makes it possible to choose between k = 2 and 4 and
shows that it is useless to take k = 8. Moreover, the calculation of the moments of G
being very fast, it is easy to study the evolution of such upper bounds with respect to
the evolution of .
For the second basic process (process W or Y in Section 2), a typical value of
interest is  = 0:2: the load is then the same as above. The value  = 0:4 is a high
value and all the usual values of  are less than 0:4. Now, for = 0:4; one has
8−16E(H 16) = 4:9 10−5  12  10−4;
which implies
Pr[H  8k]  1
2
 10−4=k16:
In other words, the rst basic process X is the most crucial for the determination the
buer sizes, that’s why we have focussed on this process X to get as much information
as possible.
There is no precise relation between the random variables R and M and the buer
sizes. However, these random variables are interesting from several points of view.
(see [1] for more details). In particular, let us consider the basic process X and let us
assume that it corresponds to high priority cells. Then, R is the waiting time of a low
priority cell which arrives at time t knowing that the queue is empty at time (t − 1).
Moreover, M is the waiting time of a low priority cell which arrives randomly, the
process X being assumed to be stationary.
In this setting there is no precise question which seems more crucial than any other
one. Our aim is to be able to compute easily the moments of the random variables R
and M .
For example, in Table 1 one may compare the values of the 5th moments of the
random variables G, R and M for several values of  as in Table 1.
Table 1 shows that the moments of R and M are not quite dierent. On the contrary,
the moments of G are signicantly smaller than those of R and M .
10. Conclusion
The aim of this paper is to state some properties of basic processes in ATM networks.
It is clear that our objective is not a survey on this subject.
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Actually, we focus on the use of symbolic computation in this area. We have recalled
rst that generating functions are solutions of simple equations. This gives a way to
compute stationary probabilities.
However, the most interesting aspect is the exact calculus of moments of several
crucial random variables. The knowledge of such moments makes their evolution clearer
with respect to fundamental parameters. On the other hand, this makes it possible to
verify or to estimate the precision of other procedures, namely iterative procedures.
Lastly, according to the simplicity of our proofs, this study may be extended to more
sophisticated processes.
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