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Fast increase of nanofluidic slip in supercooled
water: the key role of dynamics†
Cecilia Herrero, a Gabriele Tocci, b Samy Merabia a and Laurent Joly *a,c
Nanofluidics is an emerging field offering innovative solutions for energy harvesting and desalination. The
efficiency of these applications depends strongly on liquid–solid slip, arising from a favorable ratio
between viscosity and interfacial friction. Using molecular dynamics simulations, we show that wall slip
increases strongly when water is cooled below its melting point. For water on graphene, the slip length is
multiplied by up to a factor of five and reaches 230 nm at the lowest simulated temperature, T ∼ 225 K;
experiments in nanopores can reach much lower temperatures and could reveal even more drastic
changes. The predicted fast increase in water slip can also be detected at supercoolings reached experi-
mentally in bulk water, as well as in droplets flowing on anti-icing surfaces. We explain the anomalous slip
behavior in the supercooled regime by a decoupling between viscosity and bulk density relaxation
dynamics, and we rationalize the wall-type dependence of the enhancement in terms of interfacial
density relaxation dynamics. While providing fundamental insights on the molecular mechanisms of
hydrodynamic transport in both interfacial and bulk water in the supercooled regime, this study is relevant
to the design of anti-icing surfaces, could help explain the subtle phase and dynamical behaviors of
supercooled confined water, and paves the way to explore new behaviors in supercooled nanofluidic
systems.
1 Introduction
Nanofluidics, i.e. the study of fluidic transport at nanometer
scales, has emerged as a new and interesting field in the past
few decades due to novel behaviors associated to this length
scale1–3 – e.g. dielectric anomalies of confined water4 or intri-
guing ionic transport,5–7 with promising applications related
to new 2D materials such as the development of sustainable
energies.8–10 As the channel size decreases, interfacial pro-
perties have an increasingly important role. An interfacial
characteristic of special concern at the nanoscale is the exist-
ence of a velocity jump Δv (‘slippage’) at the liquid–solid
interface.11–13 The simplest approach to describe slip, initially
proposed by Navier,14 is to consider that the viscous shear
stress τ in the liquid at the wall is proportional to the velocity
jump, τ = λΔv, where λ is the liquid–solid friction coefficient.
Because nanofluidic slip is key to improving the perform-
ance of nanofluidic systems,15–21 an intensive experimental
effort has been undertaken during the recent years to charac-
terize the ultra-low liquid–solid friction of new 2D materials
and their derivative.22–25 On the modeling side, several efforts
have been pursued in order to understand the molecular
mechanisms that control friction, with special interest on the
discussion of the relation between the friction coefficient and
the time autocorrelation of the force exerted by the liquid
on the wall.26–33 Further work has been performed to study
the impact on friction of different wall features such as
wettability,34,35 roughness,36 crystallographic orientation,37
electronic structure,38–40 or electrostatic interactions.41 Yet a
large number of questions with regard to the interface pro-
perties, such as its viscoelastic or purely viscous nature42–44 or
the possible link with its interfacial thermal transport equiva-
lents via wall’s wetting properties,45–47 remain open nowadays,
limiting the perspectives for a rational search of optimal
interfaces.
Among all fluids, the study of water has always been of
special concern for scientists from a broad variety of research
fields.48–50 Its interest not only lies on its ubiquitous nature
but also on its many thermodynamic and dynamic anomalies
like, among others, the non-monotonous temperature depen-
dence of its isothermal compressibility and density.51,52 These
anomalies are enhanced when water is driven to its super-
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cooled regime (i.e. the range of temperatures below the freez-
ing point where water keeps its liquid state), making this
regime ideal to test and refine our current understanding of
water. In particular, the temperature dependence of the bulk
transport properties of supercooled water has been explored
both numerically and experimentally over the last decade,53,54
considering especially the connection between viscosity and
structural relaxation times.55–59
Confined water has also been explored from an experi-
mental and theoretical point of view, with an special interest
in the novel 2D materials such as graphene.60–67
In particular, the temperature evolution of supercooled
water under confinement has been the subject of intensive
experimental research.56,57,68–71 Broadband dielectric spec-
troscopy, nuclear magnetic resonance, as well as neutron scat-
tering experiments have successfully probed water confined in
pores with sub-nm radii at temperatures as low as about 130 K,
in order to connect the dynamical behavior of supercooled
confined water to that of bulk water in the so-called no-man’s
land (150 K to 230 K).70 At temperatures above the no-man’s
land, marked differences have been found in the time relax-
ation of supercooled water under confinement compared to
bulk water, suggesting that the interfacial water dynamics, and
thus water friction, may play an important role. However, the
temperature evolution of water friction in the liquid and super-
cooled regime remains unclear nowadays. Besides achieving a
better understanding of interfacial and nanoconfined water
dynamics and phase behavior under supercooling, such a
knowledge would be instrumental e.g. for the development of
innovative nanofluidic systems working in the supercooled
regime, and would provide fundamental insight on recent
experimental work on anti-icing surfaces.72–74
In that context, we report a study in which the temperature
dependence of water viscosity and wall slip are examined in
detail, in connection with its bulk and interfacial dynamics in
the supercooled regime. To this end we perform extensive
molecular dynamics (MD) simulations of a slab of water con-
fined between graphene and generic Lennard-Jones surfaces.
In order to assess the role of supercooling, we compare water,
which is in its supercooled state for the lower temperatures,
and methanol, which remains liquid for the whole range of
temperatures considered in our study. We find that whilst the
liquid–solid friction coefficient and the viscosity follow the
same fundamental laws and are almost proportional to each
other in the liquid state, their behavior strikingly differ for
water in the supercooled regime As a result, the slip length –
defined as the ratio between the viscosity and the friction
coefficient – increases fast for water as soon as it goes below
its melting point; on graphene, we report a twofold enhance-
ment at ∼240 K, and up to a fivefold enhancement at 225 K,
reaching ∼230 nm. Although the presence of impurities may
enhance ice nucleation in supercooled water, a number of
experimental works have consistently shown that it is possible
to cool down water to the range of temperatures explored in
this study and even below.53,56,57,68–71,73 Our analysis reveals
that the dynamics of interfacial water, specifically the time
relaxation of the interfacial density fluctuations, is the most
important factor governing the temperature behavior of
liquid–solid friction and slip. This fundamental mechanistic
insight sheds new light on the general molecular mechanisms
underlying water slip.
2 MD simulations
All the simulations were carried out with the LAMMPS package.75
The confined system consisted in a fluid – TIP4P/2005 water76 or
methanol (MeOH)77,78 – between two parallel walls – graphene,
or a generic hydrophobic wall made of Lennard-Jones (LJ) par-
ticles – with periodic boundary conditions applied in the direc-
tions parallel to the walls (Fig. 1), see details in the ESI.† The sur-
faces were characterized by contact angles, at 300 K, of θ ∼ 134°
for water-LJ walls, θ ∼ 80° for water–graphene, θ ∼ 100° for
MeOH-LJ walls and θ ∼ 0° for MeOH–graphene; these contact
angles were obtained through sessile nanodroplet simulations,
following a procedure described in ref. 79.
The wall dimensions were Lx = Ly = 58.92 Å for the LJ wall,
and Lx = 56.57 Å, Ly = 58.92 Å for graphene. The pressure was
set to 1 atm by using the top wall as a piston during a prelimi-
nary run and measuring its average equilibrium position; the
top wall was then fixed at such equilibrium position during
the production run; the corresponding height was H ∼ 40 Å for
water and H ∼ 90 Å for MeOH, allowing for a large region of
bulk liquid between the walls for both liquids. Equivalent
results were obtained when letting the top wall fluctuate
around its equilibrium position during the production run,
see the ESI.† The temperature T was varied between 225 and
360 K, by applying a Nosé–Hoover thermostat to the liquid
(only along the directions perpendicular to the flow for non-
equilibrium simulations). Equivalent results were obtained for
different damping times, and with a Berendsen thermostat.
To measure the hydrodynamic transport coefficients we per-
formed non-equilibrium molecular dynamics (NEMD) simu-
Fig. 1 Modelled system constituted by a confined fluid between two
planar solid walls. The snapshot corresponds to TIP4P/2005 water
enclosed by LJ walls. The arrows indicate the shear velocity U directions
by which the system is driven out of equilibrium for the shear flow
measurements.
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lations, applying a constant shear velocity U to the walls in
opposite x directions for each wall (see Fig. 1), producing a
linear velocity profile far from the wall. The friction coefficient
was measured from the ratio between the shear stress τ and
the velocity jump at the interface Δv – defined at the effective
wall position zs:
80
λ = τ/Δv, and the viscosity was measured
from the ratio between the shear stress and the bulk shear
rate, η = τ/(∂zvx), see the ESI† for details.
Both interfacial and bulk equations can be combined in the




@zvxjz¼zs ¼ b@zvxjz¼zs ; ð1Þ
defining the slip length b = η/λ. Viscosity and friction have
been measured during a production time of 4 ns, for 3
different shear velocities for each temperature, U∈[1, 70] m s−1
in order to verify that our measurements where performed in
the linear response regime. For a given shear velocity, 3 inde-
pendent simulations were run and we measured the shear
stress at the top and bottom walls for each of them. Overall, 18
independent measurements were taken for a given T and the
error bars in this article correspond to the statistical error
within 95% of confidence level.
3 Results and discussion
We first computed the shear viscosity η from NEMD with LJ
walls to test the applicability of different temperature depen-
dence laws. For water in particular, the temperature depen-
dence of the viscosity deviates from Arrhenius behavior.51 We
tested three common alternative laws, the Vogel–Tammann–
Fulcher (VTF) law,81–83 the Speedy–Angell (SA) law,84 and the
Bässler (B) law,85 respectively:
















where X denotes the transport coefficient, and A > 0 is an acti-
vation energy. All these laws introduce a singularity at a finite
temperature Tf > 0, so their applicability is restricted to temp-
eratures away from this singularity, see the ESI† for more
detail. For TIP4P/2005 we find good agreement between our
data and the experimental ones,53,86 as well as previous MD
simulations with the TIP4P/2005 and TIP4P/2005f water
models.78,87,88 Our viscosity measurements are best described
by VTF law (see the ESI†). For MeOH simulations viscosity’s
temperature dependence is weaker than for water. The results
are in good agreement with previous work78 and they are well
described by an Arrhenius law.
We then proceeded to explore temperature effects on fric-
tion. For each fluid, when varying the wall type, we already saw
a difference at a given temperature in the absolute value of λ,
being more than one order of magnitude smaller for graphene
than for LJ walls (see the ESI†). This effect has already been
measured and discussed in previous work38,60,89,90 and it is
due to the extreme smoothness of graphene. Additionally, in
Fig. 2 one can see that the temperature dependence changes
with the fluid, but for a given fluid, depends weakly on the
wall type. Interestingly, the temperature dependence of η and λ
can be fitted by the same laws (VTF for TIP4P/2005 and
Arrhenius for MeOH, corresponding to continuous lines in
Fig. 2), although with different parameters.
We can go further in exploring the relation between η and λ
by plotting the slip length b given by the ratio between both
transport coefficients, see eqn (1). In Fig. 3 one can see that
for a wide range of high temperatures, where the systems are
in the stable liquid state, η and λ vary together with T, so their
ratio (or equivalently the slip length) is roughly constant.
Specifically, for MeOH (which remains a simple liquid for the
whole range of simulated temperatures, including those
slightly higher than its boiling point at around 338 K), b
increases slowly and regularly when T decreases; this indicates
a slightly weaker temperature dependence of friction as com-
pared to viscosity. In contrast, for water, b starts to increase
very fast when the temperature decreases below the melting
point, indicating a much weaker temperature dependence of
friction as compared to viscosity, only in the supercooled
regime. When comparing these results with those for liquid
MeOH one can conclude that this large slip increase is mostly
related to the supercooling of water.
The biggest temperature effect on b is observed for water
and graphene walls, where it grows by a factor of 5 from the
highest to the lowest simulated temperature (225 K), reaching
a maximum value of ∼230 nm. Although experiments of inter-
facial slip in supercooled water have not yet appeared, we envi-
sion that experimental verification of our results is within
Fig. 2 Friction’s temperature dependence results normalized by the
value at 360 K for each fluid and wall, in order to highlight the similar
temperature evolution for a given liquid regardless of the wall type. Blue
dots correspond to water with LJ walls, orange triangles to water with
graphene walls, green squares to MeOH with LJ walls and red crosses to
MeOH with graphene walls. Continuous lines are the respective VTF (for
water) and Arrhenius (for MeOH) fits.
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reach of capillary flow measurements of water confined
between graphene/silica nanochannels,25 considering that
nuclear magnetic resonance and neutron scattering experi-
ments of water confined in graphite oxide and silica nano-
pores have explored water dynamics down to 130 K and 220 K,
respectively.56,68,69 Additionally, recent microscopy studies
have investigated the dynamical behavior of supercooled water
down to 230 K using polystyrene spheres suspended in
water53 and have studied the anti-icing behavior of water dro-
plets sliding on of nanopatterned surfaces around 258 K.73 As
we have seen in our simulations, at temperatures between 225
and 270 K, water slippage is largely affected by the wall type, a
result consistent with the experimental observation that the
water relaxation time in nanopores is strongly dependent on
the nature of the solid surface.68,91 Instead, experiments in no-
man’s land report a universal dynamical behavior in confined
water.70 Thus, future measurements of water slippage in
different nanopores at lower temperatures than those explored
here might elucidate whether or not slippage depends on the
wall type below 225 K.
Two main questions remain then to be understood. First,
what is the main physical parameter that controls the tempera-
ture evolution of the friction coefficient observed in Fig. 2?
Second, why bulk and interface have a similar temperature
dependence at high temperatures and why they don’t at the
lower ones (Fig. 3)? From now on we will focus on water to
address these questions and explore in particular the effect of
supercooling.
In order to better understand the molecular mechanisms
that control friction temperature dependence, λ can be related
to the autocorrelation of the equilibrium force at the interface








where A is the surface area, kB the Boltzmann’s constant, T the
temperature and F the force applied by the fluid on the wall.
This expression can be decomposed as a product of static
(“STAT”) and dynamical (“DYN”) terms of the form – see ref.
34 and the ESI:†












where S(qk) is the 2D structure factor in the contact layer, eval-
uated at the shortest wave vector of the solid surface qk, ρ(z) is
the fluid number density, fqk (z) is the force corrugation and τρ
is the density relaxation time defined as the integral of the
intermediate scattering function in the contact layer taken
at qk: τρ ¼
Ð
1
0 dtFðqk; tÞ. The contact layer was defined as
the liquid region between the wall and the first non-zero
minimum of the liquid’s density profile. Note that we included
the 1/(kBT ) term of the Green–Kubo integral in the dynamical
part; we will come back to that choice later. Regarding the
static terms in eqn (4), we found that S(qk) remained almost
constant with temperature for both graphene and LJ walls (see
the ESI†). Accordingly, the main static contribution to friction
T dependence comes from the integral in eqn (4). We used for
fqk(z) the analytical expression derived in ref. 93 for LJ walls
and the measurements in ref. 60 for graphene (as detailed in
the ESI†). For both surfaces, the integral remains constant at
low temperatures, and then increases by at most a factor of 2
at higher temperatures. This tendency can be explained by the
spreading of the atoms in the contact layer toward the wall due
to larger thermal fluctuations; indeed, fqk(z) decreases very fast
with z, so that the integral of the static part is dominated by a
small fraction of the atoms in the contact layer that are the
closest to the wall, see the ESI.†
Overall, the temperature behavior of λSTAT is too weak to
explain the exponential decrease of friction for increasing
temperature. It is only left to check the dynamical contribution
from eqn (4), enclosed in τρ. To measure this parameter we
fitted the intermediate scattering function following ref. 94:





considering two characteristic time-scales: at short times with
τβ = τsΓ(1/2)/2 and at long times with τα = τlΓ(1/γ)/γ, where Γ(x)
is the Euler function. τρ is then defined as the integral of eqn
(5), i.e. τρ = (1 − A(q))τβ + A(q)τα. We found that τα and τβ were
similar at high temperature, but while τβ remained constant
with T, τα exponentially increased when lowering T, becoming
the main contribution to τρ in the supercooled regime (see the
ESI†). Overall, τρ data are well described by a VTF law, analo-
gous to friction, showing that the density relaxation is the
main interfacial molecular mechanism that controls friction’s
temperature evolution. With that regard, in previous work on
bulk supercooled liquids,55,57–59,95–97 it is not obvious what
time should the viscosity be related to; usually, only τα is con-
Fig. 3 Temperature dependence of the slip length, b = η/λ, with the
same symbols as Fig. 2. Dash-dotted lines are guide-to-the-eye for a
constant b value. One can see a small temperature variation for the
highest temperatures (indicating that η and λ evolve in similar ways),
while the slip length increases significantly when decreasing the temp-
erature for the lowest Ts, in the supercooled regime.
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sidered, and often an effective τα is defined as the time for
which the self or coherent intermediate scattering function
equals 1/e. For friction however, it is clear in the derivation of
eqn (4) that the total relaxation time τρ should be used,
41 and
indeed, eqn (4) predicted correctly the relative temperature
evolution of λ only when using τρ (see the ESI,† where large
differences between the different relaxation times are
reported). Note that eqn (4) failed to reproduce λ quantitat-
ively; this is reminiscent of similar quantitative discrepancies
reported in previous work using analogous approximations of
the full Green–Kubo expression of λ.39,60 We can compare the
relaxation dynamics in our work with experiments in bulk and
confined supercooled water. For water in contact with gra-
phene and LJ walls as well as for bulk water, we predict a value
of τρ ∼ 3 ps at 240 K, see the ESI.† Experiments in bulk
water53,70 report values between 20 and 30 ps whereas neutron
scattering experiments in silica nanopores report relaxation
times of about 100 ps at similar temperatures,56 indicating
that under confinement the relaxation dynamics can be
slowed down dramatically at interfaces where water dis-
sociation and hydrogen bonding with the surface can occur, as
opposed to atomically smooth surfaces, such as those con-
sidered here.
To then understand the temperature dependence of the slip
length b = η/λ, we will decompose the viscosity into a static and
a dynamical part in the same manner as for the friction coeffi-
cient: η = ηSTAT × ηDYN, with ηDTN = τbulkρ /(2kBT ) – in analogy
with the definition of λDYN, and with ηSTAT = η/ηDYN. The slip










Fig. 4 illustrates the temperature evolution of the three con-
tributions to λ for water on LJ walls and graphene. In this
figure, the lines are obtained from the ratios between VTF fits
of the simulation results for η, λ, τρ and τBρ : specifically, ηSTAT ∝
Tη/τBρ , ηDYN/λDYN = τ
B
ρ /τρ, and λSTAT ∝ Tλ/τρ. One can observe in
Fig. 4 that 1/λSTAT increases when T decreases for both inter-
faces. The temperature variation of 1/λSTAT is slightly larger for
the LJ walls (a factor of ∼2) than for graphene (a factor of
∼1.5). As mentioned above, 1/λSTAT is controlled by S(qk),





2ðzÞ, which increases when the atoms of
the contact layer spread toward the wall under larger thermal
fluctuations. Therefore, the stronger temperature variation of
λSTAT for the LJ walls can be related to the larger extension of
the density profiles toward the wall at high temperatures, see
the ESI† for detail. In bulk, ηSTAT remains constant at high T,
but it increases significantly when water enters its supercooled
regime, for T < 273 K, providing a large contribution – inde-
pendent of the wall type – to the significant increase of b in
the same T region. As a side note, following our choice to
include 1/(kBT ) in ηDYN, the fact that ηSTAT is constant in the
liquid state corresponds to η ∝ τBρ /T; we suggest this correlation
could replace more traditional ones used when studying super-
cooled liquids, η ∝ τα or η ∝ Tτα.
55,57–59,95,96
Finally, to understand the relative increase of b by ∼2 times
for the LJ wall and by ∼5 times for graphene, we looked at the
dynamic ratio ηDYN/λDYN. In Fig. 4(right), one can see that for
LJ walls the interface relaxation time increases more (i.e.
slower dynamics) when decreasing T than the bulk one, com-
pensating the static contribution and resulting in a smaller b
variation. In contrast, for graphene, due to the surface smooth-
ness, there is no contribution from the wall to the slowing
down of the interface dynamics with T when compared to the
bulk dynamics. Therefore, as for the temperature dependence
of λ, we conclude that also with regard to b it is not the
different interfacial structures which contribute to its T evol-
ution but the different dynamics.
Before concluding, we would like to comment on a predic-
tion for the temperature dependence of b introduced by
Bocquet and Barrat,13 who wrote that b should be proportional
to (kBT )
2/λSTAT, in contrast with our results. This formula can
be derived from eqn (4) by relating the density relaxation time
τρ to the collective diffusion coefficient Dqk: τρ = 1/(qk
2Dqk), and
by identifying Dqk with the self-diffusion coefficient D0, itself
related to the viscosity through the Stokes–Einstein relation:
D0 ∝ kBT/η. However, while we found that indeed Dqk ≃ D0 at
room temperature, their temperature evolution is quite
different, especially in the supercooled regime (see the ESI†).
Indeed, both diffusion coefficients arise from processes that
happen at different scales and their relation is non-trivial:
while Dqk is related to collective diffusion in the sense that it
comes from the density Fourier transform integration to all
atoms positions, D0 is referred to the diffusion of one molecule
of σl size.
4 Conclusions
In this work we investigated the temperature evolution of bulk
and interfacial hydrodynamic transport coefficients for water
Fig. 4 Temperature evolution of the static and dynamical contributions
to the slip length b = η/λ of water on graphene and LJ walls, normalized
by the values at 360 K. The lines were obtained from VTF fits of the
simulation results, see text for details.
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and MeOH confined between LJ walls and graphene. For a
given liquid, the temperature evolution of viscosity and friction
were described by the same laws, although with different para-
meters. The temperature evolution of interfacial friction was
weakly affected by the wall type, but changed significantly with
the liquid type. We then compared the temperature evolution
of viscosity η and friction coefficient λ by considering their
ratio, defined as the slip length b = η/λ. We observed, from
higher to lower T, that both transport coefficients evolved simi-
larly in the high temperature region where the liquid is stable,
but that for water, viscosity increased faster than friction in
the supercooled regime, implying a fast growing slip length.
The largest temperature effect on b was observed for water and
graphene walls, where it grew by a factor of 5 from the highest
to the lowest simulated temperature (225 K), reaching a
maximum value of ∼230 nm.
In order to understand the molecular mechanisms that
control friction, we decomposed the friction coefficient λ into
the product of a static contribution λSTAT and a dynamical one
λDYN, in the form of an interface density relaxation time τρ. We
observed a small variation of the static part with T, but the
main contribution to the temperature dependence of friction
came from the dynamical term. Finally, in order to explain the
temperature dependence of the slip length b = η/λ, we also
decomposed the viscosity η into a static term ηSTAT and a dyna-
mical term ηDYN, controlled by the bulk density relaxation
timeτBρ . The slip length could then be decomposed into three
contributions: first, the interfacial static contribution 1/λSTAT;
second, the bulk static contribution, ηSTAT; and third, the
relation between the bulk and interfacial dynamical terms
ηDYN/λDYN = τBρ /τρ. We observed that the viscosity static part,
while it remained constant at high temperature, increased sig-
nificantly in the supercooled regime, representing a major con-
tribution – independent of the wall type – to the slip length
temperature evolution. We could finally relate the different slip
length temperature dependence on LJ walls and graphene to
the difference in interfacial dynamics on these two surfaces.
We suggest that the promising predictions presented here
could help explain the subtle phase and dynamical behaviors
of supercooled confined water,56,68–70,73 and are within reach
of experimental verification, with the recent accurate character-
ization of liquid–solid slip on new 2D materials and their
derivative,22–25 and investigation of supercooled water
dynamics down to very small temperatures, e.g. ∼230 K in
bulk53 and ∼130 K in confinement.98 Moreover, beyond
liquid–solid slip, many other new behaviors could arise in the
promising field of supercooled nanofluidics. In particular, due
to the high slip values obtained at room temperature for
CNT,22 comparable to the ones of the present study for gra-
phene at the lower temperatures, we find as an interesting per-
spective the study of the curvature effect in combination to the
supercooling of the liquid. Additionally, nanopatterned super-
hydrophobic surfaces have shown increased slip compared to
flat surfaces.99 Exploring the effect of supercooling on slip at
superhydrophobic surfaces therefore is another relevant
venue.
Not only superhydrophobic surfaces are associated with
large slippage but also with iceophobicity.74 Thus, examining
the coupling between ice nucleation and slippage at such
interfaces may be a further direction to embark on, which
could be relevant for the development of anti-freezing coat-
ings. Indeed, one of the proposed mechanisms for hindering
ice formation of water droplets on superhydrophobic sur-
faces is to ensure a minimal contact time between the boun-
cing droplet and the surface. It will be interesting to see
whether the increase in water viscosity at low temperature
would promote ice nucleation due to increased contact time
of a bouncing droplet,100 or instead whether the increase in
water slip – as observed here – would actually decrease the
contact time,101 thus hindering ice nucleation. An additional
mechanism at play on anti-icing coatings is that of retar-
dation of ice nucleation due to the presence of air pockets
between the nanoscale patterns which act as insulating
layers,74 while the main reason for the increase in slip length
observed in nanopatterned surfaces at room temperature is
due to the absence of friction at the vapor–liquid interface.99
Therefore, it would be interesting to understand whether the
friction reduction at nanopatterned surfaces also slows ice
nucleation at such interfaces. Further, in this work we found
that the interfacial water dynamics is key to the increase in
water slip under supercooled conditions. Because the micro-
scopic dynamics of bulk water has been reported to influence
homogeneous ice nucleation,102 it is possible that the inter-
facial dynamics may instead have an impact on hetero-
geneous ice nucleation.
Overall we hope the findings obtained here by investigating
water friction as a function of temperature down to the super-
cooled regime will help understanding generally the molecular
mechanisms underlying both interfacial and bulk hydrodyn-
amic transport in this fascinating liquid and motivate experi-
mentalists to find protocols to measure water slippage under
supercooling.
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