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Majorization in de Branges spaces I.
Representability of subspaces
Anton Baranov, Harald Woracek
Abstract
In this series of papers we study subspaces of de Branges spaces of entire
functions which are generated by majorization on subsets D of the closed
upper half-plane. The present, first, part is addressed to the question
which subspaces of a given de Branges space can be represented by means
of majorization. Results depend on the set D where majorization is per-
mitted. Significantly different situations are encountered when D is close
to the real axis or accumulates to i∞.
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1 Introduction
In the paper [dB1] L. de Branges initiated the study of Hilbert spaces of entire
functions, which satisfy specific additional axioms. These spaces can be viewed
as a generalization of the classical Paley–Wiener spaces PWa, which consist of
all entire functions of exponential type at most a whose restriction to the real
line is square-integrable. The theory of de Branges spaces can be viewed as a
generalization of classical Fourier analysis. For example, their structure theory
gives rise to generalizations of the Paley–Wiener Theorem, which identifies PWa
as the Fourier image of all square-integrable functions supported in the interval
[−a, a]. De Branges spaces also appear in many other areas of analysis, like the
theory of Volterra operators and entire operators in the sense of M.G. Kre˘ın, the
shift operator in the Hardy space, V.P. Potapov’s J-theory, the spectral theory
of Schro¨dinger operators, Stieltjes or Hamburger power moment problems, or
prediction theory of Gaussian processes, cf. [GK], [GG], [N1], [GM], [R], [DK].
The present paper is the first part of a series, in which we investigate the
aspect of majorization in de Branges spaces. Such considerations have a long
history in complex analysis, going back to the Beurling–Malliavin Multiplier
Theorem, cf. [BM]. In recent investigations by V. Havin and J. Mashreghi,
results of this kind were proven in the more general setting of shift-coinvariant
subspaces of the Hardy space, cf. [HM1], [HM2]. All these considerations, as
well as our previous work [BW1], deal with majorization along the real line.
Having these concepts in mind, a general notion of majorization in
de Branges spaces evolves:
1.1 Definition. Let H be a de Branges space, and let m : D → [0,∞) where
D ⊆ C+ ∪ R. Set
Rm(H) :=
{
F ∈ H : ∃C > 0 : |F (z)|, |F#(z)| ≤ Cm(z), z ∈ D } ,
and define
Rm(H) := closHRm(H) .
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It turns out that, provided Rm(H) 6= {0} and m satisfies a mild regularity con-
dition, the space Rm(H) is a de Branges subspace of H, i.e. is itself a de Branges
space when endowed with the inner product inherited from H.
The following questions related to this concept come up naturally.
* Which de Branges subspaces L of a given de Branges space H can be realized
as L = Rm(H) with some majorant m ?
* If L is of the form Rm(H) with some m, how big or how small can m be
chosen such that still L = Rm(H) ?
Let us point out the two aspects of the second question. If L = Rm(H),
we have available a dense linear subspace of L which consists of functions with
limited growth on the domain D of m, namely Rm(H). This knowledge becomes
stronger, the smaller m is. On the other hand, the equality L = Rm(H) also
says that an element of H already belongs to L if it is majorized by m. This
knowledge becomes stronger, the bigger m is.
Answers to these questions will, of course, depend on the set D where ma-
jorization is permitted. Up to now, only majorization along R has been consid-
ered. For this case, the first question has been answered completely in [BW1].
The ”how small”–part of the second question is related to the deep investigations
in [HM1], [HM2].
In this paper we give some answers to the first question, and to the ”how
big”–part of the second question. As domains D of majorization we consider,
among others, rays contained in the closed upper half-plane, lines parallel to
the real axis contained in the closed upper half-plane, or combinations of such
types of sets. For example, it turns out that each de Branges subspace L of
any given de Branges space H can be realized as Rm(H), when majorization is
allowed on R ∪ i[0,∞). Even more, one can choose for m a majorant which is
naturally associated to L, does not depend on the external space H, is quite
big, and actually gives L = Rm(H). It is an interesting and, on first sight,
maybe surprising consequence of de Branges’ theory, that the main strength of
majorization is contributed by boundedness along the imaginary half-line, and
not along R. In fact, if we permit majorization only on some ray i[h,∞) where
h > 0, then all de Branges subspaces subject to an obvious necessary condition
can be realized in the way stated above. Similar phenomena, where growth
restrictions on the imaginary half-axis imply a certain behaviour along the real
line, have already been experienced in the classical theory, see e.g. [B1, Theorem
2] or [dB2, Theorem 26].
Let us close this introduction with an outline of the organization of this
paper. In order to make the presentation as self-contained as possible, we start
in Section 2 with recalling some basic definitions and collecting some results
which are essential for what follows, among them, the definition of de Branges
spaces of entire functions, their relation to entire functions of Hermite–Biehler
class, and the structure of de Branges subspaces. In Section 3, we make precise
under which conditions onm the spaceRm(H) becomes a de Branges subspace of
H, and discuss some examples of majorants. Sections 4 and 5 contain the main
results of this paper. First we deal with representation of de Branges subspaces
by majorization along rays not parallel to the real axis. Then we turn to spaces
Rm(H) obtained when majorization is required on a set close to the real axis, for
example a line parallel to R. The paper closes with two appendices. In the first
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appendix we prove an auxiliary result on model subspaces generated by inner
functions, which is employed in Section 5. We decided to move this theorem
out of the main text, since it is interesting on its own right and independent of
the presentation concerning de Branges spaces. In the second appendix, we are
summing up the representation theorems for de Branges subspaces obtained in
Sections 4 and 5 in tabularic form.
Acknowledgements. We would like to thank Alexei Poltoratski who suggested
the use of weak type estimates for the proof of Theorem A.1. The first author
was partially supported by the grants MK-5027.2008.1 and NSH-2409.2008.1.
2 Preliminaries
I. Mean type and zero divisors
We will use the standard theory of Hardy spaces in the half-plane as presented
e.g. in [G] or [RR]. In this place, let us only recall the following notations. We
denote by
(i) N = N (C+) the set of all functions of bounded type, that is, of all functions
f analytic in C+, which can be represented as a quotient f = g−1h of two
bounded and analytic functions g and h.
(ii) N+ = N+(C+) the Smirnov class, that is, the set of all functions f analytic
in C+, which can be represented as f = g−1h with two bounded and
analytic functions g and h where in addition g is outer.
(iii) H2 = H2(C+) the Hardy space, that is, the set of all functions f analytic
in C+ which satisfy
sup
y>0
∫
R
|f(x+ iy)|2 dx <∞ .
If f ∈ N , the mean type of f is defined by the formula
mt f := lim sup
y→+∞
1
y
log |f(iy)| .
Then mt f ∈ R, and the radial growth of f is determined by the number mt f
in the following sense: For every a ∈ R and 0 < α < β < π, there exists an open
set ∆a,α,β ⊆ (0,∞) with finite logarithmic length, such that
lim
r→∞
r 6∈∆a,α,β
1
r
log
∣∣f(a+ reiθ)∣∣ = mt f · sin θ , (2.1)
uniformly for θ ∈ [α, β]. If, for some ǫ > 0, the angle [α − ǫ, β + ǫ] does not
contain any zeros of f(a+ z), then one can choose ∆a,α,β = ∅.
Here we understand by the logarithmic length of a subsetM of R+ the value
of the integral
∫
M x
−1 dx. When speaking about logarithmic length of a set M ,
we always include that M should be measurable.
2.1 Definition. Let m : D → C be a function defined on some subset D of the
complex plane.
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(i) By analogy with (2.1) we define the mean type of m as
mtHm := inf
{ 1
sin θ
lim sup
r→∞
r∈M
1
r
log |m(a+ reiθ)|
}
∈ [−∞,+∞] ,
where the infimum is taken over those values a ∈ R, θ ∈ (0, π), and those
setsM ⊆ R+ of infinite logarithmic length, for which {a+reiθ : r ∈M} ⊆
D. Thereby we understand the infimum of the empty set as +∞.
(ii) We associate to m its zero divisor dm : C → N0 ∪ {∞}. If w ∈ C, then
dm(w) is defined as the infimum of all numbers n ∈ N0, such that there
exists a neighbourhood U of w with the property
inf
z∈U∩D
|z−w|n 6=0
|m(z)|
|z − w|n > 0 .
Note that in general mtm may take the values ±∞. However, the above defini-
tion ensures that mtm coincides with the classical notion in case m ∈ N .
A similar remark applies to dm. If D is open, and m is analytic, then dm|D is
just the usual zero divisor of m, i.e. dm(w) is the multiplicity of the point w as
a zero of m whenever w ∈ D. Moreover, note that the definition of dm is made
in such a way that dm(w) = 0 whenever w 6∈ D.
II. Axiomatics of de Branges spaces of entire functions
Our standard reference concerning the theory of de Branges spaces of entire
functions is [dB2]. In this and the following two subsections we will recall some
basic facts about de Branges spaces. Our aim is not only to set up the necessary
notation, but also to put emphasis on those results which are significant in the
context of the present paper.
We start with the axiomatic definition of a de Branges space.
2.2 Definition. A de Branges space is a Hilbert space 〈H, (·, ·)〉, H 6= {0}, with
the following properties:
(dB1) The elements of H are entire functions, and for each w ∈ C the point
evaluation F 7→ F (w) is a continuous linear functional on H.
(dB2) If F ∈ H, also F#(z) := F (z¯) belongs to H and ‖F#‖ = ‖F‖.
(dB3) If w ∈ C \ R and F ∈ H, F (w) = 0, then
z − w¯
z − wF (z) ∈ H and
∥∥∥z − w¯
z − wF (z)
∥∥∥ = ∥∥F∥∥ .
By (dB1) a de Branges space H is a reproducing kernel Hilbert space. We
will denote the kernel corresponding to w ∈ C by K(w, ·) or, if it is necessary
to be more specific, by KH(w, ·). A particular role is played by the norm of
reproducing kernel functions. We will denote
∇H(z) := ‖K(z, ·)‖H, z ∈ C .
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This norm can be computed e.g. as
∇H(z) = sup
{|F (z)| : ‖F‖H = 1} = (K(z, z))1/2 .
Let us explicitly point out that every element of H is majorized by ∇H: By the
Schwarz inequality we have
|F (z)| ≤ ‖F‖∇H(z), z ∈ C, F ∈ H . (2.2)
2.3 Remark. Let H be a de Branges space. For a subset L ⊆ H we define
dL : C→ N0 as
dL(w) := min
F∈L
dF (w) .
Due to the axiom (dB3), we have dH(w) = 0, w ∈ C \ R. In fact, if F ∈ H and
w is a nonreal zero of F , then (z − w)−1F (z) ∈ H. This need not be true for
real points w. However, one can show that, if w ∈ R and dF (w) > dH(w), then
(z − w)−1F (z) ∈ H.
2.4 Remark. Let H be a de Branges space, and let m : D → C be a function
defined on some subset D of the complex plane. We define the mean type of m
relative to H by
mtHm := mt
m
∇H .
If L is a subset of H, the mean type of L relative to H is
mtH L := sup
F∈L
mtH F .
Note that, by (2.2), we have mtH L ≤ 0.
For each α ≤ 0 the set {F ∈ H : mtH F ≤ α} is closed, cf. [KW]. This
implies that always mtH closH L = mtH L.
2.5 Remark. For a de Branges space H let SH denote the operator of multipli-
cation by the independent variable. That is,
(SHF )(z) := zF (z), domSH :=
{
F ∈ H : zF (z) ∈ H} .
The relationship between de Branges spaces and entire operators in the sense
of M.G. Kre˘ın is based on the fact that SH is a closed symmetric operator with
defect index (1, 1) for which every complex number is a point of regular type.
2.6 Remark. Taking up the operator theoretic viewpoint, the role played by
functions associated to H can be explained neatly. For a de Branges space H,
the set of functions associated to H can be defined as
AssocH := {G1(z) + zG2(z) : G1, G2 ∈ H} .
Clearly, AssocH is a linear space which contains H.
The space AssocH can be used to describe the extensions of SH by means
of difference quotients. We have
F ∈ AssocH ⇐⇒ ∀G ∈ H, w ∈ C : F (z)G(w) − F (w)G(z)
z − w ∈ H.
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Moreover, for each F ∈ AssocH and w ∈ C, F (w) 6= 0, the difference quotient
operator
ρF,w : G 7→
G(z)− G(w)F (w)F (z)
z − w
is a bounded linear operator of H into itself, actually, the resolvent of some
extension of SH. Let us note that, if F is not only associated to H but belongs
to H, we have ρF,wH = domSH, F (w) 6= 0.
III. De Branges spaces and Hermite–Biehler functions
It is a basic fact that a de Branges space H is completely determined by a single
entire function.
2.7 Definition. We say that an entire function E belongs to the Hermite–
Biehler class HB, if
|E#(z)| < |E(z)|, z ∈ C+ .
If E ∈ HB, define
H(E) :=
{
F entire :
F
E
,
F#
E
∈ H2(C+)
}
,
and
(F,G)E :=
∫
R
F (t)G(t)
|E(t)|2 dt, F ∈ H(E) .
Instead of E−1F,E−1F# ∈ H2 one could, equivalently, require that E−1F
and E−1F# are of bounded type and nonpositive mean type in the upper half-
plane, and that
∫
R
|E−1(t)F (t)|2 dt <∞. This is, in fact, the original definition
in [dB1].
The relation between de Branges spaces and Hermite-Biehler functions is
established by the following fact:
2.8. De Branges spaces via HB: For every function E ∈ HB, the space
〈H(E), (·, ·)E〉 is a de Branges space, and conversely every de Branges space
can be obtained in this way.
The function E ∈ HB which realizes a given de Branges space 〈H, (·, ·)〉 as
〈H(E), (·, ·)E〉 is not unique. However, if E1, E2 ∈ HB and 〈H(E1), (·, ·)E1〉 =
〈H(E2), (·, ·)E2〉, then there exists a constant 2 × 2-matrix M with real entries
and determinant 1, such that
(A2, B2) = (A1, B1)M .
Here, and later on, we use the generic decomposition of a function E ∈ HB as
E = A− iB with
A :=
E + E#
2
, B := i
E − E#
2
. (2.3)
For each two function E1, E2 ∈ HB with 〈H(E1), (·, ·)E1〉 = 〈H(E2), (·, ·)E2〉,
there exist constants c, C > 0 such that
c|E1(z)| ≤ |E2(z)| ≤ C|E1(z)|, z ∈ C+ ∪ R .
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The notion of a phase function is important in the theory of de Branges spaces.
For E ∈ HB, a phase function of E is a continuous, increasing function ϕE :
R → R with E(t) exp(iϕE(t)) ∈ R, t ∈ R. A phase function ϕE is by this
requirement defined uniquely up to an additive constant which belongs to πZ.
Its derivative is continuous, positive, and can be computed as
ϕ′(t) = π
K(t, t)
|E(t)|2 = a+
∑
n
| Im zn|
|t− zn|2 , (2.4)
where zn are zeros of E listed according to their multiplicities, and a :=
−mt(E−1E#).
2.9 Remark. Let 〈H, (·, ·)〉 be a de Branges space, and let E ∈ HB be such that
〈H, (·, ·)〉 = 〈H(E), (·, ·)E〉. Then all information about H can, theoretically, be
extracted from E. In general this is a difficult task, however, for some items it
can be done explicitly. For example:
(i) The reproducing kernel K(w, ·) of H is given as
K(w, z) =
E(z)E#(w¯)− E(w¯)E#(z)
2πi(w¯ − z) .
In particular, this implies that E ∈ AssocH.
(ii) We have dH = dE . This equality even holds if we only assume that
H = H(E) as sets, i.e., without assuming equality of norms.
(iii) The function ∇H is given as
∇H(z) =


(
|E(z)|2−|E(z)|2
4π Im z
)1/2
, z ∈ C \ R,
π−1/2|E(z)|(ϕ′E(z))1/2, z ∈ R.
(2.5)
In particular, we have d∇H = dH.
(iv) We have
mtH F = mt
F
E
, F ∈ H .
This follows from the estimates (with w0 ∈ C+ fixed)
|E(w0)|(1 − |E(w0)E(w0) |)
2π∇H(w0)
1
|z − w0| ≤
∇H(z)
|E(z)| ≤
1
2
√
π
1√
Im z
, z ∈ C+ , (2.6)
which are deduced from the inequality |K(w0, z)| =
∣∣(K(w0, ·),K(z, ·))∣∣ ≤
∇H(w0)∇H(z) and (2.5).
IV. Structure of dB-subspaces
The, probably, most important notion in the theory of de Branges spaces is the
one of de Branges subspaces.
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2.10 Definition. A subset L of a de Branges space H is called a dB-subspace
of H, if it is itself, with the norm inherited from H, a de Branges space.
We will denote the set of all dB-subspaces of a given space H by SubH. If
d : C→ N0, we set
SubdH :=
{L ∈ SubH : dL = d} .
Since dB-subspaces with dL = dH appear quite frequently, we introduce the
shorthand notation Sub∗H := SubdH H.
It is apparent from the axioms (dB1)–(dB3) of Definition 2.2 that a subset
L of H is a dB-subspace if and only if the following three conditions hold:
(i) L is a closed linear subspace of H;
(ii) If F ∈ L, then also F# ∈ L;
(iii) If F ∈ L and z0 ∈ C \ R is such that F (z0) = 0, then F (z)z−z0 ∈ L.
2.11 Example. Some examples of dB-subspaces can be obtained by imposing
conditions on real zeros or on mean type.
If d : C → N0, supp d ⊆ R, is a function such that dF0 ≥ d for some
F0 ∈ H \ {0}, then
Hd :=
{
F ∈ H : dF ≥ d
} ∈ SubH .
We have dHd = max{d, dH}.
If α ≤ 0 is such that mtH F0,mtH F#0 ≤ α for some F0 ∈ H \ {0}, then
H(α) :=
{
F ∈ H : mtH F, mtH F# ≤ α
} ∈ Sub∗H ,
and we have mtHH(α) = α.
Those dB-subspaces which are defined by mean type conditions will in gen-
eral not exhaust all of Sub∗H. However, sometimes, this also might be the case.
Trivially, the set SubH, and hence also each of the sets SubdH, is partially
ordered with respect to set-theoretic inclusion. One of the most fundamental
and deep results in the theory of de Branges spaces is the Ordering Theorem
for subspaces of H, cf. [dB2, Theorem 35] where even a somewhat more general
version is proved.
2.12.De Branges’ Ordering Theorem: Let H be a de Branges space and let
d : C→ N0. Then SubdH is totally ordered.
The chains SubdH have the following continuity property: For a dB-
subspace L of H, set
L˘ :=
⋂{K ∈ SubdL H : K ) L}, if L 6= H , (2.7)
L˜ := closH
⋃{K ∈ SubdL H : K ( L}, if dimL > 1 .
Then
dim
(L˘/L) ≤ 1 and dim (L/L˜) ≤ 1 .
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2.13 Example. Let us explicitly mention two examples of de Branges spaces,
which show in some sense extreme behaviour.
(i) Consider the Paley–Wiener space PWa where a > 0. This space is a
de Branges space. It can be obtained as H(E) with E(z) = e−iaz . The
chain Sub∗(PWa) is equal to
Sub∗ PWa =
{PWb : 0 < b ≤ a} .
Apparently, we have PWb = (PWa)(b−a), and hence in this example all
dB-subspaces are obtained by mean type restrictions.
(ii) In the study of the indeterminate Hamburger moment problem de Branges
spaces occur which contain the set of all polynomials C[z] as a dense linear
subspace, see e.g. [B2], [BS], [DK, §5.9]
If H is such that H = closH C[z], then the chain Sub∗H has order type N.
In fact,
Sub∗H = {C[z]n : n ∈ N0} ∪ {H} ,
where C[z]n denotes the set of all polynomials whose degree is at most n.
Examples of de Branges spaces H for which the chain Sub∗H has all different
kinds of order types can be constructed using canonical systems of differential
equations, see e.g. [dB2, Theorems 37,38], [GK], or [HSW].
With help of the estimates (2.6), it is easy to see that
mt
KH(w, ·)
∇H(z) = 0 .
This implies that for any dB-subspace L of H the supremum in the definition of
mtH L is attained (e.g. on the reproducing kernel functionsKL(w, ·)). Moreover,
we obtain mtH L = mtH∇L.
Also the fact whether a given de Branges space L is contained in H as
a dB-subspace can be characterized via generating Hermite–Biehler functions.
Choose E,E1 ∈ HB with H = H(E) and L = H(E1). Then L ∈ Sub∗H if and
only if there exists a 2× 2-matrix function W (z) = (wij(z))i,j=1,2 such that the
following four conditions hold:
(i) The entries wij of W are entire functions, satisify w
#
ij = wij , and
detW (z) = 1.
(ii) The kernel
KW (w, z) :=
W (z)JW (w)∗ − J
z − w , J :=
(
0 −1
1 0
)
,
is positive semidefinite.
(iii) Write E = A− iB and E1 = A1 − iB1 according to (2.3). Then
(A,B) = (A1, B1)W .
(iv) Denote byK(W ) the reproducing kernel Hilbert space of 2-vector functions
generated by the kernel KW (w, z). Then there exists no constant function(
u
v
) ∈ K(W ) with uA1 + vB1 ∈ H(E1).
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Assuming that L ∈ Sub∗H, the orthogonal complement of L in H can be
described via the above matrix function W . In fact, the map
(
f+
f−
) 7→ f+A1 +
f−B1 is an isometric isomorphism of K(W ) onto H⊖L.
Let us remark in this context that a function uA+ vB can also be written
in the form λ · (eiψE + e−iψE#) and vice versa. A detailed discussion of the
situation when such functions belong to H(E) and a criterion in terms of the
zeros of E can be found e.g. in [B1].
Let us discuss in a bit more detail the particular situation that L ∈ Sub∗H
and dim(H/L) = 1, cf. [dB2, Theorem 29, Problem 87]. In this case L =
closH(domSH). Choose E,E1 ∈ HB with H = H(E) and L = H(E1). Then
the matrix W introduced in the above item is a linear polynomial of the form
W (z) =
(
1− lz cosφ sinφ lz cos2 φ
−lz sin2 φ 1 + lz cosφ sinφ
)
·M ,
where φ ∈ R, l > 0, and M is a constant 2 × 2-matrix with real entries and
determinant 1. The space K(W ) is spanned by the constant function (cosφsinφ).
We see that
H⊖L = span
{
(A1, B1)
(
cosφ
sinφ
)}
= span
{
(A,B)M−1
(
cosφ
sinφ
)}
.
3 Admissible majorants in de Branges spaces
In what follows we will work with functions m which are defined on subsets
of the closed upper half-plane and take nonnegative real values. To simplify
notation we will often drop explicit notation of the domain of definition of the
function m.
If m1,m2 : D → [0,∞), we write m1 . m2 if there exists a positive constant
C, such that m1(z) ≤ Cm2(z), z ∈ D. Moreover, m1 ≍ m2 stands for ”m1 . m2
and m2 . m1”. Using this notation, we can write
Rm(H) =
{
F ∈ H : |F (z)|, |F#(z)| . m(z), z ∈ D } ,
compare with Definition 1.1. Our first aim is to show that Rm(H) will become
a de Branges subspace of H, whenever Rm(H) 6= {0}, and m satisfies an obvious
regularity condition.
3.1 Theorem. Let H be a de Branges space, and let m : D → [0,∞) be a
function with D ⊆ C+∪R. Then Rm(H) ∈ SubH if and only if m satisfies
(Adm1) supp dm ⊆ R;
(Adm2) Rm(H) contains a nonzero element.
In this case we have
dRm(H) = max{dm, dH} and mtHRm(H) ≤ mtHm . (3.1)
Necessity of the conditions (Adm1) and (Adm2) is easy to see. In the proof of
sufficiency we will employ the following elementary lemma.
3.2 Lemma. Let H be a de Branges space and let L be a nonzero linear subspace
of H such that:
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(i) if F ∈ L, then also F# ∈ L;
(ii) if F ∈ L and z0 ∈ C \ R with F (z0) = 0, then also F (z)z−z0 ∈ L.
Then closH L ∈ SubH.
Proof. The mapping F 7→ F# is continuous on H. We have L# ⊆ L, and hence
(closH L)# ⊆ closH(L#) ⊆ closH L.
Let F ∈ closH L, z0 ∈ C\R with F (z0) = 0, be given. We have to show that
z − z0
z − z0F (z) ∈ closH L ,
or, equivalently, that F (z)z−z0 ∈ closH L. Choose an element F0 ∈ L with F0(z0) =
1. Such a choice is possible by (ii). The mapping ρF0,z0 : F 7→ F (z)−F (z0)F0(z)z−z0
is continuous. Moreover, by (ii), we have ρF0,z0L ⊆ L. Thus
ρF0,z0
(
closH L
) ⊆ closH(ρF0,z0L) ⊆ closH L .
In particular, if F ∈ closH L and F (z0) = 0, then F (z)z−z0 ∈ closH L.
Together, we conclude that closH L ∈ SubH. ❑
Proof (of Theorem 3.1). Assume first that Rm(H) ∈ SubH. Then, clearly,
Rm(H) 6= {0}, i.e. (Adm2) holds. Let w ∈ C, and choose F ∈ Rm(H) with
dF (w) = dRm(H)(w). By analyticity, we have for some disk U centred at w,
inf
z∈U
∣∣∣ F (z)
(z − w)dF (w)
∣∣∣ > 0 .
Since |F (z)| . m(z), z ∈ U ∩D, we obtain that dm(w) ≤ dF (w) = dRm(H)(w).
It follows that dm takes only finite values and that supp dm is a discrete subset
of R. In particular (Adm1) holds. Moreover, we see that
dRm(H) ≥ max{dm, dH} .
For the converse assume that m satisfies the conditions (Adm1) and (Adm2).
We will apply Lemma 3.2 with L := Rm(H). The hypothesis (i) of Lemma 3.2
is satisfied by the definition of Rm(H). Let F ∈ Rm(H), w ∈ C, and assume
that dF (w) > max{dm(w), dH(w)}. Then F (z)z−w ∈ H. Let U be a compact
neighbourhood of w such that
inf
z∈U∩D
|z−w|dm(w) 6=0
m(z)
|z − w|dm(w) > 0 .
For z 6∈ U , we have |z − w| & 1, and hence |z − w|−1|F (z)| . |F (z)| . m(z),
z ∈ D \ U . The function (z − w)−dm(w)−1F (z) is analytic, and hence bounded,
on U . It follows that∣∣∣ F (z)
(z − w)dm(w)+1
∣∣∣ . m(z)|z − w|dm(w) , z ∈
{
(D ∩ U) \ {w}, dm(w) > 0,
D ∩ U, dm(w) = 0,
and hence ∣∣∣ F (z)
z − w
∣∣∣ . m(z), z ∈ U ∩D .
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The same argument will show that
∣∣(F (z)z−w )#∣∣ . m(z), z ∈ D, and hence F (z)z−w ∈
Rm(H). Since, by (Adm1), dm(w) = dH(w) = 0 for w ∈ C\R, we conclude that
Rm(H) satisfies the hypothesis (ii) of Lemma 3.2. Moreover,
min
F∈Rm(H)\{0}
dF (w) ≤ max{dm(w), dH(w)} .
Hence Rm(H) ∈ Sub(H), and dRm(H) ≤ max{dm, dH}. We have proved the
asserted equivalence and equality of divisors in (3.1).
Let F ∈ Rm(H). Then |F (z)| . m(z), z ∈ D, and hence mtH F ≤ mtHm.
This proves the assertion concerning mean types. ❑
Theorem 3.1 justifies the following definition.
3.3 Definition. Let H be a de Branges space. A function m : D → [0,∞)
where D ⊆ C+ ∪ R, is called an admissible majorant for H if it satisfies the
conditions (Adm1) and (Adm2) of Theorem 3.1.
The set of all admissible majorants is denoted by AdmH. For the set of
all those admissible majorants which are defined on a fixed set D, we write
AdmDH.
3.4 Remark.
(i) We allow majorization on a subset of the closed upper half-plane. Of
course, the same definitions could be made for majorants m defined on
just any subset of the complex plane. However, due to the symmetry with
respect to the real line which is included into the definition of Rm, this
would not be a gain in generality.
(ii) Majorants defined on bounded sets give only trivial results: If D ⊆ C+∪R
is bounded and m ∈ AdmDH, then Rm(H) = Rm(H) = Hdm . In view
of this fact, we shall once and for all exclude bounded sets D from our
considerations.
3.5 Remark. As we have already noted after the definition of dm, we have
dm(w) = 0 whenever w 6∈ D. The first formula in (3.1) hence gives
dRm(H)(x) = dH(x), x ∈ R \D .
It is worth to notice that this statement can also be read in a slightly different
way: Assume that L ∈ SubH is represented as L = Rm(H) with some m ∈
AdmDH. Then dL|R\D = dH.
Assume that w ∈ R \D and set
d(z) =
{
0, z 6= w,
dH(w) + 1, z = w.
Unless dimH = 1, the subspace Hd will be a dB-subspace of H. It follows from
the above notice that no subspace L ∈ SubH with L ⊆ Hd can be realized as
Rm(H) with some m ∈ AdmDH.
Let us provide some standard examples of admissible majorants. We will
mostly work with these majorants.
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3.6 Example. An obvious, but surprisingly important, example of admissible
majorants is provided by the functions ∇L|C+∪R, L ∈ SubH. Since always
L ⊆ R∇L|C+∪R(H), (Adm2) is satisfied. Also, it follows that d∇L ≤ dL and this
yields (Adm1). Thus ∇L|C+∪R ∈ AdmH.
The function ∇L is actually for several reasons a distinguished admissible
majorant. This will be discussed in more detail later (see, also, the forthcoming
paper [BW2]).
3.7 Example. Other examples of admissible majorants can be constructed from
functions associated to the space H. Let S ∈ AssocH, and assume that S does
not vanish identically and does not satisfy dS(z) = dH(z), z ∈ C. Moreover, let
D ⊆ C+ ∪ R be such that mS(z) 6= 0 for all z ∈ D \ R. Define
mS(z) :=
max{|S(z)|, |S#(z)|}
|z + i| , z ∈ C
+ ∪ R ,
then mS |D ∈ AdmH. In fact, we have
dmS|D (w) =
{
dS(w), w ∈ R ∩D,
0, otherwise,
and, if z0 ∈ C is such that dS(z0) > dH(z0), then the function S(z)z−z0 belongs to
Rm(H).
Provided D containes a part of some ray in C+ with positive logarithmic
density, we have
mtHRmS |D(H) = mtHmS|D = max{mtH S,mtH S#} .
3.8 Example. Let H(E) be a de Branges space, and let L ∈ SubH(E). Choose
E1 ∈ HB with L = H(E1). Then E1(z) ∈ AssocH(E) and the conditions
required in Example 3.7 are fullfilled for E1. Since each kernel function KL(w, ·)
of the space L belongs to RmE1 (H), we always have L ⊆ RmE1 |C+ (H).
Note that the space RmE1 (H) does not depend on the particular choice of
E1 with L = H(E1). In fact, if E1 and E2 both generate the space L, then we
will have |E1(z)| ≍ |E2(z)| throughout C+ ∪R, and hence also mE1 ≍ mE2 .
Let us state explicitly how the majorants mE1 and ∇L are related among
each other and with the space L. By (2.6) we have mE1 . ∇L. Moreover,
RmE1 (H)⊆ ⊆
L R∇L(H)⊆ ⊆
R∇L(H)
4 Majorization on rays which accumulate to i∞
In this section we consider subspaces which are generated by majorization along
rays being not parallel to the real axis. The following two statements are our
main results in this respect.
4.1 Theorem. Consider D := i[h,∞) where h > 0. Let H be a de Branges
space, and let L ∈ Sub∗H. Then L = R∇L|D(H).
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4.2 Theorem. Consider D := eiπβ [h,∞) where h > 0 and β ∈ (0, 12 ). Let H be
a de Branges space, assume that each element of H is of zero type with respect
to the order ρ := (2− 2β)−1, and let L ∈ Sub∗H. Then L = R∇L|D (H).
4.3 Remark.
(i) In both theorems we have D∩R = ∅. Hence, the requirement L ∈ Sub∗H
is necessary in order that L can be represented in the form Rm(H) with
some m ∈ AdmDH, cf. Remark 3.5.
(ii) With the completely similar proof, the analogue of Theorem 4.2 for rays
D contained in the second quadrant holds true.
In any case L ⊆ R∇L|D (H). Hence, in order to establish the asserted equality
L = R∇L|D (H) in either Theorem 4.1 or Theorem 4.2, it is sufficient to show
that R∇L|D (H) ⊆ L. For the proof of this fact, we will employ the same method
as used in the proof of [dB2, Theorem 26]. Let us recall the crucial construction:
Let F ∈ AssocH and H ∈ H⊖L be given. If G ∈ AssocL, we may consider
the function
ΦF,H(w) :=
(F (z)− F (w)G(w)G(z)
z − w ,H(z)
)
H
. (4.1)
In the proof of [dB2, Theorem 26] it was shown that this function does not
depend on the particular choice ofG ∈ AssocL, is entire, and of zero exponential
type.
First we treat a particular situation.
4.4 Lemma. Consider D := eiπβ [h,∞) where h > 0 and β ∈ (0, 12 ]. Let H
be a de Branges space, let L ∈ Sub∗H, and assume that dimH/L = 1. Then
L = R∇L|D(H).
Proof. Let E,E1 ∈ HB be such that H = H(E) and L = H(E1). Assume for
definiteness that the choice of E and E1 is made such that A :=
1
2 (E+E
#) ∈ H
and A1 :=
1
2 (E1 + E
#
1 ) = A. Then we have H = L ⊕ span{A1}.
Since L ⊆ R∇L|D (H), the assertion R∇L|D(H) = L is equivalent to A1 6∈
R∇L|D(H). Assume on the contrary that |A1(z)| . ∇L(z), z ∈ D. We have
∇2L(z) =
|E1(z)|2 − |E#1 (z)|2
4π Im z
=
|E1(z)|+ |E#1 (z)|
4π
|E1(z)| − |E#1 (z)|
Im z
≤ |E1(z)|
2π
|E1(z) + E#1 (z)|
Im z
=
|E1(z)| · |A1(z)|
π Im z
, z ∈ C+ .
It follows that |A1(z)| . |E1(z)|Im z , z ∈ D, and hence
1 .
1
Im z
∣∣∣E1(z)
A1(z)
∣∣∣ = 1
Im z
∣∣∣1− iB1(z)
A1(z)
∣∣∣, z ∈ D .
Since A1 6∈ L, we know from the proof of [dB2, Theorem 22] that
lim
|z|→∞
z∈D
1
Im z
B1(z)
A1(z)
= 0 ,
and have obtained a contradiction. ❑
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The general case will be reduced to this special case with the help of the
next lemma. Recall the notation (2.7):
L˘ :=
⋂{K ∈ SubdL H : K ) L} .
4.5 Lemma. Let H be a de Branges space, and let L ∈ Sub∗H, L 6= H. Then
L˘ = H ∩AssocL .
Proof. Set M := H ∩ AssocL. First we show that M ∈ Sub∗H. Since both H
and AssocL are invariant with respect to F 7→ F# and with respect to division
by Blaschke factors, alsoM has this property. The crucial point is to show that
M is closed inH. To this end, let (Fn)n∈N be a sequence of elements ofM which
converges to some element F ∈ H in the norm of H. Choose G0 ∈ L \ {0} and
w ∈ C+, G0(w) 6= 0. Since the difference quotient operator ρG0,w is continuous,
we have ρG0,w(Fn) → ρG0,w(F ) in the norm of H. However, Fn ∈ AssocL
and G0 ∈ L, and therefore ρG0,w(Fn) ∈ L. Since L is closed in H, we obtain
ρG0,w(F ) ∈ L. The relation
F (z) = (z − w)ρG0,w(F )(z) +
F (w)
G0(w)
G0(z)
gives F ∈ AssocL. We conclude that M ∈ SubH. The fact that L ⊆M yields
in particular that M ∈ Sub∗H.
Since we choseG0 ∈ L and L ⊆M, we have domSM = ρG0,w(M). However,
sinceM⊆ AssocL, ρG0,w mapsM into L and it follows that domSM ⊆ L. By
[dB2, Theorem 29], dim(M/ clos domSM) ≤ 1 and hence dim(M/L) ≤ 1.
In case L˘ = L, this implies thatM = L, and hence also the asserted equality
L˘ = M holds true. Assume that L˘ ) L. Then there exist E1, E˘ ∈ HB and a
number l > 0, such that
L = H(E1), L˘ = H(E˘), (A˘, B˘) = (A1, B1)
(
1 lz
0 1
)
.
Moreover, with these choices, we have L˘ = L ⊕ span{A1}. Since certainly
A1 ∈ AssocL, we conclude that M ) L. It follows that also in this case
M = L˘. ❑
Proof (of Theorem 4.1). Fix E,E1 ∈ HB such that H = H(E) and L = H(E1).
Let F ∈ R∇L|D (H) and H ∈ H ⊖ L be given, and consider the function ΦF,H
defined in (4.1).
The basic estimate for our argument is obtained by writing out the inner
product in the definition of ΦF,H as an L
2-integral, and applying the Schwarz
inequality in L2(R): For G ∈ AssocL and w ∈ C \ R with G(w) 6= 0 we have
|ΦF,H(w)| =
∣∣∣ ∫
R
F (t)− F (w)G(w)G(t)
t− w H(t) ·
dt
|E(t)|2
∣∣∣
≤
(∫
R
∣∣∣F (t)
E(t)
∣∣∣2 dt|t− w|2
) 1
2 ‖H‖H +
∣∣∣F (w)
G(w)
∣∣∣( ∫
R
∣∣∣G(t)
E(t)
∣∣∣2 dt|t− w|2
) 1
2 ‖H‖H .
(4.2)
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Note that the integrals on the right side of this inequality converge, since F ∈ H
and G ∈ AssocL ⊆ AssocH.
Step 1: ΦF,H vanishes identically. Let us use the estimate (4.2) with G :=
E1 and w := iy, y ≥ h. From (2.6) and F ∈ R∇L|D(H), we obtain
limy→∞ |E−11 (iy)F (iy)| = 0. By the Bounded Convergence Theorem both inte-
grals in (4.2) tend to 0 if y →∞. In total,
lim
y→∞ |ΦF,H(iy)| = 0 .
Similar reasoning applies with G := E#1 and w := −iy, y ≥ h, in (4.2). It follows
that also limy→−∞ |ΦF,H(iy)| = 0. Since ΦF,H is of zero exponential type, we
may apply the Phragme´n–Lindelo¨f Principle in the left and right half-planes
separately, and conclude that the function ΦF,H vanishes identically.
Step 2: End of proof. Since F ∈ R∇L|D(H) and H ∈ H ⊖ L were arbitrary, we
conclude that
F (z)− F (w)G(w)G(z)
z − w ∈ L, F ∈ R∇L|D (H), G ∈ AssocL .
This just says that R∇L|D (H) ⊆ AssocL, and Lemma 4.5 gives R∇L|D(H) ⊆ L˘.
If L = L˘, we are already done. Otherwise, applying Lemma 4.4 with the
spaces L˘ and L ∈ Sub∗ L˘, and using the already established fact R∇L|D (H) ⊆ L˘,
gives
R∇L|D (H) ⊆ R∇L|D (L˘) = L .
❑
Proof (of Theorem 4.2). Again fix E,E1 ∈ HB such that H = H(E) and L =
H(E1). Let F ∈ R∇L|D(H) and H ∈ H⊖L be given, and consider the function
ΦF,H .
Step 1: ΦF,H is of order ρ and zero type. The function E1 belongs to HB and
is of order ρ = (2 − 2β)−1 < 1. Hence |E1(iy)| is a nondecreasing function of
y > 0. Let ǫ > 0 be given, then there exists C > 0 with
|F (z)| ≤ Ceǫ|z|ρ , z ∈ C .
Using (4.2) with G := E1 and w := iy, y ≥ 1, we obtain
|ΦF,H(iy)| ≤
(∫
R
∣∣∣F (t)
E(t)
∣∣∣2 dt
t2 + 1
)1/2
· ‖H‖H
+
Ceǫy
ρ
|E1(i)| ·
(∫
R
∣∣∣E1(t)
E(t)
∣∣∣2 dt
t2 + 1
)1/2
· ‖H‖H = O(eǫyρ), y ≥ 1 .
Using G := E#1 instead of E1, gives the analogous estimate |ΦF,H(iy)| =
O(eǫ|y|
ρ
) for y < −1. In total, we have |ΦF,H(iy)| = O(eǫ|y|ρ), y ∈ R. Applying
the Phragme´n–Lindelo¨f Principle to the left and right half-planes separately,
yields that ΦF,H is of order ρ. Since ǫ > 0 was arbitrary, ΦF,H is of zero type
with respect to this order.
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Step 2: ΦF,H vanishes identically. Let C > 0 be such that |F (z)|, |F#(z)| ≤
Cm∇L|D (z), z ∈ D. We obtain from (2.6) and the estimate (4.2) used with
G := E1 and w ∈ D, that
|ΦF,H(w)| ≤
(∫
R
∣∣∣F (t)
E(t)
∣∣∣2 dt|t− w|2
)1/2
· ‖H‖H+
+
C
2
√
π Imw
(∫
R
∣∣∣E1(t)
E(t)
∣∣∣2 dt|t− w|2
)1/2
· ‖H‖H, w ∈ D .
Since
∫
R
|E−1F (t)|2(1+t2)−1 dt, ∫
R
|E−1E1(t)|2(1+t2)−1 dt <∞, and β ∈ (0, 12 ),
both integrals tend to zero if |w| → ∞ within D. We obtain that
lim
|w|→∞
w∈D
|ΦF,H(w)| = 0 .
The similar argument, applying (4.2) with G := E#1 and w ∈ D, will give
lim|w|→∞
w∈D
|ΦF,H(w)| = 0.
Consider the region G+ which is bounded by the ray D, its conjugate ray,
and the line segment connecting these rays. Moreover, let G− := C \ G+.
D
G−
G+
The opening of G+ is 2πβ < π < ρ−1π. The opening of G− is π(2 − 2β) =
ρ−1π. Since ΦF,H is of order ρ zero type, we may apply the Phragme´n–Lindelo¨f
Principle to the regions G+ and G− separately, and conclude that ΦF,H vanishes
identically.
Step 3: End of proof. We repeat word by word the same reasoning as in Step 2
of the proof of Theorem 4.1, and obtain the desired assertion. ❑
4.6 Remark. Consider D := eiπβ [h,∞) where h > 0 and β ∈ (0, 12 ). We do
not know at present, and find this an intriguing problem, whether Theorem 4.2
remains valid without any assumptions on the growth of elements of H. It is
clear where the argument in the above proof breaks: If we merely know that
ΦF,H is of zero exponential type, its smallness on the boundary of G+ does not
imply that ΦF,H ≡ 0.
On the other hand, we were not able to construct a counterexample. One
reason for this will be explained later, cf. Remark 5.12.
Having in mind Theorem 4.1 and the formula (3.1) for zero divisors, it does
not anymore come as a surprise that all dB-subspaces of a given de Branges
space can be realized by majorization on D := R ∪ i[0,∞).
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4.7 Corollary. Consider D := R ∪ i[0,∞). Let H be a de Branges space, and
let L ∈ SubH. Then L = R∇L|D (H).
Proof. We have d∇L = dL, and hence R∇L|D (H) ⊆ HdL . Since L ∈ Sub∗HdL ,
we may apply Theorem 4.1, and obtain
L ⊆ R∇L|D (H) ⊆ R∇L|D (HdL) ⊆ R∇L|i[1,∞)(HdL) ⊆ L . ❑
Another statement which fits the present context can be proved by a more
elementary argument. Also this result is not much of a surprise, when thinking
of [BW1, Theorem 3.4] (see Theorem 5.1 below) and the estimate (3.1) for mean
type.
4.8 Proposition. Consider D := R ∪ eiπβ [0,∞) where β ∈ (0, 12 ]. Let H be a
de Branges space, and let L = H(E1) ∈ SubH. Then L = RmE1 |D (H).
Proof. In any case, we have L ⊆ RmE1 |D (H), cf. Example 3.8. Hence, in order
to establish the asserted equality, it suffices to show that RmE1 |D(H) ⊆ L.
Let F ∈ RmE1 |D(H) be given, so that |E−11 (z)F (z)| . |z + i|−1, z ∈ R ∪
eiπβ [0,∞). Since F ∈ H, the quotient E−11 F is of bounded type in C+. Since
F is majorized by mE1 on the ray e
iπβ [0,∞), we have mtE−11 F ≤ 0. The same
arguments apply to F#. Finally, since F is majorized along the real axis, we
have E−11 F ∈ L2(R). It follows that F ∈ H(E1) = L. ❑
4.9 Remark. We would like to point out that, although seemingly very simi-
lar, Proposition 4.8 differs in some essential points from the previous results
Theorem 4.1, Theorem 4.2 and Corollary 4.7. The obvious differences are of
course that on the one hand mE1 |D . ∇L|D, but on the other hand also in case
β ∈ (0, 12 ) there are no growth assumptions on H.
The following two notices are not so obvious. First, in Proposition 4.8 we
obtain only L = closHRmE1 |D (H), and taking the closure is in general neces-
sary. In the previous statements, we had L = R∇L|D(H) and hence actually
L = R∇L|D(H), cf. the chain of inclusions in Example 3.8. Secondly, the ar-
gument used to prove Proposition 4.8 relies mainly on majorization along R;
majorization along the ray is only used to control mean type. Contrasting this,
the argument used to deduce Corollary 4.7 from Theorem 4.1 relies mainly on
majorization on the ray; majorization along R is only used to control dL.
5 Majorization on sets close to R
In this section, we focus on majorization on sets D which are close to the real
axis. If majorization is permitted only on R itself, we already know precisely
which subspaces can be represented. Recall:
5.1 Theorem ([BW1, Theorem 3.4]). Consider D := R. Let H be a de Branges
space, and let L = H(E1) ∈ SubH. If mtH L = 0, then L = RmE1 |D(H).
Conversely, if L = Rm(H) with some m ∈ AdmRH, then mtH L = 0.
In view of this result, it is not surprising that we cannot capture mean type
restrictions if D is too close to the real line. The following statement makes this
quantitatively more precise.
18
5.2 Theorem. Let H be a de Branges space, and let ψ : R → R be a positive
and even function which is increasing on [0,∞) and satisfies∫ ∞
0
ψ(t)
t2 + 1
dt <∞ .
If D ⊆ {z ∈ C+∪R : Im z ≤ ψ(Re z)} and m ∈ AdmDH, then mtHRm(H) = 0.
Proof. Let E be such that H = H(E), pick F ∈ Rm(H), ‖F‖H = 1, and set
a := mtH F . If a = 0, we are already done, hence assume that a < 0. Let
ε ∈ (0,−a2 ), and let ψ˜ : R → R be a positive and even function which is
increasing on [0,∞), satisfies ψ(x) = o(ψ˜(x)), x→ +∞, and is such that still∫ ∞
0
ψ˜(t)
t2 + 1
dt <∞ .
It is a well-known consequence of the Beurling–Malliavin Theorem, that there
exists a nonzero function f ∈ PWε with
|f(x)| ≤ exp(−ψ˜(x)), x ∈ R ,
see e.g. [HJ, p.276] or [K2, p.159]. By the Phragme´n–Lindelo¨f Principle the
functions eiεzf and eiεzf# are bounded by 1 throughout C+.
Since ψ˜ is even and increasing on [0,∞), we can estimate the Poisson integral
for log |f | to obtain
|f(z)| ≤ exp (ε| Im z| − Cψ˜(|z|)), z ∈ C ,
where the constant C > 0 does not depend z.
Consider the function
G(z) := F (z)f(z)ei(a+ε)z .
Then |G(x)| ≤ |F (x)|, x ∈ R, and
mt
G
E
= mt
F
E
+mt f − (a+ ε) = mt f − ε ≤ 0, (5.1)
mt
G#
E
= mt
G#
E
+mt f# + (a+ ε) ≤ a+ 2ε < 0 .
We conclude that G ∈ H. Next we show that G ∈ Rm(H). Indeed, if z ∈ D or
z ∈ D, z = x + iy, then |y| ≤ ψ(x). Since ψ(x) = o(ψ˜(x)), x → +∞, we may
estimate
|G(z)| ≤ |F (z)|e(−a+2ε)|y|−Cψ˜(|z|) ≤ m(z)e(−a+2ε)ψ(x)−Cψ˜(x) . m(z) ,
z ∈ D or z ∈ D .
Finally, by the Phragme´n–Lindelo¨f Principle, mt f ≥ −ε. Using (5.1), it fol-
lows that mtE−1G ≥ −2ε and so mtHRm(H) ≥ −2ε. Since ε ∈ (0,−a2 ) was
arbitrary, we conclude that mtHRm(H) = 0. ❑
Theorem 5.2 can, of course, be viewed as a necessary condition for repre-
sentability of a dB-subspace L as Rm(H), where m is defined on some set D
close to R. We turn to the discussion of sufficient conditions for representabil-
ity. To start with, let us discuss representability with the standard majorant
∇L restricted to R.
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5.3 Theorem. Consider D := R. Let H be a de Branges space, and let L =
H(E1) ∈ SubH. If mtH L = 0 and supx∈R ϕ′E1(x) <∞, then
L ⊆ R∇L|D (H) ⊆ L˘ .
Thereby R∇L|D (H) 6= L, if and only if L˘ ) L and for some ϕ0 ∈ R we have∣∣ cos(ϕE1(x) − ϕ0)∣∣ . (ϕ′E1(x))1/2, x ∈ R .
Proof. Let F ∈ R∇L|R(H) be given. Since mtH L = 0, we have mtE−11 F =
mtE−1F ≤ 0. Thus E−11 F ∈ N+. Due to our present assumption on ϕ′E1 , we
have
|F (x)| . ∇L(x) = π−1/2|E1(x)|(ϕ′E1 (x))1/2 . |E1(x)|, x ∈ R .
The Smirnov Maximum Principle implies that |F (z)| . |E1(z)| throughout the
half-plane C+. It follows that F ∈ AssocL. Using Lemma 4.5, we obtain
R∇L|R(H) ⊆ L˘.
By what we just proved, in case L˘ = L, certainly also R∇L|R(H) = L. Hence,
in order to characterize the situation that R∇L|R(H) 6= L, we may assume that
L˘ 6= L.
Let ϕ0 ∈ R be such that L˘ = L ⊕ span{S1}, with S1 := eiϕ0E1 + e−iϕ0E#1 .
We have
S1(x) = 2|E1(x)| cos
(
ϕE1(x)− ϕ0
)
,
and hence S1 ∈ R∇L|R(H) if and only if | cos(ϕE1(x)−ϕ0)| .
(
ϕ′E1(x)
)1/2
, x ∈ R.
Since R∇L|R(H) 6= L is equivalent to S1 ∈ R∇L|R(H), the assertion follows. ❑
5.4 Corollary. Consider D := R. Let H = H(E) be a de Branges space,
assume that supx∈R ϕ
′
E(x) < ∞ and K˘ = K, K ∈ Sub∗H, and let L ∈ Sub∗H.
If mtH L = 0, then L = R∇L|R(H).
Proof. By [dB2, Problem 154], the function ϕ′L, L ∈ Sub∗H, depends mono-
tonically on L. By this we mean that
ϕ′L(x) ≤ ϕ′K(x), x ∈ R, whenever L, K ∈ Sub∗H, L ⊆ K .
The present assertion is now an immediate consequence of Theorem 5.3. ❑
Already the following simple remark shows that some additional conditions
are really needed in order to obtain L = R∇L|R(H).
5.5 Remark. Let H be a de Branges space, let L ∈ SubH, and write L = H(E1).
If infx∈R ϕ′E1(x) > 0, then L˘ ⊆ R∇L|R(H). This follows since the condition
infx∈R ϕ′E1(x) > 0 certainly implies that every linear combination λE1 + µE
#
1
is majorized by ∇L on the real axis.
However, the situation can be really bad, if ϕ′E1 grows fast.
5.6 Example. We are going to construct spaces H and L ∈ Sub∗H, such that
dimH/L =∞ and R∇L|R(H) = H.
As we see from the proof of Theorem 5.3, it will be a good start to
construct the space L = H(E1) such that ϕ′E1(x) grows very fast. Let
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zn := (signn) log |n|+i|n|−1 log−2 |n|, n ∈ Z, |n| ≥ 2. Since
∑∞
n=1 | Im 1zn | <∞,
there exists a function E1 ∈ HB with E1(−z) = E#1 (z) and mtE−11 E#1 = 0,
which has the points zn as simple zeros and does not vanish at any other point.
For this function, we have
ϕ′E1(x) =
∑
n∈Z
|n|≥2
1
n log2 n
[
(x − logn)2 + n−2 log−4 n
] .
Let x ≥ ln 2 be given, and choose k ∈ N, k ≥ 2, such that x ∈ [log k, log(k+1)).
Then we have
k log2 k
[
(x− log k)2 + 1
k2 log4 k
]
≤ k log2 k
[(
log(k + 1)− log k︸ ︷︷ ︸
=log(1+ 1
k
)≤ 1
k
)2
+
1
k2 log4 k
]
≤ log
2 k
k
[
1 +
1
log4 k
]
≤ log
2 k
k
[
1 +
1
log4 2
]
.
It follows that
ϕ′E1(x) ≥
[
1 +
1
log4 2
]−1 k
log2 k
≥ e
x − 1
x2
[
1 +
1
log4 2
]−1
, x ≥ ln 2 . (5.2)
Next, choose an entire matrix function W (z) = (wij(z))i,j=1,2, W 6= I, of zero
exponential type, with w#ij = wij , W (0) = I, detW (z) = 1, such that the kernel
KW (w, z) is positive semidefinite and the reproducing kernel space K(W ) does
not contain a constant vector function. Examples of such matrix functions can
be obtained easily using the theory of canonical systems. Define a function
E = A− iB by (
A(z), B(z)
)
:=
(
A1(z), B1(z)
)
W (z) .
Then E ∈ HB and H(E1) ∈ Sub∗H(E). Moreover, the space K(W ) is isomor-
phic to the orthogonal complement H(E)⊖H(E1) via the map(
f+
f−
)
7→ f+A1 + f−B1 .
In particular, dim(H(E)⊖H(E1)) = dimK(W ) =∞. Note here that K(W ) is
certainly infinite dimensional, since it does not contain any constant. Finally,
note that all elements
(
f+
f−
)
of K(W ) are of zero exponential type. In view of
(5.2) and the symmetry of E1, this implies that
|f+(x)A1(x) + f−(x)B1(x)| . |E1(x)|(ϕ′E1 (x))1/2 = π1/2∇H(E1)(x), x ∈ R ,
i.e. f+A1 + f−B1 ∈ R∇H(E1)|R(H(E)). We conclude that R∇H(E1)|R(H(E)) =H(E).
Our next aim is to obtain some information about majorization on lines
D := R + ih, h > 0, parallel to the real axis. In order that a subspace L ∈
SubH can be represented by majorization on D, it is not only necessary to have
mtH L = 0, but also that L ∈ Sub∗H.
5.7 Theorem. Consider D := R + ih where h > 0. Let H be a de Branges
space, and let L = H(E1) ∈ Sub∗H. If mtH L = 0, then L = RmE1 |D (H) and
L ⊆ R∇L|D(H) ⊆ L˘.
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Proof. It is easy to see that, for the proof of the present assertion, we may
assume without loss of generality that dH = 0.
Step 1: Write H = H(E). We prove the following statement: If S ∈ AssocH,
and |E−11 S| and |E−11 S#| are bounded on the line D = R+ih, then S ∈ AssocL.
The function E−11 S is analytic on a domain containing the closed half-plane
{z ∈ C : Im z ≥ h} and is of bounded type in the open half-plane H := {z ∈ C :
Im z > h}. Also, we have
mt
S
E1
= mt
S
E
+mt
E
E1︸ ︷︷ ︸
=0
≤ 0 .
Thus it belongs to the Smirnov class N+(H) in the half-plane H. The Smirnov
Maximum Principle hence applies, and we obtain that E−11 S is bounded
throughout H. The same argument applies with S# in place of S. Applying
[dB2, Theorem 26] with the measure dµ(t) := |E(t)|−2 dt gives S ∈ AssocL.
Step 2: Let F ∈ R∇L|D(H). We have
∇L(z) =
( |E1(z)|2 − |E#1 (z)|2
4πh
)1/2
. |E1(z)|, z ∈ D ,
and hence |E−11 F | and |E−11 F#| are bounded on D. By Step 1, it follows
that F ∈ AssocL. Lemma 4.5 implies that F ∈ L˘, and we conclude that
R∇L|D(H) ⊆ L˘.
Step 3: Let F ∈ RmE1 |D (H). The function S(z) := zF (z) is associated to H,
and E−11 S as well as E
−1
1 S are bounded on D. By Step 1, S ∈ AssocL, and
thus F ∈ L. We see that RmE1 |D (H) ⊆ L. The reverse inclusion holds in any
case, cf. Example 3.8. ❑
It is easy to give an example of de Branges spaces H and L ∈ Sub∗H,
mtH L = 0, such that R∇L|R+ih(H) 6= L.
5.8 Example. Let D := R + ih where h > 0. Consider the space H := H(E)
generated by the function
E(z) := cos z − i(z cos z + sin z) .
The choice of E is made such that
(A(z), B(z)) = (cos z, sin z)
(
1 z
0 1
)
Thus H(E) contains L := PW1 as a dB-subspace with codimension 1, and
H = L ⊕ span{cos z}. Since for z = x + ih ∈ D, ∇PW1(z) =
(
sh 2h
2πh
)1/2
, the
function cos z belongs to R∇L|D (H). Thus R∇L|D (H) = H.
Finally, we turn to majorization on rays parallel to the real axis.
5.9 Theorem. Consider D := iy0 + [h,∞) where h ∈ R and y0 ≥ 0. Let H be
a de Branges space, assume that each element of H is of zero type with respect
to the order ρ := 12 , and let L = H(E1) ∈ Sub∗H. Then RmE1 |D (H) = L.
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Proof.
Step 1: The case y0 > 0. We proceed similar as in the proof of Theorem 4.2.
Fix E,E1 ∈ HB such that H = H(E) and L = H(E1). Let F ∈ RmE1 |D (H) and
H ∈ H ⊖ L be given, and consider the function ΦF,H defined as in (4.1).
The argument which was carried out in Step 1 of the proof of Theorem 4.2,
yields that ΦF,H is of zero type with respect to the order
1
2 . Let C > 0 be such
that |F (z)|, |F#(z)| ≤ CmE1 |D(z), z ∈ D. Moreover, let z0 be a zero of E1.
The basic estimate (4.2), used with G(z) := (z − z0)−1E1(z) and w ∈ D, gives
|ΦF,H(w)| ≤
(∫
R
∣∣∣F (t)
E(t)
∣∣∣2 dt|t− w|2
)1/2
· ‖H‖H+
+ C
|w − z0|
|w + i|
( ∫
R
∣∣∣G(t)
E(t)
∣∣∣2 dt|t− w|2
)1/2
· ‖H‖H, w ∈ D .
However, since F ∈ H and G ∈ L ⊆ H, we have F,G ∈ L2(|E(t)|−2 dt).
Moreover, for w ∈ D, |t − w| ≥ y0 > 0. Hence, we may apply the Bounded
Convergence Theorem to obtain
lim
|w|→∞
w∈D
|ΦF,H(w)| = 0 .
Since ΦF,H is of order
1
2 and zero type, the Phragme´n–Lindelo¨f Principle implies
that ΦF,H vanishes identically.
Since F ∈ RmE1 |D(H) and H ∈ H⊖ L were arbitrary, we conclude with the
help of Lemma 4.5 that RmE1 |D (H) ⊆ L˘. Thus, L ⊆ RmE1 |D (H) ⊆ L˘.
In order to complete the proof, assume on the contrary that L ( L˘ and
RmE1 |D (H) = L˘. Let α ∈ [0, π) be such that
L˘ = L ⊕ span{eiαE1 − e−iαE#1 } .
Note that, in particular, eiαE1 − e−iαE#1 6∈ L. Since RmE1 |D(H) * L, we can
find a function F ∈ H(E1) and a constant λ ∈ C \ {0}, such that
F + λ
(
eiαE1 − e−iαE#1
) ∈ RmE1 |D(H) .
Set Θ := e−2iαE−11 E
#
1 and consider the associated model subspace KΘ :=
H2⊖ΘH2 of the Hardy space. Recall that the mapping F 7→ F/E1 is a unitary
transform of H(E1) onto KΘ. Then∣∣∣∣ 1λe−iαE−11 F︸ ︷︷ ︸
∈KΘ
+1−Θ
∣∣∣∣ . 1|z + i| , z ∈ D .
Theorem A.1 implies that 1− Θ ∈ KΘ. This contradicts the fact that eiαE1 −
e−iαE#1 6∈ L.
Step 2: The case y0 = 0. We show that majorization remains present on each
fixed ray iy + [h,∞), y > 0. This reduces the case y0 = 0 to the case already
settled in Step 1.
Let F ∈ RmE1 |D (H) be given. Consider the function f(z) := E−11 (z) · zF (z).
Then f is of bounded type in C+. Since F and E1 are entire functions of order
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1
2 , we certainly have mt f = 0. Moreover, f has an analytic continuation to
some domain which contains the closure of C+. We conclude that f belongs to
the Smirnov class N+. Hence log |f | is majorized throughout the half-plane C+
by the Poisson integral of its boundary values:
log |f(z)| ≤ y
π
∫
R
log |f(t)|
(t− x)2 + y2 dt, z = x+ iy ∈ C
+ .
Since F ∈ RmE1 |D(H), the function f is bounded on D = [h,∞). Again, since
F and E1 are of order
1
2 , we have∫
R
∣∣ log |tF (t)|∣∣
t2 + 1
dt <∞,
∫
R
∣∣ log |E1(t)|∣∣
t2 + 1
dt <∞ ,
cf. [K1, p. 50, Theorem]. Hence we may estimate
log |f(z)| ≤ y
π
∫
[h,∞)
log+ |f(t)|
(t− x)2 + y2 dt+
y
π
∫
(−∞,h)
log+ |tF (t)|
(t− x)2 + y2 dt
+
y
π
∫
(−∞,h)
log− |E1(t)|
(t− x)2 + y2 dt, z = x+ iy ∈ C
+ .
Since f is bounded on [h,∞), the first summand is bounded independently of
z ∈ C+. The second and third summands are, for each fixed y > 0, nonincreasing
and nonnegative functions of x ≥ h. In particular, they are bounded on each
ray iy+[h,∞), y > 0. It follows that, for each fixed positive value of y, we have
|F (z)| . mE1(z), z ∈ iy + [h,∞). ❑
The following two examples show that the statement in Theorem 5.9 is in
some ways sharp.
5.10 Example. There exists a space H = H(E) with E of order 12 and finite
type, and a subspace L ∈ Sub∗(H), such that RmE1 |D(H) 6= L. To show this we
construct a matrix W with components of order 12 such that the space K(W )
exists and such that one of its rows is bounded on (0,∞).
Consider the two auxiliary functions
G(z) :=
∏
n∈N
(
1− z
n2 − i
)
= c
sin(π
√
z + i)
π
√
z + i
, c =
∏
n∈N
n2 − i
n2
,
G˜(z) :=
∏
n∈N
(
1− z
n2 − in
)
.
Let x ∈ (k − 1/2, k + 1/2), k ∈ N. Then we can write
|G(x2)| =
∣∣∣∣k2 − x2 + ik2 − i
∣∣∣∣ ∏
n6=k
∣∣∣∣1− x2n2 − i
∣∣∣∣ ,
and it is easy to see that
|G(x2)| ≍
∣∣∣∣k2 − x2 + ik2 − i
∣∣∣∣ · | sinπx|x ·
∣∣∣∣1− x2k2
∣∣∣∣−1 ≍
∣∣∣∣k2 − x2 + ix(x+ k)
∣∣∣∣ · | sinπ(x− k)||x− k| .
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Next, note that∣∣∣∣ G˜(x2)G(x2)
∣∣∣∣2 = ∏
n∈N
(x2 − n2)2 + n2
(x2 − n2)2 + 1 ·
n4 + 1
n4 + n2
≍ (x
2 − k2)2 + k2
(x2 − k2)2 + 1 .
Combining this, we conclude that
|G˜(x2)| ≍ |x
2 − k2 + ki|
x(x + k)
≍ k−1 ≍ x−1, x > 1.
Set E0(z) = (z + i)(G˜(z))
2. Then E0 is of order 1/2 and finite type, we
have |E0(x)| ≍ 1, x > 1, and log |E(x)| ≍ |x|1/2, x → −∞. Therefore
1 ∈ Assoc(H(E0)). Let E0 = A0 − iB0. Changing slightly the function E0
we may assume that A0(0) = 1, B0(0) = 0. Then by [dB2, Theorems 27, 28],
there exist real entire functions C0, D0, with D0(0) = 1, C0(0) = 0, such that
for the matrix
W :=
(
A0 B0
C0 D0
)
the space K(W ) exists. Thus also the space K(W˜ ) exists, where
W˜ :=
(
D0 B0
C0 A0
)
.
Let H(E1) be an arbitrary de Branges space, and set E = A − iB, where
(A,B) := (A1, B1)W˜ . Define(
f+
f−
)
:=
W˜ (z)J − J
z
(
1
0
)
=
(
B0(z)
z
A0(z)−1
z
)
, J =
(
0 −1
1 0
)
.
Then
(
f+
f−
) ∈ K(W )and so f+A1 + f−B1 ∈ H(E)⊖L. However, this function is
majorized by mE1 on (0,∞). Thus RmE1 |(0,∞)(H(E)) ) H(E1).
5.11 Example. There exist spaces H = H(E), L = H(E1), with functions E,
E1, of arbitrarily small order such that L ∈ SubH and, for D = R+ iy0,
R∇L|D (H) 6= L.
Thus, in the statement of Theorem 5.9 we cannot replace RmE1 |D (H) byR∇L|D(H).
To show this, let α > 1, let tn = |n|α, n ∈ Z \ {0}, and let µn = |n|2α−2.
Put
q(z) =
∑
n∈Z\{0}
µn
(
1
tn − z −
1
tn
)
.
The series converges since
∑
n
µn
t2n
=
∑
n
|n|2α−2
|n|2α =
∑
n
1
n2
<∞.
There exist real entire functions A1 and B1 such that q = B1/A1 and H(E1)
exists. We show that for L = H(E1) and y0 > 0 we have
|A1(x+ iy0)| . ∇L(x+ iy0), x ∈ R. (5.3)
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Put Θ = E−11 E
#
1 . Then (5.3) is equivalent to
|1 + Θ(x+ iy0)|2 . 1− |Θ(x+ iy0)|2, x ∈ R. (5.4)
Also, q = i 1−Θ1+Θ and so
Im q(x+ iy0) =
1− |Θ(x+ iy0)|2
|1 + Θ(x+ iy0)|2 = y0
∑
n
|n|2α−2
(x− |n|α)2 + y20
.
It is easy to see that Im q(x + iy0) & 1, which implies (5.4). Indeed, let x ∈
[kα, (k + 1)α], k ∈ N. Then |x − kα| . kα−1 with constants independent of k.
Hence ∑
n
|n|2α−2
(x− |n|α)2 + y20
>
k2α−2
(x− kα)2 + y20
& 1.
5.12 Remark. We return to the comment made in Remark 4.6. Seeking an
example that the growth assumption in Theorem 4.2 is necessary, the first idea
would be to proceed in the same way as in Example 5.10. But this is not
possible. The reason is that there exists no function E0 ∈ HB, such that
1 ∈ Assoc(H(E0)) and E0 = A0−iB0 is bounded onD. Indeed, if E0 would have
these properties, then 1(z+i)E0 ∈ H2, which implies that |E0(x+ i)| & |x+ i|−1,
x ∈ R. Also since E0 is not a polynomial, log |E0(iy)| > N log y, y →∞, for any
fixed N > 0. Applying the Poisson formula in the angle {Re z > 0, Im z > 1} to
log |E0| (”Two Constant Theorem”) we conclude that E0 is unbounded on D.
Appendix A. Estimates of inner functions on
horizontal rays
In this appendix we prove a theorem about asymptotic behavior of inner func-
tions along horizontal rays. It is well known that for any ray D := eiπβ[0,∞)
with 0 < β < 1, the estimate
|e2iα −Θ(z)| . |z + i|−1, z ∈ D,
is equivalent to e2iα − Θ ∈ H(E). If Θ = E−1E# is a meromorphic inner
function the latter condition means that eiαE − e−iαE# ∈ H(E). For the de
Branges space setting see [dB2, Theorem 22], the case of general inner func-
tions is discussed, e.g, in [B1]. We show that an analogous and even stronger
statement is true for the rays iy0 + [0,∞), y0 > 0.
Each inner function Θ generates a model subspaces KΘ = H2⊖ΘH2 of H2.
A.1 Theorem. Let Θ be an inner function in C+ and let y0 > 0. Assume that
there exists a function f ∈ KΘ and a positive constant C, such that
∣∣f(x+ iy0) + 1−Θ(x+ iy0)∣∣ ≤ C|x+ iy0| , x > 0 . (A.1)
Then 1−Θ ∈ KΘ.
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For the proof of this result we will combine weak type estimates for the
Hilbert transform and properties of the Clark measures. We will throughout
this appendix keep the following notation:
(i) The Lebesgue measure on R is denoted by m. Moreover, Π denotes the
Poisson measure on R, that is dΠ(t) = (1 + t2)−1dm(t).
(ii) The set of all functions q which are defined and analytic in C+ and have
nonnegative real part throughout this half-plane is denoted by C.
(iii) Recall that a function q belongs to C if and only if it has an integral
representation of the form
q(z) = −ipz + i Im q(i) + i
π
∫
R
( 1
z − t +
t
1 + t2
)
dµ(t) , (A.2)
where
p ≥ 0, µ is a positive Borel measure,
∫
R
dµ(t)
1 + t2
<∞ .
The data p and µ in this representation are uniquely determined by the
function q (see, e.g., [RR, 5.3,5.4]). Note that, if the function q has a
continuous extension to the closed half-plane C+ ∪R, then the measure µ
is absolutely continuous with respect to m and
dµ(t) = Re q(t) dm(t) .
(iv) Two subclasses of C are defined as
C1 :=
{
q ∈ C : p = lim
y→+∞
1
y
Re q(iy) = 0
}
,
C0 :=
{
q ∈ C : the limit lim
y→+∞
yq(iy) exists
}
.
Recall that q ∈ C0 if and only if in (A.2) we have
p = 0,
∫
R
dµ(t) <∞, Im q(i) = − 1
π
∫
R
t
1 + t2
dµ(t) ,
i.e., if and only if q can be represented in the form
q(z) =
i
π
∫
R
dµ(t)
z − t
with a finite positive Borel measure µ, see e.g. [GG, Theorem 6.4]. In this case
we have ∫
R
dµ(t) = π lim
y→∞ yq(iy) .
Weak type estimates enter the discussion in the form Lemma A.2 below, and
can be used to conclude that 1−Θ ∈ KΘ, cf. Lemma A.3.
A.2 Lemma. Let y0 > 0 be given.
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(i) Whenever q ∈ C1, we have
lim
a→+∞
a · Π
({
x ∈ R : |q(x+ iy0)| > a
})
= 0 .
(ii) There exists a positive constant A, such that
a ·m
({
x ∈ R : |q(x+ iy0)| > a
}) ≤ A · lim
y→+∞ yq(iy), a > 0, q ∈ C0 .
Proof. Let q ∈ C, and consider the function
Q(z) := q(z + iy0), z ∈ C+ ∪ R .
Then Q is continuous in C+ ∪R and belongs to C. In particular,
ReQ(x) = py0 +
y0
π
∫
R
dµ(t)
(t− x)2 + y20
,
and it is easy to see that ReQ(x) ∈ L1(Π). Moreover, Q ∈ C1 (or Q ∈ C0) if
and only if q has the respective property.
For the proof of (i), assume that q ∈ C1. Then we have
ImQ(x) − ImQ(i) = lim
yց0
ImQ(x+ iy)− ImQ(i)
= lim
yց0
1
π
∫
R
( x− t
(x− t)2 + y2 +
t
1 + t2
)
ReQ(t) dt .
By Kolmogorov’s Theorem on the harmonic conjugate, to be more specific by
[K1, p. 65, Corollary], we have
lim
a→+∞
a · Π
({
x ∈ R : | ImQ(x)− ImQ(i)| > a}) = 0 .
Since also
a · Π
({
x ∈ R : |ReQ(x)| > a}) ≤ ∫
R
χ{ReQ>a}ReQdΠ
a→+∞−→ 0 ,
the desired limit relation follows.
For the proof of (ii), assume that q ∈ C0. Then we have ReQ(x) ∈ L1(m),
and
Q(z) =
i
π
∫
R
ReQ(t)
z − t dm(t), z ∈ C
+ .
This shows that ImQ(x) is the standard Hilbert transform of ReQ(x). Thus,
by [SW, V, Lemma 2.8], we have the weak type estimate
m
({
x ∈ R : | ImQ(x)| > a}) ≤ e
a
∫
R
ReQ(t) dm(t) =
e
a
π lim
y→+∞
yq(iy) ,
where e is the Euler number. Since
m
({
x ∈ R : |ReQ(x)| > a}) ≤ 1
a
∫
R
χ{ReQ>a}ReQdm ≤ π
a
lim
y→+∞ yq(iy) ,
we obtain the desired estimate, e.g. with the constant A := π
√
2(1 + e). ❑
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A.3 Lemma. Let Θ be an inner function in C+, and let y0 > 0. Assume that
there exist positive constants c, c′, and r0, such that
m
({
x ∈ [r, 2r] : |1−Θ(x+ iy0)| ≤ c|x+ iy0|
})
≥ c′r, r ≥ r0 . (A.3)
Then 1−Θ ∈ KΘ.
Proof. Consider the function
q(z) :=
1 + Θ(z)
1−Θ(z) , z ∈ C
+ .
For r > 0 set
Mr :=
{
x ∈ [r, 2r] : |1−Θ(x+ iy0)| ≤ c|x+ iy0|
}
.
Then, by our hypothesis (A.3), we have m(Mr) ≥ c′r, r ≥ r0. Assume that
a > 1 and let x ∈Mr with r > ca. Then
|q(x+ iy0)| =
∣∣∣1 + Θ(x+ iy0)
1−Θ(x+ iy0)
∣∣∣ ≥ 2− |1−Θ(x+ iy0)||1−Θ(x+ iy0)| ≥
≥ 2|x+ iy0|
c
− 1 ≥ 2a− 1 > a ,
since x ≥ r ≥ ca. Thus, we have
Mr ⊆
{
x ∈ R : |q(x + iy0)| > a
}
, a > 1, r ≥ ca .
It follows that for a > 1, r ≥ ca,
Π
({
x ∈ R : |q(x+ iy0)| > a
}) ≥ Π(Mr) = ∫
Mr
dm(t)
1 + t2
≥
≥ 1
1 + 4r2
m(Mr) ≥ c
′r
1 + 4r2
. (A.4)
If a ≥ r0c , then r := ca ≥ r0, and we may use this particular value of r in (A.4).
It follows that, for a > max(1, r0/c),
Π
({
x ∈ R : |q(x + iy0)| > a
}) ≥ c′ca
1 + 4c2a2
≥ d
a
,
where the constant d depends only on c and c′.
The function q is analytic in C+ and has nonnegative real part throughout
this half-plane. By Lemma A.2, (i), it cannot belong to the subclass C1, i.e., we
have
lim
y→+∞
1
y
q(iy) > 0 .
However, this property of q is, e.g. by the discussion in [B1], equivalent to 1−Θ
belonging to KΘ. ❑
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Proof (of Theorem A.1). Assume on the contrary that 1 − Θ 6∈ KΘ. Our aim
is to show that, under the assumptions of the theorem, the relation (A.3) holds
for some appropriate values of c, c′ and r0. Once this has been achieved, Lemma
A.3 implies that 1−Θ ∈ KΘ, and we have derived a contradiction.
The function 1 − Θ does not belong to KΘ if and only if q = 1+Θ1−Θ is in C1,
that is, p = 0 in (A.2). Thus,
1 + Θ(z)
1−Θ(z) = i Im q(i) +
i
π
∫
R
( 1
z − t +
t
1 + t2
)
dµ(t) ,
The measure µ, called the Clark measure, has many important properties (see,
e.g., [N2, Vol. 2, Part D, Chapter 4]). In particular, it was shown in [P] that
each function f ∈ KΘ has radial boundary values µ-a.e. and the restriction
operator f 7→ f |supp(µ) is a unitary operator from KΘ onto L2(µ). Note that
Θ = 1 µ-a.e. on supp(µ).
For z ∈ C+ denote by kz the reproducing kernel of KΘ,
kz(ζ) =
i
2π
· 1−Θ(z)Θ(ζ)
ζ − z .
Then, for f ∈ KΘ and z ∈ C+, we have
f(z) = (f, kz)L2(µ) =
1−Θ(z)
2πi
∫
R
f(t)
t− z dµ(t) ,
since Θ = 1 µ-a.e.
Now let f ∈ KΘ be a function as in the hypothesis of Theorem A.1. Note
that, for each M > 0, there exists a positive constant CM such that∣∣∣∣
∫
[−M,M ]
f(t)
t− x− iy0 dµ(t)
∣∣∣∣ ≤ CM|x+ iy0| , x ∈ R . (A.5)
Let ǫ > 0 be fixed. We have f ∈ L2(µ) and (|t| + 1)−1 ∈ L2(µ) and so
(|t| + 1)−1f ∈ L1(µ). Using (A.5), we obtain that there exists Mǫ > 0 and
Cǫ > 0 such that the function (µǫ :=
1
2πµ|R\[−Mǫ,Mǫ])
fǫ(z) :=
1− Θ(z)
i
∫
R
f(t)
t− z dµǫ(t) , (A.6)
satisfies
(1)
∫
R
|f(t)|
|t| dµǫ(t) < ǫ,
(2) |fǫ(x+ iy0) + 1−Θ(x+ iy0)| ≤ Cǫ|x+iy0| , x > 0.
For the time being, let ǫ > 0 be arbitrary; we will make a particular choice later.
The representation (A.6) of the function fǫ may be rewritten as
fǫ(z) =
1−Θ(z)
i
(∫
R
f(t)
t
dµǫ(t) + z
∫
R
f(t)
t
· dµǫ(t)
t− z︸ ︷︷ ︸
=:γǫ(z)
)
. (A.7)
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Let u(t) = Re f(t)t and let u+ = max{u, 0}, u− = u+ − u. Set
q(z) :=
1
i
∫
R
u+(t)
t− z dµǫ(t) . (A.8)
Then q ∈ C0 and
lim
y→+∞ yq(iy) =
∫
u+(t) dµǫ(t) ≤ ǫ .
Using Lemma A.2, (ii), we obtain
m
({
x ∈ R : |q(x+ iy0)| > a
}) ≤ A
a
ǫ, a > 0 .
The same argument applies when we take u−, as well as v+ and v− for v(t) =
Im f(t)t , instead of u+ in the definition (A.8) of q. Altogether, we conclude that
m
({
x ∈ R :
∣∣∣∣
∫
R
f(t)
t
· dµǫ(t)
t− z
∣∣∣∣ > a}) ≤ 16Aa ǫ, a > 0 .
Let r > 0 and x ∈ [r, 2r] be given, then
|γǫ(x+ iy0)| ≤
∫
R
|f(t)|
|t| dµǫ(t)︸ ︷︷ ︸
≤ǫ
+(2r + y0)
∣∣∣∣
∫
R
f(t)
t
· dµǫ(t)
t− z
∣∣∣∣ .
It follows that, for any r > 0 and a > 0,
m
({
x ∈ [r, 2r] : |γǫ(x+ iy0)| > ǫ+ (2r + y0)a
}) ≤
≤ m
({
x ∈ [r, 2r] :
∣∣∣ ∫
R
f(t)
t
· dµǫ(t)
t− z
∣∣∣ > a}) ≤ 16A
a
ǫ ,
and hence
m
({
x ∈ [r, 2r] : |γǫ(x+ iy0)| ≤ ǫ+ (2r + y0)a
}) ≥ r − 16A
a
ǫ
Assume that r ≥ y0, and use this inequality for the particular value a :=
√
ǫ
r of
a. Then it follows that
m
({
x ∈ [r, 2r] : |γǫ(x+ iy0)| ≤ ǫ+ 3
√
ǫ
}) ≥ r(1 − 16A√ǫ) . (A.9)
At this point we make a particular choice of ǫ, namely, we take ǫ > 0 so small
that ǫ+ 3
√
ǫ ≤ 12 and 16A
√
ǫ ≤ 12 . Then (A.9) gives
m
({
x ∈ [r, 2r] : |γǫ(x+ iy0)| ≤ 1
2
})
≥ 1
2
r, r ≥ y0 .
However, if x ∈ [r, 2r] is such that |γǫ(x + iy0)| ≤ 12 , then by the hypothesis
(A.1) and the relation (A.7) we obtain that
|1−Θ(x+ iy0)| = |fǫ(x + iy0) + 1−Θ(x+ iy0)||1− iγǫ(x+ iy0)| ≤
2Cǫ
|x+ iy0| .
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We conclude that, for r ≥ y0,
m
({
x ∈ [r, 2r] : |1−Θ(x+ iy0)| ≤ 2C|x+ iy0|
})
≥
≥ m
({
x ∈ [r, 2r] : |γǫ(x+ iy0)| ≤ 1
2
})
≥ 1
2
r ,
i.e. (A.3) holds. ❑
Appendix B. Summary of results
Let H = H(E) be a de Branges space and let L = H(E1) ∈ SubH.
a. Necessary conditions for L = Rm(H).
D condition on L
w ∈ R \D dL(w) = dH(w)
Im z ≤ ψ(Re z), z ∈ D,
ψ positive, even, increasing on [0,∞),∫∞
0 (t
2 + 1)−1ψ(t) dt <∞
mtH L = 0
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b. Sufficient conditions for L = Rm(H).
D
representation
of L
assumption
on L
assumption
on H
R ∪ i[0,∞) L = R∇L|D (H)
R ∪ eiπβ [0,∞)
β ∈ (0, 1)
L = RmE1 |D(H)
i[h,∞), h > 0 L = R∇L|D (H) dL = dH
eiπβ [h,∞), h > 0,
β ∈ (0, 12 ) ∪ (12 , 1)
L = R∇L|D (H) dL = dH order (2− 2β)−1
zero type
R L = RmE1 |D(H) mtH L = 0
L⊆ R∇L|D (H) ⊆L˘ mtH L = 0,
supR ϕ
′
E1
<∞
L = R∇L|D (H) dL = dH supR ϕ′E<∞,
∀K : K = K˘
R+ ih, h > 0 L = RmE1 |D(H) dL = dH,
mtH L = 0
L⊆ R∇L|D (H) ⊆L˘ dL = dH,
mtH L = 0
iy0+[h,∞), h ∈ R,
y0 ≥ 0
L = RmE1 |D(H) dL = dH order 12
zero type
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