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Abstract 
Malayalam is a South Indian language spoken predominantly in the state of Kerala. In this paper, a comparative study of different 
classifiers to recognize Malayalam language dialects has been carried out and presented. Thrissur and Kozhikode are the two 
different dialect corpora used for the recognition task. Mel Frequency Cepstral Coefficients (MFCC), energy and pitch are the 
features extracted. Then these feature vector set obtained are classified in the classification phase using Artificial Neural 
Networks (ANN), Support Vector Machine (SVM) and Naive Bayes classifiers. The input feature vector data is trained using 
data relating to patterns which are known and using the test data set they are tested further. Based on recognition accuracy, the 
performance of the ANN, SVM, and Naive Bayes are evaluated. Speech recognition is a multiclass classification problem. 
During classification stage, the input feature vector data is trained using information relating to known patterns and then they are 
tested using the test data set. ANN produced a recognition accuracy of 90.2 %, SVM produced an accuracy of 88.2% and Naive 
Bayes produced an accuracy of 84.1%. Among the three classifiers, ANN is found to be better. 
.  
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1. Introduction 
Dialect Recognition is a developing research topic in the speech recognition now-a-days because dialect is one of 
the most important factors next to gender and emotion that influence speech recognition performance. Factors such 
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as MFCC, formants, energy and pitch contours are also play an important role in recognizing the dialect. Several 
studies have examined whether listeners are able to recognize the features of other dialects, particularly when these 
dialects are very distinct from their own dialect. In this paper, the authors have used neural network for Malayalam 
dialect recognition. A dialect is a pattern of pronunciation of a language used by a community of native speakers 
belonging to the same geographical region 
. In this work, speech features have been explored to recognize two major dialects of Malayalam. The dialects under 
consideration are Kozhikode and Thrissur. The dialect of a given language is a pattern of pronunciation of a 
language used by the community of native speakers. Dialect specific information in speech is contained at the entire 
segmental, sub segmental and supra segmental level. Only a very few works have been reported in Malayalam 
language. 
 Malayalam is the most common language of India with several variations. Malayalam has at least fourteen 
different dialects with speaker population varying from one dialect to another. This work is based on two dialects of 
Malayalam. In this work, we have explored spectral features of speech for recognizing the spoken dialects. Mel 
Frequency Cepstral Coefficients (MFCC) is used as the spectral features. MFCC is explained in the coming sections. 
 
2. Problem Definition 
The main objective of this work is to create new dialect database due to the limited availability of Malayalam speech 
database. Dialects can be structurally very different, so it is essential to develop methods to identify them for various 
applications. We can study more about the various dialectal features because dialect identification is a major 
problem compared to language identification. It is necessary to find the effects of dialect recognizing model, 
Artificial Neural Network, Support Vector Machine and Naive Bayes are finally selected as the classifiers to find the 
recognition performance of selected dialects. 
 
3. Database 
 No standard speech database for Malayalam dialect exists for speech processing research. A small database is 
created for initial experimental purpose. The subjects selected for recording belongs to any of the two dialects under 
consideration. When training a system decided to classify the dialects separately, it is very important to use corpora 
recorded under similar studio conditions for training and testing. We use the speech files of 15 speakers for each 
dialect. The text prompt consists of 30 sentences. The speakers are basically from Thrissur and Kozhikode. They are 
asked to read these 30 sentences in their own dialects. Minimum number of words contained in a sentence is three, 
and the maximum is six. 
 
4. Dialect Recognition System 
The block diagram of Dialect Recognition system is shown in the above fig.1, which contains four modules. First of 
all the speech database is created since there is no build-in standard database available in Malayalam. Then they are 
presented to feature extraction stage where the features are appropriate classes during classification phase and 
finally the dialect is recognized. Table1. shows the description of dialectal corpus 
 
Table 1. Description of Dialectal Corpus 
Tool used for  Editing Sound Forge Pro Tool. 10 
Age of Speakers Between 21 years to 40 
years 
Number of Dialects 
Sample Rate/Bit Depth 
Channels 
2 Malayalam Dialects 
44100Hz/16 
Mono 
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Fig. 1 Dialect Recognition System 
 
 
5. Feature Extraction 
Feature Extraction is a major part of the speech recognition system since it plays an important role to separate one 
speech from other and this has been an important area of research for many years. Selection of the feature extraction 
technique plays an important role in the recognition accuracy, which is the main criterion for a good speech 
recognition system. 
 
5.1. MFCC Estimation 
MFCC models the process of hearing. It is done with respect to the known relations between characteristics of 
auditory and speech organs of human beings, is shown in Fig 2. To enhance the accuracy and efficiency of the 
extraction process, speech signals are pre-processed before the features are extracted. 
 
5.1.1. Framing and Windowing 
 
The speech signal is split into several frames such that each frame can be analyzed in the short time. Then 
overlapping is applied to frames, instead of analyzing the entire signal at once, at the range 10-30 ms. Windowing is 
to select a portion of the signal that can be reasonably assumed stationary. Windowing is performed to avoid, 
x Unnatural discontinuities in the speech segment 
x Distortion in the underlying spectrum 
 
In speaker recognition, the most commonly used window shape is Hamming window 
 
                                                          ܹሺ݊ሻ ൌ ͲǤͷͶ െ ͲǤͶ͸  ቀʹߨ݊ܰെͳቁ ǡ Ͳ ൏ ݊ ൏ ܰ െ ͳሺͳሻ 
The application of this window function to the speech signal is 
 
                                                           ݔሺ݊ሻ ൌܹሺ݊ሻ כ ݔ ′ሺ݊ሻሺʹሻ 
 
Where ݔሺ݊ሻstands for the speech sample at time n after applying the window function, ܹሺ݊ሻ is the Hamming 
window function and ݔ ′ሺ݊ሻ is the sampled speech after pre-emphasis. 
 
                                                                   
5.1.2. Fast Fourier Transform 
 
1083 A.P. Sunija et al. /  Procedia Technology  24 ( 2016 )  1080 – 1088 
The basis of performing Fast Fourier Transform is to convert the convolution of the glottal pulse and the vocal tract 
impulse response in the time domain into multiplication in the frequency domain [9] and to obtain the magnitude 
response of each frame. The FFT actually reduces the number of calculations required to compute the DFT of a 
given set of samples. For a set of N samples the STFT is defined as 
 
 
ܺሺܭሻ ൌ෍ݔሺ݊ሻ݁െܬʹߨܭ݊ ܰെͳΤ ǡ Ͳ ൏  ൏ ܰ െ ͳ
ܰെͳ
ܭൌͲ
ሺ͵ሻ 
 
Fig 2. Block Diagram of MFCC 
 
5.1.3. Mel- Filter Banks 
The speech signal consists of tones of different frequencies. Human ear perception of frequency contents of sounds 
for speech signal does not follow a linear scale. For each tone with an actual frequency, ݂ in Hz, a subjective pitch 
is measured on the ‘Mel’ scale. The Mel frequency scale is linear spacing below 1000Hz and logarithmic spacing 
above 1000Hz.
                                              ݈݉݁ሺ݂ሻ ൌ ʹͷͻͷ כ ݈݋݃ͳͲ ቂͳ ൅ ݂͹ͲͲቃ ሺͶሻ 
The information carried by low frequency components are more important compared to the higher frequency 
components. In-order to place more emphasis on the lower frequency components, Mel scale is performed. Mel 
filters are non-uniformly spaced on the frequency axis, so we have more filters in the low frequency axis and less 
number of filters in the high regions [8].  A set of triangular filters that are used to compute a weighted sum of filter 
spectral components so that the output of process approximates to a Mel scale. 
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Fig 3. Mel- Scale Filter Bank 
 
                                        ݏሺ݈ሻ ൌ σ ݏሺ݇ሻ כ ܯሺ݇ሻ
ܰ
ʹ
݇ൌͲ ሺͷሻ 
  
Where ݏሺ݈ሻ is the Mel spectrum, ݏሺ݇ሻ is the original spectrum, ܯሺ݇ሻ is the Mel filter bank 
 
5.1.4. Cepstral Analysis 
 After smoothing the spectrum, the logarithm of the square magnitude of the coefficients is computed. Finally, log 
mel spectrum is to be converted back to time domain which results MFCCs. The cepstral representation of the 
speech spectrum provides a good representation of the local spectral properties of the signal for the given frame 
analysis. They are converted to time domain using DCT. The DCT implements same function as the FFT more 
efficiently by taking advantage of the redundancy in a real signal. The final step is to convert k-log filter bank 
spectral values into L-cepstral coefficients using the Discrete Cosine Transform is given in the equation (6) 
 
ܥ݊ ൌ෍ ༌ሺሻ
ܭ
݇ൌͳ
ሾሺെ ͲǤͷሻɎ Τ ሿ ǡ  ൌ Ͳǡͳǡʹǥ ሺ͸ሻ 
5.2. Pitch Period Estimation 
Pitch period estimation is equal to the inverse of the fundamental frequency of vibration of the vocal chords. The 
fundamental frequency of glottal pulse is known as pitch. Pitch is estimated by using the Autocorrelation. The 
speech signals are first low pass filtered to remove components above this frequency range is done by finding 
autocorrelation between the samples [7]. 
        
߶ሺ݇ሻ ൌ ͳܰ σ ܵሾ݊ሿܵሾ݊ ൅ ݇ሿሺ͹ሻ
ܰെͳ
݊ൌͲ  
 
݇is the pitch period, ܰ is the length of window, ܵሾ݊ሿ is the current signal, ܵሾ݊ ൅ ݇ሿis the signal shifted by ݇ units. 
Pitch is the most important attribute of voiced speech especially. It mainly contains speaker specific information. 
It is also needed for speech coding task. The fundamental period of the speech in each sub band is determined by 
autocorrelation, smoothing and peak detection. To eliminate spurious peaks from the signal and detect peaks more 
reliably, the autocorrelation outputs are passed through a low-pass filter and an envelope detector. The distance 
between the two largest peaks represents the fundamental period of the signal. Thus pitch period estimation is one of 
the important issue in speech processing.  
 
5.3.  Short time Energy Estimation 
By the usual nature of speech production, the signal consists of voiced, unvoiced and silence regions. If the energy 
in the analysis window is high implies the frame is voiced. If the energy is low then the frame is unvoiced. Thus 
short term energy is useful to detect voiced, unvoiced and silence classification of speech signal. 
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ܰis the length of the window, ܵሾ݊ሿ is the current signal. 
 
 
6. Classification 
Classification is another most important stage of a dialect recognition system since the dialects are classified into 
different classes during this stage. Malayalam dialect recognition is becoming increasingly important and inevitable 
in the age of automation and information handling and retrieval. During classification stage, decisions are made 
based on the similarity measures from training dataset using information relating to known patterns. Then they are 
tested using the unknown patterns. Since there are a number of different classes in a dialect recognition problem, a 
multiclass classification technique is needed. In almost all classification methods, the data is separated into training 
and test sets. Each instance in the training set contains a target value which represents the corresponding class and a 
set of attributes. The test data do not contain a target value. The objective of the classifier is to produce a model 
from the training data which predicts the target values of the test data. A brief description of the various classifiers 
in Weka used in this work like ANN, SVM and Naive Bayes classifier are given below. 
 
6.1. Artificial Neural Networks 
Nowadays, ANNs are used in many applications due to their adaptability, non-linearity, evidential response, fault 
tolerance and VLSI implementability. Several layers of perceptions can be combined to create multilayer neural 
networks. The output from each layer becomes the input to the next layer. The first layer is called the input layer, the 
middle layers are called the hidden layers and the last layer is called the output layer. 
In this work, we are using the architecture of the MLP (Multi Layer Perceptron) network, which consists of an input 
layer, more than hidden layers, and an output layer [12]. Training algorithm used is the back propagation algorithm. 
In this type of classifier, the input is given to the network and passes through the weights and nonlinear activation 
functions towards the output layer, and the error is minimzed in a backward direction using the well-known error 
back propagation correction algorithm. After the training process, the network eventually establishes the input-
output relationships through the adjusted weights on the network. After training the network, it is tested with the 
dataset used for testing. Receiver Operating Characteristics of a classifier is very efficient in selecting the best 
classification method. 
 
6.2. Support Vector Machines 
 Support Vector Machines are based on the concept of decision planes that define decision boundaries. A decision 
plane is one that separates between a set of objects having different class memberships. It is a classifier which 
performs classification methods by constructing hyper planes in a multidimensional space that separates different 
class labels based on statistical learning theory [12]. Though SVM is inherently a nonlinear binary classifier, we can 
extend it to multiclass classification since dialect recognition is a multiclass problem. Classification tasks based on 
drawing separating lines to distinguish between objects of different class memberships are known as hyperplane 
classifiers. By performing logistic regression on the SVM output of a set of data that is not used for training. It 
scales relatively well to high dimensional data [12]. In this work, we have used One-against-One method in which 
there is one binary SVM classifier for each pair of classes to separate members of one class from members of the 
other. This method allows us to train all the system, with a large number of different samples for each class and only 
a limited computer memory is required. SVM has better generalization ability and less overfitting.  
 
6.3. Naive Bayes Classifier 
 A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes’ theorem with strong 
independence assumptions. It is fast to train and fast to classify. For each class value it estimates that a given 
instance belongs to that class. The feature items in one class are assumed to be independent of other attribute values 
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called class conditional independence. It handles real and discrete data. It is not sensitive to irrelevant features [13]. 
The classifier is stated as 
 
                                               ܲሺܣ ܤΤ ሻ ൌ ܲሺܤ ܣΤ ሻ כ ܲሺܣሻ ܲሺܤሻሺͻሻΤ  
 
Where ܲሺܣሻ is the prior probability of marginal probability of  ܣ , ܲሺܣ ܤΤ ሻ is the conditional probability of ܣ, given 
ܤ called the posterior probability, ܲሺܤ ܣΤ ሻ is the conditional probability of ܤ given ܣ and ܲሺܤሻ is the prior or 
marginal probability of ܤ which acts as a normalizing constant. The probability value of the winning class 
dominates over that of the others. An advantage of naive Bayes is that it only requires a small amount of training 
data to estimate the parameters necessary for classification. 
 
7. Performance Evaluation Of Classifier 
7.1. Artificial Neural Networks 
 
 
 
 
Fig  4. ROC plot of ANN Classifier 
Table 2.  Performance of the Malayalam dialect identification system using spectral and prosodic features using  ANN classifier. 
 
Dialects                         Recall  (%) 
 
Precision (%) 
 
Specificity (%) 
 
F- Measure 
Thrissur                           93.02     87.00      86.04     0.90 
Kozhikode                       86.04      92.50      93.02     0.89 
    
7.2. Support Vector Machines 
Table 3.  Performance of the Malayalam dialect identification system using spectral and prosodic features using  SVM classifier. 
 
Dialects                         Recall (%) 
 
Precision (%) 
 
Specificity (%) 
 
F- Measure 
 
ROC Area 
Thrissur                           93.33      84.80       84.04     0.88      0.88 
Kozhikode                       83.33      92.50       92.50      0.87      0.88 
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7.3 Naive Bayes Classifier 
8 Table 4.  Performance of the Malayalam dialect identification system using spectral and prosodic features using  Naive  Bayes classifier. 
 
Dialects                         Recall (%) 
 
Precision (%) 
 
Specificity (%) 
 
F- Measure 
 
ROC Area 
Thrissur                            95.80     88.50       84.20      0.92      0.89 
Kozhikode                        84.20     91.40       90.50      0.89      0.88 
     
The table given below shows the comparison of various classifiers. 
 
Table 5. Performance Evaluation Of Different Classifiers For The Malayalam Dialect Recognition System 
 
 
Classifier 
 
Recognition Accuracy (%) 
ANN 90.23 
SVM 
Naive Bayes 
88.25 
84.13 
From the results it is clear that all these classifiers are good in recognizing speech. But better results are obtained 
using ANN. It is better in some way than the other regression models, because ANN is more powerful in solving 
practical and complex problems. They have a probabilistic interpretation, so they can be easily integrated with 
statistical techniques like HMMs. Generally, researchers apply and use ANN in system prediction problems when 
x Known and reliable system input/output sets are available 
x Fast system prediction is required 
x The system is complicated and difficult to express in mathematical formulas.  
In general, the ANN is able to predict any system accurately and rapidly no matter how complex the system. 
 
8. Conclusion 
 In this work, a Malayalam dialect recognition system is designed for Thrissur and Kozhikode dialects. From the 
speech samples collected, we have extracted MFCC, pitch and energy. Three classifiers namely ANN, SVM and 
Naive Bayes classifier are used for classifying the dialects into proper classes. A comparative study of these three 
classifiers is performed in this work. The performance of all these techniques are tested and evaluated. All 
techniques are found to be efficient in recognizing speech. The accuracy rate obtained by using ANN is 90.23% 
which is found to be better than that of the other two methods. For future work, other feature extraction techniques 
like Linear Predictive Coding (LPC), Wavelet packet Decomposition (WPD) can also be used and classified using 
these classifiers. The main emphasis in this paper was on the proposed system not speech features further 
investigation should be to find if temporal differences in the dialect features of the dialects can be captured with 
small frames in the front end. 
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