Abstract. We establish bounds on the density of states measure for Schrödinger operators. These are deterministic results that do not require the existence of the density of states measure, or, equivalently, of the integrated density of states. The results are stated in terms of a "density of states outer-measure" that always exists, and provides an upper bound for the density of states measure when it exists. We prove log-Hölder continuity for this density of states outer-measure in one, two, and three dimensions for Schrödinger operators, and in any dimension for discrete Schrödinger operators.
Introduction
We study the density of states of the Schrödinger operator
where ∆ is the Laplacian operator and V is a bounded potential. The density of states measure of an interval gives the "number of states per unit volume" with energy in the interval; its cumulative distribution function is the integrated density of states. Finite volume density of states measures, i.e., density of states measures for restrictions of the Schrödinger operator to finite volumes, are always well defined. The density of states measure is given by appropriate limits of finite volume density of states measures, when such limits exist. These limits are known to exist for Schrödinger operators where the potential V is in some sense uniform in space (e.g., periodic potentials, ergodic Schrödinger operators), but not for general Schrödinger operators. The density of states measure and the corresponding integrated density of states cannot be defined for general Schrödinger operators. For this reason we introduce the density of states outer-measure, which always exists, and provides an upper bound for the density of states measure, when it exists. We prove upper bounds on the density of states outer-measure of small intervals, establishing logHölder continuity in one, two, and three dimensions for Schrödinger operators, and in any dimension for discrete Schrödinger operators. We let
denote the (open) box of side L centered at x ∈ R d . By a box Λ L we will mean a box Λ L (x) for some x ∈ R d . We write ψ = ψ 2 for ψ ∈ L 2 (R d ) or ψ ∈ L 2 (Λ). We set V ∞ = V ∞ , the norm of the bounded potential V . By χ B we denote the characteristic function of the set B. Constants such as C a,b,... will always be finite and depending only on the parameters or quantities a, b, . . .; they will be independent of other parameters or quantities in the equation. Note that C a,b,... may stand for different constants in different sides of the same inequality.
Given a finite box Λ ⊂ R d , we let H Λ and ∆ Λ be the restriction of H and ∆ to L 2 (Λ) with boundary condition, where = D (Dirichlet), N (Neumann), or P (periodic). We define finite volume density of states measures η Λ, on Borel subsets Moreover, given f ∈ C c (R) and δ > 0, there exists L(d, V ∞ , δ, f ) such that for all L ≥ L(d, V ∞ , δ, f ) and x 0 ∈ R d we have
(1.5) (This can be extracted from [DoIM, see Theorem 3.6, Theorem 6.2, and their proofs] .) The finite volume integrated density of states are the corresponding cumulative distribution functions:
(1.6) For periodic and ergodic Schrödinger operators, density of states measures η can be defined as weak limits of the finite volume density of states measures η Λ, for sequences of boxes Λ → R d in an appropriate sense. In this case, the integrated density of states N (E) := η (] − ∞, E]) satisfies N (E) = lim Λ→R d N Λ, (E) except for a countable set of energies. Moreover, they all coincide, so we define the density of states measure η and the integrated density of states N (E) by η(B) := η (B) and N (E) := N (E) for = ∞, D, N, P . (See [KM, PF, CL, DoIM, N] .)
Since infinite volume density of states measures and integrated density of states cannot be defined for general Schrödinger operators, we define density of states These are always finite on bounded sets in view of (1.4). (They are indeed outermeasures, so we call them outer-measures for lack of a better name.) Moreover, it follows from (1.5) that for all E 1 , E 2 ∈ R, E 1 ≤ E 2 , and δ > 0 we have
We will say that we have continuity of the density of states outer-measure
(1.9)
In view of (1.8), continuity of η * for some value of implies continuity of η * for all values of , and we have
(1.10)
for all E 1 , E 2 ∈ R, E 1 ≤ E 2 . In this case we set 11) and say that we have continuity of the density of states outer-measure. We are ready to state our main result. Note that if the density of states measure η exists, we always have 12) and hence continuity of the density of states outer-measure implies continuity of the integrated density of states Theorem 1.1. Let H be a Schrödinger operator as in (1.1), where d = 1, 2, 3. Then we have continuity of the density of states outer-measure. Moreover, given E 0 ∈ R, for all E ≤ E 0 and ε ≤ 1 2 we have
We also prove a similar result for discrete Schrödinger operators, i.e., for
where V is a bounded potential and ∆ is the centered discrete Laplacian,
(1.15) (Our results are still valid if we take ∆ to be any translation invariant finite range self-adjoint operator on 16) and define finite volume operators H Λ and ∆ Λ as the restriction of H and ∆ to 2 (Λ) with boundary condition, where = D (Dirichlet, i.e., simple boundary condition) or P (periodic). We define finite volume density of states measures η Λ, as in (1.3) and density of states outer-measures η
In the discrete case it is easy to see that we also have (1.8), and hence continuity of η * for some value of implies (1.10), in which case we define η * as in (1.11).
Theorem 1.2. Let H be a discrete Schrödinger operator as in (1.14). Then for all d = 1, 2, . . . we have continuity of the density of states outer-measure, and for all E ∈ R and ε ≤ 1 2 we have
We are not aware of previous results in the generality of Theorems 1.1 and 1.2. Published results appear to be restricted to cases where we have existence of the integrated density of states. For periodic potentials, continuity of the the integrated density of states is equivalent to the nonexistence of eigenvalues, a nontrivial result proved by Thomas [T] . For ergodic Schrödinger operators, continuity of the the integrated density of states is equivalent to the nonexistence of energies that are eigenvalues of infinite multiplicity with probability one (see [CL, Lemma V.2 .1]). Although Schrödinger operators can have eigenvalues of infinite multiplicity (see [ThE] ), it is hard to imagine how a fixed energy can be an eigenvalue of infinite multiplicity for almost all realizations of an ergodic Schrödinger operator.
Craig and Simon proved log-Hölder continuity (with exponent 1) of the integrated density of states for one-dimensional ergodic Schrödinger operators [CrS1] and for ergodic discrete Schrödinger operators in any dimension [CrS2] . Delyon and Souillard [DS] provided a simple proof of continuity of the integrated density of states in the discrete case. But continuity of the the integrated density of states for multi-dimensional (continuous) ergodic Schrödinger operators, albeit expected, has been hard to prove in full generality. It is Problem 14 in [Si2] , where it was called (in 2000) a 15 year old open problem.
For random Schrödinger operators continuity of the integrated density of states follows from a suitable Wegner estimate. The most general result is due to Combes, Hislop and Klopp [CoHK] that proved that for the Anderson model, both continuous and discrete, we always have continuity of the integrated density of states if the single-site probability distribution has no atoms. (They show that the integrated density of states has as much regularity as the concentration function of the single-site probability distribution.) Germinet and Klein [GK2] proved log-Hölder continuity of the integrated density of states for the continuous Anderson model with arbitrary single-site probability distribution (e.g., Bernouilli) in the region of localization. (More precisely, in the region of applicability of the multiscale analysis; the log-Hölder continuity of the integrated density of states is derived from the conclusions of the multiscale analysis.)
The cases d = 1 and d = 2, 3 of Theorem 1.1 have separate proofs, the proof for d = 1 being similar to the proof of Theorem 1.2. Note that it suffices to establish (1.13) and (1.17) with Dirichlet boundary condition ( = D), since we would then have (1.11). Thus in the following sections we assume Dirichlet boundary condition and drop it from the notation. Theorem 1.2 and the d = 1 case of Theorem 1.1 are proved in Section 2; they are immediate consequences of Theorems 2.2 and 2.3, respectively.
Section 3 is devoted to multi-dimensional Schrödinger operators. We start by studying the local behavior of approximate solutions of the stationary Schrödinger equation in Subsection 3.1; see Theorem 3.1. Solutions of the stationary Schrödinger equation admit a local decomposition into a homogeneous harmonic polynomial and a lower order term [HW, B] ; in Lemma 3.2 we establish a quantitative version of this decomposition with explicit estimates of the lower order term. This result is extended to approximate solutions in Lemma 3.3, implying Theorem 3.1. We then state and prove Theorem 3.4, a version of Bourgain and Kenig's quantitative unique continuation principle [BoK, Lemma 3.10] , in which we make explicit the dependence on the parameters relevant to this article. Finally, in Subsection 3.3 we prove Theorem 3.7, which implies the d = 2, 3 cases of Theorem 1.1.
The restriction to d = 1, 2, 3 in Theorem 1.1 is due to the present form of the quantitative unique continuation principle (Theorem 3.4), where there is a term Q 4 3 in the exponent on the left hand side of (3.62). If we had Q β in (3.62), we would be able to prove Theorem 3.7, and hence Theorem 1.1, for dimensions d < 
Discrete and one-dimensional Schrödinger operators
To prove Theorem 1.2 and the d = 1 case of Theorem 1.1, we will select a class of approximate eigenfunctions for which we establish a global upper bound, and use Lemma 2.1 to pick an approximate eigenfunction for which we have a lower bound for the global upper bound. In more detail: Given an energy E, 0 < ε ≤ 1 2 , and a box Λ, we set P = χ [E,E+ε] (H Λ ) and consider the linear space Ran P . (Note that ψ ∈ Ran P is an approximate eigenfunction for H Λ in the sense that (H Λ L − E) ψ ≤ ε ψ .) We select a linear subspace of F of Ran P for which the L ∞ -norms are uniformly bounded in terms of the L 2 -norms (a global upper bound). We then use Lemma 2.1 to pick ψ 0 ∈ F for which we have a lower bound for ψ 0 ∞ . Comparing this lower bound with the global upper bound yields the bound on η Λ ([E, E + ε]).
A lower bound for the maximal
Lemma 2.1. Let V be a finite dimensional linear subspace of L ∞ (Ω, P), where (Ω, P) is a probability space. Then there exists ψ ∈ V with ψ 2 = 1 such that
This lemma is known to follow immediately from the theory of absolutely summing operators, but can also be proved by a direct argument. We present both proofs for completeness.
Proof of Lemma 2.1 using absolutely summing operators. Let V p denote the linear space V viewed as subspace of L p (Ω, P) and let I p,q be the identity map from V p to V q , with π 2 (I p,q ) being its 2-summing norm. (We refer to [DiJA] for the definition and properties of the 2-summing norm.) Then π 2 (I 2,2 ) = √ dim V, since it is the same as the Hilbert-Schmidt norm of I 2,2 . Factor
, we have I 2,∞ ≥ √ dim V, and the lemma follows.
Proof of Lemma 2.1 (direct proof ). Using the the Gelfand-Neumark Theorem (e.g., [S, Section 73] ) we can assume, without loss of generality, that Ω is a compact
Hausdorff space and L
and we have
Since P is a probability measure, there exists
we have ψ ∈ V, ψ 2 = 1, and
2.2. Discrete Schrödinger operators. Theorem 1.2 is an immediate consequence of the following theorem.
Theorem 2.2. Let H be a discrete Schrödinger operator as in (1.14). Then for
since otherwise there is nothing to prove. We fix R ∈ 2N, R < L, to be selected later, and pick G ⊂ Λ L such that
and
and let
We have
We take
since otherwise there is nothing to prove for large L, and pick
(2.14)
We now consider the vector space
Since F is the vector subspace of Ran P defined by |∂ R Λ L | linear conditions, it follows from (2.8), (2.12), and (2.14) that
Let ψ ∈ F with ψ = 1. If y ∈ G, it follows from (1.14), (1.15), and (2.7) that if we know that |ψ(x)| ≤ C for all x with |x − y| ∞ = k + 1, k + 2, then we must have
for all x ∈ Λ R (y). We conclude, using (2.9), that
We now use Lemma 2.1, obtaining ψ 0 ∈ F, ψ 0 = 1, such that
(The volume |Λ L | appears because the measure in Lemma 2.1 is normalized.) Combining (2.18), (2.19), and (2.14) we get
which is valid when (2.14)
2.3. One-dimensional Schrödinger operators. The case d = 1 of Theorem 1.1 is an immediate consequence of the following theorem. Note that one dimensional boxes are intervals.
Theorem 2.3. Let H be a Schrödinger operator as in (1.1) with d = 1. Given
We introduce the vector space
Given ψ ∈ F R and j = 1, . . . , L R − 1, it follows from Gronwall's inequality (see [Ho] ), ψ(a j ) = ψ (a j ) = 0, and (2.23) that for all x ∈]a j − R, a j + R[∩Λ we have
where K = 1 + V − E ∞ . Since Λ is the union of these intervals, we conclude that
We now assume that 27) since otherwise there is nothing to prove for large L..
(2.28) Applying Lemma 2.1, we obtain ψ 0 ∈ F R , ψ 0 = 0, such that
It follows from (2.26) and (2.29) that
Thus, we get
ε , and energies E ≤ E 0 , we have (2.22).
Multi-dimensional Schrödinger operators
To prove Theorem 1.1 for d = 2, 3, we will select a class of approximate eigenfunctions for which we can establish uniform local upper bounds, and pick an approximate eigenfunction for which we have a global lower bound for the global upper bound. The local upper bounds will come from the local behavior of approximate solutions of the stationary Schrödinger equation (Theorem 3.1); the global upper bound will come from the quantitative unique continuation principle (Theorem 3.4).
Given x ∈ R d and δ > 0, we set B(x, δ) := y ∈ R d ; |y − x| < δ .
3.1. 
Then there exist constants γ d > 0 and 0
, with the property that for all N ∈ N there is a linear subspace
such that for all ψ ∈ F N we have
We take d = 2, 3, . . ., and set N 0 = {0} ∪ N. We consider sites x ∈ R d , partial derivatives ∂ j = ∂ ∂xj for j = 1, 2, . . . , d, multi-indices α ∈ N d 0 , and set we have dim H
In particular, we have dim H and dim
We also define H
m , the vector space of harmonic polynomials on R d of degree ≤ N . It follows from (3.7) that for d = 2, 3, . . . there exists a constant
Φ(x) is the fundamental solution to Laplace's equation; ω d denotes the volume of the unit ball in R d . In particular,
Given Ω = B(x, r) for some x ∈ R d and r > 0 and
, and consider the the stationary Schrödinger equation
(3.12)
We let E 0 (Ω) = E 0 (Ω, W ) denote the vector subspace formed by solutions φ ∈ H 2 (Ω). We define linear subspaces
by the unique continuation principle. A solution of the equation (3.12) admits a local decomposition into a homogeneous harmonic polynomial and a lower order term [HW, B] . The following lemma is a quantitative version of this decomposition; it gives an explicit estimate of the lower order term. 
2 ). As a consequence, for all N ∈ N 0 we have
(3.15)
In particular, if J is a vector subspace of E 0 (Ω) we have 16) where γ d is the constant in (3.8).
Proof. We prove the lemma for Ω = B(0, 3); the general case then follows by translating and dilating. We set Ω = B 0, 3 2 , and note that φ ∈ E 0 (E n = E n (Ω)) satisfies elliptic regularity estimates:
The estimate (3.17) follows immediately from [GiT, Theorem 8.17 ]. If we knew φ ∈ C 2 (Ω)∩E 0 , the estimate (3.18) would follow directly from [GiT, Theorem 8.32 ]. To prove (3.18) for arbitrary φ ∈ E 0 , we fix a mollifier α ∈ C ∞ (R d ) (i.e., α ≥ 0, α(x) dx = 1, supp α ⊂ B(0, 1)), let α n (x) = n d α(nx) for n ∈ N, and define [GiT, Chapter 7] .) Since φ ∈ E 0 , we have
In addition, setting Ω = B(0, 5 4 ), taking n ≥ 4, and using Young's inequality for convolutions, we have
Appealing to [GiT, Theorem 8.32] , and using (3.20), we get
Since we can find a subsequence φ n k such that ∇φ n k → ∇φ a.e. on Ω , (3.18) follows from (3.21). Given φ ∈ E 0 we consider its Newtonian potential given by
In view of (3.17), we have
It follows from (3.10) that ∆ψ = W φ weakly in Ω . Thus, letting h = φ − ψ we have ∆h = 0 weakly in Ω , so we conclude that h is a harmonic function in Ω ⊃ B(0, 1). In particular (see [ABR, Corollary 5.34 In addition, it follows from the mean value property that for all y ∈ ∂B(0, 1) we have
and its proof]), h is real analytic in Ω and
using (3.17) and (3.23). Thus, for all m = 1, 2, . . . it follows from (3.25) that
for all x ∈ B 0,
In particular, Φ y (x) is real analytic in B(0, |y|), so, defining
we have (see [ABR] ) 
≤N , it follows that for x ∈ B(0, 1 2 |y|) we have
We now proceed by induction. We define
by Y 0 φ = φ(0). Given φ ∈ E 0 , it follows from the mean value theorem and the elliptic regularity estimates (3.17) and (3.18) that
(3.33) Thus the lemma holds for N = 0.
We now let N ∈ N and suppose that the lemma is valid for N − 1. If φ ∈ E N , it follows that φ ∈ E N −1 with Y N −1 φ = 0, so by the induction hypothesis 34) where
Using (3.31) and (3.34), we define
We fix x ∈ B 0, 1 2 and estimate (3.37) where Φ y,>N (x) = Φ y (x) − Φ y,N (x). Appealing to (3.32) and (3.34), we get
(3.38)
If y / ∈ B(0, 2 |x|) we have |y| ≥ 2 |x| ≥ 1, and hence, using (3.32),
Using (3.31) and (3.34), we get
where we used |x − y| ≤ 3 |x| for y ∈ B(0, 2 |x|). (Note that we get |x|
and |x| (N +2)− if d = 2.) Also using (3.31), we get
where we used |x| ≤ 
Putting together (3.37), (3.38), (3.39), (3.40), and (3.42), we conclude that for all x ∈ B(0,
N . Since φ = h + ψ, for all x ∈ B 0, 1 2 it follows from (3.28), (3.43), and (3.35), that
by choosing the constant C d,W∞ in (3.35) large enough. This completes the induction.
The lemma is proven, as ( 3.15) is an immediate consequence of (3.14), and (3.16) follows from (3.15) and (3.8).
Theorem 3.1 is an immediate consequence from the following lemma. 
, with the property that for all r ∈]0, r 2 ] there is a linear map Z r :
As a consequence, for all N ∈ N there is a vector subspace F N of F, with
where γ d is the constant in (3.8), such that for all ψ ∈ F N we have
for all x ∈ B(x 0 , r2 4 ). Proof. It suffices to consider x 0 = 0. We set B r = B(0, r). Given 0 < r < r 1 and ψ ∈ F, we define Z r ψ ∈ E 0 (B r ) as the unique solution φ ∈ H 2 (B r ) to the Dirichlet problem on B r given by
This map is well defined in view of [GiT, Theorem 8.3] and is clearly a linear map. To prove (3.46) we will use the Green's function G r (x, y) for the ball B r . We recall that, abusing the notation by writing Φ(|x|) instead of Φ(x) (see [GiT, Section 2.5] ; note that with our definition Φ(x) = −Γ(|x|)),
Using Green's representation formula [GiT, Eq. (2.21) ] for ψ and Z r ψ, for all x ∈ B r we have 52) where dS denotes the surface measure and ∂ ν is the normal derivative. Since by an explicit calculation we have, with p 2 = 2 and 53) it follows that
, and using (3.45), we get (3.46). Now let J = Ran Z r2 , a linear subspace of E 0 (B r2 ); note that
We set J N = J ∩ E N +1 (B r2 ) and
. It follows from (3.16) and (3.55)
) and 57) so (3.48) follows from (3.46) and (3.14).
3.2.
A quantitative unique continuation principle for approximate solutions of the stationary Schrödinger equation. We state and prove a a version of Bourgain and Kenig's quantitative unique continuation principle [BoK, Lemma 3.10] , in which we make explicit the dependence on the parameters relevant to this article. We give a proof following [GK2, Theorem A.1] . Given subsets A and B of R d , and a function ϕ on set B, we set ϕ A := ϕχ A∩B . In particular, given x ∈ R d and δ > 0 we write ϕ x,δ := ϕ B(x,δ) .
Theorem 3.4. Let Ω be an open subset of R d and consider a real measurable function V on Ω with V ∞ ≤ K < ∞. Let ψ ∈ H 2 (Ω) be real valued and let ζ ∈ L 2 (Ω) be defined by
Let Θ ⊂ Ω be a bounded measurable set where ψ Θ 2 > 0. Set
we have
where m > 0 is a constant depending only on d.
We we will apply this theorem with δ 1 Q. The proof of this theorem is based on the the Carleman-type inequality estimate given in [BoK, Lemma 3.15] , [EV, Theorem 2] , We state it as in [GK2, Lemma A.5] .
Moreover, there exist positive constants C 2 and C 3 , depending only on d, such that for all α ≥ C 2 and all real valued functions f ∈ H 2 (B(0, )) with supp f ⊂ B(0, ) \ {0} we have
Proof of Theorem 3.4. Let x 0 ∈ Ω \ Θ satisfy (3.60), where C 1 is defined in (3.63). For convenience we may assume x 0 = 0, in which case Θ ⊂ B(0, 2C 1 Q), and take Ω = B(0, ), where = 2C 1 Q + 2. Let δ be as in (3.61), and fix a function
Note that |∇η(x)| ≤ √ d |ξ (|x|)| and |∆η(x)| ≤ d |ξ (|x|)|. We will now apply Lemma 3.5 to the function ηψ. In what follows C 1 , C 2 , C 3 are the constants of Lemma 3.5, which depend only on d. By C j , j = 4, 5, . . ., we will always denote an appropriate nonzero constant depending only on d.
Given α ≥ C 2 > 1 (without loss of generality we take C 2 > 1), it follows from (3.64) that (3.66) where supp ∇η ⊂
Using (3.58), recalling V ∞ ≤ K, and noting that w ≤ 1 on supp η, we get
We take α 0 := αρ 68) ensuring α > C 2 and α
As a consequence, using (3.63) and recalling (3.59), we obtain
Combining (3.66), (3.67), (3.69), and (3.70), we conclude that
where we used an interior estimate (e.g., [GK1, Lemma A.2] ). Similarly,
Thus, if we have
we obtain
so we conclude that α 3 0
where we used (3.61). Thus, 78) which implies
by (3.61). We now choose α. Requiring (3.68), to satisfy (3.75) it suffices to also require
Thus we can satisfy (3.68) and (3.75) by taking
Combining with (3.79), and recalling Q ≥ 1, we get
(3.82) (3.83) where m > 0 is a constant depending only on d.
We will apply Theorem 3.4 to approximate eigenfunctions of Schrödinger operators defined on a box Λ with Dirichlet boundary condition. In this case the second condition in (3.60) seems to restrict the application of Theorem 3.4 to sites x 0 ∈ Λ sufficiently far away from the boundary of Λ. But, as noted in [GK2, Corollary A.2] , in this case Theorem 3.4 can be extended to sites near the boundary of Λ as in the following corollary.
Corollary 3.6. Consider the Schrödinger operator
is the open box of side L > 0 centered at x 0 ∈ R d , ∆ Λ is the Laplacian with either Dirichlet or periodic boundary condition on Λ, and V a is bounded potential on Λ with V ∞ ≤ K < ∞. Let ψ ∈ D(∆ Λ ) and fix a bounded measurable set Θ ⊂ Λ where ψ Θ 2 > 0. Set Q(x, Θ) := sup y∈Θ |y − x| for x ∈ Λ, and consider 84) where m > 0 is a constant depending only on d.
This corollary is proved exactly as [GK2, Corollary A.2] .
3.3. Two and three dimensional Schrödinger operators.
Theorem 3.7. Let H be a Schrödinger operator as in (1.1), where d = 2, 3. Given
, and energies E ≤ E 0 , we have
, where L 0 (ε) > 0 will be specified later, and
(3.86) Moreover, for ψ ∈ Ran P we have
where we used that for t > 0 e −t(HΛ+V∞)
Recalling the estimate tr
, where C d,V∞,E0 ≥ 1, we obtain the uniform upper bound
We assume that In particular, it follows from (3.91) and (3.93) that
Given y 1 ∈ G, we apply Theorem 3.1 with Ω = Λ ⊃ B (y 1 , 1), W = V − E, and F = Ran P . The hypothesis (3.1) follows from (3.89). We conclude that there exists a vector subspace F y1,N of Ran P and r 0 = r 0 (d, V ∞ , E 0 ) ∈ (0, 1), such that, using also (3.95) and (3.93), we have (3.97) and for all ψ ∈ F y1,N we have
Picking y 2 ∈ G, y 2 = y 1 , and applying Theorem 3.1 with Ω = Λ ⊃ B (y 2 , 1), W = V − E, and F = F y1,N , we obtain a vector vector subspace F y1,y2,N of F y1,N , and hence of Ran P , such that (3.99) and (3.98) holds for all ψ ∈ F y1,y2,N also with y 2 substituted for y 1 . Repeating this procedure until we exhaust the sites in G, we conclude that there exists a vector subspace F R of Ran P and r 0 = r 0 (d, V ∞ , E 0 ) ∈ (0, 1), such that
where we used the assumption (3.92), and for all ψ ∈ F R and y ∈ G we have |ψ(y + x)| ≤ C We let Q R denote the orthogonal projection onto F R . Since tr Q R = dim F R , it follows from (3.100) that that we can find a box Λ 1 = Λ 1 (x 1 ) ⊂ Λ such that (3.102) But Q R = Q R P = P Q R since F R ⊂ Ran P , and hence
Recall that χ Λ1 P 1 = P χ Λ1 1 ≤ C d,V∞,E0 . (3.104) (This is [Si1, Theorem B.9 .2] when Λ = R d . But by an argument similar to (3.88) the crucial estimate [Si1, Eq. (B11) ] holds on finite boxes Λ with constants uniform in Λ, so a careful reading of the proof of [Si1, Theorem B.9.2] shows that the result holds on finite boxes Λ with constants uniform in Λ.). We thus conclude that 
