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[1] This study examines the impact of end-member (i.e., hot and cold extremes) selection
on the performance and mechanisms of error propagation in satellite-based spatial
variability models for estimating actual evapotranspiration, using the triangle, surface
energy balance algorithm for land (SEBAL), and mapping evapotranspiration with high
resolution and internalized calibration (METRIC) models. These models were applied to the
soil moisture-atmosphere coupling experiment site in central Iowa on two Landsat
Thematic Mapper/Enhanced Thematic Mapper Plus acquisition dates in 2002. Evaporative
fraction (EF, deﬁned as the ratio of latent heat ﬂux to availability energy) estimates from the
three models at ﬁeld and watershed scales were examined using varying end-members.
Results show that the end-members fundamentally determine the magnitudes of EF
retrievals at both ﬁeld and watershed scales. The hot and cold extremes exercise a similar
impact on the discrepancy between the EF estimates and the ground-based measurements,
i.e., given a hot (cold) extreme, the EF estimates tend to increase with increasing
temperature of cold (hot) extreme, and decrease with decreasing temperature of cold (hot)
extreme. The coefﬁcient of determination between the EF estimates and the ground-based
measurements depends principally on the capability of remotely sensed surface temperature
(Ts) to capture EF (i.e., depending on the correlation between Ts and EF measurements),
being slightly inﬂuenced by the end-members. Varying the end-members does not
substantially affect the standard deviation and skewness of the EF frequency distributions
from the same model at the watershed scale. However, different models generate markedly
different EF frequency distributions due to differing model physics, especially the limiting
edges of EF deﬁned in the remotely sensed vegetation fraction (fc) and Ts space. In general,
the end-members cannot be properly determined because (1) they do not necessarily exist
within a scene, varying with the spatial extent, resolution, and quality of satellite images
being used and/or (2) different operators can select different end-members. Furthermore, the
limiting edge of EF¼ 0 in the fc-Ts space varies with the model, with SEBAL-type models
having inherently an increasing curvilinear limiting edge of EF¼ 0 with fc. The spatial
variability models therefore require careful calibration in order to deduce reasonable EF-
limiting edges and then conﬁne the magnitudes of EF estimates.
Citation: Long, D., and V. P. Singh (2013), Assessing the impact of end-member selection on the accuracy of satellite-based spatial
variability models for actual evapotranspiration estimation, Water Resour. Res., 49, 2601–2618, doi:10.1002/wrcr.20208.
1. Introduction
[2] Actual evapotranspiration (ETa), comprising vegeta-
tion transpiration, surface evaporation, and interception
from the vegetative surface, plays a key role in the
exchange of water and heat between the land surface and
the lower atmosphere. An accurate understanding of the
magnitude and distribution of ETa on the Earth’s surface is
of importance to many disciplines, e.g., hydrology, agricul-
ture, ecosystem, meteorology, and forestry, and to many
related applications, e.g., water resources allocation, irriga-
tion scheduling, crop yield forecasting, weather prediction,
drought monitoring, and vulnerability of forests to ﬁre
[Anderson et al., 2007; Bastiaanssen et al., 2005; Long
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and Singh, 2010; Mackay et al., 2007; McVicar and Jupp,
1998; Norman et al., 2003; Verstraeten et al., 2008]. Over
the last three decades, satellite remote sensing has provided
an unprecedented opportunity for capturing the variability
in ETa across a variety of spatial and temporal scales that
are not attainable by conventional techniques (e.g., weigh-
ing lysimeter, energy balance Bowen ratio (EBBR), and
eddy covariance (EC) systems). There are a wide variety of
models for ETa estimation developed by incorporating
remotely sensed land surface temperature (Ts) and other
critical variables, e.g., albedo () and fractional vegetation
cover (fc).
[3] The models, classiﬁed as the ‘‘spatial variability
models’’ by Kalma et al. [2008], are unique in interpreting
the contextual relationship between the normalized differ-
ence vegetation index (NDVI) or fc and Ts [e.g., Batra et
al., 2006; Carlson et al., 1995a; Gillies et al., 1997; Jiang
and Islam, 2001; Price, 1990], or between  and Ts [e.g.,
Roerink et al., 2000; Verstraeten et al., 2005] to deduce the
evaporative fraction (EF, deﬁned as the ratio of latent heat
ﬂux (LE) to available energy (A)) and ETa. In addition, the
surface energy balance algorithm for land (SEBAL) [Bas-
tiaanssen et al., 1998] and a variant, the mapping ET with
high resolution and internalized calibration (METRIC)
[Allen et al., 2007], pertain to the spatial variability model,
as they incorporate the spatial variability in Ts and two con-
stant end-members for a speciﬁc scene of image [Bas-
tiaanssen et al., 2002], termed the ‘‘hot pixel’’ and the
‘‘cold pixel,’’ to deduce sensible heat (H) and LE by quasi-
linear interpolation of extremes.
[4] Several studies have evaluated a range of remote sens-
ing-based ETa models, which provide insights into the per-
formance of these models under varying soil moisture,
environmental, and climatic conditions. French et al.
[2005a] examined the utility of the two-source energy bal-
ance model (TSEB) [Norman et al., 1995] and SEBAL at the
soil moisture-atmosphere coupling experiment (SMACEX)
site characterized primarily by rainfed corn and soybean in
central Iowa in 2002. A bias of  80 W m2 for LE esti-
mates from SEBAL [French et al., 2005b] was attributable
to the inability to fully distinguish wet and dry extremes at
the study site. Timmermans et al. [2007] further examined
the utility of TSEB and SEBAL over a subhumid grassland
(Southern Great Plains ’97) and a subarid rangeland (Mon-
soon ’90) by performing a sensitivity analysis of the two
models and comparing their H estimates over different land
cover types, conﬁrming that TSEB and SEBAL tend to be
most sensitive to Ts, and SEBAL may not be applicable over
sparsely vegetated areas. An intercomparison of SEBAL,
surface energy balance system (SEBS) [Su, 2002], and TSEB
was performed, and ETa estimates from these models were
compared with the counterparts from the soil and water
assessment tool (SWAT) over a watershed (1850 km2) in the
Chao River basin in North China [Gao and Long, 2008]. In
general, there was consistency in lumped ETa estimates from
these remote sensing-based models, whereas large differen-
ces in the frequency distributions of ETa were observed.
Gonzalez-Dugo et al. [2009] compared METRIC, TSEB,
and another empirical one-source model at the SMACEX
site, showing slightly higher accuracy of ETa retrievals from
the three models than other studies due to the use of meas-
ured net radiation (Rn) and soil heat ﬂux (G). Choi et al.
[2009] extended their study on a trapezoid NDVI-Ts model,
METRIC, and TSEB by comparing output of these models
and found signiﬁcant discrepancies in the spatial distribu-
tions of H and LE estimates between different models. Table
1 lists published studies regarding the evaluation of triangle,
SEBAL, andMETRICmodels.
[5] In general, these published studies compared in detail
ﬂux estimates with ground-based measurements in terms of
root-mean-square difference (RMSD) and bias that
describe the magnitude of model-measurement discrepan-
cies. Input variables, applicability of models under a certain
environment, sensitive variables, and the distinction
between the one-source and the two-source models have
been fully discussed [e.g., French et al., 2005a; Timmer-
mans et al., 2007]. However, how the end-member selec-
tion compounded by subjectivity impacts the LE estimates,
and whether there is a common mechanism for error propa-
gation remain unclear and warrant further investigation.
Model intercomparison has suggested notable differences
in ﬂux estimates from varying models over an entire mod-
eling domain or a speciﬁc land cover type, though in some
cases, the one-source and two-source models produced
comparable discrepancies with respect to ground-based
measurements [e.g., Choi et al., 2009; French et al.,
2005a; Timmermans et al., 2007]. Few studies investigated
error propagation in terms of model physics and reported
the coefﬁcient of determination (R2). Exploring the funda-
mental reasons for differences in LE estimates over a mod-
eling domain and examining detailed mechanisms of error
propagation could be of great value for a greater under-
standing of the deﬁciencies in model physics and improve-
ments to a range of remote sensing-based ETa approaches.
[6] The objectives of this study, therefore, were to (1)
examine how the end-members of the triangle model,
SEBAL, and METRIC impact the resulting EF retrievals at
the ﬁeld scale; (2) examine how the end-members impact
the frequency distributions of the EF estimates at the water-
shed scale; (3) examine if the limiting edges of EF within
the fc-Ts space explicitly or implicitly involved in the mod-
els can depict the reality; and (4) discuss the common
mechanisms of error propagation and potential ways to
resolve uncertainties in the spatial variability models.
2. Background Theory
[7] In general, all spatial variability models are based on
the equation of energy balance on the Earth’s surface:
Rn  G ¼ A ¼ H þ LE; (1)
where Rn is the net radiation (W m
2); G is the soil heat
ﬂux (W m2); A is the available energy (W m2) ; H is the
sensible heat ﬂux (W m2) ; and LE is the latent heat ﬂux
(W m2). Rn can be expressed as
Rn ¼ 1 ð ÞSd þ ""acT 4a  "cT 4s ; (2)
where Sd is the downwelling shortwave radiation (W m
2) ;
" is the surface emissivity (dimensionless) ; "a is the atmos-
pheric emissivity (dimensionless) ; c is the Stefan-Boltz-
mann constant (5.67  108 W m2 K4) ; and Ta is the air
temperature (K).
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[8] SEBAL and METRIC compute G as a fraction of Rn
as [Allen et al., 2007; Bastiaanssen, 2000]
G ¼ Rn Ts  273:15ð Þ 0:0038þ 0:0072ð Þ 1 0:98NDVI 4
 
: (3)
[9] Latent heat ﬂux is therefore calculated as the residual
of equation (1) when Rn, G, and H are derived in sequence.
Triangle models directly deduce EF from the NDVI or fc-Ts
space by interpolating between ‘‘warm’’ and ‘‘cold’’ edges
deﬁning nominal boundaries to this distribution of data
points (Figure 1). Daily ETa (mm d
1) is often calculated
by using remotely sensed EF, which is assumed to be
equivalent to the 24 h average EF to partition daily net radi-
ation as SEBAL and the triangle model do [Bastiaanssen et
al., 2002; Jiang et al., 2009; Long et al., 2010]. However,
this assumption can result in uncertainties in the ETa esti-
mates under partial cloudy conditions throughout a day,
across areas where nocturnal transpiration is large [Van
Niel et al., 2011] and forested areas where rainfall intercep-
tion and subsequent evaporation from the canopy can be
appreciable [Schellekens et al., 1999]. METRIC computes
daily ETa by using the reference ET fraction at the satellite
overpass time, which is assumed equal to the 24 h average
ET fraction to partition daily reference ET [Allen et al.,
2007]. Comparison based on EF instead of LE or ETa in
this study was intended to isolate the effect of Rn on LE,
adopting a straightforward scale to assess the impact of
end-members on the output from triangle, SEBAL, and
METRIC models.
2.1. Triangle Models
[10] Figure 1 also shows a conceptual representation of
triangle models. EF for a pixel i from the triangle model
[e.g., Jiang and Islam, 2001] is estimated by interpolating
parameter  of the cold edge (¼ 1.26, corresponding to
cold edge 1 in Figure 1) and the warm edge
(¼ 1.26NDVIi/NDVImax or ¼ 1.26fc,i/fc,max, corre-
sponding to warm edge 1 in Figure 1) based on the ratio of
the Ts difference between warm edge 1 and pixel i (l in Fig-
ure 1) to the Ts difference between warm edge 1 and cold
edge 1 (m in Figure 1). Later, the warm edge of the triangle
model was simpliﬁed as a constant hot extreme (point A
and warm edge 2 in Figure 1) [Batra et al., 2006; Jiang et
al., 2009]. The  value for the horizontal warm edge is
taken to be zero, and the  value for a pixel i is interpolated
based on the ratio of the Ts difference between warm edge
2 and pixel i (l0 in Figure 1) to the Ts difference between
warm edge 2 and cold edge 1 (m0 in Figure 1). EF from the
triangle model can be written as [Batra et al., 2006; Choi
et al., 2009; Jiang et al., 2009]
EF ¼ max
Tmax  Ts
Tmax  Tmin 

þ  ; (4)
where max is equal to 1.26; Tmax and Tmin are the tempera-
tures (K) of the hot extreme and cold extremes throughout
a scene;  is the slope of saturated vapor pressure at Ta
(kPa C1); and  is the psychometric constant (kPa C1).
The quantity /(þ) remains fairly invariant under gen-
erally homogenous meteorological ﬁelds (i.e., Ta, vapor
pressure ea, and wind velocity u). It is apparent from
equation (4) that variation in EF with Ts follows an inverse
linear relation; Tmax and Tmin play a key role in determin-
ing EF.
2.2. SEBAL
[11] SEBAL calculates H by assuming a linear relation-
ship between T and Ts across an entire image where T
(K) is the difference between the aerodynamic temperature
and Ta [Bastiaanssen et al., 1998, 2005]. This assumption
obviates the speciﬁcation of roughness length for heat
transfer parameterized in the one-source models that cannot
be assessed on the basis of generic rules in heterogeneous
landscapes [Bastiaanssen et al., 2005; Carlson et al.,
1995c]. Coefﬁcients of the linear relationship are deter-
mined by a hot extreme and a cold extreme selected by the
operator from the satellite image. For the hot extreme, LE
is taken to be zero; thus, H for the hot extreme is equal to
its available energy. For the cold extreme, H is taken to be
zero and LE for the cold extreme is equal to the available
energy. Sensible heat ﬂux from SEBAL is calculated as
Figure 1. Conceptual scatterplot of remotely sensed fc
and Ts. Colored circles represent surfaces/pixels with vary-
ing fc and Ts. Green color in dots represents relatively high
soil surface water content, and yellow color represents rela-
tively low soil surface water content in terms of the concept
of soil surface water content isopleths [Carlson, 2007;
Carlson et al., 1995b]. Trapezoid ABCD represents a trape-
zoidal framework of the fc-Ts space [e.g., Long and Singh,
2012a; Moran et al., 1994], triangle ABC represents a tri-
angular framework of the fc-Ts space [e.g., Jiang and Islam,
2001; Sandholt et al., 2002], and rectangle ABCE repre-
sents a degenerate triangular framework of the fc-Ts space
[e.g., Batra et al., 2006; Jiang et al., 2009]. Warm edges 2,
4, and 5 represent hot extremes possibly selected in trian-
gle, SEBAL, and METRIC models. Cold edges 1–3 repre-
sent cold extremes possibly selected in triangle, SEBAL,
and METRIC models. Point i represents a pixel within the
fc-Ts space. Distance l represents the difference in Ts
between point i and warm edge 1. Distance l0 represents the
difference in Ts between point i and warm edge 2. Distance
m represents the difference in Ts between cold edge 1 and
warm edge 1 for point i. Distance m0 represents the
difference in Ts between cold edge 1 and warm edge 2 for
point i.
LONG AND SINGH: IMPACT OF END-MEMBERS ON OUTPUT OF SATELLITE ET MODELS
2604
H ¼ cpT
rah
¼ cp aTs þ b
rah
; (5)
where  is the air density (kg m3) ; cp is the speciﬁc heat
of air at constant pressure (J kg1 K1); rah is the aerody-
namic resistance (s m1) [Long and Singh, 2012b]; and a
(dimensionless) and b (K) are the coefﬁcients of the
assumed linear relationship between Ts and T derived by
the two extremes:
a ¼ rah;hot
hot cp
 Ahot
Tmax  Tmin ; (6)
b ¼ aTmin; (7)
where subscript hot denotes variables for the hot extreme.
Long et al. [2011] showed that Tmax, Tmin, and Ahot are the
most sensitive variables associated with end-members in
SEBAL, and the hot extreme plays a more prominent role
than does the cold extreme. Latent heat ﬂux can be eventu-
ally obtained by equation (1) after Rn, G, and H are
calculated.
[12] From the perspective of the fc-Ts space, the two
extremes in SEBAL bound two limiting edges of EF
[Long and Singh, 2012b]. Sensible heat ﬂux and EF for
each fc class can be calculated using the following
equations :
Hi ¼ cpT
rah;i
¼ cp aTs þ b
rah;i
; (8)
EF i ¼ Ai  Hi
Ai
¼ 1 Hi
Ai
; (9)
where subscript i denotes variables in the fc class i.
2.3. METRIC
[13] METRIC inherits the key assumption of linear cor-
relation of Ts with T from SEBAL and interpolation of
H for all pixels in an image, except the end-members in
terms of coefﬁcients a and b [Allen et al., 2007]. It differs
from SEBAL in a slight modiﬁcation of the energy bal-
ance for the two extremes, considering conditions deviat-
ing somewhat from the reality. This means that METRIC
does not strictly require zero LE¼ 0 at the hot extreme
where a soil water balance model [Allen et al., 1998] is
used to infer residual soil evaporation for the hot extreme.
The cold extreme is tied to measurements of reference ET
made at a ground station somewhere within the modeling
domain. The use of reference ET, which is sometimes
larger than available energy for the cold extreme, partly
accounts for the impact of advection on the energy bal-
ance for the cold extreme [Choi et al., 2009]. However,
the modiﬁcation does not substantially alter the model
physics of SEBAL, which may make METRIC exhibit
similar performance and mechanisms of error propagation
as does SEBAL. Coefﬁcients a and b of METRIC are
incorrectly expressed in Allen et al. [2007]. They are, in
fact, in the forms below (note that coefﬁcients a and b in
this study correspond to b and a in equation (29) in Allen
et al. [2007]) :
a ¼ dThot  dTcold
Tmax  Tmin ; (10)
b ¼ dThot  aTmax; (11)
dThot ¼ Ahot  LE hotð Þrah;hot
hot cp
; (12)
dTcold ¼ Acold  LE coldð Þrah;cold
cold cp
; (13)
where subscript cold denotes variables for the cold pixel. It
is apparent that in SEBAL LEhot in equation (12) is zero,
and dTcold becomes zero due to LEcold¼Acold. In METRIC,
LEcold is inferred by the American Society of Civil Engi-
neers (ASCE)-standardized Penman-Monteith reference ET
multiplied by a reference ET fraction (ETrF) of 1.05 [Allen
et al., 2007], and LEhot is calculated by the reference ET
multiplied by ETrF for the hot extreme, which is estimated
by a soil water balance model [Allen et al., 1998].
[14] Note that all the three spatial variability models
require the selection of end-members from satellite images
by the operator. Efforts on automating the selection of end-
members have been made [e.g., McVicar and Jupp, 1999,
2002] and are still ongoing for SEBAL and METRIC
[Allen et al., 2007; Choi et al., 2009], which would reduce
subjectivity. Characteristic variables of the end-members,
e.g., Tmax, and Tmin, are subsequently derived and constitute
input of equations (4) and (6)–(13). It is assumed that
points A and B in Figure 1 represent the realistic hot and
cold extremes that can meet the basic assumptions of these
models. There are three possibilities for a hot extreme and
a cold extreme to be selected or speciﬁed, corresponding to
warm edges 2, 4, and 5, and cold edges 1–3 in Figure 1.
3. Materials
3.1. Study Site
[15] The SMACEX campaign was conducted in central
Iowa, USA, ranging in latitude between 41.87N and
42.05N and in longitude between 93.83W and
93.39W (Figure 2) between 15 June (day of year (DOY)
166) through 8 July (DOY 189) in 2002. It provided exten-
sive measurements of soil, vegetation, and meteorological
properties and states for a greater understanding of mecha-
nisms of water and heat exchanges with the atmosphere
[Kustas et al., 2005]. The ﬁeld campaign was primarily
conducted in the Walnut Creek watershed, just south of
Ames in central Iowa. Rainfed corn and soybean ﬁelds
dominate the Walnut Creek watershed. These crops grew
rapidly during the campaign.
[16] The mean annual rainfall of this region is 835 mm/
year, which is classiﬁed as a humid climate. Precipitation
during the campaign occurred a few days prior to 15 June
(DOY 166), with a minor rainfall event wetting the soil sur-
face in most areas with either 0–5 mm or 5–10 mm of pre-
cipitation on 20 June (DOY 171). This was followed by a
drydown period for the Walnut Creek watershed until 4
July (DOY 185) [Kustas and Anderson, 2009; Kustas et
al., 2005]. The topography is characterized by low relief
and poor surface drainage, with a mean elevation of 300
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m. The extensive measurements of surface ﬂuxes in combi-
nation with diverse agricultural crops make the SMACEX
site an ideal test bed for evaluating a range of remote sens-
ing-based models [e.g., Anderson et al., 2007; Choi et al.,
2009].
3.2. Flux Tower Measurements
[17] A network consisting of 12 fully operational mete-
orological-ﬂux (METFLUX) towers was deployed within
or in the vicinity of the Walnut Creek watershed (ﬂux tower
(FT) 13, 14, 151, 152, 161, 162 within the watershed;
FT03, 06, 23, 24, 25, and 33 outside the watershed),
employing EC systems at 12 ﬁeld sites, in which ﬁve sites
were corn and seven sites were soybean (Figure 2). These
towers were instrumented with a variety of sensors for
measuring turbulent ﬂuxes of LE and H, as well as radia-
tion components (i.e., incoming and outgoing shortwave
and longwave radiation) and soil heat ﬂuxes at 30 min
intervals. Additional in situ hydrometeorological observa-
tions encompassed 10 min averaged Ta, relative humidity,
and wind speed and direction. Air temperature and relative
humidity were measured at heights ranging between 1.16 m
and 2.66 m for different EC towers but remained
unchanged during the campaign. Wind velocity was meas-
ured at heights ranging between 1.83 m and 5.03 m for dif-
fering EC towers during the campaign, ﬁve of which in
corn ﬁelds were elevated by 1–2 m between DOY 179 and
DOY 181 to accommodate growth in the corn. Observed
EF calculated by observed LE over the sum of observed LE
and H, i.e., preserving the Bowen ratio, at these EC towers
for two image acquisition dates [e.g, Anderson et al., 2005,
2007; French et al., 2005b] was used to evaluate the three
spatial variability models. If the energy balance closure is
achieved by the residual method, i.e., ground-based LE
derived from observed Rn-G-H, storage corrections to soil
heat ﬂux measurements should be performed. Table 2 con-
tains three statistical metrics quantifying the discrepancies
between measurements and estimates. EF estimates from
the three spatial variability models were averaged over the
estimated upwind source-area/footprint for each ﬂux tower
using the approach proposed by Li et al. [2008]. Details of
these sensors and processing of measurements can be found
in Kustas et al. [2005] and Prueger et al. [2005].
3.3. Remote Sensing Data Sources and Variable
Derivation
[18] During SMACEX, three cloud-free scenes of Land-
sat Thematic Mapper (TM)/Enhanced Thematic Mapper
Plus (ETMþ) imagery were acquired, two of which were
used in this study. One scene of Landsat TM was acquired
at 10:20 A.M. (local time) on DOY 174 (23 June 2002)
spanning vegetated canopy cover from 50% to 75%. The
other scene of Landsat ETMþ was acquired at 10:42 A.M.
(local time) on DOY 182 (1 July 2002) spanning vegetated
canopy cover from 75% to 90%. Land surface temperature
was retrieved from the thermal band of the Landsat images
Figure 2. Location and false color composite of Landsat TM imagery acquired on 23 June 2002, of the
SMACEX site in Ames, central Iowa, USA. The Walnut Creek watershed is delineated in yellow and the
main Walnut Creek and its branch are shown in green. The meteorological-ﬂux (METFLUX) network,
comprising 12 ﬁeld sites, is shown in numbered green circles nested with cross wires. Letter C denotes
corn and S denotes soybean for the major crop type at each EC tower.
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using parameters speciﬁcally for the SMACEX site [Li et
al., 2004], with uncertainties within 1C for the Landsat
ETMþ image and 1.5C for the Landsat TM image.
Albedo was retrieved from the visible, near-infrared, and
shortwave infrared bands of the Landsat images using Allen
et al. [2007]’s algorithm. Spatial mean of Ta across all EC
towers at the satellite overpass time was 29.6C and 29.4C
for DOY 174 and DOY 182, respectively, with DOY 174
showing a smaller standard deviation of 0.34C than DOY
182 with a standard deviation of 0.42C. Information on
antecedent precipitation, fc, and meteorological conditions
suggests that DOY 174 had a more homogenous surface
moisture and meteorological condition than DOY 182.
4. Methods
4.1. Selection of End-Members
[19] A brief review of the three spatial variability models
in section 2 shows that Tmax and Tmin bound EF within a
scene. EF for the remaining pixels is linearly or quasi-line-
arly interpolated by the two extremes [Choi et al., 2009;
Long and Singh, 2012b], and hence they play a critical role
in determining the resultant EF or LE across a scene. To
test this hypothesis, EF was simulated by the three spatial
variability models in combination with differing end-mem-
bers. Three operators having knowledge of remote sensing
and the spatial variability models selected end-members
against the scatterplot of the fc-Ts space (Figure 3) and land
cover map of the SMACEX site, with three hot extremes
and three cold extremes identiﬁed for each day. The three
hot and three cold pixels resulted in nine (33) combina-
tions of end-members for subsequent calculation of EF
(Table 3).
[20] The hot pixels for DOY 174 were selected north,
west, and south of the study domain, respectively (Figure
4a), which were indentiﬁed to be a bare surface (hot pixel
1) and late plantings of a soybean crop (hot pixels 2 and 3).
The cold pixels were selected from the corn ﬁelds with fc
ranging from 0.84 to 0.9 in the southeast (cold pixel 1) and
west (cold pixels 2 and 3). For DOY 182, the hot extremes
were selected from the bare surfaces with low fc, ranging
from 0.13 to 0.14 in the north of the study domain (Figure
4b). The cold extremes were concentrated in the corn ﬁelds,
with fc ranging from 0.87 to 0.92 in the east. It is noted that
differences in Tmax or Tmin were within 1
C for DOY 174
but within 3C for DOY 182 (Table 3). This is attributed to
the combined effect of higher spatial resolution of Ts (60
m) and soil moisture variability for DOY 182 (standard
deviation of Ts : 3.3
C) than DOY 174 (the spatial resolu-
tion of Ts : 120 m; the standard deviation of Ts : 2.8
C). A
larger contrast in soil surface water content and, conse-
quently, Ts would likely result in larger differences in the
selected end-members.
[21] Furthermore, there is no certain pattern for the dis-
tribution of end-members at the SMACEX site, which
could be due in part to the large variability in convective
precipitation and rapid change in soil moisture in summer.
An additional hot extreme was deduced by extrapolating
the warm edge of the fc-Ts space to intersect with fc¼ 0
Table 2. Description of Statistics Used in This Studya
Statistical
Variables Description Equation
 Sample mean
1
n
Xn
i¼1
Pi
 Standard deviation Xn
i¼1
Pi  ð Þ2
n1
2
6664
3
7775
1=2
 Skewness
1
n
Xn
i¼1
Pi  ð Þ3
1
n
Xn
i¼1
Pi  ð Þ2
" #3=2
RMSD Root-mean-square difference
1
n
Xn
i¼1
Pi  Qið Þ2
" #1=2
MAPD Mean absolute percentage
difference 100 1n
Xn
i¼1
j PiQiQi j
Bias Bias
1
n
Xn
i¼1
Pi  Oið Þ
aIn equations, Pi represents a sample of model simulations and Oi repre-
sents a sample of ground-based observations.
Figure 3. Scatterplots of fc and Ts for the SMACEX site
in central Iowa, USA, on (a) DOY 174 and (b) DOY 182 in
2002. Numbered red circles (1–3) represent hot extremes,
and numbered blue circles (1–3) represent cold extremes
selected by different operators.
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Table 3. Hot and Cold Extremes With Their Characteristic Variables at the Soil Moisture Atmosphere Coupling Experiment (SMA-
CEX) Site for DOY 174 and DOY 182 in 2002a
Case (Hot, Cold)
FT
Tmax (
C) Ahot (W m2) fc,hot Tmin (C) Acold (W m2) fc,cold174 182
174 and 182 Hot Cold Hot Cold 174 182 174 182 174 182 174 182 174 182 174 182
1 (1, 1) 33 25 33 24 42.3 48.7 481.7 442.5 0.17 0.13 26.1 28.8 593.0 610.9 0.84 0.87
2 (2, 1) 06 25 33 24 42.6 49.6 478.3 440.9 0.33 0.13 26.1 28.8 593.0 610.9 0.84 0.87
3 (3, 1) 25 25 33 24 43.1 51.5 467.0 442.5 0.27 0.14 26.1 28.8 593.0 610.9 0.84 0.87
4 (1, 2) 33 06 33 24 42.3 48.7 481.7 442.5 0.17 0.13 26.8 29.0 588.1 638.1 0.92 0.90
5 (2, 2) 06 06 33 24 42.6 49.6 478.3 440.9 0.33 0.13 26.8 29.0 588.1 638.1 0.92 0.90
6 (3, 2) 25 06 33 24 43.1 51.5 467.0 442.5 0.27 0.14 26.8 29.0 588.1 638.1 0.92 0.90
7 (1, 3) 33 06 33 24 42.3 48.7 481.7 442.5 0.17 0.13 26.9 30.5 570.9 550.9 0.94 0.92
8 (2, 3) 06 06 33 24 42.6 49.6 478.3 440.9 0.33 0.13 26.9 30.5 570.9 550.9 0.94 0.92
9 (3, 3) 25 06 33 24 43.1 51.5 467.0 442.5 0.27 0.14 26.9 30.5 570.9 550.9 0.94 0.92
aColumn 1 shows nine combinations of three hot pixels (numbered 1–3) and three cold pixels (numbered 1–3) for both days, referring to Figure 3 show-
ing these extremes on the scatterplots of fc and Ts for DOY 174 and DOY 182. FT means IDs of eddy covariance towers for calculating reference ET as
input for METRIC.
Figure 4. End-members for (a) DOY 174 and (b) DOY 182 at the SMACEX site selected by different
operators.
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[Batra et al., 2006]. However, the deduced hot extreme in
conjunction with the triangle model failed to generate
acceptable EF estimates, thereby not being involved in
further discussion.
[22] Reference ET values of the selected end-members
were calculated using meteorological data from the nearest
EC towers as input for METRIC (Figure 4 and Table 3).
Typical values of ETrF for hot pixels vary between 0 and
0.1, and 0.1 could be appropriate during the SMACEX
campaign based on Choi et al. [2009], though the soil
water balance model showed values smaller than 0.1 for
the 2 days being tested.
4.2. Theoretical Expression of Limiting Edges of EF
for Triangle and SEBAL-Type Models
[23] Deﬁnitions of limiting edges of EF are different in
the spatial variability models, but these differences and
associated potential deﬁciencies have not yet been
systematically investigated. Furthermore, there remains a
question: Are the deﬁnitions of these limiting edges rea-
sonable? It is apparent from equation (4) that EF for the
warm edge of the triangle model (segment AE in Figure 1)
is zero (Ts¼Tmax); EF for the cold edge is equal to the
quantity 1.26/(þ), which is equal to 1 when
Ta¼ 31.2C and to 0.93 when Ta¼ 25C.
[24] It is noted that the limiting edges of EF in SEBAL
are not explicitly shown because the interpolation is
applied to H rather than EF. It can be derived that EF for
the cold edge of SEBAL is equal to 1 in terms of equations
(6)–(9) when Ts¼Tmin. Here, we derive the limiting edge
of EF¼ 0 inherent in SEBAL. Writing the ﬁrst two terms
of the Taylor series of Ai at Ta results in the following:
Ai Tsð Þ ¼ Rn Tsð Þ  G Tsð Þ  Rn Tað Þ þ @Rn
@Ts
jTs¼Ta
Ts  Tað Þ  G Tað Þ  @G
@Ts
jTs¼Ta Ts  Tað Þ
¼ Rn Tað Þ  G Tað Þ½  þ Ts  Tað Þ @Rn
@Ts
jTs¼Ta 
@G
@Ts
jTs¼Ta
 
¼ Ai Tað Þ þ Ts  Tað Þ0 ;
(14)
@Rn
@Ts
¼ 4"T 3s ; (15)
@G
@Ts
¼ 0:0038þ 0:0072ð Þ 1 0:98NDVI 4 
Rn  4"T 3s Ts  273:15ð Þ
 
;
(16)
where Ai(Ta) is the net energy for pixels in fc class i, in
which Ts is replaced by Ta and 
0 is the derivative part of
the second term of the Taylor series of Ai(Ts).
[25] Let equation (9) be equal to zero. Combining equa-
tions (8) and (14)–(16) results in
T
0
max 
Ai Tað Þ  Ta0  cp brah;i
cp arah;i 
0 ; (17)
where T
0
max is the temperatures of the driest surfaces where
EF is equal to 0 for a full range of fc in SEBAL. Meteoro-
logical ﬁelds were generally uniform at the study site [Long
and Singh, 2012a]. Variation in T
0
max with fc is, hence,
caused primarily by variation in  in Ai (Ta) and the rough-
ness length for momentum transfer, zom, in rah,i. We suggest
that the functional relationship between  and fc for the
limiting edge of EF¼ 0 can be approximated by the upper
envelope of the scatterplot of fc and  [Long and Singh,
2012b], because the driest surface tends to have the largest
 given an fc class. The functional relationship between zom
and fc can be constructed using the method of Tasumi
[2003]. Coefﬁcients a and b are derived from the combina-
tion of end-members, which resulted in the highest EF
accuracy shown in section 5.1.
5. Results
5.1. EF Estimates at the Field Scale Using Different
End-Members
[26] Comparison of ground-based EF measurements and
EF estimates from the three models using nine combina-
tions of end-members is displayed in Table 4 and Figure 5.
There are ﬁve key points to be made from this
investigation.
[27] First, differing combinations of end-members can
result in largely different magnitudes of the EF estimates at
EC towers, showing the mean absolute percentage differ-
ence (MAPD) for the triangle model ranging between
27.1% and 33.8% on DOY 174 and between 9.2% and
13.1% on DOY 182. SEBAL and METRIC show generally
smaller discrepancies, with MAPD for SEBAL ranging
between 19.3% and 27.7%, and between 7.4% and 12.4%,
and MAPD for METRIC ranging between 10.7% and
17.9%, and between 8.3% and 14.7% on the 2 days, respec-
tively. It is also noted that for the three models, the highest
and lowest accuracy of the EF estimates occur under two
extreme cases, i.e., the greatest/smallest Ts for both end-
members. For instance, the triangle model combined with
hot pixel 1 and cold pixel 1, both of which are the lowest
temperatures in the hot extremes and cold extremes being
selected (referring to Table 3 and Figure 3), generated EF
with the largest errors in all combinations of end-members.
In contrast, the highest accuracy occurred under the combi-
nation of hot pixel 3 and cold pixel 3 for both days, which
are the highest temperatures in the hot extremes and cold
extremes. SEBAL and METRIC also show similar correla-
tion between the retrieval accuracy and the combinations of
end-members.
[28] Second, given a cold extreme, the EF estimates
from the three models increase with increasing hot
extremes and decrease with decreasing hot extremes. Like-
wise, given a hot extreme, the EF estimates increase with
increasing cold extremes and decrease with decreasing cold
extremes. This means that the two end-members have a
similar function in determining the magnitudes of EF esti-
mates. They both play a key role in determining the overall
discrepancy (bias, RMSD, and MAPD) between predictions
and measurements. It is important to note that if the two
extremes move in the opposite direction, the EF estimates
for pixels with moderate Ts values may remain relatively
invariant ; however, the EF estimates for pixels with Ts val-
ues close to the two extremes are changed more
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prominently due to the varying extremes. So while end-
members involve uncertainties, there is still a possibility
that EF estimates from spatial variability models show
agreement with ground-based measurements at a handful
of ﬂux towers with moderate Ts values [e.g., Choi et al.,
2009; Timmermans et al., 2007].
[29] Third, in general, the triangle model underestimates
EF, showing negative biases for all combinations of
extremes for both days (Table 4). The underestimation may
be related to both selected end-members being lower than
the realistic ones for the triangle model (corresponding to
the combination of warm edge 5 and cold edge 3 in Figure
1). As such, with the selected end-members incrementally
moving upward (i.e., increasing Tmax and Tmin), errors
involved in the EF estimates from the triangle model can
be reduced to varying degrees. The same explanation can
also be applied to the underestimation of EF from SEBAL
and METRIC for DOY 174, with errors generally decreas-
ing with the two end-members being increased. For DOY
182, SEBAL/METRIC overestimates EF by the same
amount as the triangle model underestimates. The combina-
tion of cold pixel 1 and hot pixel 1 seemed to result in the
highest accuracy for both SEBAL and METRIC, with
errors generally increasing with the two end-members pro-
gressively moving upward.
[30] Fourth, R2 of different models seems to be essen-
tially of the same order (R2> 0.9 and 0.4 for DOY 174
and 182, respectively). Differences in R2 for different days
can be ascribed to varying degrees of correlation of Ts and
EF measurements. Linear regression analysis of Ts and
ground-based EF measurements shows R2 of 0.96 and 0.46
for DOY 174 and DOY 182, respectively (Figure 6), which
is the same as R2 for the triangle model, but slightly
degraded by SEBAL and METRIC as R2 of0.90 and
0.44 for DOY 174 and 182, respectively (referring to
Table 4). These ﬁndings demonstrate that all spatial vari-
ability models tested here have no substantially different
R2, which characterizes the ability of predictions to explain
variability in measurements. Utility of these models
appears to depend largely on the capability of Ts to capture
EF. Model mechanisms and end-members play a negligible
role in determining R2 over relatively homogenous agricul-
tural ﬁelds. The primary differences in these spatial
variability models lie in the deﬁnition of limiting edges of
EF, which largely determines the magnitude and frequency
distributions of the EF estimates to be shown in section 5.2.
[31] Fifth, R2 remains fairly invariant using varying end-
members for the same model, which means that varying
end-members does not impact the R2 of a model but func-
tions in controlling the magnitudes and frequencies of EF
estimates. Consistent overestimation or underestimation of
EF by a spatial variability model can take place due to an
inappropriate selection or speciﬁcation of end-members or
an unrealistic deﬁnition of its limiting edges. If ground-
based measurements are available, the discrepancies
between estimates and measurements can be alleviated by
tuning the variables or parameters of end-members. MET-
RIC uses ground-based reference ET and/or the priori
knowledge about the crop coefﬁcient to resolve the energy
balance equation for the cold extreme, and attempts to infer
Table 4. Discrepancies Between EF Estimates From Triangle, SEBAL, and METRIC Models and Corresponding Measurements Under
Nine Combinations of Selected Extremes on DOY 174 and DOY 182a
Model
Cold
Pixel
Hot
Pixel Case
DOY 174 DOY 182
R2 RMSD MAPD Bias R2 RMSD MAPD Bias
Triangle 1 1 1 0.96 0.24 33.83 0.24 0.46 0.13 13.07 0.09
2 2 0.96 0.23 32.55 0.23 0.46 0.12 11.58 0.08
3 3 0.96 0.22 30.50 0.21 0.46 0.10 8.83 0.05
2 1 4 0.96 0.22 30.85 0.22 0.46 0.12 12.39 0.08
2 5 0.96 0.21 29.56 0.21 0.46 0.11 10.92 0.07
3 6 0.96 0.20 27.51 0.19 0.46 0.09 8.26 0.05
3 1 7 0.96 0.22 30.40 0.21 0.46 0.10 10.03 0.03
2 8 0.96 0.21 29.11 0.20 0.46 0.10 9.46 0.02
3 9 0.96 0.19 27.07 0.19 0.46 0.09 9.17 0.00
SEBAL 1 1 1 0.91 0.20 27.68 0.19 0.43 0.08 7.39 0.01
2 2 0.91 0.19 25.96 0.18 0.43 0.08 7.51 0.00
3 3 0.90 0.17 22.50 0.16 0.43 0.08 8.00 0.02
2 1 4 0.91 0.17 23.07 0.16 0.43 0.08 7.61 0.00
2 5 0.91 0.15 19.69 0.14 0.43 0.08 7.72 0.01
3 6 0.91 0.15 19.69 0.14 0.43 0.08 8.32 0.03
3 1 7 0.91 0.18 24.34 0.17 0.44 0.09 10.35 0.04
2 8 0.91 0.17 22.64 0.16 0.44 0.09 10.97 0.05
3 9 0.91 0.14 19.27 0.13 0.44 0.10 12.37 0.07
METRIC 1 1 1 0.90 0.13 17.88 0.13 0.43 0.08 8.25 0.03
2 2 0.90 0.12 16.41 0.12 0.43 0.08 8.79 0.04
3 3 0.90 0.10 13.46 0.10 0.43 0.09 10.20 0.05
2 1 4 0.91 0.11 13.96 0.10 0.43 0.08 8.55 0.03
2 5 0.91 0.11 13.96 0.10 0.43 0.08 9.13 0.04
3 6 0.91 0.09 11.07 0.08 0.43 0.09 10.70 0.06
3 1 7 0.91 0.11 15.04 0.11 0.44 0.10 12.52 0.07
2 8 0.91 0.10 13.59 0.10 0.44 0.11 13.36 0.08
3 9 0.91 0.08 10.72 0.08 0.44 0.12 14.74 0.09
aCold pixels 1–3 and hot pixels 1–3 are in increasing order of the magnitude of temperature (referring to Figure 5), respectively. Statistics R2, RMSD,
and MAPD represent the coefﬁcient of determination, root-mean-square difference, and MAPD (Table 2). The values in italics show extreme statistics
from the nine cases for each model on each day.
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the possible LE for the hot extreme using a soil water bal-
ance model. To that end, spatial variability models entail a
calibration procedure to constrain the EF magnitudes
within a reasonable range, which is intrinsic in the spatial
variability models but has not been discussed in the litera-
ture to date.
5.2. EF Estimates at the Watershed Scale Using
Different End-Members
[32] Frequency distributions of EF estimates from the tri-
angle model and SEBAL across the study domain for DOY
174 are shown in Figures 7 and 8 (those for METRIC for
DOY 174 and all models for DOY 182 are provided in the
Supporting Information). Statistical metrics of spatial
mean, standard deviation, and skewness (Table 2) for these
EF frequency distributions for both days are presented in
Table 5. Four key points can be implied in the following.
[33] First, the three spatial variability models generated
larger EF estimates when the hot or cold extreme moved
upward (increasing Tmax or Tmin). This characteristic can be
demonstrated by cases 1–3, 4–6, and 7–9 with increasing
Tmax and a ﬁxed Tmin for both days, showing a
Figure 5. Comparison of ﬂux tower EF measurements and EF estimates from the triangle model,
SEBAL, and METRIC for nine combinations of selected extremes on DOY 174 (red symbols) and DOY
182 (blue symbols), respectively. Circles denote the combination of hot pixel 1 and the corresponding
cold pixels (1–3) shown in each subplot. Diamonds denote the combination of hot pixel 2 and the corre-
sponding cold pixels (1–3). Triangles denote the combination of hot pixel 3 and the corresponding cold
pixels (1–3).
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progressively increasing spatial mean for cases 1–3, cases
4–6, and cases 7–9, respectively. This ﬁnding is consistent
with the performance of the three spatial variability models
at EC tower scales discussed in section 5.1. Differing end-
members for the same model can result in different spatial
means of the EF estimates.
[34] Second, varying end-members for these models
does not substantially inﬂuence the standard deviation and
skewness of the EF estimates. The shape of the frequency
distribution for the same model remains essentially invari-
ant under the changing end-members. Only the positions of
these frequency distributions relative to the origin are dif-
ferent. This is because varying the end-members of a model
does not alter its model physics, and consequently, cannot
affect the pattern of output. A reasonable magnitude of spa-
tial mean of EF from a model can therefore be derived by
properly tuning the magnitude of Tmax and/or Tmin if the
detailed and accurate spatial distribution of EF or LE is not
the primary issue of concern. This ﬁnding would be mean-
ingful to coarse-spatial-resolution images of operational
satellites (e.g., Terra/Aqua-MODIS and GOES) as they are
often utilized to generate large-scale EF or ETa, instead of
capturing EF or ETa at ﬁeld scales. This is because tuning
end-members from coarse-spatial-resolution images makes
it possible to generate reasonable magnitudes of regional
EF or ETa estimates.
[35] Third, different models show markedly different
shapes of the frequency distributions of EF estimates (Fig-
ures 7 and 8 and Figures S1–S4). SEBAL and METRIC
generated a similar frequency distribution of EF estimates
for nine cases on both days, with the skewness 0.185 on
DOY 174, and 0.435 on DOY 182. The EF frequency dis-
tributions from the triangle model are different, showing
the skewness of 0.01 and 0.17 on DOY 174 and DOY
182, respectively. Differences in the skewness between the
triangle and SEBAL-type models are due to different
model physics and deﬁnitions of limiting edges of EF
within the fc-Ts space.
[36] Fourth, the EF frequency distributions from the
three models generally exhibit a bimodal separation of ﬂux
patterns from corn and soybean ﬁelds on DOY 174 (Figures
7 and 8, and Figure S1) and DOY 182 (Figures S2–S4), in
which DOY 182 showed a more pronounced bimodal sepa-
ration. This is because under rapid growth in corn and soy-
bean, differences in heat and water ﬂuxes between the two
crops would be more marked on the latter day. Utility of
these models to capture spatial differences in water and
heat ﬂuxes can be ascribed mostly to the ability of thermal
infrared remote sensor data to respond to the reality of the
speciﬁc time-of-day energy balance partitioning.
5.3. Explicit Expression of Limiting Edges of EF for
Triangle and SEBAL-Type Models
[37] Coefﬁcients a and b in equation (17) were derived
from the combinations of extremes, which resulted in the
highest EF accuracy shown in section 5.1 (referring to Ta-
ble 4), i.e., case 9 for DOY 174 and case 1 for DOY 182.
Numerical solutions of T
0
max in equation (17) are shown in
Figure 9.
[38] As illustrated in section 4.2, temperatures of EF¼ 0
and EF  1 (max/(þ)¼ 0.99 at Ta¼ 29.6C for
DOY 174 and ¼0.988 at Ta¼ 29.4C for DOY 182) for the
triangle model form two horizontal limiting edges, i.e.,
Tmax and Tmin, throughout the fc-Ts space (Figure 9). Tem-
perature of surfaces where EF¼ 1 for SEBAL is Tmin. It is
interesting to note that temperature of surfaces where
EF¼ 0 for SEBAL is curvilinear, and increases with
increasing fc, which seems to contradict a realistic decreas-
ing warm edge with increasing fc [Moran et al., 1994]. The
increasing limiting edge of EF¼ 0 intrinsic in SEBAL is
primarily because Ai(Ta) tends to increase with increasing
fc, and constants a and b do not account for the effect of
variation in fc on the limiting edge of EF¼ 0.
6. Discussion
[39] There are three key issues regarding the applicabil-
ity of spatial variability models: (1) how the end-members
determine the magnitudes and distributions of EF or LE
estimates; (2) whether the end-members can be appropri-
ately selected or determined by the operator or by other
automatic methods; and (3) whether the limiting edges of
EF within the fc-Ts space can represent the reality for a
study site of interest.
6.1. How the End-Members Determine the
Magnitudes and Distributions of EF Estimates
[40] To quantify the impact of end-members on EF or
LE estimates from spatial variability models, some studies
have performed sensitivity analyses and evaluated their ac-
curacy with a relatively dense network of EC or EBBR
towers under a certain climate and environmental condi-
tion. Note that taking only one pair of end-members from a
speciﬁc scene of image may not gain a full understanding
of how variation in end-members impacts the magnitude,
distribution, and accuracy of a model. Timmermans et al.
[2007] performed a sensitivity analysis of SEBAL by tun-
ing Tmax and Tmin with 62 K, and found variations in the H
estimates on the order of 20–25%. Long et al. [2011]
assessed the sensitivity of SEBAL by using 29 MODIS
scenes acquired across varying meteorological conditions
Figure 6. Regression analysis of ground-based EF meas-
urements and corresponding remote sensing-based Ts
retrievals for DOY 174 and DOY 182.
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and diverse landscapes, indicating that variations of 62 K
in Tmax(Tmin) can result in variations in the H estimates on
the order of 10–15%, and variations in 65 K in Tmax(Tmin)
can result in variations in the H estimates on the order of
25–50%. Both hot and cold pixels in SEBAL have a similar
effect on the magnitudes of variation in H and therefore LE
estimates [Long et al., 2011; Timmermans et al., 2007].
Results of this study at both ﬁeld tower scale and watershed
scales demonstrate that varying magnitudes of Tmax or Tmin
can result in a shift in the mean, but cannot greatly alter the
shape of the EF frequency distribution, evidenced by gener-
ally similar standard deviation and skewness. The fre-
quency distribution of EF is closely related to that of Ts,
which is demonstrated across all EC towers in section 5.1
and by some other studies [e.g., Choi et al., 2009; Gao and
Long, 2008]. It can therefore be generalized that for all spa-
tial variability models, elevating Tmax or Tmin can lead to
increases in the resulting EF or LE estimates. On the con-
trary, damping Tmax or Tmin can result in decreases in EF or
LE estimates. This ﬁnding would be useful for calibration
of the spatial variability models because systematic biases
of some spatial variability models could be removed or
reduced by modifying the magnitudes of Tmax or Tmin, or
other associated characteristic variables, e.g., Ahot, which is
analogous to elevating or damping Tmax or Tmin. It is impor-
tant to note that tuning characteristic variables of end-mem-
bers or end-member selection themselves could reconcile
the discrepancies between estimates and measurements for
pixels with moderate Ts values in some cases; distortion of
the ﬂux estimates could, however, occur over relatively dry
Figure 7. Frequency distributions of EF estimates from the triangle model on DOY 174 for nine com-
binations of extremes corresponding to cases 1–9 in Table 3, showing statistics of spatial mean, standard
deviation, and skewness for each case.
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or wet surfaces. For instance, increasing Tmax but mean-
while decreasing Tmin may not result in appreciable differ-
ences in EF estimates for surfaces with moderate Ts values;
the two effects offset each other. However, erroneous EF
estimates for pixels close to the upper and lower limiting
edges would occur.
6.2. Whether the End-Members Can Be Appropriately
Selected or Determined
[41] Selection of end-members is another critical issue
that has been controversial in the remote sensing-based ET
estimation community. The model developers claimed dif-
ﬁculties and subjectivity in selecting end-members [e.g.,
Allen et al., 2007; Bastiaanssen et al., 2010], and other
researchers have conﬁrmed this through a number of theo-
retical and experimental studies [e.g., Choi et al., 2009;
French et al., 2005a, 2005b; Long and Singh, 2012b;
McVicar and Jupp, 1998; Timmermans et al., 2007]. This
is because different extents of study sites and spatial resolu-
tions of satellite images could have variable contrast in soil
moisture and fc, which may fundamentally determine the
magnitudes of Tmax and Tmin and therefore result in differ-
ing EF and LE retrievals. For instance, selection of the hot
extreme from a humid agricultural ﬁeld (e.g., the SMA-
CEX) could be problematic, and the cold extreme may not
exist over arid and semiarid regions. Moreover, seasonal
variation in vegetation and crops could also result in differ-
ent contrasts in soil moisture and fc. Satellite images
acquired in late autumn, winter, and early spring could ex-
hibit more homogeneous wetness and surface cover
Figure 8. Frequency distributions of EF estimates from the SEBAL model on DOY 174 for nine com-
binations of extremes corresponding to cases 1–9 in Table 3, showing statistics of spatial mean, standard
deviation, and skewness for each case.
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conditions, which may result in underperformance of spa-
tial variability models. Therefore, determination of end-
members and applicability of spatial variability models
may also depend on the season. Furthermore, evaluation of
SEBAL and METRIC herein has shown that during rapid
growth in crops in rainfed ﬁelds coinciding with marked
variation in soil moisture, locations of end-members may
vary with days. This may not hold true over irrigated areas
where the cold extreme may be ﬁxed to certain surfaces if
contamination by clouds can be favorably removed from a
scene [Allen et al., 2007; Long et al., 2011]. In practice,
varying extents and spatial resolutions of satellite images
would be available, and it is not occasional to obtain
images contaminated by clouds. These issues exacerbate
difﬁculties and uncertainties in selecting end-members
[Marx et al., 2008; Verstraeten et al., 2005]. It is noted that
METRIC tends to do better at the cold extreme by using
ground-based reference ET to resolve the energy balance
for the cold end. However, the determination of actual ET
for the hot extreme appears to be more difﬁcult and some-
times needs consultation with the model developers [e.g.,
Choi et al., 2009].
[42] Limiting edges for triangle models can also be
derived by regression analysis of fc-Ts or -Ts scatterplots
[e.g., Jiang and Islam, 2001; Verstraeten et al., 2005]. To
apply the triangle model to arid areas where the lower lim-
iting edge of EF appears to rarely exist in a scene, the upper
limiting edge was extended to intersect with fc¼ 1 to infer
a constant lower limiting edge [Tang et al., 2010]. How-
ever, this method still overestimates the lower limiting
edge, evidenced by pixels with relatively high fc and lower
Ts than the inferred lower limiting edge [see Tang et al.,
2010, Figure 7]. Derivation of limiting edges appears to be
far less than satisfactory, and determination of end-mem-
bers for spatial variability models has not been fully
resolved.
[43] On the other hand, TSEB and SEBS tend to be con-
text independent, not being affected by uncertainties in the
selection of end-members [e.g., French et al., 2003; Kalma
et al., 2008]. This is achieved by (1) a more realistic
description of the two-source scheme involved in TSEB
[Kustas and Anderson, 2009; Kustas et al., 2007] or (2)
increasing the input effort of meteorological variables (e.g.,
Ta and ea) to derive wet and dry limits for each pixel for
SEBS [Su, 2002]. Some approaches do not necessitate end-
member selection, either, e.g., the normalized difference
temperature index (NDTI) [McVicar and Jupp, 1998, 1999,
2002], the two-source trapezoid model for ET (TTME)
[Long and Singh, 2012a], and a modiﬁed TTME model
[Yang and Shang, 2013]. Critical in TSEB and SEBS is the
use of the Priestley-Taylor equation to determine the wet
limit of transpiration from vegetation canopy for TSEB and
the use of relatively coarse meteorological ﬁelds to deter-
mine the wet and dry limits of LE based on the Penman-
Monteith equation for each pixel for SEBS. These issues
combined with associated procedures were investigated
[e.g., Agam et al., 2010] and warrant further study. To fully
understand longer-term evaporative dynamics, including
the recently widely reported declines in observed atmos-
pheric evaporative ability made by measuring pan evapora-
tion [McVicar et al., 2012], fully physically based
estimates of potential ET are advocated.
Table 5. Statistics of Frequency Distributions of EF Estimates
From Triangle, SEBAL, and METRIC Models for Nine Combina-
tions of Selected Extremes on DOY 174 and DOY 182a
Model
Cold
Pixel
Hot
Pixel
DOY 174 DOY 182
     
Triangle 1 1 0.48 0.17 0.01 0.59 0.16 0.17
2 0.49 0.17 0.01 0.61 0.16 0.17
3 0.50 0.17 0.01 0.64 0.14 0.17
2 1 0.50 0.18 0.01 0.60 0.16 0.17
2 0.51 0.18 0.01 0.62 0.16 0.17
3 0.52 0.17 0.01 0.65 0.14 0.17
3 1 0.50 0.18 0.01 0.65 0.18 0.17
2 0.51 0.18 0.01 0.67 0.17 0.17
3 0.53 0.17 0.01 0.69 0.15 0.17
SEBAL 1 1 0.54 0.18 0.19 0.67 0.16 0.43
2 0.55 0.18 0.19 0.69 0.16 0.43
3 0.58 0.17 0.19 0.71 0.14 0.43
2 1 0.56 0.19 0.19 0.67 0.17 0.43
2 0.57 0.19 0.19 0.69 0.16 0.43
3 0.60 0.17 0.19 0.72 0.14 0.43
3 1 0.56 0.19 0.20 0.72 0.17 0.44
2 0.58 0.19 0.19 0.73 0.16 0.44
3 0.60 0.18 0.19 0.75 0.15 0.43
METRIC 1 1 0.60 0.15 0.18 0.71 0.14 0.43
2 0.61 0.15 0.18 0.72 0.13 0.43
3 0.62 0.14 0.18 0.74 0.12 0.42
2 1 0.61 0.16 0.19 0.71 0.14 0.43
2 0.62 0.15 0.18 0.73 0.13 0.43
3 0.64 0.15 0.18 0.75 0.12 0.42
3 1 0.62 0.16 0.18 0.74 0.15 0.43
2 0.63 0.15 0.19 0.76 0.14 0.43
3 0.65 0.15 0.19 0.78 0.13 0.43
aCold extremes 1–3 and hot extremes 1–3 are in increasing order of
the magnitude of temperature (referring to Figure 3), respectively. Greek
letters , , and  denote the mean, standard deviation, and skewness of
the EF estimates. The values in italics show extreme statistics of each
model for the nine cases on each day.
Figure 9. Temperatures of limiting edges of EF¼ 1(or
1) and EF¼ 0 intrinsic in the triangle and SEBAL models
for a full range of fc on DOY 174 and DOY 182, respec-
tively. Letters A and B represent hot extremes on the 2
days.
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6.3. Whether the Limiting Edges of EF Within
the fc-Ts Space Can Represent the Reality for
a Study Site of Interest
[44] Notable differences in the frequency distributions of
EF estimates between triangle and SEBAL-type models
were observed. Distinct patterns between the one-source
models and the two-source models have also been found
[e.g., Choi et al., 2009; French et al., 2005a; Gao and
Long, 2008; McCabe and Wood, 2006; Timmermans et al.,
2007], though they were able to generate comparable esti-
mates of LE or ETa at ﬁeld scales. We conclude that the
end-members are one of the primary reasons responsible
for the different frequency distributions. Analyses in sec-
tions 4.2 and 5.3 demonstrate that the upper limiting edges
of EF between the triangle model and the SEBAL-type
model are different, with the limiting edges of the triangle
model being explicitly shown and remaining constant
across the fc-Ts space, and the upper limiting edge of the
SEBAL-type models being implicitly shown and increasing
as fc increases. These limiting edges can only be taken as a
rough approximation of reality. Different wet and dry limits
for each fc class for different models can result in different
magnitudes of EF estimates and consequently the varying
frequency distributions over the modeling domain.
[45] Timmermans et al. [2007] indicated that tuning
Tmax or Tmin for a speciﬁc land cover could minimize the
discrepancies between H estimates and ground-based
measurements, which, however, was compromised by
degrading H estimates for other land cover types. This
ﬁnding can be further explained by the study herein. For
instance, tuning Tmax so as to make the upper limiting
edge of the SEBAL-type models for low fc surfaces closer
to the theoretical limiting edges depicted by a trapezoid
space [Long and Singh, 2012a; Moran et al., 1994] (refer-
ring to trapezoid ABCD in Figure 1), it is likely to
increase the discrepancies over high fc surfaces. This may
also explain the reason why tuning the ETrF for the bare
surface in METRIC can lead to improvements in the LE
estimates for a certain crop but degrade the estimates for
the other [Choi et al., 2009].
[46] The critical studies mentioned earlier suggest that
determination of end-members of spatial variability
models tends to be far less than satisfactory, depending
largely on subjectivity, spatial extent, and/or resolution
of satellite images. As output of these spatial variability
models is not deterministic in most cases, utility and
robustness of these models are severely impaired.
Efforts have been made to more realistically depict the
limiting edges of spatial variability models. Based on
ﬁeld experiments and theoretical analysis, Moran et al.
[1994] developed a trapezoid framework for the vegeta-
tion index-Ts space to conﬁgure the limiting edges of
crop water deﬁcit, with the hot edge decreasing with
increasing vegetation index. McVicar and Jupp [1998]
developed the NDTI approach, which calculates extreme
temperatures at meteorological stations by inverting a
speciﬁc-time-of-day resistance energy balance model
(REBM). We suggest that derivation of end-members
based on Moran et al. [1994]’s framework would be an
effective way to amend the limiting edges of spatial var-
iability models, and therefore provide more reliable
spatial patterns of EF or LE estimates.
7. Conclusion
[47] We examined the impact of end-member selection
on the performance and mechanisms of error propagation
of three satellite-based spatial variability models for ETa
estimation, i.e., the triangle model, SEBAL, and METRIC.
Varying end-members can result in markedly different
magnitudes of EF estimates at both ﬁeld and watershed
scales. The hot and cold extremes exercise a similar impact
on the discrepancy between EF estimates and ground-based
measurements, i.e., given a hot (cold) extreme, the EF esti-
mates tend to increase with increasing cold (hot) extreme,
and decrease with decreasing cold (hot) extreme. Predict-
ability of all spatial variability models depends primarily
on the capability of Ts to capture EF and deﬁnitions of lim-
iting edges of EF within the remotely sensed fc-Ts space. In
most cases, the end-members cannot be appropriately
determined from the fc-Ts space, because (1) they do not
necessarily exist within a scene, varying with the spatial
extent and resolution of satellite images being used; and/or
(2) different operators can select different end-members. In
addition, the limiting edge of EF¼ 0 in the fc-Ts space
varies with the model, with SEBAL-type models showing
an increasing curvilinear edge, which contradicts a decreas-
ing edge shown in a trapezoidal framework [Moran et al.,
1994]. Varying end-members cannot substantially affect
the standard deviation and skewness of the EF frequency
distribution. However, different models can generate
remarkably different EF frequency distributions due to dif-
fering limiting edges. As such, the spatial variability mod-
els require careful calibration to infer reasonable EF limits
and then LE and ETa estimates. In water resources manage-
ment, these spatial variability models should be used with
great caution, because ETa estimates can be signiﬁcantly
different due to slight differences in selected end-members.
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