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I. INTRODUCTION
In the last decade, quantum algebras and quantum groups have been the subject of intensive research in several physics and mathematics fields. Quantum groups or q-deformed Lie algebra implies some specific deformation of classical Lie algebra. From the mathematical point of view, it is a non-commutative associative Hopf algebra. The structure and representation theory of quantum groups have been developed extensively by Jimbo [1] and Drinfeld [2] .
The q-deformation of the oscillator algebra was firstly accomplished by Arik and Coon [3] and lately accomplished by Macfarlane [4] and Biedenharn [5] by using the q-calculus which was originally introduced by Jackson in the early 20th century [6] . In the study of the basic hypergeometric function Jackson invented the Jackson q-derivative and q-integral.
Jackson's pioneering research enabled theoretical physicists and mathematician to study the new physics or mathematics related to the q-calculus. Much was accomplished in this direction and work is under way to find the meaning of the q-deformed theory.
It is well known that the Hermite polynomial is related to the realization of an ordinary harmonic oscillator algebra. Recently Galetti [7] has shown that a similar procedure can be carried out in the case of the three term recurrence relation for Rogers Szegö polynomials and the Jackson q-derivative. This technique furnished new realizations of the q-deformed algebra associated with the q-deformed harmonic oscillator, which obey, well known and spread in the literature, commutation relations.
The present investigation aims at giving a new q-Hermite polynomials with a full characterization of their main properties and corresponding raising and lowering operator algebra.
We will derive the three-term recurrence relation as well as the second-order differential equation obeyed by these new polynomials.
The paper is organized as follows. As a matter of clarity, we present in Section II a brief review of known results on Hermite polynomials and q−Rogers Szegö polynomials. In Section III, we present the new q−Hermite polynomials and discuss its associated deformed oscillator algebra. In Section IV, we discuss the relevant operator properties such as the eigenvalue problem and the self-adjointness of the related position and momentum operators.
In Section V, we construct the associated coherent states.
II. QUICK OVERVIEW ON THE HERMITE POLYNOMIALS AND q−ROGERS

SZEGÖ POLYNOMIALS
For the clarity of our development, let us briefly sketch and discuss in this section main relevant results on Hermite polynomials and q−Rogers Szegö polynomials.
A. On the Hermite polynomials and Rogers Szegö polynomials
The classical Hermite polynomials are defined as orthogonal polynomials satisfying the three-term recursion relation
and the first order differential equation
Combining the equation (2) and (1), we obtain
and naturally from (2) and (3) introduce the lowering (annihilation) and raising (creation)
operators (see [7, 8] ) asâ
The set of Hermite polynomials can be then generated by the application of the creation operator to the first polynomial H 0 (z) = 1, i.e.,
These polynomials are solutions of the following second order differential equation:
Furthermore, defining a number operator aŝ
one can readily check that the following canonical commutation relation
as well as the peculiar expressions
are verified although the operatorsâ − andâ + are not in the same form as the usual creation and annihilation operators associated with the quantum mechanical harmonic oscillator.
Here, the construction of the raising and lowering operators stem from the two basic relations (1) and (2) satisfied by the Hermite polynomials, i. e. the three-term recursion relation and the differentiation relation, respectively.
Considering the usual Fock space F := {|n , m|n = n!δ mn , n = 0, 1, 2, · · · }, the raising operatorâ + and the lowering operatorâ − satisfy the following relations
and their actions on |n are given byâ
To conclude this subsection, let us emphasize an alternative construction of raising and lowering operators proposed in [9] , which considers the sequence of Rogers Szegö polynomials
where
obeying the relations
It comes, by analogy to the work done by Galleti [7] , that the raising, lowering and number operators can be deduced in the following forms [9] :
respectively, and the set {ψ n (z) |n = 0, 1, 2, · · ·} forms a basis for the Bargman-Fock realization of the harmonic oscillator.
B. On the q−Rogers-Szegö polynomials
Mimicking the procedure proposed by Jagannathan and Sridhar [9] , one can construct the creation, annihilation and number operators from the three-term recurrence relation and the q−difference equation founding the Rogers-Szegö polynomials. Recall that the q−deformed
Rogers-Szegö polynomials are defined as [8] 
satisfying a three-term recursion relation
The action of the q−Jackson's derivative on the polynomials (20) is given by
where D q z is defined are follows
In the limit case q → 1, the Rogers-Szegö polynomial (20) of degree n, (n = 0, 1, 2, · · ·), well converges to
as expected. By defining the polynomials
one can straightforwardly show that
with the property, for n = 0, 1, 2, · · · ,
Therefore, it follows from the equations (21) and (25) that the polynomials {ψ n (z; q) n = 0, 1, 2, · · ·} satisfy the following three-term recurrence relation
By manipulating the expressions (26) and (28) we obtain the following q−difference equation
and the creation and annihilation operators as
respectively, while the number operator N formally acts on the state ψ n (z; q) as
To sum up, the following relations are in order in this context:
and the set of polynomials {ψ n (z; q) |n = 0, 1, 2, · · ·} provides a basis for a realization of the q-deformed harmonic oscillator algebra given by
III. NEW q−HERMITE POLYNOMIALS AND OSCILLATOR ALGEBRA
Let O(D R ) be a set of holomorphic functions defined on D R = {z ∈ C : |z| < R}.
Definition 1
The q−addition ⊕ q is defined as follows
while the q−subtraction ⊖ q is given by the relation
Consider a function F
and define by F (x ⊕ q y) the series
We immediately obtain the following rules for the product of two exponential functions
Let us introduce the new q−Hermite polynomial H q n (x) as follows:
Performing the q−derivative [10] of both sides of eq.(47) with respect to x, one obtains
where the q−derivative D q x is given in eq.(23) and the following formula
is used.
Theorem 1 For u = x 2 , the following holds:
and more generally
and x implies a Gauss symbol.
Proof. As a n k obeys the recurrence relation
we have
which proves the Theorem 1.
The eq.(26) can be rewritten as
where we used
Performing the q−differentiation of both sides of the eq.(47) with respect to t, we have
and H q 0 (x) := 1 by definition. Using the recurrence relation eq.(58), we get
Generally we have the following.
Theorem 2 The series form of the q-Hermite polynomial is given by
Proof. Expanding the generation function given in eq. (47) in Maclaurin series, we have
By substituting
then we have
which achieves the proof.
The alternative expression for the q−Hermite polynomial is as follows :
or, equivalently,
or, in a developed form,
Definition 2 Let H F be the Hilbert space spanned by the basis vectors {ψ
One can straightforwardly show that 
from which we deduce the following q−difference equation
and, consecutively, the annihilation (lowering) A and creation (raising) A † operators as
respectively, as well as
Theorem 3 The operators A, A † and N obey the following commutation relations
Furthermore, as matter of the compilation of operator actions on the states ψ q n (x), we list the following:
Finally, using the explicit realization of the lowering and raising operators we arrive at the second order q−differential equation obeyed by the new q−Hermite polynomials:
In the limit when q → 1, eq. (80) 
Then, the position operator Q and momentum operator P can be represented by the two following symmetric Jacobi matrices, respectively,
and
• Suppose q < 1, then,
Therefore, the Jacobi matrices in eq. (83) 
are bounded and, consequently, self-adjoint.
• Suppose q > 1, then
Considering the series
This ratio test leads to the conclusion that the series
Therefore, the Jacobi matrices in eq.(83) and eq.(84) are not self-adjoint (Theorem 1.5., Chapter VII in Ref. [14] ) but have each a one-parameter family of self-adjoint extensions instead. This means that their deficiency subspaces are one-dimensional.
The proof is thus achieved.
The following statement holds. 
• The mean values of Q and P in the states |n are zero while their variances are given
where (∆X)
n with X n = n|X|n .
• The position-momentum uncertainty relation is given by
which is reduced, for the vacuum state, to the expression
In the limit when q → 1, one recovers the uncertainty relation for the non deformed harmonic oscillator.
V. COHERENT STATES
Definition 3 The coherent states of the Barut-Girardello type for the algebra eq.(74) in
the Fock space H F are defined as
where N q is the normalization factor given by
R is the convergence radius of the series eq.(94).
These states exhibit a series of properties as follows.
Proposition 2 The coherent states, eq.(93), are normalized.
Proof. The product of two coherent states |z and |z ′ is given by
For z = z ′ , z|z = 1 showing that the states (eq.(93)) are normalized.
Proposition 3 The coherent states defined in eq.(93) are continuous in their label z.
Proof.
So, |z − |z
This completes the proof.
Now before proving that these CS solve the identity, some additional definitions and results deserve investigation.
Proof. Let us introduce the deformed derivative d q x as follows
Then,
By applying the Leibniz rule on the relation N q (x)N −1
By replacing eq.(103) in the left hand side of eq.(98), the proof is achieved.
if q > 1.
In [18] , Kac and Cheung proved that the improper q−integral, defined in eq. (104) and eq.(105), converges if x α f (x) is bounded in a neighborhood of x = 0 for some α < 1 and for sufficiently larger x with some α > 1.
Definition 5 For any n > 0, the q−analogue of the gamma function, called the q−gamma function, is defined as:
Lemma 2 The following result holds
Proof. By using the q−Jackson's integration, i.e
the left hand side of (107) becomes
Now, applying the formula of the integration by parts [18] , i.e.
to the function x n N −1 q (qx) and using the Lemma 1, we get 
where the measure dµ(z, z) is given by
if 0 < q < 1, and
Proof. From the left hand side of eq.(112), we have
|n m|
Upon passing to polar coordinates, z = √ x e iθ , dµ(z, z) = dω q (x)dθ where 0 ≤ θ ≤ 2π, 0 < x < R and ω q is a positive valued function, the integral in the left hand side of eq. (115) is equivalent to the Hausdorff power moment problem when 0 < q < 1
or to the Stieltjes power moment problem when q > 1
• If 0 < q < 1, the moment problem (eq.(116)) is equivalent to
By using the Lemma 2, we arrive at 
