Abstract. The Cahn-Hilliard equation is a nonlinear evolutionary equation that is of fourth order in space. In this paper a linearized finite difference scheme is derived by the method of reduction of order. It is proved that the scheme is uniquely solvable and convergent with the convergence rate of order two in a discrete Li -norm. The coefficient matrix of the difference system is symmetric and positive definite, so many well-known iterative methods (e.g. Gauss-Seidel, SOR) can be used to solve the system.
Introduction
We consider the Cahn-Hilliard equation In [3] a continuous in time Morley finite element Galerkin approximation for (1) is presented and an optimal-order error bound in L2 derived. However, a nonlinear system of ordinary differential equations remains to be solved. The authors of [4] developed a completely discrete difference scheme for (1), which was also nonlinear. In this paper, a linearized finite difference scheme is derived for (1) by the method of reduction of order [5] [6] [7] (see §4 below). The coefficient matrix of the difference system is symmetric and positive definite, so many well-known iterative methods (e.g. Gauss-Seidel, SOR) can be used to solve the system. We prove that the difference scheme is uniquely solvable and second-order convergent in a discrete L2-norm.
Let Mx, M2, K be integers and hx = Lx/Mx, h2 = L2/M2, x = T/K such that hx = axh, h2 = a2h, x = a3/ze+I/2, where ax, a2, a3 and e are positive constants. The optimal choice for e is 1/2. We use the notations &h = {(x¡, yj)\Xi = ihx, yj =jh2,0<i<Mx,0<j< M2}, Çlt = {tk\tk = kx,Q<k<K).
Suppose u = {Uij\Q <i<Mx,0<j< M2} and v = {u,7|0 <i<Mx,0<j < M2} are two mesh functions on Í2/,. Denote Our difference scheme for (2) is as follows:
(<p(uk))u = <p(ukj), 0<i<Mx, 0<j<M2.
Substituting (4.2) into (4.1), we obtain
where / is an (Mx + 1) x (M2 + 1) unit matrix. If uk is determined, then uk+x -2uk -uk~x. We construct the difference scheme (3.1) and (6) for (1.1-3).
The main result of this paper is the following theorem, which is proved in §3. 
The analysis of the difference scheme
We now come to the proof of Theorem 1.1. From Lemma 2.1 we see that the coefficient matrix of the system of linear algebraic equations (6) is symmetric and positive definite. So the difference scheme (3.1) and (6) 0<x<Lx,0<y<L2,0<t<T.
Define the following mesh functions on Í2/, x QT : Ukj = u(xl, yj, tk), Vkj = v(x¡, y¡, tk), û% = Ukj -uku, vkj = V/j -vfj.
Using Lemma 2.2 and Taylor expansion, noticing (2.3), (2.4), (10) and (11), we obtain the error equations of the difference scheme (3.1) and (6) It follows from (15.1) that (14) is valid for k = 0 and k = 1. Now suppose (14) is valid for 1 < k < I. Then, for small h, \ükj\ < 2cä,(h\ + h\ + x2)l^hxh2 < 1, 0 < / < Mx, 0 < j < M2, 1 < k < I, and therefore 0(L/£)-<rH4)<C3 uij , 0<i<Mx,0<j<M2,l<k<l.
For 1 < k < I, taking the inner product of (12.2) with 2ük , and (12.3) with 2vk, then adding the results and using Lemma 2.1, we obtain 
Comments
In this paper we use the method of reduction of order to derive the linearized difference scheme (3.1) and (6) for (1.1-3). First, a new variable v is introduced to reduce the original problem into an equivalent system of second-order differential equations (2.1-5), and a difference scheme (3.1-19) is constructed for the latter. Then, the discrete variables are separated to obtain the difference scheme (3.1) and (6) containing only the original variable u. The aim of introducing the intermediate variable v is to prove the solvability and convergence of the difference scheme (3.1) and (6) .
A difference scheme similar to (3.1) and (6) may be constructed [6] on nonuniform meshes, and similar results hold if we rewrite (1.1-3) as the following equivalent system of first-order differential equations: 
