Many real-time systems have both performance requirements and reliability requirements. Performance is usually measured in terms of the value in completing tasks on time. Reliability is evaluated by hardware and software failure models. In many situations, there are tradeo s between task performance and task reliability. Thus, a mathematical assessment of performance-reliability tradeo s is necessary to evaluate the performance of real-time fault-tolerance systems.
Introduction
To simultaneously support high performance, exibility, and reliability requirements of complex systems involves many tradeo s. In real-time systems, schedulability analysis is often used to guarantee that tasks meet their time constraints. A task is guaranteed subject to a set of assumptions, for example, about its worst case execution time, resource needs, and the nature of faults in the system. If these assumptions hold, once a task is guaranteed it can be assumed to meet its timing requirements. Thus, the probability of a task's successful completion is a ected by the probability with which the assumptions hold.
Let us consider a simple scenario to illustrate some of the tradeo s involved. Assume that reliability of task execution is achieved through task replication. If we increase the redundancy level for a task we increase its probability of completing before its deadline, that is, decrease the probability that the task will fail after being guaranteed. However this reduces the number of tasks that get guaranteed in the rst place and so increases the penalties due to task rejections. Clearly, there are tradeo s involved between the fault tolerance of the system, the rewards provided by guaranteed tasks that complete successfully, and the penalties due to tasks that fail after being guaranteed or that fail to be guaranteed. Therefore, ways to maximize rewards while minimizing penalties must be found. In the current state of the art, most approaches rely on state based analysis and are applied to static systems.
The work presented here is an extension to the performance-related reliability assessment, but it is based on a task level analysis rather than a state based model. This allows us to develop a fast method to determine the optimal redundancy levels of tasks without explicitly referring to states and without using any expensive algorithms for exhaustive search. Also, our method is not limited to hardware reliability given by constant failure rate functions as in most other models, since we do not depend on the memoryless property. Further, we hypothesize that using analysis on a task basis more naturally integrates with dynamic, on-line, real-time scheduling.
Our focus is on a certain point in time for a dynamic system where decisions are made as tasks arrive. Consider a system with m processors and n tasks exist at that point in time. We must decide what level of redundancy should be assigned to the tasks such that both reliability and performance requirements are met. We use the term task con guration or con guring tasks to refer to the problem of determining a task's redundancy level. Once a task redundancy level is determined, a task is said to be guaranteed if the given number of replicas of the task are all scheduled to complete before the task's deadline.
In particular, suppose a task T i provides a reward V i if it completes successfully once it is guaranteed, a penalty P i if it fails after being guaranteed, and a penalty Q i if it is not guaranteed. Let R i be the reliability of a guaranteed task T i and F i be its failure probability, with R i = 1?F i . R i is mainly a ected by the redundancy level for a task T i and the failure model for the processors. Then, we de ne a performance index for the system such that it takes the tasks' penalties, rewards, and reliabilities into account. The performance index PI i for task T i is de ned as
The performance index PI for the task set containing n tasks is de ned as
Thus PI accounts for both performance requirements and reliability requirements of real-time tasks at a certain point in time. It provides us a base for achieving a mathematical assessment of performance-reliability tradeo s. For a dynamic system, this may not maximize the system-wide performance index for a whole mission. Such maximization cannot be achieved without complete knowledge of task arrives, which may not be possible for real-time systems functioning in uncertain environment. Given this de nition of performance index, we need to know the reliability for each scheduled task. Tasks' reliabilities are a ected by faults in both software and hardware. Many faulttolerance structures have been developed to tolerate these two types of faults. For example, task replication and N-modular-redundancy are commonly used to tolerate hardware faults, and recovery block and N-version programming are commonly used to tolerate software faults. The quantitative models for hardware reliability are well established 3], while the quantitative models for software reliability are still not fully understood. Because of this we focus on hardware faults and their related quantitative reliability models.
In general, performance-related reliability models use a state-based approach by assigning some kind of performance value or reward to a system's various working con gurations. Using continuous-time Markov chain model, a degradable multiprocessor is expressed as an n-state process with state space as 0, 1, , n. State 0 represents the system failed state and state 1 through n represent various working con gurations. Each working state i is associated with a reward rate r i . Solving this Markov chain model yields the probability that the system is in di erent working state at time t.
Beaudry introduced measures such as computation reliability and computation availability for degradable multiprocessors 1]. Beaudry's model is built on the Markov reward process. The concepts in Beaudry's model were generalized by Meyer, who introduced performability 10], which is the probability distribution function of accumulated system performance. Lee and Shin introduced an active recon guration strategy for a degradable multimodule computing system with a static set of tasks 7] . They recognized that the system should recon gure itself not only when a failure occurs, but also when it spends a certain amount time without failure. Their model is also a state-based approach which is represented as a Markov reward process. In 11] Muppala, Woolet, and Trivedi have combined two approaches for modeling soft and hard realtime systems. Their approach is based on the addition of transitions to the Markov model of a system's behavior for modeling a system failure due to the missing of a hard deadline. The system's response time and throughput distributions are used to denote the reward rates.
For these state-based approaches, tasks and task scheduling are implicitly accounted for within a system state. The number of states would explode when considering all possible subsets of tasks, their redundancy levels, and all possible feasible schedules. This may not be a major problem for small static systems. But, in a dynamic system, we cannot a ord to use any timeconsuming algorithm such as dynamic programming to exhaustively search for a solution and we cannot generate task schedules o -line because we do not have enough task information to make these scheduling decisions. Hence, to reduce computational complexity, we must look for alternatives.
Our main idea is to focus on one key factor which a ects both system reliability and performance: the construction and use of task schedules that take into account prespeci ed requirements, dynamic demands, and current system status. This is the reason we call our analysis task schedule based analysis. The ability to construct feasible task schedules depends on tasks' redundancy levels which mainly a ects system reliability and on the tasks themselves which mainly a ects system performance.
Other work has developed speci c algorithms or approaches to combining fault tolerance and scheduling. In 4], Peng considers the worst-case performance of the LPT (Longest Processing Time rst) scheduling algorithm for independent tasks with redundancies on multi-processor systems. His model does not handle the tasks with reward and penalty parameters. In 8], Liestman and Campbell propose a deadline mechanism that can guarantee that a primary task will make its deadline if there is no failure, and that an alternative task (of less precision) will run by the deadline if there is a failure. If the primary task executes then it is not necessary to run the alternative task and the time set aside for the alternative is reused. Krishna and Shin continue with this theme in 6]. Speci cally, they want to be able to quickly switch to a new task schedule upon failure, where that new schedule has been precomputed. O -line they use a dynamic programming algorithm to compute contingency schedules which are embedded within the primary schedule. In this approach they are able to ensure that hard deadlines are met in the face of some maximum number of failures. The embedded contingency schedules are not used unless there is a failure. Approaches for fault tolerance, such as these last two papers represent, are valuable for static, embedded computer systems. However, these static approaches are not suitable for many next generation real-time systems which must provide for predictability while reacting to the dynamics of the environment.
The remainder of the paper is organized as follows. Section 2 presents notations, assumptions, and the system model. We derive the optimal task con guration strategy for a continuous model in Section 3. We discuss how to deal with a discrete model with tasks having di erent computation times in Section 4. In Section 5 we discuss the e ects of using integer functions to approximate the optimal task con guration function which is a real valued function. In Section 6, we consider the task con guration strategy with tasks having di erent reward/penalty parameters. In Section 7, we discuss how to apply the task con guration theory. We conclude the paper in Section 8 by discussing avenues for extending the results presented here.
System Model and Assumptions
In this section, we present the processor-task model rst, followed by a discussion of task conguration and task scheduling.
Formally, the problem is characterized by a processor-task model given by fP 1 ; P 2 ; :::; P m g and fT 1 ; T 2 ; :::; T n g. fP 1 ; P 2 ; :::; P m g is a set of m identical processors in a homogeneous multiprocessor system 1 . Each processor is capable of executing any task. Processors may fail during a mission and the failed processors are assumed to be fail-stop with failures being independent. Processors are 1 The method developed in this paper could be extended to a distributed system with m identical processor nodes. The main di culty dealing with the distributed system is that both communication bandwidth and communication reliability should be considered as we compute task's reliability. The results of this paper are based on a simpler system model which may provide a base to deal with the issues related to systems involving communication among nodes. associated with the reliability function, R(t), and the failure function F(t), where t is the time variable and R(t) = 1 ? F(t): (1) There are no restrictions on the reliability function. The following is a simple example of the reliability function which is widely used to model many fault-tolerance systems:
where is a constant representing the failure rate. fT 1 ; T 2 ; :::; T n g is a set of n aperiodic tasks to be con gured and scheduled on m processors If task T i is accepted, it gets a reward V i if it succeeds, and gets a failure penalty P i if it fails. If task T i is rejected, it gets a rejection penalty Q i . The scheduling window for task T i is the time interval from its ready time e i to its deadline d i . To simplify the analysis, we assume that tasks' scheduling windows are relatively small compared to L. Further, tasks are assumed to be independent.
With the above processor-task model, our task con guration strategy assigns a redundancy level, u i , to task T i , for 1 i n. Redundant copies of the same task are assumed to be scheduled on di erent processors. So u i is bounded from above by the number of processors, m, where 1 i n. A task is considered to have failed only if all its redundant copies fail.
After the task set is con gured, a task scheduling algorithm attempts to generate a feasible schedule. Let u i be the number of redundant copies of task T i andf i be its scheduled nish time vector made up of nish times of each copy of T i : f i = (f 1 ; f 2 ; :::; f u i ); where f j d i , 1 j u i .
Then its reliability and failure probability are R i = 1 ? F i (2) and
Now we can de ne the performance index PI i for task T i . If the task is feasibly scheduled, i.e., guaranteed, it contributes a reward V i with a probability R i and a failure penalty P i with a probability F i . Thus, we have
On the other hand, if T i is rejected, the task contributes a rejection penalty Q i . In this case, we have PI i = ?Q i = ?c i q i : (5) Given the n tasks, our goal is to maximize the total performance index PI for this set of tasks,
PI i : (6) PI is mainly determined by tasks' reliabilities and reward/penalty parameters. Tasks' reliabilities are determined by their redundancy levels which can be controlled within the task con guration phase, but we cannot change tasks' reward/penalty parameters. We present a simple example to demonstrate the relationship of PI and the task redundancy level.
Example 1: Assume there is a multiprocessor with ten processors and there are ten tasks with their parameters listed in Table 1 . All scheduled tasks will nish at time 10. If we assume each processor has a reliability of 0:9, then the reliability of a task is 0:9 when its redundancy is one and it is 0:99 when its redundancy is two, etc. Table 2 shows the values of PI for di erent redundancy levels (u). The maximum PI is reached when all scheduled tasks have their redundancy levels at two (u = 2). According to PI, the redundancy level is not enough if u < 2 and it is too much if u > 2. So the idea we are following in the remainder of the paper is to derive the optimal redundancy level required at each time instance within L. Then, knowing this time-dependent optimal redundancy level, we can determine how much load to shed and based on this we can con gure the task set accordingly (see Section 7). Example 2: Assume all parameters are the same as in Example 1, except that we add ten more tasks, T 11 , T 12 , ..., T 20 , with their parameters listed in Table 3 . Also assume each processor has a reliability of 0.9 up to time 10 and a reliability of 0. for the second segment. Thus, the best performance index for this example is about 54. In the next section, we discuss how tasks' redundancy levels can be derived as a closed form formula. To achieve this, we use a continuous model to represent discrete tasks. In this continuous model, we consider that tasks are in nitely small and that the redundancy level function is a real valued function. Here we brie y present the basic idea. Consider a task T i with only one copy scheduled to start at t 1 and to nish at t 2 . Its failure probability is F(t 2 ), because task T i can be executed successfully only if the processor does not fail up to t 2 . Its performance index PI i is c i v i ? c i (v i + p i )F (t 2 ); (7) where c i = t 2 ? t 1 . In a continuous model, the performance index of the same task is represented as an integral from t1 to t2:
which is slightly larger than the one computed by (7) if F(t) is a monotonically increasing function (which is true in general because of hardware aging process) and if it changes very slowly. Typically, the reliability function R(t) or, equivalently, the failure probability function F(t) changes very slowly. Hence, c i F(t 2 ) Z t 2 t 1 F(t)dt; (9) and the value computed by (7) is about the same as the one computed by (8) . A similar argument applies for tasks with multiple copies. Once we have such a continuous model, instead of considering the redundancy level for each task, we can consider the redundancy level required at a particular time t. Later, we show that while this simpli es analysis, it does not result in any loss of accuracy in determining task redundancy levels.
Basic Task Con guration Strategy
In this section, we assume that all tasks have the same computation time c and the same v, p, and q. Let u(t) be a task con guration function with its values to represent the redundancy level at time t and u (t) be the optimal function among all possible u(t) which maximizes the performance index. We discuss a way to derive task con guration function u (t). It is important to note that all these assumptions are relaxed in the sections that follow. Speci cally,
In Section 4, a discrete task model is considered with tasks having di erent computation times and it is shown that the continuous model is a good approximation for the discrete model.
In Section 5, we study the e ects of converting u (t), a real valued function, into integer values of u(t) since, in practice, redundancy levels are integers.
In Section 6, we present an approach to handle tasks having di erent reward rates and penalty rates, i.e., di erent values of v, p, and q for di erent tasks.
Because tasks' scheduling windows are assumed to be small, all redundant copies of task T i will be scheduled to nish around the same time. Let t be the task nish time. Its performance index PI i given in (4) becomes PI i = c(v ? (v + p)F(t) u(t) ); (10) where u i = u(t), which is the redundancy level for T i .
When c becomes very small, we can use a continuous model and use dt to represent c. Equation (10) then becomes PI i = (v ? (v + p)F(t) u(t) )dt: (11) Given that m is the number of processors, on average, the number of tasks that can be scheduled in the time interval t ? dt, t] is m=u(t). So the total performance index for the time interval t ? dt, t] is m u(t) (v ? (v + p)F(t) u(t) )dt: (12) Thus, performance index for the tasks that can be accommodated is
and the penalty due to all rejected tasks is q(C ?
where C is the total computation times of all tasks without counting their redundant copies,
Therefore, the total performance index is
The task con guration problem is translated into a form of calculus of variations, and we want to nd the best u(t) which maximizes PI. Let us de ne G(t; u(t)) = m u(t)
Then, the maximum PI is determined by the following Euler's equation according to the theory of the calculus of variations 2]: @G @u = 0;
with the boundary conditions of 1 u(t) m. Equation (18) is the same as:
where 0 < F(t) < 1.
Let us explain the physical meaning of . Suppose we have a rejection penalty rate of q = 0. Assume that the failure penalty rate p is much larger than the reward rate v. The latter is a reasonable assumption for many fault-tolerant systems. Then is roughly the ratio of the reward rate v and the failure penalty rate p. However, if q > p, then > 1 and it means that the penalty for rejecting tasks is too high, so we should accept more tasks and reduce the task redundancy. In this case, there exists no solution for Equation (19) and the best con guration strategy is u (t) = 1 by using one of the boundary conditions. Table 4 shows the relations between v, p, q, and . Case 1 corresponds to a relatively low failure penalty rate while Case 5 corresponds to a relatively high failure penalty rate. 
where A is a constant dependent on . Note that the rst derivative of the left hand side of Equation (19) is greater than zero, i.e., the left hand side of Equation (19) is a monotonic increasing function of u and so has at most one root given by (21). It is easy to verify that this is indeed the solution if we substitute F(t) u(t) by a constant (A ) in Equation (19) and observe that both sides of the equation become constant, although we must choose A properly. The iso-reliability principle is the most interesting feature of this task con guration problem. Its name was chosen to suggest the fact that A represents a level of tasks' failure probability which should be kept as a constant. Thus, the tasks' reliabilities are also a constant with respect to
Substituting (21) 
To search for the root, we may use a binary search algorithm such as the Bisection algorithm or a fast converging algorithm such as the Newton-Raphson algorithm 9]. We can then derive the optimal task con guration strategy u (t) by rewriting (21),
where 0 < F(t) < 1 and 1 u (t) m. In practice, we cannot control the failure function F(t), but we can control the function u(t) during the task con guration stage. We make two observations that are of signi cance from a practical viewpoint.
Observation 1: u (t) changes slower than the failure function F(t), because, in Equation (23), u (t) is inversely proportional to lnF(t), where 0 < F(t) < 1.
In practice, F(t) is likely to be a very slow function of t, so u (t) is an even slower function of t. F(t) is likely to be a monotonically increasing function because of the hardware aging process. Therefore, we can expect u (t) to increase with time. This is demonstrated in the following example.
Example 3: We plot u (t) in Figures 1, 2 , and 3 for three di erent L 0 s by assuming that m = 10, F(t) = 1 ? e ? t , = 0:0001. In these gures, each curve corresponds to a di erent . Here are some conclusions we can derive from these gures: u increases with t, u increases slowly when becomes larger, u is at for large when t is small, e.g., = 0:1, because u hits the lower bound 1. This means that, when the failure penalty rate is low, we do not need any redundancy for tasks. In this section, we have built the basic task con guration strategy, based on a continuous model assuming tasks have the same computation time and reward/penalty rates v, p, and q. Speci cally, we derived the optimal task con guration strategy u (t) in a simple closed form:
where B is a constant, B = lnA , and F(t) is the failure function. In the following sections we now relax these assumptions.
Discrete Model
In this section, we extend the continuous model to a discrete model. This relaxes the assumption that task computations are in nitely small as assumed in the last section. We discuss two cases:
1. Tasks have the same computation time c.
Tasks have di erent computation times.
Tasks are assumed to have the same v, p, and q. This is relaxed in Section 6. 
Using the same analysis method, we can derive the optimal con guration strategy as
where 0 < F(t i ) < 1, i = 1; 2; ; k, and A is the same as de ned in (20). Table 5 shows the relations between c versus PI under three di erent L 0 s, where PI is computed with the optimal con guration strategy, u (t i ), for 1 i k. We assume that m = 10, = (r+q)=(r+p) = 0:0001, and = 0:0001. The table shows that, for di erent values of c, the performance index PI is about the same for a particular L, especially when L is large compared to c. This implies that the continuous model which assumed very small values for c accurately represents the discrete model with respect to the performance index. So
For case 2, where tasks have di erent computation times, it is di cult to to extend Equation (16) directly by using the similar method as in the case 1, because tasks may have di erent nish times in any subinterval. But, notice that in Table 5 , for a given L, PI is almost the same for tasks with di erent computation times. So, given the approximation in (26), we can use the continuous model to approximate this case also to obtain the performance index.
Converting u (t) into integer values of u(t)
The optimal con guration strategy u (t) in (23) is a real valued function. In practice, tasks' redundancies are integers. In this section, we show that the optimal task con guration strategy u (t) can be approximated by an integer function with a very small loss with respect to the performance index PI. We compare the performance index using u (t) with the performance index using the following integer functions which approximate u (t): u ceil(t) | the integer equal to or greater than u (t); u rint(t) | rounding u (t) to an integer; u int(t) | choosing one of the two neighboring integers of u (t) which gives the better performance.
Let PI(u(t)) be the performance index using strategy u(t). Comparing the performance index PI using u (t) to the performance index PI using u ceil(t), u rint(t), and u int(t) respectively, it is not di cult to see that PI(u (t)) PI(u int(t)) fPI(u ceil); PI(u rint)g:
In Figures 4, 5 , and 6, we plot u (t) and these three functions with L = 100. Table 6 lists the ratios of the performance indices based on integer functions and the performance index using the optimal con guration strategy u (t), for three di erent L 0 s. Here, we assume that m = 10, = (v + q)=(v + p) = 0:0001, = 0:0001, and c = 1. From Table 6 , we conclude that u int(t) is the best candidate to represent u (t) with respect to the performance index PI. Also Figure 6 shows that u int(t) has values 2 and 3 in relatively large time windows. This validates the assumption we made earlier that the optimal task redundancy is highly likely to be a constant within tasks' scheduling windows. In this section, we extend the basic task con guration model to allow tasks with di erent v, p, and q. Let v(t), p(t), and q(t) be the average reward rate and the average penalty rates at t, computed from tasks whose scheduling windows include t. The total performance index becomes
De ne
Then, the maximum of PI is again determined by Euler's equation: @G @u = 0;
with the boundary conditions of 1 u(t) m. Equation (29) is the same as:
where 0 < F(t) < 1, 1 u(t) m, and
The solution for (30) is the optimal con guration strategy u (t), which must satisfy
where 0 < F(t) < 1, 1 u (t) m, and A (t) depends on (t). Rewriting the above equation, we have
To compute function A (t), we substitute (32) into (30):
The above equation can be solved by using numerical methods as discussed earlier for Equation (22). For example, given t, 0 t L, we can compute (t). From (t), we can determine the corresponding A (t) by either the Bisection algorithm or the Newton-Raphson algorithm 9]. Finally, u (t) can be determined as in Equation (33).
Applying the Results
In this section, we discuss how to apply this task con guration theory in a real-time system. The basic idea is to derive the optimal task redundancy function u (t) rst. Note that u (t) is determined only by the processor reliability function and task reward/penalty rates. u (t) is then approximated by a corresponding integer function u int(t). Finally, by using u int(t), we can determine how many copies of each task must be scheduled. If tasks to be con gured have the same reward and penalty rates, e.g., the same v, p, and q, the task con guration procedure becomes relatively easy, even if their computation times are di erent. A is computed by solving Equation (22) and F(t) is determined from the failure properties of the hardware. We can then compute u (t) using Equation (23). Next, we use u int(t) to approximate u (t) as presented in Section 5. In general, u int(t) has a shape similar to the one plotted in Figure 6 , which is a step function. Thus, the computation for u int(t) can be easily speeded up, by just computing each turning point of the step function u int(t). For example, in Figure 6 , the redundancy levels are 1 for 0, 1), 2 for 1, 59), and 3 for 59, 100], and the turning points occur at 1 and 59. Also, we may compute u int(t) o -line to form a table for on-line use. After u int(t) is derived, tasks are assigned the redundancy levels given by u int(t) in the following way. If a task's scheduling window covers two di erent values of u int(t), we assign the task the higher redundancy level. Otherwise, we assign the task with a redundancy level determined by u int(t). Note that this is only an approximation because the optimal redundancy level required by a task is determined by its scheduled nished time in the nal schedule. We can then schedule the tasks. First, consider a scheduling algorithm that contains logic to shed tasks. In this case, the task set determined by the con guration phase is directly handed to the scheduling algorithm. We can apply a heuristic-based 12] or a bin-packing-based scheduling algorithm 5]. In either case, any remaining tasks are rejected after all available system resources are consumed. Second, if a scheduling algorithm does not contain logic for shedding tasks during scheduling, then we may shed some tasks before the task set is handed to the scheduling algorithm. We do this to avoid repeated failures of the scheduling algorithm in nding a feasible schedule. Failures are mainly caused by the following factors:
The task set for the scheduling algorithm has an overload in a time interval t x ; t y ] (for t y L), such that the sum of the computation times of all tasks having deadlines within this interval is greater than m (t y ? t x ), where m is the number of processors available.
The heuristic scheduling algorithm may fail to nd a feasible schedule even if the task set is feasible, because the heuristic scheduling algorithm is only an approximation to the optimal algorithm which always nd the feasible schedule if it exists.
Tasks may have more complex constraints, e.g., additional resource requirements, which may reduce the system utilization because of the resource contention among tasks.
Possible solutions to avoid these failures are (1) avoid overloads in all sub-intervals and (2) reduce task workload further because a portion of the system utilization will be wasted because of the resource contention among tasks.
If tasks to be con gured have di erent reward and penalty rates, the task con guration procedure becomes a bit more complicated. Here is a high level description of one way to solve the problem. We divide L into K equal intervals of size . The value of will depend on how closely we would like the redundancy levels to re ect optimal values. For example, assuming that c is the average computation time for the tasks, we set to be c=2. For each t, where t = i , i = 1 K, we do the following: We compute (t) based on Equation (31), with v(t), p(t), and q(t) being the average reward rate and the average penalty rate at t, computed from tasks whose scheduling windows cover t. From (t), we can derive A (t) either by solving Equation (34) or creating a table o ine and just doing a table lookup. After knowing A (t) and F(t), we compute u (t) based on Equation (33). Next, we use u int(t) to approximate u (t) as presented in Section 5. Knowing u int(t), tasks are then assigned the redundancy with the values speci ed by u int(t). Finally, we can start to schedule tasks. Many issues related to task scheduling discussed above also apply here.
Note that, in both cases, the values of u int(t) represent the lower bound on task redundancy to maximize performance without being jeopardized by too high redundancy levels. Therefore, some tasks could be assigned higher redundancy levels than the ones speci ed by u int(t), if there are not enough tasks to ll the processor resources in a given time interval. This will improve reliability without a ecting the schedulability of tasks. Also, how well all of these approximations work in practice must still be determined by simulations or actual system implementations. 8 
Conclusions
In many situations, there are tradeo s between task performance and task reliability. Increasing the redundancy level for a task decreases the probability that the task will fail after being accepted while also decreasing the number of tasks that get scheduled in the rst place. This implies tradeo s involving the fault tolerance of the system, the rewards provided by guaranteed tasks that complete successfully, and the penalties due to tasks that fail after being guaranteed or that fail to be guaranteed. In this context, we presented an approach to mathematically determine the replication factor for a given set of tasks with the goal of maximizing the total performance index, which is a performance-related reliability measurement. Our analysis shows that the basic continuous task model very closely approximates the discrete models, and the optimal task con guration function u (t) can be substituted by an integer function with very minor e ects on the total performance index. Also, we showed how our basic model can be extended to handle tasks with di erent reward/penalty parameters and computation times.
For dynamic real-time systems, the resulting analysis developed in this paper only shows what the redundancy of each task should be at each particular time t. This may or may not produce the best performance from the viewpoint of the whole system and the complete mission.
In the future we propose to continue from the results developed here in the following ways: the use of the average reward rate and penalty rates in Section 6 is an only approximation. We will evaluate the e ects of this type of approximation, we will expand the analysis and the performance index to apply to the whole system and to a complete mission rather than to tasks that occur at a certain point of time, so far we have focused on hardware faults and considered task replication as the only faulttolerance approach; given that a number of fault-tolerance approaches can coexist even within a single system, we will look at supporting nmultiple approaches simultaneously, interactions between the con guration phase, during which task redundancy levels are determined, and the scheduling phase, when these redundant copies are scheduled, need to be explored, the task characteristics handled by the approach need to be expanded to include other constraints such as resource constraints and precedence constraints as well as additional types of timing constraints such as periodicity.
