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ABSTRACT 
 
 The recent advent of new technologies has led to huge amounts of genomic data. With 
these data come new opportunities to understand biological cellular processes underlying hidden 
regulation mechanisms and to identify disease related biomarkers for informative diagnostics.  
However, extracting biological insights from the immense amounts of genomic data is a 
challenging task. Therefore, effective and efficient computational techniques are needed to 
analyze and interpret genomic data.  In this thesis, novel computational methods are proposed to 
address such challenges: a Bayesian mixture model, an extended Bayesian mixture model, and an 
Eigen-brain approach.  The Bayesian mixture framework involves integration of the Bayesian 
network and the Gaussian mixture model.  Based on the proposed framework and its conjunction 
with K-means clustering and principal component analysis (PCA), biological insights are derived 
such as context specific/dependent relationships and nested structures within microarray where 
biological replicates are encapsulated.  The Bayesian mixture framework is then extended to 
explore posterior distributions of network space by incorporating a Markov chain Monte Carlo 
(MCMC) model. The extended Bayesian mixture model summarizes the sampled network 
structures by extracting biologically meaningful features.  Finally, an Eigen-brain approach is 
proposed  to analyze in situ hybridization data for the identification of the cell-type specific genes, 
which can be useful for informative blood diagnostics.  Computational results with region-based 
clustering reveals the critical evidence for the consistency with brain anatomical structure.  
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Chapter 1                                             
Introduction 
 
1.1 Motivation 
The complex functions of a living cell are carried out through the coordinated activities of many 
genes. These biological activities are also affected by different cell conditions or circumstances. 
A major goal of molecular cell biology is to understand the complex biological mechanisms and 
conditions  where these regulations are controlled.  
 With the recent advent of new technology, a variety of gene expression data (e.g. 
microarrays, serial analysis of gene expression (SAGE), bacterial artificial chromosome (BAC) 
transgenics, and in situ hybridization (ISH)) can be used to characterize the changes of gene 
expression under different conditions. The utilization of these data provides insight into the 
biological cellular processes underlying hidden regulation mechanisms. Furthermore, expression 
data helps to discover the biomarker whose changes reflect perturbations in specific organs or cell 
types.  Such biomarkers can then be used for developing diagnostic fingerprints. 
 Even with advancements in expression data technology, many biological questions 
pertaining to gene expression remain unanswered. For example, how does gene expression level 
differ in various cell-type or conditions? Which genes are associated with specific diseases? What 
are the functional roles of different genes and how they regulate each other? Existing algorithms 
[1, 2] have been successfully applied to find related genes in the same biological process; these 
algorithms assume that a set of genes that shares similar expression patterns over microarray 
experiments are functionally related. However, such an assumption can lead to missed 
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relationships or find false positive relationships since genes may be co-regulated only under 
specific conditions or biological stages.  
 Therefore, it is necessary to incorporate these characteristics of microarray data into 
analyses. For example, infections causes dynamic changes in a biological network, which leads to 
the disease-perturbed network. Under such a scenario, finding the relationships occurring 
throughout  all conditions might not be biologically meaningful. In addition, generally microarray 
experiment designs are hierarchical in nature, which means that biological replicates or samples 
are naturally encapsulated in a class or a condition (e.g. cancer patients or normal controls). The 
consideration of this structure into the inference of gene relationships helps to improve the 
sensitivity of microarray data. The gene relationships which occur under specific conditions (e.g. 
normal growth status, stress, or developmental stages, etc.) are referred to as context 
specific/dependent relationships. In spite of the importance of the context specific/dependent 
relationship, existing gene regulation inference methods have not considered the biological nature 
of microarray experiments.  
 Microarray experiments measuring the expression level of  thousands of genes 
simultaneously have become an important tool to discover unknown biological mechanism or 
relationships. The extraction of biologically meaningful features through the exploration of 
posterior distribution of network space can provide a comprehensive understanding of gene 
network and associated parameters. MCMC simulation allows us to approximate the posterior 
distribution of network space effectively by explaining the uncertainty of network space and 
biological nature in a principled way when there are several equally probable structures 
explaining current data well. 
 In addition to microarray gene expression data, in situ hybridization (ISH) provides 
another view of gene expression as spatial expression pattern of genes. The identification of the 
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unique gene expression pattern within the same cell-type transcripts or organ specific transcripts 
helps us discover highly informative diagnostic biomarkers. Thus, the ISH gene expression 
images in individual cells from Allen Brain Atlas can be used as a crucial source to identify the 
cell-specific or organ-specific biomarkers. They have potential to be the heart of predictive 
medicine for informative diagnostics. However, in spite of its obvious necessity, the identification 
and classification of cell-type specific transcripts has not been studied.  
 In this thesis, these challenging problems are addressed by presenting a new statistical 
framework based on the Bayesian mixture model and its extension with MCMC simulation. In 
addition, the novel idea of using  gene expression images to identify cell-type specific transcripts 
is explored.  Our integrated model framework has several advantages: First, this approach allows 
the use of continuous gene expression data without discretization. The discretization of 
continuous values can result in loss of information and different discretizations can substantially 
change the input values and the inferred network ([3]). Second, this approach can discover 
context specific/dependent networks or relationships from microarray gene expression data by 
identifying the related biological samples or conditions. Existing approaches using mathematical 
models such as Boolean networks ([4, 5]) or Bayesian networks ([6-8]) cannot accommodate this 
new emerging challenge, since they try to estimate gene regulations under all treatments or 
conditions instead of context specific/dependent conditions (e.g. development stages, stress etc). 
Finally, the integration of this framework with the MCMC method provides the way to explore 
the posterior distribution of network space, and gives a better understanding of biological hidden 
mechanisms through the biological features extracted from this posterior distribution. 
 The integrated framework is proposed in order to effectively resolve the limitations of 
existing methods and accommodate complex biological interactions and conditions in the 
modeling framework. New biological insights have been obtained directly from the learned 
model and can be further investigated. Three applications of this framework are described to 
study the gene regulation mechanism from microarray gene expression data and one exploratory 
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topic is studied to identify the cell-type specific transcripts from the in situ hybridization 
expression images in this thesis: 
The specific aims are to: 
 Formulate and develop the statistical framework integrating Bayesian framework and 
Gaussian mixture model in order to infer context specific/dependent relationships 
between genes across multiple conditions. 
 Investigate the learned model for deep biological understanding by exploiting the 
information from biological replicates or conditions through the consideration of 
hierarchical structure of microarray experiments.  
 Introduce the integration of the proposed method with MCMC simulation to obtain the 
posterior distribution of the values of interests such as network, relationships; present the  
new biological features to represent the sampled network structure. 
 Identify the cell-type specific transcripts from ISH expression images by extracting the 
unique global or local expression features for image comparison. (Exploratory Topic) 
1.2 Outline 
The outline of this thesis is as follows. In Chapter 2, the basics of microarray technology are 
reviewed and literatures related to the analysis of gene expression data and inference of gene 
networks are presented. Chapter 3 presents an integrated framework for the gene network 
inference and is based on the work of [9, 10]. In Chapter 4, the proposed framework is applied to 
multiple microarray experiments with biological replications, the work is based on the work of 
[11]. In Chapter 5, the Bayesian mixture model in conjunction with MCMC simulation is 
proposed to extract biological features such as frequently co-occurred relationships to evaluate 
the algorithm by considering biological plausible scenarios. In Chapter 6, the new exploratory 
topic is presented to study the in situ hybridization gene expression data from mouse brain. This 
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new technology opens a new area that can be used to explore and discover the biomarkers which 
are organ-specific, cell-type specific genes from their spatial expression patterns in a single-cell 
level. The identification of these potential biomarkers can be an important clue for informative 
blood diagnostics in long term strategy. Finally, in Chapter 7, the overview of the major 
contributions in this thesis and suggested future work are provided. 
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Chapter 2                                                       
Literature Review 
 
2.1 DNA Microarray 
Recent technological breakthroughs in genome sequencing and spotting hybridization probes led 
to the emergence of DNA microarrays. This technique allows for measuring the expression of 
thousands of genes simultaneously ([12]) and rapidly generates the large volume of quantitative 
data. Thus, a major challenge task is how to handle and interpret these data sets to understand 
complex biological processes. Global analysis of this data provided the new insight of indication 
of gene function or inference of gene networks, or detection of gene associated with states (e.g. 
disease).  
 Two major types of DNA microarray technologies are available: two-dye (spotted) arrays 
and one-dye (in situ synthetized) arrays that differ by what is printed on the chips and the 
protocols. For two-dye arrays, the DNA probes can either be polymerase chain reaction (PCR) 
products or oligonucleotides. These DNA probes are amplified and purified for use on 
microarrays. The DNA probes are organized in microtiter well plates and they are transferred 
from the microtiter to glass array by the pins of spotting robot. The DNA which is collected by 
pins is spotted onto the microarrays and these processes are repeated until the microarrays are 
complete ([13]). On the other hand, for oligonucleotide arrays, DNA probes are chemically 
synthesized at spot of a solid surface in parallel, which is designed to represent a single gene or 
family of gene.  
 The technique is typically based on the hybridization of cDNA from two samples to be 
compared. Each sample cDNA is obtained through reverse transcription process from mRNA and 
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labeled. There are several ways to make labeled cDNA. Direct and indirect labeling are the most 
popular ones to incorporate dye through reverse transcriptase. Th 
e labeled samples are then hybridized to an array of target sequence (Figure 2.1). Hybridization is 
the process where the DNA probes on the glass and the labeled DNA (RNA) target form 
heteroduplexes via Watson-Crick base-pairing. The image of the surface of the hybridized array 
is obtained and fluorescence intensities are measured by a laser scanning microscope. Relative 
intensities of each fluorophore are used to identify differentially expressed genes.  
2.2 Gene Expression Analysis and Modeling 
The measurement of the expression of genes across conditions is called gene expression profile 
and the information in these gene expression profiles can be used to discover the complex 
structures of an organism and even interpret its unknown behavior such as identification of the 
function of unknown gene, characterization of functionally co-related genes or search of the 
regulation mechanism and relationships among genes etc. 
 There is a need for methods to model or handle these continuous gene expression data 
without any transformation such as a discretization, and uncover molecular interaction such as 
unknown complex biological relationships under various different conditions, regulation 
mechanisms among genes and functions of unknown genes. In this chapter, existing works in 
studying the gene expression measurement to understand gene regulation mechanism and gene 
relationships are reviewed. The goal of this literature review is to offer a general picture of the 
methods to study gene expression measurements, to unravel limitations of existing works, and to 
emphasize on contribution of our method.  
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2.2.1 Clustering Methods  
Clustering method is a useful exploratory technique for gene expression analysis based on the 
simple idea guilt-by-association heuristic: if two genes show similar expression profiles, they 
may be involved in same regulatory mechanism. This clustering method is very well fitted to 
reflect this observation. A goal of clustering method is to group a set of objects (e.g. genes or 
conditions) which have similar patterns or characteristics and identify potentially meaningful 
hidden regulations. For example, the application of clustering methods to gene expression data 
helps to find the functional categories of the coherent gene group, which can be used to infer a 
functional role of unknown genes in the same group [1]. However, clustering methods could not 
give any directional information about the relationships between genes, e.g. gene A regulates 
gene B or gene A and gene B are controlled by gene C.  
 There are two popularly used clustering methods: hierarchical methods and partitioning 
methods. Hierarchical methods can be applied either divisive (top-down) or agglomerative 
(bottom-up) method in the way to form groups of objects and repeatedly separate or merge the 
clusters. On the other hand partitioning methods find the best division within a fixed number of 
clusters, however finding the best number of clusters is another important problem. There are 
many similarity measures to define cluster objects or genes. Euclidean distance and Pearson 
correlation coefficient are most commonly used measurements, which are very suitable for 
comparison of the gene expression patterns. Other similarity measures such as Manhattan 
distance, Spellman rank correlation, or un-centered correlation, can be used in different scenarios. 
2.2.2 Differential Equation Models 
Differential equation model is one of the simplest ways to model a system of interacting objects 
or genes with assumption that the change in each gene expression is a weighted sum of all other 
genes in the domain. It has been successfully applied to infer gene network or gene relationships 
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to capture the behaviors of the biological system under different experimental observations or 
conditions.   
 Thieffry and Thomas (1998) firstly introduced the differential equation model to infer the 
gene regulation network including the feedback-loop in biological system ([14]). Chen et al. 
(1999) showed that gene expression data could be represented as a set of linear differential 
equations, and theoretically solved the equations using linear algebra and Fourier transforms by 
imposing the optimization constraints to the model ([15]). McAdams and Shapiro (1995) 
proposed a hybrid model to incorporate the circuit simulation framework to describe the 
conventional biochemical kinetic model ([16]). However, due to the additive assumption for the 
linear combination of interaction, differential equation models cannot describe nonlinear 
relationships between genes in the complex biological system, e.g. gene A up-regulates gene C, 
only if gene B is present as well.     
2.2.3 Boolean Network Models  
Boolean network models were first introduced by [17] to describe gene network. Within this 
framework, genes are assumed to have only two states (e.g. ON and OFF), and the state of each 
gene is determined by Boolean function of its inputs such as states of regulating genes. Despite of 
over-simplicity, Boolean network models have proven useful to explain the complex biological 
system. Somogyi and Sniegoski (1996) showed that Boolean network successfully capture global 
complex behavior, self-organization, stability, redundancy, and periodicity ([18]). Liang et al. 
(1998) also have applied the Boolean network to infer gene regulations through mutual 
information ([4, 19]) and Akutsu et al. (1999) provided more extensive analysis of algorithm to 
learn Boolean network from gene expression data obtained by intervention of genes ([4]). 
However, gene expression measurements from microarray experiments have continuous values 
and simple discretization of these continuous values causes the large loss of information ([20]). 
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Furthermore, neither positive nor negative feedback, which are important concepts in biological 
processes, cannot be modeled from the discretized values of gene expression measurements. 
2.2.4 Bayesian Network Models  
The stochastic nature of biological system and intrinsic noise in microarray gene expression 
measurements, brought a necessity for a model to handle uncertainty. Bayesian networks (BNs) 
have been introduced as a model to handle these uncertainty and noisy ([21]). A Bayesian 
network is a graphical model to represent the probabilistic relationships among a set of variables. 
It can be characterized as a directed acyclic graph that encodes the joint probability distribution of 
variables in a domain. The Bayesian network in conjunction with Bayesian statistical framework 
provides several advantages for data analysis.   
 A Bayesian network model is well suited to model relationships between genes ([3, 6-8]). 
First, it uses an acyclic direct graph to denote the relationship between the random variables of 
interest (i.e. genes), thus can naturally model cause-effect relationships between genes. Second, it 
has a solid theoretical foundation and offers a probabilistic approach to handle the noise typically 
observed in microarray experiments. Finally it also can accommodate missing data and 
incorporate prior knowledge through prior distribution of the parameters. It is a powerful 
framework to capture linear, non-lineal, stochastic and other types of relationships among random 
variables and it has been popular for inferring gene network ([3, 6-8]), modeling protein signaling 
pathway ([22]), data integration ([23]), and classification ([24]).   
 Although the Bayesian network approach is very suitable to model biological regulation 
mechanism such as gene networks, real molecular mechanisms are more complex. For example, 
suppose that both gene A and gene B are the genes taking a role related with cell division. So, 
gene A regulates gene B only if cell is in the process of cell division. Traditional Bayesian 
network could not model this restricted complex biological processes. Moreover, with the 
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accumulation of multiple microarray experiments from independent labs or technologies, many 
biological or technological replications within same conditions become available and this 
encapsulated structure (e.g. replicates within conditions or treatments) in gene expression 
measurements makes it possible to estimate robust gene network or relationships underlying 
molecular mechanism. However, Bayesian network model could not encompass this structure of 
gene expression measurement into the modeling framework. In this thesis research, the new 
statistical framework is proposed and the biological insights are derived  from our learned models, 
and the results are evaluated through the biological literatures. 
2.3 Tables and Figures 
 
 
Figure 2.1: The gene expression analysis by DNA microarray technology for two-dye array [25]. 
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Chapter 3                                                         
Inference of Gene Pathways Using 
Mixture Bayesian Networks 
 
                                                                                      
 
3.1 Overview 
A central goal of molecular biology is to understand the complex biological process such as 
regulation mechanism or relationships between genes underlying different cell conditions. The 
gene expression measurements could provide a key to unravel this unknown biological 
mechanism, but because of intrinsic complexity in regulatory mechanism, it is very challenging 
problem to create the model to encompass every aspect of complex functions in a cell. In this 
chapter, the statistical integrated framework which infers the gene network or relationships 
controlled under context-specific conditions is described and biological insights are provided. 
 Inference of gene networks typically relies on gene expression measurements across a 
wide range of conditions or treatments. Although one network structure is predicted, the 
relationship between genes could vary across conditions. A comprehensive approach to infer 
general and condition-dependent gene networks is necessary. In this chapter, the integrated 
Bayesian network and Gaussian mixture models is proposed to describe continuous microarray 
gene expression measurements, and three gene networks were predicted for a validation. 
 Relationships between genes and gene pathways can be inferred based on gene 
expression profiles across conditions, treatments, or samples obtained from microarray 
experiments. Results from these studies can aid in the confirmation of previously known 
pathways and motivate the study of newly uncovered relationships among genes. A Bayesian 
network approach is well-suited to detect relationships between genes using an acyclic direct 
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graph [3, 6-8]. Needham et al. (2007) provided an in depth primer on learning Bayesian networks 
for computational biology ([26]). This approach has a solid theoretical foundation, offers a 
probabilistic framework to describe the variation typically observed in microarray data, 
accommodates missing data, and incorporates prior knowledge on gene relationships.  
 Several implementations of Bayesian networks to infer gene networks have been reported 
[3, 6-8, 27, 28] and two potential weaknesses have been identified. First, some applications 
require the transformation of continuous gene expression data into discrete input data, and this 
can influence the resulting network or resulting in loss of information [3, 6-8, 27, 28]. Thus, 
analysis of data that has not been discretized is favored. Second, most Bayesian network 
implementations assume standard binomial, multinomial probability or single Gaussian 
probability density functions of gene expression across a wide range of conditions. These 
distributions may fail to accommodate multimodal and/or skewed distributions associated with 
condition-dependent networks that exhibit changes in gene expression or gene relationships 
across conditions. This is because gene network inference is typically based on gene expression 
measurements across a wide range of conditions. Mixture models can be used to address this 
limitation because these models can describe potentially complex distributions of gene expression 
across a wide range of conditions. Newman and Leicht (2007) explored the capability of 
probabilistic mixture models to detect a very broad range of network structures without prior 
knowledge ([29]).  
 In this chapter, gene networks are inferred using a mixture Bayesian network approach. 
The superiority of this approach is evidence on the new insights into general and condition-
dependent relationships between genes and gene expression profiles gained while addressing 
some of the limitations encountered in previous applications of Bayesian network to infer gene 
networks. The integration of mixture models and Bayesian networks, which is well-suited to infer 
the structure of gene networks from continuous gene expression measurements across a wide 
range of conditions is demonstrated. The estimated parameters are easy to interpret, and aid in the 
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characterization of gene expression and co-expression profiles. Furthermore, functions of these 
parameter estimates allow the identification of condition-dependent networks. 
 The mixture Bayesian network approach is used to infer three pathways on three 
independent data sets. The first prediction of the circadian rhythm pathway in honey bees and the 
first prediction of a cell communication pathway (e.g. adherens junction) in mouse embryos are 
obtained. In addition, the mixture Bayesian network approach is also applied to a yeast cell-cycle 
data set commonly used in many gene network studies.  
 Comparisons of the predicted and known pathways and benchmark tests confirmed the 
outstanding performance of the mixture Bayesian network approach. Novel insights into general 
and condition-specific gene relationships and expression patterns were obtained, thus 
demonstrating the strength of the proposed approach to infer gene networks. 
3.2 Methods 
Bayesian networks can be described as a directed acyclic graph with nodes representing random 
variables or genes and directed edges representing the relationships between the nodes [6, 7]. 
Given a set of genes 1 2{ , , , }Ng g g , the corresponding Bayesian network G is represented as 
the joint probability distribution over all genes in G or P(G). Applying the narrow sense form of 
the Markov property for a stochastic process, each gene is independent of non-descendant genes 
in the network, given the parent genes or nodes. This conditional independence property allows 
the factorization of the joint probability distribution as the product of conditional probabilities. 
The overall network is conceived as a set of gene sub-networks, each corresponding to a given 
gene node gj and its associated parent gene nodes a(gj) for j = 1 to N. Models that accommodate 
for potential changes in gene expression and co-expression patterns across conditions are 
necessary when gene expression data across multiple conditions is used to infer gene networks. 
Mixture models are a flexible and effective option to describe changes in gene co-expression 
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patterns across conditions because the joint probability functions of sub-networks are modeled 
with a combination of mixture components. 
3.2.1 Mixture Bayesian Network Model  
The concept of integrating mixtures of Gaussian densities into Bayesian networks was introduced 
by [30], and applied to word and social networks by [29]. Under the Bayesian network 
framework,  
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where N is the total number of genes (j = 1 to N) in the network (or total number of sub-networks 
because each gene specifies a sub-network) and ( )ja g  is the set of parent genes of child gene 
jg  in the j-th sub-network. The conditional probability density function of the j-th gene 
))(|( jj gagP , given the set of parent genes is expressed as the ratio between the joint 
probability density function of the parent and child genes in the j-th sub-network ( ))(,( jj gagP ), 
and the marginal probability density function of the parent genes in the j-th sub-network 
)))((( jgaP . 
 The joint and marginal probability density functions are assumed to follow a multivariate 
Gaussian distribution and a mixture model is used to describe possible sub-network structures. 
The probability density function (P) for the j-th sub-network is represented with a mixture of Kj 
multivariate Gaussian distributions ( jkf ) each with a weight jk . Here, xji denotes a jp  
dimensional vector including the i-th expression observation (i = 1 to D where D is the total 
number of gene expression observations) of the child and parent genes in the j-th sub-network. 
For example, if jg  has three parents then jp = 4. Therefore, the joint probability density function 
for the j-th sub-network is 
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where 
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k


 . For the joint probability density function, each component k of the mixture is 
described with a mean vector jkμ of dimension jp  and a variance-covariance matrix jkΣ of 
dimension j jp p . The marginal probability density function of the parent genes a(gj) is 
described in the same way as the joint probability density function but the dimensions of the i-th 
vector of observations  
*
jix , the mean vector 
*
jkμ ,  and the variance-covariance matrix 
*
jkΣ  are 
( 1)jp  , ( 1)jp  , and ( 1) ( 1)j jp p   , respectively. 
 Therefore, the overall likelihood of the data across all genes in the network G is: 
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 The relationship between the child and parent genes in each sub-network can be 
described by the weighted sum of the correlations between the parent gene and child gene 
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estimated for each mixture component. The weights correspond to the mixture component 
weights. This computation was described by [31]. 
 The Bayesian gene sub-network example described in Figure 3.1 corresponds to one gene 
node Genej with (p-1) parent genes Gene1, Gene2, …, Genep-1. The joint probability density 
function for this sub-network composed of Genej and its parent genes is described with a mixture 
of two multivariate Gaussian distributions (k = 1, 2), each with a particular mean vector (k) of 
dimension p and a variance-covariance matrix (k) of dimension p ×  p. The genes of a network 
may exhibit different expression and co-expression patterns across the conditions under study. 
This situation is likely to be better described by more than one density (e.g. Gaussian) combined 
into a mixture model where each component receives a weight, rather than a single density. For 
example, a gene (e.g. Gene2) may have a strong influence on the expression of another gene (e.g. 
Genej) under certain conditions, and this strong association is better described by one mixture 
component.  The influence of the former gene may be weak under another set of conditions, and 
this weak association is better described by a different mixture component. The correlation jq 
between the Geneq ( ( ))q jGene a Gene  and Genej within a mixture component is a function of 
the covariance and variance estimates that correspond to the off-diagonal and diagonal entries of 
k, weighted by the component weight k. 
3.2.2 Overall Network Learning Algorithm 
The overall algorithm that implements the Gaussian-mixture Bayesian network approach is 
summarized in Figure 3.2. The following sections describe the steps required to estimate model 
parameters and infer the network topology. 
Sparse Candidate Algorithm [7]: The sparse candidate algorithm is an efficient heuristic search 
algorithm that relies on the sparseness of microarray data. This algorithm achieves fast structure 
learning by restricting the search space of potential parental gene nodes and finding the network 
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structure that maximizes the BIC score. This restriction is not expected to have major negative 
impact on most gene networks because genes are usually regulated by a low to moderate number 
of genes. Furthermore, to minimize the impact of restricting the search space in the first steps, the 
algorithm was extended to evaluate additional genes at latter stages. In the standard sparse 
candidate algorithm, the maximum number of parental nodes k n  is used to construct each 
sub-network. To maximize the efficiency of the algorithm and control for network complexity, 
only parental gene nodes that contributed to increases in the BIC score were evaluated. 
 Selection of a candidate parent set starts with an empty Bayesian network ( G ) that has 
no edges and all gene nodes are assumed to be independent (Figure 3.2.1). The BIC score for the 
empty network is then calculated. The adequacy of a network with no connections is compared to 
all possible Bayesian networks with only one relationship between two gene nodes. The strength 
of the interaction (E(i ← j)) between gene nodes i and j can be measured as the difference 
between the BIC(Gi ← j)) of the network that has one edge from j to i and BIC( G ). 
 
E(i ← j) = BIC(Gi←j) – BIC(G ) if n = 1 
E(i ← j) = BIC(Gi←j, k) – BIC(Gk) , otherwise 
 
where i, j, and k are gene nodes in the network and n is the number of iterations in the iterative 
structure learning algorithm. The k candidate parent sets for each gene node are iteratively 
evaluated using the BIC criterion until convergence.  
 The process of evaluating all possible parent-gene relationships for each gene node is 
repeated until the maximum number of parent nodes is evaluated for all gene nodes.  The gene-
based process can result in cyclic relationships between genes. For example, in one sub-network 
gene A is the parent of gene B and in another sub-network gene B is the parent of gene A. To 
resolve this situation, the edges best supported by the data (based on BIC score) are kept and the 
other edges are removed. This trimmed-down approach could accommodate more relationships 
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and thus parents currently absent from the sub-networks are added to the network through the 
iterative process and are subsequently kept if the BIC score improves substantially.  The iterative 
process of evaluating additional gene relationships can result in the removal of pre-existing 
relationships. 
 At advanced stages of the iterative process to characterize the complete network, multiple 
parent genes can be potentially related to the same gene node within a sub-network. Because the 
optimal number of mixture components is estimated from the data, highly complex sub-networks 
can be adequately described with as many mixture components as needed. 
 
 A unique advantage of the integration of the mixture models and Bayesian network is the 
ability to uncover general and condition-specific gene networks.  The parameter estimates of each 
mixture component of a gene sub-network were used as indicators of the gene expression level 
(i.e. mean or ), variation (variance or diagonals of ), and co-variation between genes (co-
variance or off-diagonals of ). In addition, the mixture parameter estimates were used to 
compute the odds that the gene sub-network corresponding to each sample corresponded to a 
particular mixture component relative to the other components. Each sample had a non-zero 
probability (albeit small in some mixtures and networks) to pertain to each of the mixture 
components. For ease of interpretation and to overcome the limitation of using a single 
probability threshold across sub-networks with different number of mixture components, no 
threshold was used to assign samples to mixtures. Instead, the samples were assigned to the 
mixture component that had the highest odds. The assignment of samples to the most likely 
mixture component allowed the identification of samples (i.e. conditions or treatments) that 
shared the same expression and co-expression patterns for a gene sub-network. 
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3.2.3 Estimation of Mixture Parameters and Optimal Number of 
Mixture Components 
Once the best parent set for each node is identified, the mixture parameters and the number of 
mixture components are estimated using the EM algorithm. The Expectation-Maximization (EM) 
algorithm was used to estimate the mean and variance-covariance parameters of the mixture 
components considered for each gene subnetwork. In the Expectation step (E), the probability 
that each observation pertains to each mixture component, given the parameter values estimated 
in the Maximization step, are obtained. In the Maximization step (M), parameters are estimated as 
the values that maximize the restricted-log likelihood of the observed data, given the distribution 
of the observations over the mixture components. The equations in the Expectation and 
Maximization steps corresponding to the sub-network of the j-th gene are: 
Expectation step: 
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where wjik denotes the evidence that the observation (gene expression) vector jix corresponding to 
the j-th gene sub-network pertains to the k-th multivariate Gaussian mixture component mjk (k = 1 
to M), and  denotes all the unknown parameters across all the mixture components. Within a 
gene, the observations were assumed to be identically and independently distributed. This 
assumption can be relaxed to accommodate heterogeneity of variance (e.g. some conditions result 
in more variable gene expression observations than others) and covariance between observations 
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(e.g. gene expression observations from subsequent time points or similar treatment dosages are 
expected to be more correlated to each other than to observations from distant time points or more 
dissimilar treatment dosages). The system of EM equations was iterated until convergence.
 
 In addition to the EM algorithm, the Bayesian Information Criterion (BIC) score was 
used to estimate the number of co-expression models ([32]). The estimation process starts with 
one model to describe each gene sub-network, and increases the number of models in the network 
structure only if there is substantial improvement of the BIC score from the additional model. 
Otherwise, the simple structure having smaller number of models is chosen.  
3.3 Data 
 
Gene networks corresponding to three gene pathways (circadian rhythm, adherens junction, and 
cell cycle) were inferred from three microarray gene expression data sets (honey bee maturation, 
mouse embryo development, and yeast synchronization) using a mixture Bayesian network 
approach. The goal of these applications is to gain insights into general and condition-dependent 
relationships between genes and gene expression profiles, and demonstrate the flexibility and 
adequacy of the mixture Bayesian network approach to characterize networks.  
3.3.1 Honey Bee Data Set 
 
A detailed description of the honey bee microarray data set is presented by [33] and [34]. Briefly, 
gene expressions during behavioral maturation in the brains of honey bees (Apis mellifera or A. 
mellifera) from two subspecies (A. m. mellifera and A. m. ligustica) rose in one of two host 
colonies (A. m. mellifera and A. m. ligustica) representing two different environments were 
measured. Within combinations of bee and host race (A. m. mellifera- A. m. mellifera or MM, A. 
m. mellifera- A. m. ligustica or ML, A. m. ligustica- A. m. mellifera or LM, and A. m. ligustica- A. 
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m. ligustica or LL), nurse bees were sampled on days 0, 4, 8, 12 and 17 after adult emergence 
(denoted h0, h1, h2, h3, and h4, respectively) and forager bees (denoted f4) were sampled at day 
17 after emergence. The experimental design allowed the division of the honey bee data set into 
four independent bee-host subspecies-combination sub-data set (MM, ML, LM, and LL).  
 Thus, the gene network was inferred on the complete data set and also on each of the four 
sub-data set. Processing of the data from 108 spotted cDNA microarrays included background 
subtraction and log2-transformation of fluorescence intensities, and removal of flagged spots or 
spots that did not surpass a minimum intensity threshold of 200. The log2 intensity values were 
normalized using a loess transformation, and global dye and microarray effects were removed. 
Six genes assigned to the fruit fly circadian rhythm pathway in the Kyoto Encyclopedia of Genes 
and Genomes (KEGG) database (http://www.genome.jp/kegg/) were present on the microarray 
platform. The KEGG identifier for the circadian rhythm pathway in the fruit fly is dme04710 
(accessed on August 2008). 
3.3.2 Mouse Embryo Data Set 
 
Data from nine microarray experiments that evaluated the effect of multiple toxic agents on 
mouse (Mus musculus) embryo gene expression levels were used to reconstruct the adherens 
junction pathway. A detailed description of data set is provided by [35]. Briefly, the experimental 
design consisted of two types of direct comparisons with reverse labeling; comparisons between 
samples that received different treatments (e.g. ethanol, methylmercury, low oxygen, metabolic 
toxin 2-chloro analogue of 2'-deoxyadenosine administered at different time points or doses), and 
comparisons between treated and control samples. A total of 90 microarrays from the same 
platform were available for analysis, and data processing and normalization followed the same 
protocols applied to the honey bee data set [35]. Seven genes assigned to the mouse adherens 
junction pathway in the KEGG database were present on the microarray platform. The KEGG 
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identifier for the adherens junction pathway in the mouse is mmu04520 (accessed on August 
2008). 
3.3.3 Yeast Synchronization Data Set  
 
The mixture Bayesian network approach was used to predict the yeast Saccharomyces cerevisiae 
cell-cycle network using gene expression data reported by [36]. The data set consisted of gene 
expression measurements from 76 microarrays across six experiments. The yeast experiments 
evaluated yeast cell synchronization via the arrest of cells by one of four conditions, followed by 
activation or release of the cells from the arresting condition. The synchronization conditions 
were cdc15-, cdc28-,  factor- and size or elutrition- based synchronization, and samples were 
obtained at various time points after the removal of the last four arresting conditions. In a separate 
study, the effects of inducing either the G1 cyclin Cln3p (Cln3) or the B-type cyclin Clb2p (Clb2) 
were examined, each in two experiments. The normalized gene expression data is available at the 
Stanford Microarray Database (http://genome-www5.stanford.edu) and the experiment identifiers 
are: 9837, 9838, 1666, 1674, 1679, 49 to 58, 634 and 2141. A network including 14 genes 
analyzed by [6] using multinomial and single Gaussian distribution was inferred and results were 
compared. The KEGG identifier for the yeast cell cycle pathway is sce04111 (accessed on August 
2008). 
3.3.4 Validation of the Inferred Gene Networks 
The relationships between genes inferred by the mixture Bayesian network approach were 
compared to relationships reported in the KEGG database, BioGRID (http://thebiogrid.org) 
database, and Saccharomyces Genome database, or SGD (http://db.yeastgenome.org), and in the 
literatures. These databases were accessed on August 2008 and provide complementary 
information. The KEGG database includes cause-effect or directional and non-directional 
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relationships between genes depicted in pathway diagrams. In directional relationships, the child 
and parent genes are identified, meanwhile in non-directional relationships, genes are linked but 
there is neither a parent (i.e. cause) nor a child (i.e. effect) gene. The BioGRID database lists all 
known interactions or undirected relationships between genes. Due to the differences in the 
curation and annotation protocols of each database, BioGRID can encompass more relationships 
than KEGG, but these relationships do not have associated direction.  
 Not all genes present in the pathway databases had reporters in the microarray platforms 
studied, and thus, two types of gene relationships were inferred: direct and indirect (not to be 
confused with directional and non-directional). Direct relationships were detected between gene 
nodes that were present in the microarray platform and directly linked on the pathway database 
used to evaluate the results (e.g. KEGG). Indirect relationships were detected when the database 
indicated relationships between genes that were related through intermediate genes not present on 
the microarray platform.  
 The adequacy of the approach was demonstrated in the three independent data sets using 
a bilateral strategy. First, our approach encompasses a wide range of network models, from no 
relationships between genes and single Gaussian distributions to networks with variable number 
of relationships across sub-networks and mixtures of multiple Gaussian distributions. Our 
approach identified the gene relationships and number of mixture components best supported by 
the data for each sub-network, accounting for model complexity and data available using the BIC 
score. Multiple mixture components were favored over single components in the vast majority of 
the sub-networks inferred in the three data sets studied, suggesting that adequacy of our approach 
to describe gene networks. Second, the inferred networks were compared to known network and 
the vast majority of the relationships were confirmed. Third, permutation-based re-sampling 
method has been applied to assess the reliability of our method. 
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3.4 Results and Discussion  
The mixture Bayesian network approach provided the first published description of the 
relationship between genes in the circadian rhythm pathway of honey bees. In addition, this 
approach offered novel information on general and condition-specific gene relationships. Also, 
adherens junction are necessary for cell-cell junction whose cytoplasmic face is linked to the actin 
cytoskeleton. Yokoyama et al. (2001) studied the relationship among various proteins in the 
adherens junction pathway [37]. Using the mixture Bayesian network approach, the first depiction 
of general and condition-specific gene profiles and interactions in the adherens junction pathway 
of mouse embryos was obtained.  
3.4.1 Circadian Rhythm Pathway in Honey Bee Data Set 
Figure 3.3 summarizes the circadian rhythm gene network predicted by the mixture Bayesian 
network approach on each of the four bee-host sub-data sets. Solid and dash-dotted arrows 
(edges) denote direct and indirect relationships, respectively, confirmed in the circadian rhythm 
pathway for the fruit fly in the KEGG database. The number beside each edge denotes the 
fraction of data sets that supports that edge. For example, 4/4 denotes that the gene relationship 
was detected on all four sub-data sets. 
 All direct and indirect relationships detected by the mixture Bayesian network on the 
honey bee genes were consistent with the relationships depicted for the fruit fly circadian rhythm 
pathway on the KEGG database. In addition, there were no predicted relationships that were not 
present on the KEGG fruit fly pathway. Previous reports indicated that maturation age was the 
highest source of differentially expressed genes in the honey bee microarray study under 
consideration, followed by the subspecies of the bee sampled and the species of the host colony 
[33, 34]. In agreement with these studies, the mixture Bayesian network consistently detected 
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most edges of the circadian rhythm pathway across multiple bee-host sub-data sets (edge ratios 
4/4 or 3/4).  However, not all relationships were detected in all four sub-data sets. 
 Four edges were only detected on half of the sub-data sets (edge ratio 2/4), and the only 
one edge was detected on one sub-data set (edge ratio 1/4). The inability to consistently predict 
the same edges on all four sub-data sets may be due to two reasons. First, previous work noted 
that the subspecies of the honey bee sampled was another source of differentially expressed genes, 
albeit less important than maturation [33, 34]. Differences on edge prediction among sub-data 
sets may be due to differences in the honey bee subspecies used in each sub-data set. Second, the 
size of each bee-host sub-data set may have resulted in insufficient information to predict some 
edges in some sub-data sets. To test this hypothesis, the mixture Bayesian network approach was 
applied to the complete data set. Most of all edges except one in Figure 3.3 were also inferred 
when the complete honey bee data set was analyzed and thus, results based on the complete 
honey bee data set are discussed.  
 The reliability of the gene network predicted by the mixture Bayesian network approach 
was assessed using permutation-based resampling. Of the networks predicted from the 
randomized data sets, 15% and 24% did not share any or only shared one relationship with the 
network inferred from the original data and confirmed against the KEGG database, respectively. 
The maximum number of gene relationships in common between the randomized and original 
data sets was five. Only 1% and 7% of the networks predicted from the randomized data sets 
shared five and four relationships out of the 13 gene relationships with the network originally 
inferred, respectively. Similarly, 32% of the networks predicted from randomized data sets had 
more than eight false positive relationships among around 13 relationships and only 5% of 
networks had four or less false positives relationships. The hegemony of these findings further 
advocates the capability of the mixture Bayesian network approach to uncover evidence on gene 
relationships contained in the data and minimize the probability of networks predicted by chance 
alone.  
27 
 
 The insights into condition-dependent gene relationships offered by the mixture Bayesian 
network were evident on the sub-network of gene Cyc, including parent genes Per, Dbt, and Vri. 
Using the complete honey bee data set, the Cyc sub-network was best described by a mixture of 
two components. The parameter estimates corresponding to each mixture component of a gene 
sub-network offered information on the expression and co-expression patterns. Mixture 
components 1 and 2 had weights equal to 0.35 and 0.65, respectively. The most notable 
differences between the two mixture components were the level of gene Cyc (double in mixture 
component 2 relative to mixture component 1) and the correlations between gene Cyc and parent 
genes Vri, Per, and Dbt. The correlations of Cyc with both parent genes were negative in mixture 
component 1 and positive in mixture component 2 and the difference between the correlations of 
both mixture components was significant at P-value < 0.04, < 2.2 × 10
-5
 and < 1.2 × 10
-10
 for Vri, 
Per, and Dbt, respectively ([38]). 
 Table 3.1 summarizes the assignment of samples from six maturation ages (h0, h1, h2, h3, 
h4, and f4) and four bee-host combinations (LL, LM, ML, and MM) to each of the two mixture 
components (Mix1 and Mix2) for the Cyc gene sub-network. Due to the experimental design, the 
number of samples differed across bee-host-age combinations [33]. The Cyc sub-network was 
better described by mixture component one (Mix1) for most A. m. ligustica bees raised on A. m. 
ligustica hives (LL), meanwhile mixture component two (Mix2) better described the sub-network 
for A. m. mellifera bees raised on A. m. mellifera hives (MM). Their results are consistent with 
differences in expression across bee subspecies reported by [33]. In addition, the mixture 
component one description of the Cyc sub-network was preferred for one-day old nurse (h0) and 
forager (f4) bees, meanwhile mixture component two was favored for four, eight, and twelve-day 
old nurse (h1, h2, and h3, respectively) bees. This result is consistent with Whitefield et al. (2006)  
who concluded that many changes in gene expression across maturation ages occurred by day 
eight [33]. Rodriguez-Zas et al. (2006) also reported a major difference in the gene expression 
profiles of LL and LM bees at the eight and twelve-day maturation ages [34]. 
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 The mixture Bayesian network approach was able to identify different models (or mixture 
components) of association between genes and of gene expression profiles depending on the 
conditions under consideration, and also provided a general model that is the weighted average of 
the condition-specific components. Cyran et al. (2003) noted that the fruit fly circadian clock 
encompasses two interlocked transcriptional feedback loops [39]. In one loop, dClock/Cyc 
activates the expression of Per, and the Per protein in turn inhibits the activity of dClock/Cyc. In 
addition, Vri and Pdp1 encode related transcription factors whose expressions are directly 
activated by dClock/Cyc. In the second loop, the Vri and Pdp1 proteins feed back and directly 
regulate the expression of dClock. Results from the mixture Bayesian network approach (Figure 
3.3) confirm these findings. 
 The identification and interpretation of general and condition-dependent gene co-
regulation patterns, using the odds that observations pertain to each mixture component, and the 
mixture component parameter estimates presented for the gene Cyc sub-network can be repeated 
for all other genes in the network. Although the optimal number of mixture components varied 
across gene sub-networks (in most cases a mixture of two or three components was estimated), 
similar general and condition-dependent conclusions were obtained for other gene sub-networks 
in the circadian rhythm pathway and thus are not presented here. This situation may be due to the 
high degree of interconnectedness among the gene nodes in this network. For networks 
encompassing less related sub-networks, parameter estimates from each sub-network module 
should be evaluated. 
 Several indirect relationships among genes reported in the fruit fly KEGG pathway were 
predicted as direct ones due to the absence of microarray reporters corresponding to the 
intermediate genes. Although the identification of relationships (direct or indirect) among genes 
constitutes a major step towards a comprehensive description of biological pathways, precise 
characterization of the relationships is also important. Differences between the predicted and 
reported (e.g. literature, databases) gene relationships may be due to differences among the 
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experiments considered (e.g. honey bee versus fruit fly) and insufficient or inaccurate information 
(e.g. small experiment, limited microarray platform). Additional studies are necessary to ascertain 
the true nature (direct or indirect) of these gene relationships. 
3.4.2 Adherens Junction Pathway in Mouse Embryo Data Set 
Figure 3.4 depicts the adherens junction gene network predicted by the mixture Bayesian network 
approach.  This approach predicted directional relationships in which the parent and child gene 
nodes are identified. However, the adherens-junction mouse pathway in the KEGG database 
included some non-directional gene relationships. Because the inferred network was validated 
against the KEGG pathway, non-directional gene relationships are denoted with lines instead of 
arrows. All direct and indirect relationships between genes predicted by the mixture Bayesian 
network approach were present in the KEGG database. Consistency between the predicted and 
reported adherens junction networks was also observed for two additional pathways (actin 
cytoskeleton and axon guidance) predicted using the same mouse microarray data set [35, 40]. 
 The parameter estimates and odds that observations pertained to different mixture model 
components helped the understanding of the differences in gene profiles and relationships 
between mouse embryo treatments.  For example, a mixture of three components was best suited 
to describe the sub-network of gene -Actinin. Mixture components 1, 2 and 3 had weights 0.28, 
0.57 and 0.16, and each component modeled low, intermediate and high levels of expression of 
all genes in the -Actinin sub-network, respectively. In addition, gene -Actinin had a negative 
correlation with parent gene Actin in the first mixture component meanwhile this correlation was 
positive in the other two mixture components. The statistical significance of the difference 
between correlations from mixture components 1 and 2, and 1 and 3 were P-value < 8.6×10
-10
 and 
P-value < 1.1×10
-11
, respectively meanwhile the correlations from mixture components 2 and 3 
were non-significantly different (P-value > 0.25). 
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 Table 3.2 summarizes the assignment of observations within conditions (mouse embryo 
studies or series and treatments) to each of the two components (Mix1 and Mix2) of a mixture 
model describing the gene Actin sub-network. All or the majority of the observations within a 
series (or study) were assigned to a single mixture component. For example, all the observations 
within series GSE 1068, 1070, 1075, 1076, and 1079 were assigned to one mixture component. In 
addition, all observations except one were assigned to the same mixture component in series GSE 
1069 and 1077. Detailed description of the difference between conditions within study is 
provided in [40]. Briefly, most studies evaluated different dosages, dosage timing, or combination 
of agents that influence embryo development. The results from the mixture Bayesian network 
approach suggested that most of the variations in conditions within study had a minor effect on 
the relationship between genes in the Actin sub-network relative to the effect of study. In general, 
for other gene sub-networks the distribution of the observation assignments to mixture 
components was in agreement with the results from the Actin sub-network. 
 Consideration of the assignment of treatment observations, regardless of study, to the 
mixture components for the Actin sub-network not only confirmed known biological facts but 
also revealed new biological interpretations (Table 3.2). For example, the only three conditions 
receiving 2-chloro-2'deoxyadenosine or CdA that were assigned to the mixture component Mix2 
correspond to sampling intervals before (three hours) and after (six hours) the critical event of 
p53 protein induction expressed in cda-treated embryos between 3.0- and 4.5h post-exposure 
(GSE 1069) and to embryos also treated with Ro5-4864 (denoted Ro), a presumed agonist that is 
weakly teratogenic (GSE 1072). All the observations during the critical event (4.5 hours) were 
assigned to Mix1. These results suggested that sampling time and treatments in addition to cda 
could have substantial impact on the Actin sub-network. 
 The odds that observations pertain to each mixture component also provided insights into 
the effects of two pharmacologic agents, PK11195 (denoted PK) and Ro5-4864 (denoted Ro) in 
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Table 3.2. The PK agent can rescue embryos from the effects of toxic agents meanwhile Ro is a 
presumed agonist that can have weak teratogenic effects. The fairly even assignment of PK and 
Ro treatments to both mixture components suggested that the impact of these treatments on the 
Actin sub-network was dependent on the other conditions of the experiments. Similarly, the 
evaluation of the assignment of control (or untreated) samples to mixture components offered 
information on the behavior of seemingly similar samples. Out of ten control samples (cnt), seven 
were better described using Mix2. Among the three control samples assigned to Mix1, one 
corresponded to the mouse sub-strain C57BL/6J (B6J) and was consistent with the assignment of 
all other B6J samples that received treatment to Mix1. This finding suggested the potentially high 
effect of the genotype of the embryo on the relationship among genes in the Actin sub-network. 
The other two control samples assigned to Mix1 corresponded to series GSE 1069 and 1072, and 
these assignments were consistent with the assignment of all (GSE 1069) or the vast majority 
(GSE 1072) of the samples to Mix1. These assignments are consistent with the strong series 
effect previously discussed. 
3.4.3  Cell Cycle Pathway in Yeast Synchronization Data Set 
Figure 3.5 summarizes the relationships between genes in the yeast cell-cycle pathway predicted 
by the mixture Bayesian network approach. The predictions were compared to directional and 
non-directional relationships depicted in the KEGG yeast cell-cycle pathway, listed in the 
BioGRID database, SGD,  biological literature, and predicted by [6].  
 The predicted gene relationships with known direction are denoted with arrows. The only 
two directional gene relationships CDC5 → CLB1 and CDC5 → CLB2 are reported in the KEGG 
database. The remaining gene relationships could only be confirmed in databases that list non-
directed relationships (e.g. BioGRID, SGD) and thus these relationships are depicted with lines 
instead of arrows. In Figure 3.5, the direct relationships confirmed in BioGRID, [6], KEGG, 
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literature and SGD are denoted with solid lines and labeled with the letters B, F, K, L, and S, 
respectively.  
 Of the 21 gene relationships predicted by the mixture Bayesian approach, nine were 
confirmed in [6], seven and three were listed in the BioGRID and KEGG databases respectively, 
and three and one were reported in the literature [41, 42] and SGD database, respectively. Several 
direct relationships predicted by the mixture Bayesian network approach were not reported in the 
BioGRID, KEGG, SGD databases or in [6].  
 Although experimental studies are necessary to confirm or disprove these findings, 
additional gene relationships and literature review imply that some are likely to be true (direct or 
indirect) relationships. For example, through text mining of biomedical literature, Liu et al. 
(2005) found that genes MNN1, CLN1, and CLN2 were all influenced by the same activators [43]. 
This finding supports the novel relationships between MNN1 and either CLN1 or CLN2 detected 
by the mixture Bayesian network approach. Had microarray data on the common activators been 
available, the relationship between these genes could have been further resolved. Additional 
studies are necessary to determine if the unconfirmed relationships are true positives instead of 
false positives. The mixture Bayesian network approach was not able to detect relationships 
between genes SVS1 and ALK1 and the rest of the genes in the network. These results are 
consistent with the absence of evidence relating genes SVS1 and ALK1 in the literature or 
databases. 
 Assessment of the mixture model parameter estimates was used to gain insights into the 
gene sub-networks. For example, a mixture model with two components receiving equal weight 
was found to describe the sub-network of gene CLB1 depicted in Figure 3.5. The mean 
expression of the genes in mixture component 1 was between a half and a third of the mean 
expression of the genes in mixture component 2. In addition, genes CDC5 and CLB1 had a 
positive correlation (0.36) in mixture component two, meanwhile the correlation was weaker and 
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negative (-0.17) in mixture component one and these correlations were different at P-value < 
0.001). 
 The assignment of the samples to the components of the mixture model describing gene 
sub-networks helped in the understanding of the changes in the network across the different 
treatments or conditions studied. For example, consideration of the probability that a sample 
pertained to either one of the two components of the mixture model used to describe the sub-
network of gene CDC5, confirmed some expected assignments and suggested unexpected 
commonalities between samples. The assignment of elutrition samples collected every 30 minutes 
to mixture components provided a good example of a slow transition of the network behavior 
across time. The first six samples collected between 0 and 150 minutes were assigned to one 
mixture component and six samples obtained from 240 to 390 minutes were assigned to the other 
mixture component. Samples collected at intermediate time points (between 180 and 210 
minutes) had a similar odds ratio to pertain to either mixture component.  
 For the -factor synchronization, samples were collected every seven minutes and the 
assignment of samples to mixture components suggested that the CDC5 sub-network had one 
behavior at early sampling time-points and another behavior at later time points. Samples 
collected between 0 to 35 minutes after -factor synchronization were assigned to one mixture 
component, and the vast majority of the samples collected from 49 to 119 minutes were assigned 
to the other mixture component. Only the samples corresponding to 77 and 91 minutes were 
assigned to the first mixture component even though the samples at the neighboring time-points 
were all assigned to the second mixture component. The sample corresponding to the 
intermediate sampling time-point of 42 minutes had a similar probability to pertain to either 
mixture component. Likewise, for the cdc28-synchronization samples collected every 10 minutes 
from 0 to 160 minutes, the five samples collected from 0 to 40 minutes were assigned to one 
mixture component and most of the samples collected after 40 minutes (8 out of 10 samples) were 
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assigned to the other mixture component.  These results suggest that the CDC5 sub-network had 
one behavior at shortly after cdc28-synchronization and another behavior long after 
synchronization. 
 Investigation of the assignment of cdc15-synchronized samples collected every 10 
minutes for 300 minutes to mixture components did not provide definitive evidence of stabilized 
networks across time-points with the exception of the six samples collected between 130 and 180 
minutes that were all assigned to the same mixture component. The 18 samples obtained before 
130 minutes and after 180 minutes had similar probabilities of pertaining to both mixture 
components or, when clearly assigned to a single mixture component, no more than four 
consecutive samples were assigned to the same mixture component. Lastly, both Cln3 samples 
and both Clb2 samples were assigned to the same mixture component. 
 Overall, the mixture Bayesian network approach detected more confirmed relationships 
than the approach presented by [6] However, Friedman et al. (2000) detected five relationships 
(CLN2:SVS1, CLN2:RNR3, SVS1:MNN1, CDC5:SVS1, CDC5:ALK1) that were not predicted by 
the mixture Bayesian approach and were not present in the BioGRID database. The higher 
number of relationships predicted by the mixture Bayesian network approach relative to the 
Bayesian network implementations of [6] may be due to the flexibility of the mixture model in 
the mixture Bayesian network approach to accommodate fluctuations on the gene patterns and 
relationships across the multiple conditions evaluated. 
3.4.4 Single, Fixed-number, and Optimal Mixture Densities  
The mixture Bayesian network approach to infer gene networks implemented in this study used 
the EM algorithm to obtain parameter estimates and the BIC score to identify the optimal number 
of mixture components supported by the data. This framework offered great flexibility to 
accommodate a wide range of models and probability density functions across gene sub-networks 
and within gene sub-network, across the conditions under study. A series of benchmarking tests 
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were conducted to evaluate the benefits of the more flexible and data-driven mixture Bayesian 
network approach for different scenarios. 
 The description of the sub-networks supported by the data based on BIC score favored 
mixture over single distributions. This indicates that for the networks and data sets considered in 
our study, mixtures offer a better description of the relationship between genes than single 
distributions. This result was further validated when the assignment of samples from different 
treatments or conditions to mixture components was investigated. The robustness of the mixture 
Bayesian network learning process granted by the use of mixture distributions and potentially 
variable numbers of mixture components across the network was investigated.  
 Figure 3.6 presents the BIC scores of the networks predicted using the mixture Bayesian 
network approach with the number of mixture components fixed to single or mixture of two or 
three Gaussian densities (Fixed1, Fixed2, and Fixed3 respectively), or estimated from the data 
(Optimal Mixture) for the circadian rhythm and adherens junction networks previously presented. 
The BIC score of the Optimal Mixture implementation was higher than the approaches that used a 
fixed number of mixtures across all sub-networks. The superiority of the mixture Bayesian 
network approach that estimates the optimal number of mixture components for each gene sub-
network from the data over approaches with fixed number of components was evident in both 
networks.  In addition, the maximum number of parents in a gene sub-network was set to five in 
this study, based on a review of pathways reported in the KEGG database and associated to the 
pathways studied. This maximum was supported by the fact that the optimal BIC score was 
always found with one to four parent genes. 
3.4.5 Computational Evaluation 
The computational time required for the prediction of a network across a wide range of number of 
genes was evaluated. The mixture Bayesian network approach was implemented using the C++ 
programming language.  
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 Figure 3.7 shows the computational time (in CPU seconds using a AMD Opteron 248 
2.2GHz processor, after the microarray data was read) required to reconstruct networks of 
different size, ranging from five to 25 genes sampled at random from the circadian rhythm (CR) 
and adherens junction (AJ) microarray data sets. Five data sets were obtained from the complete 
microarray data sets for each network size considered, and a network was estimated for each data 
set and network size. The computing time to predict a network depends in part on the degree of 
connectivity between the genes studied. Because the gene sets were drawn at random from the 
microarray data sets, the degree of relationship between these genes (number of edges) was 
expected to vary across data sets within network size and across network sizes studied.  Thus, 
both the number of edges predicted in each network and the computational time required to 
predict the network were recorded.  
 Figure 3.7 presents the average computational time and number of edges across the five 
data sets within network size evaluated for two cases, when the number of mixture components 
was estimated from the data (opt) or fixed at 3 mixture components (fix). These comparisons 
allowed the assessment of the impact of the mixture component of the algorithm on the 
computational time and inferred edges. 
 As expected, the higher the number of genes in the network, the higher the computational 
time required for estimation of the complete network (Figure 3.7 Left). The lower computational 
time to infer the adherens junction network compared to the circadian rhythm network may be 
due to the fewer relationships (edges) detected in the first network (Figure 3.7 Right). In the 
adherens junction network, the trends of computational time and number of edges across number 
of genes were similar. In the circadian rhythm network, the computing time increased at a slightly 
or moderately higher rate than the number of edges across the number of genes. Furthermore, the 
nearly constant number of edges (ranging from 4 to 8) inferred in the adherens junction across the 
number of gene nodes studied (ranging from 5 to 25) suggested that the mixture Bayesian 
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network algorithm was not biased towards inferring higher number of edges with higher number 
of gene nodes network (Figure 3.7 Right). 
3.4.6 Algorithmic Extensions 
The identification of a Bayesian network structure is an NP-hard problem because the number of 
possible candidate structures super-exponentially increases with the number of gene nodes. The 
sparse candidate algorithm [6, 7] evaluated in this study achieves fast structure learning by 
restricting the search space of potential parent gene nodes.  
 Multiple mixture model components provide flexibility to describe condition-specific 
gene patterns and relationships. The identification of relationships between genes implemented in 
this study relies on the comparison of the BIC score of the full (parent-child relationship) and 
reduced (child alone) models. Thus, in addition to the comparison of BIC scores, other variable 
selection approaches (e.g. forwards selection [44], backward elimination [44], LASSO [45]) can 
also be used to identify the gene relationships supported by the data.  
 The use of a mixture of Gaussian distributions to describe the probability density 
function of the genes had numerous advantages including ease of interpretation of parameter 
estimates, identification of condition-dependent or independent gene behaviors (location or mean, 
dispersion or variances) and relationships (co-dispersion or co-variances), and availability of  the 
EM algorithm to estimate mixture model parameters applied to Bayesian networks [29, 30]. The 
approach can be extended to consider other distributional assumptions such as mixtures of t- or 
Cauchy distributions. Likewise, Cobb and Shenoy (2006) used a mixture truncated exponential 
densities to describe hybrid Bayesian networks containing discrete nodes and continuous parents, 
and applied this model to a waste incinerator emission and crop price networks [46]. Additionally, 
non-mixture distributions that capture the potential complexity of the probability distribution 
across conditions can be considered. For example, although not applied to Bayesian networks and 
condition-dependent gene network profiles, Purdom and Holmes (2005) proposed using 
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asymmetric Laplace distributions to describe the log-ratio of gene expression measurements [47]. 
Likewise, Khondoker et al. (2006) used a Cauchy distribution to account for gene expression 
outliers and pixel censoring [48],  Vladimir (2001) and Kuruoglu et al. (2007) used Pareto and 
Pareto-tail distributions (stable distribution) to capture potentially skewed gene expression 
distributions [49, 50], and Hoyle et al. (2002) used log-Normal distributions to describe spot 
intensities [51]. 
 The results presented in this study assume no prior knowledge of any mixture parameter 
(e.g. covariance between genes) or network structure. This approach evaluated the ability of the 
method to detect true relationships between genes, and precisely characterize gene co-expression 
profiles, regardless of the information available. Within the Bayesian framework, knowledge or 
belief of any unknown parameter can be incorporated through prior distributions and 
corresponding hyper-parameters. For example,  Werhli and Husmeier (2007, 2008) described the 
integration of prior knowledge to improve the reconstruction of gene regulatory networks by 
expressing the prior knowledge in terms of energy functions [52, 53]. This approach can be used 
to combine data from different experiments, but it can also result in higher computational 
demands.  
3.5 Conclusions  
 
A comprehensive characterization of the circadian rhythm pathway in honey bees and of the 
adherens junction pathway in mouse embryos was obtained using a mixture Bayesian network 
approach. All the gene relationships detected by the mixture Bayesian network based on honey 
bee gene expression information were consistent with known relationships in the fruit fly 
circadian rhythm pathway. The mixture Bayesian network approach was also able to uncover 
changes in gene relationships and profiles in the Cyc gene sub-network associated with changes 
on the maturation age, subspecies of honey bee sampled, and subspecies of honey bees in the host 
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hive. Likewise, all the gene relationships detected by the mixture Bayesian network using mouse-
embryo gene expression information were consistent with known relationships in the general 
mouse adherens junction pathway. All or the vast majority of the samples within experiment were 
assigned to the same mixture component model in seven out of the nine experiments considered. 
This assignment of samples to mixture components suggested that experiment had a major impact 
on the gene relationships and expression profiles in the Actin gene sub-network.   
 The application of the mixture Bayesian network approach to the well-studied yeast cell 
cycle confirmed many reported relationships. In addition, the assignment of samples to the 
components of the mixture model for the CLB1 gene sub-network provided novel insights into 
gene associations.  For example, the assignment of elutrition samples to the mixture components 
suggested a slow transition of the network behavior across time. On the other hand, the 
assignment of cdc15-synchronized samples to mixture components suggested that the networks 
were instable across most of the time-points considered. 
 This study demonstrated that the mixture Bayesian network approach is well-suited to 
infer gene pathways based on microarray gene expression data. The estimation of the number of 
mixture components from the data allowed the simultaneous modeling of gene sub-networks with 
either constant or variable behavior across conditions. This modeling approach has two potential 
advantages, 1) it can increase the accuracy of the inferred relationships and precision of the 
parameter estimates, and 2) it can help identify groups or clusters of observations that support 
particular (condition-dependent) models or mixture components.  
 The superior accuracy of the mixture Bayesian network approach was demonstrated by 
the better BIC score of the network with the number of mixture components estimated from the 
data, compared to the BIC score of approaches with a fixed number of mixture components. The 
mixture of Gaussian distributions demonstrated in this study naturally accommodates the 
continuous and typically normally-distributed gene expression measurements. The proposed 
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approach can be extended to use mixtures of other discrete or continuous distributions, or 
incorporate prior information on the genes in the network.  
 The proposed mixture Bayesian network approach allows the detection of general and 
condition-specific relationships among genes, and the prediction of an overall network structure 
within the framework of probabilistic inference. The interpretation of parameter estimates and 
functions (e.g. probabilities and odds to pertain to a mixture component) can offer a more 
comprehensive understanding of gene patterns and relationships. Insights into the gene patterns, 
and the relationships between them, can be used to design effective follow-up experiments and 
investigate the novel relationships predicted by the mixture Bayesian network approach. 
3.6 Figures and Tables  
 
Figure 3.1: Representation of a mixture model for the sub-network corresponding to child gene 
Genej and its parent genes: Gene1, Gene2, …, Genep-1. 
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Figure 3.2: Illustration of the structure learning process. 
 
Figure 3.3: Comparison of the predicted and expected relationships between genes pertaining to 
the circadian rhythm pathway based on four honey bee microarray sub-data sets. 
Note: Solid arrows (edges) denote direct relationships predicted and confirmed in the fruit fly KEGG 
pathway. Dashed arrows represent indirect relationships predicted and confirmed in the fruit fly KEGG 
pathway. The number besides each edge denotes the fraction of sub-data sets that supported the edge.  
Genes: Per = Period clock; Cyc = Cycle; Vri = Vrille; Pdp = Pyruvate dehydrogenase phosphatase 1; Sgg = 
Shaggy; Dbt = double-time. 
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Figure 3.4: Comparison of the predicted and expected relationships between genes pertaining to 
the adherens junction pathway based on mouse embryo microarray data. 
Note: Solid lines and arrows (edges) denote direct relationships predicted and confirmed in the mouse 
KEGG pathway. Dashed lines and arrows represent indirect relationships predicted and confirmed in the 
KEGG pathway. Arrows denote directional relationships reported in the KEGG pathway. Lines denote non-
directional relationships reported in the KEGG pathway. 
Genes: RhoA = ras homolog gene family, member A; Afadin = mixed lineage-leukemia translocation to 4 
homolog; Actin = Actb; -Catenin = Ctnna1; Zo-1 = tight junction protein 1;-Actinin = Actn1; Vinculin = 
Vcl.   
Figure 3.5: Comparison of the predicted and expected relationships between genes in the yeast 
cell-cycle pathway based on yeast microarray data. 
Note: Solid lines and arrows denote direct relationships predicted and confirmed in the BioGRID (B), SGD 
(S), KEGG (K) databases, literature (L) or by Friedman et al. (F). Dashed lines denote direct relationships 
predicted but not confirmed in the databases. Arrows denote directional relationships reported in the KEGG 
pathway. Lines denote non-directional relationships reported in the KEGG pathway. 
Genes: CLN1= Cln1p/G1 cyclin; CLN2 = Cln2p/G1 cyclin; SRO4 = AXL2 = Axl2p/Integral plasma 
membrane protein coding gene; RAD51 = MUT5; MNN1 -1,3-mannosyltransferase; SWI5 -1,3-
mannosyltransferase; SVS1 =Cell wall and vacuolar protein coding gene; ALK1 = Alk1p/Protein kinase; 
CLB1 = B-type cyclin; ACE2 = Ace2p/transcription factor; CDC5 = Cdc5p/Polo-like kinase; MYO1 = 
Myo1p/Type II myosin heavy chain; CLB2 = B-type cyclin;  RNR3 = ribonucleotide-diphosphate reductase. 
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Figure 3.6: The Bayesian information criterion (BIC) score of the predicted adherens junction and 
circadian rhythm networks based on honey bee and mouse embryo microarray data, respectively. 
The number of mixtures is estimated from the data (Optimal Mixture) or fixed to one (Fixed1), 
two (Fixed2), or three (Fixed3) mixture components. Higher BIC score values indicate more 
adequate description of the data. 
 
Figure 3.7: (Left) Computational time (CPU in seconds) to predict networks of size 5 to 25 genes. 
(Right) Number of edge in the predicted networks of seize 5 to 25 genes. 
Values represent the average time across five data sets sampled at random from the circadian rhythm (CR) 
and adherens junction (AJ) microarray data sets per network size. The number of mixture components was 
estimated from the data (opt) or fixed at 3 components (fix).(Right) Number of predicted relationships or 
edges in networks of size 5 to 25 genes. Values represent the average number of edges across five data sets 
sampled at random from the circadian rhythm (CR) and adherens junction (AJ) microarray data sets per 
network size. The number of mixture components was estimated from the data (opt) or fixed at 3 
components (fix). 
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Table 3.1: Distribution of the observations pertaining to bee-host subspecies combinations and 
maturation age conditions based on a mixture model with two components for the Cyc gene sub-
network. 
Mixture Condition 
 Bee-Host: LL LM ML MM   
Mix1  34 28 39 20   
Mix2  20 26 15 34   
 Age: h0 h1 h2 h3 h4 f4 
Mix1  32 20 8 14 12 35 
Mix2  4 28 16 34 12 1 
 
Note: Bee-host subspecies combinations: LL, LM, ML, and MM. 
Maturation ages: h0, h1, h2, h3, h4, f4 
Mix1 and Mix2: mixture components 1 and 2, respectively. 
 
 
Table 3.2: Distribution of conditions pertaining to nine studies and associated treatments based on 
a mixture of two components for the Actin gene sub-network. 
  Condition 
 Series: 68 69 70 72 74 75 76 77 79 
Mix1  5 1 4 2 4 5 7 1 6 
Mix2  0 3 0 5 9 0 0 6 0 
 Treatment: cnt mhg CdA eth Ro PK oxg   
Mix1  3 11 10 2 3 5 5   
Mix2  7 7 3 8 4 6 0   
 
Note: Studies: Gene Expression Omnibus series 1068, 1069, 1070, 1072, 1074, 1075, 1076, 1077, 1079. 
Treatments: control or cnt, methylmercury or mhg, 2-chloro-2'deoxyadenosine or CdA, ethanol or eth, Ro5-
4864 or Ro, PK11195 or PK, and oxygen or oxg. Mix1 and Mix2: mixture components 1 and 2 respectively. 
Genes in sub-network: Actin, RhoA, Afadin, α-Catenin, Vinculin, α -Actinin, and ZO-1. 
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Chapter 4                                          
Discovery of Gene Network Variability 
across Samples Representing Multiple 
Classes 
 
 
4.1 Overview 
 
In Chapter 3, The Bayesian mixture model was presented to identify the gene network and 
relationships among genes in the context of multiple conditions that integrates Bayesian networks 
and Gaussian mixture model. As demonstrated, this approach successfully inferred gene networks 
that were confirmed through three independent dataset from different species. However, deep 
understanding of mixture component, especially, in conjunction with the biological conditions or 
treatments within microarray experiments has not been fully studied or explained and only 
provides a estimated gene network and relationships and computational evaluation. In this chapter, 
several interesting questions are studied to reveal how the components of the mixture model can 
be used to incorporate the structure of microarray experiment for robust inference and how our 
method effectively model multiple microarray experiments with replications in order to infer the 
gene network under consideration of this embedded structure. 
 Microarray experiment designs that include replications or samples can be represented 
with nested structure within classes. Thus, biological samples or replicates are encapsulated in a 
class and this class could be nested in another layer or class. Thus, generally the microarray 
experiment design with replications is hierarchical in nature. Replications on microarray 
experiments can be done at many different levels: multiple biological replicates per treatment 
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(biological replicate level), multiple RNA extractions per biological replicate (RNA level), 
multiple arrays per label (array level) and multiple spots per gene on each array (spot level). 
These replications at different levels help to understand complex biological processes, to improve 
the overall sensitivity of microarray data, and to overcome the intrinsic noise of microarray data. 
In the last decade, large microarray experiments including many biological replicates or samples 
are becoming available. Several studies have mainly focused on finding differentially expressed 
genes on microarray with replication at different levels. Pan et al. (2002), Wolfinger et al. (2001) 
and Zien et al. (2003) used a linear mixed model ANOVA to estimate the variance at an array 
level [54-56], and  Lee et al. (2000) studied on microarray experiments with replication at a spot 
level to explain inherent variability in gene expression data [57]. However, to the best of our 
knowledge, biological replication or encapsulated sample within class in microarray experiments 
has not been considered to infer a gene network and gain more information on the relationship 
between genes. 
 The aim of this study is to demonstrate the richness of information resulting from the 
integration of finite mixture and Bayesian network approaches to characterize the variability of 
gene relationships and expression profiles across biological replicates and to fully encompass the 
replication information on microarray experiments to infer the robust gene relationships or gene 
pathways. K-means clustering and PCA have been applied to understand the assignment of 
samples to the mixture models. The novel method introduced in Chapter 3 was applied to infer a 
gene pathway across biological replicates by using network models to handle the replication on 
microarray experiments and did deep understanding of mixture components by applying K-means 
clustering analysis and principal component analysis. Moreover, network models allow the 
identification of biological replicates within same class and incorporate this information to infer 
the gene pathways or relationships which have variability across classes. Of interest is to identify 
biological replicates or samples that share the same relationships between genes and characterize 
the gene expression distributions (location and dispersion). The proposed mixture Bayesian 
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network was studied to characterize the steady-state nature of genes pertaining to three 
independent pathways: a carbohydrate metabolism pathway, a lipid metabolism pathway and a 
signaling pathway in conjunction with statistical methods such as K-means clustering and PCA. 
Interpretation of the parameter estimates and network topology provided novel insights into the 
role of genes on behavior and the adaptation to different environments. 
4.2 Methods 
The integration of mixture models and Bayesian networks provides a mixture of co-expression 
models to describe a set of co-regulated genes within the overall network topology. To improve 
the identification of samples with common or distinct pathways, the co-expression models of all 
the genes in the inferred network were combined.  
4.2.1 Microarray Experiment Design Representing Multiple Classes 
 Figure 4.1 illustrates a simple microarray experiment design with replications. Each 
column in the microarray expression experiment denotes sample; and each of sample that belongs 
to the same class denotes biological replicate. For example, samples S1 to S5 are biological 
replicates within class C1 and S6 to S10 are biological replicates within class C2  and so on. In our 
study, one, two, three, four and six mixture models, which describe the age-behavior combination 
classes in our microarray experiments, were evaluated across all sub-networks and the number of 
components best supported by the data based on BIC score was used to obtain the final 
assignment of each biological replicate to each model. The parameter estimates corresponding to 
each model of each gene sub-network provided insights into the gene expression level ( )  and 
their variation and covariation with related genes ( ) . The parameter estimates were also used to 
identify the model that best described each biological replicate. Each biological replicate was 
allocated to the model that had the highest likelihood score. When a biological replicate had a 
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similar likelihood across multiple models, the allocation of the biological replicate to the model 
was considered a tie and the biological replicate was assumed to be equally well-described by all 
components within 10% of the highest likelihood. To address the possibility that the algorithm 
would converge to a local maxima a wide range of starting values were considered ([29]). 
4.2.2 Statistical Analysis 
This systems biology approach was accomplished by implementing both k-means clustering 
analysis and principal component analysis of the assignment of samples to co-expression models 
across all the genes in each pathway. To assess the reliability of the classification of samples to 
classes based on the co-expression models, a leave-one-out cross-validation approach was used. 
 For each gene sub-network, the ratio of probabilities where each samples or replicates are 
belonging to one of mixture components is calculated. Based on this ratio, samples  or biological 
replicates are clustered by considering the all the genes in the pathway. In addition, PCA 
(Principal Component Analysis) has been applied to see the distribution of samples along the 
principal components. 
4.3 Data 
Honey bee is a well-established model organism to study neuro-genomic plasticity ([58]). In 
traditional scenarios, after adult emergence the young bees are termed nurses (N) because they 
are responsible for brood care. At approximately two and a half weeks of age, the honey bees 
forage for pollen and nectar and thus are termed foragers (F). Two independent pathways were 
inferred using data from two honey bee microarray experiments described by [58]. The gene 
expression of individual European honey bees (samples) representing different maturation stages 
age-behavioral groups (classes) was measured in these studies. A microarray platform including 
8872 cDNA probes (6878 cDNAs accounting for approximately 20% of gene redundancy) was 
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used. Each honey bee brain or sample was analyzed on 2 or 4 microarrays, balanced for dye 
labeling.  
 
4.3.1 Honey Bee Data Set with Biological Replicates 
In one of the microarray experiments, Whitfield et al. (2003) identified substantial differences in 
gene expression patterns between typical or traditional young nurses (TN) and traditional old 
foragers (TF) classes using gene expression profiles from 18 honey bees per class [58]. To 
discriminate the changes in gene expression due to age versus behavior, a second experiment was 
performed. Whitfield et al. (2003) created "single-cohort" colonies or hives composed of one age 
group (either N or F) [58]. Given the known plasticity of the honey bee, it was expected that some 
of the bees in the cohort would undertake the missing or under-represented role when necessary. 
For instance, in young bee colonies, some young bees matured faster and started foraging at early 
ages (young foragers or YF), and in old bee colonies some bees slowed down their maturation 
process and took on nurse behaviors (old nurses or ON). Gene expression from individual honey 
bees belonging to one of four age-behavior classes: traditional young nurses (YN), non-traditional 
young ("precocious") foragers (YF), traditional old foragers (OF) and non-traditional old 
("overage") nurses (ON) were measured. Six honey bees were obtained per class, for a total of 24 
samples. In total, gene expression profiles from 60 individual honey bees were measured on 72 
microarrays of which 24 microarrays included comparisons within each study (totaling 48 
microarrays) and 24 microarrays included comparisons between the two microarray studies.  
 The two gene networks inferred in this study were based on the complete data set 
including six age-behavior classes. Processing of the data from double spotted cDNA microarrays 
included background subtraction and log2-transformation of fluorescence intensities, and removal 
of flagged spots or spots that did not surpass a minimum intensity threshold. The log2 intensity 
values were normalized using a loess transformation, the observations from duplicated spots were 
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collapsed and global dye and microarray effects were removed by the following procedures, 
which are described by [34] and [59] and implemented in Beehive 
(http://stagbeetle.animal.uiuc.edu/Beehive).  
 Three independent pathways, starch and sucrose metabolism, glycerolipid metabolism, 
and circadian rhythm, were selected to assess the performance of the proposed combination of 
mixture models, Bayesian networks and multi-gene clustering analyses. The starch and sucrose 
metabolism pathway is a carbohydrate metabolism pathway and carbohydrate metabolism genes 
have been found to be differentially expressed between traditional nurse and forager honey bees 
in independent studies ([33, 34, 59]). Thus, the study of this pathway was expected to serve as 
proof-of-concept that the proposed approach can uncover changes in co-expression profiles 
across nurse and forager classes and samples. Glycerolipid metabolism pathway has been chosen 
in same reason with starch and sucrose metabolism pathway. On the other hand, the circadian 
rhythm pathway was selected because there has been no report of changes in the expression 
pattern of genes in this pathway between typical nurse and forager honey bees exposed to the 
same light cycle ([33, 34, 59]). Thus, the study of this pathway was expected to serve as proof-of-
concept that the proposed approach is not biased towards inferring changes in co-expression 
profiles that are not supported by the data. Results from the inference of the starch and sucrose 
metabolism and the circadian rhythm networks were compared against the corresponding fruit fly 
pathways available in the KEGG database (http://www.genome.jp/kegg/). This comparison was 
selected because there is at the present no honey bee circadian rhythm pathway in the KEGG 
database, the gene relationships that are present in both the fruit fly and honey bee KEGG starch 
and sucrose pathways are consistent, and the honey bee starch and sucrose pathway is less 
complete than the corresponding fruit fly pathway. In total, 10, 7, and 5 genes in the fruit fly 
starch and sucrose metabolism, glycerolipid metabolism, and circadian rhythm pathways 
available in the KEGG database respectively, were present on the microarray platform used to 
obtain the gene expression microarray data, and were used to reconstruct these pathways.  
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4.3.2 Types of Gene Relationships and Benchmark 
The relationships between genes inferred by our approach were compared to relationships 
reported in the KEGG database. The KEGG database provides two different kinds of 
relationships: directional (cause-effect) and non-directional (co-relation) relationships. Both 
relationships were considered in the assessment of the inferred networks. To address the situation 
that some pathway genes are not represented in the microarray, two types of relationships among 
genes were defined : direct and indirect relationships (not to be confused with directional and 
non-directional). Direct relationships are inferred relationships between two genes that 
correspond to direct relationships in the KEGG pathway database. Indirect relationships were 
relationships between two genes not with direct interaction but through other intermediate genes 
not present on the microarray platform.  
 To confirm the reliability of the gene networks predicted by the integrated method, a 
permutation-based re-sampling approach was used to generate 500 randomized data sets with the 
same structure as the original circadian rhythm data set. These data sets were analyzed using the 
integrated approach that combined a mixture model with Bayesian networks and the predicted 
networks were compared to the observed network and the known pathway in the database. 
4.4 Results and Discussion  
The identification of biological replicates in different classes helps to understand steady-state 
relationships in the starch and sucrose metabolism pathway, glycerolipid pathway, and circadian 
rhythm pathway in honey bees. 
4.4.1 Starch and Sucrose Metabolism Pathway 
Both, an overall starch and sucrose metabolism pathway and gene relationships that were shared 
by biological replicates from the same classes were identified. Figure 4.2 depicts the starch and 
52 
 
sucrose metabolism gene network predicted and reported in KEGG. Solid and dashed arrows 
(edges) denote direct and indirect relationships, respectively, confirmed in the starch and sucrose 
metabolism pathway for the fruit fly in the KEGG database. All direct and indirect relationships 
except one were present in the KEGG database. As is seen in Figure 10,  gene UGP has many 
connections with other genes in the starch and sucrose pathway. Cooper et al. (2006) found that 
the regulatory interaction networks follow a power-law distribution with a small number of well-
connected 'hub' genes [60]. The gene UGP is discovered to take on the role of a hub gene. This 
biological finding is also  supported by [61]. They discovered that the expression of UDP-glucose 
pyrophosphorylase (UGP) is closely involved in a sucrose metabolism and more specifically, the 
enzyme UDP-glucose pyrophosphorylase (UGP) is responsible for the synthesis and 
pyrophosphorolysis of UDP-glucose, the key precursor for sucrose formation and for cell wall 
component (e.g. cellulose, β-glucans). Moreover, Ozbun et al. (1973) discovered that the level of 
starch synthetase activity during all stages of endosperm development is controlled by Glyp 
(Glycogen phosphorylase) as a primer [62]. These relationships can be presented in the predicted 
gene pathway in Figure 10. 
 For the majority of the gene sub-networks studied in the starch and sucrose metabolism 
pathway, a mixture of three gene co-expression models was favored by the data (Table 4.1). 
Although a mixture of three co-expression models was used to describe all sub-networks, the 
adequacy of models to describe the gene abstract (abs) and hexokinase A (Hex-A) sub-networks 
resulted in the samples having equal probability to be assigned to either models in each sub-
network. The parameter estimates and relative probability that each biological replicate 
corresponded to different models for each sub-network in the pathway offered a novel 
understanding of the differences in gene profiles and relationships between age-behavior classes. 
For the sub-network of gene sgl, three models were best suited to describe relationships between 
genes in the network. Models 1, 2 and 3 had weights 0.530461, 0.186795 and 0.282744, 
respectively. The major differences between the models were the level of gene sgl (relatively 
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lower in Model 1 relative to Models 2 and 3), and the correlations between gene sgl and parent 
genes UGP and Glyp were high in Model 2 (0.9025 and 0.8133, respectively) and Model 3 
(0.7147 and 0.8116, respectively), but relatively low in Model 1 (0.50967 and 0.1656, 
respectively). 
 The inferred sgl sub-network exemplifies the ability of our approach to characterize gene 
co-expression profiles that can vary widely across samples. For example the relationship between 
sgl and parent GlyP are strong in gene co-expression Models 2 and 3 but very weak in Model 1. 
Thus, provided there is sufficient evidence in the data supporting a relationship between two 
genes, this relationship will be uncovered. However, in scenarios when not all samples share this 
relationship, the mixture co-expression models allow to uncover co-expression profiles supported 
by all or a subset of the samples.  
 The assignment of samples within age-behavior class (TF, TN, OF, YN, ON, YF) to each 
of the three models (Model 1, Model 2 and Model 3) for all the genes is summarized in Table 3.2. 
All or the majority of the replicates within a class were assigned to a single model. For example, 
all of the class YN and YF biological replicates of the gene CG15117 sub-network were assigned 
to a single model. In addition, most of other replicates within the same class were also 
consistently assigned to the same model (e.g. TN, ON, OF, TF) with few exceptions. Among the 
18 biological replicates from TN and TF, all 16 and 14 biological replicates, respectively, were 
assigned to the Model 1 for the CG15117 sub-network and the remaining 2 and 4 replicates were 
assigned to Model 3. The sub-network for gene Ugt86Dc showed similar model assignment 
patterns. This result is consistent with the gene expression profiles in the Heat Map graph. These 
results suggest that the sub-networks for genes CG15117 and Ugt86Dc are not rigid within class 
and that the starch and sucrose pathway is not affected by oscillations on the relationships among 
these genes. This result is consistent with Figure 4.3, which shows that heatmap graph indicating 
over (red) or under (green) expression of the genes by biological replicate.  
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 In Figure 4.3, there are a few dark cells among TN classes, and these were the biological 
replicates which were allocated to different models. These cells or biological replicates, which 
had different expression levels even if they belonged to the same classes, might be the result from 
intrinsic noise of microarray data. Our Bayesian mixture network approach could effectively 
handle this noise problem using the network model framework. For example, there were quite a 
few black or green cells among TF and TN classes however, among those biological replicates, 
our approach could assign only a small set of them to the separate model and the remaining 
biological replicates could be correctly assigned to the model where other biological replicates in 
the same class were assigned in spite of their exceptional expression patterns. This result showed 
that our approach was less sensitive to the noise of microarray expression data and effectively 
handled the noise problem.  
 In general most genes in our starch pathway had high expression levels in YF and ON 
classes, but low expression levels in TN,TF,YN and OF classes. This observation from gene 
expression profiles in Figure 4.3 was well captured from the result of our method. This result 
provided insights into the general or unique pathways to specific age and behavior. As expected, 
the traditional and standard age-behavior classes behaved similarly, and the biological replicates 
in each class were assigned to the same models. On the other hand, the classes representing non-
traditional age-behavior combination (e.g. young ("precocious") foragers and old ("overage") 
nurses), were assigned to a different model compared to that of which traditional biological 
replicates were assigned. These assignments were consistent with the strong age-behavior effect 
previously discussed and reported by [58] and [59]. 
 The simultaneous consideration of the co-expression mixture models of all the genes in 
the starch and sucrose pathway using principal component and k-means clustering analysis 
uncovered three distinct classes. Out of 10 principal components (corresponding to 10 genes in 
the network), the first three principal components explained 96% of the variation in the co-
expression models across honey bee samples and genes. Figure 12 and Figure 4.5 depict the 
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distribution of the samples along the first three principal components into mainly six clusters and 
three clusters : non-traditional bees (YF and ON), traditional or old foragers (TF and OF) and 
traditional or young nurses (TN and YN), respectively. These results are consistent with the k-
means clustering of TF and OF samples together and separate from TN and YN, that in turn 
clustered together but separate from YF and ON samples. A total of 22 (out of 24) TN and YN, 
11 (out of 12) YF and ON and 20 (out of 24) OF and TF were assigned to clusters 1, 2 and 3 
respectively. Verification of the classification of samples using leave-one-out cross-validation 
and information from all the genes in the starch and sucrose network supported the previous 
findings. Most samples within traditional nurse, traditional forager and non-traditional classes 
were assigned to the corresponding classes with the exception of two traditional or young nurses, 
four traditional or old foragers and one non-traditional honey bee sample. 
 The distributions of co-expression models across samples and classes revealed by our 
approach were consistent with other experiments. For example, the representation of co-
expression models within foragers and variability of forager sample classification are consistent 
with the report that forager honey bees are more variable than nurse honey bees ([58]). 
Furthermore, our algorithm uncovered changes in the co-expression patterns among the genes in 
the starch and sucrose pathway across behavior-maturation classes that were missed by the 
consideration of the expression profiles of genes on an individual basis. 
4.4.2 Glycerolipid Metabolism Pathway 
The gene expression and co-expression models described by network models could successfully 
characterize the gene relationships over different classes and pathway in the glycerolipid 
metabolism pathway in honey bees. The glycerolipid metabolism pathway is known for the 
process related to chemical reactions involving glycerolipids, any lipid with a glycerol backbone. 
Diacylglycerol and phosphatidate are key lipid intermediates of glycerolipid biosynthesis[63].   
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 Figure 4.6 depicts the predicted and KEGG glycerolipid pathway. Even though several 
known intermediate genes were not present in the microarray platform, our approach was able to 
detect indirect relationships between the genes. Most of all gene relationships inferred in the 
honey bees were reported in the KEGG database for the fruit fly glycerolipid pathway, with the 
exception of the relationships between genes CG10638 and CG31871. Allan and Michell (1977) 
found that the increased intracellular Ca
2+
 concentration activates gene CG31871 (i.e. 
triacylglycerol lipase) [64] and this reaction causes an increase in the cell content of 
diaclyglycerol, which supplies the substrate for CG31140 (i.e. diacylglycerol kinase). This 
relationship was successfully predicted by the proposed approach (Figure 4.6). This result showed 
that in spite of the incomplete data such as no observations on known intermediate genes, our 
approach could successfully capture  the relationships between genes.  
 Table 4.2 summarizes the assignment of biological replicates to each model. 
Consideration of the assignment of biological replicates to the models for all genes revealed new 
and confirmed known biological interpretations. For example, most biological replicates 
pertaining to the same class were consistently assigned to the same models. However, there were 
a few unexpected allocations of biological replicates to sub-network models in class OF. Contrary 
to other classes , some replicates in class OF were assigned to Model 2. This result revealed that 
for most of gene sub-networks, all biological replicates within the same class are clearly assigned 
to models, which indicates the relationships between genes are very robust regardless of classes. 
However, for some other gene sub-networks, this pattern is supported by the fact that the 
relationships between genes are weak or various over classes. It could be explained by Table 4.2. 
Interestingly, some replicates in the class OF had different expression levels compared to other 
classes, and it could explain the inconsistent assignments in class OF (Table 4.2). This suggests 
that these honey bees have atypical expression patterns for the genes in the network under 
consideration. In addition, most of the biological replicates in class TN, YN, OF and TF were 
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assigned to Model 1, but on the other hand, all replicates in class ON and YF were assigned to 
Model 2 over all sub-networks. These results were consistent with differences in expression 
across bee from different classes reported by [58]. And also was confirmed in the starch and 
sucrose metabolism pathway. The honey bees in the classes ON and YF were overage nurses and 
precocious foragers, which were experimentally created in "single-cohort" colonies or hives. 
These honey bees from non-traditional age-behavior classes had different expression patterns 
from other honey bees in the natural age-behavior classes. 
 Different gene expression profiles (location and dispersion parameters) and gene 
relationships (co-dispersion parameters) were uncovered across the different classes. In addition, 
a general model that is the weighted average of the class-specific sub-network model was 
obtained. The glycerolipid metabolism pathway was well described with two models by the data. 
For all sub-networks of genes in glycerolipid pathway, one model explained most of the gene 
expression profiles of the age-behavior pattern by having a large weight relative to one of the 
other model. For example, for the sub-network of gene CG10638, Models 1 and 2 had weights 
0.7966, 0.2034, respectively, and for the sub-network of gene CG3209, each of the models had 
weights 0.7277 and 0.2723, respectively. For all other genes, models had a similar weight 
distribution. Moreover, for the sub-network of gene Dhap-at with parent genes CG10638 and 
CG31075, gene Dhap-at and gene CG10638 had a negative correlation (-0.4132) in Model 1, 
which had a large weight (0.7674), meanwhile the correlation was positive (0.695148) in Model 2. 
This result indicate that the relationship between genes Dhap-at and CG10638 is not critical for 
the glycerolipid pathway, because both, positive and negative relationships can be identified from 
the biological replicates corresponding to the same class. On the other hand, gene Dhap-at and 
gene CG31075 had positive correlations in both models (0.3356 and 0.7089 respectively). For the 
sub-network of gene CG3209 with parent genes CG10638 and CG7995, Models 1 and 2 had 
weights 0.7277 and 0.2723 and modeled low and high levels of expression of all genes in the 
network, respectively. The correlations were positive in both models but stronger in Model 2. 
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More specifically, the correlations with parent genes CG10638 and CG7995 were 0.7106 and 
0.34788, respectively in Model 1, and for Model 2, they were 0.9075 and 0.8538, respectively. 
 The insights about the glycerolipid sub-networks obtained from of the odds that each 
biological replicate pertain to each model, and the associated model parameter estimates 
presented for genes CG10638, Dhap-at and CG3209 sub-networks can be obtained for all other 
genes in the network. The interpretation of these estimates support the characterization of general 
and class-specific gene co-regulation patterns. Similar general and class-dependent conclusions 
can be obtained for all gene sub-networks in the glycerolipid metabolism pathway.  
 For the simultaneous consideration of all the genes in the glycerolipid pathways using 
principal component analysis two distinct classes. Out of 7 principal components (corresponding 
to 7 genes in the network), the first three principal components explained 95% of the variation in 
the co-expression models across honey bee samples and genes. Figure 4.8 shows the distribution 
of the samples along the first three principal components into mainly three clusters: non-
traditional bees (YF and ON), traditional or old foragers (TF and OF) and traditional or young 
nurses (TN and YN). As expected, non-traditional bees (YF and ON) is well separated from 
traditional bees. However, traditional forager and nurses could not be well separated.  
4.4.3 Circadian Rhythm Pathway 
The investigation of the assignment of biological replicates in different classes and the inference 
of a general gene network enhanced the understanding of the steady-class of the circadian rhythm 
gene pathway in honey bees.   
 Figure 4.9 summarizes the circadian rhythm gene network predicted based on 60 honey 
bee biological replicates pertaining to one of six age-behavior classes. Solid arrows (edges) 
denote direct relationships confirmed in the circadian rhythm pathway for the fruit fly in the 
KEGG database. Dashed arrows represent indirect relationships predicted and confirmed in the 
KEGG pathway. All relationships detected in the honey bees were reported in the KEGG 
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database for the fruit fly circadian rhythm pathway, with the exception of the relationships 
between gene Dbt and genes Pdp and Per. The inability to detect these two relationships maybe 
due to the detection of a relationship between Dbt and vrille (Vri) and the subsequent 
relationships of Vri with Per and Pdp. The evidence in the data supporting the relationships 
between Dbt, Vri and Per was stronger than that supporting the relationships between Dbt, Pdp 
and Per. In addition, no predicted relationships were not present on the KEGG fruit fly pathway. 
The overall predicted topology was in agreement with known gene relationships in the circadian 
rhythm pathway ([65, 66]).   
 Age-behavior dependent relationships between genes were detected across the biological 
replicates. For example, considering the sub-network of gene Pdp, including parent genes Vri, 
Sgg and Per. The parameter estimates provided insights into the expression and co-expression 
patterns. The gene expression and co-expression models described by the Model 1 and Model 2 
had weights equal to 0.6126 and 0.3874, respectively, and modeled relatively low and high levels 
of expression of all genes in the Pdp sub-network. Moreover, for the sub-network of gene Dbt 
with parent genes Vri and Sgg, Dbt had a weak and negative correlation with the parents genes in 
Model 1 meanwhile these correlations were positive and stronger in the other model. These 
results showed that model 1 explained the negative regulation relationships between Dbt and its 
parent genes, on the other hand, Model 2 captured the positive relationships between them. 
However, since the weights for the  Models 1 and 2 were 0.1246 and 0.8754, respectively, this 
weak negative correlation could be due to the noise of expression itself. 
 Table 4.3 summarizes the assignment of replicates from the six age-behavior classes to 
each of the two gene expression and co-expression models for the Pdp gene sub-network.  The 
path describing Pdp was the most consistent within each of the six age-behavior classes. This 
suggests that the co-expression profiles of Pdp with corresponding parents have the  least 
plasticity to changes in the population structure in the hive of all genes studied in the circadian 
rhythm pathway.  
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 For the classes TF (Traditional forager), YF (young foragers), YN (young nurses) and 
ON (old nurses), all or the vast majority of the replicates were consistently assigned to the same 
model  across all genes in the network. This suggests that the genes in the circadian rhythm 
pathway act in unison to changes in the population structure characterized in this study by the 
class. However, the replicates in the OF class for the sub-network of gene Dbt, Sgg and Per, and 
the replicates in TN class for the sub-network of gene Vri and Dbt, could not be assigned to a 
particular single model, rather, the replicates of these genes were assigned to either model. The 
behavior of the circadian rhythm pathway among the biological replicates of class OF was 
unexpected, because the pathway in OF should resemble TF, which showed consistent 
assignment of genes to models. Likewise the behavior of the circadian rhythm pathway among 
TN was unexpected because the pathway of the TN should resemble YN, which showed 
consistent assignment of genes to models. The identification of genes that does not allow for the 
consistent classification of replicates within class to a particular model demonstrates the 
identification of genes that have a profile that is more flexible and more variable for the survival 
and function of the bees in a particular behavior-age structure. This result is also supported by the 
heatmap graph in Figure 4.10. 
 The consideration of multiple biological replicates within class allow to uncover different 
gene expression and co-expression models depending on the classes under consideration. In 
addition, a general model that is the weighted average of the class-specific models was derived.  
Saez et al. (2007) noted that Per (period) and Tim(timeless) genes regulate the circadian clock 
and more specifically Per binds to the CLK/CYC transcription factors, removing them from the 
promoters of genes they activate, thus shutting off transcription [65]. This causes the negative 
feedback loop and turns on clock gene expression. This regulation was captured in the inferred 
network. Although, the CYC gene was not available in our microarray, an indirect relationship 
between Per and Pdp (which is regulated through the CYC gene) was detected by our approach. 
Inconsistencies between the inferred and reported relationships between genes may be due to 
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differences among species or classes studied, or limited information (e.g. small sample size, poor 
representation of genes from a network in a platform). Further experiments are needed to 
accurately characterize these gene relationships. Moreover, Blau (2001) found that Vri encodes a 
basic-Zipper transcription factor, whose strongest mammalian homologue can repress the mPerl 
promoter, and over-expression of Vri reduces both Per and Tim expression [66], which is also 
confirmed in Figure 4.10. For the gene Per sub-network, with parents Vri and Sgg, the correlation 
between Per and Vri was negative in Model 1 that had the highest weight (0.618686). This results 
supports the relationships reported by [66].  
 The reliability of the circadian rhythm gene network predicted by our Bayesian network 
approach was investigated using a permutation-based resampling strategy. Of the networks 
predicted from the randomized data sets, 3% had at most one relationship in common with the 
network inferred from the original data and confirmed against the KEGG database. Only 10% of 
the networks predicted from the randomized data sets had four or more relationships in common 
with the network originally inferred and none had more than six empirically confirmed 
relationships. The majority of the networks predicted from the randomized data sets also included 
a much higher percentage of falsely detected relationships. These results provided further support 
for the capability of our integrated approach to uncover potentially multiple gene co-expression 
models necessary to describe gene relationships across samples and classes.  
 The analyses of co-expression models of all the genes in the circadian rhythm network 
studied using principal component and clustering approaches detected differences between non-
traditional and traditional age-behavior classes. However, no difference between the traditional 
forager and nurse samples was detected. Meanwhile 11 out of 12 samples from untraditional YF 
and ON classes were grouped in cluster 1, the traditional nurse and forager samples were 
distributed fairly evenly between clusters 2 and 3. These results are consistent with lack of reports 
of circadian rhythm genes differentially expressed between traditional nurse and foragers exposed 
to the same light schedule. 
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4.5 Conclusions 
The consideration of multiple biological replicates within various classes allowed the accurate 
inference of the structure of three gene networks and comprehensive characterization of the 
changes in the network across classes. The Bayesian network framework allows to obtain a 
general network that encompassed all gene sub-networks. In addition to a general gene network, 
our results demonstrated that important insights of inherent variability of the relationships 
between genes could be effectively modeled using a mixture of gene expression and co-
expression models. Our results identified the vast majority of the relationships reported in the 
KEGG database based only on 60 honey bee biological replicates pertaining to 6 age-behavior 
classes. All or the vast majority of the biological replicates within class were assigned to the same 
co-expression model indicating the plasticity of the three pathways considered to adapt to age 
structural changes in the hive. The assignment of biological replicates to models suggested for 
some gene sub-networks, the class can have a major impact on the expression patterns meanwhile 
other gene sub-networks within the same general network were unperturbed by changes in the 
class. This study could not only detect the general and class-specific relationships among genes, 
but also predict the overall network. The estimated parameters from gene expression and co-
expression models provided insights into the gene patterns and relationships and help attain a 
more in-depth understanding of unknown molecular mechanisms. 
4.6 Figures and Tables 
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Figure 4.1: Simple microarray experiment design with replications. 
Note: Microarray expression design on N genes from L biological replicates that correspond to one of the 
W classes such as treatments, developmental stages or tissues. The biological replicates belonging to the 
same state are biological replicates.  
 
 
 
Figure 4.2: Comparison of the predicted and expected relationships between genes pertaining to 
the starch and sucrose metabolism pathway 
Note: Solid (red) arrows (edges) denote direct relationships predicted and confirmed in the mouse KEGG 
pathway. Dashed (blue) arrows represent indirect relationships predicted and confirmed in the KEGG 
pathway. Dashed-Dot (green) arrows represent inverse relationships, which occurs in the KEGG pathway 
with opposite directions. 
 Genes: sgl = sugarless, UDPglucose 6-dehydrogenase; abs = abstrokt; CG15117 = beta-glucuronidase; 
Amy-p = Amylase proximal, alpha-amylase; Hex-A = Hexokinase A; Tps1 = Trehalose-6-phosphate 
synthase 1, alpha-trehalose-phosphate synthase (UDP-forming); UGP = UTP-glucose-1-phsphate 
uridylyltransferase; Ugt86Dg = Glucuronosyltransferase; GlyP = Glycogen phosphorylase; CG10333 = 
DmRH19.   
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Figure 4.3: Heatmap graph indicating over (red) or under (green) expression of the genes in the 
starch and sucrose metabolism pathway, by biological replicate. 
Note: The rows indicate the genes: CG10333,GlyP, Ugt86Dg, UGP, Tps1, Hex-A, Amy-p, CG15117, abs 
and sgl in the starch and sucrose metabolism pathway. The columns indicate the age-behavior label for 
each biological replicate (i.e. OF, TF, YF, ON, TN and YN), and the numbers after age-behavior label 
indicate each individual honey bee. 
 
Figure 4.4: Distribution of the samples along the first three principal components into six clusters. 
Non-traditional bees (YF and ON), traditional or old foragers (TF and OF) and traditional or 
young nurses (TN and YN) for circadian rhythm pathway. 
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Figure 4.5: Distribution of the samples along the first three principal components into three 
clusters. Non-traditional bees (YF and ON), traditional or old foragers (TF and OF) and 
traditional or young nurses (TN and YN) for circaidan rhythm pathway . 
 
 
Figure 4.6: Comparison of the predicted and expected relationships between genes pertaining to 
the glycerolipid metabolism pathway 
Note: Dashed (blue) arrows represent indirect relationships predicted and confirmed in the KEGG pathway. 
Dashed-Dot (green) arrows represent an inverse relationship, which occurs in the KEGG pathway with 
opposite direction. 
Genes: CG10638= aldehyde reductase; CG3209 = 1-acyl-sn-glycerol-3-phosphate acyltransferase; 
CG31140 = diacylglycerol kinase; CG31871 = triacylglycerol lipase; Dhap-at = Dihydroxyacetone 
phosphate  acyltransferase; CG7995 = glycerol kinase; CG31075 = aldehyde dehydrogenase. 
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Figure 4.7: Heatmap graph indecating over (red) or under (green) expression of the genes in the 
glycerolipid metabolism pathway, by biological replicate. 
 
Note: The rows indicate the genes: CG31871,CG31075, CG7995, Dhap-at, CG31140, CG3209 and 
CG10638 in the glycerolipid metabolism pathway. The columns indicate the age-behavior label for each 
biological replicate (i.e. OF, TF, YF, ON, TN and YN and the number indicates each individual honey bee. 
 
 
Figure 4.8: Distribution of the samples along the first three principal components into three 
clusters. Non-traditional bees (YF and ON), traditional or old foragers (TF and OF) and 
traditional or young nurses (TN and YN) for glicerolipid metabolism pathway. 
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Figure 4.9: Comparison of the predicted and expected relationships between genes pertaining to 
the circadian rhyth pathway. 
Note: Solid(red) arrows (edges) denote direct relationships predicted and confirmed in the mouse KEGG 
pathway. Dashed (blue) arrows represent indirect relationships predicted and confirmed in the KEGG 
pathway.  
Genes: Vri = vrille; Pdp = PAR-domain protein 1; sgg = shaggy; per = period;  Dbt = CkIapha, Casein 
kinase Ialpha 
 
 
Figure 4.10: Heatmap graph indicating over (red) or under (green) expression of the genes in the 
circadian rhythm pathway, by biological replicate. 
Note: The rows indicate the genes: Per, Sgg, Dbt, Pdp1 and vri in the circadian rhythm pathway. The 
columns indicate the age-behavior label for each biological replicate (i.e. OF, TF, YF, ON, TN and YN) 
and the number indicate each individual honey bee. 
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Table 4.1: Distribution of the honey bee samples pertaining to the six age-behavior classes based 
on a network with three co-expression models (Model 1, Model 2 and Model 3) for all the genes 
studied in the starch and sucrose metabolism pathway studied. 
Model Gene Age-behavior class 
  TN YN ON YF OF TF 
Model1 CG15117 16 6 0 0 4 14 
Model 2 CG15117 0 0 5 6 0 0 
Model 3 CG15117 2 0 1 0 2 4 
Model 1 Ugt86dc 16 5 0 0 4 13 
Model 2 Ugt86dc 0 0 5 3 0 0 
Model 3 Ugt86dc 2 1 1 3 2 5 
Model 1 Tps1 11** 5 0 2 3 12 
Model 2 Tps1 0 0 5 4 2 1 
Model 3 Tps1 5 1 1 0 1 5 
Model 1 sgl 13 3* 0 2 3 13 
Model 2 sgl 1 0 5 4 2 1 
Model 3 sgl 4 2 1 0 1 4 
Model 1 CG10333 10*** 6 0 0 4* 13* 
Model 2 CG10333 0 0 5 6 0 0 
Model 3 CG10333 5 0 1 0 1 4 
Model 1 Amy-p 13 6 0 2 4* 12 
Model 2 Amy-p 1 0 5 4 0 1 
Model 3 Amy-p 4 0 1 0 1 5 
Model 1 GlyP 16 5 0 0 4 13 
Model 2 GlyP 0 0 5 6 0 0 
Model 3 GlyP 2 1 1 0 2 5 
Model 1 UGP 15** 5 0 0 3 13 
Model 2 UGP 0 0 5 6 2 1 
Model 3 UGP 1 1 1 0 1 4 
 
Note: Each entry in the table indicates the number of samples assigned to each co-expression model. There 
are 18 samples for classes TN and TF and 6 samples for classes YN, ON, YF and OF, where OF: Old 
Forager, TF: Traditional Forager, YF: Young Forager, ON: Old Nurse, TN: Traditional Nurse and YN: 
Young Nurse. For the sub-networks of genes abs and Hex-A the assignment of the samples to the models 
was equally likely and are not reported. *, **, and *** indicate there are one, two, and three samples that 
have approximately the same probability of pertaining to the two co-expression models, respectively. 
Genes: sgl = sugarless; abs = abstrokt; CG15117 = beta-glucuronidase; Amy-p = Amylase proximal; Hex-A 
= Hexokinase A; Tps1 = Trehalose-6-phosphate synthase 1; UGP = UTP-glucose-1-phsphate 
uridylyltransferase; Ugt86Dg = Glucuronosyltransferase; GlyP = Glycogen phosphorylase; CG10333 = 
DmRH19.   
 
 
 
 
 
69 
 
Table 4.2: Distribution of the honey bee biological replicates pertaining to the six age-behavior 
classes based on a network model with two models (Model 1 and Model 2) for genes CG10638, 
CG3209, CG31140, CG31871, Dhap-at, and CG7995 in the glycerolipid metabolism pathway. 
Model  Age-behavior 
 CG10638 TN YN ON YF OF TF 
Model 1  18 6 0 0 6 17 
Model 2  0 0 6 6 0 1 
 CG3209 TN YN ON YF OF TF 
Model 1  17 6 0 0 5 17 
Model 2  1 0 6 6 1 1 
 CG31140 TN YN ON YF OF TF 
Model 1  17 6 0 0 3 16 
Model 2  1 0 6 6 3 1(-1) 
 CG31871 TN YN ON YF OF TF 
Model 1  16 6 0 0 2 17 
Model 2  1(-1) 0 6 6 3(-1) 1 
 Dhap-at TN YN ON YF OF TF 
Model 1  18 6 0 0 5 17 
Model 2  0 0 6 6 1 1 
 CG7995 TN YN ON YF OF TF 
Model 1  16 4 0 0 4 17 
Model 2  2 1(-1) 6 6 2 1 
 
Note: Each cell indicates the number of biological replicates assigned to each model. -1 indicates that one 
of the biological replicates could not be assigned to any model since it is equally probable from both 
models. For the sub-network of gene CG31075, all biological replicates are equally probable for both 
models. Thus hereon numbers don't appear in these rows. As was described in Section 3, our data is 
composed of 18 biological replicates for classes TN and TF and 6 biological replicates for classes YN, ON, 
YF and OF. Age-behavior: TN or traditional nurses, TF or  traditional foragers, YN or age-matched young 
nurses, YF or young ("precocious") foragers, OF or age-matched old foragers, and ON or old ("overage") 
nurses. 
Genes in the table:  CG10638= aldehyde reductase; CG3209 = 1-acyl-sn-glycerol-3-phosphate 
acyltransferase; CG31140 = diacylglycerol kinase; CG31871 = triacylglycerol lipase; Dhap-at = 
Dihydroxyacetone phosphate  acyltransferase; CG7995 = glycerol kinase; CG31075 = aldehyde 
dehydrogenase. 
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Table 4.3: Distribution of the honey bee biological replicates pertaining to the six age-behavior 
classes based on a network model with two models (Model 1 and Model 2) for gene Pdp with 
parent genes Vri and, Per in the circadian rhythm pathway. 
Model Gene Age-behavior class 
  TN YN ON YF OF TF 
Model 1 Pdp 11*** 5* 6 0 4** 5**** 
Model 2 Pdp 4 0 0 6 0 2 
Model 1 Vri 11* 5 1* 1* 6 14 
Model 2 Vri 6 1 5 5 0 4 
Model 1 Dbt 8** 6 0 0 3 16 
Model 2 Dbt 8 0 6 6 3 2 
Model 1 Sgg 16* 6 0 0 4 16 
Model 2 Sgg 1 0 5* 6 2 2 
Model 1 Per 14 6 0 0 3 15 
Model 2 Per 4 0 6 6 3 3 
 
Note: Each entry in the table indicates the number of samples assigned to each co-expression model. There 
are 18 samples for classes TN and TF and 6 samples for classes YN, ON, YF and OF, where OF: Old 
Forager, TF: Traditional Forager, YF: Young Forager, ON: Old Nurse, TN: Traditional Nurse and YN: 
Young Nurse. *, **,***, and **** indicate there are one, two, three and eleven samples that have 
approximately the same probability of pertaining to the two co-expression models, respectively. 
Genes: Vri = vrille; Pdp = PAR-domain protein 1; Sgg = shaggy; Per = period; Dbt = Casein kinase I alpha. 
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Chapter 5                                                      
MCMC Simulation for Gene Network 
Inference 
 
 
5.1 Overview 
Simultaneous measurement of gene expression level for thousands of genes contains the rich 
information about many different aspects of biological mechanisms. Thus, a major computational 
challenge is to find methods to extract new biological insights from this wealth of data. In the 
previous two chapters, a new framework to infer gene network was presented. This framework 
allowed to infer gene relationships in context of experimental conditions and offered a deeper 
understanding of the proposed modeling and its associated parameters. Moreover, inference 
scheme was especially suitable for microarray experiments with biological replications. In this 
chapter, the integrated framework of proposed method in the previous chapter with MCMC 
simulation is introduced. This new approach gives a comprehensive understanding of the 
posterior distribution of network space and biologically meaningful features can be extracted 
from the posterior distribution. Usually when the data is given, the posterior distribution could not 
be easily discovered or computed. MCMC simulation helps to approximate this posterior 
distribution whether the posterior distribution has clear optimal or not. Sometimes, the posterior 
distribution of the network structure tends to be diffused with no clear optimum structure and a 
large number of different but equally plausible networks can be identified. Heuristic greedy 
optimization algorithm, which infers an optimal structure maximizing the object function, could 
have failed to find the network structure given data.  
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 In order to overcome this uncertainty of structure space given limited data, several studies 
have been done with different strategies. Firstly, integration of gene expression data with 
biological heterogeneous data via a prior distribution of network structure has been studied and 
subsequently applied to a different sources of biological data such as promoter sequences ([67]), 
protein-protein interactions ([22]),  and literature data ([68]) to explain this intrinsic uncertainty 
of structure. 
 Second, the intrinsic uncertainty of structure has been overcome by sampling the 
plausible structures over posterior distribution of the network structures using MCMC scheme 
([69-71]). However, there is no promising criteria to evaluate or summarize the results from 
MCMC scheme. Since the MCMC approach returns a large number of samples over the posterior 
distribution of network structure space, a new criteria or method to summarize the sampled 
network structures and extract the features representing the sampled network structures is needed. 
In addition, another interesting question is how these extracted features are incorporated in order 
to improve the inference of network structure by integrating multiple independent microarray 
experiments. 
 In this chapter, the mixture Bayesian framework is integrated with MCMC simulation 
and a new method was proposed to summarize the sampled networks from posterior distribution 
of network structure space and extract the biological features representing the sampled network 
structures.  
5.2 Methods 
Complex network structures influenced by various experimental conditions and limited data can 
result in a flat posterior distribution of plausible network structures.  Figure 5.1 depicts the 
distribution of posterior probability of sampled network structures (M) given the data (D). 
Depending on whether there is enough data or not, there can be one clear optimal network 
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structure or multiple equally plausible network structures. Therefore, when the data is sparse, it is 
more reasonable to consider equally probable network structures instead of just finding an 
optimal structure. 
5.2.1 MCMC Simulation over Network Structure Space 
In order to sample the structures from the posterior distribution of network space, the candidate 
structure is proposed from a given current structure by one of three actions: addition, deletion or 
reversal of an edge or a relationship between two genes by the MCMC simulation. At every 
iteration, a new network structure (Gs+1) is proposed based on the current structure (Gs) from a 
proposal distribution (Q(Gs+1|Gs)). The proposed structure is accepted with the following 
acceptance probability: 
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 This acceptance probability is composed of three parts: the ratio of likelihood, the ratio of 
prior probability, and the Hasting ratios. Under the assumption of a uniform distribution for prior 
probabilities over structures (e.g. P(Gs) = P(Gs+1)), the ratio of prior probabilities of networks 
would be cancelled out ([72, 73]) in Equation 8. Moreover, the proposal distribution Q is not 
symmetric because of acyclicity constraint of Bayesian network, which doesn't allows cycles such 
as a feedback loop. Thus, the Hastings ratio is not equal to 1. Especially, when the number of 
node is increased, calculating the Hasting ratio is computationally expensive and challenging.  
For the efficient approximation, three actions for a proposed structure are defined: Add edge, 
delete edge, and reverse edge. Then, a total number of structures can efficiently measured by 
considering the number of valid neighbor structures reached from current structure with basic 
operations (e.g. addition, deletion, or reversal of an edge).  
74 
 
 
 Figure 5.2 illustrates movements in network structure space for sampling. At each 
MCMC sampling or iteration, a new structure is sampled from given structure with three actions 
(e.g. addition, deletion, reversal) and sampled structure is accepted based on the Equation 8.  
After this sampling procedure, accepted network structures would be used for frequent feature 
mining and inference of optimal structure and it would be discussed in the next section . 
5.2.2 Summarizing the Sampled Structures  
In this study, two independent features are extracted to summarize the sampled structure through 
the MCMC simulation. First, frequent sub-structures are extracted from sampled structure using 
frequent itemset mining technique. Second, the optimal structure is inferred by summarizing the 
sampled structures. First of all, given the generated directed acyclic graph (DAG) samples G1, 
G2, ... , GT through the MCMC simulation, interesting features are extracted, which occur 
frequently over most network structures in the sample sets and one optimal structure is inferred 
by considering all sampled structures. The edge score is a popular criteria that indicates how 
many times the edge occurs over the posterior distribution of network structures ([71, 74]). The 
score of the t-th edge is defined as follows: 
)()|()|( tS
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where T is the number of sampled networks. Given a user-defined threshold Θ, if P(Et|D) ≥ Θ, 
then the edge Et is extracted as an frequent edge. The threshold Θ can be used to control the 
stringency of the edges. The lower the threshold Θ the more frequent edges are extracted. Edge 
score has been used to evaluate the MCMC method for structure learning.   
 Although individual relationships between genes itself extracted from sampled network 
structures could give biological one perspective, they could not find general overall trends or 
biologically meaningful module from the posterior distribution over the network structure. The 
general feature of the posterior distribution of network structure space need to be captured. Thus,  
it is necessary to efficiently mine frequently co-occurred edges (features) from posterior 
distribution over network structure space.  
 Second, from the independent frequent edges, the optimal structure supported by the 
posterior distribution of network structures is inferred. The rest of the dissertation research 
focuses on extraction of the frequent features from posterior distribution, which represents the 
biological perspectives of the sampled network and inference of optimal structure through the 
summarization of the frequent features. 
5.2.2.1 Frequent feature mining  
Once individual edges and their score are computed, the next challenge is to find frequent sub-
structures. Frequent co-occurred edges (or sub-structures) are defined as multiple gene 
relationships or sub-networks that occur frequently over the sampled network structures. Figure 
5.3 illustrates the sampled network structures through the MCMC simulation and extracted 
frequent sub-structures (e.g. set of red edges, set of blue edges) from them. These blue and red 
sub-structures are frequent co-occurred edges extracted from sampled network structures. Such 
frequently occurring groups of edges or sub-structures could be extracted using frequent itemset 
mining technique. Especially, the Mining Maximal Frequent Itemset (Mafia) algorithm [75] was 
used to extract the maximal frequent sub-structures. This method integrates a depth-first traversal 
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of the itemset with effective pruning technique by using a vertical bitmap representation. In this 
context, sampled network structure corresponds to the transaction and each edge corresponds to 
the item purchased in that transaction. Thus, discovered frequent itemsets from transaction 
database are mapped to the frequent edges found from sampled structures. Figure 5.4 illustrates 
the maps between frequent itemset mining and frequent sub-structures mining . Frequent itemset 
mining algorithm starts  with the generation of the candidate frequent sub-structures and prunes 
the sub-structures which does not pass the threshold  (e.g Θ is equal to 0.8).  Those frequent sub-
structures are expanded until there is no more frequent sub-structure or edges. 
5.2.2.2  Inference of optimal structure 
The MCMC sampling method allows the inference of structures from the posterior distribution of 
the network space. The posterior distribution is estimated from the MCMC sampled network 
structures, that in turn allows the calculation of the posterior probability of each edge. The next 
challenge is how to find an optimal structure which incorporates the sampled network structures. 
In this chapter, a new strategy to infer the optimal structure is proposed by considering the 
posterior probability of frequent edges from the sampled network structures. 
 First, the posterior probabilities of each edge was calculated and sorted in descending 
order. Then these sorted edges are added into the empty network to find the optimal structure, one 
at a time, based on their posterior probabilities. These added edges are stored in order and 
referred in later when a cycle in network structure is detected. Higher priorities (more weight) are 
given to the edges that occurred more frequently and thus had high posterior probabilities. Sorted 
edges with their posterior probabilities in descending order are added until a cyclic relationship 
between gene nodes is detected.  
 When a cycle is detected, the cycle needs to be removed under the assumption of the 
static Baysian network. The cycle removal is based on a trace back procedure in conjunction with 
a score of overall structure. The trace back procedure allows the exploration of other feasible 
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structures by giving the edges that have less posterior probabilities the chance to enter into the 
structure, instead of limiting the criterion to the posterior probabilities. An edge that has lower 
posterior probability may significantly influence a score of overall structure, and thus the track 
back procedure is essential.  
 The trace back procedure requires a user-defined parameter associated with the “number 
of look-back steps.” For example, if the parameter is equal to one, one only considers the recently 
added edge, and removes the edge. This is because the edge corresponds to the smallest posterior 
probability among previously added edges. When the parameter is set to be three, one accounts 
for the last three edges that added in the structure, and removes one of three edges based on the 
score of overall structure. If the parameter is higher than the total number of edges in the 
structures, the algorithm explores all the possible structures, which means that the algorithm 
considers all possible structures by looking back all previously added edges into the current 
structure. For example, in this study, the parameter is between 27 and 30, which may be high 
enough to account for all possible structures. Note that the higher value of the parameter leads to 
the higher computational cost. 
 The Bayesian Information Criterion (BIC) score is used to decide score of overall 
structure, which is defined as follows: 
  log P(G|D) ≈ log P(D|G,Θ) - logN/2*|G|            (9) 
where N is the number of samples, D is the data, G is the current model, Θ  is the parameter of G, 
and  |G| is the number of parameter in the model. 
5.3 Result and Discussion 
In this experiment, Bayesian mixture method proposed in Chapter 3 and MCMC based Bayesian 
mixture method was applied to yeast cell cycle dataset, which is commonly used in many gene 
network studies and described in Chapter 3. 
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5.3.1 Analysis for Different Posterior Distributions of Network 
Structure Space 
Two different scenarios were investigated to evaluate the performance of these two methods by 
modifying the yeast cell cycle data, which has measurements of 70 samples. One scenario has a 
peak posterior distribution of network structure where there is enough data (e.g. the number of 
gene is equal to 14 and the number of samples is equal to 70) while the other scenario has flat 
posterior distribution of network structure where data is sparse (e.g. the number of gene is equal 
to 14 and the number of samples is equal to 35). Figure 5.5 shows the posterior probability 
distribution of the network structure sampled from the two dataset. In the scenario that has 
enough data, the posterior distribution of network structure score has a high peak (Figure 5.5 (a)). 
On the other hand, in the sparse data scenario, the posterior distribution has a relatively flat 
distribution which means that there are several equally probable structure (Figure 5.5 ( b)) as it is 
expected. 
 Then, the MCMC and Bayesian mixture frameworks were applied to these two scenarios 
to quantify their relative performance (e.g. true positive rate, false positive rate). When the dataset 
has relatively large number of samples (e.g. Figure 5.5 (a), the number of genes is 14, the number 
of samples is 70), both methods show the similar inference accuracy. However, when data is 
sparse (e.g. Figure 5.5 (b), the number of genes is 14, the number of samples is 35), the MCMC 
based Bayesian Mixture method  gives better performance than the Bayesian mixture (Figure 5.6). 
In case of the false negative edges, both methods miss the almost same edges, which might be 
difficult relationships to infer a given data and thus, the result was not reported here. Same 
experiments were done for other pathways such as yeast cytoskeleton pathway, yeast DNA repair 
pathway and similar tendencies are observed and thus, the results are not reported here. 
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5.3.2 Inference of Frequent Sub-structures  
The MCMC based Bayesian Mixture method allowed the identification of frequently occurred 
sub-structures that can be missed when the focus is on the inference of one optimal structure. This 
is especially relevant in circumstances where the posterior probability has a flat distribution. In 
this experiment, MCMC based inference method was applied into the yeast cell cycle microarray 
data by focusing on extraction of the frequent sub-structures. Figure 5.7 (a) and (b) show the two 
most frequent sampled sub-structures with 0.95 (=475/500) and 0.906 (=453/500) support value, 
respectively for a minimum support threshold of 0.8. As it were, these sub-structures occurred in 
475 and 453 sampled network structures among 500 sampled network structures, respectively. 
The red edges denote the inferred edges from both frequent sub-structures and it means that these 
set of edges are strongly supported by data. Thus, not only each individual edge itself occurs from 
majority of sampled structures, but also combination of those relationships frequently occurs as 
expected. Moreover, these frequent sub-structures have a biological meaning. For example, the 
sub-structures in Figure 5.7 (a) and (b) are found to be functionally related genes mostly related 
with spindle pole body component, which is the microtubule organizing center in yeast cells and 
functionally equivalent to centrosome. It is important for cell division. 
 The majority of the edges could be confirmed though the literature review [76]. For 
example, STU2 and SPC25 are both related with spindle pole body component and this 
relationship is supported by [76].  In addition to, there are several relationships supported by one 
of structures that are also confirmed from the literature [76] and http://yeastract.org [77].   
 The solid line edges represent the direct relationships and dash dot edges represent the 
indirectly confirmed relationships. In Figure 5.7 (a), SPC25 is connected with CIK1 through the 
SPC34 which didn't exist in our experiment dataset. So, in our result, instead of this direct 
relationship, the indirect relationship from SPC25 to CIK1 was inferred. In the same way, TUB2 
is also connected with KIP2 through BIM1 [76], KIP2 is connected with IQG1 through HSK3, 
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which both BIM1 and HSK3 were not measured in our dataset. Moreover, blue colored edges that 
denote less frequent edges are also interesting becase they could also be confirmed through the 
literature [76].  
5.3.3 Parameter Setting of the MCMC Based Inference Method 
The MCMC approach based inference method has a tuning parameter lookbackStep. This 
parameter helps control the number of step to trace back the previously added edges for network 
inference. Figure 5.8 shows the computational time associated with lookbackStep values ranging 
from three to 33. Higher lookbackStep values are associated with higher inference time and 
higher accuracy for the optimal network structure. The execution time differs depending on the 
number of genes and samples, and different number of frequent edges. In this experiment, the 
edges having the support value more than 0.4 were included. Figure 5.8 shows the result from the 
two pathways: DNA replication pathway and cytoskeleton pathway. For the DNA replication 
pathway, there were 23 genes with 74 samples, on the other hands, the cytoskeleton pathway have 
14 gene with 70 samples. The track back procedure does not significantly increase the execution 
time  in this study (Figure 5.8). Thus, in this experiment, relatively large number of lookbackStep 
is used.   
 The accuracy of the inferred network was compared when the number of LookbackStep 
are varied. Figure 5.9 presents the precision across the different number of LookbackStep. For 
both pathways, the higher LookbackStep, the higher the number of TP edges, in general. However, 
when this parameter reaches the certain value (in this case 27 for DNA replication pathway, 30 
for Cytoskeleton pathway),  the precision is decreased. This is because that  the consideration of 
many edges by setting up the large number of LookbackStep could bring falsely contributed edges 
into the network structure. Thus, it shows a declining tendency for the precision. Thus, it is very 
important to set up the proper LookbackStep value. 
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5.4 Conclusions 
In this chapter, the new framework is proposed to combine the Bayesian mixture model with a  
MCMC simulation in order to overcome the sparseness of microarray. This new framework 
allows to discover the biologically meaningful features and new relationships which could not be 
detected by non-MCMC implementations. The sampled network structure were summarized to 
identify the frequently occurred sub-structures by employing the frequent itemset mining 
technique. In addition to the inference of gene network, our results also demonstrate that 
frequently occurred sub-structures can be detected from sampled network structures that have 
strong biological support and these results are confirmed through literature reviews. Especially 
discovered frequent sub-structures revealed the functionally related genes by forming the spindle 
pole body component. This new approach gives a comprehensive understanding of the posterior 
distribution of network space and unveils biologically meaningful features from the posterior 
distribution. 
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5.5 Figures and Tables 
 
                           
 
Figure 5.1: Posterior distribution (P(M|D) of the network structure (M) conditional on the data 
(D). Left: the number of data is large enough. Right: the data is sparse. The dotted line denotes the 
optimal network structure (M*). 
 
Figure 5.2: MCMC movement in network structure space and sampling 
(a) (b) 
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Figure 5.3: Example of frequent sub-structure.  
 
Figure 5.4: Illustration of mapping between frequent sub-structure mining and frequent itemset 
mining. 
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Figure 5.5:  Posterior distribution of network structure under two different scenarios. X-axis 
represents the sampled network structures and y-axis represents the posterior probabilities of 
sampled network structure. 
 
 
Figure 5.6: Inference accuracy when the posterior distribution of network structure has different 
number of samples for yeast cell cycle data. 
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Figure 5.7: Frequent network sub-structures from the MCMC method. 
Note: Red edges represent the relationships detected in both different sub-structures and confirmed through 
literature review. Blue edges are the ones detected from only one of structure but it confirmed through 
literature review.  Red dotted edges represent the inferred edges but not confirmed. Red dash dotted and 
blue dash dotted edges represent indirectly confirmed relationships through literature review. 
 
 
 
(b) 
(a) 
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Figure 5.8 Execution time over different number of lookbackStep 
Figure 5.9 Precision for two representative pathways : yeast cytoskeleton (left) and yeast DNA 
replication pathway (right). 
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Chapter 6                                                  
Cell-Type Specific Transcripts for 
Informative Diagnostics   
(Exploratory Investigation) 
 
Blood diagnostics motivated the identification of brain-region specific and cell-type specific 
transcripts. Especially blood biomarker studies are the center of this informative diagnostics. The 
investigation of blood provides the important clue for the source of disease caused by abnormal 
measurement of specific proteins, which are secreted into the blood. Usually, diseases are caused 
by abnormal changes of a regular network, which makes diseased (traumatized) organs secrete 
proteins into the blood. For example, if the specific protein has very high expression level in the 
patient blood and this protein is synthesized from a only specific organ (e.g. organ specific 
protein), the organ synthesizing this protein is the origin of abnormal behavior. Thus, these brain 
region and cell type specific transcripts can be used for future studies where proteomics 
approaches are used to investigate the proteins secreted into the blood. The development of such 
multi-parameter blood protein markers lies at the very heart of the predictive medicine.  
6.1 Overview 
Gene expression patterns can be useful to understand the structural organization of the brain or 
organ and its regulatory mechanisms related with cell types. The Allen Brain Atlas (ABA) [78] 
provides the spatial gene expression data, a comprehensive genome-wide in situ hybridization 
data of the adult mouse brain in individual cells. The ABA contains sagittal in situ images for ~ 
20 thousand genes, coronal images for ~4 thousand genes. This information is used to indentify 
brain-region specific transcripts and cell-type specific transcripts. In situ hybridization (ISH) [79] 
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analysis is an imaging method that reveal the spatial distribution of gene expression in tissues. 
Especially, the gene expression patterns in Alan Brain Atlas shows the certain patterns in the 
brain being indicative of different cell types and brain region. Cell types that can be differentiated 
include neurons, microglia, oligodendrocytes, astrocytes, ependymal cells, Schwann cells, 
microglia, and satellite cells etc. Once the expression pattern of each cell type-specific is 
identified, it will be used to identify or predict unknown genes' cell types based on their 
expression patterns in the brains. Furthermore, the cell-type specific gene can be used as a 
biomarker for specific cell type in the blood diagnostics.   
6.2 Methods 
To classify the cell-type specific genes and its expression patterns in individual cells of mouse 
brains, cell-type specific genes are collected through literature review [80].  In this study, three 
different cell types (e.g. astrocytes, oligodendrocytes, and neuron) are investigated, which are 
well known cell types. In order to remove the noise effects and image variations, three 
preprocessing steps (i.e. brain extraction, noise image removal, and image registration) are 
performed for fair image comparison and classification.  Then, the intensity and density values 
are extracted from each image, which will be used to represent the feature vector of gene 
expression image. SVM (support vector machine) has been applied for these multi-class 
classification problem in our experiment for comparison. The new algorithm "Eigen-brain" 
approach is proposed to identify cell-type specific gene based on their gene expression pattern in 
mouse brain and compared the result with support vector machine(SVM). 
6.2.1 Brain Image Preprocessing 
The first task was to preprocess in situ hybridization (ISH) brain images in order to remove the 
side effects such as noise, background, and inconsistent orientation etc.  To deal with these issues, 
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three preprocessing steps are applied: Brain Extraction, Noise Image Removal, and Image 
Registration. 
Noise Image Removal : There are some expression images which barely have expression pattern.  
It is not possible to use these images as a training set for an effective learning.  Thus, the ISH 
images only having expression patterns with less than 5% of area. 
Image Registration : The ISH brain images could have been located in different position or 
orientation.  For an exact and fair comparison, image registration method [81]  is applied to align 
the images into the same position and orientation.  This method consider a subset of affine 
transformation in which straight lines remain straight without using any curvature or perspective 
distortion. Affine transformation is called as a linear transformation with operations such as shifts, 
rotations, and scaling. Two stage image registration procedure is applied. In the first stage, the 
original ISH images  are used for image registration and find the optimal parameters for shift, 
rotation, and scaling operations, which maximize the entropy and mutual information between an 
original brain image and a reference image. Once the optimal parameters for the image 
registration are found,  ISH expression images (Figure 6.1 bottom left and right) are registred 
through the optimal parameters. Figure 6.1 shows the original brain image before image 
registration (top left) and after image registration (top right) for coronal section and sagittal 
section. 
Feature Extraction : Each brain expression image is divided by fixed number of patch N (e.g. N = 
100). Two representative features: intensity(or brightness) and density are extracted given a patch. 
intensityPatch =
Patch
pbrightness
Patchp


)(
 
  
densityPatch = 
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
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where I(p) is an indicator function which has 1 if p has an expression value, otherwise 0 and 
|Patch| is the number of pixels in a patch. 
6.2.2 Eigen-Brain Approach 
The principal component analysis (PCA) technique is applied to identify typical images in the 
mouse brain expression images. This approach decomposes brain expression images into a small 
set of characteristic brain expression image patterns called "Eigen-Brain". This technique has 
been introduced for face recognition by [82].  Eigen-Brain can be thought as a visualization or 
ghost image of principal components over training set and these Eigen-Brains explain the 
variation of brain expression pattern.    
 Each individual brain image can be represented as a linear combination of the Eigen-
Brains. Thus, each expression brain images is approximated with M Eigen-Brains (i.e. Eigen-
Brains having the highest eigen values).  These M Eigen-brains define the new feature space and 
all brain expression images in our training set are projected into the new feature space (e.g. 
Eigen-Brain space). It gives not only large dimension reduction benefits but also clear expression 
pattern for cell type specific genes, which will be further helpful to characterize and define the 
cell-type specific expression patterns.  After projecting into the new feature space, the weight 
vector for each image is calculated, which describes the contribution of each Eigen-Brain in 
representing the image. It also can be thought as new coordinates of image in Eigen-Brain space.  
Once these weight vectors are calculated, they will be used to classify the unknown expression 
image by comparing these weight vectors. 
 Let the training set of brain expression image N ,...,, 21 . The average brain image of 
the training set is 


N
n
n
N 1
1
 and each brain image is different from the average image by 
 ii . The eigen vector k  for covariance matrix C is calculated in Equation 10.  
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Once the eigen vectors are calculated, all images are transformed into the this "Eigen-Brain 
space" (Equation 11). 
 
)(  Tkk   where Mk ,...,1    (11) 
 
Thus, the weight vector (
T ) for new image( ) is ],[ ,...,21 M
T www  and this weight vector is 
compared with weight vectors in training set. The cell type specific gene classification is decided 
by finding the most similar gene expression image's class (or cell) label by borrowing a KNN 
concept.  For this experiment, unanimity vote scheme was applied, which  guarantee that the new 
data set are classified with high confidence and it only returns very accurate cell-type specific 
gene. 
6.3 Data 
The Allen Brain Atlas has developed a high-throughput automated platform for the 
comprehensive analysis of gene expression across the entire adult C57BL/6J mouse brain by in 
situ hybridization.  All the original mouse brain images and their corresponding gene expression 
images are downloaded using Perl script and this process has been done by paring the XML files 
to extract  the associated image file information.   
 There are two different brain images depending on cutting section of brain: coronal 
section and sagittal section.  Table 6.1 and Table 6.2 show the statistics of training set and test set.  
Some noisy images have been removed through the preprocessing step. 
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6.4 Result and Discussion 
A standard SVM (i.e. libsvm package [83]) algorithm is applied for multi-class classification  
with various kernels including the linear kernel, polynomial kernel, radius kernel, and sigmoid 
kernels. Parameters for each kernel in SVM are optimized using a 10-fold cross validation. The 
classification result is compared with different kernels and different brain sections (Table 6.3, 
Table 6.4). In addition, the Eigen-Brain approach is applied into the training set and the accuracy 
and specificity for the sagittal section is reported in Figure 6.2 and Figure 6.3.   
6.4.1 Cell-type Specific Gene Classification with Eigen-Brain Approach 
The result for the coronal section  is also reported in Figure 6.4 and Figure 6.5.  The x-axis in 
Figures (Figure 6.2, Figure 6.3, Figure 6.4, and Figure 6.5) represents the degree of variance 
covered by Eigen-Brains and the larger number of variance means that there are many Eigen-
Brains as a new feature space.  It shows that the degree of variance or number of Eigen-Brains 
doesn't affect the classification accuracy.  Moreover, as it is shown, the Eigen-Brain approach 
achieves very high accuracy and high specificity which represents that the approach can classify 
the cell-type specific gene with high confidence.  Even though the specificity for neuron cell-type 
specific gene in coronal section is relatively less than others, it is still high with  80% specificity 
and it can be covered by high accuracy.  In all other cases, it shows more than 95% specificity 
and around 99% accuracy.  Especially, these high specificity guarantee the low false positive rate 
and it allows us to identify real cell-type specific genes. 
6.4.2  Biological Investigation of Eigen-Brain Image for Each Cell Type 
Oligodendrocytes: Oligodendrocytes cells are responsible for the insulation of axons in the 
central nervous system. Figure 6.6 and Figure 6.7 shows the highly expressed brain regions in the 
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EigenBrains computed from the Oligodendrocyte-specific markers for both coronal section and 
sagittal section. The roles of highlighted regions are closely related with oligodendorcytes. 
Astrocytes: Astrocytes are known for providing the critical role of biochemical support to 
endothelial cells that form the blood-brain barrier.  They also provide nutrients to the nervous 
tissue, and help in the repair and scarring process of the brain following traumatic injuries.  The 
Eigen-Brain images in Figure 6.8 and Figure 6.9 also show the highly expressed brain regions 
whose roles are closely related with astrocytes. The circled regions in Figure 6.8 indicate the 
Optic Chiasm(OCH) region allowing for the right visual field to be process, the 
Hypothalamus(HY) region linking the nervous system to the endocrine system via the pituitary 
gland, and the Caudoputamen(CP) region relating to cognition and working memory, 
respectively. Figure 6.9 also reveals highly expressed regions in sagittal section of astrocyte-
enriched genes : Cerebral Cortex(CTX) and Medullary Retricular Nucleus(MDRN).  The CTX 
region is a sheet of neural tissue that is outermost to the cerebrum of the mammalian brain and 
plays a role in memory, attention, perceptual awareness, thought, language, and consciousness. 
The MDRN region is also responsible for controlling several major autonomic functions of the 
body. 
Neurons: Neuron cells are core components of the nervous system. Figure 6.10 and  Figure 6.11 
show the highly expressed brain region for neuron cells in coronal and sagittal sections.  In Figure 
6.11, marked regions are revealed as representative regions such as ventricular systems(VS), 
cerebral cortex(CTX), Hippocampus Formation(HPF), piriform cortex(PIR), and Thalamus(TH). 
More specifically, the VS region is usually increased with age and enlarged in a number of 
neurological conditions. The HPF region has a key role in long term memory and spatial 
navigation. In Alzheimer's disease, this region is often one of the first regions of the brain to 
suffer damage.  The PIR and TH regions are related with sensory system, story linking image and 
smell, and responsible for the regulation of consciousness, sleep and alertness, respectively.  
These discovered regions are consistent with the ones from sagittal regions (Figure 6.11). 
94 
 
6.4.3 Identification of Candidate Cell Type Specific Genes 
The Eigen-Brain approach identified the list of cell-type specific genes from both coronal and 
sagittal section (Table 6.5). 
Oligodendrocytes: EFNB3 was identified as one of the oligodendrotye enriched genes (Figure 
6.12).  As can be seen from Figure 6.12, these figures reveal the highly expressed patterns 
especially in Alveus and Fimbria, which are known as important regions of heavy 
oligodendorocyte expression in the cell [79]. In  [80] also confirmed the consistent result though 
the microarray expression data. EFNB3 is a member of the ephrin gene family and very important 
in brain development as well as maintenance, particularly in the nervous system.  The right panel 
in Figure 6.12 shows the related GO information with gene EFNB3. The 'Axon Guidance' process 
is detected as one of main GO processes enriched for the oligodendrocyte cell. 
 Table 6.6 shows the enrichment of GO categories for candidate ologodendrocyte specific 
genes. Axon escheatment, escheatment of neurons, myelination, and lipid biosynthetic process 
are identified as a critical pathways with P-value < 0.01.  These GO categories also have been 
known as a major functionalities for oligodendrocyte cell though the literature [80].  
 
Astrocytes: Acaa2 (acetype-Coenzyme A acyltransferase 2) is identified as one of the astrocytes 
enriched genes. As it is shown, the wall of the ventricle region is very clearly expressed in both 
sections – a clear indication of astrocyte specific genes.  Acaa2 encodes the protein catalyzing the 
last step of the mitochondrial fatty acid beta-oxidation spiral and this function is also confirmed 
from GO processes revealing fatty acid metabolic process as a major related process[80].  
 Table 6.7 shows the highly enriched GO terms in the candidate astrocyte specific genes.  
With P-value < 0.01, there were 19 GO terms potentially related with astrocyte cells.  The critical 
pathways related with candidate astrocytes specific genes are valine leucine and isoleucine 
degradation pathway et al. [3]. 
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Neurons: Grin1 (glutamate receptor, ionotropic, NMDA1(zeta 1)) is identified as a neuron-
specific gene. In particular, Figure 6.14 revealed the highly expressed patterns in a “G-shaped” 
region (Hippocampal subfields: CA1, CA2, CA3 and DG (dentate gyrus)) in the sagittal section. 
Grin 1 is a NMDA receptor subtype of glutamate-gated ion channels and possesses high calcium 
permeability and voltage-dependent sensitivity to magnesium. In particular, it encodes for a 
protein that plays a role in synaptic plasticity, synaptogenesis, excitotoxicity, memory acquisition 
and learning. This function also can be confirmed from GO enrichment analysis (Figure 6.14).   
 From this study, many significant GO categories that were enriched in neuron-specific 
genes such as synaptic transmission, regulation of synaptic plasticity, and neurotransmitter 
transport were identified.  Table 6.8 lists a subset of the enriched GO terms and biological 
validation is needed for further analyses.  
6.4.4 Region Based Clustering for Different Cell-type Specific Genes 
To characterize the cell-type specific genes, region-based clustering was applied to the spatial 
gene expression. For computational efficiency, the original in situ hybridization images were 
reduced into 300×300 pixels using bicubic interpolation, which is a weighted average of pixels in 
the nearest 4×4 neighborhood. Then, the K-means clustering algorithm was applied to the 
summarized pixels based on their expressions across all cell-type specific genes within the same 
cell specificity. 
 Table 6.9 shows the region-based clustering result on the coronal section for cell-type 
specific genes of three different cells (i.e. neuron, astrocytes, and oligodendrocytes).  The most 
intriguing characteristic of this spatial gene expression patterns was discovered from neuron cell-
type specific genes (left column in Table 6.9).  As can be seen, the region-based clustering result 
reveals dramatically clear patterns from neuron cell-type specific genes, consistent with classical 
anatomic brain structure. In particular, by increasing the number of clusters, the new anatomic 
brain regions are detached from previous clustering result. As shown in the left column of Table 
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6.9, cerebral cortex (CTX) region called gray matter is distinctly separated from white matter 
region in the brain at the beginning. As K is increased to 8, the caudoputamen (CP), Globus 
pallidus internal and external segment (GPi, GPe), inner cerebral cortex (CTX), piriform cortex 
(PIR), corpus callosum (CC), fimbria (Fi), and thalamus (TH) etc are clearly separated from 
white matter region of the brain in the order named.  This reveals overall concordance between 
spatial gene expression patterns with the anatomical regions of mouse brain.  For example, after 
the separation of the CTX region, the CP region distinctly comes out.  This CP region is known to 
be related with neurogenesis process whose role is important for learning and memory.  Thus, the 
clear separation of this brain region in neuron cell-type specific genes can be explained by its 
functional connection with neuron cells.  However, such a clear anatomical pattern could not be 
observed for other cell types (e.g. oligodendrocytes and astrocytes) and instead, more lousy 
patterns are observed comparing to the neuron cell-type specific genes.  
 Table 6.10 represents the similar anatomical structure from the region-based 
clustering of spatial gene expressions on the sagittal section.  In particular, the cerebral cortex 
(CTX) and anterior olfactory nucleus (AON) are separated very clearly.  In addition, the dentate 
gyrus (DG),  and the part of the hippocampal formation (HP), also come out distinctly, which are 
implicated in new memory. These regions are known to be related with high rates of neurogenesis 
in adult human [5]. Such a clear separation of these anatomical brain region is revealed especially 
in the neuron specific genes on both sagittal section and coronal section.  Furthermore, astrocyte 
specific genes show striking region-specific expression pattern in the cerebellar cortex (CBX) 
region.  
 Another interesting observation is the discovery of co-expressed brain anatomical 
regions per each cell type. At K=8, the caudoputamen (CP) region is clustered together with the 
paraventricular nucleus of the thalamus (PVT) region on both oligodendrocytes and astrocytes 
cell-specific genes (marked with white arrow in Table 6.9). The columns of the fornix (Fx) region 
are also clustered with the bed nuclei of the stria terminallis (BST) region in oligodendrocyte 
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specific genes (marked with white arrow in Table 6.9). For neuron specific genes, the lateral 
septal nucleus (Lsc), caudal or caudodorsal part, triangular nucleus of septum (TRS), and 
septofimbrial nucleus (SF) regions have co-expressed together with the glubus pallidus external 
segment (GPe) region.  Furthermore, unlike other cells, the lateral ventricle (VL) region never 
expressed for neuron cell-type specific genes across all Ks on both brain sections.  This VL 
region is known to be increased with age and enlarged in a number of neurological conditions.  
Furthermore, this region is usually larger for schizophrenia, bipolar disorder, and Alzheimer's 
disease patients than normal people.  Regardless of K values, there are several co-expressed 
anatomical  regions both on coronal and sagittal section (Table 6.9).  For example, the cerebral 
cortex (CTX) and anterior olfactory nucleus (AON), caudoputamen (CP) and nucleus accumbens 
(ACB) show similar expression patterns clustered together for neuron cell type specific genes. 
6.4.5 Correlation Matrix for Region Based Clustering 
Figure 6.15 demonstrates the way to generate the correlation matrix between left and right 
hemispheres. The left bottom corner represents the correlation of center position of two 
hemispheres. 
 Table 6.11 shows the correlation matrix between left hemisphere and right hemisphere 
for region-based clustering results on coronal sections (Table 6.9).  The diagonal line is mapped 
to the exact symmetry position in the both hemispheres.  In the human brain, unique functions 
seem to be controlled in the left or right hemisphere. For example, language ability is usually 
predominated by a left hemisphere, while spatial recognition is controlled by a right hemisphere 
[84]. However, this fact is somewhat counter-intuitive compared to what we expected.  Based on 
the gene expression or cell distribution, it is observed that there is no clear difference between left 
and right hemisphere at the perspective of spatial gene expression.  Furthermore, such a clear 
symmetric pattern is identified more clearly in neuron cell-type specific genes (the first column of 
Table 6.11).  Unlike other cell-type specific genes, diagonal line in correlation matrix of the 
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neuron cell-type specific genes is marked as a red color, which means the clear symmetry 
between left and right hemisphere regardless of K values.  Especially, oligodendrocyte specific 
genes show the least symmetric pattern comparing to other cell types. Even though there are 
many research have been done to discuss the asymmetry of brain functions and expression [85], 
they also reported that such an asymmetry is only detected at earlier stage in the fetal brain and 
clear left-right expression difference is diminished at the latest stage of brain (19-week -old 
human brain) [85].  Since Allen Brain Atlas (ABA) in situ hybridization images are obtained 
from 56 days adult mouse brain, such an asymmetric expression pattern cannot be detected unlike 
a fetal brain.  It is supported by investigating the in situ hybridization images of genes known for 
asymmetrically expressed genes [85] in Figure 6.16. 
 
 Figure 6.16 represents the in situ hybridization images of representative genes known for 
asymmetrically expressed gene by [84]. Three genes (i.e. BAIAP2, NEUROD6, SH3GL2) in the 
left column of Figure 6.16 were known as highly expressed ones in the left hemisphere, while 
IGFBP5, LMO4 and STMN4 (right column of Figure 6.17) were verified as differentially 
expressed ones in the right hemisphere of 12-week-old human fetal brains through either real-
time reverse transcription (RT) - PCR or in situ hybridization [84].  However, as it is shown from 
Figure 6.16, those genes did not reveal clear asymmetrical expression pattern from in situ 
hybridization images from ABA.  According to the literature [84, 85], while such an asymmetry 
clearly tends to appear in early fatal brains, it may not necessarily be present for adult brains. 
Furthermore, the other reason is that the subtle expression difference between left and right 
hemispheres appeared only in small number of genes can be faded away because expression 
patterns of all cell-type specific genes for region-based clustering were averaged. 
 In order to compare the degree of correlation in different cell-type specific genes, the 
Pearson correlation between left and right hemisphere (diagonal line in Table 6.11) were 
calculated and Figure 6.17 shows correlation across all K values.  As shown, neuron specific 
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genes reveal prominent symmetric expression patterns, while oligodendrocyte specific genes 
show the least symmetric expression pattern. 
6.5 Conclusions 
The EigenBrain approach is proposed to identify candidate cell-type specific genes in the set of 
~20,000 mouse genes represented in the Allen Brain Atlas dataset.  The Eigen-Brain approach 
identified specific regions that are highly expressed in each cell type and will provide a basis for 
further biological insight relating cell-type specific expression with different brain regions. In 
addition, strong candidate set of brain-specific and cell-type specific transcripts are discovered 
and confirmed through the literatures. The region-based clustering method is applied into the in 
situ hybridization of cell type specific genes and it reveals the interesting consistent results with 
the anatomical brain regions especially for the spatial gene expression of neuron cell-type specific 
genes.  
6.6 Figures and Tables 
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Figure 6.1: Image registration for the coronal section. 
 
Figure 6.2: Accuracy per cell class classification on the sagittal section. 
 
 
Figure 6.3: Specificity for cell class classification on the sagittal section. 
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Figure 6.4: Accuracy per cell class classification on the coronal section. 
 
Figure 6.5: Specificity for cell class classification on the coronal section. 
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Figure 6.6: Eigen-Brain image for oligodendrocyte enriched genes on the coronal section. 
 
 Figure 6.7: Eigen-Brain image for oligodendrocyte enriched genes on the sagittal section. 
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Figure 6.8: Eigen-Brain image for astrocytes enriched genes on the coronal section 
Figure 6.9: Eigen-Brain image for astrocytes enriched genes on the sagittal section. 
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Figure 6.10: Eigen-Brain image for neuron enriched genes on the coronal section. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.11: Eigen-Brain image for neuron enriched genes on the sagittal section.    
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Figure 6.12: ISH brain image and corresponding expression image for EFNB3 (Ephrin-B3) and 
related Gene Ontology(GO) pathway and process. 
 
Figure 6.13: ISH brain image and corresponding expression image for Acaa2 (acetype-Coenzyme 
A acyltransferase 2) and related Gene Ontology (GO) pathway and process. 
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Figure 6.14: ISH brain image and corresponding expression image for Grin1 (glutamate receptor, 
ionotropic, NMDA1(zeta 1)) and related Gene Ontology(GO) pathway and process. 
 
Figure 6.15: Correlation matrix between left and right hemisphere. 
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Figure 6.16: In situ hybridization images known for asymmetrically expressed gene. 
 
Figure 6.17: Correlation between left and right hemispheres. 
BAIAP2 
NEUROD6 
SH3GL2 
IGFBP5 
LMO4 
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Table 6.1: Statistics of Training set. 
 Coronal Section Sagittal Section 
Oligodendrocytes 75 182 
Astrocytes 95 231 
Neurons 338 496 
Total 508 909 
Table 6.2: Statistics of Test set. 
 # of image files # of genes Total size 
Coronal Section 7340 4034 27 Gigabyte 
Sagittal Section 29110 19446 145 Gigabyte 
Table 6.3: 10-fold cross validation accuracy over different kernel and different brain sections. 
CV accuracy Linear Kernel Polynomial 
Kernel 
Radius Kernel Sigmoid Kernel 
Coronal section 78.3465% 67.8161% 66.6667% 65.5172% 
Sagittal section 70.7371% 65.7866% 60.176% 42.4642% 
Table 6.4: Sensitivity, specificity, and precision for coronal section and sagittal section with SVM. 
 Coronal Sagittal 
Oligodendrocytes Astrocytes Neuron Oligodendrocytes Astrocytes Neuron 
Sensitivity 63% 53% 89% 57% 71% 76% 
Specificity 95% 92% 65% 91% 81% 82% 
Precision 70% 62% 84% 62% 56% 83% 
Table 6.5: Candidate cell type specific gene list. 
 # of candidate cell 
type specific genes 
Candidate cell type specific gene list 
Oligodendrocytes 37 Adamts4, Anln, Arrdc3, BC030477, Car2, Cldn11, Edg2, 
Efnb3, Elovl1, Enpp6, Fa2h, Galnt6, Gatm, etc 
Astrocytes 23 Acaa2, AI987712, C230095G01Rik, Capsl, Cldn1, Decr1, 
Dip3b, Dlx6os1, E030013G06Rik, etc 
Neuron 363 1700010C24Rik, 1700020C11Rik, 
2010004A03Rik,A830018L16Rik, A930041I02Rik, Aacs, 
Abhd6, Adcy1, Adcy9, Ap3s1, Arf3 etc 
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Table 6.6: Gene enrichment test of GO category for candidate oligodendrocyte specific genes. 
GO ID Term P value Genes in set 
GO:0008366 axon ensheathment 3.60E-05 Mbp,Cldn11,Ugt8a 
GO:0007272 ensheathment of neurons 3.60E-05 Mbp,Cldn11,Ugt8a 
GO:0019228 regulation of action potential in neuron 5.09E-05 Mbp,Cldn11,Ugt8a 
GO:0001508 regulation of action potential 9.17E-05 Mbp,Cldn11,Ugt8a 
GO:0006633 fatty acid biosynthetic process 0.000615 Elovl1,Fa2h,Ptgds 
GO:0016053 organic acid biosynthetic process 0.00077 Elovl1,Fa2h,Ptgds 
GO:0046394 carboxylic acid biosynthetic process 0.00077 Elovl1,Fa2h,Ptgds 
GO:0042391 regulation of membrane potential 0.001088 Mbp,Cldn11,Ugt8a 
GO:0042552 myelination 0.001666 Mbp,Ugt8a 
GO:0008610 lipid biosynthetic process 0.001828 Elovl1,Fa2h,Ptgds,Ugt8a 
GO:0015670 carbon dioxide transport 0.001978 Car2 
GO:0007399 nervous system development 0.00336 Mbp,Sema6a,Cldn11,Sox10,Efnb3,Ugt8a 
GO:0022410 circadian sleep/wake cycle process 0.003949 Ptgds 
GO:0050802 circadian sleep/wake cycle, sleep 0.003949 Ptgds 
GO:0006601 creatine biosynthetic process 0.003949 Gatm 
GO:0042749 regulation of circadian sleep/wake cycle 0.003949 Ptgds 
GO:0019695 choline metabolic process 0.003949 Enpp6 
GO:0045187 
regulation of circadian sleep/wake cycle, 
sleep 0.003949 Ptgds 
GO:0006643 membrane lipid metabolic process 0.005449 Fa2h,Ugt8a 
GO:0006631 fatty acid metabolic process 0.005451 Elovl1,Fa2h,Ptgds 
GO:0006600 creatine metabolic process 0.005912 Gatm 
GO:0042745 circadian sleep/wake cycle 0.005912 Ptgds 
GO:0042396 phosphagen biosynthetic process 0.005912 Gatm 
GO:0006629 lipid metabolic process 0.007391 Elovl1,Enpp6,Fa2h,Ptgds,Ugt8a 
GO:0051642 centrosome localization 0.007868 Sema6a 
GO:0016198 axon choice point recognition 0.007868 Efnb3 
GO:0006873 cellular ion homeostasis 0.008071 Mbp,Cldn11,Ugt8a 
GO:0055082 cellular chemical homeostasis 0.008766 Mbp,Cldn11,Ugt8a 
GO:0019752 carboxylic acid metabolic process 0.009002 Gatm,Elovl1,Fa2h,Ptgds 
GO:0006082 organic acid metabolic process 0.009068 Gatm,Elovl1,Fa2h,Ptgds 
GO:0019226 transmission of nerve impulse 0.009599 Mbp,Cldn11,Ugt8a 
GO:0042752 regulation of circadian rhythm 0.009816 Ptgds 
GO:0048512 circadian behavior 0.009816 Ptgds 
GO:0030431 sleep 0.009816 Ptgds 
GO:0048484 enteric nervous system development 0.009816 Sox10 
GO:0006599 phosphagen metabolic process 0.009816 Gatm 
GO:0042439 
ethanolamine and derivative metabolic 
process 0.009816 Enpp6 
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Table 6.7: Gene enrichment test of GO category for candidate astrocyte specific genes. 
GO ID Term P value Genes in set 
GO:0050878 regulation of body fluid levels 0.000204 Trp73,F5,F3 
GO:0042060 wound healing 0.000277 Gja1,F5,F3 
GO:0009611 response to wounding 0.00099 Gja1,Trp73,F5,F3 
GO:0033326 cerebrospinal fluid secretion 0.002315 Trp73 
GO:0007596 blood coagulation 0.003327 F5,F3 
GO:0007599 hemostasis 0.003419 F5,F3 
GO:0050916 sensory perception of sweet taste 0.003471 Itpr3 
GO:0043508 negative regulation of JUN kinase activity 0.003471 Trp73 
GO:0050817 coagulation 0.003607 F5,F3 
GO:0050917 sensory perception of umami taste 0.004625 Itpr3 
GO:0031638 zymogen activation 0.004625 Mmp14 
GO:0048636 positive regulation of muscle development 0.004625 Gja1 
GO:0045844 positive regulation of striated muscle development 0.004625 Gja1 
GO:0009605 response to external stimulus 0.005777 Gja1,Trp73,F5,F3 
GO:0043403 skeletal muscle regeneration 0.008079 Gja1 
GO:0016338 calcium-independent cell-cell adhesion 0.008079 Cldn1 
GO:0045793 positive regulation of cell size 0.009227 Trp73 
GO:0008015 blood circulation 0.009316 Gja1,F5 
GO:0003013 circulatory system process 0.009316 Gja1,F5 
 
Table 6.8: Gene enrichment test of GO category for candidate neuron specific genes. 
GO_ID TERM P_VALUE GENES_IN_SET 
GO:0051179 localization 2.16E-16 Rbp4,Kcnk2,Kcnf1,Ica1,Slc2a3,Slit3,Vegfa,Ndufa10 , et al. 
GO:0006810 transport 2.42E-15 Rbp4,Kcnk2,Kcnf1,Ica1,Slc2a3 ,Rab3c,Gabrb2, Gipc1,Gabra1, et al. 
GO:0051234 establishment of localization 3.44E-15 Rbp4 ,Ndufa10,Got2,Sh3gl2,Slc36a2,Osbpl8,Grik2,Kpna1 ,Elmo1,et al. 
GO:0007268 synaptic transmission 2.14E-10 Ica1,Grik2,Sv2b,Snap25,Pclo,Gabrg2,Egr3,Nrxn1, Gipc1, Cpeb1, et al. 
GO:0032940 secretion by cell 1.53E-09 Rbp4,Ica1,Rab3c,Sv2b,Scrn1,Snap25,Pclo,Scg5,Nrxn1,Gipc1, et al. 
GO:0006836 neurotransmitter transport 2.04E-09 Ica1,Sv2b,Snap25,Pclo,Nrxn1,Slc6a7,Slc32a1,Park2,Slc17a7,Nrxn3 
GO:0007267 cell-cell signaling 3.21E-09 Ica1,Grik2,Sv2b,Snap25,Pclo, Pfkl,Slc24a2,Park2, Vgf,Pfkm, et al. 
GO:0019226 transmission of nerve impulse 5.17E-09 Ica1,Grik2,Sv2b,Snap25,Pclo,Gabrg2,Egr3,Nrxn1,Grin1, et al. 
GO:0003001 
generation of a signal involved 
in cell-cell signaling 
8.69E-09 Ica1,Sv2b,Snap25,Pclo,Scg5,Nrxn1,Gipc1,Pfkl,Park2,Vgf, et al. 
GO:0006811 ion transport 1.03E-08 Kcnk2,Kcnf1,Slc36a2,Grik2,Kcnn2,Kcnmb4,Gabrb2,Kcnj4, et al. 
GO:0046903 secretion 1.47E-08 Rbp4,Ica1,Rab3c,Sv2b,Scrn1,Snap25,Pclo,Scg5,Nrxn1, et al. 
GO:0001505 
regulation of neurotransmitter 
levels 
2.41E-07 Ica1,Sv2b,Snap25,Pclo,Nrxn1,Park2,Slc17a7,Syn2,Gad2,Nrxn3 
GO:0007269 neurotransmitter secretion 5.76E-07 Ica1,Sv2b,Snap25,Pclo,Nrxn1,Park2,Syn2,Nrxn3 
GO:0015672 
monovalent inorganic cation 
transport 
1.15E-06 Kcnk2,Kcnf1,Slc36a2,Kcnn2,Kcnmb4,Kcnj4,Slc9a1, et al. 
GO:0030001 metal ion transport 1.92E-06 Kcnk2,Kcnf1,Kcnn2,Kcnmb4,Kcnj4, Kcnip3,Kcns2,Grin1, et al. 
GO:0007214 
gamma-aminobutyric acid 
signaling pathway 
4.26E-06 Gabrg2,Gabra5,Gabra1,Gabrb3,Gabra3 
GO:0006812 cation transport 6.51E-06 Kcnk2,Kcnf1,Slc36a2,Kcnn2,Kcnmb4,Kcnj4,Slc9a1, et al. 
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Table 6.8 (cont.)  
 
GO:0006813 potassium ion transport 1.30E-05 Kcnk2,Kcnf1,Kcnn2,Kcnmb4,Kcnj4,Kcnip3,Kcns2,Kctd1, et al. 
GO:0016311 dephosphorylation 1.34E-05 Ptprj,Dusp1,Ppm2c,Dusp6, Ptprk,Ptprs,Mtmr7,Ppp2ca, et al. 
GO:0051046 regulation of secretion 4.01E-05 Rbp4,Ica1,Rab3c,Pclo,Scg5,Pfkl,Park2,Pfkm,Rapgef4 
GO:0006470 
protein amino acid 
dephosphorylation 
7.45E-05 Ptprj,Dusp1,Ppm2c,Dusp6,Ppm1l,Ptpn5,Ptprk,Ptprs,Ppp2ca 
GO:0050804 
regulation of synaptic 
transmission 
0.0001704 Ica1,Grik2,Grin1,Gipc1,Slc24a2,Park2,Cpeb1 
GO:0051649 
establishment of localization in 
cell 
0.0001976 Rbp4,Ica1,Grik2, ,Snap25,Pclo,Scg5,Nrxn1,Gipc1,Pfkl,Doc2a, et al. 
GO:0051641 cellular localization 0.0002005 Rbp4,Ica1,Grik2,Kpna1,Rab3c,Ipo4,Sv2b,Scrn1,Snap25,Pclo, et al. 
GO:0006887 exocytosis 0.0002194 Rab3c,Sv2b,Scrn1,Pclo,Doc2a,Rims3,Rapgef4,Stx1a 
GO:0051969 
regulation of transmission of 
nerve impulse 
0.0002218 Ica1,Grik2,Grin1,Gipc1,Slc24a2,Park2,Cpeb1 
GO:0031644 
regulation of neurological 
system process 
0.0003087 Ica1,Grik2,Grin1,Gipc1,Slc24a2,Park2,Cpeb1 
GO:0048167 regulation of synaptic plasticity 0.0003238 Grik2,Grin1,Gipc1,Slc24a2,Cpeb1 
GO:0046879 hormone secretion 0.0005716 Pclo,Scg5,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0016486 peptide hormone processing 0.0005849 Pcsk5,Scg5,Pcsk2 
GO:0031175 neuron projection development 0.0006042 Slit3,Mtap2,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Pak1,Cck,Ntng2 
GO:0009914 hormone transport 0.000623 Pclo,Scg5,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0051049 regulation of transport 0.000684 Rbp4,Ica1,Rab3c,Pclo,Scg5,Pfkl,Park2,Nedd4l,Pacsin1,Pfkm,Rapgef4 
GO:0030073 insulin secretion 0.0008341 Pclo,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0016192 vesicle-mediated transport 0.0008385 Sh3gl2,Rab3c,Sv2b ,Icam5, Pacsin1,Rin1,Rapgef4,Stx1a,Ap3s1, et al. 
GO:0065008 regulation of biological quality 0.0008575 Rbp4,Grik2,Pcsk5,Sv2b, Pclo,Scg5,Nrxn1,Tmsb10,Grin1,Gipc1, et al. 
GO:0031111 
negative regulation of 
microtubule polymerization or 
depolymerization 
0.001035 Mtap2,Mapt,Stmn1 
GO:0010817 regulation of hormone levels 0.0011845 Rbp4,Pcsk5,Pclo,Scg5,Pfkl,Vgf,Pfkm,Rapgef4,Pcsk2 
GO:0006796 phosphate metabolic process 0.001242 Ptprj,Dusp1 ,Uqcrh,Erbb4,Ppm1l,Ptpn5,Mtmr12,Nlk,Ptprk,Pak7, et al. 
GO:0006793 phosphorus metabolic process 0.001242 Ptprj,Dusp1,Ppm2c,Mtap2 ,Nlk,Ptprk,Pak7,Rho,Map3k5,Camkk2, et al. 
GO:0044057 regulation of system process 0.0012908 Ica1,Grik2,Gucy1a3,Grin1,Gipc1,Slc24a2,Park2,Thrb,Cpeb1 
GO:0007019 microtubule depolymerization 0.0013218 Mtap2,Mapt,Stmn1 
GO:0007409 axonogenesis 0.0013645 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0030072 peptide hormone secretion 0.0014867 Pclo,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0018107 
peptidyl-threonine 
phosphorylation 
0.0016528 Mtap2,Nlk,Mapk8 
GO:0018210 
peptidyl-threonine 
modification 
0.0016528 Mtap2,Nlk,Mapk8 
GO:0006091 
generation of precursor 
metabolites and energy 
0.0016662 Ndufa10,Dlst,Uqcrh,Ndufs2,Pfkl,Ndufv2,Vgf,Uqcr,Pfkm, et al. 
GO:0015698 inorganic anion transport 0.0017667 Slc12a3,Gabrg2,Gabra5,Gabra1,Slc20a1,Gabra3 
GO:0002790 peptide secretion 0.001768 Pclo,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0015816 glycine transport 0.0018148 Slc36a2,Slc32a1 
GO:0048666 neuron development 0.0019613 Slit3,Vegfa,Mtap2,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1, et al. 
GO:0048812 
neuron projection 
morphogenesis 
0.0020228 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0031110 
regulation of microtubule 
polymerization or 
depolymerization 
0.0020298 Mtap2,Mapt,Stmn1 
GO:0007399 nervous system development 0.0020722 Neurod6,Slit3,Vegfa,Mtap2,Kif5c,Erbb4,Plxna2,Egr3,Nrxn1, et al. 
GO:0006820 anion transport 0.0020927 Slc12a3,Gabrg2,Gabra5,Gabra1,Slc20a1,Slc4a10,Gabra3 
112 
 
Table 6.8 (cont.)  
 
GO:0048667 
cell morphogenesis involved in 
neuron differentiation 
0.002239 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0007611 learning or memory 0.0024148 Grin1,Gabra5,Slc24a2,Park2,Prkar1b,Adcy1 
GO:0006821 chloride transport 0.0024402 Slc12a3,Gabrg2,Gabra5,Gabra1,Gabra3 
GO:0035249 
synaptic transmission, 
glutamatergic 
0.0024543 Grik2,Grin1,Park2 
GO:0048858 cell projection morphogenesis 0.0025544 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0031109 
microtubule polymerization or 
depolymerization 
0.002928 Mtap2,Mapt,Stmn1 
GO:0022900 electron transport chain 0.002946 Ndufa10,Uqcrh,Ndufs2,Ndufv2,Uqcr,Txn2,Sdhb 
GO:0006685 
sphingomyelin catabolic 
process 
0.0029714 Smpd4,Smpd1 
GO:0043687 
post-translational protein 
modification 
0.0030612 Ptprj,Dusp1,Ppm2c,Mtap2,Usp22,Dusp6,Erbb4,Ppm1l,Ptpn5, et al. 
GO:0006464 protein modification process 0.003166 Ptprj,Dusp1,Ppm2c,Mtap2,Usp22,Dusp6,Erbb4,Ppm1l,Ptpn5, et al. 
GO:0060341 
regulation of cellular 
localization 
0.0032188 Rbp4,Ica1,Rab3c,Pclo,Park2,Rapgef4 
GO:0032990 cell part morphogenesis 0.0032855 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0048168 
regulation of neuronal synaptic 
plasticity 
0.0034519 Grik2,Grin1,Cpeb1 
GO:0030030 cell projection organization 0.0038906 Slit3,Mtap2,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Pak1,Ube2b 
GO:0015833 peptide transport 0.0040125 Pclo,Pfkl,Vgf,Pfkm,Rapgef4 
GO:0007416 synaptogenesis 0.0053351 Nrxn1,Grin1,Nrxn3 
GO:0000904 
cell morphogenesis involved in 
differentiation 
0.0054921 Slit3,Kif5c,Grin1,Nefl,Slitrk1,Nrn1,Stmn1,Fezf2,Cck,Ntng2 
GO:0051494 
negative regulation of 
cytoskeleton organization 
0.0055377 Mtap2,Mapt,Tmsb10,Stmn1 
GO:0016358 dendrite development 0.0059987 Mtap2,Grin1,Fezf2,Pak1 
GO:0051970 
negative regulation of 
transmission of nerve impulse 
0.006022 Grik2,Slc24a2 
GO:0007616 long-term memory 0.006022 Grin1,Adcy1 
GO:0050805 
negative regulation of synaptic 
transmission 
0.006022 Grik2,Slc24a2 
GO:0019318 hexose metabolic process 0.0060307 Rbp4,Pgm2l1,Pmm1,Gpd2,Pfkl,Pfkm,Pfkp 
GO:0006814 sodium ion transport 0.0067458 Slc9a1,Slc12a3,Slc17a7,Nedd4l,Hcn1,Slc4a10,Slc9a6 
GO:0017157 regulation of exocytosis 0.0068568 Rab3c,Pclo,Rapgef4 
GO:0005996 
monosaccharide metabolic 
process 
0.0069965 Rbp4,Pgm2l1,Pmm1,Gpd2,Pfkl,Pfkm,Pfkp 
GO:0006006 glucose metabolic process 0.007667 Rbp4,Pgm2l1,Gpd2,Pfkl,Pfkm,Pfkp 
GO:0006066 
cellular alcohol metabolic 
process 
0.0076672 Rbp4,Pgm2l1,Pmm1,Gpd2,Sorl1,Itpka,Pfkl,Park2,Dgat2,Pfkm, et al. 
GO:0006354 RNA elongation 0.007888 Tcea2,Supt5h 
GO:0007017 microtubule-based process 0.0086012 Mtap2,Kif5c,Mapt,Dnalc4,Dynlrb1,Nefl,Stmn1,Ube2b 
GO:0030182 neuron differentiation 0.0088968 Slit3,Vegfa,Mtap2,Kif5c,Grin1,Nefl,Slitrk1,Gata2,Nrn1,Stmn1 
GO:0019319 hexose biosynthetic process 0.0095454 Rbp4,Pmm1,Gpd2 
GO:0050808 synapse organization 0.0098918 Nrxn1,Grin1,Pak1,Nrxn3 
GO:0006684 
sphingomyelin metabolic 
process 
0.0099631 Smpd4,Smpd1 
GO:0015804 neutral amino acid transport 0.0099631 Slc36a2,Slc32a1 
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Table 6.9: Region-based clustering based on coronal section of brain images. 
Number 
of 
Cluster 
Neuron Oligodendrocyte Astrocyte 
 K=3 
   
K=4 
   
K=5 
   
K=6 
   
K=7 
   
 
 
 
CTX 
VL 
CP 
GPi, GPe 
CTX 
PIR 
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Table 6.9 (cont.) 
 
K=8 
   
Table 6.10: Region-based clustering based on the sagittal section of brain images. 
Number 
of 
Cluster 
Neuron Oligodendrocyte Astrocyte 
 K=3 
   
K=4 
   
K=5 
   
K=6 
   
TH 
CP 
TRS 
C
P 
PV
T 
CP PV
T 
BST 
Fx 
CP 
CTX 
 
AOL 
CP 
DG 
CP & ACB & OT 
 
MOB 
CBX 
V
L 
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Table 6.10 (cont.)  
 
K=7 
   
K=8 
   
 
Table 6.11:  Correlation matrix between left and right hemisphere. 
Number 
of 
Cluster 
Neuron Oligodendrocyte Astrocyte 
K=3 
   
K=4 
   
 
 
 
 
 
 
 
HPF 
BST 
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Table 6.11 (cont.) 
 
K=5 
   
K=6 
   
K=7 
   
K=8 
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Chapter 7                                         
Conclusions and Future Work 
 
 
Inference of gene networks is the process of identifying gene interactions from experimental data 
through computational analysis. Complex functions of genes and their regulatory mechanisms are 
affected by different cell conditions. Gene expression data from microarrays yield quantitative 
data on the cell status in various conditions and can be used for the inference of gene networks. In 
addition, the identification of cell-type specific or brain-region specific transcripts (or genes) is 
important to enable the use of peripheral biomarkers to identify disease perturbations in the brain 
that can then be pinpointed to a specific region and cell type(s). In situ hybridization data can be 
used to predict the cell-type specific biomarkers, which are secreted in the blood. This thesis 
focused on studying computational methods to analyze gene expression data such as microarray 
data and in situ hybridization data, which allows us to characterize gene expression changes and 
regulartory mechanisms under various conditions. This chapter summarizes the thesis and its 
contributions, followed by a number of suggestions for future work. 
7.1 Concluding Remarks 
The recent advent of new technology such as microarrays and in situ hybridization (ISH) has 
introduced the ability to characterize the changes of gene expression under various conditions. 
Furthermore, disease related biomarkers whose changes reflect unexpected changes in specific 
organs or cell types can be used for informative diagnosis. In this thesis, novel statistical 
frameworks (the Bayesian mixture model, the extended Bayesian mixture model, and an Eigen-
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brain approach) are proposed for computational analysis of such experimental data. The major 
contributions of this study are summarized as follows: 
 A Bayesian Mixture model is proposed that discovers context specific/dependent 
networks or relationships from microarray gene expression data by identifying related 
biological samples or conditions. 
 The context specific/dependent relationships are efficiently discovered through the 
Gaussian mixture model framework. 
 The Bayesian Mixture model is benchmarked with known pathways by investigating 
three pathways on three independent data sets- this method shows outstanding 
performance. 
 The nested structure within microarray where biological samples or replicates are 
encapsulated in a class is captured through the Bayesian Mixture model framework  in 
conjunction with the K-means clustering and Principal Component Analysis (PCA). 
 The integration of the Bayesian Mixture model with MCMC simulation is proposed in 
order to explore the posterior distribution of network space, and gives a better 
understanding about hidden biological mechanisms using the biological relationships 
extracted from this posterior distribution. 
 An Eigen-Brain method is proposed and applied to in situ hybridization data for the 
identification of the cell-type specific transcripts (or genes), which can be useful for 
informative multi-parameter blood diagnostics. 
 Region-based clustering is applied to cell-type specific transcripts, which reveals critical 
evidence for the consistency with a brain anatomical structure. 
7.2 Suggestions for Future Work 
Some open problems that call for closer attention are discussed below. 
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Inference of Time-evolving Network : Biological networks are  dynamically changed in order 
to respond to different environments and such dynamic interactions play an important role in 
regulating the function of cells.  Particularly, gene networks under temporal processes such as the 
cell cycles (e.g. yeast Saccharomyces cerevisiae) or developmental stage (e.g. fruitfly Drosophila 
melanogaster) can show significant topological changes due to the changing environment. 
However, existing gene network inference algorithms only focused on the inference of static 
network, which is not flexible to physiological and environmental changes. Furthermore, there 
are still some challenges preventing the inference of infer the dynamic time-evolving networks 
because the limited number of samples given each time point makes the inference of the robust 
gene network impossible due to the statistical limitation. Thus, it is necessary to develop a 
method to capture such dynamic changes in the gene network.   
Inference of regulatory network under the integration of in situ hybridization data with 
microarray data :  The Bayesian framework is a powerful framework to capture linear, non-
lineal, stochastic and other types of relationships among random variables and allows us to 
incorporate various kinds of prior knowledge. Thus, the in situ hybridization data can be 
accommodated as a prior knowledge for more robust inference under the Bayesian mixture 
framework.   
3D visualization of the spatial expression patterns of cell type specific genes : Understanding 
spatial gene expression of cell-type specific transcripts is important to enable the use of peripheral 
biomarkers for disease perturbations identification in the brain, specifically those that can then be 
located to cell types affected by the disease.  We have analyzed in situ hybridization gene 
expression in individual cells of mouse brains from the Allen Brain Atlas (ABA). The spatial 
expression patterns for neuron cell-type specific genes (transcripts) shows dramatically clear 
expression patterns compared with those for other cell-type specific genes. The spatial patterning 
of the neuron-specific genes is sufficient to essentially recapitulate brain anatomical structure - 
showing that there is indeed a large amount of spatially-detailed information in these expression 
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patterns.  Region-based clustering for spatial expression patterns of the cell-type specific genes 
revealed unique anatomic expression patterns from each cell-type specific genes. Thus, 3D 
visualization of region-based clustering can provides the consistent view of spatial expression 
across the whole brain, which leads to the clear evidence for cell-type specific stratification. 
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