Abstract. We describe the implementation of a parallel algorithm which solves a computational geometry problem arising in meshfree methods. We solve the following problem: Given a collection of N d-rectangles S i and P points
Introduction.
Recently there has been a growing interest in developing meshfree methods for solving partial differential equations (PDEs) as an alternative to finite element methods (FEMs). Meshfree methods in general require more complicated geometric tasks than are associated with FEMs. Efficient computational geometry algorithms are necessary if meshfree methods are to be viable methods.
In this article we look at the solution of a particular computational geometry problem arising from meshfree Galerkin methods, a class of meshfree methods. In §2 we discuss meshfree methods in general, describe the problem we need to solve, and formulate an equivalent problem that is easier to solve which provides the necessary information for this application. In §3 we discuss quadtree data structures and how we use them to solve our particular problem. We then discuss in §4 how to parallelize the sequential algorithm described in §3, considering the issues of data distribution which can be rather irregular in applications. Parallel performance estimates are derived in §5 followed by a discussion of load balancing in §6. Finally is §7 we give numerical results that illustrate the scalability of our algorithm and improvements we are able to achieve through attempting to control the load balance among processors.
2. Problem arising in meshfree methods. Some of the limitations of the traditional finite element methods (FEMs) for solving partial differential equations are the computationally intensive tasks of generating meshes with good quality and of regenerating meshes when necessary. Recently there have been several methods, known as mesh-free methods, that do not require constructions of grids (meshes) and are being developed as an alternative to FEMs that for large deformation problems may perform better than traditional FE methods. There are a number of types of mesh-free methods, such as partition of unity finite element methods (PUFEM), reproducing kernel particle methods (RKPM), element free Galerkin (EFG) methods, and moving least squares (MLS) methods. An overview of mesh-free methods can be found in [1] . In this article we will focus on computational geometry techniques that are applicable to meshfree Galerkin methods.
In meshfree Galerkin methods, a set of basis functions Ψ i , i = 1, 2, ..., N is defined and we seek an approximate solution
in Ω with Neumann boundary conditions, we construct a linear system of equations to solve for the u i 's,
In practice, these integrals K ij must be computed by quadrature by using approximations of the form
where x k , k = 1, 2, ..., P are the quadrature points and ω k are the associated quadrature weights. The sets S i = supp Ψ i = {z | Ψ i (z) = 0} are the support sets of each Ψ i and i S i ⊇ Ω. In applications the sets S i are d-rectangles or d-spheres (circles or rectangles in 2 dimensions).
Typically the overlap of the S i 's is very small; in a collection of over 100,000 sets, there might be only at most 15 sets intersecting at any given point. Therefore K ij will be a very sparse matrix, and using sparse matrix techniques is essential. An entry K ij will be nonzero only if there is at least one x k contained in the intersection of S i and S j . Therefore, to compute the nonzero entries of K ij we need to compute
By comparison, for FEMs it is simpler to find the nonzero entries of K ij since K ij is nonzero when the x i and x j are adjacent nodes in the finite element mesh. The mesh in traditional FE methods enables us to efficiently compute the stiffness matrix K ij : for each i we loop over all j where x j is adjacent to x i in the the mesh and compute the sum (2.2) over all the integration points in the elements common to nodes x i and x j .
One possible approach.
It is possible to modify the traditional approach used in the FEM to compute the stiffness matrix K ij , by fixing i and looping over j where S i ∩ S j = ∅, and then looping over k to find which points x k are contained in the intersection of S i and S j . This approach leads to two geometric tasks:
1. Given i find all j where S i ∩ S j = ∅, and 2. Given (i, j) find all x k ∈ S i ∩ S j . This is not the best approach since in general both of these tasks may be difficult to solve. The first task can be solved using quadtree structures (see, for example, Samet [5] ), but the costs are at least as high as the approach we chose to take, described in the next section. The second task is a range searching task which requires O(log d−1 P + #{k | x k ∈ S i ∩ S j }) time per query point, and O(P log d P ) space [2] where P is the number of quadrature points, for the case where all the S i 's are rectangles. In the next section we describe an approach which depends on the number of sets N , rather than the number of points P . Since the number of quadrature points P is typically much larger than the number of support sets N , this approach usually should be preferred. Also, the approach of the next section has an advantage over an FEM type approach in that the complexity is nearly independent of the dimension d, rather than increasing with d.
2.2.
A better approach. The approach we chose to take was to loop over the integration points, (that is, loop over k) and find the list of all support sets S i which contain x k . Here we have only one geometric task:
• Given x k , find I(k) = {i | x k ∈ S i }. From this single task, we can directly find {x k | x k ∈ S i ∩ S j } by noting that for every pair (i, j) such that i, j ∈ I(k), x k ∈ S i ∩ S j . Note that this task is essentially the same task as the second task of the previous approach, but may be repeated fewer times if the number of sets S i is smaller than the number of pairwise intersections
The greatest degree of savings comes from being able to omit the range searching task (which is inessential for this application) and only do the set-covering-point task. The new approach will require O(log N + #{i | x k ∈ S i }) time per query and O(N log(1/ )) space, where = min i diam(S i ). In most applications, the sets S i have modest aspect ratios, and so 1/ ≈ N α for some 1 α > 0. This will be a more efficient approach than that of §2.1 if N is much smaller than P , as is the case in most applications.
The task of computing I(k) of course may be solved by exhaustively testing each x k with every S i to see which S i cover x k . This would be an inefficient strategy, since there would be many "wasted tests" where a support set did not contain a certain point. The use of quadtrees is effective in reducing the number of wasted tests and thus producing an efficient algorithm. The sequential algorithm of Han, Oliveira, and Stewart [3] , which uses quadtrees to compute I(k), is discussed in §3. The remainder of the article is devoted to the parallelization of that algorithm and issues of parallel performance, especially speed-up and load-balancing.
Quadtrees.
A quadtree is a tree data structure where each node has four children. An octree is a tree in which each node has eight children. Each of these structures is a generalization of binary trees. They may be further generalized to trees in R d in which each node has 2 d children. For solving 2-dimensional problems, we use region based quadtrees, in which each node of the quadtree is a rectangle. The root of the quadtree is the entire domain (or enclosing rectangle) over which the PDE is solved, and the children of a node are the 4 subrectangles which form the parent rectangle.
MX-CIF Quadtrees.
In the sequential algorithm of Han et al., the expanded MX-CIF quadtree data structure (developed by Abel and Smith, and named by Samet) is used [5] . An MX-CIF quadtree is an area-based quadtree in which each set S (circle or rectangle) is associated with the quadtree node corresponding to the smallest block (rectangle) that contains S in its entirety. For this application, each point must be tested against all sets linked to the nodes in the path from the root node to the leaf node containing the point. The farther down the tree we go, the fewer candidate points there will be to test. To reduce the number of tests necessary, we would like to link the sets down as far in the quadtree as possible. For our application, the MX-CIF quadtree would not handle appropriately small rectangles that do not fit nicely inside blocks, e.g. the set A in Figure 2 .1. These sets would be tested against a larger number of points than is really necessary. To help fix this problem, the expanded MX-CIF quadtree is used. For each set S, instead of linking it to the smallest enclosing block B, if diam(S) < Use of the expanded quadtree will ensure that the smaller the set is, the further down the quadtree it will be stored, and fewer tests will be required.
3.2. Sequential algorithm. The sequential algorithm of Han et al. works in 2 stages. Stage 1 consists of building the expanded MX-CIF quadtree, which for this application the authors describe their implementation as a "splitting" algorithm (since sets that overlap blocks will be split into smaller sets). In stage 2, each point is tested to find which sets cover that point using the quadtree structure.
4. Parallelizing the Algorithm.
Problem of Data Distribution.
A simple approach to parallelizing the algorithm for finding sets which cover a point would be to evenly distribute the set data. Then the sets on local processors could be linked to nodes in the quadtree. While this approach requires little space on each processor (only part of the quadtree structure is stored on each processor) this has a disadvantage in that all of the points would have to located on all the processors, meaning that there is parallelism only in regard to set data but not to point data. Alternatively, it is possible to create an algorithm which would distribute all of the points, but would require that all of the sets and the quadtree structure be duplicated on all the processors. This would require a lot of space on each processor, and would also lack any degree of parallelism with respect to set data. Achieving parallelism in both the set and point data, while also distributing the quadtree structure as much as possible, requires a more complicated parallel algorithm.
Solution:
Use two quadtree structures. Our solution was to divide the quadtree into two parts: one for the top levels, levels 0 (the root) up to level L (the user chooses L), and another structure for the bottom levels (all nodes at level L or lower in the tree). Each processor contains the entire top level structure, while the bottom level structure is distributed among all processors. Each processor is assigned a branch (one or more) of the tree, i.e. a node(s) at level L and all descendant nodes. This algorithm balances the costs and benefits of the simpler approaches mentioned in the previous section. The benefit is that both the set and point data may be initially evenly distributed, increasing parallelism, while the cost of the data overhead required may be minimized by choosing L appropriately, since only the top L levels of the quadtree need to replicated among all processors.
4.3. Description of the steps in our parallel algorithm. In parallelizing stage 1 of the sequential algorithm, we use the splitting algorithm to process the support sets. After the sets have been evenly distributed among all processors, each processor calls the splitting algorithm on its collection of sets. If a set is to be linked into nodes at the top L levels of the quadtree, this set's data will need to be broadcast to all other processors and must be linked in to the top quadtree structure in all processors. This is necessary to allow the equal distribution of points, since any processor may have a point that is located within some rectangle at a node in any level of the quadtree. If a set is to be linked to a rectangle in the bottom levels of the quadtree, the set data is sent to the appropriate processor assigned that rectangle, and is then linked in at the appropriate node(s). Recall that it is possible for a set to be linked to more than one subrectangle in possibly different levels, so that a support set may be linked to both the top and bottom levels, and thus a set's data may be contained on more than one processor.
For stage 2 to run in parallel, each processor first checks all of its sets linked to the top level against all of its assigned points (which are initially evenly distributed among processors) to see which sets cover which points. Then an exchange of points is made so that all points are sent to the processor which contains the rectangles (the "roots" of the bottom level quadtrees) in which those points are located. Finally the received points are checked against the sets linked to the bottom levels of the quadtree to see which sets cover which points.
5. Theoretical estimates. For the following estimates the following notation is used: d is the dimension of the problem (usually d = 2 or 3), = min i diam(S i ), N is the number of support sets, p is the number of processors, P is the number of points, n t is the number of S i 's linked to top levels in the quadtree, and n b is the number of S i 's linked to the bottom levels of the quadtree. Note that n b + n t = N .
Parallel Computation time.
The average computation time for stage 1 of the algorithm (to process the support sets, assuming they are uniformly distributed) may be estimated as follows:
The computations should scale for the sets linked to the bottom level of the quadtree. Since the quadtree structure has depth O(log(1/ )) the computation time should be
There will be some overhead for the top level sets since all must be on each processor. However, if the sets are fairly small, most sets should be linked to the lower levels and not to the top levels, and so the algorithm should be fairly scalable for sets in which there are not too many large sets.
The total computation time from stage 1 is then
The average computation time required for stage 2 (to test which points are covered by which sets) can be computed as follows: since the points should be evenly distributed and the quadtree has depth O(log(1/ )) the points should be tested on average
where E(covering#) is the expected number of sets covering each point. Stage 2 should be completely scalable, except for some small O(1) space overhead.
Communication time.
The average case communication time (under the case of uniformly generated sets and points) may be estimated as follows: There are a fixed number of communications, 14, each with a start-up time of t s .
Assuming that t all is the time to send one word (or byte) of information via an all to all exchange (the only type used in this algorithm), the 14 communications had roughly the following totals of information exchanged:
• 2 Allreduces of total length 2 dL each • 4 Alltoalls of total length p each • 7 Alltoallvs, 4 of length n b and 3 of length P
• 1 Allgatherv of length n t Combining these we get a total (average case) estimate of the communication time of
In most cases P will be much larger than the other variables affecting the communication, so the number of points should be what affects the communication time the greatest. Finally, there will be some time due to latency. Since we decided on synchronous communication and using only all-to-all communication, for each of the 14 communications, all processors fill the entire buffers with data before sending any data. So the waiting time between computations and communication is directly proportional to the load inbalance. Thus load balancing is important for controlling both computation costs and latency.
6. Load balancing. For applications over regular domains with uniformly spaced integration points, load balancing is not essential. Each branch of the bottom level quadtrees should require roughly the same amount of work, and the best approach is to assign the same number of branches to each processor, i.e. p should divide evenly into 2 dL . For irregularly shaped domains or where the distribution of points is not uniform, the work required on each branch of the bottom level may vary significantly. Our a priori estimate for the amount of work done on each processor is the number of sets linked to the bottom level branches. This is a good predictor for the actual load since the work depends on the area of the sets, and the splitting algorithm helps to ensure that sets in the same level of the tree have similar size areas. We seek to partition the branches among the processors such that the number of sets assigned to each processor is roughly equal.
We do this by minimizing the sum of the number of sets linked to the branches assigned to any single processor (i.e. we minimize the maximum load on any single processor).
Specifically, the problem we seek a solution for may be stated as: Given a set of N nonnegative integers S = a 1 , a 2 , ....., a N minimize max
Here a i is the number of sets assigned to the bottom levels of branch i, and P k will consist of the branches assigned to processor k. We only need an approximate solution to this discrete optimization problem since this problem is only based on an estimate of the amount of work. Therefore we implemented the following heuristic algorithm:
1. Sort the elements so that (after relabeling)
of the algorithm we will have a partition of the set S = ∪ p k=1 P k and m k = ai∈P k a i are the loads on each processor. For P k = {a 1,k , .....a n,k }, a i,k is the number of sets linked to branch i on processor k. A list of branches to be assigned to each processor is also produced in the algorithm implemented for this application.
It is conjectured that our heuristic solution is no worse than twice optimal (i.e. the maximum sum partition has more than twice the sum of the minimum sum partition). In practice, the heuristic performs very well.
Increasing L increases the number of possible processors, since if there are L levels in the top level, there are 2 dL leaf rectangles of the top level, and each leaf may be assigned to only one processor, i.e. the number of processors is limited by 2 dL . Without load balancing, exactly one branch is assigned to each processor, and so we must have exactly p = 2 dL . Load balancing allows us to choose the number of processors flexibly, allowing any p ≤ 2 dL . Increasing L will improve load balancing, but only up to a point. Since the number of branches to be assigned is 2 dL , exponentially more branches are created as L is increased. Even with using our heuristic, finding a solution to the discrete optimization problem may outweigh the savings gained by increasing L further. Increasing L also will increase the number of sets linked to the top level, which will reduce some of the parallelism in regard to the set data.
7. Numerical Results. We implemented our algorithm in parallel in C using MPI, the Message Passing Interface. Helpful references are the texts of Pacheco [4] and Dongarra et al. [6] . We ran our code on an Origin2000 I with distributed memory and up to 48 processors. Computer time was provided by the National Center for Supercomputing Applications at the University of Illinois at Urbana-Champaign. The sets were generated by randomly generating the center of the set, and then the diameter of the set was randomly and uniformly generated in the range of
For these results diam max = 0.1 was used. The sets were specified as rectangles for this application, a rectangle being stored as its lower left and upper right corner points. Even for this regular domain, load balancing did improve the times up to the point where L = 5, after which the times began to increase (see figure 7.1. L = 3 was optimal for 1 and 4 processors and L = 4 was optimal for 16, 32, and 48 processors. The times are probably best for p = 16 for the load balancing code because of congestion that arose when trying to use 32 and 48 processors where 48 was the maximum resources we had available.
7.2. Results II: Irregular domain, varying density of sets. We ran our code on an irregular domain where the data is purposefully unbalanced to clearly illustrate the benefits of load balancing. We used a domain (see figure 7.2) with a corner point [.45, .55] as might be found in the domain for a PDE with a discontinuity. We again used 128,000 points and 196,000 sets. Here the points were generated with an angle θ generated randomly, 0 ≤ θ ≤ 3π/2 and a distance r = (Cp) 1/(2−2α) from the corner point where p is a uniformly distributed random variable on [0, 1) , and C and 0 ≤ α ≤ 1 are chosen so that 0 ≤ r ≤ 0.4 = r max . This formula was chosen to ensure that the points are concentrated around the corner point, and the points are less dense as you move further from the corner point. The sets were generated by first generating the centers of the sets randomly in the same manner as for generating the points, and then the diameters of the sets were specified with a diameter d = w 0 r α where w 0 is a parameter,
where ρ 0 is a parameter which controls the densities of the sets. We ran our code on collections of support sets with 4 different densities (the number of points covered by each set), with densities ρ 0 of 1, 3, 10, and 30 points per set (on average). As seen in figure 7 .3, the code did not perform well without load balancing, and was not close to a 100 percent efficiency in speed-up, even for 4 processors. In running the load balanced code, we found that for all numbers of processors attempted (1, 4, 16, 32,and 48) there was a speed-up as we increased L up to a point. Once the optimal value of L for that number of processors was reached, the times starting increasing if L was increased further. The case where the number of processors was fixed at 4 is representative (see figure 7.4). In general we found that if the number of processors is 4
d , then choosing L = d + 3 seemed to be optimal. With load balancing (and choosing the best choice of L for a given number of processors), the results were fairly close to 100 percent efficient for 1, 4 and 16 processors, but there was some loss of efficiency when 32 and 64 processors were used (see figure 7.5). The times actually were the best for with 16 processors. This is probably a result in that the system we were running the code on tries to assign jobs to machines with small loads, and since 48 processors was the maximum capacity, jobs may have to have been scheduled on machines with greater loads, thus slowing down the overall time.
It was interesting to note that the computation time seemed to be independent of the density of the sets used. The choice of L and the number of processors were the determining factors we found in the timings.
8. Concluding remarks. For further research on this topic, we would like to extend this code to an octree code for dealing with problems in three dimensions. We would also like to run the current code on larger machines with more processors to more accurately determine what the effects of congestion may have been on the results presented in this paper. 
