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The master dierential equations in the external square momentum p2 for the
master integrals of the two-loop sunrise graph, in n-continuous dimensions and for
arbitrary values of the internal masses, are derived. The equations are then used
for working out the values at p2 = 0 and the expansions in p2 at p2 = 0, in (n− 4)
at n! 4 limit and in 1=p2 for large values of p2.
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1 Introduction.
In a previous paper [1], it was shown that a linear system of rst order dierential equa-
tions in the external Mandelstam variables, to be referred to from now on as master
equations, can in general be written for the master integrals of any Feynman graph. In
this paper the master equations are written for the 2-loop sunrise self-mass graph ampli-
tudes in n continuous dimensions and for arbitrary values of the masses as a function of
the square momentum transfer p2. All momenta are Euclidean, so that p2 > 0 corresponds
to spacelike p. The master equations can be used for obtaining valuable information on
the properties of the master integrals, for working out virtually any desired expansion, for
obtaining closed analytic results (when possible) and, in any case, for the actual numerical
calculation of the amplitudes.
In the various sections of this paper we will show
 how to use the integration by part identities [2] , [3] for writing the master equations;
 how to obtain the (analytic) values of the master integrals at p2 = 0, in the n! 4
limit;
 how to expand the master integrals in p2 at p2 = 0;
 how to expand the master integrals in (n− 4) for arbitrary p2;
 how to solve analytically the master equations when two masses are equal to zero;
 how to expand the master integrals in 1=p2 for large values of p2 and arbitrary values
of the masses.
The appendix contains a few ready-to-use recurrence formulae, obtained by solving
the integration by parts identities for the considered graph [3].
All the algebra needed to generate the identities, the equations and the considered
expansions has been processed by means of the computer program FORM [4] by J. Ver-
maseren.
While we deal with the 2 loop case only, it should be apparent from the discussion
that some suitable extension of the results may apply also to more general cases.
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2 The master integrals and their dierential equa-
tions.








Figure 1: The 2-loop sunrise self-mass graph.
























It is by now well known that, as a consequence of the integration by parts identities
[2], all the above amplitudes can be expressed in terms of four master integrals [3], which




















































2;−1;−1;−2; 0; 0) : (2)
It follows from the denitions that the last three master integrals are the mass derivatives




















The simplest way for deriving the required dierential equations for self-mass amplitudes,
which depend on a single Mandelstam variable only, consists in writing for them the
familiar scaling equation (which can be obtained, for instance, by scaling in the denition































2) = 0 ; (4)






































































2) = 0 : (6)
When carrying out the mass derivatives, new integrals appear, like for instance those
corresponding to 1 = 3, 2 = 3 = 1 and 1 = 2 = 0 in the notation of Eq.(1). All
those integrals, according to the formulas of the Appendix, can be expressed in terms of




























































































































































































The expansion of Eq.(9) in n around n = 4 is
































where γE is the Euler-Mascheroni constant. The expansion, which is given only to make
easier the comparisons with other results in the literature, is however never needed in
practice, despite the frequent presence of 1=(n − 4) factors, as in Eq.(8). Indeed, there
is always an overall factor C(n) for each loop; in the calculation of any physical (and
therefore nite) quantity, the singularities, which are of the form C2(n)=(n − 4)2 etc.,
cancel out, and in the remaining nite part it is sucient to use the value at n = 4, which
is simply
C(4) = 1 : (11)
















































































p2 + (m1 +m2 +m3)
2
 





p2 + (m1 −m2 +m3)
2
 




























= (m1 +m2 +m3)(m1 +m2 −m3)
(m1 −m2 +m3)(m1 −m2 −m3) : (13)
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The values corresponding to the other indices can be obtained by a suitable permutation
of the masses.





































































































































































































The equations Eq.s(5,7) are the master dierential equations referred to in the title of
this paper. They are long, but their structure is simple: they express the derivatives with
respect to p2 of the four master integrals as a linear combination of the master integrals
themselves and of known non-homogenous terms, the coecients being ratios of known
polynomials in the masses and p2. The known terms are just products of the 1-loop,
1-denominator vacuum amplitude T (n;m2) of Eq.(8), the simplest integral in the game
which xes the overall normalization.
6
All the coecients of the linear combinations are equal to a simple factor, depending
on the dimension n times a ratio of polynomials in p2 and the masses. There is a unique





2) of Eq.(12); note that its zeros in p2 cor-
respond to the threshold and the three pseudo-thresholds of the considered 2-loop sunrise
graph.
It should be apparent, from the derivation, that master equations of similar structure,
(i.e. equations whose coecients are ratios of polynomials) can be established for the
master integrals of virtually any Feynman graph, for any number of loops; the size of the
polynomials is expected to grow quickly with the number of the denominators and of the
loops, but they are in any case nite polynomials, which can be conveniently dealt with by
means of an algebraic program. Quite in general, the non-homogeneous terms correspond
to amplitudes of related Feynman graphs in which one of the propagators is missing; from
this point of view, the l-loop sunrise amplitudes are the simplest l-loop amplitudes, in
the sense that in their equations the non-homogeneous terms are just products of l − 1
1-denominator vacuum amplitudes, Eq.(8). Sunrise amplitudes are in turn present as
non-homogeneous terms in the equations for the amplitudes of graphs having one more
propagator and so on.
As it will be shown in the rest of the paper, the master equations contain virtually all
the information needed for studying the analytic properties of the master integrals and for
obtaining any expansion of interest; furthermore, after some minor work (the expansion in
(n−4) at n = 4), the dierential equations can be used for the actual numerical evaluation
of the master integrals, without explicit reference to the original integral representation
Eq.(1), once the values of the integrals are known at some initial value of p2. Both the
expansion in (n−4) and the evaluation of the initial values (at p2 = 0), can be carried out
by exploiting the information contained in the master equations (which hold identically in
n and are regular at p2 = 0 despite the appearance of an apparent kinematical singularity
at that value of p2).
3 The value at p2 = 0.
From the denitions Eq.s(1,2), it is obvious that all the master integrals as well as all their
derivatives are regular at p2 = 0 (which in the considered Euclidean region corresponds








Figure 2: The 2-loop sunrise vacuum graph.



















































Let us now consider the dierential equations Eq.(5) and Eq.(7) for, say, i = 3 at p2 = 0.
Due to the regularity of the derivatives, the left hand sides of both equations vanish;
therefore, the right hand sides must also vanish at p2 = 0. It turns out that both equations



























3; 0); by eliminating that combination, one is













which is its derivative with respect to m23, according to Eq.(25) ; in terms of the above



















































3) is the same as in Eq.(13). Eq.(26) is the master equation for the
2-loop vacuum amplitude of Fig.(2) { this time in one of the masses (the dierential
equations in the other masses are immediately obtained by a suitable permutation of the
masses themselves). It is also easy to see that the same equations can be obtained by











3) once its \initial" value corre-
sponding to a particular value of m23 is given. Note that the equation itself can provide
such a value. Indeed, the vacuum amplitude and all its derivatives are regular for non-





3) on the l.h.s. of Eq.(26) vanish, so that the r.h.s. must also vanish;

























Eq.(27) can be taken as the \initial condition" which determines completely the solution
of Eq.(26). Therefore, the dierential equation Eq.(26), a rst order equation in a single
unknown function, can be solved in quadrature using the initial value given by Eq.(27).





around n = 4, where it is expected to develop polar singularities in (n−4). More exactly,
Eq.(8) shows that T (n;m2i ) has a single pole (n − 4), so that the non homogenous part
of Eq.(26) and the initial value V (n;m21;m
2
2; (m1 + m2)
2), Eq.(27), both develop double


































where C(n) is given by Eq.(8) and C2(n) has been treated as an overall factor according
to the remarks preceding Eq.(11). Correspondingly, Eq.(26) splits into the following set




























































































































































































































































































































[m1 log(m1) +m2 log(m2)] (m1 +m2) log(m1 +m2) : (32)



































3); j = −2;−1; 0, to be identied by comparison with the original
equations (29,30,31), can be considered as known.































where z is any initial point. Our initial point is (m1 + m2)
2; as for that value of z the
two terms in the r.h.s. diverge, it is convenient to modify the formula by carrying out
an integration by parts and then to take the z = (m1 + m2)











































that last formula, as can be easily veried, satises the dierential equations (29,30,31),
with the initial conditions Eq.(32), implied by the regularity at m3 = m1 +m2.
The integration can be actually carried out by using the change of variable























x− (m1 −m2)2 +
q
x− (m1 +m2)2q
















The solutions of the equations (29,30,31) with the initial conditions given by the equations































































































































































2), see Eq.(37) . It is to be noted that Eq.s(38-40) are expected




3; the symmetry, which is manifest for




3), Eq.(41), even if in this case the symmetry is not
manifest. Note also that Eq.(41) remains valid in its present form for any real positive
value of m1, m2 and m3, provided that t3 is given by the second of Eq.s(37). In the
limiting case m1;m2 ! 0, nally, independently of the order of the limits one nds







− 3 log(m2) + log2(m2)

: (42)




3) were already presented in [5], where a dierential
equations method based on mass derivatives [6] was used, and in [7], where the results were
obtained by using a Mellin-Barnes representation and its subsequent expansion in n! 4
limit. Our results agree numerically with those presented in [5] in terms of Lobachevskiy’s
function and a related one; to check that it agrees also with the analytic formula of [7] it
is necessary to use the following relation between dilogarithms of dierent arguments
Li2(−t2m1=m3) + Li2(−t1m2=m3)− log(−t2m1=m3) log(−t1m2=m3) =
12





































can be established by standard methods.
4 The expansion at p2 ’ 0.







2), i = 0; 1; 2; 3, they











































3) discussed and evaluated in the previous




3) is known, Eq.(25) and Eq.(26)
































































3), i = 1; 2; 3; are all expressed alge-





When the expansion Eq.(44) is inserted in the Eq.s (4) and (7), by imposing the equal-







3). For k = 0 one recovers of course the equations discussed and
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3), which in turn










































































































































































3) can be in turn






































































































































This result is in numerical agreement with the rst term in the p2=m23 expansion in [8].
It is straightforward to obtain, when required, any other term of the double expansion in
p2 and (n− 4).
5 The expansion in (n− 4) for arbitrary p2.








2); i = 0; 1; 2; 3; are expected to develop up to a double pole














































When all the terms of Eq.s(5, 7) are consistently expanded in (n − 4), one obtains a set
of equations for the residua and the nite part in (n − 4). Those equations can then
be solved recursively, starting from the double pole. The equations corresponding to the
poles in (n − 4) will not be written explicitly here for the sake of brevity; it is however
easy to verify that the solutions of those equations, corresponding to the coecients of






































































2), for i = 1; 2; 3 and k =





























log(m2i ) : (54)
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The above functions, indeed, satisfy the dierential equations and the initial condition at
p2 = 0 provided by Eq.s(38-40), therefore they are the exact solutions for arbitrary p2.
On account of the above results for the singular parts, from Eq.s(5, 7) one obtains for


































































































































































































































































































are the polynomials of Eq.(7).




































3; 0), i = 1; 2; 3; can be obtained by using either Eq.(25) or
Eq.(46) (properly expanded in the n ! 4 limit). As a conclusion, Eq.(55) and Eq.(56),
together with the initial conditions at p2 = 0 just discussed, are free by construction from
the singularities of the n ! 4 limit and therefore ready to be used for the numerical
evaluation of the nite parts of the sunrise master integrals.
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3) are given by Eq.(45) and Eq.(47).







2) singular in (n−4) are at most





















2) is nite in
the n! 4 limit.





2) has a double zero at p2 = 0;
























which is obviously nite at n = 4.
6 The analytic calculation for m2 = m3 = 0.
We discuss now the case in which all the masses but one are equal to zero; the remark-
ably simpler equations obtained in that limit can be solved analytically, providing useful
information for the study of the large p2 behaviour, even for arbitrary masses, which will
be worked out in the next Section.
When putting m2 = m3 = 0, and m1 = m for simplicity, the system of the 4 equations





2; 0; 0; p2) = m2F1(n;m
2; 0; 0; p2) + (n− 3)F0(n;m







2; 0; 0; p2) = −
1
2
(n− 3) (3n− 8)F0(n;m
2; 0; 0; p2)
+








2; 0; 0; p2) : (60)
The system so obtained is homogeneous, and as such it cannot provide information on
the initial values; but the required initial conditions are still supplied by the proper
m2 = m3 = 0 limit of the results of the previous sections.
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To solve the system, we observe that it is of course equivalent to a second order
dierential equation in a single function. If F0(n;m
2; 0; 0; p2) is kept as the independent
function, eliminating F1(n;m




















2; 0; 0; p2) = 0 : (61)
By introducing F0(m2; 0; 0; p2) according to Eq.(58), with the values of F0;0(n; 0; 0;m2)
and F0;1(n; 0; 0;m
2) corresponding to Eq.s(45),(47) in the m1 = m2 = 0 limit given by
Eq.(28) and Eq.(42), one has
F0(n;m


































− 3 log(m2) + log2(m2)

+F0(m
2; 0; 0; p2) + :::
)
: (62)













which is in fact a rst order dierential equation in @
@p2
F0(m2; 0; 0; p2). The values of
F0(m2; 0; 0; p2) and its derivative at p2 = 0 are by construction
F0(m









2; 0; 0; p2) =
(p2 +m2)2
(p2)2











The integration of Eq.(66) is trivial; the result in terms of F0(m2; 0; 0; p2), accounting for





















One more integration and the rst initial condition of Eq.(64) give
F0(m




























The same result can be obtained, by means of the doubly subtracted dispersion rela-
tions Eq.(59) for the specic values of the masses,
F0(m










2; 0; 0;−u) : (69)

























substituting in Eq.(69) and carrying out a last integration Eq.(68) is recovered.
7 Large p2 expansion.
By using the dierential equations (5,7) it is also possible to study the asymptotic expan-







2) for large values of p2. As p2 =1 is a singular

























Due to the linearity of the equations, the actual solution is built by summing a suitable
linear combination of all the possible expansions. The corresponding expansions of the









2), i = 1; 2; 3, can be obtained through Eq.(3).
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By inserting the expansion Eq.(71) into Eq.(5) and Eq.(7)), one obtains a set of 4
equations, which must be satised, for each separate power of p2, by the coecients of
the expansion.
A rst solution corresponds to  = −1; we write it as8><>:























k rather than 
(r)
k for uniformity with later use). Its coecients are completely de-
termined by the non-homogeneous part of the equations; correspondingly, all the terms
behave for large p2 as strictly integer powers of 1=p2, which is exactly the behaviour of
the various terms occurring in the asymptotic expansion of the non-homogeneous part.






















all the other coecients 
(r)
k can be similarly obtained, when needed, by following the
procedure just outlined.
Other solutions correspond to dierent values of ; if  is not equal to −1, the leading






































































3) = 0 : (74)
There are two solutions of the system (74), corresponding to the values  = (n− 3) and








































3) = 0 ;
(76)
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the above values of  are also called \fractionary", and the corresponding solutions sin-
gular, hence the superscripts (s1); (s2), as opposed to the superscript (r) for the \regular"
solution corresponding to the integer value  = −1 of Eq.(72). Due to the homogeneity









3) cannot be determined by the equations (75) and (76) alone;
nevertheless, the equations can still provide much valuable information.



















so that the still unknown function (s1)(n) depends only on n.
The case of Eq.(76) is slightly more complicated; by investigating the condition on the








2) with respect to m21 and m
2













3) = 0 (i; j = 1; 2; 3; i 6= j) : (78)


































where (s2)(n) is a function of n only.
For each \fractional" power solution, all the next-to-leading terms of the expansion
are determined in terms of the leading terms, by solving recursively the systems of linear












































































































































































Any subsequent term can be easily obtained, when needed, by the same procedure.
As for arbitrary n the three solutions satisfy the equations independently of each other,




































































the above expression depends on the two functions of n, (s1)(n) and (s2)(n), which are as















2); i = 0; 1; 2; 3; were studied in the n ! 4 limit, Eq.(52), we




(n− 4)k(si;l) (i = 1; 2) ; (85)
as always C(n) is not expanded, appearing as an overall factor.
By comparison with the coecients of the singularities in (n−4), which are exactly known
and given in Eq.(53), the following values are found










Unfortunately some additional information has still to be supplied, besides that coming
from the singularities in (n − 4), for xing the other as yet unknown constants (s1;0),
22
(s2;0) and (s1;1); the last quantity is the coecient of the term in (n − 4) in Eq.(85),
which is also needed due to the presence of the 1=(n− 4) factor in Eq.(81).
As those constants are independent of the masses, they can be determined through the
comparison with the asymptotic expansion of a simpler case, namely F0(n;m
2; 0; 0; p2),
discussed in the previous Section, whose explicit analytic value is given in Eq.(68). Its

























































Let us recall that, when using Eq.(84) and Eq.(85), the logarithmic factors are generated







1 + (n− 4) log(p2) +
1
2
(n− 4)2 log2(p2) +   

:
By comparing Eq.(87) and the n! 4 limit of Eq.(84), when two masses are taken equal
to zero, Eq.(86) is completed into
















It is apparent from the above equations that only a particular combination of (s2;0)








2) up to the constant term in (n − 4) ( i.e. the separate
knowledge of the two terms is not needed up to the degree of expansion in (n − 4) and
p2, considered here).
Summing up, for arbitrary masses and in the n! 4 limit, up to terms 1=p2 included,



















































































































2(p2) + f−1;1 log(p
2) + f−1;0
i
















































































































































The coecients of 1=(n−4)2 and 1=(n−4), Eq.(90) and Eq.(91), are of course identical to
the exact ones in Eq.(53)), as their expansions in 1=p2 contain only a linear and a constant
term. The results given in Eq.s(92,93) agree with the rst terms of the corresponding
expansion given in [8].




One of us (HC) is grateful to the Bologna Section of INFN and to the Department of
Physics of Bologna University for support and kind hospitality.
Appendix.
We list here a few ready-to-use formulae, obtained by solving the integration by part
identities for the amplitudes of the sunrise self-mass graph (see also [3]). The notation
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