Due toČencov's theorem, there exists a unique family of invariant (0, 2)-tensors on the space of positive probability measures on a set of n-points indexed by n ∈ N under Markov embeddings. We prove that this invariance does not depend on the geometry on the space, but only on the feature of Markov embeddings related to sufficient statistics. We deform Markov embeddings with sufficiency in mind and construct a family of invariant (0, 2)-tensors under the embeddings.
Introduction
In information geometry, we regard the space of positive probability measures on a sample space as a manifold (see [1, 2] , for example). From the viewpoint of statistics, a Riemannian metric is required to be invariant under the change of reference measures on the sample space. This invariance is extended to the invariance of a family of Riemannian metrics under Markov embeddings (for the definition of Markov embeddings, see Definition 1.1). Cencov's theorem [5] states that, on finite sample spaces, there exists a unique family of invariant Riemannian metrics under Markov embeddings. This invariant Riemannian metric is called the Fisher metric.Čencov's theorem has been extended to continuous sample spaces (see [3, 4, 6, 8] and the references therein).
In the present paper, we focus on finite sample spaces. For n ∈ N, set Ω n+1 := {1, · · · , n + 1}, S n :=    p : Ω n+1 → (0, 1) i∈Ω n+1
The set S n becomes a submanifold of R n+1 via an embedding ι n : S n → R n+1 defined by ι n (p) = (p(i)) n+1 i=1 . Moreover, the symmetric group S n+1 of degree n + 1 acts on S n , and the action has a unique fixed point b n , which is b n (i) ≡ 1 n + 1 .
Definition 1.1. Take n, N ∈ N with n ≤ N.
(1) A family {Q i } i∈Ω n+1 of probability measures on Ω N +1 is a Markov partition on Ω N +1 if i∈Ω n+1 supp(Q i ) = Ω N +1 holds, where supp(Q i ) stands for the support of Q i . (2) A map F N n : S n → S N is a Markov embedding if there exists a Markov partition {Q i } i∈Ω n+1 on Ω N +1 such that F N n (p)(I) = i∈Ω n+1 p(i)Q i (I) for any p ∈ S n and I ∈ Ω N +1 .
For each i ∈ Ω n+1 , define the function ℓ i : R n+1 → R by ℓ i ((x i ) n+1 i=1 ) := log |x i |.
Definition 1.2. A Fisher metric g F n on S n is a Riemannian metric given by
for any p ∈ S n and X, Y ∈ X(S n ).
We denote by ·, · the standard inner product on R n+1 . Theorem 1.3. ([5, Theorem 11.1]) For n ∈ N, let A n be a continuous (0, 2)-tensor on S n . Assume the following two conditions (C1) and (C2):
(C1) Given any n, N ∈ N with n ≤ N, A n always becomes the pullback of A N by each Markov embedding F N n : S n → S N . (C2) For any n ∈ N, there exists λ n ∈ R such that
for any X, Y ∈ X(S n ).
Then λ := λ n /(n + 1) is independent of n and A n = λg F n . The condition (C1) means the invariance of (0, 2)-tensors under Markov embeddings. The condition (C2) follows from (C1) with the case N = n when we regard S n as a submanifold of R n+1 via the map ι n .
Then two natural questions arise: On one hand, how a family of invariant (0, 2)-tensors on S n under Markov embeddings changes when S n is embedded into R n+1 with distortion. On the other hand, is there a family of invariant (0, 2)-tensors under a variant of Markov embeddings? Since the invariance of (0, 2)-tensors under Markov embeddings is closely related to sufficient statistics, we should deform Markov embeddings with sufficiency in mind (for the notion of sufficient statistics, see Proposition 3.1). The present paper aims to address these two questions.
This paper is organized as follows: Section 2 is devoted to prove that the invariance of (0, 2)-tensors on S n under Markov embeddings does not depend on the geometric structure of S n , but depends on the fact that each Markov embedding is determined by a Markov partition (Theorem 2.1, Propositions 2.2, 2.3). In Section 3, we deform Markov embeddings and consider a family of invariant (0, 2)-tensors on S n under the embeddings (Theorem 3.7).
Markov embedding with distortion
Throughout this section, we fix a C 1 -function σ : (0, 1) → R satisfying
Moreover, let us set σ 1 := lim tր1 σ(t) ∈ (0, ∞], and denote by τ the inverse function of σ : (0, 1) → (0, σ 1 ). Define an embedding ι σ n : S n → R n+1 by ι σ n (p) := (σ(p(i))) n+1 i=1 . Theorem 2.1. For n ∈ N, let A n be a continuous (0, 2)-tensor on S n . Assume the following condition (C ′ 2) in addition to the condition (C1):
(C ′ 2) For any n ∈ N, there exists λ n ∈ R such that
Then λ := λ n σ ′ ( 1 n+1 ) 2 /(n + 1) is independent of n and A n = λg F n . Proof. This can be proved in a similar way to Theorem 1.3 (we refer to [7, Theorem 5.1.1] for the proof), however we present a proof for the sake of completeness.
By the continuity of A n , it is enough to show only the case that p ∈ S n is a rational point, namely, for i ∈ Ω n+1 , there exist M i , N ∈ N such that
where we set M 0 := 0. Let F N n be the Markov embedding determined by {Q i } i∈Ω n+1 . Moreover, we define the map F N n : (0, σ 1 ) n+1 → R N +1 by
then it turns out that
According to τ (σ(t)) = t and τ ′ (t) = 1/σ ′ (t), applying for t = p(i) implies
Taking M i ≡ M ∈ N yields that p = b n and
which leads to
as desired.
If we set
then we can regard the map F N n defined in (2.1) as a map from S σ n to S σ N . We call the map a modified Markov embedding, for which we use the same symbol F N n . For a diffeomorphism I σ n : S n → S σ n defined by I σ n (p)(i) := σ(p(i)), we have F N n • I σ n = I σ N • F N n , and the change of variables immediately leads to the following proposition. We use the same symbol ι n for an embedding from S σ n to R n+1 , namely ι n (p σ ) :
Proposition 2.2. For n ∈ N, let A σ n be a continuous (0, 2)-tensor on S σ n . Assume the following two conditions (C3) and (C4):
(C3) Given any n, N ∈ N with n ≤ N, A σ n always becomes the pullback of A σ N by each modified Markov embedding F N n :
Then the pullback of A σ n under I σ n satisfies the two conditions (C1) and (C2). We omit the proof since it is nothing but the change of variables. It should be mentioned that λ σ := λ n σ ′ ( 1 n+1 ) 2 /(n + 1) is independent of n and we have
There is another diffeomorphism between S n and S σ n . Indeed, by the intermediate theorem along with the monotonicity of σ, there exists a function j σ n : S n → R such that j σ n (p)p ∈ S σ n , and a map J σ n :
We see that F N n • J σ n = J σ N • F N n , providing the following proposition. Proposition 2.3. For n ∈ N, let A σ n be a continuous (0, 2)-tensor on S σ n . Assume the following condition (C ′ 3) in addition to the condition (C4):
(C ′ 3) Given any n, N ∈ N with n ≤ N, A σ n always becomes the pullback of A σ N by each σ-Markov embedding F N n : S σ n → S σ N . Then the pullback of A σ n under J σ n satisfies the two conditions (C1) and (C2). We omit the proof. Note that each λ := λ n σ( 1 n+1 ) 2 · (n + 1) is independent of n and
where h : R n+1 → R and ℓ : R n+1 → R are respectively defined by
Patched Markov embedding
The purpose of this section is to extendČencov's theorem. First, we deform Markov embeddings so that the supports of the corresponding probability measures are overlapped while keeping sufficiency. Then we prove the unique existence of a family of invariant (0, 2)tensors on S n under the embeddings.
For the sake of deformation, let us recall the notion of a sufficient statistic. In this case, P is said to admit a sufficient statistic.
Proposition 3.1 indicates that it suffices to know the transformed information f ((ω k ) K k=1 ), not the observed data (ω k ) K k=1 ∈ Ω K itself. This is the origin of the terminology "sufficiency". In statistic inference, the property of sufficiency is useful since it is preferable to deal with only the transformed information f ((ω k ) K k=1 ) rather than the observed data (ω k ) K k=1 . Remark 3.2. We confirm how Markov embeddings relate to sufficient statistics. Fix a Markov embedding F N n : S n → S N determined by a Markov partition {Q i } i∈Ω n+1 . Let Θ ⊂ R n be an open set being homeomorphic to S n . We denote by ρ θ each element in S n . Set P = F N n (S n ) with p θ = F N n (ρ θ ). Then a map f : Ω N +1 → Ω n+1 given by
is sufficient for P, where we choose
We deform Markov embeddings keeping sufficiency.
Definition 3.3. Take n ∈ N.
(1) A family {Q i } i∈Ω n+1 of probability measures on Ω n+2 is a Markov patch on Ω n+2 if there exist γ ∈ S n+2 and {a i } i∈Ω n+1 ⊂ (0, 1) such that
where δ ⋆ stands for Dirac's delta measure on Ω n+2 . (2) A map G n : S n → S n+1 is a patched Markov embedding if there exists a Markov patch {Q i } i∈Ω n+1 on Ω n+2 such that G n (p)(I) = i∈Ω n+1 p(i)Q i (I) for any p ∈ S n and I ∈ Ω n+2 .
In the case of a i ≡ a, we call {Q i } i∈Ω n+1 and G n : S n → S n+1 a Markov scalar patch and a scalar patched Markov embedding, respectively.
Remark 3.4. Fix a patched Markov embedding G n : S n → S n+1 determined by a Markov patch {Q i } i∈Ω n+1 of the form Q i = a i δ γ(i) + (1 − a i )δ γ(n+2) for some γ ∈ S n+2 and {a i } i∈Ω n+1 ⊂ (0, 1).
Fix j ∈ Ω n+1 , b ∈ (0, 1) and set
We take c ∈ (ba j + (1 − b)a min , ba j + (1 − b)a max ) if a min < a max , and otherwise c := ba j + (1 − b)a min . Then the subset of S n defined by
We denote by ρ θ each element in P ′ . Then a map f : Ω n+2 → Ω n+1 given by
is sufficient for P := G n (P ′ ) with p θ = G n (ρ θ ), where we choose
Thus a patched Markov embedding relates to a sufficient statistic.
In what follows, for X, Y ∈ X(S n ), we express
We find that
In this expression, the Fisher metric g F n corresponds to a diagonal matrix at each point. We will show that if we impose appropriate conditions, then there exists a unique family of invariant (0, 2)-tensors on S n under scalar patched Markov embeddings, where the corresponding matrix at each point is the sum of a diagonal matrix and a Gram matrix. Definition 3.5. Given λ, c ∈ R, define a (0, 2)-tensor A λ,c n on S n by
We observe the relation between A λ,c n and scalar patched Markov embeddings. Proposition 3.6. The pullback of A λ,c n+1 by each scalar patched Markov embedding is A λ,c n . Conversely, if the pullback of A λ,c n+1 by a patched Markov embedding G n : S n → S n+1 is A λ,c n , then either λ, c = 0 or G n is a scalar patched Markov embedding.
Proof. Fix a patched Markov embedding G n : S n → S n+1 determined by a Markov patch {Q i } i∈Ω n+1 of the form
If G n is a scalar patched Markov embedding, namely a i ≡ a, then we have that
= A λ,c n+1 (dG n (X p ), dG n (Y p )), which proves the first claim.
Conversely, if G n is not a scalar patched Markov embedding, then there exist i, j ∈ Ω n+1 such that a i = a j . Set I := γ(i), J := γ(j), N := γ(n + 2) and let us consider Z ∈ X(S n ) determined by
Thus we should have (λ + c)(−a i + a j ) G n (p)(N) + 2c 1 p(i) − 1 p(j) = 0 for any p ∈ S n , and this holds true if only if λ + c = 0 and c = 0, that is λ, c = 0.
We will prove that {A λ,c n } n∈N is a unique family of (0, 2)-tensors on S n , which is invariant under scalar patched Markov embeddings.
Theorem 3.7. For n ∈ N, let A n be a continuous (0, 2)-tensor on S n . Assume the following two conditions (C5) and (C6):
(C5) Given any n ∈ N, A n always becomes the pullback of A n+1 by each scalar patched Markov embedding G n : S n → S n+1 . (C6) For any n ∈ N and i, j ∈ Ω n+1 , there exist λ n i , µ n ij : S n → R and c ∈ R such that Proof. Given a ∈ (0, 1), define a scalar patched Markov embedding G a n : S n → S n+1 by G a n (p)(I) := a i∈Ω n+1 p(i)δ i (I) + (1 − a)δ n+2 (I) for any I ∈ Ω n+2 .
We observe from (3.2) that
This with the conditions (C5) and (C6) yields for any j ∈ Ω n+1 that
Proof. By taking into account of the action of the symmetric group on the set of all scalar patched Markov embeddings, namely the invariance of labeling, it is enough to show for the case i = 1. We see that G
which proves the claim. ♦ For k ∈ N, let us fix Z ∈ X(S k ) determined by
We see from (3. 3) that λ n 1 (p) + λ n 2 (p) + cM n 12 (p) = A n (Z p , Z p ) = A n+1 (dG a n (Z p ), dG a n (Z p )) = a 2 λ n+1 1 (G a n (p)) + λ n+1 2 (G a n (p)) + cM n+1 12 (G a n (p)) .
Proof. Without loss of generality, we may assume that p ∈ S n satisfies p(1) = p(2). Define {a i } n−1 i=1 ⊂ (0, 1) inductively by
and set G := G a n−1 n−1 • · · · • G a 1 1 : S 1 → S n . We then have
For the rest, we assume c = 0 since Claim 2 completes the proof for the case c = 0.
holds if there exist pairs of distinct points (i k , j k ) in Ω n+1 such that p(i k ) = p(j k ) (k = 1, 2).
Proof. For s ∈ (0, 1), define p s ∈ S 3 and a function M : (0, 1) → R by for k ∈ Ω 2 , s := q(1) = p(1) p(1) + p (2) .
In a similar way to Claim 2, we find {a i } n−1 i=1 ⊂ (0, 1) such that p s = (G a 2 2 • G a 1 1 )(q) and G := G a n−1 n−1 • · · · • G a 1 1 satisfies p = G(q), where a 2 a 1 = 1/2 and n−1
{λ n 1 (p) + λ n 2 (p) + cM n 12 (p)} .
This together with the invariance of labeling implies that for p ∈ S n , if there exist pairs of distinct points (i k , j k ) in Ω n+1 such that p(i k ) = p(j k ) (k = 1, 2), then M n i 1 i 2 (p) = M 3 12 (p s ) 4(p(i 1 ) + p(i 2 )) 2 = M(s) 2 4(p(i 1 ) + p(i 2 )) 2 , s := p(i 1 ) p(i 1 ) + p(i 2 ) . (3.5)
For p ∈ S n , if there exist pairs of distinct points (i k , j k ) in Ω n+1 such that p(i k ) = p(j k ) (k = 1, 2, 3) and set s := p(i 1 ) p(i 1 ) + p(i 2 )
, t := p(i 1 ) p(i 1 ) + p(i 3 )
, u := p(i 3 ) p(i 3 ) + p(i 2 ) , then we deduce from (3.5) and the condition (i) that M(s) 2 4(p(i 1 ) + p(i 2 )) 2 = M n i 1 i 2 (p) = sgn(p(i 1 ) − p(i 3 )) M n i 1 i 3 (p) + sgn(p(i 3 ) − p(i 2 )) M n i 3 i 2 (p) 2 = sgn (2t − 1) M 3 12 (p t ) 4(p(i 1 ) + p(i 3 )) 2 + sgn (2u − 1) Replacing t and u in the above equality, we find ♦
