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a b s t r a c t
Galerkin methods are used to approximate the singular integral equation
aϕ(x)+ b
pi
∫ 1
−1
ϕ(t)
t − xdt + λ
∫ 1
−1
k(t, x)ϕ(t)dt = f (x), −1 < x < 1,
with solution ϕ having weak singularity at the endpoint−1, where a, b 6= 0 are constants.
In this case ϕ is decomposed as ϕ(x) = (1− x)α(1+ x)βu(x), where β = −α, 0 < α < 1.
Jacobi polynomials are used in the discussions. Under the conditions f ∈ Hµ[−1, 1] and
k(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], 0 < µ < 1, the error estimate under a weighted
L2 norm is O(n−µ). Under the strengthened conditions f ′′ ∈ Hµ[−1, 1] and ∂2k
∂x2
(t, x) ∈
Hµ,µ[−1, 1] × [−1, 1], 2α − % < µ < 1, the error estimate under maximum norm is
proved to be O(n2α−%−µ+), where % = min{α, 12 },  > 0 is a small enough constant.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Singular integral equations (SIE for short) of the second kind with constant coefficients are of the form
aϕ(x)+ b
pi
∫ 1
−1
ϕ(t)
t − xdt + λ
∫ 1
−1
k(t, x)ϕ(t)dt = f (x), x ∈ (−1, 1), (1.1)
where a, b 6= 0 are two real constants; f is Hölder continuous on [−1, 1]; k(t, x) is Hölder continuous on [−1, 1]× [−1, 1];
λ is not an eigenvalue of (1.1); the first integral in (1.1) is defined in the sense of Principal Value.
There are four kinds of solution classes h0, h(−1), h(1) and h(−1, 1) for the solution ϕ of SIE (1.1) [1–3]. About the
Galerkin solution of SIE (1.1) with ϕ ∈ h0, the error estimates under the weighted norm or maximum norm are discussed
in [4–11]. Many techniques are developed to deduce the error estimate under the maximum norm.
In this paper we consider the Galerkin solution of SIE (1.1) with solution ϕ having a weak singularity at −1, i.e.,
ϕ ∈ h(1) (the discussions with ϕ ∈ h(−1) are the same). This kind of SIE has important applications in fracture mechanics,
aerodynamics and hydrodynamics, the so-called airfoil equations.
By the standard theory in [1,2], we have
0 < α = 1
pi
arctan
∣∣∣∣ba
∣∣∣∣ < 1, −1 < β = − 1pi arctan
∣∣∣∣ba
∣∣∣∣ < 0.
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Obviously, α + β = 0. Denotew(α,β)(t) = (1− t)α(1+ t)β , and
(Au)(x) = aw(α,β)(x)u(x)+ b
pi
∫ 1
−1
w(α,β)(t)u(t)
t − x dt,
(Bu)(x) = aw(−α,−β)(x)u(x)− b
pi
∫ 1
−1
w(−α,−β)(t)u(t)
t − x dt,
(Ku)(x) =
∫ 1
−1
w(α,β)(t)k(t, x)u(t)dt.
With the replacement ϕ(t) = w(α,β)(t)u(t), SIE (1.1) is converted to
(Au)(x)+ λ(Ku)(x) = f (x). (1.2)
About the Galerkin solution of (1.2), in the case where a = 0, Fromme and Golberg considered both Galerkin and
Collocation methods [4,12]; Berthold, Hoppe and Silbermann considered a generalized Airfoil equation with the error
estimate under a Sobolev norm [13]; Gong gave an error estimate under a weighted uniform norm [3]. In the case where
a 6= 0, Golberg discussed the perturbed Galerkin method [5–7]; Venturino discussed the error estimates for (1.1) with ϕ in
both h0 and h(−1) [14,15]. More references related with this topic can be found in the books [16–18].
One difference between SIE (1.1) with ϕ ∈ h0 and SIE (1.1) with ϕ ∈ h(−1) is that the solution u of (1.2) may not be
continuous automatically on the whole [−1, 1], but it is indeed continuous on [−1, 1]when the smoothness of f and k(t, x)
are high enough. This phenomenon is caused by the properties of the operators A and B [19] and has been used in [3].
Under the conditions f ∈ Hµ[−1, 1] and k(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], 0 < µ < 1, the error estimate under the
L2
w(α,β)
[−1, 1] norm is proved to be O(n−µ). This result is not new at all. It is useful to show existence and uniqueness of
the solution of the exact Galerkin equation. Through the discussions on Lebesgue function (Theorem 4.4) and properties
of B (Theorem 2.6), we obtain the main result of this note (Theorem 4.5), i.e., the error estimate under maximum norm is
O(n2α−%−µ+) under the assumptions that f ′′ ∈ Hµ[−1, 1] and ∂2k(t,x)
∂x2
∈ Hµ,µ[−1, 1] × [−1, 1], where 2α − % < µ < 1,
% = min{α, 12 },  > 0 is a small enough constant.
2. Properties of the singular integral operators
Let n ≥ 0, denote
P (α,β)n (x) =
(−1)n
2nn! (1− x)
−α(1+ x)−β
(
d
dx
)n
{(1− x)n+α(1+ x)n+β}
and
h(α,β)n =
2α+β+1
2n+ α + β + 1
Γ (n+ α + 1)Γ (n+ β + 1)
Γ (n+ 1)Γ (n+ α + β + 1) ,
then
p(α,β)n (x) = {h(α,β)n }−
1
2 P (α,β)n (x) (2.1)
are the normalized Jacobi polynomials with respect to the Jacobi weight (1− t)α(1+ t)β [20].
Theorem 2.1. Let 0 < α = −β < 1,−1 < x < 1, then [20]:
1. (AP (α,β)n )(x) =
bP (−α,−β)n (x)
sin(αpi)
; 2. (BP (−α,−β)n )(x) =
bP (α,β)n (x)
sin(αpi)
, n = 0, 1, . . . .
Corollary 2.2. For any x ∈ (−1, 1), then
1. (Ap(α,β)n )(x) =
bp(−α,−β)n (x)
sin(αpi)
; 2. (Bp(−α,−β)n )(x) =
bp(α,β)n (x)
sin(αpi)
, n = 0, 1, . . . .
Proof. It is easy to see from Theorem 2.1, (2.1) that
(Ap(α,β)n )(x) = {h(α,β)n }−
1
2 {h(−α,−β)n }
1
2
b
sinαpi
p(−α,−β)n (x).
Note that α + β = 0, then Γ (n+ 1+ α) = Γ (n+ 1− β) and Γ (n+ 1+ β) = Γ (n+ 1− α), thus h(α,β)n = h(−α,−β)n . So
the proof of 1 is completed.
The results in 2 are proved similarly. 
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Let u ∈ L2
w(α,β)
[−1, 1], define a projection operator Pn as
Pnu =
n∑
j=0
ujp
(α,β)
j (x), where uj =
∫ 1
−1
w(α,β)(x)u(x)p(α,β)j (x), j = 0, 1, . . . .
Let Qn be defined on the space L2w(−α,−β) [−1, 1] similarly.
Corollary 2.3. QnA = APn; PnB = BQn.
The results of Corollary 2.3 are direct conclusions from Corollary 2.2. They can be used to extend A and B from the space
of Hölder functions to the corresponding weighted L2 spaces [21].
Theorem 2.4 ([21]). BothA : L2
w(α,β)
[−1, 1] → L2
w(−α,−β) [−1, 1] andB : L2w(−α,−β) [−1, 1] → L2w(α,β) [−1, 1] are linear bounded
operators with the norm ‖A‖ = | bsin(αpi) | = ‖B‖.
Theorem 2.5. BA = (a2 + b2)I , AB = (a2 + b2)I , where I is the identity operator on the corresponding function spaces.
Proof. Note that sin2(αpi) = b2
a2+b2 , then BAp
(α,β)
n = (a2 + b2)p(α,β)n and ABp(−α,−β)n = (a2 + b2)p(−α,−β)n , n = 0, 1, . . . . So
it is easy to know that BA = (a2 + b2)I and AB = (a2 + b2)I on the spaces L2
w(α,β)
[−1, 1] and L2
w(−α,−β) [−1, 1] respectively.
If the input functions of A and B are Hölder functions, then this result are obtained by Poincaré–Bertrand formula [1,2]
and (B1)(x) = (A1)(x) = bsin(αpi) . 
Denoted by Ck,µ[−1, 1] the function space whose kth derivative is Hölder continuous on [−1, 1]with 0 < µ < 1.
Theorem 2.6. Let u ∈ Ck,µ[−1, 1], µ > α > 0, k = 0, 1, 2, then Bu ∈ Ck,µ−α−[−1, 1], where  > 0 is a small enough
constant.
Proof. By Theorem 2.1 we have
(Bu)(x) = b
sin(αpi)
u(x)− b
pi
∫ 1
−1
w(−α,−β)(t)
u(t)− u(x)
t − x dt.
If u ∈ Hµ[−1, 1], µ > α, then by the proof of the Privalov Theorem [1,2], we have ∫ 1−1w(−α,−β)(t) u(t)−u(x)t−x dt ∈
Hµ−α−[−1, 1], i.e., Bu ∈ Hµ−α−[−1, 1].
Let u ∈ C1,µ[−1, 1], then
|u(t)− u(x)− u′(x)(t − x)| ≤ A(u′)|t − x|1+µ,
where A(u′) is the Hölder constant of u′(x). So for any x ∈ (−1, 1), we have
(Bu)′(x) = b
sin(αpi)
u′(x)− b
pi
∫ 1
−1
w(−α,−β)(t)
u(t)− u(x)− u′(x)(t − x)
(t − x)2 dt.
If µ > α, then
∫ 1
−1w
(−α,−β)(t) u(t)−u(x)−u
′(x)(t−x)
(t−x)2 dt is continuous on [−1, 1] with Hölder exponent µ − α − , hence
(Bu)(x) ∈ C1,µ−α−[−1, 1].
Let u(x) ∈ C2,µ[−1, 1], denote U(t, x) = 2(u(t) − u(x)) − 2u′(x)(t − x) − u′′(x)(t − x)2, then by the Taylor formula
u(t) = u(x)+ u′(x)(t − x)+ u′′(ξ)2! (t − x)2, we have
|U(t, x)| = |u′′(ξ)− u′′(x)||t − x|2
≤ A(u′′)|ξ − x|µ|t − x|2
≤ A(u′′)|t − x|2+µ,
where A(u′′) is the Hölder constant of u′′.
As
(Bu)′′(x) = b
sin(αpi)
u′′(x)+ b
pi
∫ 1
−1
w(−α,−β)(t)
U(t, x)
(t − x)3 dt,
again by the proof of the Privalov Theorem [1,2],
∫ 1
−1w
(−α,−β)(t) U(t,x)
(t−x)3 dt ∈ Hµ−α−[−1, 1], i.e., Bu ∈ C2,µ−α−[−1, 1]. 
Theorem 2.6 can be used to characterize the smoothness of the solution u of SIE (1.2). Obviously, it will affect the error
estimate under maximum norm when discussing the Galerkin approximate of (1.2).
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3. Exact Galerkin equation
By Vekua’s regularization of SIE [1,2], (1.2) is equivalent to the Fredhlom equation
u(x)+ λ
a2 + b2 (BKu)(x) =
1
a2 + b2 (Bf )(x). (3.1)
Let un(x) = ∑nj=0 cjp(α,β)j (x), where cj, j = 0, 1, . . . , n, are unknown constants. Replace u(x) by un(x) in the left-hand
side of (3.1), and determine cj from the equation
un(x)+ λa2 + b2 (PnBKun)(x) =
1
a2 + b2 (PnBf )(x). (3.2)
(3.2) is called the Galerkin equation of (3.1). By Corollary 2.3, (3.2) is rewritten as
un(x)+ λa2 + b2 (BQnKun)(x) =
1
a2 + b2 (BQnf )(x). (3.3)
Denote
(Qnf )(x) =
n∑
j=0
fjp
(−α,−β)
j (x),
fj =
∫ 1
−1
w(−α,−β)(x)f (x)p(−α,−β)j (x)dx, j = 0, 1, . . . , n;
(3.4)
(QnKun)(x) =
n∑
j=0
n∑
i=0
cjki,jp
(−α,−β)
i (x),
ki,j =
∫ 1
−1
∫ 1
−1
w(α,β)(t)w(−α,−β)(x)k(t, x)p(α,β)j (t)p
(−α,−β)
i (x)dtdx.
(3.5)
Inserting (3.4) and (3.5) into (3.3) gives
n∑
j=0
cjp
(α,β)
j (x)+
λb
(a2 + b2) sin(αpi)
n∑
j=0
n∑
i=0
ki,jcjp
(α,β)
i (x) =
b
n∑
j=0
fjp
(α,β)
j (x)
(a2 + b2) sin(αpi) . (3.6)
Comparing the coefficients of p(α,β)j (x) on both sides of (3.6), we obtain a system of algebraic equations about the unknown
constants cj, j = 0, 1, . . . , n. In this paper we assume that the values of ki,j and fj are exact, so the Galerkin equations in the
above are exact Galerkin equations.
4. Convergence and error estimates
Theorem 4.1. Let u ∈ L2
w(α,β)
[−1, 1], k(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], then Ku ∈ Hµ[−1, 1]. Moreover, there holds
‖QnKu− Ku‖L2
w(−α,−β)
≤ O(1)n−µ‖u‖L2
w(α,β)
,
where O(1) is a constant independent of n.
Proof. As (Ku)(x) is an ordinary integral, under the assumption that k(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1] it is easy to see that
(Ku)(x) ∈ Hµ[−1, 1] for any u ∈ L2
w(α,β)
[−1, 1]. Denote
(QnKu)(x) =
n∑
j=0
djp
(−α,−β)
j (x),
where
dj =
∫ 1
−1
w(−α,−β)(x)
(∫ 1
−1
w(α,β)(t)k(t, x)u(t)dt
)
p(−α,−β)j (x)dx
≤
∫ 1
−1
w(−α,−β)(x)‖u‖L2
w(α,β)
(∫ 1
−1
w(α,β)(t)k2(t, x)dt
) 1
2
p(−α,−β)j (x)dx
= ‖u‖L2
w(α,β)
∫ 1
−1
w(−α,−β)(x)g(x)p(−α,−β)j (x)dx
= ‖u‖L2
w(α,β)
gj.
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We have denoted in the above that
g(x) =
(∫ 1
−1
w(α,β)k2(t, x)dt
) 1
2
and
gj =
∫ 1
−1
w(−α,−β)(x)g(x)p(−α,−β)j (x)dx.
Obviously g(x) ∈ Hµ[−1, 1].
Let Tn(x) be the best approximate polynomial of degree n related with g(x), then Jackson’s Theorem shows that En(g) =
max−1≤x≤1 |g(x)− Tn(x)| = O(1)n−µ. So
‖Qng − g‖L2
w(−α,−β)
≤ ‖Qng − Tn−1‖L2
w(−α,−β)
+ ‖g − Tn−1‖L2
w(−α,−β)
≤ 2‖g − Tn−1‖L2
w(−α,−β)
≤ O(1)n−µ.
Hence
‖QnKu− Ku‖L2
w(−α,−β)
=
( ∞∑
j=n
d2j
) 1
2
≤ ‖u‖L2
w(α,β)
( ∞∑
j=n
g2j
) 1
2
= ‖u‖L2
w(α,β)
‖Qng − g‖L2
w(−α,−β)
≤ O(1)‖u‖L2
w(α,β)
n−µ. 
Theorem 4.1 can be generalized easily for the assumptions ∂
jk
∂xj
(t, x) ∈ Hµ,µ[−1, 1]× [−1, 1], then Ku ∈ C j,µ[−1, 1] and
‖QnKu− Ku‖L2
w(−α,−β)
≤ O(1)n−j−µ‖u‖L2
w(α,β)
, where j = 1, 2, . . ..
Theorem 4.2. Let f ∈ Hµ[−1, 1], k(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], 0 < µ < 1, then the exact Galerkin equation (3.2) has a
unique solution un(x) when n is large enough. Moreover,
‖u− un‖L2
w(α,β)
≤ O(‖f − Qnf ‖L2
w(−α,−β)
)+ O(‖K− QnK‖)
≤ O(1)n−µ.
Proof. Since B : L2
w(−α,−β) [−1, 1] → L2w(α,β) [−1, 1] is linear bounded with the norm ‖B‖ = | bsinαpi |, then by Theorem 4.1,
‖BQnK− BK‖ =
∣∣∣∣ bsinαpi
∣∣∣∣ ‖QnK− K‖ ≤ O(1)n−µ.
Sowhen n is large enough, the inverse operator (I+ λ
a2+b2 PnBK)
−1 exists and is a linear bounded operator from L2
w(α,β)
[−1, 1]
to L2
w(α,β)
[−1, 1], which means that the exact Galerkin Eq. (3.2) has a unique solution un(x).
By well-known results of linear bounded operators [17], we have
‖u− un‖L2
w(α,β)
≤ O(1)
(
‖f − Qnf ‖L2
w(−α,−β)
+ ‖K− QnK‖
)
≤ O(1)n−µ. 
Lemma 4.3. Let w(α,β)(x) = (1− x)α(1+ x)β , α + β = 0, 0 < α < 1. Denote % = min{α, 12 }, then
max
−1≤x≤1
|p(α,β)n (x)| ≤ O(1)n1+α−%.
Proof. For any x ∈ [−1, 1], we have [22]
|p(α,β)n (x)| ≤ O(1)
(√
1− x+ 1
n
)−α− 12 (√
1+ x+ 1
n
)−β− 12
,
where O(1) is a constant independent of x and n.
As 0 < α < 1, then
max
−1≤x≤1
(√
1− x+ 1
n
)−α− 12 ≤ (1
n
)−α− 12 = nα+ 12 .
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Since−1 < β = −α < 0, then in the case where−β − 12 ≤ 0, i.e., α ≤ 12 , we have
max
−1≤x≤1
(√
1+ x+ 1
n
)−β− 12 ≤ (1
n
)−β− 12 = n 12−α;
In the case where−β − 12 ≥ 0, i.e., α ≥ 12 , we have
max
−1≤x≤1
(√
1+ x+ 1
n
)−β− 12 ≤ (√1+ 1+ 1
n
)−β− 12 ≤ (1+√2)α− 12 .
Denote % = min{α, 12 }, then max−1≤x≤1
(√
1+ x+ 1n
)−β− 12 ≤ O(1)n 12−% .
Thus, max−1≤x≤1 |p(α,β)n (x)| ≤ O(1)nα+ 12 n 12−% = O(1)n1+α−% . 
Theorem 4.4. Denote by
Ln(w(α,β), x) =
∫ 1
−1
w(α,β)(t)
n∑
j=0
|p(α,β)j (t)||p(α,β)j (x)|dt
the Lebesgue function with respect to the weight functionw(α,β)(t) = (1− t)α(1+ t)β , α + β = 0, 0 < α < 1. Then
max
−1≤x≤1
Ln(w(α,β), x) ≤ O(1)n2+α−%, (4.1)
where O(1) is a constant independent of x and n.
Proof. By Lemma 4.3 we have
max
−1≤x≤1
Ln(w(α,β), x) ≤
n∑
j=0
∫ 1
−1
w(α,β)(t)|p(α,β)j (t)|dt max−1≤x≤1 |p
(α,β)
j (x)|
≤ O(1)
n∑
j=0
‖1‖L2
w(α,β)
‖p(α,β)j ‖L2
w(α,β)
j1+α−%
≤ O(1)
n∑
j=0
j1+α−%
≤ O(1)n2+α−%. 
Similarly, max−1≤x≤1 Ln(w(−α,−β), x) ≤ O(1)n2+α−% .
Let g ∈ C2,µ[−1, 1], denote ‖g‖C2,µ = ‖g‖∞ + ‖g ′‖∞ + ‖g ′′‖Hµ . Then by (4.1) and Jackson’s Theorem, we have
max
−1≤x≤1
|(Png)(x)− g(x)| ≤ O(1)En(g)Ln(w(α,β))(x) ≤ O(1)‖g‖C2,µn−µ−%+α.
So (Png)(x) is uniformly convergent to g(x) on [−1, 1]when g ∈ C2,µ[−1, 1], µ > α − %.
Theorem 4.5. Assume that f (x) ∈ C2,µ[−1, 1], ∂2k
∂x2
(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], % = min{α, 12 }, 2α − % < µ < 1. Then
we have
‖u− un‖∞ ≤ O(1)n2α−%−µ+,
where O(1) is a constant independent of x and n.
Proof. The existence and uniqueness of un have been showed in Theorem 4.2. Under the strengthened assumptions f (x) ∈
C2,µ[−1, 1] and ∂2k
∂x2
(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1], one can see from Theorems 2.6 and 4.1 that the solution u of (1.2) is
continuous on the whole interval [−1, 1].
Moreover, it is easy to see Kf ∈ C2,µ[−1, 1]. Then from Theorem 2.6 it is shown that BKf ∈ C2,µ−α−[−1, 1],
Bf ∈ C2,µ−α−[−1, 1]. So Theorem 4.4 indicates that
‖u− un‖∞ ≤ O(1) (‖PnBf − Bf ‖∞ + ‖PnBK− BK‖)
≤ O(1)n2+α−% · n−2−(µ−α−)
≤ O(1)n2α−%−µ+ . 
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Remark 4.6. In the case where a = 0 and b = −1, then α = −β = 12 and % = 12 . Theorem 4.5 shows that the error
estimate is O(n
1
2−µ+) under the conditions f (x) ∈ C2,µ[−1, 1] and ∂2k
∂x2
(t, x) ∈ Hµ,µ[−1, 1] × [−1, 1]. Obviously, the
restriction µ > 12 is necessary in this case. A similar phenomenon has appeared in [3], in which an error estimate under a
weighted uniform norm is obtained under the assumptions that f ∈ Hµ[−1, 1] and k(t, x) ∈ Hµ,µ[−1, 1]×[−1, 1],µ > 12 .
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