While in recent work the energy efficiency of cloud platforms has been emphasized and many approaches have been proposed to reduce the energy consumption in data centres, the evaluation of the environmental impact of applications running in cloud environments is still a research issue, as well as possible techniques to lower their environmental footprint. In the paper the approach taken in the ECO 2 Clouds project towards assessment of environmental impact of applications and the evaluation of its potential reduction based on adaptive services is illustrated and discussed, including in the discussion the evaluation of alternative possible uses of eco-metrics towards reducing the environmental impact of applications.
INTRODUCTION
Energy consumption in large scale data centres and in clouds is a growing concern that has only recently received necessary attention. Several techniques have been developed to improve energy efficiency in data centre and cloud environments (e.g. Kolodziej et al., 2012) ; (Lindberg et al., 2012) and several metrics have been proposed to assess the obtained results (e.g. Kipp et al., 2012) . In (Beloglazov et al., 2011) a comprehensive survey is provided on the existing approaches for achieving energy efficiency, with particular reference to dynamic power management approaches, both at the hardware and at the software level. At the software level, approaches range from management of workloads at the level of the single servers, to overall workload management at data centre and cloud level.
In cloud computing virtualization provides necessary basis for not only dynamic management of resources but also for making efficient use of available resources while guaranteeing quality of service. Lately research work in the area of cloud computing has been focusing on allocating virtual machines with the goal of improving energy efficiency in cloud infrastructure and reducing environmental impact of cloud computing [Kolodziej et al., 2012) ; (Lindberg et al., 2012) ; (Khosravi et al., 2013) ; (Wajid et al., 2013) . On the other hand, to carry out assessment of energy efficiency techniques and approaches several metrics have been proposed (Kipp et al., 2012) ; (GreenPeace, 2012) . In this respect, the GreenGrid Consortium has proposed a Data Center Maturity Model (DCMM) which, on the basis of computing, networking, infrastructure, and management variables enables users to determine the current performance of data centres and identify ways to achieve greater energy efficiency and sustainability (Singh et al., 2011) . In this work strong emphasis is put on a better use of available resources based on parameters such as for instance the percentage of CPU usage, which, rather than being kept low in the average data centre, should be increased to reach 60% on the average to achieve desired outcome (envisioned by 2016).
Besides energy efficiency, a related stream of research focuses on evaluating and reducing the environmental impact of cloud computing by means of minimizing CO 2 emissions. From the point of view of environmental impact, many proposals are based on deriving from the consumed energy the equivalent estimation of CO 2 emissions. However, in a (GreenPeace, 2012) report, several other factors are highlighted that can also contribute towards environmental impact of cloud computing.
In this respect, reporting of the Carbon Utilization Effectiveness (CUE) is one of the parameters which is starting to be considered by some of the public cloud providers. Another contribution of GreenPeace report is the clean energy index, which considers the energy mix for generation of the utilized energy, siting, the adoption of energy efficiency techniques, and reuse of energy in datacentre or cloud environments.
Notwithstanding the many proposals there is not a single agreed or standard metric or set of metrics that clearly allow the assessment of the environmental impact of cloud computing. In particular, while the above-mentioned work focus on the IT infrastructure (and in some cases also the facility management, which is out of the scope of this work), there is no clear indication on how energy efficiency and environmental impact should be evaluated at the level of application deployed or running on cloud.
If we focus on the assessment of non-functional parameters at application level, adaptive approaches have been proposed ((e.g. in the S-Cube network, (Papazoglou et al., 2010) ) as a way to guarantee quality of service in service-based systems where services are provided in a distributed way to a variety of users and to other service providers. In such environments, a major emphasis is given to the ability of assessing the context of execution, in order to base adaptation on the available knowledge of the context. In (Bucchiarone et al., 2012) such an approach has been particularly studied for composed services, where service is provided through a combination of services to clients requesting it with agreed Quality of Service constraints.
In this paper we describe how in the EU funded ECO 2 Clouds project the assessment of environmental impact of cloud applications is performed, and by virtue of this assessment we evaluate the potential benefit of an adaptive approach that we have developed and implemented in the project. The focus being on the IT components of federated clouds and efficiently running applications in the cloud, considering also the dynamically varying energy mix in the different sites, we show how such an approach could bring more than an order of magnitude of improvement in the environmental impact of cloud applications.
In addition to the discussion about the potential of adaptive and context-aware approaches, the goal of the paper is to put forward a discussion about the possible uses of indicators, not limited to techniques for automatically reducing absolute values of energy consumption and environmental impact.
In this position paper, first, in Section 2, we briefly introduce ECO 2 Clouds project and discuss the assessment of environmental impact of applications as carried out in ECO 2 Clouds and possible approaches for evaluating the assessment. This is followed by a brief description of adaptation techniques used in the ECO 2 Clouds project for reducing the environmental impact.
In Section 3 we evaluate the potential of using adaptation techniques on experimental data while discussing possible options. Finally, in Section 4 we discuss possible approaches for assessing the environmental impact of applications and their potential for improvement.
The paper ends with summary remarks and acknowledgements.
ENERGY EFFICIENCY AND ENVIRONMENTAL IMPACT IN ECO CLOUDS
The ECO 2 Clouds project (http://eco2clouds.eu) investigates strategies and develops mechanisms for environmentally aware cloud sourcing with the aim to reduce energy consumption and CO 2 emissions of cloud applications as well as of the underlying infrastructure.
In ECO 2 Clouds, assessment of environmental impact of cloud computing is carried out by defining a set of layered metrics. The evaluation of the metrics is performed within an adaptive and contextaware application deployment and management approach discussed in the subsequent sections.
Metrics and Assessment
In ECO 2 Clouds, three levels for evaluation of environmental impact are considered: physical, virtualization, and application level. While it is not the goal of the paper to provide details on all metrics concerning each of the three levels (described in detail in ECO 2 Clouds D3.1, 2013), we focus here only on the evaluation of energy and CO 2 emissions related parameters. In ECO 2 Clouds assessment and improvements concerning these parameters relies on the management of IT component of the cloud infrastructure, and in particular on the computing components.
In ECO 2 Clouds energy is evaluated at physical level of cloud infrastructure, based on measurements from PDU (Power Distribution Units), for each site of the federated cloud. From these measures, energy consumption is evaluated for each server or host of each cloud site. From measurements at host level, considering the running virtual machines and their CPU usage, the energy consumption is mapped and evaluated for each virtual machine.
A third level introduced in ECO 2 Clouds concerns the actual use of VM by applications. We assume that one or more applications (or service) can be executed on a VM, and, based on their execution parameters, such as start and termination times and CPU usage for each service, power level and energy consumption are evaluated for each running service.
ECO 2 Clouds utilises a federated cloud infrastructure composed of three geographically distributed cloud sites located in Germany, France, and UK (details of the characteristics of the sites are provided in the ECO 2 Clouds web site), where the energy mix (i.e. proportion of coal, nuclear, hydro etc.) is known for each site. Such energy mix can vary based on the time of the day and of the year. Using the energy mix information alongside energy consumption measure the CO 2 e (Carbon dioxide equivalent) emissions can be evaluated, for all three levels, i.e., physical, VM, and applications as a measure for environmental impact of the underlying cloud infrastructure and applications. In this way, it is possible to give to users a rather precise evaluation of the environmental impact of their cloud applications based on above-mentioned data.
Adaptation Actions
Based on the defined metrics, their evaluation can be the basis for establishing an adaptive control system for reducing the environmental impact of cloud computing.
As mentioned above, several approaches have been proposed in the existing literature for improving energy efficiency in the cloud (for example, as discussed in (Beloglazov et al., 2011) and (Lindberg et al., 2012) .
In ECO 2 Clouds, the problem of energy consumption and CO 2 emissions is addressed at the software level, assuming that optimization at the server and operating system level is not under control of the cloud platform or the users.
In this respect, actions that can be applied within the context of ECO 2 Clouds are at two levels i.e. VM level and application level. This limitation is primarily based on the use of BonFIRE platform (BonFIRE, 2013) and its functionalities that are made available for usage and experimentation in the ECO 2 Clouds project.
Further actions could be envisioned in other platforms; however, we briefly mention here the principal two types of actions under consideration, as a basis for the following discussion: -VM level: here the main goal is scheduling of VMs on available cloud resources with a focus on consolidation, to be able to save energy by possibly switching off unused machines, and freeing less used computing resources for other uses. -Application level: actions inspired by dynamic service composition approaches, VM reconfiguration and usage management of long running applications (such as the ones described in (Cappiello et al., 2013) ), starting, freezing, reactivating, and terminating one or multiple VMs on which the application is running based on the applications' internal and execution context information.
POTENTIAL OF ADAPTATION
A first approach for a general evaluation of the environmental impact is to evaluate the total energy consumption and consequent CO 2 emissions over a given period of time.
In ECO 2 Clouds, the Zabbix monitoring solution used in BonFIRE has been extended with the defined eco-metrics, since each cloud site in the BonFIRE federated cloud already provides a Zabbix server which uses Zabbix client agents to capture the cloud resource utilization data at host and VM levels. These Zabbix agents can be used to retrieve energy consumption and CO 2 related data for two of these layers: physical and virtual resources (Tenschert and Gienger, 2013) .
Application level metrics are evaluated within the application deployment environment. The general architecture is shown in Fig 1. Three cloud sites are considered as testbeds in ECO 2 Clouds.
An example of display of power metrics is shown in Figure. 2. In addition to the graphical interface and exports in spreadsheets, a REST interface for interacting with the application level control environment has been developed.
In this section we base our discussion on an analysis from the experimental data, starting from the assumption that in the beginning there is no VM management.
For an evaluation of the potential of considering the execution context of applications for their dynamic management, we consider for a rough evaluation an average CO 2 e conversion factor for each given site. A further improvement could be gained considering also daily and seasonal variations in the energy mix, but we do not consider this in this paper to simplify the presentation, with the goal of giving an approximate estimation of the possible gains. However, the energy composition is actually available as a monitored parameter within Zabbix, together with the other eco-metrics defined in ECO 2 Clouds project.
We assume to run applications initially on 10 separate physical servers, running with an average power of 133 W. Due to the different energy mix in the three countries, as reported in (ECO 2 Clouds, D3.1, 2013) we can assume an average value of 85 gCO2e/kWh for France, 706 gCO2e/kWh for Germany, and 567.17 gCO2e/kWh for UK. Due to the application of VM consolidation techniques, based on the target goals of DCMM (GreenGrid, 2011), we can assume that the load of the servers can raise from 20% to 60%, owing to activating and deactivating the VMs as needs arise.
However, when running VMs in a BonFIRE cloud, we have also to assume that an experiment (i.e. the allocation of VMs to a user according to his requests) is immediately started, and in addition, since a duration for the experiment has to be specified in advance, it is likely that the user will have to ask for more resources and for a longer time than needed because in case the application is not completed at the end of the requested period, the experiment will be stopped (and in this case will have to be started again).
From application level it is difficult to assess the potential reduction of environmental impact that can be gained from the ability to manage VMs, thus there are opportunities for user and the application to better control and manage their allocated resources. However, this depends on the initial configuration of the experiment, as well as from the type of the applications. For instance, in our experimentation first simulations show a potential impact from 10 to 50%. In Fig. 3 we report a first evaluation of the potential reduction, with respect to the given initial situation. In the figure it is clear that in cases such as the one considered in the cloud federation, running in three different countries, the impact of the location is preponderant, and, combined with dynamic resource management, the potential gain could be on the order of two orders of magnitude. However, some additional considerations are necessary and will be discussed in the next section.
DISCUSSION ON EVALUATING THE ENVIRONMENTAL IMPACT OF CLOUD APPLICATIONS
From the reported example, it becomes clear that the simple definition of eco-metrics is not sufficient for an assessment. First of all, a coarse evaluation based on total energy and CO 2 e emissions can be misleading in some cases. In fact, it might lead to allocating the load only on a few of the available servers, and only in a single country when the energy mix is very different in the federated cloud.
In addition, it has to be considered that reducing power does not always imply reducing energy consumption (see, for instance the discussion in (Chen et al., 2011) ). In fact, applications might take longer to execute, so the reduction in energy consumption is not necessarily proportional to the reduction of power, and in some situations might even result in an increase of power consumption. Alternative approaches can also be considered, based on the available metrics, to take into consideration other factors. One aspect is that considering only energy and CO 2 e could result in violations of other parameters, for instance Quality of Service. To avoid this, assessment of environmental impact should be based on the evaluation of many factors. As in service-oriented systems, this approach can result either in considering a set of thresholds to be satisfied, or in defining a utility function for a global assessment of the system. In this case, other factors could be considered, such as the importance given by the users to some quality parameters or for a given energy mix (e.g., excluding coal or nuclear sources). Since the evaluation of importance could vary based on the user preferences, or even based on the specific nature of each single application, the user should be enabled to establish his own preferences for making an evaluation.
Other factors, even if not relevant at the moment within the BonFIRE platform as it is currently provided, could be linked in the future to variable costs of the provided service under different conditions such as the use of specific infrastructure at specific time, under specific QoS parameters and under specific energy consumption or CO 2 footprint related constraints.
These considerations would result in different evaluations when considering the user views and cloud provider view, which would give a different emphasis on different parameters. A comparison in such cases might be difficult, as well as an assessment of the final result.
A completely different approach could be based on management considerations, such as avoiding critical events (as proposed, for green IS, in (Reiter et al., 2013) ). Critical events in cloud computing, when focusing on energy and environmental impact, could be the need to avoid reaching power limits in a data centre, which usually results in limited service or in additional costs for energy provisioning, or using on-demand resources in one of the sites of the federated cloud when other resources are available instead in other sites.
Finally, giving the users information about the energy consumption and related monitored information could raise awareness of ecological implications of their computing requirements, which in turn could encourage modification in user behaviour. For instance, if a user needs to report CO 2 e emissions for his applications, and he sees a potential for reduction while running the application in a given site or in a given time of the day, he might schedule to run his applications, if not time critical, taking also these factors into consideration. In other cases, the user might realise that his use of allocated VMs is not optimal (in terms of energy consumption or CO 2 e emissions) in a specific deployment configuration and that different configurations might reduce wastage of available computing resources e.g., by consolidating certain VMs in a specific host, exploiting better multicore architectures, or interleaving I/O intensive applications with computing intensive ones. In this respect, awareness of energy consumption or environmental impact of computation can encourage users to change their behaviour and consider different factors in application deployment and execution decision making model.
CONCLUDING REMARKS
In the paper we have presented the ECO 2 Clouds approach to monitoring energy consumption and CO 2 emissions as eco-metrics in a federated cloud environment. We have discussed the potential for exploiting the use of eco-metrics in different directions, ranging from the evaluation of environmental impact of cloud computing to encouraging the changes in behaviour of users.
ECO 2 Clouds will also develop sophisticated mechanisms for automatic optimization of application deployment configurations based on context-aware service provisioning in the cloud. Optimization will be carried out both at the scheduler level and at the application level during the execution lifetime of applications.
Experimentation in the project will be aimed at testing different types of application case studies, ranging from computing intensive to more interactive and cloud specific long running applications, to analyse how different factors could have an impact on approaches for assessment of environmental impact and create new opportunities for optimization of energy consumption and CO 2 e footprint or for a more informed user behaviour that can lead to further developments and innovation in this area.
