Introduction
Stochastic differential equations (SDE) of the type dX t = V (t, X t )dt + dB t , X 0 = x (1.1)
where B is a d-dimensional Brownian motion and V : [0, T ] × R d → R d a smooth enough vector field, have been deeply investigated and are nowadays well understood. The picture becomes blurred when we take V to be a Schwartz distribution since it is already unclear how to define a convenient notion of solution. Nevertheless some advances have been recently made in [7] , where the authors investigate the case of a time dependent distributional drift taking values in a class of Sobolev spaces with negative derivation order on R d .
The attempt of the present paper is to generalize the recent work of F.Delarue and R.Diel. In [6] , they construct solutions to SDEs with V (t, ·) = ∂ x Y (t, ·) and Y a (1/3 + ε)-Hölder function in space on some interval I ⊆ R, by formulating a Stroock-Varadhan martingale problem for (1.1). What we aim at is to go beyond the one dimensional case and consider a distributional drift on R d for d ≥ 1. More precisely we study the case of V ∈ C([0, T ], C β (R d , R d )) for β < 0, where C β (R d , R d ) is the Besov-Hölder space of distributions on R d (see (4.6) for the exact definition). In the same spirit as [6] , we prove well-posedness for the martingale problem corresponding to (1.1) by analyzing the partial differential equation associated to the generator G V of the diffusion. Such generator has the following expression
In general, one would want to say that a probability measure P on Ω = C([0, T ], R d ), endowed with the Borel σ-algebra B(C([0, T ], R d ), solves the martingale problem related to G V starting at x, if the canonical process X, X t (ω) = ω(t), satisfies 1. P(X 0 = x) = 1,
for any T ⋆ ≤ T and every test Schwartz function
is a square integrable martingale with respect to P.
The problem here lies on the fact that
, is not a function anymore but a distribution so that it is not clear what meaning to attribute to (G V ϕ)(s, X s ). In order to bypass such an issue, it is convenient to solve the partial differential equation
for a sufficiently large class of output functions f and terminal condition ϕ T , and therefore replace the assertion (1.2) with the requirement that the process ϕ(t, X t ) − t 0 f (s, X s )ds t is a square integrable martingale for every f in such a suitable class and ϕ the solution of (1.3).
However partial differential equations (PDEs) of the type of (1.3) cannot be classically handled since the presumed solution is not expected to be smooth enough to allow to define the ill-posed term V · ∇ϕ. To deal with it, F. Delarue and R. Diel in [6] , inspired by the recent achievements in the field of the stochastic PDEs, adopt the technique introduced by M.Hairer in [18] to solve the KPZ equation. More precisely they exploit Lyons rough path theory [25] to interpret the ill-defined product as a rough integral (we refer to [8, 10] for a thorough exposition on rough paths).
Despite the possibility of overcoming the well-posedness issues, rough path theory has the dramatic disadvantage of being crucially attached to the one parameter setting so that there are simply no hope to go beyond the one-dimensional case with those techniques. Nevertheless two highly non trivial generalizations have been recently made, the theory of regularity structures introduced by M.Hairer in [18] and the paracontrolled distribution approach due to M.Gubinelli, N.Perkowsky and P.Imkeller in [13, 14] . While Hairer's theory is formulated in a generality that allows to handle more singular SPDEs, for the present paper we prefer to employ the paracontrolled approach because we reckon it to be somehow simpler and hands-on.
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Description of the main results
As we pointed out in the introduction, the main ingredient to make sense of the martingale problem for (1.1), as well as the core of the present paper, is a well-posedness result for the equation (1.3). 
the flow F : (V, f, u T ) → u of equation (2.4) is a locally Lipschitz map from
The person familiar with Young's integration theory can guess that the previous theorem corresponds to the case in which the sum of the Hölder-regularity of two functions is bigger than one. As shown in section 5, the proof is rather straightforward since equation (2.4) can be interpreted in a somewhat classical way. Things become subtler when one turns his attention to the so called "rough case", i.e. when V ∈ C([0, T ], C β ), for β < − 1 2 . Indeed, it is well known that the distribution V in itself is not sufficient to make sense of the equation so that an extra "piece of information" must be provided in order to give a consistent notion of solution for (2.4) . In other words, V must be "enhanced" and the way in which such an enhancement can be performed is prescribed by the following definition. 1 2 , θ < γ < β + 2. Let S c be the operator assigning to every triplet (2.4) .
Then there exists a unique continuous map S r :
that extends S c in the following sense
Let us introduce a simple convention that collect under one name the rough and the Young regime. ) and that V can be lifted to an element V ∈ X γ , for γ < β + 2.
We are now ready to formulate a suitable Stroock-Varadhan martingale problem for (1.1), namely , the usual Borel σ-algebra. We say that a probability measure P on (Ω, F ), endowed with the canonical filtration (F t ) 0≤t≤T , solves the martingale problem with generator G V starting at x ∈ R d , if the canonical process X t (ω) = ω(t) satisfies the two following properties We can now state the well-posedness result for the martingale problem defined in 2.5.
Then there exits a unique probability measure P on (Ω, F , (F t ) 0≤t≤T ) which solves the martingale problem with generator G V starting at x, for every x ∈ R d . Moreover, the canonical process X t (ω) = ω(t) is strong Markov.
A nice implication of this result is that it allows to construct the polymer measure in 2 and 3 dimensions with periodic random environment. where δ is the Dirac delta distribution. Let ξ ε be a mollification of ξ defined by
whereξ is the Fourier transform of ξ, e k is the Fourier basis L 2 (T d ) and m a smooth radial function with compact support such that m(0) = 1. For every ε > 0, define the probability measure 
Solving the Stroock-Varadhan martingale problem
In this section, we prove Theorem 2.6 by showing at first that the martingale problem in definition 2.5 admits a solution and then that such a solution is unique and satisfies the strong Markov property.
We will focus on the case β ∈ (− 2 ), the case β > − 1 2 being analogous. From now on we will take (ρ, θ, γ) ∈ R 3 as in Theorem 2.3,
such that there exists V n a smooth regularization in space of V for which, as n → ∞, K (V n ) converges to V in H γ , where K is defined according to Definition 2.2.
Existence
Let X n be the unique strong solution of the SDE
For i = 1, ..., d, let u n = (u n,1 , ..., u n,d ) be such that for every i, u n,i is the unique solution of the equation
Take 0 < s < t < T and apply Itô's formula to the process {u n (t, X t )} t , so that
In order to prove tightness for the sequence (X n ) n we want to exploit Kolmogorov's criterion, therefore we need to bound the p-th moment of the increments of X n , uniformly in n. For p ≥ 1, by standard properties of the Brownian motion B and Burkholder-Davis-Gundy inequality, we obtain
Notice that the last term of the previous can be bounded by
where we recall that θ > 1 and hence C θ−1 is continuously embedded in L ∞ (R d ). Adding and subtracting u n (s, X t ), the first summand in (3.5) becomes
Now, for the first term we can exploit the regularity in time of our solution which for the second ∇u n (s)
, since we chose u n as the solution to our mollified equation with zero terminal condition.
Since u n converges to the solution u constructed in the Theorem 2.3, each of the norms of u n can be replaced by the analogous of u and (3.5) becomes
At this point, the bound (5.19) in Proposition 5.6 guarantees that it is possible to choose T ⋆ > 0 such that
Pulling the second summand of the right hand side to the left hand side, we obtain
for all 0 < s < t < T ⋆ . Denote by X n,1 (t) = X n (T ⋆ + t). Since T ⋆ does not depend on the initial condition x and the solution u is defined on the whole interval [0, T ], we can repeat the previous argument so that
Iterating the procedure on
. . , we finally get
for all s, t ≤ T . Kolmogorov's criterion implies tightness of the sequence
It remains to show that every limiting process solves our martingale problem. To this purpose, let (X n ) n be a subsequence converging to
) and u n be the solution to the generator equation G V n u n = f with terminal condition u τ . Applying Itô's formula to u n (t, X n t ) we obtain
Let Z n t denote the left hand side of the previous. Then
T ∇u
which implies that Z n t is a sequence of square integrable martingales, bounded in
. Taking the limit as n → ∞, we conclude
and this ends the proof.
Uniqueness and Markov Property
Let P 1 and P 2 be two solutions of the martingale problem starting at x. Let f ∈ C([0, T ], L ∞ (R d )) and u be the solution of the generator equation G V u = f with zero terminal condition. Since under both P 1 and P 2 the canonical process X is such that u(t, X t )
is a martingale, we have
Therefore,
Since the previous holds for every
, we conclude that the process X has the same marginals under P 1 and P 2 . By a straightforward adaptation of [Theorem 4.2 point (a) in Chapter 4 of [11] ] (the main difference lying in the fact that our generator is time-dependent, but that does not affect the proof in any sense) we deduce that it has the same finite dimensional distributions and it is Markov with respect to both probability measures, which in turn guarantees uniqueness. For the strong Markov property we need instead [Thereom 4.6 and Theorem 4.2 part (c) of Chapter 4 of [11] ].
Besov spaces and Paracontrolled calculus
All the results given in this section can be found in [1] and [13] , we limit ourselves to recall the most important definitions and statements. With F is the Fourier transform.The Besov spaces are defined via Littelwood-Paley projectors. Let χ, ̺ ∈ D be nonnegative radial functions such that 1. The support of χ is contained in a ball and the support of ̺ is contained in an annulus;
For the existence of χ and ̺ see [1] , Proposition 2.10. The Littlewood-Paley blocks are then defined as
The Besov spaces are given by
In the present paper, we will often deal with the special case p = q = ∞, so we introduce the notation
the norm. In case n = 1, we will simply write C α .
In order to manipulate stochastic terms and exploit properties of the elements in Wiener chaos, we will bound their norm in Besov spaces with finite p = q and then get back to the space C α . To do so, the following Besov embedding will prove to be fundamental.
Taking f ∈ C α and g ∈ C β we can formally decompose the product as
With these notations at hand, we can state the following Proposition.
Proposition 4.2 (Bony's Estimates
Summarizing, the previous Proposition tells us that the product of general f ∈ C α and g ∈ C β is well-defined if and only if α + β > 0 and in this case f g ∈ C δ , where δ = min{α, β, α + β}.
One of the key result of the paracontrolled analysis carried out in [13] , is a commutation relation between the operators ≺ and •.
Proposition 4.3. Let α, β, γ ∈ R such that α < 1, α + β + γ > 0 and β + γ < 0 then
is well-defined when f ∈ C α , g ∈ C β and h ∈ C γ and more precisely
We now describe the action of the heat flow on Besov spaces and state result concerning its commutation with the paraproduct.
Proposition 4.4 (Schauder's Estimates). Let
t∆ be the heat flow, θ ≥ 0 and α ∈ R. Let f ∈ C α and 0 ≤ s < t then we have
] the latter bound becomes
Moreover if α < 1 and β ∈ R, the following commutator estimate holds
for all g ∈ C β .
For notational convenience, let us define I(f )(t, x) := t 0 P t−s f s (x)ds. Since we will be working with explosive norms and we aim to get a fixed point for suitable maps, the following simple corollary will be very useful.
Proof: The proof is a straightforward application of Proposition 4.4, indeed, for 1 we have
where the last passage is justified by the fact that, since α−β 2 > −1 and γ < 1, the integral is finite and
For the second part, we have
where the last inequality follows by applying Proposition 4.4 first and part 1 of Corollary 4.5 then. In order to conclude, let us take a better look at the integral appearing on the right hand side of the previous. If δ > γ we have
On the other hand if δ γ, upon setting r = s + x(t − s) we get
and the latter integral is finite. From this, the conclusion immediately follows.
Since at some point we will need to deal with time regularity, it is useful to introduce the space C ρ ([0, T ], F ) of ρ-Hölder function with values in the Banach space (F, · F ) equipped with semi-norm
Solving the Generator equation
At this point we want to prove existence and uniqueness for the PDEs connected to (1.1). Let us set J T (f )(t, x) = T t P r−t h(r)dr, so that the mild formulation of our generator equation reads . Therefore, in this case we can directly apply Bony's estimates and construct the solution to the equation in a somewhat classical way. On the other hand, to overcome the − 1 2 barrier, another method has to be exploited and paracontrolled distributions must be introduced.
The Young case:
In order to construct the solution of our generator equation we will use a fixed point argument, i.e. we will define a map that is a contraction on a suitable space and prove it admits a unique fixed point. Let α ∈ (1 − β, β + 2),
Notice that
where the second inequality is a simple application of Corollary 4.5 and the last follows by Bony's estimates. Therefore, setting γ = β−α 2 + 1 we have
The next Proposition summarizes what obtained so far and shows that we can build a global in time solution to (5.
10). Then there exists γ > 0 such that the following bounds hold true
Hence, there exists T ⋆ ∈ (0, T ) small enough and depending only on 
Proof. The bound (5.11) is proved above and an analogous argument shows that (5.12) also holds true. Therefore there exists T ⋆ ∈ (0, T ) small enough and depending only on
) in itself and, by Banach fixed point theorem, it admits a unique fixed point. Now, since the T ⋆ determined above depends only on V and not on u T , we can extend our solution to the whole interval [0, T ], iterating the construction we just carried out, so that the resulting u is defined on the whole interval 2 and u V (resp. uṼ ) to be the solution of the equation G V u = f (resp. GṼ u =f ) with terminal condition u T (resp.ũ T ), we see that if
which proves that F is indeed a locally Lipschitz map.
For the martingale problem to be well-posed we need the solution of the generator equation to have some regularity in time and this is exactly the content of the next Proposition.
Proposition 5.2. Under the same assumptions of Proposition 5.1, let u be the global in time solution to
for all ρ and ε such that ρ + 2ε ≤ α.
The rough case:
In order to study the rough case, let us assume for the moment that V is a smooth function. Thanks to Bony's decomposition of the product we can rewrite (5.9) as
where
What we see at this point is that when V is a distribution in
the only ill-defined term of the equation (5.13) is the resonant term contained in u ♭ . Nevertheless, Proposition (4.2) suggests that, at least formally, u ♭ (t) ∈ C 2θ−1 for θ < β + 2.
In order to have a better understanding of the equation we need some insight regarding the expected structure of the solution, so that we can correctly identify the space of paracontrolled distributions in which we can hope to have a fixed point. The next Lemma serves exactly this purpose.
. Then the following inequality holds
with κ :
Proof. By direct computation, we can express the right hand side of the inequality as the sum of two terms
where I 1 and I 2 are rispectively given by
Using the commutation result in (4.4) we directly get
By Schauder's estimates, we obtain
The previous Lemma suggests that, at least at a formal level, the solution u of our equation admits the following expansion
is more regular than u itself. On the one hand, equation (5.14) conveys the algebraic structure we expect the solution of (5.9) to have and on the other, it tells us that u exhibits the same behaviour, resonates along the same frequencies, as J T (V ). This is exactly the core idea of the paracontrolled approach developed in [13] and it will allow us to conveniently define the ill-posed term.
We are now ready to introduce the space of paracontrolled distribution associated to the equation (2.4). 
is a complete metric space.
The advantage of the paracontrolled formulation is that the problem of well-posedness for the product can be transferred from the distribution u, that we have to determine and is therefore unknown, to V , or better J T (V ), which on the other hand is given. To see how this works, take
so that the resonant term, for V smooth, can be written as
Bony's paraproduct estimate we immediately deduce that U ♯, j is 2α − 2-regular in space and, since α > 4 3 , we conclude that the last summand is well-defined even when V (t) ∈ C β (R d ). In order to make sense of the second summand we need to exploit the commutator in Proposition 4.3 which gives
where the last term of the previous can be extended in a continuous way to
Such a decomposition suggests that the term ∇u · V should be a continuous functional of (u, u ′ ) and V ∈ X γ and this is exactly what the next Proposition proves.
Proposition 5.5. Let T > 0 and
Then ∇u • V is well-defined and the following estimate holds
Finally, the product ∇u · V is defined according to Bony's decomposition and equation (5.16) .
Proof. At first notice that, by the definition of U ♯ given in (5.15) and Bony's paraproduct estimate, we have
which immediately gives, for α > 1
The result then follows by Bony's estimates, Proposition 4.2, and the commutator, Proposition 4.3.
At this point we have all we need in order to setup our fixed point argument. Indeed let V = (V 1 , V 2 ) ∈ X θ be an enhancement of V , i.e. V = V 1 , and set M to be the map from
T,V , α < θ and ψ T t = P T −t u T , where the term ∇u · V is defined according the Proposition 5.5. Finally, set
The point now is that we can prove that this map is a contraction of the space D α,θ,ρ T,V in itself and therefore it admits a unique fixed point in this space.
V,T in itself and the following estimates hold
with κ > 0 depending only on (α, θ, ρ, γ).
in a suitable norms. More precisely we have to control the following quantity
with the right hand side of (5.19).
Bound on:
According to the definition of M (u, u ′ ) we have to estimate the
Since the heat-flow P t is a bounded linear operator from C θ to itself we get immediately that
By Corollary 4.5 we have
Let us focus on the two terms J T (∇u ≺ V ) and J T (∇u ≺ V ). Applying once more Corollary 4.5 and Bony's estimates we obtain
We will now treat the resonant term J T (∇u • V ). By the first part of Corollary 4.5 and Proposition 5.5 we directly get
which completes the study of the term M (u, u ′ )
In this case we have to bound the derivative of the terms in (5.21) 
Thanks to Proposition 4.4 we see that
The second part of Corollary 4.5 guarantees that, for 0 ≤ s < t ≤ T ,
Analogously, by Bony's estimates we get
Finally, by Corollary 4.5 and Proposition 5.5 we have
By definition we have that M (u, u ′ ) ′ = ∇u and, by assumption,
However this not yet the needed bound due to the missing factor T γ . Let us no observe that
Now it suffices to observe that we have two ways to estimate the first summand
where ∆ i is the i-th Littlewood-Paley block. Then interpolating this two bounds we get
Now, by Schauder's estimates we directly have
which gives the needed bound for the term Ψ T . Lemma 5.3 and the fact that α < θ imply
For J T ∇(∇u ≻ V ) we exploit once more Corollary 4.5 and Bony's estimates, so that
At this point it remains only to estimate the term J T (∇u • V ). Again by Corollary 4.5 and Proposition 5.5 we have
This completes the study of the last term M (u, u ′ ) ♯ . Now, putting all the previous estimates together we conclude the validity of the bound (5.19) . Notice that the map (u, Our solution u is obtained by a fixed point procedure on the space of paracontrolled distribution and therefore it is well-known that it gives rise to a continuous flow (u T , f, V ) → S r (u T , f, V ) (see [13] for more details).
Let V be a smooth function and V = (V, J T (∂ j V i ) • V j ) j its enhancement. The algebraic expansion given by the equation (5.16) implies that the term ∇u · V , defined by the Proposition 5.5, coincides with the one defined in the classically and therefore the solution u constructed by the fixed point procedure in this section coincides with the classical one by uniqueness. Therefore the relation
is justified, where we recall that S c is the flow of the equation
and this completes the proof of Theorem 2.3.
Construction of the polymer measure
In this section we will construct the so called polymer measure in dimension d = 2, 3 and show how to exploit the techniques developed so far to prove Theorem 2.7. More concretely, our purpose is to make sense of
where W is the Wiener measure on
, ξ a spatial white noise on the d-dimensional torus T d independent of W, and C is an infinite renormalization constant. As it is written (6.22) is only formal since we are exponentiating the integral in time of a white noise, which is a distribution, over a Brownian path and dividing then by an infinite constant, all operations that require to be given a meaning to. To this aim, let ξ ε be a mollification of ξ with mollifier m, as in Theorem 2.7, Q ε the measure defined by
and h ε : R + × T d → R be the local in time solution to the equation
where c ε is the diverging constant introduced later in the Theorem 7.11. For ξ ε smooth, h ε is known to exist and be regular, therefore the process
is clearly a square integrable martingale. Girsanov's theorem then implies that, under the measure defined bỹ
the canonical process has the same law as the solution X ε to the SDE
when one chooses V ε (t, x) to be ∇h ε (T − t, x). But now, applying Itô's formula to h ε (T − t, X ε t ) and recalling that h ε solves (6.23) we conlude thatQ ε T (dω) = Q ε T (dω). At this point we can take advantage of Theorem 2.6, whose applicability is ensured by the next proposition, which guarantees the existence of a unique limiting measure for the sequence (Q ε T ) ε and consequently for the sequence (Q ε T ) ε .
Proposition 6.1. Let h ε be the local in time solution to (6.23) for d = 2, 3 and Let us stress the fact that the proof of Proposition 6.1 boils down to a well-posedness result for the equation
In the one dimensional case with ξ a space-time white noise, the previous is nothing but the celebrated KardarParisi-Zhang equation [20] , which was successfully studied by M.Hairer in [18] and subsequently by M. Gubinelli and N.Perkowski in [15] . The regularity issues one encounters when dealing with the three dimensional version are morally the same these authors had to face and the techniques we will exploit are somewhat similar to theirs (especially to [15] ). For the sake of completeness, we will still prove 6.1 pointing out the difficulties one has to overcome and illustrating the main steps one needs to undertake in order to solve (6.24), still keeping it as concise as possible and referring the interested reader to the quoted papers.
7 A KPZ-type equation driven by a purely spatial white noise
Expansion of the equation
We give here the proof for d = 3 since the two dimensional case follows by simpler arguments. Let us consider the case of non-zero initial condition and write (6.24) in its mild formulation
where I is defined as in section 4 and ξ is the usual space white noise on T 3 . Since ξ ∈ C η (T 3 ) for η < − 3 2 , we expect h to have spatial regularity not better than η + 2 and therefore the nonlinear term in (7.25) is not well-defined.
For now, let us assume ξ to be smooth. In the same spirit of [18] , we see that h can be expanded as h = X + X + 2X + v so that h solves (7.25) if and only if v satisfies
where 27) and the terms X, X , X , X , X are given by
X t = I(∇X · ∇X)(t), X t = I(|∇X | 2 )(t).
(7.28)
What we observe now is that when ξ ∈ C η for η < − The idea is then to divide the study of the equation in two distinct modules. On one side, with purely analytic arguments we will determine a fixed point map in a suitable subspace of the space of distributions, assuming the existence of processes X = (X, X , X , X , X ) with suitable regularities. On the other, we will exploit probabilistic techniques to construct X starting with a white noise ξ, through a regularization procedure.
Analytic part
Let us begin by introducing the space in which X lives.
Definition 7.1 (Rough Distribution
where η , η , η , η are given by (7.28) upon substituting η to X, and
We define the space X ̺ of rough distributions as
where the space
) equipped with his usual norm. We denote by X = (X, X , X , X , X ) a generic element of this space. Moreover if η ∈ C([0, T ], C ̺ (T 3 )) coincides with the first component of X ∈ X ̺,r we say that X is a enhancement (or lift) of η.
Remark 7.2. It is wise to notice that the three constants a, b appearing in Definition 7.1 play the role of renormalization constants. More precisely, we will see in the next section that if ξ denotes the three dimensional
space white noise and X = I(ξ), then there is simply no hope to define the term X as the limit of I(|∇X ε | 2 ), X ε being a smooth approximation of X. However, we will show that there exists a diverging constant c ε such that I(|∇X ε | 2 )(t) − c ε t converges to a non trivial limit. Moreover let us remark that the terms X also need to be renormalized upon subtracting two diverging constant c ε .
Remark 7.3. One of the main difference with the KPZ equation studied in [18] is the stochastic term X doesn't need any renormalization as we will see in the Theorem 7.11.
Given X ∈ X ̺ , ̺ < 1 2 , the goal of this section is to setup a fixed point argument for equation (7.26) . Now, from the regularity we imposed on X we see that the expected spatial regularity of the solution v should be ̺+ 1 and not better so that all the terms are well defined, thanks to Proposition 4.2, with the exception of ∇v · ∇X. This difficulty can be handled in the same way as in section 5.2, namely we will exploit once more the idea of paracontrolled distributions introduced in [13] . 
Definition 7.4 (Paracontrolled Distributions). Let
where, for β ∈ (0, 3α − 1), γ ∈ (2α, α + 1 2 ), δ ∈ (2α − 1 2 , α), the norms · i , i = 1, 2, 3 are defined by
T , we say that u is paracontrolled by Q X and we endow D Q T with the metric
At this point let us assume that v ∈ D Q T . Then, we can rewrite the resonant term as
where, thanks to Bony's estimates and since α > 
Provided we can make sense of ∇Q • ∇X through other means, the resonant term is now well posed and has spatial regularity given by 2α − 1. Proof. The argument above justifies the expansion we made and guarantees the well-posedness of the resonant term. In order to obtain the required bounds it is sufficient to apply Corollary 4.5, Bony's estimates (Proposition 4.2) and the commutator Lemma (Proposition 4.3). Indeed,
Proposition 7.5. Let
and I ∇X • ∇v
where, in both cases, the first inequality follows by Corollary 4.5 part 1, and the second by Propositions 4.2 and 4.3. As before,
but we apply the second part of Corollary 4.5 instead of the first. Since 
Now, we expect v ♯ to have spatial regularity greater than the one of v but all the terms in the first line, not involving the initial condition have regularity α + 1 and not better. The point here is to take advantage of the difference and prove it has regularity better than each of its summands. The next Proposition will suggest how to take v ′ and Q in order to achieve the hoped result. , and f be such that
Proof. Let us rewrite the left hand side of (7.31) as
Let us consider the two summands separately. Thanks to Proposition 4.4, (7.32) is bounded by
where we used the fact that β < 3α − 1 and δ < α < ̺. For (7.33) we apply the commutator (4.7) in Lemma 4.4, so that we obtain
the last passage being justified by the fact that β < 3α − 1. Since 2α − 1 2 < δ we obtain (7.31).
Proposition 7.6 conveys that if we take
we should be in business, i.e. we should be able to determine a fixed point map in the space of paracontrolled distributions D Q T . So far we have put all the elements in place and we have now the tools we need in order to prove that, for a given rough distribution X ∈ X ̺ equation (7.26) has a unique local in time solution.
where the product term has to be understood according to Proposition 7.5 and R v is defined by (7.27) . Then
T and there exists ϑ > 0 such that
Proof. As already pointed out, G (v, v ′ ) has indeed the algebraic structure of a distribution paracontrolled by Q once we set
In order to obtain the bound (7.34), let us separately consider each term. Let us begin with
. . , 4 to be the corresponding summand in the definition of Γ(v, v ′ ) ♯ , where I 2 is the difference, so that
Now, as a trivial consequence of Proposition 4.4 and since, by definition, Q 0 = 0 , we have
For I 2 , Proposition 7.6 tells us that
I 3 is covered by Proposition 7.5, while for I 4 we have
where the first inequality follows by Corollary 4.5 while the second by Bony's estimate (Proposition 4.2) and (7.36). Hence, collecting the bounds obtained so far, we conclude that Γ(v, v ′ ) ♯ 3 satisfies (7.34).
By analogous arguments, we proceed with Γ(v, v ′ ) ♯ 1,x . By Corollary 4.5, we have
while Proposition 7.5 takes care of the resonant term, Proposition 4.2 and (7.36) allow us to conclude that
Finally, let us bound the last norm. Let 0 ≤ s < t ≤ T . At first, notice that a straightforward application of Proposition 4.4 gives
then, using the fact that P t and ∇ commute and the second part of Corollary 4.5 we have
Now, Proposition 7.5 deals with the resonant term, while the paraproducts can be bounded by
where we used the more compact notation f ≺≻ g = f ≺ g + f ≻ g. Arguing as before we conclude that (7.34) holds true. The second bound in the statement can be obtained analogously.
Summarizing what achieved so far, we have the following statement.
Theorem 7.8. Let
) the flow of the classical equation 
Remark 7.9. The fact that the equation (7.37) is globally well-posed when η is a smooth function is ensured by the fact that, thanks to the Cole-Hopf transform, we know that e h is the solution of the linear equation
which admits a unique global strictly positive solution when the initial condition is identically equal to 1.
Remark 7.10. We end this section by remarking that when d = 2, the space white noise lies in the space
and that an expansion of order one is needed in order to make sense of the equation (6.23) . Moreover in this case the map S rKP Z is simply a continuous functional of (η, η )
Stochastic part
Let ξ be a space white noise on T 3 and ξ ε its regularization as in Theorem 2.7, i.e.
where f is a smooth radial function with compact support such that f (0) = 1 and (ξ(k)) k is a family of gaussian random variables with covariance structure given by
In order to complete the study of equation (6.24) we have to prove that the process X = I(ξ) can be indeed lifted to the space of rough distributions X ̺ . To do so, we will show that defining the processes X ε , X ε, , X ε, , X ε, , X ε, , ∇Q ε • ∇X ε according to (7.28 ) and Definition 7.1, we have the following theorem.
Theorem 7.11. ̺ < 1 2 . Let (Ω, F , P ξ ) be a probability space on which the space white noise ξ is defined. Then, there exist constants c ε , c ε ∈ R, whose choice is not unique and depends on the mollifier f , and a processes
The limiting process X is independent of the choice of the mollifier and the constants c ε , c ε . Moreover, replacing ξ ε with δξ ε for δ > 0, the corresponding renormalizing constants are such that c ε,δ = δ 2 c ε , c ε,δ = δ 4 c ε and more precisely we can choose the two constants c ε , c ε as :
Beside this we have the two following bound
c ε ∼ ε→0 ε −1 , c ε = O((Log(ε)) 2 ) (7.38)
From the Theorem 7.8 the natural choice of the constant diverging constant appearing in the equation (??)
should be c ε = c ε + c ε .
The proof of results of the type of Theorem 7.11 makes always use of the same tools (see [5, 13, 15] ) and follows a, by now, standard procedure. For τ ∈ {·, , , , }, at first one obtains L 2 bounds on X ε,τ
s,t , where X s,t := X t − X s , and then the conclusion is attained thanks to Besov embedding (Proposition (4.1)) and Garsia-Rodemich-Rumsey lemma (see [12] ). We will prove only the L 2 estimates for the time increment of the mollified processes addressing the interested reader to the relevant literature mentioned above. Notation 7.12. Since we will run into long formulas, we reckon convenient to introduce some notations we will exploit in the rest of the paper. As already pointed out the time increment of a process X will be abbreviated as X s,t := X t − X s and for a function of time f (·) we will write f (s, t) := f (t) − f (s). For vectors k 1 , k 2 ∈ R d , we will indicate by k 12 := k 1 + k 2 , by k 1 · k 2 their scalar product and k 1 k ⋆ 2 ∈ R d×d the matrix generated by the column by vector product.
Definition of X

By definition
The well-posedness of this term is straightforward and has already been shown in a slightly different contest, for example, in [5, 13] .
Definition of X
As before we have
0 th -chaos
The 0-th chaos component of X ε, is given by
where the first equality follows by Wick's theorem. Expanding the kernel, we obtain c ε (t) = t and the latter two summands converge for every t ≥ 0. This means that, in order to renormalize X ε, t it is enough to subtract the first term c ε t, where c ε = k∈Z 3 0 m(εk) 2 |k| 2 .
nd -chaos
Thanks again to Wick's theorem, the second moment of the second chaos component of X ε, is
Now, the kernel F ε, can be bounded by
where in the last passage we used geometric interpolation for ϑ ∈ (0, 1). Therefore
Now, the latter sum is bounded by
and the last sum is finite.
Definition of X
Analogously we proceed with the next term
Let π i be the projection onto the i-th Wiener chaos. Notice that
Now, the first two summands give the same contribution since the role of k 1 and k 2 is completely symmetric while the last summand does not give any since the sum depends linearly on k 12 . Therefore we get
If we bound the kernel F ε, (k 1 , k 2 ) too boldly we would not obtain the hoped result, therefore we have to proceed more subtly, following the scheme exploited by Gubinelli and Perkowski in [15] . We can always write
Let us focus on the first summand, the computation for the second being identical. Then we have
Now, let us have a closer look at the quantity enclosed in the parenthesis. For k 1 = 0 the sum is equal to 0 since the summands are symmetric in k 2 , i.e.
where in the last passage we simply applied Taylor formula to
Getting back to (7.39), its modulo is bounded by
At this point notice that the sum in the last term can be bounded in two ways: through Cauchy-Schwarz inequality one obtain directly that it is uniformly bounded in k 1 ; alternatively, one has
where the integral is taken over a subset of R 3 in which the integrand is well defined and the last one converges thanks to Cauchy-Schwarz once more. Interpolating this two bounds we get that (7.40) is less than
Therefore we can conclude that
By Wiener chaos decomposition and Cauchy-Schwarz inequality we get
Proceeding as in the previous cases, the kernel F ε, can be bounded as follows
And we conclude
Definition of X By definition, the term X ε, is given by
where, as before,
0 and t ≥ 0, which in turn admits the following bound
By Wick's theorem we know that
indeed, the first summand does not give any contribution because of the linear dependence on k 12 , while the other two are the same since the role of k 1 and k 2 is perfectly symmetric. Is not clear yet that this term it convergent we shift the proof of this fact to the Section 7.4
we can decompose π 2 X ε, (t, x) as the sum of three terms, π 1 2 (t, x), π 2 2 (t, x) and π 3 2 (t, x), where the first is the term coming from the second and third summand, the second the one coming from the fourth and fifth and the third from the last. The reason why different summands give the same contribution (or no contribution at all) is the one we spelled out before, i.e. the symmetric role of k 1 and k 2 and the linear dependence of the sum on k 12 . Let us separately consider each of the π i 2 , i = 1, 2, 3.
Then, using (7.41) and Cauchy-Schwarz inequality, we obtain
Now, the sum over k 1 is finite and can be bounded uniformly over k 2 using Cauchy-Schwarz inequality. Hence,
and for the latter sum we have
and the this gives the bound we expected. Let us proceed with π 2 2 .
As before,
Now, notice that for the inner sum we have    
since both the sums are bounded uniformly over k 2 and k 3 . Consequently, for the outer sum
and
and this concludes the analysis of the 2 nd -chaos component of X .
th -chaos
As for the 3 rd -chaos component of X , using the Wiener chaos decomposition of X and Cauchy-Schwarz inequality we have 
Applying Wick's theorem in the same way we did for X and taking into account the symmetricity of the sum in both k 1 , k 2 and k 3 , k 4 , we obtain c ε (t) = 2
This correspond to the divergent part of our terms and we shift it analysis to the Section 7.4
The second chaos component is
and the sum is bounded by
and this concludes the proof.
Treatment of the renormalization constant
We have see in the previous section that the terms X ε, t −c ε (t) and X
Let us begin by analyzing the constant c ε (t), indeed we have by the Wick theorem that
Now is not difficult to see that Now it easy to observe that
where we have bounded the integral term by t 0 dse −|k 1 | 2 (t−s) e −|k 12 | 2 s t ν−1 |k 1 | ν−1 |k 12 | ν−1 for ν > 0 small enough and the convergence of the sum appearing in the r.h.s is obtained by the same way as previously. Now let us focus on the sum given by the first contribution of the integral (7.4)
splitting this sum according to the following decomposition (1 − e −|k 2 1 t ) 2 = 1 + e −|k 1 | 2 t (2 + e −|k 1 | 2 t ) we are leaded to treat the following two
to take care of the first sum let us observe that
and thus
where we have used that the function f is even, and we can see see by dominate convergence that the r.h.s goes to k 1 =0 |k 1 | −6 < +∞ when ε goes to zero. Now let us focus on the second term
As previously using the fact that f is even we can see that the first sum of this decomposition is finite. To study the second one we use simply the following elementary estimate
Which conclude the bound for this term. To obtain the needed bound for the expectation E[∇X(t)∇X (t)] it remind to study
Let us have a closer look at the quantity in the parenthesis. Notice that by simmetricity (
where in the last line we applied Taylor expansion theorem to the function
The modulus of the sum in (7.42) can consequently be bounded by
Let us bound the two summands Σ 1 and Σ 2 , respectively given by
separately although the way to obtain them is going to be analogous.
For Σ 1 , notice that for ε > 0 sufficiently small, one has
where the integral is taken over a suitable subset of R 3 where the integrand is well-defined, and it is bounded (for example by Cauchy-Schwartz).
Analogously, for Σ 2 , settingε := ε 2 > 0, we have
and the latter can be bounded as before.
At this point, given δ, γ > 0, (7.43) is bounded by and the last term converges provided that 5−2γ −2δ −ε > 3 and −1+γ +δ +ε > 0. And then we can conclude that sup t∈[0,T ] t 3/2ν−1 |E[∇X ε (t)∇X ε, (t)]| is convergent and then by using the dominate convergence we can conclude that the constant c ε is convergent. Now it remain to study the constant Applying Wick's theorem in the same way we did for X and taking into account the symmetricity of the sum in both k 1 , k 2 and k 3 , k 4 , we obtain c ε (t) = 2
We want to show that c ε (t) = c ε t + R ε (t), where c ε is a diverging constant and R ε (t) is finite for every ε > 0. By definition c ε (t) = 2 It will be enough to consider a 1 = |k 1 | 2 , since for a 2 the same bounds hold and a 3 > a 2 1 . Upon choosing δ 1 + δ 2 > so we need to suitably bound Q L (A r N ). Let us notice that 
Then by the Feynman-Kac formula, For N large enough and where to obtain the last estimates we have used once again that
and thus by Borel-Cantelli lemma we conclude Q(lim sup N A r N ) = 0, which implies that Q is singular with respect to the Wiener measure. Now let us get back to the proof of the convergence of h N,L . Recall that
where the two maps S cKP Z and S rKP Z were introduced in Theorem 7. 
and the expansion of the secon term is
where X L, = I(|∇X L | 2 ). Since the first two terms of this equality were already treated in the Theorem 7.11, we will only focus one the last one. We can assume, without loss of generality, that L > N + 5 (remember that we want to take the limit in L before the one in N ). Of course the only ill-defined part of this term in the limit is given by the resonant term I(∇X L 
