Abstract-This paper presents the influence of random direct current (dc) offsets on the sensitivity of dc-coupled burst-mode receivers (BMRxs). It is well known that a BMRx exhibits a noisy decision threshold, resulting in a sensitivity penalty. If the BMRx is dc coupled, an additional penalty is incurred by random dc offsets. This penalty can only be determined for a statistically significant number of fabricated BMRx samples. Using Monte Carlo (MC) simulations and a detailed BMRx model, the relationship between the variance of this random dc offset, the resulting sensitivity penalty, and BMRx yield (the fraction of fabricated BMRx samples that meets a given sensitivity specification) is evaluated as a function of various receiver parameters. The obtained curves can be used to trade off BMRx die area against sensitivity for a given yield. It is demonstrated that a thorough understanding of the relationship between BMRx sensitivity, BMRx yield, and the variance of the random dc offsets is needed to optimize a dccoupled BMRx with respect to sensitivity and die area for a given yield. It is shown that compensation of dc offsets with a resolution of 8 bits results in a sensitivity penalty of 1 dB for a wide range of random dc offsets.
I. INTRODUCTION

B
URST-MODE receivers (BMRxs) [1] - [4] are an important component in passive optical networks (PONs). PON is an optical transmission technology intended for use in the access network. In PONs, the capacity of the fiber plant is shared among a group of subscribers (see Fig. 1 ). The upstream traffic (from the subscribers to the central office) of all these subscribers is typically combined in a time division multiple access (TDMA) scheme. A BMRx is used in the central office of the PON to handle this TDMA upstream communication. A BMRx is needed as the signal arriving at the central office consists of a succession of packets with widely varying amplitudes [1] .
The adoption of the ITU-T G.984.2 standard [5] [so-called gigabit-capable passive optical network (GPON)] and the IEEE 802.3ah standard {so-called gigabit-capable Ethernet passive optical network [(G)EPON]} [6] has intensified the research aimed at developing gigabit-capable BMRxs, with an emphasis on achieving high sensitivity and dynamic range [7] - [11] . Indeed, successful and economical deployment of PONs requires large physical reach (distance between the subscriber and the central office) and especially large splitting factors (the number of subscribers served by a single PON) [12] . This physical reach and splitting ratio are largely determined by the dynamic range and sensitivity of the BMRx [12] - [14] . Hence, it is important to maximize the sensitivity and the dynamic range of the BMRx. Therefore, one has to thoroughly understand and quantify all factors that could give rise to sensitivity penalties due to the bursty nature of the optical signal arriving at the optical line termination. This paper investigates the reduction of sensitivity due to random direct current (dc) offsets. Indeed, to the extent of the author's knowledge, the impact of random dc offsets on the sensitivity of BMRxs (and more, in general, optical receivers) has never been reported upon before in open literature. As mentioned above, the upstream signal over a PON consists of a rapid succession of packets with varying amplitudes. Hence, the decision threshold needed to make a difference between a received 1 and a received 0 differs from one packet to another packet (see Fig. 2 ). Thus, a BMRx needs to extract a decision threshold from each incoming packet. This is typically done during a few bits (called the preamble) at the beginning of each packet. In this paper, a very short guard time between packets is assumed. This corresponds to the GPON case (e.g., a guard time as short as 25.6 ns is allowed at 1.25 Gb/s) but is unlike the situation for EPON, where long guard times in combination with 8B/10B coding allow for alternating current (ac) 0733 -8724/$20.00 © 2006 IEEE coupling [7] , [15] . The mentioned very short guard times combined with > 72 consecutive identical digits necessitate the use of a dc-coupled BMRx. As will be explained in Section II, a dc-coupled BMRx that can only use a few bits to extract its decision threshold will exhibit two significant sources of sensitivity penalties when compared to continuous-mode receivers. Indeed, the extracted decision threshold is noisy, giving rise to a first sensitivity penalty. This penalty, which can range from a few tenths of decibels up to a few decibels, has already been extensively studied [16] - [19] . A second sensitivity penalty stems from unintentional but unavoidable dc offsets that are added to the input signal itself and the extracted decision threshold. The penalty due to a fixed dc offset has been studied in [19] . However, a major part of this dc offset is a random variable that depends on the matching properties of the technology in which the BMRx is designed. Such a random dc offset stems from randomness in chip fabrication processes, resulting in small random differences between the characteristics of geometrically identical transistors, such as in differential pairs or current mirrors [20] . In this paper, the sensitivity penalty due to such random dc offsets is studied in detail.
The importance of this study lies with the fact that in order to use optical components in access networks, such components should be low-cost. This necessitates the use of standard packages such as TO-can packages. Use of such packages puts severe restrictions on the maximum die dimensions. On one hand, one would like to keep the sensitivity penalty due to random dc offsets small (requiring limited random dc offsets, hence large transistors and thus requiring large die area), but on the other hand, one would also like to keep the die dimensions within the restrictions imposed by the packaging technology and the cost requirements.
The paper is organized as follows. In Section II, the BMRx operation and several concepts related to random dc offsets are introduced in a qualitative manner. In Section III, a previously developed model [19] for predicting the BMRx sensitivity is extended to include the sensitivity penalty due to random dc offsets. Section IV presents important results and design guidelines for dc-coupled BMRxs and shows how these guidelines were implemented in a practical design [10] . Fig. 3 shows a conceptual block diagram of a dc-coupled BMRx together with the important waveforms. An opticalto-electrical (O/E) converter [typically a p-i-n diode or an avalanche photodiode (APD)] converts the incoming optical power into an electrical current. Using a dc-coupled transimpedance amplifier (TIA), this electrical current is amplified and converted to a voltage signal v TIA (t). Then, typically using fast peak detectors and appropriate scaling with a factor α, the decision threshold v DTH (t) is extracted from the level of incoming 1s and, where applicable, incoming 0s. α should be chosen such that the noise-free decision threshold (the threshold that would be extracted in case the receiver chain does not exhibit any noise) is located at the intersection of the probability density of the 1 level and the probability density of the 0 level, guaranteeing best sensitivity [21] . Note, however, that for many practical receivers, α equals 1/2. The difference between the output signal v TIA (t) of the TIA itself and the extracted decision threshold v DTH (t) is then compared to a constant voltage level V dc at regular times kT , where k is an integer and T is the bit period. If the signal level v TIA (kT ) − v DTH (kT ) is higher than V dc , then it is said that a 1 was received, otherwise, it is said that a 0 was received. Note that in many practical BMRxs, the bit decision for bit k is made by direct comparison of v TIA (kT ) with v DTH (kT ). This is mathematically equivalent with comparing v TIA (kT ) − v DTH (kT ) with zero, or in this paper, with V dc = 0. The sole purpose of introducing a voltage level V dc that may or may not be zero is for convenience of modeling, as will be explained in paragraph Sections II-B and III.
II. BMRX OPERATION AND RANDOM DC OFFSETS
A. BMRx Operation
It is well known from classical receiver theory that the optimum decision threshold is situated at the point where the probability density functions of a received 1 and a received 0 intersect [21] . Obviously, any deviation from the optimum decision threshold, for example, due to noise and/or dc offsets, will result in a sensitivity penalty. Therefore, when compared to so-called continuous-mode optical receivers, a BMRx typically shows reduced sensitivity. Indeed, in a continuous-mode optical receiver, the decision threshold is extracted using circuitry that operates with time constants in the range of many thousands of bit periods. Hence, the circuitry that extracts the decision threshold can be very accurate, and the extracted decision threshold is a fixed voltage level, free of any noise (the noise is effectively filtered out). In a BMRx, using many thousands of bits to extract the decision threshold is not an option, as a BMRx needs to handle packets with limited length originating from different subscribers. Indeed, this would lead to an unacceptable reduction in transmission efficiency. Hence, the decision threshold is typically extracted using a limited number of bits, known as the preamble, at the start of each packet. This fast extraction results in two sensitivity penalties. 1) As the extraction is done with a large bandwidth, the extracted decision threshold effectively exhibits noise. The sensitivity penalty due to a noisy decision threshold has already received extensive attention in literature [16] - [19] .
2) The other source of sensitivity penalty arises from the well-known fact that any electronic circuit shows an inherent tradeoff between speed and dc accuracy for a fixed power consumption and a given technology [22] , [23] . As the power consumption is limited by packaging concerns, the faster a circuit, the less accurate it will become. For example, for a metal-oxide-semiconductor (MOS) transistor, this relationship can be expressed as
where C ox and A V t are technology constants [22] . Similar relationships or bounds exist for bipolar transistors [23] . Thus, it is clear that the fast extraction of the decision threshold results in unavoidable dc offsets. Therefore, many dc-coupled BMRxs include extensive circuitry to remove or compensate these dc offsets [2] , [4] , [10] . In order to properly dimension such dc offset compensation circuitry, it must be thoroughly understood how random dc offsets degrade optical receiver sensitivity.
B. Qualitative Description of Random DC Offsets, Sensitivity, and Yield
Any dc-coupled circuitry will add random dc offsets to the signals that it processes. These random dc offsets stem from small differences in the characteristics of nominally equal transistors, and in turn, the result of the randomness of the chip fabrication process [20] . For example, the input stage of the amplifier in Fig. 3 that generates the difference between the output signal of the TIA and the extracted decision threshold will typically consist of a differential pair (see Fig. 4 ). Assuming that both the transistors M 1 and M 2 are ideal (in the sense that the input stage would exhibit no dc offset), then if both inputs of the differential pair are kept at the same potential, the differential output of the amplifier will be zero. However, due to small random fluctuations in the geometry of the transistors M 1 and M 2 , the characteristics (e.g., the threshold voltage) of both transistors will be different, and the differential output of the amplifier will be nonzero, even if both inputs are kept at an equal potential. This dc offset is a random variable, typically Gaussian distributed [20] . The larger the geometrical dimensions of a transistor (e.g., large width and length in the case of an MOS transistor), the less important the random fluctuations of its characteristics [20] . All subblocks of the BMRx as shown in Fig. 3 will exhibit similar random uncorrelated dc offsets. In Fig. 3 , one can easily verify that the accumulated effect of the dc offsets from the various components in the BMRx is mathematically indistinguishable from a shift in the voltage level V dc . Indeed, assume for simplicity that the only noise source present is the Gaussian additive noise from the preamplifier. Then, the error probability P [E k ] for bit k can be written as
where V dc = V dc − E TIA + E PK + E PA is the shifted voltage level, E TIA , E PK , and E PA are the dc offsets of the TIA, the peak detector, and the postamplifier, respectively, as shown in Fig. 3 , and n TIA (kT ) is the noise from the preamplifier and the decision moment kT . p 1 and p 0 are the occurrence probabilities of a transmitted 1 and a transmitted 0, respectively. v TIA (kT ) and v DTH (kT ) indicate the time averages of v TIA (kT ) and v DTH (kT ). Hence, the random dc offsets will be modeled by assuming that V dc exhibits a given probability density. This is explained in detail in Section III.
For the remainder of the paper, it is important to make a clear distinction between a BMRx design and a fabricated BMRx sample. A BMRx design refers to the schematic and layout database of a certain BMRx. A BMRx sample refers to an actually existing chip, fabricated using the layout database of the BMRx design.
If for a BMRx design, samples are fabricated, this random dc offset will assume a value that differs from one sample to another, according to a probability density p1(x). Hence, the sensitivity will differ from one sample to another. Therefore, the sensitivity of a collection of BMRx samples that exhibit random dc offsets is, in turn, also a random variable. This random variable will exhibit a certain probability density p2(x), whose shape depends upon the probability density p1(x), and the characteristics of the BMRx design. This is further clarified in Fig. 5 . In Fig. 5 , several bit error rate (BER) curves are shown as a function of the average optical power. A certain BMRx is said to have a sensitivity P if the BER at an optical input power P equals a given number smaller than 1 (e.g., 10 −10 ). In Fig. 5 , a BER curve is shown of both a continuous-mode optical receiver and an "ideal" BMRx (ideal in the sense that this BMRx does not exhibit any dc offsets). Due to the noise on the decision threshold, for the same optical power, the BER of the "ideal" BMRx will be higher than the BER of the continuous-mode receiver, resulting in a sensitivity penalty, as shown in Fig. 5 . Also shown in Fig. 5 are three BER curves of three BMRx samples, each exhibiting a different dc offset. One can again p1(x) is the probability density function of the random dc offsets, BER = biterror rate, and p2(x) is the resulting distribution of BMRx sensitivities. see that compared to the "ideal" BMRx, a sensitivity penalty is incurred. Furthermore, note that, indeed, the sensitivity of a BMRx sample is now itself a random variable, with a certain probability density p2(x). If a certain sensitivity specification is required, some BMRx samples may fail to meet this specification due to excessive dc offset. Hence, a yield can be defined, as done for many circuits such as analog-to-digital converters [24] , [25] . This yield is the fraction of BMRx samples that meets a given sensitivity specification. As seen in Fig. 5 , if one knows the sensitivity probability density p2(x) and the sensitivity specification, one can directly calculate the yield. For high yield (e.g., better than 99.7% is a typical requirement [25] , [26] ), this sensitivity specification can only be worse than the sensitivity of an "ideal" BMRx, which does not exhibit any dc offsets. Indeed, requiring a sensitivity specification better than the "ideal" BMRx would result in a yield of zero, assuming that the decision threshold of the "ideal" BMRx is located at its optimum value (requiring an optimal scaling factor α). Hence, an effective sensitivity penalty that can only be measured for a large collection of BMRx samples is incurred. Clearly, if one reduces the dc offset variance, then the yield of the BMRx design will increase for a given sensitivity specification, or the sensitivity can be improved for a given yield. Decreasing the variance of the random dc offset requires increasing the die area (the larger the geometrical area of a transistor, the less important the random fluctuations of its characteristics become) [20] , increasing BMRx cost. Fig. 6 gives the model of the BMRx as developed in [19] . Only a brief outline is given here; the derivation of the mathematical equations has been discussed in [19] and will not be repeated here. The current from an APD with gain G is fed to a preamplifier with impulse response z(t). The APD model takes into account the detailed statistics of the avalanche multiplication noise; details can be found in [19] and [27] . G = 1 is equivalent to a p-i-n photodiode. The preamplifier thermal noise i THN (t) is assumed to be white and Gaussian. After the preamplifier, the signal is fed to a decision unit and a sample-and-hold (S/H) unit. The S/H unit takes care of the decision threshold extraction, the decision unit takes the actual data decisions. The S/H unit contains two filters with impulse response h(t). To extract the decision threshold, it successively samples the amplitude of a 1 and a 0 within the preamble of each packet. For simplicity, it is assumed that there is an equal number L of successive 1s and 0s (with bit period T ) within the preamble. The two samples are added together and a scaling factor α is applied, which places the threshold v DTH,k for packet k between the level of a 1 and a 0 [1], [3] . As was done in [13] , [17] , and [19] , z(t) is assumed to be a firstorder resistance-capacitance (RC) filter (with 3-dB bandwidth f 3 dB ) as this approximates the frequency domain behavior of many practical receivers. Other impulse responses can be used without significantly altering the conclusions from this study. As in [13] and [17] - [19] , it is assumed that the convolution of z(t) with h(t) is a first-order RC filter with time constant τ , adapted according to the preamble length 2L and the bit period T as
III. BMRX MODEL
A. BMRx Model
δ is the normalized steady-state error, which is the difference between the output of the S/H filter at a time t = LT and the steady-state output of the S/H filter normalized to this output, assuming continuous 1s (or 0s) starting at t = 0 [18] , [19] . The decision unit samples each packet at regular intervals with length T . By comparison of these samples against a constant voltage level V dc , a decision is made whether a 1 or a 0 is received. As explained in [19] , using this model, the BER for given optical power can be calculated by the following N -point Gaussian quadrature formula [27] , given as
where erfc is the complementary error function. In (4), {w i,x , a i,x |i = 1, . . . , N}, x = 0, 1 form a set of weights and abscissas that incorporate the APD multiplication noise. These weights and abscissas can be computed using the characteristic function of the APD multiplication noise [19] , [27] . σ T is the thermal noise from the preamplifier referred to the input of the decision unit. In the case of a BMRx, σ T contains a direct contribution from the input-referred noise of the preamplifier, and an additional indirect contribution from the noisy decision threshold [19] . Similarly, the set {w i,x , a i,x |i = 1, . . . , N}, x = 0, 1 of weights and abscissas consists of a direct contribution stemming from the APD multiplication noise, and an additional indirect contribution from the noisy decision threshold.
Detailed formulas to calculate the contributions from a noisy decision threshold to the BER can be found in [19] and are based upon averaging the BER with respect to the distribution of the noisy decision threshold [16] , [17] , [19] . s x , x = 0, 1 is the signal strength at the input of the decision unit when a 1 or a 0 was transmitted. To model the random dc offset V dc is set equal to
µ 1 and µ 0 are the expected values of the signal at the decision threshold input when a 1 and a 0 is received, respectively, for a BMRx that does not exhibit any random dc offsets. Clearly, 0 < β < 1 is a normalized constant voltage level used in the decision unit to discriminate between a 1 and a 0 [19] . This normalization allows to compare the sensitivity penalty due to random dc offsets of different BMRx designs with each other. Contrary to [19] where β was fixed, here, β is modeled as a Gaussian random variable with mean µ β and standard deviation σ β . This does not correspond to a noisy decision threshold as it is assumed that each realization of β corresponds to a single sample of a given BMRx design, as has been explained in Section II-B. Furthermore, from (5) and as explained above, the effect of a noisy decision threshold influences the BER via contributions to σ T and the set of weights {w i,x , a i,x |i = 1, . . . , N}. Clearly, this is different from the way in which random dc offsets modeled using (5) enters formula (4) for calculating the BER. Note that the BER in (4) corresponds to the BER averaged over the distribution of the noise on the decision threshold [19] , which, due to the assumed ergodicity of this distribution, corresponds to the BER obtained from a large number of packets [16] . Hence, as for calculating sensitivity penalties, only these average BERs are used; it is not possible that a BMRx with random dc offsets and noisy decision threshold has better sensitivity than a BMRx without random dc offsets but with a noisy decision threshold. Although this is possible when comparing BERs on a packet-by-packet basis, such comparison does not make sense, as typically packets should be very long to actually measure BERs as low as 10 −10 . As explained in Section II, a collection of BMRx samples suffering from random dc offsets will exhibit a sensitivity distribution. As shown in Fig. 5 and explained in Section II-B, this distribution results in a yield, which is the fraction of BMRx samples that meets a given sensitivity specification. To calculate this yield, one must determine the sensitivity distribution. In principle, as one knows, the distribution of V dc , the sensitivity distribution for a fixed BER can be found using (4). To do this analytically, this requires inversion of (4) with respect to V dc . Straightforward inversion of (4) is clearly difficult to perform analytically. Therefore, Monte Carlo (MC) simulations are used to obtain a statistical estimateŶ of the yield given aŝ
where N MC is an amount of MC runs ensuring a statistical confidence interval of ±1%. P i is the sensitivity of BMRx sample i and P SPEC the sensitivity specification. If P SPEC is larger than the offset-free BMRx sensitivity, then the collection of BMRx samples exhibits a sensitivity penalty P ∆ defined as the ratio (in decibels) of P SPEC to the offset-free BMRx sensitivity.
A single MC run consists of two steps. 1) A random number is drawn from a Gaussian distribution with mean µ β and standard deviation σ β , resulting in a value for V dc (5). 2) From (4), one can calculate numerically the associated optical power P i needed to ensure a given BER (e.g., 10
−10 ). By iterating both steps, a collection of sensitivities is obtained, from which one can generate histograms or calculate yields using (6) . The required number of iterations is determined by the required confidence interval on, for example, the yield.
B. Normalizations
To keep the results presented in Section IV widely applicable, a number of frequently used normalizations will be presented. As in [19] , the bit period will be normalized to 1. The thermal noise at the preamplifier input has been normalized as [28] qN n = σ IN,T T
where N n is the number of noise charges per bit period, q is the electronic charge, and σ IN,T is the root mean square (rms) thermal noise at the preamp input [19] . The peak input optical power is expressed as a number N of photoelectrons per bit period [28] qN = I pk T (8) in which I pk is the primary (i.e., before multiplication) peak APD current and rectangular shaped optical input pulses are assumed [19] . Table I lists the BMRx parameters used in Section IV. A 3-dB bandwidth of 0.8/T was chosen as this corresponds to the experimental results presented in [3] . The bandwidth in this design is slightly higher than the optimum tradeoff of 0.7/T between noise and intersymbol interference to account for process variations. As in [13] and [19] , intersymbol interference is assumed to be negligible. If intersymbol interference is present, the presented mathematical model can be used if care is taken to correctly calculate the weights and abscissas {w i,x , a i,x |i = 1, . . . , N} [27] . The presented model has been used before with success to calculate the sensitivity of BMRxs [13] .
IV. RESULTS
As many optical receivers employ a p-i-n photodiode, special attention is paid to the case where G = 1. Fig. 7 displays a histogram of the sensitivity of a p-i-n BMRx, obtained from 10 6 MC runs. Note how the shown histogram is clearly skewed. The sensitivity of the ideal BMRx that does not exhibit random dc offsets is 20 351 photoelectrons/bit. The statistical mean of the histogram is 24 350 photoelectrons/bit. 63% of the MC generated samples have a sensitivity that is better than this statistical mean. However, typically, a yield of only 63% is considered to be a particularly bad design; normally, yields > 99.7% are aimed at. This clearly demonstrates that the sensitivity, averaged over the probability density of the dc offsets, is not a good measure to characterize the sensitivity of a collection of BMRxs that exhibit random dc offsets. This is unlike the situation with noise on the decision threshold, where it does make sense to characterize the BMRx sensitivity using its average over the probability density of the sensitivities. Fig. 8 displays the yield as a function of σ β . The decision threshold is extracted from a single 1 and a single 0. The nominal sensitivity for G = 1 of the BMRx with the parameters from Table I is 20 350 photoelectrons/bit period. If σ β is smaller than 0.005, then it can be seen that the yield is always greater than 99.7%, with a negligible sensitivity penalty (compared to a BMRx that does not exhibit random dc offsets) of 0.07 dB. If a larger sensitivity penalty can be tolerated, then one can allow a worse dc accuracy or equivalently a bigger dc offset variance σ β for a fixed yield. Thus, for a given technology, Fig. 8 can be used to quantify the tradeoff between higher dc accuracy on one hand (which implies higher chip complexity and die area) and reduced sensitivity penalty on the other hand (which implies better sensitivity and dynamic range). For example, in [4] , a series of amplifiers is used to improve the signal-to-offset ratio along this chain of amplifiers. The larger the number of amplifiers, the less the influence of random dc offsets, but the higher the circuit complexity. This tradeoff was mentioned (in a qualitative way) in [4] . Another practical way to reduce σ β is to increase the geometrical dimensions of the transistors that contribute most to the random dc offsets, for example, the input transistors of differential amplifiers as shown in Fig. 4 . Using  Fig. 8 , this tradeoff between maximum allowable dc offset and circuit complexity can now be quantified.
The yield, if the sensitivity specification P SPEC equals the sensitivity averaged with respect to its probability density, ranges between 67% and 60% for σ β ranging from 0.1 to 0.001. This proves again that contrary to a noisy decision threshold, one cannot describe the sensitivity of a collection of BMRx samples that exhibit random dc offsets using the expected value of the sensitivities.
To limit the parameter space in case an APD is used, the penalty P ∆ as defined in Section III-A is determined that results in a yield of 99.7%. Fig. 9 displays this sensitivity penalty as a function of G for different values of σ β ; µ β equals 0.5. With increasing G, the penalty increases. This is due to the fact that the optimum threshold is no longer situated halfway between the level of a 1 and a 0, due to the signal dependent APD multiplication noise. Fig. 10 shows that the penalty can be reduced for higher G by shifting V dc closer to the 0 level. This is a practical way to control µ β . Fig. 11 gives the sensitivity of a 1.25-Gb/s BMRx as a function of G with σ IN,T measured as 250 nA rms together with the results from [12] . Such a BMRx can be used for the upstream transmission over GPONs [11] . With G = 6 and σ β equal to 0.05, a sensitivity of −29 dBm is reached for 99.7% of all BMRx samples. These values correspond to experimental results for a BMRx sample presented in [3] .
Several BMRx designs employ digital-to-analog (D/A) converters to compensate various dc offsets [2] , [3] , [10] . Obviously, it is important to know the required resolution of such D/A converters, as increased resolution drastically increases circuit complexity and required die area. Fig. 12 displays the required resolution of a digital-to-analog (D/A) converter as a function of the sensitivity penalty. The curves have been obtained as follows. First, the amplitude of the least significant bit (LSB) is obtained by assuming that the D/A converter succeeds in compensating the dc offset within ±1 LSB. The resulting sensitivity penalty due to a worst case remaining dc offset can be easily computed using (3) . Then the required fullscale range is obtained as three times the standard deviation of the random dc offset that needs to be compensated. This results in a yield of 99.7%. As the LSB amplitude and the full-scale range are both known, the required resolution can be easily calculated. In Fig. 12 , the required resolution is shown together with the resulting worst case sensitivity penalty. This is done for several ratios of the effective signal to the standard deviation of the random dc offsets. Here, the effective signal is the difference between the amplitude of a 1 and a 0 for the ideal (i.e., without any dc offsets) BMRx. Note that for many BMRxs, the magnitude of the random dc offsets can easily exceed the signal amplitude.
In Fig. 12 , one can see that an 8-bit D/A converter is sufficient to ensure that the sensitivity penalty is always smaller than 1 dB, even if the dc offsets to be compensated are five times larger than the effective signal amplitude. In [10] , 7-bit D/A converters were used to compensate the dc offsets. The magnitude of the random dc offsets was such that this ensured that the worst case sensitivity penalty was always smaller than 0.3 dB. Fig. 12 can be used to dimension the D/A converters of a BMRx once the required sensitivity is given.
V. CONCLUSION
In this paper, the sensitivity penalty due to random dc offsets in dc-coupled BMRxs has been studied. The results can be used to trade off dc accuracy against sensitivity and thus allow optimizing the BMRx design with respect to die area and yield, determining the cost of the device.
It is shown that if the dc offset compensation circuitry has a resolution of 8 bits, this results in a sensitivity penalty less than 1 dB, even if the magnitude of the random dc offsets is five times larger than the effective signal amplitude.
