Abstract-We consider spatial graphical models on random Euclidean points, applicable for data in sensor and social networks. We establish limit laws for general functions of the graphical model such as the mean value, the entropy rate etc. as the number of nodes goes to infinity under certain conditions. These conditions require the corresponding Gibbs measure to be spatially mixing and for the random graph of the model to satisfy a certain localization property known as stabilization. Graphs such the k nearest neighbor graph and the geometric disc graph belong to the class of stabilizing graphs. Intuitively, these conditions require the data at each node not to have strong dependence on data and positions of nodes far away. Finally, it is shown that spatial mixing of the Gibbs measure on a random graph holds when a suitably defined degree-dependent (but otherwise independent) node percolation does not have a giant component.
I. INTRODUCTION
Graphical models incorporate complex relationships among random variables on a dependency graph, where the nodes in the graph represent the variables under consideration [1] . Roughly, neighboring nodes in the dependency graph are strongly related to one another, while nodes that are well separated on the dependency graph are weakly related.
A key question for large-scale graphical models is the notion of correlation decay: does the correlation between nodes decay with their graph distance? This is most extensively studied in the Ising model on a regular lattice grid [2] , where it captures the phase transition between the gaseous and liquid states: in the gaseous state, there are only weak forces among the nodes (molecules) and correlation decay occurs, while in the liquid state, the nodes have strong attractive forces and there is no correlation decay. Establishing correlation decay in large-scale graphical models has many implications, such as efficient local computation of various functions of the graphical model [3] - [5] . Extensive results on correlation decay are available for various models when the dependency graph is either a grid graph or a tree [2] .
In this paper, we provide sufficient conditions for correlation decay in random spatial graphical models. We consider graphical model over n nodes with correlated data placed randomly in growing regions on R d and study the scaling laws for certain functions of the data, as we let n → ∞. This model is applicable in many scenarios such as a sensor
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We limit our focus to a general class of proximity-based Euclidean random graphs satisfying a localization property called stabilization, e.g., the k nearest neighbor graph and the geometric disc graph. Scaling laws for such graphs have been characterized in [7] , [8] . However, the results in [7] , [8] only hold when the measurements at the nodes are i.i.d. and independent of the graph. In contrast, we consider nodes having measurements whose joint probability distribution is a Gibbs measure on a random Euclidean graph.
Our contributions are three fold. First, we establish conditions for existence of limits and derive the limits for a general class of functions of spatial graphical models on random Euclidean graphs. Second, we relate these conditions to notions of correlation decay of the Gibbs measure 1 (spatial mixing) [9] and stabilization property of the graph of the Gibbs measure [7] , [8] . Third, we study specific graphs and models where these conditions hold. We defer the detailed proofs to the full version of this paper.
II. SYSTEM MODEL AND FORMULATION
In this section, we introduce the model for node placement and then describe the graphical model for the node measurements given the node locations. Finally, we discuss some functions of the graphical model which are of interest.
Notation
For any finite set C, let |C| denote its cardinality.Let G = (V, E G ) denote an undirected graph over V. Let E(i; G) denote edges incident to node i, deg(i) its degree, N (i; G) its (immediate) neighbors and let N s (i; G) its s-neighborhood, i.e., the set of nodes within s hops from i. For any two nodes
denote the Euclidean distance and let dist G (V i , V j ) denote the graph distance (minimum number of hops between V i and V j on graph G).
Let 0 ∈ R d denote the origin and B r (V ) ⊂ R d denote the ball of radius r centered at location V ∈ R d . Let P τ denote the homogeneous Poisson distribution on R d with intensity τ and let P τ,0 :=P τ ∪ {0}. Let d TV (P, Q) denote the total variation distance between two measures P and Q, given by 1 We use the terms graphical model and Gibbs measure interchangeably. over all Borel sets K in R d . When X and Y are variables defined on a common measure ν, with abuse of notation,
A. Random Node Locations
We consider n nodes randomly located in growing regions on R d taking correlated measurements. Let V i ∈ R d denote the location of node i. We assume that all the locations V i are generated in an i.i.d. manner as follows: let X 1 , X 2 , . . . , X n i.i.d.
∼ f , where f is any pdf with support 2 on the unit ball B 1 (0) with,
The node locations are the scaled versions of X i , i.e., V i = d n λ X i . Hence, n nodes are located randomly in volume n λ . We let n → ∞, while keeping the density λ and the dimension of the Euclidean space d fixed. For the special case of uniform node placement (f ≡ 1), as n → ∞, the set of node locations behave locally 3 like a homogeneous Poisson process P λ and for general node placements f , they behave locally like a Cox process [8, Lemma 3.1].
B. Gibbs Model for Node Measurements
The measurement Y i at each node i is discrete with a finite sample space Y with cardinality |Y|. In order to explicitly denote the measurements of nodes at locations V n , we sometimes use the alternative notation Y Vn , in place of Y n . We assume that P[Y n |V n = v n ] follows a pairwise Gibbs measure.
Definition 1 (Gibbs Process): A pairwise Gibbs measure is
where G(v n ) is a graph defined on the Euclidean points, usually known as the dependency graph. In (1), 0 < Z vn < ∞ is the normalizing constant, known as the partition function. The functions Ψ i,j are known as the edge potentials and Φ i as the node potentials.
For example, in the Ising model,
In this paper, we consider the dependency graph for node measurements G(v n ) modeled by a random Euclidean graph, where the randomness arises due to the random locations of the nodes and the graph is based on the Euclidean distances between the node pairs. Henceforth, we use the notation P G(vn) [Y n |V n = v n ] to explicitly denote the Gibbs process with G(v n ) as the dependency graph.
The Gibbs process P[Y n |V n = v n ] can alternatively be specified through a Markovian property on the graph G(v n ) for distributions satisfying the positivity condition: P[y n |V n = v n ] > 0 for all possible values y n ∈ Y n , i.e., there are no hardcore constraints. In this case,
2 Our results hold in the general case when f has some compact support. 3 Specifically, lim where ⊥ ⊥ denotes conditional independence. Hence, the measurement at a node is conditionally independent of the rest of the network, given the node locations and the measurements at its neighbors in the dependency graph, and is formally known as a Markov random field [10] .
To obtain scaling behavior as n → ∞, we assume a homogeneous translation-invariant model,
This implies that the node potentials are identical (Φ vi ≡ Φ) for all i = 1, . . . , n, and that the edge potentials to be translation invariant. Additionally, G(v n ) is also translation invariant. We limit ourselves to stabilizing graphs, defined later in Definition 4, such as the k nearest neighbor graph and the geometric disc graph.
C. Functions of Interest
Perhaps, the simplest functional is the limiting mean value
The partition function Z and its limit are of interest in many applications [1] ,
The above constant Υ (or sometimes its scaled version) is known as the pressure or specific Gibbs free energy [2, Def. 15 .36]. The derivative of the pressure with respect to the parameters β (usually known as inverse temperature) yields
∼ f . Hence, the existence of the limit in a certain regime of β implies the existence of limit in (4) .
Another important quantity is the specific entropy,
where Γ β,γ,λ is the specific Gibbs internal energy, given by
Our goal is to find the regimes where limits in (3), (5), and (6) exist by casting them as functionals over a marked point process. Let M i :=(V i , Y i ) denote the tuple for node i, consisting of its location V i ∈ R d and its measurement value Y i . Let M n :={M 1 , M 2 , . . . , M n } denote the set of node location-measurement pairs of all the n nodes. We also use the alternative notation M(V n ) to denote the set of node-location pairs M n with locations fixed at V n .
For each marked point M i ∈ M n , let ξ(M i ; M n ) denote a translation-invariant functional which specifies the relationship of the marked point M i to the entire set M n . We focus on functionals of the form
consisting only of relationships between a node and its neighbors and holds for the summands in (3), (5), and (6).
III. LIMIT LAWS FOR GIBBS FUNCTIONALS
We prove the existence and find the limit
For the existence of the above limit, we expect the value of functional ξ at each node not to have strong dependence on nodes "far away" from it. We formalize this notion through the concept of weak stabilization.
A. Weak Stabilization
For any marked point set M = (V, Y V ) where the point set V ∈ R d is locally finite, let
where ess sup and ess inf denote essential supremum and infimum, (i.e., almost everywhere).
Definition 2 (Weakly Stabilizing Functional):
A functional ξ on marked points is said to be weakly stabilizing on a marked point set M(V) where V ∈ R d is locally finite if
The above condition states that the effect of faraway nodes (their measurements and locations) on the value of functional ξ decays with distance. We require weak stabilization of the functional ξ on homogeneous Poisson processes P τ for some range of intensities τ .
B. Law of Large Numbers
We now show that the limit in (8) exists when weak stabilization in (9) is satisfied on homogeneous Poisson processes. We also assume bounded moments condition on ξ [8] .
Theorem 1 (LLN for Weakly Stabilizing Functionals):
For a functional ξ weakly stabilizing according to (9) on homogeneous Poisson process P τ , for all τ ∈ [λf min , λf max ], where f is the node placement pdf with bounds f min and f max and ξ has bounded moments in (10), we have
Remark 1: For uniform node placement pdf (f ≡ 1), (11) simplifies to
Hence, the limit of expected value of functions ξ at the nodes of a graphical model exists under weak stabilization. Moreover, the limit is given by a local quantity, i.e., the expectation of the function at the origin over a homogeneous Poisson process, in case of uniform node placement. For nonuniform node placement, the intensity of the corresponding Poisson process depends on the node placement pdf f .
IV. SUFFICIENT CONDITIONS FOR WEAK STABILIZATION
The existence of the limit in (11) thus requires stabilization, which in turn imposes constraints on dependency graph G and on the model parameters in (1). In general, it is not tractable to establish the exact stabilization regime in (9), and we instead establish some sufficient conditions in terms of spatial mixing of the Gibbs measure.
A. Spatial Mixing
The notion of spatial mixing is used here to limit the influence of a node's measurement on the conditional distribution of measurements at other nodes.
Definition 3 (Almost-Sure (Weak) Spatial Mixing [9] ): A Gibbs process P[Y V ] on a locally finite node set V exhibits weak spatial mixing a.s., when for measurement Y v at every point v ∈ V and any node subset V ⊂ V, we have a.s., (12) for any two feasible configurations y V , z V ∈ Y |V| , such that lim s→∞ δ(s) = 0. Hence, spatial mixing implies correlation decay over long distances since the influence of a node on another node decreases with their graph distance. More specifically, (12) implies the asymptotic independence between the measurement at a node and an expanding boundary.
Comparing the notion of spatial mixing in (12) with that of stabilization in (9), we note two important differences. First, the spatial-mixing conditions are described in terms graph distance dist G while stabilization is in terms of Euclidean distance dist euc . Second, the spatial-mixing condition only deals with the measurements of far away nodes while the stabilization condition deals with both the measurements and locations of far away nodes. The locations of far away nodes also influence the measurement value at the origin, indirectly through the configuration of the random graph G. Hence, spatial mixing, by itself, is not sufficient to guarantee stabilization for graphical models on randomly placed nodes.
B. Stabilizing Graphs
As stated before, we limit ourselves to dependency graphs of the graphical model in (1) which are strongly stabilizing. We now formally define this property. [8] ): A translation-invariant graph G(V) on locally-finite points V with 0 ∈ V is strongly stabilizing with an a.s. finite (random) radius of stabilization R < ∞ if for all locally
Definition 4 (Strongly Stabilizing Graph
The radius of stabilization R is defined to be the smallest integer for which (13) holds. Hence, a strongly 4 stabilizing graph has localized edges: the edges of a node in the graph are immune to changes made outside the ball centered at that node with a finite radius R < ∞. A wide range of proximity graphs satisfy the strong stabilization property in (13) such as the k nearest-neighbor graph, the geometric disc graph, minimum spanning tree, and so on; see [7] for an extensive list of strongly stabilizing graphs.
The strong stabilization condition in (13) rules out any longrange edges, and hence, there cannot be short graph distances between spatially well-separated nodes. This is useful in relating the spatial mixing condition in (12) to the stabilization condition in (9) since here, the graph distances grow with Euclidean distances.
We now prove another property of a strongly stabilizing graph which characterizes the effect on the extended neighborhood of the origin N s (0) for some s, due to changes made faraway from the origin. To this end, define for R s , r > 0,
Lemma 1: A strongly stabilizing graph G on the Poisson process P τ,0 is also strongly stabilizing with respect to its s-hop neighborhood N s (0), for any finite s ∈ N,
Hence, a strongly stabilizing graph is also stabilizing with respect to its s-hop neighborhood, for any finite s ∈ N, and has radius of stabilization R s (P τ,0 ). This implies that changing locations of nodes and/or adding deleting nodes outside the ball B r (0) can only change the graph beyond M (r) hops from the origin and the (M (r) − 1)
+ neighborhood of the origin is unchanged. Hence, we refer to M (r) as the maximum rstable neighborhood of the origin on a stabilizing graph over a Poisson point process. See Fig.1 for a pictorial representation. We will see that the above result is crucial in relating spatial mixing with stabilization.
C. Sufficient Conditions for Weak Stabilization
We now show that spatial mixing in (12) and stabilizing graph in (13) imply weak stabilization in (9) . 
Theorem 2 (Weak Stabilization via Spatial Mixing):
If a Gibbs process defined on a homogeneous Poisson process P τ is a.s. weak spatial mixing as in (12) , and the dependency graph G of the Gibbs process is strongly stabilizing as in (13) on P τ , then the functional of the form (7) weakly stabilizes according to (9) on P τ . Proof: Under spatial mixing in (12), we can consider a boundary V of nodes which are M (r) hops away from the origin and by (15) , since the maximum r-stable neighborhood M (r) grows with r, the influence decays as r grows and stabilization holds.
2 Hence, spatial mixing implies weak stabilization if the graph of the Gibbs process is strongly stabilizing. Recall that weak stabilization in turn implies existence of limits for general Gibbs functionals in Theorem 1. There are mainly two methods to establish regimes of spatial mixing and we discuss them now.
V. STABILIZATION IN SPECIFIC GRAPHS

A. Stabilization Under Finite Maximum Degree
We first consider spatial mixing in graphs which have a finite maximum degree Δ < ∞ and are also strongly stabilizing. For instance, the k-nearest neighbor graph has Δ = (c d + 1)k, where c d is a constant called the kissing number [11, Cor. 3.2.3] . Intuitively, when the Gibbs potentials are weak and there are no high degree nodes in the graph, the influence of far away nodes is limited and spatial mixing holds.
Formally, the (Dobrushin) influence coefficient of t a node j on node i in a node set V is [9] , [12] ,
. , (16) Note that from Markovian property in (2), C i,j = 0 if j / ∈ N (i; G). The maximum influence on any node is given by α:= max i∈V j∈V C i,j . We have Dobrushin's condition 5 There are a general set of sufficient conditions for spatial mixing in [12] .
If we consider a specific model in (1) such as the Ising model, then the above condition translates to a regime of inverse temperate β < β c (Δ), for some critical value β c (Δ) which depends on the maximum degree Δ. For graphs with no finite degree bound, the condition in (17) holds only under the trivial case of independent data at nodes as n → ∞ and hence, we consider an alternative approach.
B. Stabilization Under Growing Maximum Degree
In this section, we focus on the geometric disc graph denoted by G(V n ; r n ). We set the threshold radius r n = 1 without loss of generality and vary intensity λ instead. In this regime, the maximum degree in G(V n ; 1) is unbounded and grows as Θ( log n log log n ) [13, Thm. 6.10]. We first consider the geometric disc graph or continuum percolation G(P λ ; 1) in the subcritical regime (λ < λ c (d)), where λ c (d) is the critical intensity [13, (9.12) ]. Here, there is no giant component a.s. and it is easy to see that the effect of far away nodes does not propagate since the components are small. (Recall that measurements of nodes in different components are independent). We formally state that weak stabilization holds in this case.
Proposition 1 (Weak Stabilization in Subcritical Regime): Functionals ξ of the form (7) are stabilizing on continuum percolation G(P λ,0 , 1) in the subcritical regime (λ < λ c (d)).
We now extend the above result to the super-critical regime (λ > λ c (d)) where there is a giant component, yet, spatial mixing occurs under certain conditions. We establish spatial mixing in this regime through disagreement percolation [14] , [15] , where a sufficient condition for spatial mixing is obtained through absence of giant component in an independent Bernoulli node percolation process on the graph, where the probability of picking a node is given by We formally state this result below. Denote independent Bernoulli node percolation on G(P λ ; 1) as G(P λ ; 1, ρ(·)) where ρ(i) is the probability of selecting node i.
Lemma 2 (Stabilization Regime Through Percolation): If G(P λfmax ; 1, ρ(·)) does not percolate, i.e., does not contain a giant component a.s. then the functional ξ of the form in (7) is weakly stabilizing according to (9) and hence, we have existence of limits in Theorem 1.
To obtain results for Bernoulli percolation on the geometric disc graph, note the probabilities ρ(·) in (18) are not uniform and hence, the simple thinning results do not hold. In the special case of Ising model, it can be shown that ρ(·) is a non-decreasing function in the degree of the node. In this case, the results of [16] are applicable, where a sufficient condition for non-percolation of a degree-dependent percolation function is derived as an infinite series. Thus, the percolation-based approach provides non-trivial regimes for spatial mixing on the geometric disc graph while the Dobrushin condition in (17) fails due to the growing maximum degree.
VI. CONCLUSION
We considered graphical models on random Euclidean points and derived limit laws for various functions, as the number of nodes goes to infinity. We derived sufficient conditions for existence of limits, by controlling the influence of the data and locations of faraway nodes. In future, we plan to investigate necessary conditions for existence of limits, as well as provide lower and upper bounds on functions, when the limits do not exist.
