Abstract-The exquisite human ability to perceive facial features has been explained by the activity of neurons particularly responsive to faces, found in the fusiform gyrus and the anterior part of the superior temporal sulcus. This study hypothesizes and demonstrates that it is possible to automatically discriminate face processing from processing of a simple control stimulus based on processed EEGs in an online fashion with high temporal resolution using measures of statistical dependence applied on steady-state visual evoked potentials. Correlation, mutual information, and a novel measure of association, referred to as generalized measure of association (GMA), were applied on filtered current source density data. Dependences between channel locations were assessed for two separate conditions elicited by distinct pictures (a face and a Gabor grating) flickering at a rate of 17.5 Hz. Filter settings were chosen to minimize the distortion produced by bandpassing parameters on dependence estimation. Statistical analysis was performed for automated stimulus classification using the Kolmogorov-Smirnov test. Results show active regions in the occipito-parietal part of the brain for both conditions with a greater dependence between occipital and inferotemporal sites for the face stimulus. GMA achieved a higher performance in discriminating the two conditions. Because no additional face-like stimuli were examined, this study established a basic difference between one particular face and one nonface stimulus. Future work may use additional stimuli and experimental manipulations to determine the specificity of the current connectivity results.
of 100 billion neurons, each having on average 7000 synaptic connections with its surrounding. The enormous structural connectivity of the brain complicates the complete understanding of its cognitive processes, which involve large networks in several cortices. However, there has been evidence that areas that are coactive during cognition can be as well interdependent, i.e., functionally connected, forming a cognitive control network [1] , [2] . Based on this observation, it is only natural to explore the functional connectivity as a tool to quantify a cognitive state. In this paper, we study this particular aspect of cognitive neuroscience, with a strong focus on discriminating two cognitive states in statistical terms solely from the associated functional connectivity across brain regions. To elaborate, we study the difference in activated regions when the visual stimulus is either a neutral facial stimulus (Face) or a contrast-matched control stimulus (Gabor patch).
Previous studies of social perception have indicated that features bearing motivational relevance undergo facilitated visual cortical processing [3] , [4] . The same applies to stimuli with higher object-based complexity or specific semantic content. In spite of the fact that the neural mechanisms controlling this facilitation remain unknown, much of the present evidence seems to point toward the amygdaloid complex and the parietofrontal cortex as origins of reentrant modulation into lower tier visual areas, when perceiving biologically significant stimuli [5] , [6] . According to this hypothesis, visual perception and attention to relevant stimuli involve communication between the occipital and frontal cortices mediated by subcortical structures [7] , [8] . Todorov and Engell [9] have also suggested that novel faces are automatically evaluated by the amygdala according to a general valence dimension causing the activation of a face responsive network in the occipital and temporal cortices, whereas the contribution of the fusiform gyrus and superior temporal sulcus in processing facial structures has been studied in [10] and [11] and others. Therefore, we exploit the fact that an increased functional connectivity in and among these areas may represent a potential index of the presence of facial visual stimulation, compared to a standard visual pattern, lacking biological significance.
The activity in the relevant areas can be observed and recorded by a number of noninvasive methods such as MRI, functional MRI (fMRI), EEG, and magnetoencephalography (MEG). MRI and fMRI have the advantage of providing an excellent spatial resolution, but this comes at the expense of a poor time resolution, caused by their dependence on blood flow. Given that neural communication ranges in time scales between 1 and 100 ms depending on the neurons characteristics [12] , fMRI is not well suited to assess cognitive tasks where time scales of interest do not exceed 100 ms. On the other side, the high temporal resolution of EEG and MEG (∼ 1 ms) make them a better tool to study the dynamics of brain activity. However, EEG recordings are inherently noisy, and therefore, we here rely on the steadystate visual evoked potential (ssVEP). ssVEPs are continuous brain responses caused by repetitive visual stimuli, generally modulated in intensity with a fixed rate usually less than 30 Hz and not smaller than 3 Hz [13] . These scalp potentials can be captured as signals oscillating with a fundamental frequency equal to the stimuli flashing rate. ssVEPs have recently become a popular tool in cognitive and clinical neuroscience [3] , [14] [15] [16] [17] . They are easy to induce and have several other advantages like good signal-to-noise ratio (SNR) and relative immunity to artifacts. In addition, they require minimal subject training, and simplify feature extraction and analysis in frequency space.
Given the complexity of cortical activity across recording sites, one important step is to quantify the functional connectivity among scalp locations and, ultimately, brain areas. This can be done in several ways, which are usually categorized as time-domain [3] , [18] , frequency-domain [19] [20] [21] [22] and timefrequency methods [23] , [24] . In this paper, we consider the first approach since it is fairly possible that a cognitive state is highly volatile, and therefore, it should be quantified only over a short period of time, i.e., with high time resolution. This can be done preferably in the time domain, since frequency-domain approaches sacrifice the time resolution in order to extract precise frequency information. Often electrical activity is measured over time across several cortical areas, and the standard practice quantifies the association of the signals in terms of correlation [25] [26] [27] [28] or mutual information (MI) [29] [30] [31] . However, both approaches have certain drawbacks. For example, correlation is a measure of linear dependence, and it is perhaps a strong assumption that two brain regions communicate through a linear channel. On the other hand, although MI provides a more rigorous quantification of association between two signals, it is rather difficult to estimate; especially when the sample size is small and dimensionality is high, which is pertinent to our objectives of preserving time resolution and assessing dependence over considerable propagation delay. Moreover, the estimation of MI requires selecting a free parameter, which adds more uncertainty to the analysis. To tackle these problems, we use a generalized measure of association (GMA) as a measure of dependence. Typical advantages of GMA are that it is parameter-free, and that it provides an intuitive understanding of dependence in the context of realizations. These are important when we only have a few samples-a situation where traditional estimators become highly biased, thus losing their meaning. We compare the performance of GMA against correlation and MI, and show that it indeed better quantifies the functional connectivity.
The rest of this paper is organized as follows. In Section II, we describe the experimental setting and outline the initial preprocessing performed to extract current source densities (CSDs) from scalp potentials. Section III describes the signal processing approach and in Section IV, we analyze the frequency components of the obtained signal, processed according to a robust filtering scheme that reduces the sensitivity of the dependence backend to bandpassing parameters. In Section V, we examine two approaches in the literature that can be used to analyze dependence between different electrode measurements and infer associations between the corresponding brain locations. Besides these measures, namely correlation and MI, we also describe GMA as a novel rank-based measure of dependence. Section VI provides an overview of results from the previously mentioned perspectives based on a standard formulation of the problem, and Section VII offers discussion and concluding remarks.
II. MATERIALS AND METHODS

A. Stimuli and Recordings
Overview: The experiment included two participants. Both were male graduate students in their early twenties who gave written consent prior to taking part in the study. The subjects had normal vision and no family history of epilepsy and did not report any psychotherapeutic history. The procedure was approved by the institutional review board of the University of Florida. Because of the reduced number of subjects, the primary goal of this paper is to concentrate on the signal processing aspects of the project and validate the algorithms with real human data originating from more than just one individual. A group study will be the object of future work.
Procedure: After application of the electrode net of a 129-channel HydroCell Geodesic Sensor Net montage [32] , and setting electrode impedances below 50 kΩ according to the manufacturer's recommendation for the high-impedance amplifiers, the experimental session proceeded with continuous recordings using C z as recording reference. Epochs of 400 ms prior to stimulus onset and 4200 ms after onset were extracted for a total of 4.6 s recordings. Subsequent to the baseline segment, an image showing a neutral human face was presented to the subject on a 17 monitor with a vertical refresh rate of 70 Hz (17.286 ms per screen duty cycle). Faces were shown for two duty cycles of the display and then turned off for two cycles, leading to on-off (square-wave) flicker at 17.5 Hz. This corresponds to 73 presentations of each stimulus per trial.
The same procedure was repeated with a control stimulus showing a Gabor patch, i.e., a pattern of stripes, where patches are calculated on the fly using pixels of the face picture. Luminance for both pictures was set to vary from near-zero to 52 cd·m −2 and both were matched for mean luminance (i.e., 9.7 cd·m −2 ), average contrast (i.e., 50%), and mean spatial frequency (i.e., 4 cpd) to preclude systematic differences with respect to these parameters. With these settings, stimuli are well below the flicker fusion frequency, and stable ssVEP amplitude can be expected [33] .
Gabor patches have been extensively used as control stimuli in a variety of contexts [34] [35] [36] , and the aim of this study was to examine the discriminability between a face and a nocontent pattern. Thus, in this paper, the two stimuli are considered from the perspective of inferring discriminating features without particularly stressing the characteristics of the specific physiological processes associated with face processing. All stimuli flickered at a frequency F o = 17.5 Hz and a total of N t = 15 trials were performed for each stimulus condition (this is deemed sufficient to yield a stable response for any subject and condition). From this point onward, we refer to the facial stimulus as "Face" and the Gabor stimulus as "Gabor patch." During the experiment, the subject was asked to attentively maintain gaze on the pictures, not to blink, and avoid as much as possible movements of the eye and the head. EEG data were collected from the recordings of the N c = 129 electrodes, at a digitization rate of F s = 1000 Hz. In a typical scenario, we would perform offline artifact rejection (that might include some visual inspection steps) to detect individual channel artifacts and interpolate potentials at these channels via spherical splines. This was not performed in our case since it was not clear how it would affect computed dependences in sensor space.
B. Volume Conduction and CSDs
Several factors interfere with the process of getting a highquality representation of brain activity when recording an EEG signal. The impact of some of these artifacts can be attenuated like the subject's head motion and eye blinking, whereas others are uncontrollable such as the electrical activity of some muscles, electrocardiograms, and especially the effect of volume conduction. To reduce the effect of the latter, we estimate the strength of extracellular current generators underlying the recorded scalp potentials. This is done using a spherical model of the head based on a linear volume conduction assumption. Such model includes four layers (scalp, skull, cerebrospinal fluid, and brain) and is convenient since it allows derivation of analytic results with low margin of error [37] . As a result, we use CSD measures that roughly approximate the locations of the current sources and sinks in a reference-free fashion [38] , [39] . To derive these measures, we follow the procedure outlined in [40] where the calculation of the CSD or the equivalent "Laplacian" method is useful to reduce the spatial low-pass filtering impact caused by the volume conduction property of the tissue, fluids, and skull [41] , [42] . This method primarily relies on a sufficient spatial sampling as well as an adequate SNR [40] . These requirements were met for this study with event-related potential measurements performed at 129 electrode locations with 15 trials per condition.
C. Data
The recording at each channel location i was collected as a time series x (k ) i for face and y
for Gabor path per trial k. As a result, the whole data can be represented as two spatiotemporal data matrices
where N c and N s denote the number of channels and sampled data points per recording, respectively. N c = 129 and for F s = 1000 and a downsampling factor d = 1, N s = 4600. For later use, we also define N r = 400 to be the number of samples for the baseline segment and for a given vector a, the notation a{n, m} denotes the subvector {a n , . . . , a m }.
III. SIGNAL PROCESSING
The recorded EEG signals reveal the presence of strong noises at 60 Hz and its odd harmonics (third and fifth), which suggests the use of notch filters to preprocess the data prior to extracting Fig. 1 . Plot showing the change in the number of channels for which the two conditions are correctly discriminated by the KS test as the bandpass filter quality factor increases. Simulations were performed for three filter orders and GMA was used as dependence measure. The curve increases with the quality factor, reaches a plateau, and then decreases as the quality factor goes up, clearly showing a region where the estimated dependence values are robust.
the frequency band of interest. It is known that filters with higher quality factors induce better stopband attenuation but exhibit more ringing. For functional dependence studies, it is desirable to design a filter that can capture all the ssVEP relevant modulation while preventing ringing as much as possible since this may provide spurious dependences across channels that are independent. The impact of the filter's order and quality factor has been thoroughly assessed in [43] where the evaluation criterion of the filtering scheme was chosen to be the discriminability between the two conditions in response to variations in these two parameters. The considered measure of dependence was GMA, which will be described in detail in Section VI. Details about the filters used to process the recorded signals are included in [43] and it has been shown that the best set of parameters in terms of reducing the sensitivity of GMA values to the bandpassing scheme and achieving a better separation between the two conditions consists of a quality factor approaching unity and a filter order in the range [50, 100] . This is illustrated in Fig. 1 . In this paper, an order-70 filter with unity quality factor is used.
IV. FREQUENCY-DOMAIN ANALYSIS
We first analyze the filtered signals in the frequency domain over the sensor space to assess the filtering impact and localize the power in the F o range. Power is visualized for different frequency bands between 16 and 18.9 Hz. For both conditions, power in a 0.5-Hz band including F o clearly dominates those in the other ranges and is mostly concentrated in the right occipitoparietal regions. This is shown in Fig. 2 where power was averaged over all trials and plotted by sensor location.
The variability per trials of the fast Fourier transform (FFT) power at the flickering frequency is shown in Fig. 3 . The computed variance per trial is inline with the power distribution plot (see Fig 2, upper row) that shows more localization of the power at 17.5 Hz for the face condition. Fig 3(b) illustrates two different linear fits between the variance vectors quantiles with standard normal quantiles for the two conditions.
Although the basic power spectral density approach seems to distinguish the two conditions, the statistical significance of the differences between the two conditions is questionable. Even if we assume otherwise, the time resolution provided via this approach is very limited. Thus, in order to quantify the dependence between electrode locations in response to the visual stimuli, we apply dependence measures on time windows of the filtered signals. Such approach bypasses the need to extract time delays from the signal's phase. Besides, it performs better than a classifier based only on power discrimination (as illustrated in Fig. 3) . We hence tackle the problem from a time-domain perspective, using directly the time series processed by the linear-phase finite impulse response filter previously discussed to provide a better discrimination between the two conditions.
V. DEPENDENCE MEASURES IN THE TIME DOMAIN
Dependences are computed per trial for every pair of channels. As a preliminary test for this methodology, we select a channel location in the occipito-parietal region, corresponding to location P O z in an extended 10-20 system, to display a representative map of the obtained dependences. Since we know that ssVEPs originate mostly from visual cortical areas [44] , we provide the following motivation facts to support this choice: 1) the proximity of this location to the occipital regions where the signal is known to originate from (as shown in Fig. 2) and 2) the unbiasedness of this location toward either of the right or left brain hemispheres. The advantage sought by selecting this channel consists in providing an insight about how the occipital region of the brain relates in time to the surrounding occipito-temporal and parietal areas. Hence, for each dependence measure and condition, an N c × N t × N w matrix was computed where N w denotes the number of time windows over which dependence is computed. For d = 1 and a time window length of 114 ms, N w = 36.
A. Pearson's Product-Moment Coefficient
A correlation measure between two variables reflects the degree to which the variables are related. The most widely used measure of correlation is the Pearson productmoment correlation defined for two variables Q and R as
where σ serves to denote standard deviation and μ is the mean. The aforementioned quantity can be estimated for a sample of size n using statistical estimators of the variance and covariance
whereQ denotes the average of Q. Pearson's correlation reflects the strength of the linear relationship between two variables. It ranges from +1 to −1 corresponding, respectively, to reflect positive and negative linear relationship between the two variables.
B. MI
Another popular approach to measure dependence between two time series is MI. Assuming Q and R have joint probability distribution P QR (q, r), the MI between the two variables is defined as
where E P represents the expected value operator over distribution P , and P Q (q) and P R (r) denote the marginal distributions: P Q (q) = r P QR (q, r) and P R (r) = q P QR (q, r). An alternative definition of MI using the definition of the entropy and conditional entropy quantities is I
(Q, R) = H(Q) − H(Q|R).
MI can be then seen as the reduction in a variable's uncertainty when the second variable is known. Estimating MI is a challenging problem. In this paper, we use the estimator proposed by Kraskov et al. [45] . Unlike conventional MI estimators based on binning or kernel density estimation, this method relies on entropy estimates using the k-nearest neighbor (k-nn) algorithm. The expression of the estimator is shown as follows:
is the digamma function and n e (i) for a random variable E represents the number of points e j whose distance from e i is strictly less than a certain distance i computed as the difference between z i (Z denoting the maximum norm over the space consisting of the two random variables) and its kth neighbor. In this paper, we use a value of k = 4, after several trials.
C. GMA
Since correlation only captures second-order interactions, it performs poorly for time series where the random variables may be coupled in the high-order moments. Besides, setting the free parameter in an optimal way when estimating MI is not an easy task. We hence employ a novel rank-based measure of dependence capable of capturing nonlinear structure called GMA [46] . Recall that association between random variables U and V measures how much large values on U are associated with large values on V . GMA generalizes the concept of association by considering the distance between realizations rather than their absolute locations, retains certain desired invariance properties of a measure of association, and only requires that they be defined in a metric space.
More specifically, a given set of realizations
is defined to be dependent if pairs of close realizations of one random variable ({u i , u j }) are associated with pairs of close realizations of the other random variable ({v i , v j }). Here, closeness is defined in terms of the respective distance metrics of the spaces where the realizations lie in, i.e., U and V. We, respectively, denote these distance metrics as δ u and δ v . A natural and ubiquitous distance metric in the context of time series is Euclidean distance, and this is what we use to compute the distance between points in each time series. To estimate GMA, we proceed by computing for each 1 ≤ i ≤ n, the rank r i of realization v j * in terms of δ v , where j * refers to the index of the closest realization u j to u i in terms of δ u j * = arg min
Let us consider the ranks {r i } n i=1 as a random variable R; then, the distribution of R will quantify dependence. In fact, if the ranks are broadly distributed, then dependence is small, while skewness of R will mean more dependence. Capturing the skewness can be done in various ways. The adopted approach is very simple and proceeds by calculating the area under the empirical cumulative distribution function (cdf) of R. Algorithm 1 describes in detail the steps involved in computing GMA between two time series.
In Algorithm 1, the spread of the ranks is computed to address cases where two or more realizations share the same distance from a third one. Upon completion of the algorithm, P (R = r) = 1 and, hence, refers to a valid PDF. Therefore, GMA can be mathematically defined as
where P (R = r) is defined as P (R = r) = #{i : r i = r}/n, and represents the empirical probability of the rank variable. GMA satisfies the properties of a measure of dependence i.e., it is upper and lower bounded, invariant under a general set of transformations (like rotation and scaling) and can be asymmetric. GMA assumes values between 0.5 and 1. Being parameterfree, it enjoys a unique computational advantage over other approaches.
VI. SIMULATIONS
As mentioned in the aforementioned section, we use time windows of 114 ms corresponding to 114 samples given d = 1 and F s = 1000 Hz. This duration corresponds to two cycles of a sinusoid with frequency F o and satisfies the requirements of having a high time resolution while providing enough samples for dependence computation. When computing correlation and MI, time series were embedded in γ = 8 dimensions to account for the propagation delay among neighboring channels. Tests with absolute correlation were also performed to achieve a better comparison with the other dependence measures since negative correlation values with high magnitude indicate anticorrelation and hence correspond to regions of strong statistical dependence. For the absolute correlation tests, the dependence value was maximized over time lags between 1 and 29 samples. Results were visualized for the whole time duration of 4.2 s, representing a concatenation of 38 time windows.
A. Results
Each of Figs. 5-8 shows right and left lateral plots of the head for each of the two conditions. GMA was used for Figs. 6 and 7; absolute correlation and MI were used, respectively, for Figs. 5 and 8. Given its asymmetry, GMA plots were comprised of two rows to reflect both directions of the measure. The lower row in each of Figs. 6 and 7 corresponds to dependence values computed from all channel locations to channel 72. Fig. 9 . A statistical assessment of the discriminatory performance between the two regions is conducted in Section VI-B. Fig. 6 . Same procedure as in Fig. 5 applied for GMA. The upper row corresponds to forward computations of GMA, i.e., from the selected channel to the others, while the lower row shows the backward computations. More dependence can be seen for the two conditions in the right hemisphere. The noticeable active region for the face condition seems to correspond to medial occipito-temporal structures and might reflect the activity of the fusiform face area. The asymmetry of the measure does not significantly affect the locations of the active regions.
Correlation: Absolute correlation shows consistency in locations of active regions across time and conditions. In addition to visual cortex, superior regions (e.g., superior temporal sulcus) are also implicated.
GMA: Unlike correlation, GMA shows higher dependence for the face condition in the right parietal-temporal-occipital region neighboring P 4 (Figs. 6 and 7) . Although it is too early to be conclusive, this might be explained by an enhanced com- munication between sources in the primary visual cortex and ventral region sources and is consistent with engagement of the fusiform or right occipito-temporal areas. A remarkable observation is that this active region seems to be reinforced with the duration of the presentation. The averaged GMA value in that area shows consistently slight increases with time, noticeable as long as the stimulus is applied, which suggests the reinforcement of communication between sources as time passes.
MI: MI tends to show a more balanced distribution of active regions between the two brain hemispheres as compared to correlation and GMA. Some patterns of right parietal activity can be spotted for the face condition, but their corresponding dependence levels vary across time windows. Similar to the two other dependence measures, a slightly higher level of dependence was observed for that condition.
Dependence Across Time Windows: A subset of electrodes corresponding to the region neighboring electrode location P 4 [as shown in Fig. 9(a) ] was selected to study the variations of our dependence measures across time windows. GMA values exhibit low variability with slight increases as time flows, which might be explained by habituation effects due to presenting the same visual object. On the other hand, absolute correlation and MI show more fluctuations and do not present the same increasing pattern.
B. Statistical Analysis
To assess quantitatively the dependence maps, we use the twosample Kolmogorov-Smirnov (KS) test, which is a nonparametric test that compares two sample vectors. The KS test tries to estimate the distance between the empirical distribution functions of the two sets of samples. The null hypothesis is that both samples are drawn from the same distribution. Assuming γ 1 (x) and γ 2 (x) to be the sample vectors, the KS statistic can be calculated as KS γ 1 ,γ 2 = max x |F γ 2 (x) − F γ 1 (x)|, where F γ 1 (x) and F γ 2 (x) denote the empirical cdfs for the n i.i.d. observations, alternatively F {X 1 ,...,X n } (x) = 1 n n i=1 I X i ≤x , where I k denotes the indicator function. The null hypothesis is rejected at the α-level if (n 1 n 2 )/(n 1 + n 2 )KS γ 1 ,γ 2 > K α , where n 1 and n 2 denote the number of samples from each observation vector and K refers to the Kolmogorov distribution [47] . Fig. 10 shows the empirical distributions per condition for each of the dependence measures considered in this paper across the sensor network and the corresponding value of the KS statistic. Distributions for absolute correlation and MI are more distinct than correlation but show less discriminability than GMA. Looking at a time window of 114 samples, the test statistic obtained for GMA is 0.9125, compared to 0.3441 and 0.4844 for MI and absolute correlation, respectively, as shown in Fig. 11 . All measures performed better than the power classification scheme in Fig. 3 . Results were similar when using a longer time window with a 15% difference for GMA, when comparing to a smaller time window. The range of values drops for all measures of dependence measures but this comes at the expense of reduced time resolution.
VII. CONCLUSION
A. Discussion
This study examined ssVEPs evoked by flickering stimuli showing a human face and Gabor patches. Dependences between channel locations were computed in time windows of 114 ms for correlation, MI, and a novel measure of dependence, which achieved a better performance in discriminating between the two conditions. Estimates of source locations underlying the ssVEP activity strongly suggest that most scalp-recorded ssVEP signals originate from lower tier visual cortex. This is inline with the findings in [48] and [49] and those in [50] that localize the visual ssVEP in posterior occipital and ventral occipital cortex. Di Russo et al. [48] further suggest that simple ssVEP models consisting of one or two sources in the occipital region of the brain are unable to explain the ssVEPs magnitude and phase, which favors the hypothesis of a distributed source system with enhanced communication between the occipital/parieto-occipital region and sources in ventral regions. Potential sources suggested by this study concur with sources of face-specific responses found by Sams et al. [51] .
Although we did not study directional connectivities in this context, the location of active regions witnessed for the face stimulus is consistent with findings suggesting reentrant modulation of early visual cortex, originating from higher tiers and entering lower tiers of visual cortex [3] .
B. Further Research
The data used in this study were based on recordings acquired from two subjects. The next step is to validate the current methodology on extended data obtained from multiple subjects, while studying the intervariability between subjects. It would also be interesting to look at the functional connectivities from a perspective involving all channels. A way to do so is to formulate the problem as a complete undirected dependence graph [52] and apply statistical methods to extract the most active edges in the graph. Possible evaluation tools between the two conditions in that case would be graph matching procedures as in [53] and [54] . Using measures of conditional dependence can also be employed to determine directional connectivities. An interesting comparison can be performed to a functional connectivity approach based on coherence analysis [19] , [21] .
On the other hand, to further elaborate on the obtained results, it would be interesting to infer more information about the nature of communication between the occipito-parietal cortex and the inferotemporal and whether it involves intermediate sources. This can be done by studying the time delay properties of the obtained signals over a set of channels.
