Abstract
Introduction
We consider verification of safety properties for parameterized systems. Typically, a parameterized system consists of an arbitrary number of processes organized in a linear array. The task is to verify correctness regardless of the number of processes. This amounts to the verification of an infinite family; namely one for each size of the system. An important feature in the behaviour of a parameterized system is the existence of global conditions. A global condition is either universally or existentially quantified. An example of a universal condition is that all processes to the left of a given process should satisfy a property . Process can perform the transition only if all processes with indices satisfy . In an existential condition we require that some (rather than all) processes satisfy . Together with global conditions, we allow features such as shared variables, broadcast communication, and processes operating on unbounded variables.
All existing approaches to automatic verification of parameterized systems (e.g., [12, 4, 6, 8] ) make the unrealistic assumption that a global condition is performed atomically, i.e., the process which is about to make the transition checks the states of all the other processes and changes its own state, all in one step. However, almost all protocols (modeled as parameterized systems with global conditions) are implemented in a distributed manner, and therefore it is not feasible to test global conditions atomically.
In this paper, we propose a method for automatic verification of parameterized systems where the global conditions are not assumed to be atomic. The main idea is to translate the verification problem into model checking of systems where each configuration is a labeled finite graph. The labels of the nodes encode the local states of the processes, while the labels of the edges carry information about the data flow between the processes. Our verification method consists of three ingredients each of which is implemented by a fully automatic procedure: (i) a preprocessing phase in which a refinement protocol is used to translate the behaviour of a parameterized system with global conditions into a system with graph configurations; (ii) a model checking phase based on symbolic backward reachability analysis of systems with graph configurations; and (iii) an overapproximation scheme inspired by the ones proposed for systems with atomic global conditions in [3] and [2] . The over-approximation scheme is extended here in a non-trivial manner in order to cope with configurations which have graph structures. The over-approximation enables us to work with efficient symbolic representations (upward closed sets of configurations) in the backward reachability procedure. Below, we describe the three ingredients in detail.
In order to simplify the presentation, we first start with a basic model, and then introduce additional features one by one. In the basic model, a process is a finite-state automaton which operates on a set of local variables ranging over the Booleans. The transitions of the automaton are conditioned by the local state of the process, values of the local variables, and by global conditions. Transitions involving global conditions are not assumed to be atomic. Instead, they are implemented using an underlying protocol, here referred to as the refinement protocol. Several different versions of the protocol are possible. The one in the basic model works as follows. Let us consider a process, called the initiator, which is about to perform a transition with a global condition. Suppose that the global condition requires that all processes to the left of the initiator satisfy . Then, the initiator sends a request asking the other processes whether they satisfy or not. A process sends an acknowledgment back to the initiator only if it satisfies . The initiator performs the transition when it has received acknowledgments from all processes to its left. The acknowledgments are sent by the different processes independently. This means that the initiator may receive the acknowledgments in any arbitrary order, and that a given process may have time to change its local state and its local variables before the initiator has received its acknowledgment.
The refinement protocol induces a system with an infinite set of configurations each of which is a finite graph. The nodes of the graph contain information about the local states and the values of the local variables of the processes, while the edges represent the flow of request and acknowledgment messages used to implement the refinement protocol. We observe that the graph representation defines a natural ordering on configurations, where a configuration is smaller than another configuration, if the graph of the former is contained in the graph of the latter (i.e., if there is a label-respecting injection from the smaller to the larger graph). To check safety properties, we perform backward reachability analysis on sets of configurations which are upward closed under the above mentioned ordering. Two attractive features of upward closed sets are (i) checking safety properties can almost always be reduced to the reachability of an upward closed set; and (ii) they are fully characterized by their minimal elements (which are finite graphs), and hence these graphs can be used as efficient symbolic representations of infinite sets of configurations. One problem is that upward closedness is not preserved in general when computing sets of predecessors. To solve the problem, we consider a transition relation which is an over-approximation of the one induced by the parameterized system. To do that, we modify the refinement protocols by eliminating the processes which have failed to acknowledge a universal global condition (either because they do not satisfy the condition or because they have not yet sent an acknowledgement). For instance in the above example, it is always the case that process will eventually perform the transition. However, when performing the transition, we eliminate each process (to the left of ) which has failed to acknowledge the request of . The approximate transition system obtained in this manner is monotonic w. r. t. the ordering on configurations, in the sense that larger configurations can simulate smaller ones. The fact that the approximate transition relation is monotonic, means that upward closedness is maintained when computing predecessors. Therefore, all the sets which are generated during the backward reachability analysis procedure are upward closed, and can hence be represented by their minimal elements. Observe that if the approximate transition system satisfies a safety property then we can conclude that the original system satisfies the property too. The whole verification process is fully automatic since both the approximation and the reachability analysis are carried out without user intervention. Termination of the approximated backward reachability analysis is not guaranteed in general. However, the procedure terminates on all the examples we report in this paper.
In this paper, we will also describe shortly how the method can be generalized to deal with a number of features which are added to enrich the basic model (while still keeping the non-atomicity assumption). First, we consider parameterized systems where the processes are infinite-state. More precisely, the processes may operate on variables which range over the natural numbers, and the transitions may be conditioned by gaporder constraints. Gap-order constraints [17] are a logical formalism in which one can express simple relations on variables such as lower and upper bounds on the values of individual variables; and equality, and gaps (minimal differences) between values of pairs of variables. We will also describe different variants of the refinement protocol than the one described earlier. Finally, we explain how to handle other features such as shared variables, broadcast communication, and other variants of the refinement protocol.
Another aspect of our method is that systems with graph configurations are interesting in their own right.
The reason is that many protocols have inherently distributed designs, rather than having explicit references to global conditions. For instance, configurations in the Lamport distributed mutual exclusion protocol [15] or in the two-phase commit protocol of [11] are naturally modelled as graphs where the nodes represent the local states of the processes, and the edges describe the data travelling between the processes. In such a manner, we get a model identical to the one extracted through the refinement protocol, and hence it can be analyzed using our method.
We have implemented a prototype and used it for verifying a number of challenging case studies such as parameterized non-atomic versions of Burn's protocol, Dijkstra's protocol, the Bakery algorithm, Lamport's distributed mutual exclusion protocol [15] , and the two-phase commit protocol used for handling transactions in [11] . As far as we know, none of these examples has previously been verified in a fully automated framework.
Related Work
We believe that this is the first work which can handle automatic verification of parameterized systems where global conditions are tested nonatomically. All existing automatic verification methods (e.g., [12, 4, 6, 8, 9, 3, 2] ) are defined for parameterized systems where universal and existential conditions are evaluated atomically. Non-atomic versions of parameterized mutual exclusion protocols such as the Bakery algorithm and two-phase commit protocol have been studied with heuristics to discover invariants, ad-hoc abstractions, or semi-automated methods in [5, 13, 16, 7] . In contrast to these methods, our verification procedure is fully automated and is based on a generic approximation scheme for quantified conditions.
The method presented in this paper is related to those in [3, 2] in the sense that they also rely on combining over-approximation with symbolic backward reachability analysis. However, the papers [3, 2] assume atomic global conditions. As described above, the passage from the atomic to the non-atomic semantics is not trivial. In particular, the translation induces models whose configurations are graphs, and are therefore well beyond the capabilities of the methods described in [3, 2] which operate on configurations with linear structures. Furthermore, the underlying graph model can be used in its own to analyze a large class of distributed protocols. This means that we can handle examples such as the ones mentioned earlier, none of which can be analyzed within the framework of [3, 2] .
Outline
In the next section, we give some preliminaries and define the basic model. In Section 3, we describe the induced transition system and the nonatomic semantics of global transitions (the refinement protocol). Section 4 introduces the coverability (safety) problem. In Section 5, we define the over-approximated transition system on which we run our algorithm. In Section 6, we present a generic scheme for deciding coverability and show how to instantiate it on our model. In Section 7, we consider a generalization of the model defined in Section 2 by considering processes which operate on variables with unbounded domains. Section 8 explains how to extend the model with additional features such as shared variables, broadcast transitions, and variants of the refinement protocol. In Section 9, we report results of our analysis on several mutual exclusion protocols. Section 10 concludes the paper and gives directions for future work. The appendix includes detailed descriptions of the case studies.
Preliminaries
In this section, we define a basic model of parameterized systems. This model will be enriched by additional features in Sections 7 and 8.
For a natural number Ò, let Ò denote the set 1 Ò . We use to denote the set true false of Boolean values. For a finite set , we let ( ) denote the set of formulas which have members of as atomic formulas, and which are closed under the Boolean connectives . A quantifier is either universal or existential. A universal quantifier is of one of the forms Ä , Ê , ÄÊ . An existential quantifier is of one of the forms Ä , Ê , or ÄÊ . The subscripts Ä, Ê, and ÄÊ stand for Left, Right, and Left-Right respectively. A global condition over is of the form ¾ where ¾ is a quantifier and ¾ ( ). A global condition is said to be universal (resp. existential) if its quantifier is universal (resp. existential). We use ( ) to denote the set of global conditions over .
Parameterized Systems A parameterized system consists of an arbitrary (but finite) number of identical processes, arranged in a linear array. Sometimes, we refer to processes by their indices, and say e.g., the process with index (or simply process ) to refer to the process with position in the array. Each process is a finite-state automaton which operates on a finite number of Boolean local variables. The transitions of the automaton are conditioned by the values of the local variables and by global conditions in which the process checks, for instance, the local states and variables of all processes to its left or to its right. The global transitions are not assumed to be atomic operations. A transition may change the value of any local variable inside the process. A parameterized system induces an infinite family of finite-state systems, namely one for each size of the array. The aim is to verify correctness of the systems for the whole family (regardless of the number of processes inside the system). A parameterized system È is a triple (É Ì ), where É is a set of local states, is a set of local Boolean variables, and Ì is a set of transition rules. A transition rule Ø is of the form
where Õ Õ ¼ ¾ É and Ö ×ØÑØ is a guarded command. where Ö is a guard and ×ØÑØ is a statement.
Transition System
In this section, we describe the induced transition system.
A transition system Ì is a pair ( =µ), where is an (infinite) set of configurations and =µ is a binary relation on . We use £ =µ to denote the reflexive transitive closure of =µ. For sets of configurations 1 2 we use 1 =µ 2 to denote that there are 1 ¾ 1 and 2 ¾ 2 with 1 =µ 2 . We will consider several transition systems in this paper.
First, a parameterized system È = (É Ì ) induces a transition system Ì (È) = ( ) as follows. In order to reflect non-atomicity of global conditions, we use a protocol, called the refinement protocol, to refine (implement) these conditions. The refinement protocol uses a sequence of request and acknowledgment messages between processes. Therefore, a configuration is defined by (i) the local states and the values of the local variables of the different processes; and by (ii) the flow of requests and acknowledgments which are used to implement the refinement protocol. Below, we describe these two components, and then use them to define the set of configurations and the transition relation. 
Process States

¾ ( ).
The Refinement Protocol The refinement protocol is triggered by an initiator which is a process trying to perform a transition involving a global condition. The protocol consists of three phases described below. In the first phase, the initiator enters a temporary state and sends a request to the other processes asking whether they satisfy the global condition. In the second phase, the other processes are allowed to respond to the initiator. When a process receives the request, it sends an acknowledgment only if it satisfies the condition. The initiator remains in the temporary state until it receives acknowledgments from all relevant processes (e.g., all processes to its right if the quantifier is Ê , or some process to its left if the quantifier is Ä , etc). Then, the initiator performs the third phase which consists of leaving the temporary state, and changing its local state and variables according to the transition. The request of the initiator is received independently by the different processes. Also, the processes send their acknowledgments independently. In particular this means that the initiator may receive the acknowledgments in any arbitrary order (see Figure 1) . To model the status of the request and acknowledgments, we use edges. A request edge is of the form req Ø where and are process indices and Ø ¾ Ì is a transition. Such an edge indicates that process is in a temporary state trying to perform transition Ø (which contains a global condition); and that it has issued a request which is yet to be acknowledged by process . An acknowledgment edge is of the form ack Ø with a similar interpretation, except that it indicates that the request of process has been acknowledged by process . Observe that if a process is in a temporary state, then it must be an initiator.
Configurations A configuration ¾ is a pair (Í ) where Í = Ù 1 ¡ ¡ ¡ Ù Ò is a sequence of process states, and is a set of edges. We use to denote the number of processes inside , i.e., = Ò. Intuitively, the above configuration corresponds to an instance of the system with Ò processes. Each pair Ù = (Õ Ú ) gives the local state and the values of local variables of process . We use Í [ ] to denote Ù . The set encodes the current status of requests and acknowledgments among the processes. A configuration must also satisfy the following two invariants:
1. If Ù is a temporary process state (for some transition Ø) then, for each : 1 = Ò, the set contains either an edge of the form req Ø or an edge of the form ack Ø (but not both). This is done to keep track of the processes which have acknowledged request of . That is, if process is not in a temporary states, then it is not currently waiting for acknowledgments, and hence no edges of the above form need to be stored.
Transition Relation Consider two configurations
We describe how can perform a transition to obtain ¼ . Such a transition is performed by some process with index for some : 1 Ò. We write
, only process changes state during the transition); and (ii) that there is a Ø ¾ Ì of the form (1) such that one the following four conditions is satisfied (each condition corresponds to one type of transitions):
, and ¼ = . By Ö ¾ ( ), we mean that Ø is a local transition. The values of the local variables of the process should satisfy the guard Ö , and they are modified according to ×ØÑØ. The local states and variables of other processes are not relevant during the transition. Since the transition does not involve global conditions, the edges remains unchanged.
the transition Ø contains a global condition. The initiator, which is process , triggers the first phase of the refinement protocol. To do this, it moves to the temporary state Õ Ø . It also sends a request to all other processes, which means that the new set of edges ¼ should be modified accordingly.
The local variables of the initiator are not changed during this step.
and there is a : 1 = Ò such that
A process (with index ) which satisfies the condition sends an acknowledgment to the initiator (process ). To reflect this, the relevant request edge is replaced by the corresponding acknowledgment edge. No local states or variables of any processes are changed. Notice that we use Í [ ] £ in the interpretation of the guard. This means that a process which is in the middle of checking a global condition, is assumed to be in its original local state until all the phases of the refinement protocol have successfully been carried out.
Refinement Protocol -Third Phase
Ò , and one of the following conditions holds:
Ò.
-¾ = ÄÊ and ( ack Ø ) ¾ for each : 1 = Ò.
-¾ = Ä and ( ack Ø ) ¾ for some : 1 .
-¾ = Ê and ( ack Ø ) ¾ for some :
-¾ = ÄÊ and ( ack Ø ) ¾ for some : 1
The initiator has received acknowledgments from the relevant processes. The set of relevant processes depends on the type of the quantifier. For instance, in case the quantifier is Ä then the initiator waits for acknowledgments from all processes to its left (with indices smaller than ). Similarly, if the quantifier is Ê then the initiator waits for an acknowledgment from some process to its right (with index larger than ), and so on. 2 and sending request edges on Ø to all other processes (forward arrows). In the second phase of the protocol (second row), the white processes acknowledge the requests since they all satisfy the condition Õ3. Once all edges are acknowledged, the initiator (colored process) performs the third phase of the protocol by removing all edges and changing state to Õ3 as illustrated in the last configuration. higher side of the figure shows a possible nonatomic execution of the system: First, the two colored processes initiate the refinement protocol for transition Ø. In the second phase, the two colored processes mutually acknowledge the request edges on Ø since they both satisfy the condition Õ3. Once each of the colored processes receives all needed acknowledgments, it moves to Õ3. Therefore, we end up by 2 states in Õ3. This is opposed to the lower side execution were we assume that Ø is atomic. In this case, only one of the colored process can fire it and move to Õ3. Once one of the processes executes Ø, the remaining process cannot fire it since the guard is not satisfied.
Remark 1 In the first phase of the protocol (described above), the initiator sends its request to all processes inside the system (including the ones whose replies are not relevant). However (in the third phase), it only takes into consideration acknowledgments from the relevant processes. For instance, if the quantifier is
0 0 0 1 1 1 Õ1 Õ1 Õ1 Õ1 Õ1 Õ1 Õ1 Õ1 Õ2 Õ2 Õ2 Õ2 Õ2 Õ2 Õ2 Õ4 Õ4 Õ4 Õ4 Õ4 Õ4 Õ4 Õ4 Õ Ø 2 Õ Ø 2 Õ Ø 2 Õ Ø 2 Õ Ø 2 Õ3 Õ3 Õ3 Õ3 Ø : [Õ2 ÄÊ Õ3 £ Õ3 ]
Remark 2 In [3]
, we have considered the same type of parameterized systems, nevertheless, we assumed that global transitions are executed in an atomic manner. Observe here that under our current assumption, the resulting transition system induces more behaviors as depicted in Figure 2 .
Safety Properties
In order to analyze safety properties, we study the coverability problem defined below. Given a parameterized system È = (É Ì ), we assume that, prior to starting the execution of the system, each process is in an (identical) initial process state Ù init = (Õ init Ú init ).
In the induced transition system Ì (È) = ( ), we use Init to denote the set of initial configurations, i.e., configurations of the form (Í init init ), where
In other words, all processes are in their initial states, and there are no edges between the processes. Notice that the set of initial configurations is infinite.
We define an ordering on configurations as follows. Given two configurations, = (Í ) with = Ñ, and
that there is a strictly monotonic 1 injection from the set Ñ to the set Ò such that the following conditions are satisfied for each Ø ¾ Ì and : 1 = Ñ: The coverability problem for parameterized systems is defined as follows:
and an upward closed set of configurations.
It can be shown, using standard techniques (see e.g. [18, 10] ), that checking safety properties (expressed as regular languages) can be translated into instances of the coverability problem. Therefore, checking safety properties amounts to solving PAR-COV (i.e., to the reachability of upward closed sets). Intuitively, we use to denote a set of bad states which we do not want to occur during the execution of the system. For instance, in a mutual exclusion protocol, if the local state Õ crit corresponds to the process being in the critical section, then can be defined to be the set of all configurations where at least two processes are in Õ crit . In such a case, is the set of bad configurations (those violating the mutual exclusion property). Notice that once a configuration has two processes in Õ crit then it will belong to regardless of the values of the local variables, the states of the rest of processes, and the edges between the processes. This implies that is upward closed.
Approximation
In this section, we introduce an over-approximation of the transition relation of a parameterized system. The aim of the over-approximations is to derive a new transition system which is monotonic with respect to the ordering defined on configurations in Section 4. Formally, a transition system is monotonic with respect to the ordering , if for any configurations 1 4 . The only transitions which violate monotonicity are those corresponding to the third phase of the refinement protocol when the quantifier is universal. Therefore, the approximate transition system modifies the behavior of the third phase in such a manner that monotonicity is maintained. More precisely, in the new semantics, we remove all processes in the configuration which have failed to acknowledge the request of the initiator (the corresponding edge is a request rather than an acknowledgment). Below we describe formally how this is done.
In Section 3, we mentioned that each parameterized system È = (É Ì ) induces a transition system Ì (È) = ( ). A parameterized system È also induces an approximate transition system (È) = ( ); the set of configurations is identical to the one in Ì (È). We define = ( 1 ), where is defined in Section 3, and 1 (which reflects the approximation of universal quantifiers in third phase of the refinement protocol) is defined as follows. ¯ is in the image of iff one of the following conditions is satisfied: -= .
-¾ = Ä and either or (
That is we keep the initiator (process ) together with all the relevant processes who have acknowledged its request.
( ) = , i.e., the local variables of process are updated according to ×ØÑØ while the states and local variables of other processes are not changed.
¼ is obtained from as follows. For all
In other words, we remove all edges connected to processes which are removed from the configuration (see Figure 3) .
We use 1 ¼ to denote that 1 ¼ for some .
Lemma 5.1
The approximate transition system ( ) is monotonic w.r.t. .
We define the coverability problem for the approximate system as follows.
APRX-PAR-COV
Instance A parameterized system È = (É Ì ) and an upward closed set of configurations.
Question Init £ ? Since , a negative answer to APRX-PAR-COV implies a negative answer to PAR-COV.
Backward Reachability Analysis
In this section, we present a scheme based on backward reachability analysis and we show how to instantiate it for solving APRX-PAR-COV. For the rest of this section, we assume a parameterized system È = (É Ì ) and the induced approximate transition system (È) = ( ). Ñ. We use Θ( ) to denote and to denote Ñ. Intuitively, a configuration satisfying should contain at least Ñ processes, where the local state and variables of the Ø process satisfy . Furthermore the set defines the minimal set of edges which should exist in the configuration. More precisely, for a constraint = (Θ 1 ) with = Ñ, and a configuration = (Í 2 ) with = Ò, we write = to denote that there is a strictly monotonic injection from the set Ñ to the set Ò such that the following conditions are satisfied for each Ø ¾ Ì and : 1 Ñ:
Notice that if some is unsatisfiable then [ 
Lemma 6.1 For each constraint , the set [[ ]] is upward closed.
In all the examples we consider, the set in the definition of APRX-PAR-COV can be represented by a finite set Φ of constraints. The coverability question can then be answered by checking whether
Entailment and Predecessors
To define our scheme we will use two operations on constraints; namely entailment, and computing predecessors, defined below. We define an entailment relation Ú on constraints, where 1 
Unbounded Variables
In this section, we extend the basic model of Section 2 in two ways. First, we consider processes which operate on variables with unbounded domains. More precisely, we allow local variables to range over the integers, and use a simple set of formulas, called gap-order formulas, to constrain the numerical variables in the guards. Furthermore, we allow nondeterministic assignment, where a variable may be assigned any value satisfying a guard. The new value of a variable may also depend on the values of variables of the other processes. Due to shortage of space we will only give an overview of the main ideas.
Consider a set , partitioned into a set of Boolean variables, and a set AE of numerical variables. The set of gap-order formulas over AE , denoted ( AE ), is the set of formulas which are either of the form Ü = Ý, Ü Ý or Ü Ý, where ¾ AE. Here Ü Ý stands for Ü + Ý and specifies a gap of units between Ý and Ü. We use ( ) to denote the set of formulas which have members of ( ) and of ( AE ) as atomic formulas, and which is closed under the Boolean connectives . For a set , we use next = Ü next Ü ¾ to refer to the next-value versions of the variables in .
Transitions. In our extended model, the set of local variables is the union of a set of Boolean variables and a set AE of numerical variables. As mentioned above, variables may be assigned values which are derived from those of the other processes. To model this, we use the set p¡ = p¡Ü Ü ¾ to refer to the lo- The Refinement Protocol. The first phase of the refinement protocol remains the same as in the basic model, i.e., the initiator sends requests to all other processes. The second phase is modified, so that an acknowledgment edge carries information about the responding process, i.e., the acknowledgment sent by process Ô has the form Ô (Ù Ô ) where Ù Ô is the current local state of Ô. In the third phase, the initiator checks the global condition by looking at the values attached to the acknowledgments, and updates its own local variables accordingly. For instance, in the above example, the initiator receives the values of the variables ÒÙÑ of all the other processes on the acknowledgment edges. Then, it chooses a new value which is larger than all received values.
Constraints.
The constraint system is modified so that we add gap-order constraints on the local variables of the processes and also on the values carried by the acknowledgment edges. Performing operations such as checking entailment and computing predecessors on constraints with gap-orders can be carried out in a similar manner to [2] .
Extensions
In this section, we describe briefly a number of features which can be added to the model of Section 2, and to which we can extend the verification method described in the previous sections.
Shared Variables.
We extend the model with a finite set of Boolean shared variables. These variables are accessible to all processes. We modify the transitions by allowing conditions on the shared variables values in the guard, and assignments to these variables in the statement. We extend the definition of a configuration with a shared variable state; i.e., a mapping from the shared variables to the Boolean values. The relation can be generalized by taking equality on the shared variable states. The definition of a constraint is now extended with a condition on the values of the shared variables. The entailment relation as well as the computation of Pre can be extended in the obvious manner.
Broadcast Transition. A broadcast transition/rule
is a transition where an arbitrary number of processes simultaneously change states. A broadcast rule is a sequence of local transitions of the form
We use Ø to refer to the th rule of Ø for 1 Ñ. The broadcast transition is deterministic, i.e., for any rules Ø Ø where 1 = Ñ, Õ = Õ or Ö Ö = false. The semantics of a broadcast transition of the above form is the following. A process, the sender, in state Õ 0 and satisfying the condition Ö 0 , changes its state to Õ ¼ 0 and changes its variables according to ×ØÑØ 0 . Any other process, a receiver, in some process state Ù = (Õ Ú) proceeds as follows: (i) either it fires Ø if Õ = Õ Ù = Ö for some : 1 Ñ in which case the receiver is called active; or, (ii) it remains passive otherwise.
The refinement protocol for broadcast transitions is similar to the one described for global conditions. The only difference lies in the second phase of the protocol. More precisely, an active receiver changes its local state and variables according to the rule, and sends back an acknowledgment. A passive receiver only sends back an acknowledgment. We extend our approximation to broadcast rules, by removing all processes that have not acknowledged the request of the initiator. The computation of Pre can be extended in a straightforward manner.
Variants of Refinement Protocols. Our method can be modified to deal with several different variants of the refinement protocol described in Section 3. Observe that in the original version of the protocol, a process may either acknowledge a request or remain passive. One can consider a variant where we allow processes to explicitly refuse acknowledging of requests, by sending back a negative acknowledgment (a nack). We can also define different variants depending on the way a failure of a global condition is treated (in the third phase of the protocol). For instance, the initiator may be allowed to reset the protocol, by re-sending requests to all the processes (or only to the processes which have sent a negative acknowledgment).
Experimental Results
We have implemented our method in a prototype that we have run on several parameterized systems, including non-atomic refinements of Burn's protocol, Dijkstra's protocol and the Bakery's algorithm, as well as on the Lamport distributed Mutual exclusion protocol and the two-phase commit protocol. The Bakery and Lamport protocols have numerical local variables, while the rest have bounded local variables. The refinement Ê 1 used for the first two algorithms corresponds to the refinement protocol introduced in Section 3. The refinements Ê 2 and Ê 3 are those introduced in Section 8. More precisely, in Ê 2 , the initiator re-sends a request to all the processes whose values violate the global condition being tested. In Ê 3 , the initiator resends requests to all other processes.
The results, using a 2 GHZ computer with 1 GB of memory, are summarized in Table 1 . We give for each case study, the number of iterations, the time, the number of constraints in the result, and an estimate of memory usage.
A detailed description of the case studies can be found in Appendix B.
Conclusions and Future Work
We have presented a method for automatic verification of parameterized systems. The main feature of the method is that it can handle global conditions which are not assumed to be atomic operations. We have built a prototype which we have successfully applied on a number of non-trivial mutual exclusion protocols. There are several interesting directions for future work. First, our algorithm operates essentially on infinite sets of graphs. Therefore, it seems feasible to extend the method to other classes of systems whose configurations can be modeled by graphs such as cache coherence protocols and dynamically allocated data structures. Furthermore, although the method works successfully on several examples, there is at least one protocol (namely the non-atomic version of Szymanski's protocol) where the method gives a false positive. We believe that this problem can be solved by introducing a scheme which allows refining the abstraction (the over-approximation). Therefore, we plan to define a CEGAR (Counter-Example Guided Abstraction Refinement) scheme on more exact representations of sets of configurations. This case corresponds to running the third phase of the refinement protocol backwards when the global condition is universally quantified. The local state of process is changed back to the temporary state Õ Ø , and the assignment in Ø is performed backwards. The local states and variables of the other processes are not changed. All the relevant processes should have an acknowledgment edge to process (since all relevant processes not having such an edge are eliminated according to the approximate transition relation). Notice that the resulting constraint does not put constraints on the edges of irrelevant processes (e.g. processes with for Ä ), i.e., its denotation contains all possible choices for these edges. For instance if the quantifier is Ä then we add acknowledgment edges from all processes to the left of process . The cases of Ê and ÄÊ are analogous ( Figure 5 ). This is one of the two cases which correspond to running the third phase of the refinement protocol backwards when the global condition is existentially quantified. The case is similar to that of universal quantifiers, except that we require only one relevant process (rather than all) to have an acknowledgment edge ( Figure 6 , the bottom-left configuration).
4. Ö = ¾ , ¾ ¾ Ä Ê ÄÊ , = Ò + 1, there is a : 1 Ò + 1 such that:
(d) is the smallest set of edges containing the following elements: This is the second case which corresponds to running the third phase of the refinement protocol backwards when the global condition is existentially quantified. The difference compared to case 3 is that the process which sends an acknowledgment is not part of the representation of ¼ .
Therefore, we add a new process with index to . The state of the initiator is changed according to case 4a (in a similar manner to cases 2 and 4). The only required condition on the new process is that it has sent an acknowledgment to the initiator. The local state and variables of that process are constrained (case 4b). The states and local variables of the other processes are not changed (case 4c). Existing edges are maintained when going backwards (cases 4(d)i and 4(d)ii), while the new acknowledgment edge is added from the new process to the initiator (case 4(d)iii) ( Figure 6 , the top-left configuration). 6. Ö = ¾ , = Ò, Observe that in case (4), the length of constraint is larger than that of ¼ . This means that the sizes of the constraints which arise during the analysis are not a priory bounded.
B Appendix -Case Studies
In the following section, we give detailed descriptions of the case studies. For each example, we give the original model followed by the corresponding refinement protocol. In the description of the original model, we use the atomic syntax, while the refinement protocol describes how the corresponding global transitions are implemented.
Let È = (É Ì ) be a parameterized system and let Ø ¾ Ì be a transition of the form:
where Ö = ¾ is a global condition. We use the following notations for the three phases of the refinement protocol of a transition Ø of the form (2).
First phase: sendreq Ø Õ means that a process in control state Õ initiates the first phase of refinement protocol for Ø by broadcasting request edges to all other processes and changing its state to Õ Ø .
Second phase: sendack Ø if denotes that a process satisfying the formula acknowledges a request edge on Ø where he is the target.
Third phase: test Ø ¾ ack goto Õ ¼ with ×ØÑØ denotes that if all edges (or at least one depending on the quantifier ¾) in the range of ¾ have been acknowledged, then the initiator moves to Õ ¼ , changes its variables according to the the statement ×ØÑØ, and removes all edges on the transition Ø. We omit ×ØÑØ when it is not relevant.
We use respectively tt and ff to denote the Boolean values ØÖÙ and Ð× .
B.1 Burn's Algorithm
In order to model Burn's mutual exclusion algorithm, we consider a parameterized system where each process has a local Boolean variable (for Ð ). The local state ranges over Õ 1 Õ 7 where Õ 6 represents the critical section. The transitions are described below.
Burn's Algorithm Instance
The refinement protocol for the global transitions is as follows.
Burn's Refinement Any process in state Õ 2 initiates nondeterministically the refinement protocol for one of the transitions Ø 2 or Ø 3 . In both cases, the initiator broadcast request edges on the transition he has chosen and moves to the corresponding waiting state. In case of transition Ø 2 , the process moves to Õ 1 if at least one edge with a process to its left has been acknowledged; while in case of transition Ø 3 , the process moves to Õ 3 if all edges with all processes to its left have been acknowledged. In state Õ 4 , a similar situation occurs meaning that a process at Õ 4 chooses non-deterministically between initiating Ø 5 or Ø 6 . The refinement protocol of transition Ø 7 implies that a process in state Õ 5 can move to the critical section (Õ 6 ) only if the second phase succeeds with all processes to its right; i.e., only if all the processes to its right have acknowledged the corresponding requests.
B.2 Dijkstra's Algorithm
In Dijkstra's model, a process has seven states Õ 1 Õ 7 where Õ 6 represents the critical section. The local variables are the Boolean Ô for ÔÓ ÒØ Ö and the number ¾ 0 1 2 for Ð .
Dijkstra's Algorithm Instance
Below, we give the refinement protocol of the global and the broadcast transitions. In the original algorithm, a pointer, i.e., a variable ranging over process indices is used. We model this by the local Boolean variable Ô. A process has the variable Ô equal to tt iff it is being pointed to by the pointer variable. In order to simulate the pointer changes, we use the broadcast transition Ø 3 . By firing Ø 3 , a process changes state from Õ 3 to Õ 4 , changes its local variable Ô to tt and simultaneously changes Ô to ff in all other processes. Observe that in the refinement protocol of broadcast transitions, any other process changes its state (or variables depending on the transition) in the second phase; i.e., whenever the process acknowledges the corresponding request edge.
Dijkstra's Refinement
A process in state Õ 3 fires Ø 3 by executing the three phases of the refinement protocol as described below. First, the the process (the initiator) sends request edges on Ø 3 to all other processes and moves to the temporary state Õ Ø3
3 . Any process that receives such a request changes it is local variable Ô to ff and acknowledges the request. Once all edges on Ø 3 are acknowledged, the initiator moves to Õ 4 and changes its variable Ô to tt. The refinement protocol of the remaining global transitions is as described in the main text.
B.3 Lamport's Bakery Algorithm
Lamport's Bakery Algorithm is a well-known solution to the critical section problem for an arbitrary, finite number of processes [14] . The rationale behind the algorithm is as follows. Each process has a local variable ÒÙÑ in which it stores a ticket. Initially ÒÙÑ is set to zero. When a process is interested in entering the critical section, it sets ÒÙÑ to a value strictly greater than the tickets (i.e., value of ÒÙÑ) of all other processes in the system. A possible way to implement this step is by taking the maximum value of ÒÙÑ in all processes and then incrementing it by one. More in general, we just need to generate a fresh ticket. After the choosing step, the process waits until its ticket is less than the tickets of all other processes and then enters the critical section. When it releases the critical section, it resets its ticket to zero. The pseudo code of the algorithm is shown in Figure 9 .
The original Lamport's Bakery algorithm does not take any atomicity assumption on the computation of the fresh tickets. Since two processes may take the same number, in the entry condition we have to compare tickets and identifiers: if two processes have the same ticket, the one with smaller identifier has higher priority. We assume that all identifiers are different. Furthermore, to protect the test in the entry section from race conditions in the choosing phase, the algorithm uses one Boolean flag per process (an array choosing) to mark the assignment to the local variable ÒÙÑ. The flag is set to true before starting the assignment and to false after its completion. A process willing to enter the critical section is forced to wait until all processes have concluded their choosing phase before comparing its ticket with the other ones.
The bakery algorithm can be specified using the parameterized system with global conditions shown below.
Individual processes have two local variables (identifier) and ÒÙÑ (ticket) that range over natural numbers and four possible states Ð ÓÓ× Û Ø Ù× . In the model description we let (Ô) denote the following formula. Ø4 :ˆÙ× ÒÙÑ Ò ÜØ = 0 Ð Ĩ nitially, the state is Ð and the value of ÒÙÑ is Þ ÖÓ for each process. In Ø 1 a process moves from Ð to ÓÓ× to start the choosing phase. In Ø 2 a process moves from ÓÓ× to Û Ø and assigns to ÒÙÑ a new ticket, i.e., a value strictly greater than the value of ÒÙÑ in all other process (p¡ÒÙÑ). In Ø 3 a process moves from Û Ø to Ù× only if the entry condition holds for each other process. In rule Ø 4 a process jumps back to Ð and resets ÒÙÑ to zero. We are interested in verifying mutual exclusion for this protocol. Unsafe states here are configurations in which at least two processes are inside the critical section (in state Ù× ).
In the rest of the section we discuss the analysis of this protocol with different variant of refinement protocols for the transitions Ø 2 and Ø 3 . All refinement protocols make use of a local universal global condition involving process states attached to acknowledgements. In order to distinguish them from non-atomic conditions, we write them as ÐÓ Ð Ô Ô (Ù)
. This condition is used by the initiator to check if all acknowledgments have been received. We use the approximation scheme described in the paper to deal with this kind of conditions.
B.3.1 Refinement Protocol Ê 2
As a first formal model of the bakery algorithm with non-atomic conditions, we consider one of the refinement protocols of Section 8. Here, the initiator sends again a request to receptor in case the global condition is violated by the values returned by . In this case study, the refinement protocol works as follows. Let us first consider transition Ø 2 . The initiator is a process in state ÓÓ× .
The initiator sends a request for reading the local states of the other processes and then moves to the temporary state ÓÓ× Ø2 . We recall that Boolean conditions are evaluated on state ÓÓ× Ø2 as for state ÓÓ× .
A responder Ô sends the current local state along with an acknowledgment, i.e., a message Observe that the processes acknowledge the request in any order, and that the initiator tests the condition on the set of messages sent by other processes (i.e. other operations may occur between the time a responder sends an and the time the initiator checks the condition).
Let us now consider transition Ø 3 . The initiator is now a process in state Û Ø.
The initiator sends requests for reading the local states of the other processes and then moves to the temporary state Û Ø Ø3 .
A responder Ô sends the current local state along with an acknowledgment, i.e., a message the critical section can be viewed as a special type of all-or-nothing transaction, i.e., either it can be executed atomically or the state of the system rolls back to a safe one. Protocols like the two-phase commit algorithm [11] can thus be applied to safely implement our protocol. We consider here a distributed version of the two-phase commit protocol scheme in which the initiator is selected dynamically. The refinement protocol based on the two-phase commit algorithm for our simple mutex is defined then as follows. The intuition here is as follows. Initially all agents are in state Ð . Any Ð agent can nondeterministically initiate the protocol. The initiator and the other processes (cohorts) then execute the following steps.
Phase 1
The initiator sends a request to enter the critical section to all other processes (cohorts) and then waits for a message from each cohort. A cohort replies with an agreement message if his/her state is Ð or with an abort message if his/her state is different from Ð .
Phase 2: Success If the initiator receives agreement messages from all cohorts, he/she sends a commit message to all the cohorts and enters the critical section. When the initiator releases the critical section, he/she sends a notification to all cohorts. A cohort sends an agreement and moves to state Ð . When the initiator receives all agreements, he/she moves to state Ð . Phase 2: Failure If any cohort sends an abort message during Phase 1, the initiator sends a rollback message to all cohorts. A cohort sends an agreement and moves to state Ð . When the initiator receives all agreements, he/she moves to state Ð .
The protocol must ensure mutual exclusion, i.e., in every reachable state there cannot be two agents in their critical section at the same time. This protocol can naturally be encoded in our specification language by adding nack edges to the request graphs.
