Introduction
If we consider the interpretation of proofs as programs, say in intuitionistic logic, the question of equality between proofs becomes crucial: The syntax introduces meaningless distinctions whereas the (denotational) semantics makes excessive identi cations. This question does not have a simple answer in general, but it leads to the notion of proof-net, which is one of the main novelties of linear logic. This has been already explained in Gir87] and GLT89].
The notion of interaction net introduced in Laf90] comes from an attempt to implement the reduction of these proof-nets. It happens to be a simple model of parallel computation, and so it can be presented independently of linear logic, as in Laf94] . However, we think that it is also useful to relate the exact origin of interaction nets, especially for readers with some knowledge in linear logic. We take this opportunity to give a survey of the theory of proof-nets, including a new proof of the sequentialization theorem.
Multiplicatives
First we consider the kernel of linear logic, with only two connectives: (times or tensor product) and its dual } (par or tensor sum). The rst one can be seen as a conjunction and the second one as a disjunction. Each atom has a positive form p and a negative one p ? (the linear negation of p). This linear negation is extended to all formulae according to the following laws: Note that our negation reverses the order of subformulae, although it would only matter in the case of non-commutative linear logic. In the present case, a sequent`A 1 ; : : :; A n is a multiset, which This reduction terminates but is not con uent. In other words, the normal form of a proof is not unique in general. This comes from the fact that, in sequent calculus, the order of application of rules may be irrelevant. Proof-nets allow one to abstract from this irrelevant order.
Beside cut-elimination, there is another transformation for eliminating non-atomic axioms. It is an expansion rather than a reduction: This means that, if a sequent is provable, it has a cut-free proof with only atomic axioms.
3 Proof-nets Since our notion di ers slightly from the original one in Gir87], we shall give precise de nitions. First, we introduce a times cell and a par cell: } Both have three ports: a principal one below and two auxiliary ones above. The two auxiliary ports are distinguished: There is a left one and a right one.
A net is just a nite graph built with times and par cells. In addition to the ports associated with those cells, there is an extra set of free ports for subsequent connections, and each port must be connected to another one by a wire. For instance, here is a net with 3 free ports:
} }
We say that a net is well-formed if it is of one of the following forms:
a single wire, two well-formed nets connected by a single wire, two well-formed nets connected by a times cell through its auxiliary ports, a well-formed net connected to itself by a par cell through its auxiliary ports. This is of course an inductive de nition. Intuitively, a well-formed net is a kind of module obtained by plugging smaller modules according to certain rules. The free ports are the interface of this module. The four cases can be pictured as follows:
: : : : : : : : : : : : : : :
: : : : : :
: : : } : : :
: : :
For instance, the above net is well-formed (see gure 1). In fact, the four cases correspond to the four rules of sequent calculus. Since we do not impose the planarity of nets, wires are allowed to cross each other, and the exchange rule is implicit:
: However, it is much better to think in terms of proof-nets than in terms of equivalence classes of proofs.
Reducing
With nets, the cut-elimination becomes surprisingly simple. There is only one reduction rule: } x 1 x 2 y 1 y 2
x 1 x 2 y 1 y 2
This means that, if the principal port of a times cell is connected to the principal port of a par cell, the two cells disappear and the remaining wires are joined together as indicated by the right member of the rule. Here is an example of reduction:
Of course, the reduction terminates since it decreases the number of cells, but it is also con uent in a strong sense:
Lemma 1 If a net reduces in one step to 0 and to 00 , with 0 6 = 00 , then 0 and 00 reduce in one step to a common net.
The point is that, in an instance of the left member of the rule, the two cells are connected through their principal ports, so that two such instances are necessarily disjoint. As a corollary, the number of steps for reducing a net to its normal form is independent of the reduction path. Note that our notion of net avoids the critical pairs of Gir87] because we have no explicit cell for axiom and cut. To be honest, there is a little problem with our de nition. Indeed, if we apply the reduction rule to an arbitrary net, we may have to connect a wire with itself as in the following example: } To x this problem, we must allow closed wires in the de nition of nets. Fortunately, we shall see that those closed wires cannot appear if we start from a well-formed net.
Clearly, if a proof reduces to 0 , then the net h i reduces to h 0 i. In Conversely, it is possible to show that if h i reduces to a net 0 , then there is a proof 0 such that reduces to 0 and 0 = h 0 i. In particular, proof-nets are closed under reduction. Now, we look more closely at the structure of irreducible nets. If A p 1 ; : : :; p n ] is a formula where the atoms p 1 ; : : :; p n occur positively, exactly once and in order, it de nes a net hAi (the tree of A) with n + 1 free ports. For instance, if A is p 1 (p 2 } p 3 ), the tree hAi is the following net: } Note that, in general, hAi is not a proof-net, but it is clearly typable.
Lemma 2 If is an irreducible net, then at least one of the following statements holds: contains a clash, i.e. two cells connected through their principal ports for which no rule applies: } } or contains a vicious circle, i.e. a sequence of cells a 1 ; a 2 ; : : :; a n ; a n+1 = a 1 such that the principal port of a i is connected to an auxiliary port of a i+1 : a 1 a 2 a n . . . is in reduced form, i.e. it can be uniquely decomposed as follows: ! hA 1 i hA n i : : :
where A 1 ; : : :; A n is a sequence of formulae and ! is a net without cell and without closed wire, i.e. a partition of the remaining ports into pairs.
Here, a closed wire is considered as a vicious circle of length n = 0. This lemma is proved by induction on the number of cells. The point is that, if contains some cell but no clash and no vicious circle, then some free port must be connected to the principal port of a cell.
It is clear that a typed net contains no clash, and it is easy to see that a well-formed net contains no vicious circle. 1 Therefore, an irreducible proof-net is necessarily in reduced form. Conversely, if is in reduced form, then is typable although not necessarily well-formed: The types are obtained by unifying the atoms in A 1 ; : : :; A n according to !.
Criterion
Clearly, a net built only with times cells is well-formed if and only if it de nes a connected acyclic graph, also called a tree. In general, it is still true that a well-formed net must be connected, but the acyclicity condition is neither necessary nor su cient. Consider indeed the following nets:
The rst one is well-formed but not acyclic and the second one is acyclic but not well-formed. This means that an alternative condition is needed. A switching of a net is a graph obtained by replacing 1
In fact, it also happens that a typed net contains no vicious circle of length n > 0, but it may contain closed wires.
each par cell with one of the following two con gurations:
For the two examples above, we get the following graphs:
In the rst case, both are connected and acyclic, whereas in the second case, none is connected. All four switchings of our favorite proof-net are connected and acyclic. Here is one of them:
Theorem 1 A net is well-formed if and only if every switching de nes a connected acyclic graph.
This is the Danos-Regnier criterion introduced in DR89]. In the case of a typed net, we get the sequentialization theorem of Gir87].
The proof of theorem 1 will be the object of the next section, but we can already make some comments. First, notice that if a net satis es the criterion, then it contains no vicious circle: This is a direct consequence of the acyclicity condition. Moreover, if a net contains p par cells, it has 2 p switchings. Hence, the criterion itself does not provide an e cient algorithm for checking if a net is well-formed, but it is interesting from a theoretical viewpoint, because of its geometrical nature. For example, it is obviously preserved by reduction:
Lemma 3 If reduces to 0 and satis es the criterion, so does 0 .
Indeed, let be a subnet of consisting of a times cell and a par cell connected through their principal ports. The criterion ensures that any switching of the complement of consists of three connected components, two of them being connected to the times cell, and the third one to the par cell. If we apply the reduction to , we get a connected acyclic switching: } The lemma follows easily. By theorem 1, this means that well-formed nets are closed under reduction, and similarly for proof-nets, since typing is obviously preserved by reduction. Note that the converse of the lemma does not hold: does not necessarily satisfy the criterion if 0 does. Here is a simple counterexample:
Typability of nets can be checked with a very simple uni cation algorithm. To check if a net is well-formed, there is of course a naive exponential algorithm which tries all possibilities, but Danos and Regnier noticed that this can be done in quadratic time (see also Gal91]). In order to show this, we introduce the parsing box:
: : : This is a special kind of cell with a variable number of non-distinguished ports. Clearly, a net is well-formed if and only if it reduces to a parsing box by the rules of gure 3: This is just a reformulation of the de nition. Of course, this reduction has nothing to do with cut-elimination! Unfortunately, it does not terminate: AX AX AX : : : AX To avoid this problem, we exclude the degenerate case of a net without cell:
Lemma 4 A non-degenerate net is well-formed if and only if it reduces to a parsing box by the rules of gure 4.
Proof: First notice that times is derivable from TIMES and AX. Similarly, par is derivable from PAR and AX. This shows that a net which reduces to a parsing box by the rules of gure 4 is well-formed. The converse is proved by case analysis, using in particular the fact that TIMES is derivable from times and CUT. Q.e.d.
Starting from a net with n cells, the parsing terminates in at most 2n ? 1 steps. Furthermore, it is con uent (see gure 5), and so it gives an e cient algorithm testing if a net is well-formed. In case of success, and if the net is typable, a proof of sequent calculus can be extracted from the reduction.
We can use this algorithm to prove theorem 1. First, we notice that the Danos-Regnier criterion makes sense in the case of nets with parsing boxes, and it is invariant by the parsing rules: Proof: For any of the four rules, every switching of the left member is a tree, and similarly for the right member. Now, replacing a subtree by a tree in a tree yields a tree. Q.e.d. By hypothesis, contains at least one cell, and there is no cycle a 1 a 2 a n?1 a n = a 1 , since it would give a cyclic switching. Hence there is a cell c which is dominated by no other one. Assume that c is a par cell and consider an auxiliary port of c. It cannot be connected to a free port, since it would give a non connected switching. Knowing that c is dominated by no other cell and that is irreducible by par, we must have the following con guration:
But again, this con guration gives a non connected switching, hence c is a parsing box. Knowing that is irreducible by the parsing rules and that c is dominated by no other cell, it can only be connected to free ports and to auxiliary ports of distinct par cells: } } : : :
c But in such a case, there is a non connected switching, unless c is only connected to free ports, which means that is a parsing box. Q.e.d. ?; ?
All statements of section 2 to 4 extend to the full multiplicative fragment. We just need a one cell and a bottom cell:
?
The reduction is very simple, with an empty right member:
1 ?
Of course, it is no more the case that well-formed nets are connected. Moreover, the parsing rule for the bottom cell is strongly non-deterministic:
: : : : : : ? BOT By this rule indeed, the bottom cell is allowed to interact with any parsing box in the net! In fact, there is no hope to nd a good parsing algorithm for the full multiplicative fragment. In LW94], it is shown indeed that the multiplicative fragment of linear logic with units but without proper atoms is NP-complete. But in the absence of proper atoms, a sequent`A 1 ; : : :; A n is provable if and only the sequence of trees hA 1 i; : : :; hA n i de nes a well-formed net. Therefore, parsing with units is NP-complete! Moreover, there is no hope to extend the Danos-Regnier criterion to the full fragment. Indeed, a condition of the kind \for every switching : : :" is co-NP, and by the previous remark, the existence of a co-NP condition would mean that NP = co-NP, which is very unlikely. For this reason, it is usually thought that something goes wrong with units. Now, there are two ways to escape: change the logic, or change the notion of net.
One can argue indeed that, in the criterion, acyclicity is more important than connectedness. For example, it is enough for preventing vicious circles. This suggests a weak version of the criterion, corresponding to a variant of linear logic with two extra deduction rules (mix and empty):
?` `?; T his logic satis es cut-elimination (see FR90]), but it looks a bit degenerate. For instance, A B implies A } B and 1 is equivalent to ?. On the other side, the proof-boxes of Gir87] introduce a kind of synchronization which is not justi ed from a purely computational viewpoint. Maybe, a better understanding of linear logic is needed to settle this question.
Exponentials
We have seen that the process of cut-elimination in the sequent calculus for multiplicative linear logic can be completely localized. The contexts ?, and play indeed no active role in the reduction rule. Unfortunately, the multiplicative fragment has very little computational power: The reduction terminates in linear time because of the absence of a contraction rule.
To gain expressiveness, we must also consider the exponential connectives: ! (of course) and its dual ? (why not The exponential box is a special kind of cell parametrized by a net: If is a net with n + 1 free ports, then ! is a cell with one principal port (the leftmost one) and n auxiliary ports. The net may itself contain exponential boxes.
Following the rules of sequent calculus, it is easy to de ne an appropriate notion of well-formed net. For example, the exponential box ! is well-formed when the net is well-formed. The Of course, we must not forget the multiplicative reduction, which is of the external kind. This system terminates in the case of proof-nets (see Gir87]). Furthermore, there are a lot of con icts between the various kinds of rules, but the property of con uence holds, even in the untyped case (see Dan90] or Reg92]). 3
External reduction su ces if we content ourselves with a weak notion of normal form. Here is another way of expressing this fact:
Lemma 7 If is a proof of`?, where ? has no occurrence of the connective !, then the proof-net h i reduces to its normal form by external reduction.
Indeed, if ? has no occurrence of ! and h i is irreducible by external reduction, then it contains no box at all: This is easily proved by induction on . There is a similar situation in functional programming, where nobody wants to see actual values of functional type. In other words, external reduction is a kind of lazy reduction (see Abr93] ). Note that external reduction is con uent in the strong sense of lemma 1. This translation extends to untyped -terms (see Dan90] or Reg92]) so that -reduction is interpreted in terms of reduction of well-formed nets 4 . There is another well-known translation which transforms an intuitionistic proof of ?`A into a linear proof of`??; !A with the following interpretation of the implication:
The di erence is that, in the rst case, external reduction corresponds to the call-by-name strategy, whereas in the second case, it corresponds to the call-by-value strategy. In both cases, an unsolvable term such as ( x xx)( x xx) gives a (well-formed but untyped) net with no normal form, even for external reduction. Such a system satis es the strong con uence property of lemma 1.
The multiplicative reduction of section 4 is a very simple kind of interaction rule where the net ; contains no cell. A much more elaborate example is given by the external reduction of the previous section. In that case, the alphabet is in nite because there are in nitely many exponential boxes, but the system is locally nite in the following sense: If we start from a net , the only cells that may appear in the reduction are those which occur in the construction of (possibly inside boxes), and they are nitely many. In fact, it is possible to replace this in nite system by a nite one at the expense of some encoding (see Mac94] ). 6 Here is a completely di erent kind of example: It is essential to understand that the principal port of + is not the output, but the rst input. This comes from the fact that + is de ned by induction on its rst argument. Of course, the same holds for , and the general interpretation of ports is the following: Our interaction nets provide a simple model of parallel computation. A cell is an agent which is activated only when its principal port is connected to the principal port of another agent. Of course, the two agents must interact simultaneously, but no synchronization is needed between interactions. It is not the case of other models such as cellular automata, where a global synchronization is needed. It is also interesting to notice that our interaction nets are an instance of the connection graphs, which were designed as an assembly language for parallel machines (see Baw86] ). Moreover, the sequential models of computation, such as Turing machines, can be revisited in the light of this new paradigm which abolishes the traditional distinction between processor and memory, or between functions and data (see Laf94] ). Now, we could forget the logical origin of these interaction nets, but it happens that the notions introduced for proof-theoretical purposes have great computational import. Indeed, if the reduction of an interaction net terminates, and no clash or vicious circle appears, then its reduced form is ready to interact in the following sense: At least one free port is connected to a principal port of a cell or to another free port. On the other hand, clashes and vicious circles are con gurations of deadlock which must be avoided in any computation. A typing discipline is clearly suitable for clashes, but some geometrical criterion is also needed for vicious circles. In the case of our interaction system for unary arithmetic, we can introduce a single type N and the following typing It is easy to check that typed nets are closed under reduction. Since a clash is not typable, reducing a typed net will never create clashes. We can also introduce a switch for , and say that a net is weakly well-formed if every switching of is an acyclic (not necessarily connected) graph. A case analysis shows that this condition is preserved by reduction, and since a vicious circle induces a cyclic switching, reducing a weakly well-formed net will never create vicious circles. In fact, this notion of weakly well-formed net, corresponds to the variant of linear logic considered in section 7. It is equivalent to the notion of semi-simple net of Laf90].
Conclusion
The notion of exponential proof-net is not completely convincing because of its hybrid character. The exponential box is indeed a direct translation of the promotion rule of sequent calculus, which is essentially nonlocal. There are two ways to cope with this problem. The rst one is the geometry of interaction, which consists in replacing nets by more abstract objects (e.g. operators in an Hilbert space) in such a way that the cut-elimination can be localized in all cases. The second one has been sketched in the previous section. It consists in replacing the deduction rules of linear logic by interaction rules, in such a way that the concrete character of the computation is preserved, even if its logical status becomes less obvious. In fact, it is not necessary to consider arbitrary systems:
In Laf94], we prove that any interaction system can be translated into a very simple one with only three symbols that we call interaction combinators. This means that any computation can be decomposed into elementary steps using a very small number of interaction rules.
There is much more to be done with interaction nets, concerning the theory as well as its applications to computer science. We are thinking of applications to the following areas: programming languages for parallel computation, protocols of communication between interactive softwares, partial evaluation of programs and design of parallel computers.
