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The non-equilibrium spatial dynamics in a two-component Bose-Einstein condensate were excited
by controlled miscible-immiscible transition, in which immiscible condensates with domain struc-
tures are transferred to the miscible condensates by changing the internal state of 87Rb atoms. The
subsequent evolution exhibits the oscillation of spatial structures involving component mixing and
separation. We show that the larger total energy of the miscible system results in a higher oscillation
frequency. This investigation introduces a new technique to control the miscibility and the spatial
degrees of freedom in atomic Bose-Einstein condensates.
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Dynamical pattern formation is one of the most impor-
tant research subjects in a wide range of fields from non-
equilibrium physics [1] to cosmology [2]. Bose-Einstein
condensates (BECs) in ultracold atomic gases are con-
sidered to be a versatile source for such studies by virtue
of recent experimental developments, such as the realiza-
tion of systems with various degrees of miscibility [3–5],
the control of atomic interactions [6–9], and the creation
of BECs with strong dipole interactions [10–12]. Such
unprecedented controllability is conducive to the realiza-
tion of rich pattern formation dynamics followed by in-
teraction quenching. They exhibit the d-wave collapse in
dipolar BEC [12, 13], the scaling law in growing patterns
[14–17], and the Kibble-Zurek mechanism [18, 19].
In experiments using binary systems, a widely used
method to study the non-equilibrium pattern formation
dynamics is to generate two-component BECs by appli-
cation of a pi/2 pulse to a single-component BEC. The
component separation and pattern formation dynamics
have been widely investigated using this technique [20–
30]. The miscibility between the two components in these
dynamics plays a crucial role, which is determined by the
intra- and interspecies s-wave scattering lengths. The
miscibility is therefore tunable by controlling the scat-
tering length between atoms. Such miscible-immiscible
transition in two-component BECs can be realized us-
ing magnetic Feshbach resonance [24, 26, 30] and dressed
states [17, 31].
In this Letter, the miscible-immiscible transition in
binary BECs are accomplished without the use of the
previously mentioned techniques. We first prepare im-
miscible BECs and they exhibit component separation.
The system is then suddenly changed from immiscible
to miscible, which imprints the domain structure to the
miscible BECs. The oscillation of spatial structures in
the miscible BECs is observed and the frequency of the
induced oscillation is found to be closely related to the
total energy of the resultant miscible system. Such highly
non-equilibrium dynamics of spatial patterns in miscible
BECs have not been studied in a controlled manner to
date.
We briefly explain the scheme used to induce
the miscible-immiscible transition and excite the
non-equilibrium spatial dynamics in miscible BECs.
Firstly, overlapping immiscible BECs comprising
|F = 1,mF = −1〉 and |1, 0〉 are generated [Fig. 1(i)].
Component-separation forms spatial structures after
some evolution of time [Fig. 1(ii)]. The |1,−1〉 state
with a spatial structure is then transferred to the |2,−2〉
state [Fig. 1(iii)]. The resultant system, which comprises
|2,−2〉 and |1, 0〉, consists of miscible BECs with an
unstable spatial structure
The setup used in these experiments is discussed here.
87Rb BEC containing 2.9(3) × 105 atoms in the |2,−2〉
state is produced in a crossed far-off-resonant optical
dipole trap (FORT) with axial (z direction) and radial
frequencies of ωa/(2pi) = 17 Hz and ωr/(2pi) = 135 Hz
(see Ref. [32] for a more detailed description). To create
the stable magnetic field environment, the entire exper-
imental setup is installed inside a magnetically shielded
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FIG. 1: Schematic illustration for generation of the unstable
spatial structures in miscible BECs. The scheme consists of
three steps. (i) Immiscible two-component BECs are gener-
ated. An immiscible pair of |1,−1〉 and |1, 0〉 is used in this
experiment. (ii) The immiscible BECs spontaneously form
the component-separation structures. (iii) The |1,−1〉 state
is transferred to the |2,−2〉 state to generate miscible BECs
with unstable spatial structures.
2room. The bias magnetic field along the z direction
is created using a low noise current source (Newport,
LDX-3232-100V), and has a magnitude Bz = 11.599
G. The immiscible system comprising |1,−1〉 and |1, 0〉
is generated by the application of a microwave (mw)
pi pulse and radio-frequency (rf) pi/2 pulse, which are
resonant to the transition between |2,−2〉 and |1,−1〉,
and the transition between |1,−1〉 and |1, 0〉, respec-
tively [5]. The mw pi pulse transfer 99 ±1% atoms to
|1,−1〉, and the rf pi/2 pulse transfer 50 ±3% atoms to
|1, 0〉. The immiscible system is converted to a misci-
ble system comprising |2,−2〉 and |1, 0〉 by application
of the mw pi pulse again. The intra- and interspecies s-
wave scattering lengths of the |1,−1〉 and |1, 0〉 states
are (a
−1, a0, a−1,0) = (100.40, 100.86, 101.09)aB in the
units of the Bohr radius aB, and those of the |2,−2〉 and
|1, 0〉 states are (a
−2, a0, a−2,0) = (98.98, 100.86, 97.4)aB
[33, 34], where the subscripts indicate mF . Each set sat-
isfies the immiscible condition (a
−1,0−√a−1a0 > 0) and
the miscible condition (a
−2,0 − √a−2a0 < 0). After the
BECs are released from the FORT, each mF component
is imaged by the Stern-Gerlach method with a time-of-
flight (TOF) of 15 ms.
The spatial evolution of overlapping immiscible BECs
is investigated using the experimental sequence shown in
Fig. 2(a), where the immiscible BECs are evolved in the
FORT during Tim. Figure 2(b) shows typical absorption
images observed for Tim = 0, 100, 200, 300, 600, and
900 ms. The overlapping immiscible BECs are generated
at Tim = 0 ms, and then various spatial structures are
spontaneously formed. Figure 2(c) shows the Tim depen-
dence of the atomic density distributions integrated over
the y direction for |1, 0〉 and |1,−1〉. The spatial struc-
ture exhibits an oscillatory behavior; after the system
evolves toward the component-separated ground state for
the first∼ 300 ms, the initial structure is revived at Tim =
600 ms, and then component separation occurs again for
another 300 ms (Tim = 900 ms). This behavior is simi-
lar to experiments previously reported in Refs. [23, 28].
The standard deviations of the atomic density distribu-
tions, σ = (〈z2〉− 〈z〉2)1/2, are calculated to evaluate the
frequency of the oscillating structures [Fig. 2(d)]. The
oscillation frequency is determined as ωfit
im
/(2pi) = 1.4(2)
Hz from the damped sinusoidal fits of experimental data
for |1, 0〉 and |1,−1〉, which is smaller than the axial fre-
quency.
Although the experimental results obtained after TOF
[top panel in Fig. 2(c)] are in reasonable agreement with
the in-trap pattern obtained by the simulation (bottom
panel), the fine structures have disappeared due to the
effect of TOF and the finite resolution of the imaging
system (∼ 7.5 µm). In addition, the asymmetry along
the z direction appears only in the experimental data,
which is likely due to the asymmetry of the trap.
The time evolution of the miscible BECs with an un-
stable spatial structure was investigated using the exper-
FIG. 2: (color online) Pattern formation in immiscible BECs.
(a) Timing diagram for the generation and evolution of im-
miscible BECs. The envelopes of mw pi and rf pi/2 pulses to
generate the immiscible BECs are respectively a square wave
with a duration of 100 µs and a Gaussian shaped wave with a
standard deviation of 23 µs. (b) Typical absorption images of
|1, 0〉 and |1,−1〉 obtained at Tim = 0, 150, 200, 300, 600, and
900 ms. (c) Atomic density distribution with respect to Tim
integrated over the y direction for |1, 0〉 and |1,−1〉. Each dis-
tribution corresponds to an average over three measurements.
The top and bottom panels indicate the experimental data
and numerical simulation of in-trap dynamics obtained from
coupled Gross-Pitaevskii equations, respectively. (d) Tim ver-
sus the spatial width of BECs which is defined as the standard
deviation in the z direction. The circles and dashed curve
associated with the left vertical axis represent the experimen-
tal data and the damped sinusoidal fit, respectively, and the
solid curve associated with the right vertical axis shows the
numerical simulation results. The error bars are given by the
standard deviation over three measurements.
imental sequence shown in Fig. 3(a), in which the spatial
structures transferred from immiscible to miscible BECs
can be changed by tuning the duration of Tim, and the
miscible BECs are evolved during Tmi. Figure 3(b) shows
typical absorption images for Tmi = 0, 150, 275, 400, and
550 ms, where Tim is fixed at 200 ms. The image obtained
at Tmi = 0 ms is almost the same as that at Tim = 200 ms
in Fig. 2(b), which indicates that the spatial structure
formed in the immiscible BECs is successfully transferred
to the miscible BECs. Although oscillation of the spatial
structure is observed, as in the immiscible case shown in
Fig. 2, the generated pattern is quite different from the
3FIG. 3: (color online) Pattern formation in miscible BECs induced by the transfer imprinting technique. (a) Timing diagram
for the generation of miscible BECs with unstable structures and their evolution. Tim is set to either 200 ms [(b)-(d)], 100 ms
[(e) and (f)], or 300 ms [(g) and (h)]. (b) Typical absorption images of |1, 0〉 and |2,−2〉 obtained at Tmi = 0, 150, 275, 400,
and 550 ms. (c), (e), and (g) Atomic density distribution with respect to Tmi for |1, 0〉 and |2,−2〉. The top and bottom panels
show the experimental data and numerical simulation of in-trap dynamics, respectively. (d), (f), and (h) Standard deviations
of the atomic distributions as a function of Tmi. The circles, dashed curve (left vertical axis), and the solid curve (the right
vertical axis) represent the experimental data, the damped sinusoidal fit, and the numerical simulation, respectively.
immiscible BECs. Two types of component-separation
structures are formed during one period of oscillation.
The |2,−2〉 component is surrounded by the |1, 0〉 com-
ponent at Tmi = 0 ms, whereas |1, 0〉 is surrounded by
|2,−2〉 at Tmi = 150 ms.
Figures 3(c) and 3(d) show the Tmi dependence of the
atomic density distributions and σ, respectively. The os-
cillation frequency of 3.79(9) Hz for the fitted curve is
larger than that for the immiscible case. Furthermore,
the oscillation frequency is changed with respect to the
transferred structures. Figures 3(e)-(h) show the spatial
evolutions of miscible BECs started from different spa-
tial structures, where Tim is set to 100 ms [(e) and (f)]
and 300 ms [(g) and (h)]. The oscillation frequencies are
estimated to be ωfit
mi
/(2pi) = 3.12(8) Hz and 4.1(3) Hz for
Tim = 100 and 300 ms, respectively.
The pattern formation dynamics in miscible BECs was
numerically simulated using the sequence given in Fig.
3(a) with various values of Tim to investigate the rela-
tionship between the transferred structure and the in-
duced oscillation of miscible BECs. Figure 4(a) shows
the spectral densities for the temporal variations of σ
in miscible BECs (∝ | ∫ σ(Tmi)e−iωmiTmidTmi|2) for each
value of Tim. Even for Tim = 0 ms, a collective oscillation
is induced because the initial density profile is given by
the ground state of |2,−2〉, which is different from that
for the mixture of |1, 0〉 and |2,−2〉.
The frequency ωmi is significantly increased around
Tim = 350 ms, at which point the highly separated struc-
tures are transferred to miscible BECs. This behavior
coincides with the total energy of the resultant misci-
ble system, as shown in Fig. 4(b). The increase in
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FIG. 4: (color online) Numerical simulation of the pattern for-
mation dynamics in miscible BECs using the sequence given
in Fig. 3(a) for various Tim. (a) Spectral density for the
temporal variation of spatial width in miscible BECs. The
horizontal axis represents the duration of Tim. The spectral
densities are calculated from the Fourier transformation of
the time series data for Tmi = 0 ms to 1000 ms. The white
circles with error bars indicate the experimentally obtained
values of ωfitmi/2pi. (b) Energy difference ∆E between the total
energy and the ground state energy of the miscible system as
a function of Tim.
the total energy is caused by the change in the misci-
bility. During the process of the component separation
in the immiscible system, the interaction energy changes
to kinetic energy. When the immiscible-to-miscible tran-
sition occurs, the interaction energy increases for the
component-separated state with the kinetic energy un-
changed. Thereby the switch of the scattering lengths
changes the total energy of the miscible system depend-
ing on the spatial structure. Although the higher energy
peak appears around Tim = 900 ms in Fig. 4(b), no
clear spectral peak is observed in Fig. 4(a) due to the
complicated structure oscillations.
In conclusion, we have realized miscible-immiscible
transition in two-component BECs by harnessing the
rich internal degrees of freedom of 87Rb atoms. The
non-equilibrium spatial dynamics in miscible BECs is ex-
cited by transferring the component-separation structure
from immiscible BECs. The subsequent evolution ex-
hibits structure oscillations that are dependent on the
component-separation structures. According to the nu-
merical simulation, the oscillation frequency is dependent
on the total energy of the resultant system. The numer-
ical result is in good agreement with the experimental
result. The demonstrated technique has various advan-
tages over other techniques; this technique only relies on
the transfer of internal states, and external fields such as
the magnetic field can be used for other purposes, except
at the timing of the transition. On the other hand, with
regard to miscibility control using the magnetic Feshbach
resonances and dressed states, the degrees of miscibility
are affected by the inhomogeneity of the magnetic fields
and the collisional frequency shift, respectively. In addi-
tion, the spin-exchange inelastic loss can be avoided with
this technique by selecting appropriate pairs of internal
states. This simple technique could be widely applied
to various experimental conditions, e.g., other atomic
species. Such an investigation on the control of misci-
bility and the spatial degrees of freedom has provided a
new technique to examine the non-equilibrium dynamics
of multicomponent BECs.
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