Multigrid (MG) methods are known to be fast linear solvers for large-scale finite-element analyses. The Gauss-Seidel method is usually adopted as the smoother for MG methods. However, recently, considerable attention has focused on induced dimension reduction (IDR)-based solvers because they are faster. In this paper, we investigate the convergence of IDR-based solvers and evaluate the performance of an MG method with an adaptive IDR-based Jacobi smoother. Numerical results show that this method has good convergence and good efficiency in parallel computations for finite-element analysis of electromagnetic fields.
I. INTRODUCTION
M ULTIGRID (MG) methods have been shown to be faster in solving electromagnetic-field problems [1] . In the finite-element analysis of electromagnetic fields, the simple or hybrid Gauss-Seidel method is usually adopted as the smoother for algebraic and geometric MG methods [2] - [4] . The reason for this wide adoption of the Gauss-Seidel method is that at the start of the iterative process, high-frequency components of residues are more rapidly reduced than the low-frequency components. However, the Gauss-Seidel method itself converges slowly and, moreover, is not suitable for parallel computations, although the use of some parallel algorithms, such as the multicolor ordering method with shared memory systems is well known [5] .
The induced dimension reduction (IDR) method proposed by Sonneveld et al. in 1980 is an iterative solver based on the IDR theorem [6] . However, this method has not been used as a standard solver for these 30 years. In 2008, Sonneveld and van Gijzen proposed the IDR(s) method, which is an extension of the IDR method [7] . Lately, the IDR(s) method and a family of IDR(s) have attracted considerable attention for solving a nonsymmetric system of equations, because these methods are faster than the present state-of-the-art solvers, such as BiCGStab and GMRESS(k) [8] . In particular, the adaptive IDR-based Jacobi method has good convergence for the symmetric systems obtained from finite-element analyses as well as for the nonsymmetric systems of equations. Moreover, because this method involves matrix-vector multiplications and vector inner-products, it has high parallel efficiency on distributed memory as well as shared memory systems. In this paper, we investigate the convergence profile of the IDR(s) family of solvers and present the performance of an MG method coupled with the adaptive IDR-based Jacobi smoother in static magnetic-field analyses. 
A. Multigrid Method
Considering the magnetic vector potential, the differential equation for the magnetostatic field is (1) where is the permeability, is the given current density, and is the magnetic vector potential. The finite-element discretization of (1) on a fine mesh results in the following system of linear equations: (2) where is a system matrix on the fine mesh. It is known that linear solvers, such as the Gauss-Seidel method, tend to eliminate the high-frequency residual components in (2) more rapidly than the low-frequency ones. The MG method is based on this property; that is, the high-frequency residual components are eliminated on a fine mesh within a few iterations of the linear solver (smoother). The remaining residual components are then projected onto a coarser mesh, where those with a higher frequency can again be eliminated within a few iterations. The MG method solves (2) by iterating the aforementioned process. The two-grid V-cycle MG method, which is the simplest MG method, is described as follows.
Step 1) (Smoothing): The smoothing is applied to , and an approximated solution is obtained.
Step 2) (Restriction)
, where .
Step 3) Solve to obtain the error vector .
Step 4) (Prolongation):
. Step 5) .
Step 6) (Postsmoothing): The smoothing is applied again, and the convergence of the solution is tested. If the convergence condition is not satisfied, the process is repeated from
Step 2) onwards. In the nested MG method, we can construct the restriction matrix R by using the geometric relationship between the coarse and fine edges [9] , [10] .
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B. IDR(s)-Based Methods
The Jacobi method is known as a classical simple linear solver and it shows slow convergence or divergence of iterations for several problem types. For this reason, this method is not used for solving practical problems. In contrast, the IDR(s)-based Jacobi method, which is based on the IDR theorem described as follows, shows good convergence. Let be any matrix, be any vector, and be the complete Krylov space . Let S denote any subspace of so that and then, we define the sequence spaces as (3) where are nonzero scalars, and I is the identity matrix. Then, the following two theorems hold:
If the th residual vector is in the space , the size of the space decreases monotonously and then converges to zero. For this purpose, the residual vector should satisfy (5) where consists of residual sequences (6) where . Let be the matrix and vector that satisfy (7) Equation (6) is rewritten as . Moreover, considering any matrix P that satisfies 0, we can obtain by solving the equation (8) Vector is calculated as (9) The update vector for solution is expressed as (10) where is a matrix . The IDR(s) method is based on the previous equations. Note that the system matrix is not assumed to be symmetrical. Therefore, the IDR(s) method can be applied to the nonsymmetric system as well as symmetric system equations.
The IDR(s)-based Jacobi (I-Jacobi), Gauss-Seidel (I-GS), and successive over-relaxation (I-SOR) methods were proposed by an author of this paper in 2009 [8] ; the algorithms are shown in Fig. 1 . In this figure, the matrix N and M are defined as and selected as where D is the diagonal, L is the strictly lower triangular, and U is the strictly upper triangular matrix of A. In I-Jacobi, the parameter is either defined by the user or obtained adaptively to minimize the norm of (11) where . The matrix P can be arrived at by applying Gramm-Schmidt orthonormalization to the matrix ( denotes random vectors). We named the combination of (11) and I-Jacobi as the "adaptive IDR(s) based Jacobi" method.
III. NUMERICAL RESULTS

A. Comparison of Solvers
First, we evaluated the convergence of the system equations obtained from the analysis of a magnetostatic field with tetrahedral edge elements, as shown in Fig. 2. Fig. 3 shows the convergence profile obtained using various solvers: classical Jacobi, Gauss-Seidel (GS), ICCG, IDR(s), and the adaptive I-Jacobi method. We obtained the following numerical results. The classical Jacobi method does not converge and the residual norm increases linearly. By contrast, the ICCG method shows good convergence. Except at the beginning of the iterative process, the GS method shows very slow convergence. The IDR(s) and adaptive I-Jacobi methods also show slow convergence with some sharp peaks; IDR(5) and adaptive I-Jacobi(3), in particular, oscillate randomly. Identical convergence profiles are observed in other cases for . In our experience, the convergence of IDR(s)-based methods improves with an increase in s; however, this improvement is not observed in the preliminary stages of the iterative process. For the aforementioned reason and increased computational costs for , s should be unity for an MG smoother.
Next, we investigate the capability of the smoother in IDR(s) methods. It is important that smoothers rapidly decrease the high-frequency components of residue. Thus, we investigate the components of reduction rate after 50 smoothing iteration (12) where is the eigenvector corresponding to the th nonzero eigenvalue, and is the number of nonzero eigenvalues. Fig. 4 shows the components that are the average of 10 trials, each beginning with a random initial guess . We note that the eigenvector corresponding to the higher order eigenvalue in Fig. 4 represents a higher frequency distribution. It is also apparent that the GS and adaptive I-Jacobi methods eliminate the highfrequency components faster than the low-frequency components. Therefore, the adaptive I-Jacobi method can be used as the smoother.
B. Results of the MG Method
Finally, we apply the adaptive IDR(1)-based Jacobi (I-Jacobi) method to an MG. We analyze the simple model shown in Fig. 2 and the perpendicular magnetic recording head model shown in Fig. 5 [10] . The convergence criterion is . Table I compares the convergences and computational times of a 2-grid MG of the magnetic head model using the GS smoother and the adaptive I-Jacobi smoother. The computations were performed on a PC with two central-processing units (CPUs) (Intel Xeon 5160). Parallel computation using open MP with four threads was used.
We can infer from Table I that the adaptive I-Jacobi smoother requires a fewer number of iterations and lesser computational time to converge as compared to the GS smoother. The effects of parallel computation on the 3-grid MG of the model shown in Fig. 2 are summarized in Table II . The adaptive I-Jacobi procedures for consist of matrix-vector multiplications and vector inner-products and these operations have high parallel efficiency.
A comparison between the MG and the MG preconditioned conjugate gradient (CG) method is shown in Table III . The GS smoother works well for both methods. On the other hand, the MG preconditioned CG in conjunction with the adaptive I-Jacobi smoother is slower than that in conjunction with the GS smoother. The reason for this will be investigated in further work.
Finally, Fig. 6 shows the convergence profile for a 40 smoothing/V-cycle entry, listed in Table I . The MG, in con- junction with the adaptive I-Jacobi smoother, shows some peaks; however, the overall convergence achieved by using this smoother is better than that achieved using the GS smoother.
IV. CONCLUSION
We evaluated the use of a multigrid method in conjunction with IDR-based smoothers for finite-element analysis of electromagnetic fields. Although the IDR-based methods show unstable convergence, the numerical results show that the multigrid with the adaptive IDR-based Jacobi smoother converges well in static magnetic-field analyses. Moreover, the present method has better parallel efficiency that the Gauss-Seidel smoother. As a result, the present method would perform well on distributed memory environments, such as PC clusters.
