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Abstract: We reveal an intriguing connection between the set of 27 (disregarding the
identity) invertible symmetric 3 × 3 matrices over GF(2) and the points of the generalized
quadrangle GQ(2, 4). The 15 matrices with eigenvalue one correspond to a copy of the
subquadrangle GQ(2, 2), whereas the 12 matrices without eigenvalues have their geometric
counterpart in the associated double-six. The fine details of this correspondence, includ-
ing the precise algebraic meaning/analogue of collinearity, are furnished by employing the
representation of GQ(2, 4) as a quadric in PG(5, 2) of projective index one. An interesting
physical application of our findings is also mentioned.
Keywords: Binary Matrices of Order 3 – GQ(2, 4) – PG(5, 2): Quadratic Forms and
Symplectic Polarity
1 Introduction
The set of invertible symmetric 3 × 3 matrices over the field GF(2) has 28 elements. The
elements different from the identity matrix can be divided in a natural way into one set of
15 matrices and two sets of 6 matrices each. This suggests that there might be a connection
to the generalized quadrangle GQ(2, 4), which has a description using a subquadrangle of
15 points and two additional sets of 6 points each.
In this paper we show that indeed the set of 27 invertible, non-identity matrices can be
equipped with the structure of GQ(2, 4). In Section 2, we recall some well known facts
on generalized quadrangles, in particular, the two descriptions of GQ(2, 4) we are going to
work with. In Section 3 we study the set of invertible symmetric 3× 3 matrices over GF(2).
In Section 4 we show that the 27 matrices can be mapped bijectively onto a quadric of
projective index one in PG(5, 2), which can be seen as the point set of GQ(2, 4). In Section
5, we give another description, where the points appear as planes in PG(5, 2); in this section
we also state an explicit isomorphism between the generalized quadrangle on the 27 matrices
and the model of GQ(2, 4) mentioned above (Proposition 5.6). Finally, in Section 6 we state
an application to physics.
The geometry of matrices defined over fields/division rings represents an important branch of
geometry (see, e. g., the monograph of Wan [12]). The elements of a matrix space are viewed
as vertices of a graph where a particular symmetric and anti-reflexive adjacency relation is
defined. The problem of describing all adjacency-preserving bijections between matrix spaces
is then converted into that of finding all isomorphisms between the corresponding graphs.
A prominent place in the field is occupied by symmetric matrices (e. g., [13, 14]), and in
particular those defined over fields of characteristic two (e. g., [4, 15]). This paper deals,
like [15], with a particular case of 3 × 3 symmetric binary matrices. Yet our approach is
fundamentally different from that followed by Wan and/or others since we focus exclusively
on invertible matrices and instead of the concept of adjacency in a graph we use that of
collinearity in a particular well-known finite geometry (here the generalized quadrangle of
type GQ(2, 4)).
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2 The generalized quadrangle GQ(2, 4)
A finite generalized quadrangle is a point-line incidence geometry (P ,L) satisfying the fol-
lowing axioms (see [7, 1.1]), where s, t ≥ 1 are fixed natural numbers:
• Each point is incident with 1 + t lines and any two points are joined by at most one
line.
• Each line is incident with 1 + s points and any two lines meet in at most one point.
• For each pair (p, L) ∈ P × L with p /∈ L there is a unique pair (q,M) ∈ P × L such
that p ∈M , q ∈M , q ∈ L.
The pair (s, t) is called the order of (P ,L). Examples of generalized quadrangles (GQs) can
be obtained from quadratic forms (see [7, 3.1.1]): Let F be a finite field of order s and let
q be a quadractic form of index 2 on V = F d+1. This means that the associated quadric
Q = {Fv | v ∈ V, v 6= 0, q(v) = 0} in the d-dimensional projective space PG(d, s) over F
contains lines but no planes (Q has projective index 1). Recall that such a quadratic form q
exists exactly if d = 3, 4 or 5. Now consider the incidence structure (Q,L), where L is the set
of lines of PG(d, s) contained in Q. Then (Q,L) is a generalized quadrangle of order (s, t),
where t = 1 if d = 3, t = s if d = 4, and t = s2 if d = 5. This GQ is called an orthogonal
quadrangle. Since there is up to equivalence only one quadratic form of index 2 on each of
the vector spaces under consideration, a finite orthogonal quadrangle is uniquely determined
by the parameters d and s and thus is called Q(d, s) for short. Note that one can also define
infinite generalized quadrangles and then one similarly gets orthogonal quadrangles over
infinite fields (see [10]).
We are going to study the orthogonal quadrangle Q(5, 2) whose point set Q is a quadric in
PG(5, 2). One can show ([7, 5.3.2]) that there is (up to isomorphism) only one generalized
quadrangle of order (2, 4), namely, Q(5, 2). For this reason the generalized quadrangle
Q(5, 2) is also called GQ(2, 4). It has (s+ 1)(s3 + 1) = 27 points and (s2 + 1)(s3 + 1) = 45
lines. Non-degenerate hyperplane sections of Q give rise to subgeometries of Q(5, 2) that
are ismorphic to Q(4, 2) ∼= GQ(2, 2), the unique GQ of order (2, 2). There are 36 distinct
copies of GQ(2, 2) in GQ(2, 4) [9].
We present another model of GQ(2, 4) ([7, 6.1]; see Figure 1): We start with a subgeometry
isomorphic to GQ(2, 2) (sometimes called the doily). Its point set P ′ consists of the 2-
element subsets of {1, 2, 3, 4, 5, 6} (so there are 15 points), and the line set L′ consists of
the 3-element subsets {A,B,C} of P ′ with A ∪ B ∪ C = {1, 2, 3, 4, 5, 6} (so there are also
15 lines). Now we add 12 extra points called 1, 2, . . . , 6, 1′, 2′, . . . , 6′ and the 30 extra lines
{i, {i, j}, j′} (with 1 ≤ i, j ≤ 6, i 6= j). The thus obtained incidence geometry (P ,L) is
isomorphic to GQ(2, 4) and depicted in Figure 1. We sometimes call the additional points
1, 2, . . . , 6, 1′, 2′, . . . , 6′ the double-six. Its connection to the classical double-six of lines in
3-space is established, e. g., in [3].
3 The 27 matrices
The set J = S(3, 2) of symmetric 3 × 3 matrices with entries in GF(2) is a 6-dimensional
vector subspace of the algebra M(3, 2) of all 3 × 3 matrices with entries in GF(2). It is
not closed w.r.t. multiplication, so it is not a subalgebra. However, it is closed w.r.t. the
operations A 7→ A−1 (if A ∈ J∗, the set of invertible elements of J) and (A,B) 7→ ABA.
Since, moreover, the identity matrix 1 belongs to J , we have that J is a Jordan-closed Jordan
system (see [2]).
Among the 64 elements of J = S(3, 2), there are 28 invertible ones. These fall into three
classes:
• the identity matrix 1.
• 15 matrices 6= 1 with eigenvalue 1. These are the matricesDi (see below). The matrices
D1, D2 and D3 are involutions (i.e. D
2
i
= 1) and have a 2-dimensional eigenspace, the
others have a 1-dimensional eigenspace. We call the set of these matrices D.
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Figure 1: A diagrammatic illustration of the structure of the generalized quadrangle GQ(2, 4)
built around the doily (after Polster [8], slightly modified). In both the parts, each picture
depicts the doily and all 27 points (circles) of GQ(2, 4). The top picture shows only 19 lines
(line segments and arcs of circles) of GQ(2, 4), with the two points located in the middle
of the doily being regarded as lying one above and the other below the plane the doily is
drawn in. Sixteen out of the missing 26 lines can be obtained by successive rotations of the
figure through 72 degrees around the center of the pentagon. The bottom picture shows a
couple of lines which go off the doily’s plane; the remaining 8 lines of this kind are again
gotten by rotating the figure through 72 degrees around the center of the pentagon.
• 12 = 6 + 6 matrices without eigenvalues. These fall into two classes U and V of six
matrices each (the matrices Ui and Vi, respectively). Both subsets U ∪ {1, 0} and
V ∪ {1, 0} of S(3, 2), where 0 is the zero matrix, are fields isomorphic to GF(8).
D1 =

0 0 10 1 0
1 0 0

 , D2 =

1 0 00 0 1
0 1 0

 , D3 =

0 1 01 0 0
0 0 1

 ,
D4 =

0 0 10 1 0
1 0 1

 , D5 =

0 1 11 0 1
1 1 1

 , D6 =

0 1 11 1 1
1 1 0

 ,
D7 =

0 1 01 1 0
0 0 1

 , D8 =

1 0 00 0 1
0 1 1

 , D9 =

1 0 00 1 1
0 1 0

 ,
D10 =

1 0 10 1 0
1 0 0

 , D11 =

1 0 10 1 1
1 1 1

 , D12 =

1 1 01 0 0
0 0 1

 ,
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D13 =

1 1 01 1 1
0 1 1

 , D14 =

1 1 11 0 1
1 1 0

 , D15 =

1 1 11 1 0
1 0 1

 ,
U1 =

1 1 11 1 0
1 0 0

 , U2 =

1 0 10 0 1
1 1 1

 , U3 =

0 1 11 0 0
1 0 1

 ,
U4 =

0 0 10 1 1
1 1 0

 , U5 =

0 1 01 1 1
0 1 1

 , U6 =

1 1 01 0 1
0 1 0

 .
V1 =

0 1 01 0 1
0 1 1

 , V2 =

0 1 11 1 0
1 0 0

 , V3 =

1 1 01 1 1
0 1 0

 ,
V4 =

1 1 11 0 0
1 0 1

 , V5 =

1 0 10 0 1
1 1 0

 , V6 =

0 0 10 1 1
1 1 1

 .
We are interested in the set S := J∗\{1} = D∪U∪V. Our aim is to introduce the structure
of GQ(2, 4) on S such that D corresponds to a copy of the doily and U,V correspond to
the associated double-six.
We mention the following geometric facts: All matrices of S ⊆ GL(3, 2) act on the projec-
tive plane PG(2, 2) (the Fano plane) as collineations. The fixed points of such a collineation
are exactly the 1-dimensional eigenspaces of the associated matrix. This implies that the
collineations induced by D1, D2, D3 fix one line pointwise (and hence are axial collineations),
the collineations induced by the other elements ofD fix exactly one point, and the collineations
induced by U ∪V are fixed point free. The sets G = U ∪ {1} and H = V ∪ {1} are groups
isomorphic to the multiplicative group of GF(8) (and hence isomorphic to the cyclic group
of order 7). They induce on PG(2, 2) so-called Singer cycles (compare [5, II.10]).
4 Two quadratic forms
The vector space J = S(3, 2) over F = GF(2) is 6-dimensional. We identify J \ {0} with
the projective space PG(5, 2) by identifying the 1-dimensional subspace FX = {0, X} with
X ∈ J \ {0}. In order to show that the 27-element set S = J∗ \ {1} from above can be
viewed as the point set of GQ(2, 4) we are going to construct a suitable quadratic form on J .
We know that a matrix X ∈ J belongs to J∗ if, and only if, detX = 1. The mapping
det : J −→ F is a cubic form. Our first step now is to introduce new coordinates on J such
that det can be seen as a quadratic form. For this purpose, we map the matrix
X =

a b cb d e
c e f

 ∈ J
to the vector
α(X) = (a, e2 + df, d, c2 + af, f, b2 + ad) = (a, e+ df, d, c+ af, f, b+ ad) ∈ V = F 6. (1)
Note that here we used that x2 = x is valid for all x ∈ F . One can easily check that α is a
bijection (but of course not a linear one). On V we have the quadratic form q0 of index 3
given by
q0(x) = q(x1, x2, x3, x4, x5, x6) = x1x2 + x3x4 + x5x6.
A direct computation, using that F has characteristic 2, yields that for each matrix X ∈ J
we have
detX = q0(α(X)). (2)
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Let 〈.|.〉0 be the symmetric bilinear form associated to q0, i. e., for x, y ∈ V we have
〈x|y〉0 = q0(x+ y) + q0(x) + q0(y).
Then for all X,Y ∈ J the following holds:
〈α(X)|α(Y )〉0 = det(X + Y ) + detX + detY. (3)
Note that this is not completely trivial because α is not linear. Equations (2) and (3) allow
us to identify X with α(X) (and so J with V = F 6) and q0 with det. In particular, the
identity matrix 1 corresponds to the vector (1, 1, 1, 1, 1, 1). The quadric Q0 given by q0
is the Klein quadric in PG(5, 2), which is in 1 − 1 correspondence with the set of lines of
PG(3, 2), and hence consists of 35 elements. This is clear also because there are 35 non-zero
non-invertible matrices in J = S(3, 2).
Our set S, together with the identity matrix 1, is the (set-theoretic) complement of Q0 in
PG(5, 2). In order to find a bijection from S to a quadric of projective index 1 in PG(5, 2)
we consider another quadratic form q on V = J , given by
q(X) = q0(X) + (〈X |1〉0)
2 = q0(X) + 〈X |1〉0.
One can easily check that the associated bilinear form 〈.|.〉 coincides with 〈.|.〉0. Moreover,
using (2), (3) and identifying X with α(X), we get
q(X) = detX + det(X + 1) + detX + det1 = det(X + 1) + 1. (4)
From this equation it is obvious that the quadric Q given by q consists exactly of the points
X of PG(5, 2) with X + 1 ∈ S (recall that X = 0 is not a point of PG(5, 2)). So it is
reasonable to consider the mapping
pi : X 7→ X + 1,
which can be seen as a translation on the affine space V = J . However, we want to interpret
pi projectively. In PG(5, 2), the mapping pi is not defined on the point 1, because pi(1) = 0;
on the other points pi is a bijection. For each point X 6= 1 the image pi(X) is the unique
third point on the line joining X and 1.
As mentioned above, we have that pi(S) = Q. So the quadric Q consists of 27 points. Thus
Q must be a quadric of projective index 1 and hence gives rise to a generalized quadrangle
GQ(Q) ∼= GQ(2, 4) as described in Section 2. This leads us to the following definition:
Definition 4.1. The incidence structure GQ(S) is given by the point set S and the line set
L(S) consisting of the 3-element subsets pi−1(L), where L ⊆ Q is a line entirely contained
in Q (i.e., a line of the generalized quadrangle GQ(Q) on Q). Then clearly GQ(S) is a
generalized quadrangle isomorphic to GQ(Q) via pi, i.e., GQ(S) is a model of GQ(2, 4). For
X,Y ∈ S we write X ∼ Y iff X,Y are collinear in GQ(S), i.e., iff pi(X), pi(Y ) are collinear
in GQ(Q).
We mention here that similarly to the quadratic form q, which is defined with the help of
the distinguished matrix 1, one could define a quadratic form qM for each matrix M ∈ S by
qM (X) = q0(X) + 〈X |M〉0 = det(X +M) + 1. Thus we get 27 more quadrics of projective
index 1, all of which can be mapped bijectively onto S by a mapping piM : X 7→ X +M .
However, we will restrict ourselves to q and pi as above.
The following holds:
Proposition 4.2. Let X,Y ∈ S. Then X ∼ Y ⇐⇒ 〈X + 1|Y + 1〉 = 0. In particular:
(a) If X,Y ∈ U ∪V, then X ∼ Y ⇐⇒ det(X + Y ) = 0.
(b) If X,Y ∈ D, then X ∼ Y ⇐⇒ det(X + Y ) = 0.
(c) If X ∈ U ∪V, Y ∈ D, then X ∼ Y ⇐⇒ det(X + Y ) = 1.
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Proof. By definition, X ∼ Y iff pi(X) = X + 1 and pi(Y ) = Y + 1 are collinear in GQ(Q).
This is equivalent to 0 = 〈X + 1, Y + 1〉 = 〈X + 1, Y + 1〉0. Using (3), we compute
0 = 〈X + 1, Y + 1〉0 = det(X + 1 + Y + 1) + det(X + 1) + det(Y + 1) = det(X + Y ) +
det(X+1)+det(Y +1). This implies the statements of (a), (b), (c) because in cases (a) and
(b) we have det(X+1) = det(Y +1) while in case (c) we have det(X+1) 6= det(Y +1).
Proposition 4.3. (a) For the subsets D, V and U of S, the following holds:
(i) pi(U) = U, pi(V) = V, pi(D) ∩ S = ∅,
(ii) S ∩ Q = U ∪V, Q0 ∩ Q = pi(D),
(b) Let 1⊥(= 1⊥0) be the hyperplane of points of PG(5, 2) perpendicular to 1 w.r.t. 〈.|.〉(=
〈.|.〉0), i.e., the tangent hyperplane through 1 of Q and of Q0. Then:
(i) 1⊥ = {1} ∪D ∪ pi(D),
(ii) The tangents through 1 of Q and of Q0 are the lines {1, X, pi(X)} with X ∈ D.
(iii) The quadric Q ∩ 1⊥ = Q0 ∩ 1
⊥ equals pi(D). So pi(D) is a quadric of projective
index 1 in the 4-dimensional projective space 1⊥ and gives rise to a subquadrangle
GQ(D) isomorphic to GQ(2, 2).
Proof. (a) (i): The statements on U and V can be checked easily. (They follow also from
the fact that U ∪ {1, 0} and V ∪ {1, 0} are fields of characteristic 2.) The statement on D
is clear because the elements of D have eigenvalue 1.
(ii): The first equation follows from (i) because Q = pi(S). The second equation follows
from the fact that D consists exactly of the elements of S that have eigenvalue 1.
(b) (i)X ∈ 1⊥ ⇐⇒ 0 = 〈X,1〉 = 〈X,1〉0 = det(X+1)+detX+1 ⇐⇒ det(X+1) 6= detX .
So 1 ∈ 1⊥, and for X 6= 1 we get X ∈ 1⊥ ⇐⇒ X ∈ D or X + 1 ∈ D.
(ii) and (iii) follow from (i) and (a).
5 Another projective representation
Again we consider the projective space PG(5, 2). But now we study the planes of this space,
i. e., the 3-dimensional vector subspaces of V = F 6. Each such plane can be described as
the row space of a 3 × 6 matrix, i. e., a matrix (A|B), with A,B ∈ M(3, 2), of rank 3. In
what follows, we always identify (A|B) with its row space.
Let
S := {(X |1) | X ∈ S}.
Then of course each 3× 6 matrix in S has rank 3 and thus will be considered as a plane of
PG(5, 2). The bijection S −→ S : X 7→ (X |1) gives us another model of GQ(2, 4), where
the points are planes in PG(5, 2). We call this model GQ(S). Note that for X ∈ S the
coordinate vector α(X) defined in (1) consists exactly of the six Plu¨cker coordinates (i.e.
the 3× 3-minors) of (X |1) that have multiplicity one.
We study the planes of S more in detail. It is shown in [12] (see also [1], [2]) that all these
planes are totally isotropic w.r.t. a symplectic polarity of PG(5, 2). Moreover, they are all
skew to the plane (1|0) and to the plane (0|1), as two planes (A|B) and (C|D) are skew iff
the 6×6 matrix
(
A B
C D
)
is invertible. For two planes (X |1) and (Y |1) (with X,Y ∈ M(3, 2)
arbitrary) we have
rank(X − Y ) = k ⇐⇒ dim((X |1) ∩ (Y |1)) = 3− k (5)
(see [12, Prop. (3.30)]; here dim means the vector space dimension). Note that in (5) we
might also write X + Y instead of X − Y since the ground field is F = GF(2). Now we
study the following subsets of S:
D := {(X |1) | X ∈ D}, U := {(X |1) | X ∈ U}, V := {(X |1) | X ∈ V}.
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Remark 5.1. The sets U ′ := {(1|0), (0|1), (1|1)}∪U and V ′ := {(1|0), (0|1), (1|1)}∪V are
spreads, i. e. partitions of the point set of PG(5, 2) into planes.
Proof. By (5), any two different planes of U ′ (or V ′, respectively) are skew. Since PG(5, 2)
altogether has 63 points and each plane has 7 points, the assertion follows.
It is easy to see that the intersection of the planes (X |1) and (1|1) consists exactly of the
points F (x1, x2, x3, x1, x2, x3) where x = (x1, x2, x3) is an eigenvector of X . (Note that we
let the matrices act from the right, so the eigenvectors are rows and not columns.) This
implies:
Remark 5.2. For each Di ∈ D the plane (Di|1) ∈ D meets the distinguished plane (1|1)
either in a point or in a line (and this latter case appears exactly if i = 1, 2, 3).
By Rem. 5.1 the plane (X |1) ∈ U ∪ V is always skew to (1|1). Next we want to find out
how the planes (U |1) ∈ U intersect the planes (X |1) ∈ D ∪V . For this we need a lemma on
an action of the cyclic group G = {1} ∪U:
Lemma 5.3. The mapping ρ : U 7→ ρU : X 7→ UXU (U ∈ G) is an action of G on the
21-element set D ∪V. There are three orbits of this action, each orbit contains 2 elements
of V and 5 elements of D, among these exactly one of the involutions D1, D2, D3. (So
D1, D2, D3 can be chosen as representatives of the orbits.) The same holds for the action of
H = {1} ∪V on D ∪U.
Proof. For U ∈ G and X ∈ D∪V, the matrix UXU is again symmetric and of course again
invertible, so UXU ∈ S∪ {1}. In addition, since G is a group and X does not belong to G,
we are sure that UXU belongs to D∪V. As G is commutative, we have ρUU ′ = ρUρU ′ , so ρ
is a group action. The statement on the orbits can be checked by a direct computation.
Now we extend the action of G on D ∪V to the plane set D ∪ V . Consider again U ∈ G.
Then the 6×6 matrix
(
U 0
0 U−1
)
induces a collineation of PG(5, 2). This collineation maps
planes to planes; in particular, for each matrix X we have
(X |1) 7→ (X |1)
(
U 0
0 U−1
)
= (XU |U−1) = (UXU |1).
Moreover, we have that (X |1) meets (1|1) in a line, if, and only if, (UXU |1) meets
(U1U |1) = (U2|1) in a line.
Consider now an arbitrary X ∈ D∪V. Then the orbit of X under the action of G contains
exactly one of the matrices D1, D2, D3, say D1, i. e., X = UD1U for some U ∈ G. By
Rem. 5.2, (D1|1) meets (1|1) in a line. So (X |1) = (UD1U |1) meets (U2|1) in a line. Recall
now that the set U ′ defined in Rem. 5.1 is a spread of PG(5, 2), so each of the 4 remaining
points of the plane (X |1) (not in (U2|1)) must be contained in exactly one of the planes
(Y |1) with Y ∈ G \ {U2} (recall that (X |1) is skew to (1|0) and (0|1)). Since no 3 of the 4
points are collinear, we have that 4 of these planes are needed, i. e., 4 of these planes meet
(X |1) in exactly one point. By Rem. 5.2, the plane (1|1) is among these 4 planes if, and
only if, X = D1. Altogether, we have the following result:
Proposition 5.4. Let X ∈ D ∪V. Then the plane (X |1) ∈ D ∪ V meets
(a) exactly 4 planes of U in a point and no plane of U in a line, if X ∈ {D1, D2, D3},
(b) exactly 3 planes of U in a point and exactly one plane of U in a line, if X ∈ D \
{D1, D2, D3},
(c) exactly 4 planes of U in a point and exactly one plane of U in a line, if X ∈ V.
Consequently, (X |1) is skew to exactly two planes of U , if X ∈ D, and (X |1) is skew to
exactly one plane of U , if X ∈ V. The same holds if the roles of U and V are interchanged.
7
By the above, for each X ∈ U there is a unique in Y ∈ V such that (X |1) is skew to (Y |1)
(and vice versa). We write Y = X ′ (and X = Y ′). A direct computation using (5) yields
that U ′
i
= Vi.
Now we study collinearity in GQ(S). We write (X |1) ∼ (Y |1) iff the planes (X |1), (Y |1) ∈ S
are collinear. By definition of GQ(S) this is equivalent to X ∼ Y . Using Propositions 4.2
and 5.4, we obtain the following:
Proposition 5.5. Let (X |1), (Y |1) ∈ S. Then the following holds:
(a) If X,Y ∈ U∪V, then (X |1) ∼ (Y |1) iff the two planes meet. This is the case exactly
if X = Y or X ∈ U, Y ∈ V \ {X ′} or X ∈ V, Y ∈ U \ {X ′}.
(b) If X ∈ U∪V, Y ∈ D, then (X |1) ∼ (Y |1) iff the two planes are skew. For each Y ∈ D
there are exactly two matrices X1, X2 ∈ U and two matrices X3, X4 ∈ V satisfying
this condition; moreover, w.l.o.g., X3 = X
′
1 and X4 = X
′
2.
(c) If X,Y ∈ D, then (X |1) ∼ (Y |1) iff the two planes meet. For each X ∈ D there are
exactly 6 matrices Y ∈ D, Y 6= X, satisfying this condition.
Proof. (a): By 4.2 (a) we have that (X |1) ∼ (Y |1) iff 0 = det(X + Y ), which by (5) is
equivalent to the statement that the planes meet. The second statement follows from 5.4.
(b): By 4.2 (c) we have that (X |1) ∼ (Y |1) iff 1 = det(X + Y ), which by (5) is equivalent
to the statement that the planes are skew. The second statement follows from 5.4. The
statement that X3 = X
′
1 and X4 = X
′
2 can be checked by an explicit computation. (See
also Prop. 5.6.)
(c): The first statement can be shown as in (a). The second statement follows from (a)
and (b) and the fact that each point p of GQ(2, 4) is collinear to exactly 10 points different
from p.
The statements from above suggest how to find an explicit isomorphism from GQ(2, 4)
onto GQ(S) (or GQ(S)) such that D corresponds to the doily and U,V correspond to the
double-six.
Proposition 5.6. The following is an isomorphism from GQ(S) to GQ(2, 4):
∀i ∈ {1, 2, . . . , 6} : Ui 7→ i, Vi 7→ i
′,
D1 7→ {3, 5}, D2 7→ {1, 4}, D3 7→ {2, 6}, D4 7→ {1, 2}, D5 7→ {4, 5},
D6 7→ {1, 6}, D7 7→ {3, 4}, D8 7→ {3, 6}, D9 7→ {2, 5}, D10 7→ {4, 6},
D11 7→ {1, 3}, D12 7→ {1, 5}, D13 7→ {2, 4}, D14 7→ {2, 3}, D15 7→ {5, 6}
Proof. Explicit computation using 4.2.
We mention still another model: The mapping pi : X 7→ X + 1 from above can be trans-
ferred to the planes (X |1) via (X |1) 7→ (X + 1|1). This is induced by a collineation of
PG(5, 2), namely, the one given by the 6 × 6 matrix
(
1 1
0 1
)
. We call the image of S
under this collineation pi(S). Then it is clear that pi(S) is the image of pi(S) = Q un-
der the representation X 7→ (X |1), and pi(S) can be seen as the point set of another
model of GQ(2, 4). As in GQ(Q), we then have that (X |1), (Y |1) ∈ pi(S) are collinear
iff 0 = 〈X |Y 〉 = 〈X |Y 〉0 = det(X + Y ) + detX +detY . The point set pi(S) consists exactly
of those planes (X |1), X ∈ J = S(3, 2), that are skew to (1|1) (because by (4) we have
0 = q(X) = det(X + 1) + 1) and different from (0|1).
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6 An interesting physical application
The ideas discussed above can also be relevant from a physical point of view. This is because
the geometry of the generalized quadrangle GQ(2, 4) reproduces completely the properties
of the E6(6)-symmetric entropy formula describing black holes and black strings in D = 5
supergravity [6]. As a detailed discussion of this issue lies far beyond the scope of the
present paper we just outline the gist, referring the interested reader to [6] for more details
and further literature. The 27 black hole/string charges correspond to the points and the
45 terms in the entropy formula to the lines of GQ(2, 4). Different truncations with 15, 11
and 9 charges are represented by three distinguished subconfigurations of GQ(2, 4), namely
by a copy of GQ(2, 2), the set of points collinear to a given point, and a copy of GQ(2, 1),
respectively. In order to obtain also the correct signs for the terms in the entropy formula,
it was necessary to employ a non-commutative labelling for the points of GQ(2, 4). This
was furnished by certain elements of the real three-qubit Pauli group [6]; now it is obvious
that the set of invertible matrices from J = S(3, 2) lends itself as another candidate to do
such job. A link between the two labellings can, for example, be established by employing
the plane representation of S = J∗ \ {1}, transforming each matrix via associated Plu¨cker
coordinates into a binary six-vector (eq. (1)) and encoding the latter in a particular way into
the tensor product of a triple of the real Pauli matrices (see [11] for motivations and further
details of the final step of such correspondence in a more general physical setting).
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