We initiate a study of non-interactive proofs of proximity. These proof-systems consist of a verifier that wishes to ascertain the validity of a given statement, using a short (sublinear length) explicitly given proof, and a sublinear number of queries to its input. Since the verifier cannot even read the entire input, we only require it to reject inputs that are far from being valid. Thus, the verifier is only assured of the proximity of the statement to a correct one. Such proofsystems can be viewed as the N P (or more accurately MA) analogue of property testing.
INTRODUCTION
Understanding the power and limitations of sublinear algorithms is a central question in the theory of computation. The study of property testing, initiated by Rubinfeld and * The full version [31] is available at http://eccc.hpiweb.de/report/2013/078/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ITCS'15, January [11] [12] [13] 2015 Sudan [38] and Goldreich, Goldwasser and Ron [21] , aims to address this question by considering highly-efficient randomized algorithms that solve approximate decision problems, while only inspecting a small fraction of the input. Such algorithms, commonly referred to as property testers, are given oracle access to some object, and are required to determine whether the object has some predetermined property, or is far (say, in Hamming distance) from every object that has the property. Remarkably, it turns out that many natural properties can be tested by making relatively few queries to the object.
Once a model of computation has been established, a fundamental question that arises is to understand the power of proof-systems in this model. Recall that a proof-system consists of a powerful prover that wishes to convince a weak verifier, which does not trust the prover, of the validity of some statement. Since verifying is usually easier than computing, using the power of proofs, it is often possible to overcome limitations of the basic model of computation. In this paper we study proof-systems in the context of property testing, with the hope that by augmenting testers with proofs we can indeed overcome inherent limitations of property testers.
Thus, we are interested in proof-systems in which the verifier reads only a small fraction of the input. Of course we cannot hope for such a verifier to reject every false statement. Instead, as is the case in property testing, we relax the soundness condition and only require that it be impossible to convince the verifier to accept statements that are far from true statements. Such proof-systems were first introduced by Ergün, Kumar and Rubinfeld [15] and were recently further studied by Rothblum, Vadhan and Wigderson [37] who were motivated by applications to delegation of computation in sublinear time. Rothblum et al. [37] showed that by allowing a property tester to interact with an untrusted prover (who can read the entire input), sublinear time verification is indeed possible for a wide class of properties. As in the property testing framework, the tester is only assured of the proximity of the input to the property and hence such protocols are called interactive proofs of proximity (IPPs).
The Notion of MAP
In this work, we also consider proofs of proximity, but restrict the verification process to be non-interactive. In other words, we augment the property testing framework by allowing the tester full and free access to an (alleged) proof. Such a proof-aided tester for a property Π, is given oracle access to an input x and free access to a proof string w, and should distinguish between the case that x ∈ Π and the case that x is far from Π while using a sublinear number of queries. We require that for inputs x ∈ Π, there exist a proof that the tester accepts with high probability, and for inputs x that are far from Π no proof will make the tester accept, except with some small probability of error.
This type of proof-system can be viewed as the property testing analogue of an N P proof-system (whereas IPP is the property testing analogue of IP). However, in contrast to polynomial-time algorithms, sublinear time algorithms inherently rely on randomization.
1 Since an N P proof-system in which the verifier is randomized is known as a MerlinArthur (MA) proof-system, we call these sublinear noninteractive proof-systems Merlin-Arthur proofs of proximity or simply MAPs.
Following the property testing literature, we consider the number of queries that the tester makes as the main computational resource. We ask whether non-interactive proofs can reduce the number of queries that property testers make, and if so by how much. (We note that [37] showed that it is possible to significantly reduce the query complexity of property testers using interactive proofs, but their proof systems rely fundamentally on two-way interaction.)
Given the (widely believed) power of proofs in the context of polynomial-time computation, one would hope that proofs can help decrease the number of queries that is needed to test various properties. This is indeed the case. In fact, for every property Π, consider a proof-system for the statement x ∈ Π, wherein the proof w is simply equal to x. In order to verify the statement, the tester need only verify that indeed w ∈ Π and that w is close to x (i.e., that the relative Hamming distance between w and x is a small constant). The former check can be carried out without any queries to x, whereas for the latter a constant number of queries suffice. Thus, using a proof of length linear in the input size, any property can be tested using a constant number of queries (furthermore, the tester has one-sided error). In contrast, there exist properties for which linear lower bounds on the query complexity of standard property testers are known (cf. [21] ).
The foregoing discussion leads us to view the proof length, in addition to the number of queries, as a central computational resource, which we should try to minimize. Thus, we measure the complexity of an MAP by the total amount of information available to the tester, namely, the sum of the MAPs query complexity (i.e., the number of queries that the tester makes) and proof complexity (i.e., the length of the proof). In this work we study the complexity of MAPs in comparison to property testers and to the recently introduced IPPs.
A Concrete Motivation. We note that the non interactive nature of such proof-systems may have significant importance to applications such as delegation of computation. Specifically, consider a scenario wherein a computationally weak client has reliable query access to a massive dataset x. The client wishes to compute a function f on x, but its limited power, along with the massive size of the dataset, prevents it from doing so. In this case, the client can use a powerful server (e.g., a cloud computing provider) to compute f (x) for it. However, the client may be distrustful of the server's answer (as it might cheat or make a mistake).
Thus, an MAP for f can be used to verify the correctness of the computation delegated to the server: Given access to x, the server can send the value y = f (x), together with a proof of proximity that ascertains that x is close to a dataset x for which f (x ) = y. The latter can be verified using an MAP verifier that makes only a small number of queries to x.
We emphasize that the advantage in using non-interactive proofs of proximity (rather than interactive ones) is not only in removing the need for two-way communication, but also: (1) the proof can be "annotated" to the dataset by the server in a cheap off-line phase; and (2) the proof can be re-used for multiple clients.
The Computational Complexity of Generating and Verifying the Proof. As noted above, we view the number of queries and proof length as the main computational resources. It is natural to also consider the computational complexity of generating and verifying the proof. However, in this work our main focus is on the query and proof complexities. Still, we note that unless stated otherwise, our protocols can be implemented efficiently; that is, the proof can be generated in polynomial-time and verified in sublineartime.
Comparison with PCPs of Proximity. PCPs of proximity (PCPPs), first studied by Ben-Sasson et al. [5] and by Dinur and Reingold [14] (where they are called assignment testers) are also non-interactive proof-systems in which the verifier has oracle access to an object, and needs to decide whether the object is close to having a predetermined property. However, PCPPs differ from MAPs in that the verifier is only given query (i.e., oracle) access to the proof, whereas in MAPs, the verifier has free (explicit) access to the proof. Indeed, in contrast to MAPs, the proof string in PCPPs is typically of super-linear length (but only a small fraction of it is actually read at random). Thus, PCPPs may be thought of as the PCP analogue of property testing, whereas MAPs are the N P analogue of property testing.
In fact, considering a variety of non-interactive proofsystems that differ in whether the main input and the proof are given explicitly or implicitly (i.e., via query access or free access), leads to the taxonomy depicted in Table 1 . Interestingly, the three other variants, corresponding to N P, PCP and PCPP, have all been well studied. Thus, we view the notion of MAPs as completing this taxonomy of noninteractive proof-systems.
The Power of MAP
The first question that one might ask about the model of MAPs is whether proofs give a significant savings in the query complexity of property testers (indeed, such savings are the main reason to introduce a proof-system in the first place). Given the above discussion on the importance of bounding the proof length, we seek savings in the query complexity while using only a relatively short proof. Our first result shows that indeed there exists a property for which a dramatic saving is possible:
Informal Theorem 1. There exists a (natural) property that has an MAP that uses a logarithmic-length proof and only a constant number of queries, but requires n 0.999 queries for every property tester.
Access to Proof Access to Main Input
No Proof Free Access Oracle Access Free Access P N P or MA PCP Oracle Access Property Testers MAP (this work) PCPP Table 1 : Taxonomy of non-interactive proof-systems.
Here and throughout this work, n denotes the length of the object being tested.
Having established an exponential separation between the power of property testers and MAPs, we continue our study of MAPs by asking how many queries can be saved by slightly increasing the length of the proof. The following result shows a property for which a smooth multiplicative trade-off, which is (almost) tight, between the number of queries and length of the proof holds:
Informal Theorem 2. There exists a (natural) property Π such that, for every p ≥ 1, there is an MAP for Π that uses a proof of length p and makes n 0.999 p queries. Furthermore, for every p, the trade-off is (almost) tight.
Recall that for property testers huge gaps may exist between the query complexity of testers that have one-sided error and the query complexity of testers that have twosided error (where a one-sided tester is one that accepts every object that has the property with probability 1). Notable examples for properties for which such gaps are known are Cycle-Freeness in the bounded degree graph model (see [13] ) and ρ-Clique in the dense graph model (see [21] ). In contrast, we observe that such gaps can not exist in the case of MAPs.
Informal Theorem 3. Any two-sided error MAP can be converted to have one-sided error with only a polylogarithmic overhead to the query and proof complexities.
Since every property tester can be viewed as an MAP that uses an empty proof, as an immediate corollary, we obtain a transformation from every two-sided error property tester into a one sided MAP that uses a proof of only polylogarithmic length (with only a polylogarithmic increase in the query complexity). Moreover, since (as noted above) there are well-known properties for which one-sided error property testing is exponentially harder than two-sided error property testing, Informal Theorem 3 implies an exponential separation between MAPs (with polylogarithmically long proofs) and one-sided error property testing. We note that Informal Theorem 1 shows such a separation for the more general case of two-sided error.
We note that all of the explicit properties that were discussed thus far are properties "with distance"; that is, properties for which every two objects that have the property are far apart. In other words, the set of objects forms an error-correcting code. This distance, along with a form of local self-correction, is a crucial ingredient of the foregoing MAPs. In contrast, all of the properties described next are properties "without distance". Hence, the power of MAPs is not limited to properties with distance.
MAPs for parameterized concatenation problems. We identify a family of natural properties, for which it is possible to construct efficient MAPs, by using a generic scheme. Specifically, for every problem that can be expressed as a parameterized concatenation problem, we show how to construct an efficient MAP that allows a trade-off between the query and proof complexity. Loosely speaking, a property Π is a parameterized concatenation problem if Π = Πα 1 ×· · ·×Πα k , for some integer k, where each property Πα i is a property parameterized by αi.
Using this generic scheme, we obtain MAPs for a couple of natural problems, including: (1) approximating the Hamming weight of a string, and (2) graph orientation problems.
MAPs for graph properties. To see that MAPs are also useful for testing graph properties, we consider the problem of testing bipartiteness in the bounded-degree graph model. We construct an MAP protocol for verifying bipartiteness of rapidly-mixing graphs, with proof complexity p and query complexity q, for every p and q such that p · q ≥ N (where N is the number of vertices in the graph). In particular, we obtain an MAP verifier that uses a proof of length N
2/3
and makes only N 1/3 queries. This stands in contrast to the Ω( √ N ) lower bound on the query complexity of property testers (which do not use a proof), shown by Goldreich and Ron [23] , which also holds for rapidly-mixing graphs. We remark that in [37] a (multi-round) IPP was given for the same problem.
We note that in the dense graph model, testing bipartiteness (or more generally k-colorability) can be easily done using only O(1/ε) queries (where ε represents the desired proximity to the object) when given a proof that is simply the k-coloring of the graph (which can be represented by N log 2 k bits where N is the number of vertices and k is the number of colors).
2 In contrast, for standard property testers such query complexity is impossible (see [8] ). We note that a similar protocol (described as a PCPP) for testing bipartiteness in the dense graph model was suggested in [15] and in [5] .
MAPs for sparse properties. If a property is relatively sparse, in the sense that it contains only t objects, then a proof of length log 2 t (which fully describes the object) can be used, and only O(1/ε) queries suffice to verify the proof's consistency with the object. Using this observation we note that testing k-juntas and k-linearity can be verified using only O(1/ε) queries and a proof of length O(k log n), whereas a lower bound of Ω(k) queries is well-known for standard property testers (cf. [6] ).
The Limitations of MAP
In the previous section, we described results that exhibit the power of MAPs. But what about the limitations of MAPs? As discussed above, a proof of linear length suf-fices to reduce the query complexity to O(1/ε). Moreover, Informal Theorem 1 shows that even a logarithmically long proof can be extremely useful for a specific property. Thus, it is natural to ask whether a sublinear proof can reduce the query complexity for every property. The following result shows that for almost all properties, even a proof of length n/100 cannot improve the query complexity by more than a constant factor.
Informal Theorem 4. For almost all properties, every MAP verifier that uses a proof of length n/100 must make Ω(n) queries.
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Although Informal Theorem 4 holds for most properties, finding an explicit property for which a similar statement holds remains an interesting open question. We note that Informal Theorem 4 improves upon a result of Fischer et al. [16] (see discussion in Section 1.5).
Since Informal Theorem 4 shows that even a relatively long proof cannot help in general for every property, one might ask whether there are specific properties for which short proofs do suffice. As was shown in Informal Theorem 1, this is indeed the case and a logarithmically long proof allows for an exponential improvement in the query complexity for a specific property. But can an even shorter, say constant-size proof, help? Unfortunately, the answer is negative since an MAP with query complexity q and proof complexity p can be emulated by a property tester that enumerates all possible proofs and makes a total ofÕ(2 p · q) queries. Still, are there any further limits to how proofs can help a tester?
We first note that the ability to query the object in a way that depends on the proof is essential to the power of MAP. In contrast, consider proof-oblivious queries MAPs, which are MAPs in which the verifer's queries are independent of the provided proof. Such MAPs can be viewed as a two step process in which the verifier first (adaptively) queries the object and only then it receives the proof and decides whether to accept or reject based on both the answers and the proof. We say that such MAPs have proof oblivious queries. The following result shows that MAPs with proof-oblivious queries can provide at most a quadratic improvement over standard property testers.
Informal Theorem 5. If a property Π has an MAP that makes q proof oblivious queries and uses a proof of length p, then Π has a property tester that makes O(q · p) queries.
By Informal Theorem 1, the restriction to proof oblivious queries is a necessary precondition for Informal Theorem 5 (and indeed, the MAP verifier of Informal Theorem 1 must make proof-dependent queries).
Having inspected the relationship between MAPs and property testing, we proceed to consider the relationship between MAPs and IPPs. Recall that MAPs are actually a special case of IPPs in which the interaction is limited to a single message sent from the prover to the verifier. When comparing MAPs and IPPs it is natural to compare both the query complexity and the total amount of communication with the prover (which in the case of MAPs is simply the length of the proof). 3 In fact, we show a general additive tradeoff between proof and query complexities, that is, every MAP verifier that uses a proof of length p must makeΩ(n − p) queries.
The following theorem shows that IPPs are stronger than MAPs not only syntactically but also in essence. We show that even 3-message IPPs may have exponentially better query complexity than MAPs (while using the same amount of communication). Moreover, we show that IPPs with polylogarithmically many messages of polylogarithmic length can also have exponentially better communication complexity.
Informal Theorem 6. There exists a property Π such that on the one hand, any MAP for Π with proof of length n 0.499+o(1) has query complexity n 0.499+o (1) , and on the other hand, Π has:
1. A 3-message IPP that makes polylog(n) queries while using a total of n 0.499+o(1) communication.
2. An IPP with only polylog(n) query and communication complexities but using a polylogarithmic number of messages.
Techniques
Several of our results (in particular Informal Theorems 2 and 6) are based on a specific algebraic property, which we call Sub-Tensor Sum and denote by TensorSum (c.f. [36] ). Let F be a finite field and let H ⊂ F be an arbitrary subset. We consider m-variate polynomials over F that have individual degree d. The TensorSum property contains all such polynomials whose sum on H m equals 0. 4 That is, TensorSum contains all polynomials P :
Selecting |F|, m, d and |H| suitably (as polylogarithmic functions in the input size n = |F| m ), we obtain the following roughly stated upper and lower bounds for TensorSum (for the formal statements, see the technical sections):
1. PT : The query complexity of testing the TensorSum property (without a proof) is Θ(n 0.999±o(1) ) queries.
MAP:
The MAP complexity of the TensorSum problem is Θ n 0.499±o (1) . Moreover, for every p ≥ 1, the MAP query complexity of TensorSum with respect to proofs of length p is Θ 
IPP:
TensorSum has an IPP with query and communication complexities polylog(n). However, in contrast to Item 3, this IPP uses polylogarithmically many messages.
To get a taste of our proofs, consider the (relatively) simple case wherein we restrict the TensorSum property to dimension m = 2 and a field F of size √ n (i.e., bivariate polynomials over a field of size √ n). Naturally, we call this variant the Sub-Matrix Sum property and denote it by MatrixSum. Note that MatrixSum contains all polynomials P :
P (x, y) = 0.
As an MAP proof to the claim that the polynomial P is in MatrixSum, consider the univariate polynomial Q(x) def = y∈H P (x, y). To verify that P is indeed in MatrixSum the verifier acts as follows:
1. If x∈H Q(x) = 0, then reject.
2. Verify that P is (close to) a low degree polynomial and reject if not. This can be done with O(d) queries via the classical low degree test.
3. Verify that Q is consistent with P . Since both are low degree polynomials, it suffices for the verifier to check that Q(r) = y∈H P (r, h) for a random r ∈ F.
Actually, a technical difficulty arises from the fact that P can only be verified to be close to a low degree polynomial. The naive solution of reading every point via self correction is too expensive in the case of the MatrixSum property. While it is possible to overcome this difficulty using a slightly more sophisticated technique (to appear in a forthcoming revision), the naive solution suffices for our actual setting of parameters (for TensorSum) and so we ignore this difficulty here.
By setting |H| = O(|F|) we obtain an MAP with proof and query complexity O( √ n) (since n = |F| 2 ). Using more sophisticated techniques in the same spirit, we obtain both MAP and IPP upper bounds for the TensorSum problem. Parameterized Concatenation Problems. Our techniques for showing MAPs for properties that do not have distance (and a structure that allows for self-correction) differ from the above. One class of problems that we consider is that of parameterized concatenation problems. Such properties consists of strings that are a concatenation of substrings, where each substring satisfies a particular parameterized property. The actual parameterization is not known a priori to the tester, and so an MAP proof that simply provides this parameterization turns out to be quite useful. Given this parameterization, the MAP verifier can simply test each substring individually (or a random subset of these substrings). Actually, in order to solve the problem more efficiently, the different substrings are tested with respect to different values of the proximity parameter by using a technique known as precision sampling (see survey [20 
, Appendix A]).
Verifying Bipartiteness of Rapidly-Mixing Graphs. Our MAP protocol for proving bipartiteness of a given wellmixing graph G = (V, E) of size N = |V | proceeds as follows. The proof consists of a subset W ⊆ V of vertices that are allegedly on the same side of the graph. The verifier selects a random vertex s ∈ V and takes roughly N/|W | random walks of length Θ(log n), starting at s. The verifier rejects if two of the walks pass through vertices of the set W , where the lengths of the paths from s to these vertices of W have opposite parities. Indeed, such walks cannot occur in bipartite graphs, assuming that all vertices in S are on the same side.
We show that if the graph is rapidly mixing and far from bipartite, then, for a O(1/ log(N )) fraction of vertices s ∈ W , the probability that a random walk starting in s will end in W with odd (respectively, even) parity is roughly |W |/N . Since the verifier takes N/|W | random walks starting in s, with constant probability, it will detect a violation and reject. The analysis of our protocol is inspired by [23] . Interestingly, in contrast to the analysis of the rapidly-mixing case in [23] , our analysis crucially relies on the random selection of the starting vertex.
Lower Bounds via MA Communication Complexity. As for our property testing lower bounds, we base these on the recently introduced technique of Blais, Brody and Metulef [7] . The [7] methodology enables one to obtain property testing lower bounds from communication complexity lower bounds. To obtain MAP lower bounds, we extend the [7] framework. We show that lower bounds on the MA communication complexity of a communication complexity problem related to a property Π can be used to derive lower bounds on the MAP complexity of Π.
The notion of MA communication complexity, introduced by Babai, Frankl and Simon [4] , extends standard communication complexity by adding a third player, Merlin, who sees both the input x of Alice and y of Bob and attempts to convince them that f (x, y) = 1 where f is the function that they are trying to compute. We require that if f (x, y) indeed equals 1, then there exist a proof for which Alice and Bob output the correct value (with high probability), but if f (x, y) = 0, then no proof will cause them to output a wrong value (except with some small error probability).
In order to show lower bounds for MAP we are thus left with the task of showing lower bounds for related MA communication complexity problems. Fortunately, Klauck [33] showed a strong lower bound for the set-disjointness problem, which we use in our reductions. Additionally, we extend a recent result of Gur and Raz [30] who give an MA communication complexity lower bound on the classical problem of Gap Hamming Distance.
We note that nearly all of the lower bounds shown in [7] are proved via reductions from the communication complexity problems of set-disjointness and gap Hamming distance. Since these communication complexity problems have known MA communication complexity lower bounds (cf. [33, 30] ), these reductions, together with our extension of the [7] framework to MAPs, gives MAP lower bounds for the problems studied in [7] (e.g., testing juntas, Fourier degree, sparse polynomials, monotonicity, etc.).
Lower Bounds via the Probabilistic Method. Finally, to prove Informal Theorem 4, which shows a property that requires Ω(n) queries even from an MAP that has access to a proof of length n/100, we use a technique that is inspired by [21] , and also uses ideas from [37] . In more detail, we note that MAPs can be represented by a relatively small class of functions. Since this class of functions is small, using the probabilistic method, we argue that a "random property" (chosen from an adequate distribution) fools every MAP verifier in the sense that the verifier cannot distinguish be-tween a random input that has the property and a totally random input (which will be far from the property).
Separating Property Testing from MAP. The separation is heavily based on error correcting codes. Recall that a code is an injective function C : Σ k → Σ n over an alphabet Σ. The relative distance of the code is the minimal relative distance between every two (distinct) codewords, and the stretch of the code is n when viewed as a function of k.
Recall that the complexities of property testers and MAP verifiers with proof oblivious queries are polynomially related (see Informal Theorem 5). Thus, in order to show an exponential separation between PT and MAP, one has to use an MAP for which the queries inherently depend on the proof. That is, the property Π should satisfy the following:
1. Π can be efficiently verified by an MAP in which the queries are "strongly affected" by the proof; 2. Π is hard for property testers (and hence for MAPs with proof oblivious queries).
Thus, intuitively, we seek a property that is based on a "hidden structure" that can be tested locally if one knows where to look but cannot be tested locally otherwise.
As a first (naive) candidate, consider the property containing the set of all non-zero strings. A short proof for this property could direct us to the exact location of a non-zero bit, which can then be verified by a single query. However, the aforementioned property is (almost) trivial -as all strings are close to a string with a non-zero bit. Hence, we seek a robust version of this property.
This naturally leads us to consider an encoded version of the foregoing naive property. Fix an error-correcting code C and consider the property that contains all codewords that encode non-zero strings. Assuming that the code is both locally testable and locally decodable, it is easy to test this property using an MAP that simply specifies a non-zero coordinate of the encoded message. However, this property may also be easy to test without a proof since all one needs to do is test that the string is not the (single) encoding of the zero message but is (close to) a codeword.
To overcome this difficulty, we consider a "twist" of the foregoing property in which we consider two codewords that must be non-zero on the same coordinate. That is, for every code C, we define the encoded intersecting messages property, denoted by EIMC as:
where we assume that 0 ∈ Σ. We note that we could have slightly modified our definition by requiring that xi = yi = 1 (where the choice of 1 is arbitrary) rather than xi, yi = 0. Another notable variant is obtained by requiring that Σ = {0, 1}; then the property EIMC contains all pairs of codewords whose corresponding encoded messages (viewed as sets) intersect (i.e., are not disjoint).
For the lower bound, we only require that C have constant relative distance and the quality of the lower bound is directly related to the stretch of the code. For the upper bound, in addition to the constant relative distance, we need C to be both an LTC and an LDC with small query complexities. Indeed, the query complexity of the MAP that we construct is proportional to the number of queries required by the LTC and LDC procedures.
It is well-known that (a proper instantiation of) the ReedMuller code is both an LTC and LDC with polylog(n) query complexities, and almost linear stretch. By instantiating EIM with this code, we obtain a property that has an MAP with a proof of length O(log n) and polylog(n) query complexity, but requires an almost linear number of queries by any (standard) property tester.
In order to obtain a result with constant MAP query complexity, we need a code that is both an LTC and an LDC, with constant query complexities. While LTCs with constant query complexity (and almost linear stretch) are known, constructing LDCs with constant query complexity (and polynomial stretch) is a major open problem in the theory of computation. However, we observe that for our construction it actually suffices that C be a relaxed-LDC. Relaxed-LDCs, introduced by Ben-Sasson et al. [5] , are a weaker form of LDCs in which the decoder is allowed to output a special abort symbol ⊥ in case it is unable to decode a corrupt codeword. However, the decoder is not allowed to abort when given as input a correct codeword.
Ben-Sasson et al. [5] used PCPPs to construct an O(1)-relaxed-LDC with almost linear stretch. Furthermore, [5] argue that their relaxed-LDC is also a poly(1/ε)-LTC. However, the LTC property only holds for proximity parameter ε > 1/polylog(n). In addition, by combining ideas and results of [5] and [27] we construct an O(1)-relaxed-LDC that is also a poly(1/ε)-LTC for general values of ε > 0, albeit with polynomial (rather than almost linear) stretch. We remark that the latter result may be of independent interest.
Related Works
The notion of interactive proofs of proximity was first considered by Ergün, Kumar and Rubinfeld [15] (where it was called approximate interactive proofs). More recently, Rothblum, Vadhan and Wigderson [37] initiated a systematic study of the power of this notion. Their main result is that all languages in N C have interactive proofs of proximity with query and communication complexities roughly √ n, and polylog(n) communication rounds. On the negative side, [37] show that there exists a language in N C 1 for which the sum of queries and communication in any constant-round interactive proof of proximity must be polynomially related to n.
The study of interactive proofs systems (in the polynomial time setting), of which the class MA is a special case, was initiated in the seminal works of Goldwasser, Micali and Rackoff [29] and Babai [3] . In the last decade, MA proofsystems were introduced for various computational models. There is a rich body of work in the literature addressing MA communication complexity protocols (e.g., [33, 17, 34, 39] ). Aaronson and Wigderson [1] used MA communication complexity lower bounds to show that, for many fundamental questions in complexity theory, any solution will require "non-algebraizing" techniques. In addition, in a recent line of research, the data stream model was extended to support several interactive and non-interactive proof systems. The model of streaming algorithms with non-interactive proofs was first introduced in [10] and extended in [12, 30, 9] . Moreover, Cormode et al. [11] made a major step toward a practical implementation of the interactive proof-system of Goldwasser et al. [28] for delegation of streaming computation.
Relation to Partial Testing [16] . Independently of this work, Fischer, Goldhirsh and Lachish [16] introduced the notion of partial testing, which is closely related to the notion of MAP. A property Π is a said to be Π -partially testable, for Π ⊆ Π, if inputs in Π can be distinguished from inputs that are far from Π by a tester that makes only few queries. As pointed out by [16] , an MAP(p, q) for a property Π is equivalent to the existence of sub-properties Π1, . . . , Π2p ⊆ Π such that ∪ i∈[2 p ] Πi = Π and for every i ∈ [2 p ], the property Π is Πi-partially testable usingueries.
In our terminology, the main result of [16] is that there exists a (natural) property Π such that every MAP(p, q) for Π must satisfy that p · q = Ω(n). In contrast, Informal Theorem 2 shows a different property Π for which p · q = Ω(n 0.999 ). However, we also show an (almost) matching upper bound for our property Π (see Informal Theorem 2). We also note that Informal Theorem 4, which was discovered following the publication of [16] , shows a property for which every MAP(p, q) must satisfy p + q = Ω(n); that is, if p = n/100, then q = Ω(n). We note that the latter result also resolves (a natural interpretation of) a question asked by [16, Open Question 1.4].
6
Applications of our Work and Follow-Up Works. Our work has also found applications in unrelated studies. For example, in the study of sample-based testers, Goldreich and Ron [24] used the separation between the power of MAPs and property testers in order to show that proximityoblivious testers do not necessarily imply fair proximityoblivious testers (where fair proximity-oblivious testers are such in which every query is almost uniformly distributed). Another example is an application for testing dynamic environments. Specifically, the separation between the power of standard MAPs and MAPs with proof-oblivious queries was used to show that time-conforming testers can be exponentially weaker than their non-time-conforming counterparts (see [25] for details). In addition, following the publication of this work, Goldreich, Gur, and Komargodski [22] improved on Informal Theorem 1 by tightening the separation between MAPs and testers.
Non-Deterministic Testing of Graphs Last, we note that Alon et al. [2] discussed the notion of non-deterministic property testing of graphs, which was formally stated recently by Lovász and Vesztergombi [35] , and further studied by Gishboliner and Shapira et al. [18] . This model is a form of PCP of proximity in which both the proof and verification procedure are restricted to be of a particular form.
Organization
In this extended abstract, we only define MAPs (in Section 2) and give a high level overview of Informal Theorem 1 (in Section 3). See the full version [31] for all proofs and further details.
DEFINITIONS
6 Loosely speaking, in the terminology of [16] , Informal Theorem 4 implies that for every r there exists a property Π that can be tested with r queries, but every partition of Π into k properties Π1, . . . , Π k , such that Π is Pi-partially testable with O(1) queries, must satisfy that k = 2 Ω(r) .
In this section we formally define Merlin-Arthur proofs of proximity. We start by introducing some relevant notations and standard definitions.
A property may be defined as a set of strings. However, since we mostly consider properties that consist of (nonBoolean) functions, it will be useful for us to use the following (also commonly used) equivalent definition.
For every n ∈ N, let Dn and Rn be sets. For simplicity we use the convention that Dn = [n] (and Rn will usually be of size much smaller than n). Let Fn be the set of all functions from Dn to Rn. A property is an ensemble Π = ∪ n∈N Πn, where Πn ⊆ Fn.
We say that the string x ∈ Σ n is ε-close to a non-empty set S ⊆ Σ n if miny∈S |{xi = yi : i ∈ [n]}| ≤ ε · n. We extend this definition from strings to functions, by identifying a function with its truth table.
Notation. We denote by A f (x) the output of algorithm A given an explicit input x and implicit (i.e., oracle) access to the function f .
Merlin-Arthur Proofs of Proximity
We are now ready to define Merlin-Arthur proofs of proximity.
Definition 2.1. A Merlin-Arthur proof of proximity (in short, MAP) for a property Π = ∪ n∈N Πn consists of a probabilistic algorithm V , called the verifier, that is given as explicit inputs an integer n ∈ N, a proximity parameter ε > 0, and a proof string w ∈ {0, 1} * ; in addition, it is given oracle access to a function f ∈ Fn. The verifier satisfies the following two conditions:
1. Completeness: For every n ∈ N and f ∈ Πn, there exists a string w (referred to as a proof or witness) such that for every proximity parameter ε > 0:
where the probability is over the random coin tosses of the verifier V .
2. Soundness: For every n ∈ N, function f ∈ Fn, string w, and proximity parameter ε > 0, if f is ε-far from Πn, then:
If the completeness condition holds with probability 1, then we say that the MAP has a one-sided error and otherwise we say that it has two-sided error.
We note that MAPs can be viewed as a restricted form of the interactive proofs of proximity, studied by [37] .
An MAP is said to have query complexity q : N × R + → N if for every n ∈ N, ε > 0, f ∈ Fn and any w ∈ {0, 1} * , the verifier makes at most q(n, ε) queries to f . The MAP is said to have proof complexity p : N → N if for every n ∈ N and f ∈ Πn there exists w ∈ {0, 1} p(n) for which the completeness condition holds. 7 If the MAP has query complexity q and proof complexity p, we say that it has complexity t(n, ε)
Note that we defined MAPs such that the proofs do not depend on the proximity parameter ε. Since our focus is on demonstrating the power of MAPs (and our lower bounds refer to fixed valued of the proximity parameter), this makes our results stronger.
EXPONENTIAL SEPARATION BETWEEN
PT AND MAP
In this section we show a high level overview of our exponential separation between the power of property testing and MAP (i.e., Informal Theorem 1). Roughly speaking, we show a property that requires roughly n 0.999 queries for every property tester but has an MAP that, while using a proof of only logarithmic length, requires only a constant number of queries.
The proof of Informal Theorem 1 is heavily based on error correcting codes. Recall that a code is an injective function C : Σ k → Σ n over an alphabet Σ. The relative distance of the code is the minimal relative distance between every two (distinct) codewords, and the stretch of the code is n when viewed as a function of k. (For further background, see [31, Appendix A].)
As discussed in the introduction, the complexities of property testers and MAP verifiers with proof oblivious queries are polynomially related (see Informal Theorem 5). Thus, in order to show an exponential separation between PT and MAP, one has to use an MAP for which the queries inherently depend on the proof. That is, the property Π should satisfy the following:
This naturally leads us to consider an encoded version of the foregoing naive property. Fix an error-correcting code C and consider the property that contains all codewords that encode non-zero strings. Assuming that the code is both size n. The latter can be complemented by restricting the soundness condition to hold only for strings of length p(n) (rather than strings of arbitrary length), since the verifier can immediately reject proofs that have length that is not p(n).
locally testable 8 and locally decodable 9 (i.e., both an LTC and an LDC), it is easy to test this property using an MAP that simply specifies a non-zero coordinate of the encoded message. However, this property may also be easy to test without a proof since all one needs to do is test that the string is not the (single) encoding of the zero message but is (close to) a codeword.
It is well-known that (a proper instantiation of) the ReedMuller code is both an LTC and LDC with polylog(n) query complexities, and almost linear stretch. By instantiating EIM with this code, we can obtain a variant of Informal Theorem 1 with a property that has an MAP with a proof of length O(log n) and polylog(n) query complexity, but requires an almost linear number of queries by any (standard) property tester.
In order to obtain a result with constant MAP query complexity , we need a code that is both an LTC and an LDC, with constant query complexities. While LTCs with constant query complexity (and almost linear stretch) are known, constructing LDCs with constant query complexity (and polynomial stretch) is a major open problem in the theory of computation. However, we observe that for our construction it actually suffices that C be a relaxed-LDC. 8 We say that the code C is a t-locally testable code (LTC), where t : [0, 1] → N, if there exists a probabilistic algorithm T that given oracle access to w ∈ Σ n and a proximity parameter ε > 0 makes at most t(ε) queries. The algorithm accepts every codeword with probability 1, and rejects every string that is ε-far from the code with probability at least 1/2. For further details on LTCs, see [27, 19] . 9 We say that the code C, with relative distance δ0, is a tlocally decodable code (t-LDC), where t ∈ N, if there exists a constant δ ∈ (0, δ0/2) called the decoding radius, and a probabilistic algorithm D that given i ∈ [k] and oracle access to a string w ∈ {0, 1} n that is δ-close to a codeword w = C(m) for some m ∈ {0, 1} k , makes at most t queries to the oracle and outputs mi (i.e., the i th bit of m) with probability at least 2/3. Moreover, if w is a codeword, then the algorithm outputs mi with probability 1. For further details on LDCs, see [32] .
Relaxed-LDCs, introduced by Ben-Sasson et al. [5] , are a weaker form of LDCs in which the decoder is allowed to output a special abort symbol ⊥ in case it is unable to decode a corrupt codeword. However, the decoder is not allowed to abort when given as input a correct codeword. We refer the reader to the full version [31, Appendix A] for the formal definition.
Ben-Sasson et al. [5] used PCPPs to construct an O(1)-relaxed-LDC with almost linear stretch. Furthermore, [5] argue that their relaxed-LDC is also a poly(1/ε)-LTC. However, the LTC property only holds for proximity parameter ε > 1/polylog(n). Thus, using the [5] code, we (only) obtain variant of Informal Theorem 1 for limited values of the proximity parameter. In addition, by combining ideas and results of [5] and [27] we construct an O(1)-relaxed-LDC that is also a poly(1/ε)-LTC for general values of ε > 0, albeit with polynomial (rather than almost linear) stretch. Using the latter result, which may be of independent interest, we obtain an additional variant of Informal Theorem 1.
We refer the reader to the full version [31] for the formal statement of all results and proofs and further discussion.
Follow-Up Work. Following the publication of this work, Goldreich, Gur, and Komargodski [22] improved the separation between MAPs and testers, obtaining a separation for all values of the proximity parameter, with constant query complexity for the MAPs, and nearly-linear query complexity for testers.
