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A Langevin canonical framework for a chiral two–level system coupled to a bath of harmonic
oscillators is developed within a coupling scheme different to the well known spin-boson model.
Thermal equilibrium values are reached at asymptotic times by solving the corresponding set of
non–linear coupled equations in a Markovian regime. In particular, phase difference thermal values
(or, equivalently, the so–called coherence factor) and heat capacity through energy fluctuations are
obtained and discussed in terms of tunneling rates and asymmetries.
I. INTRODUCTION
Two level systems (TLS) can be considered as a
paradigmatic approach found in many different areas of
physics and chemistry going, for example, from chiral
molecules [1, 2], electron transfer reactions [3, 4]), quan-
tum optics [5] to quantum computation [6], to name only
a few of them. Isolated (two level) systems are very rare
in nature and they are very often coupled to a more ex-
tended system or thermal bath consisting of many de-
grees of freedom usually represented by an infinite set
of harmonic oscillators. In general, the TLS is linearly
coupled to the coordinates of a bath of noninteracting os-
cillators, whose properties are encoded in their spectral
density [7]. The standard model for such a description
is the well–known spin–boson model [3]. This thermal
bath can also be seen as an independent set of identical
systems surrounding the tagged one. Within the den-
sity matrix formalism, path–integral methods and Bloch–
Redfield equations have been proposed and implemented
to determine the time evolution of the dissipative TLS
[8–14]. Variational calculations have also been carried
out for both the symmetric (or unbiased) [15] and asym-
metric (or biased) cases [16]. Alternatively, according to
Feynman in his dynamical theory of the Josephson effect
[17], it was shown that classical and quantum mechanics
may be embedded in the same Hamiltonian formulation
by using canonical complex coordinates [18, 19]. This
procedure was ulteriorly used by Meyer and Miller [20]
starting from an earlier work by McCurdy and Miller
[21] for electronically non–adiabatic processes. In this
work, each electronic state was represented by a pair
of classical action-angle variables. In fact, the Meyer–
Miller–Stock–Thoss Hamiltonian [20, 22] for a TLS can
be rigourously defined after introducing appropriate ac-
tion angle–coordinates on S2 [23], which can be taken
to be the true quantum phase space where the dynamics
takes place [24, 25]. Moreover, it can be shown [23] that
the dynamics derived from this classical formulation is
completely equivalent to the quantum one not only for
TLS but also for n–level systems.
Very recently, this formalism has also been imple-
mented within the Langevin canonical framework to
study the dissipative and stochastic dynamics of chiral
molecules and TLSs in general [24–29]. In this case, the
asymmetry of the assumed double well potential model is
due to the parity violating energy difference. In particu-
lar, the time evolution of the non–isolated chiral TLS has
provided thermal average population difference and co-
herences for incoherent and coherent tunneling. This dy-
namics is discussed in terms of a critical temperature de-
fined by the maximum of the heat capacity [29, 30]. It has
been proved that this approach is able to reproduce path–
integral results beyond the so–called non–interacting blip
approximation (NIBA) for a large range of temperatures
and by assuming Ohmic friction [29]. Below this criti-
cal temperature is where quantum effects are much more
important than thermal effects and the coherent regime
is well established.
This work can be considered as a next step forward
into a more complete dynamical analysis of this open
quantum system by focusing on different thermodynam-
ical quantities such as average energies, phase differences
and heat capacities issued from a stochastic dynamics.
We are not going to consider here a very important topic
about anomalies of the heat capacity and refer the reader
to some pertinent works [31–34]. Thus, Section II is de-
voted to briefly introduce the canonical formalism for the
isolated and non–isolated TLS. Finite coupling and tem-
perature effects are included by means of noise–induced
dynamics via a Caldeira–Leggett–like Hamiltonian. The
coupling model is different to the standard spin-boson
model since it is the phase difference which is responsible
for the coupling with the bath oscillators (in a similar
way to the Josephson dynamics). Numerical simulations
of this stochastic approach are presented and discussed in
Section III, where thermal average energy values as well
as phase differences or the so–called coherence factor [35]
2are evaluated by assuming an Ohmic regime in a broad
range of temperatures. Furthermore, the energy fluctu-
ations expressed in terms of the heat capacity are also
showed corroborating the maximum found at the critical
temperature. This thermodynamical information is ob-
tained from the stochastic dynamics at asymptotic times
where the thermal equilibrium is reached. Derived mag-
nitudes of the energy fluctuations are also the geometric
phase and the interference pattern due to the presence
of the two enantiomers. In an Appendix, we have also
shown that if the coupling with the bath is through the
other canonical variable, similar to the spin-boson model,
the same asymptotic behavior is clearly obtained but fol-
lowing a different time evolution.
II. A LANGEVIN CANONICAL FORMALISM
FOR THE STOCHASTIC DYNAMICS OF
CHIRAL TWO LEVEL SYSTEMS
The isolated TLS is usually modelled by a two-well
(asymmetric) potential within the Born-Oppenheimer
approximation and described by the phenomenological
Hamiltonian
Hˆ = δσˆx + ǫσˆz (1)
where σx,z stand for the Pauli matrices, δ accounts for
the tunneling rate and ǫ for the asymmetry of the poten-
tial wells due to electroweak parity violation (for a chiral
system) or any other biasing term (for example, a polar-
ized electric or magnetic field). In terms of the left and
right states (or chiral states), |L〉 and |R〉, respectively,
these two parameters are given by the matrix elements
〈L|Hˆ |R〉 = −δ (with δ > 0) and 2ǫ = 〈L|Hˆ |L〉−〈R|Hˆ|R〉
(ǫ can be positive or negative).
The time evolution of this system is given by solving
the time-dependent Scho¨dinger equation (h¯ = 1)
i ∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉 (2)
where the total wave function can be expressed in terms
of the chiral states as
|Ψ(t)〉 = aL(t)|L〉+ aR(t)|R〉. (3)
Now, if the complex coefficients are written in polar form
as ak(t) = |ak(t)|eiΦk(t), where k stands for R or L,
and the population and phase differences between chi-
ral states are defined as z(t) ≡ |aR(t)|2 − |aL(t)|2 and
Φ(t) ≡ ΦR(t)−ΦL(t), respectively, the average energy in
the normalized |Ψ(t)〉 state is given by
H0 ≡ 〈Ψ|Hˆ|Ψ〉 = −2δ
√
1− z2 cosΦ + 2ǫz (4)
H0 being a Hamiltonian function [36]. Since z and Φ are
a pair of canonically conjugate variables, the Hamilton
or Heisenberg equations of motion are derived from z˙ =
−∂H0/∂Φ and Φ˙ = ∂H0/∂z to give
z˙ = −2δ
√
1− z2 sinΦ
Φ˙ = 2δ
z√
1− z2 cosΦ + 2ǫ. (5)
Thus, these two non-linear coupled equations are equiva-
lent to Eq. (2). For practical purposes, the adimensional
time t → 2δ t is frequently used in this context. Thus,
the corresponding time scaling implies that the dimen-
sionless Hamiltonian function H0 is now expressed as
H0 = −
√
1− z2 cosΦ + ǫ
δ
z. (6)
Note that the first term of the Hamiltonian function (6)
accounts for the tunneling process due to the presence
of the oscillatory function and, the second one, for the
underlying asymmetry, stressing the fact that two com-
peting processes are present in this simple dynamics. In
addition, the ratio between ǫ and δ is critical in this dy-
namics since it provides a way to control the effects of de-
localization/localization. In other words, when the tun-
neling rate is much greater than the bias, the first term of
the Hamiltonian (6) predominates and an important de-
localization is expected to be present. On the contrary,
important asymmetries localize the dynamics in one of
the two potential wells.
When dealing with environment interactions consist-
ing of a high number of degrees of freedom, several
theoretical treatments are widely used. They are typi-
cally classified according to one of the three pictures of
quantum mechanics [3, 37]: the density matrix formal-
ism and the stochastic Schro¨dinger equation (interaction
and Schro¨dinger pictures), and the generalized Langevin
equation (Heisenberg picture). Within our theoretical
scheme, it is clear that the time evolution of the non-
isolated, chiral TLS system has to be carried out in
the last picture [38, 39]. In this canonical formalism,
a Caldeira–Leggett–like Hamiltonian, [7] where a bilin-
ear coupling between the TLS and the environment is
assumed, has been recently developed to study the cor-
responding dissipative and stochastic dynamics [26–29].
As stated before, noting that Φ and z play the role of a
generalized coordinate and momentum, respectively, one
can straightforwardly derive the following system of cou-
pled Langevin-type dynamical equations [26–29]
z˙ = −
√
1− z2 sinΦ
−
∫ t
0
γ(t− t′)Φ˙(t′) dt′ + ξ(t)
Φ˙ =
z√
1− z2 cosΦ +
ǫ
δ
, (7)
where γ(t) is the time-dependent friction (or damping
kernel) and ξ(t) the fluctuation force or noise. Note that
this approach does not correspond to the standard spin-
boson model [3]. It follows quite closely that employed
in the field of condensed matter, in particular, the dy-
namics of a Josephson junction [3]. This phase difference
3is coupled to the degrees of freedom of the degree of the
bath which also acts as a source of phase fluctuations.
The thermal average of the corresponding cosine func-
tion is called the coherence factor [35] which provides
the degree of coherence of the process. In the Appendix,
and for completeness, a coupling following the standard
spin-boson model is also discussed.
When a Markovian regime is assumed, the usual prop-
erties of the fluctuation force (Gaussian white noise)
are given by the following canonical thermal averages:
〈ξ(t)〉β = 0 (zero average) and 〈ξ(0)ξ(t)〉β = mkBTγδ(t)
(delta-correlated) where β = (kBT )
−1, kB being Boltz-
mann’s constant. The friction is then described by
γ(t) = 2γδ(t), where γ is a constant and δ(t) is Dirac’s
δ–function (not to be confused with the δ-parameter de-
scribing the tunneling rate). Thus, in this regime, Eqs.
(7) read now as follows
z˙ = −
√
1− z2 sinΦ− γΦ˙(t) + ξ(t)
Φ˙ =
z√
1− z2 cosΦ +
ǫ
δ
. (8)
The corresponding solutions provide stochastic trajecto-
ries for the population and phase differences encoding
all the information on the dynamics of the non-isolated,
chiral TLS. Interestingly enough it is the fact that from
Eqs. (8), an effective Hamiltonian function which explic-
itly depends on the friction and noise can be extracted
from the Hamilton equations given by Eq. (8),
Hγ,ξ(z,Φ) = −
√
1− z2 cosΦ + ǫ
δ
z + γΦΦ˙− ξΦ (9)
which represents the non–conserved energy of the chiral
system under the presence of the thermal bath and its
mutual coupling as a function of time. This effective en-
ergy turns out to be critical for the evaluation of any
thermodynamical function such as, for example, the heat
capacity. In a certain sense, this information is the alter-
native way to the more standard one of using the density
matrix an/or partition function for the reduced system.
It gives us a simple method to evaluate time dependent
energy fluctuations.
On the other hand, the connection to the density ma-
trix formalism is readily obtained from the corresponding
matrix elements expressed as ρR,R = |aR|2, ρL,L = |aL|2,
ρL,R = aLa
∗
R and ρR,L = aRa
∗
L. Thus, the time average
values of the Pauli operators are given by
〈σˆz〉t = ρR,R − ρL,L = z
〈σˆx〉t = ρR,L + ρL,R = −
√
1− z2 cosΦ
〈σˆy〉t = iρR,L − iρL,R =
√
1− z2 sinΦ, (10)
which is consistent with 〈Hˆ〉 = δ〈σˆx〉+ ǫ〈σˆz〉 and
〈σˆx〉2t + 〈σˆy〉2t + 〈σˆz〉2t ≤ 1. (11)
where the equal sign holds for the isolated system dy-
namics.
Several comments are in order when solving numeri-
cally Eqs. (8). First, units along this work are dimen-
sionless. By doing this, we are considering a general dy-
namics where any chiral molecule can be represented. For
example, if for a given chiral molecule δ = 10−4 meV, we
set this value to be 1 after passing the tunneling rate to
inverse of atomic units of time, 3.675 10−5. In all the cal-
culation, we have further assumed that δ ∼ ǫ in order to
properly analyze the competition between tunneling and
asymmetry or between delocalization and localization, as
stated before. With the time step used, γ = 0.1 or 0.01
(dimensionless rate) is a good parameter for the Ohmic
friction. When working on thermodynamic functions, re-
duced units have been employed, that is, energies and
temperatures are divided by ∆ (where ∆ =
√
δ2 + ǫ2).
Second, at high temperatures, β−1 ≫ γ, thermal effects
are going to be predominant over quantum effects which
become relevant, in general, at times of the order of or
less than the so-called thermal time, β (in atomic units).
However, at very low temperatures, β−1 ≪ γ, the noise is
usually colored and its auto-correlation function is com-
plex, our approach being no longer valid. In fact, at cold
or ultracold regimes, a chiral two level bosonic system
could display condensation as well as a discontinuity in
the heat capacity (reduced temperatures kBT/∆ ≤ 1)
[40]. Here, a canonical (Maxwell–Boltzman) distribution
is assumed and only classical noise is considered since the
ultracold regime is not going to be analyzed. Third, the
role of initial conditions has been extensively discussed
in the literature (see, for example, [3, 37]); for practical
purposes, the chiral system will be prepared in one of
its two states, left or right (z(0) = 0.999 or −0.999 in
order to avoid initial singularities, and very far from the
equilibrium condition), and the initial phase difference
Φ(0) will be uniformly distributed around the interval
[−π, π]. Fourth, the stochastic trajectories issued from
solving Eq. (8) are dependent on the four dimensional
parameter space (ǫ, δ, γ, T ). And fifth, when running tra-
jectories there are some of them visiting ”un-physical”
regions, that is, |z| > 1. This drawback is mainly as-
sociated with the intensity of the noise since, for large
values of it (which depends on both the temperature and
the friction coefficient), the stochastic z–trajectories can
become unbounded. To overcome this problem, we have
implemented a reflecting condition such that when the
trajectory reaches |z| > 1, we change its value to 2− |z|.
The general strategy consist of solving the pair of non-
linear coupled equations (8) for the canonical variables
under the action of a Gaussian white noise, which is
implemented by using an Ermak–like approach [41, 42].
Note that in the Langevin–like coupled equations to be
solved, the noise term only appears in the equation of
motion of the z–variable. The time step used is 10−2 (di-
mensionless units) for all the cases analyzed. As noted in
[26], unstable trajectories can also be found for certain
values of ǫ, δ and γ in the simple case of dissipative but
non–noisy dynamics. As this problem persists in case
of dealing with stochastic trajectories, not every triplet
4(ǫ, δ, γ) gives place to a stable trajectory. In these cases,
the time evolution of each individual trajectory is not
possible and a previous stability analysis is mandatory.
However, in the stable case, a satisfactory description of
population differences and coherences have been achieved
by running up to 104 trajectories as already reported else-
where [29].
III. THERMODYNAMICS FROM STOCHASTIC
DYNAMICS
In general, there are several routes to reach thermo-
dynamical properties such as partition functions, ther-
mal averages, heat capacity, entropy, etc. Very likely,
the most popular one is that based on the thermody-
namic method coming from the path–integral formalism.
An extensive account of this formalism can be found in
Weiss’s book [3]. However, numerical instability prob-
lems from the analytic continuation of certain functions
lead to some drawbacks. As an alternative way to avoid
such problems, it can also be proposed the opposite pro-
cedure, that is, the computation of thermodynamics from
dynamics which may have some advantages. Thus, par-
tition functions and canonical thermal averages are then
calculated when carrying out dynamical calculations for
different bias or asymmetry. Analogously, one can also
obtain the main equilibrium thermodynamics properties
of the non-isolated TLS from the stochastic dynamics at
asymptotic times (if the dynamics is ergodic) for a given
bias and different temperatures. Furthermore, it is worth
stressing that the thermodynamic functions are indepen-
dent on the friction coefficient in the weak coupling limit.
Therefore, our thermodynamical average values coming
of solving the corresponding stochastic dynamics are in-
dependent on the friction coefficient as time goes to infin-
ity, that is, when the thermal equilibrium with the bath is
reached. In the strong coupling limit, this fact no longer
holds [33].
A previous analysis of the thermodynamics of non-
interacting chiral molecules assuming a canonical dis-
tribution has been carried out elsewhere [30]. In par-
ticular, thermal averages of pseudoscalar operators were
extensively analyzed. The canonical thermal average of
an observable X is defined as 〈X〉β = Tr(ρβX) where
ρβ = Z
−1e−βH , H being given by (1). The quantum
partition function Z is given by Z = 2 cosh(β∆) from
the eigenvalues of H . Moreover, the corresponding av-
erages for the population difference and coherences are
then calculated to give
〈z〉β ≡ 〈σˆz〉β = ǫ
∆
tanh(β∆)
〈σˆx〉β = δ
∆
tanh(β∆). (12)
These populations and coherences have also been evalu-
ated from the stochastic dynamics leading to numerical
values in agreement with Eqs. (12) [29]. Furthermore,
depending on the temperature, the incoherent and co-
herent tunneling regimes were fitted to path–integral an-
alytical expressions beyond the NIBA in order to extract
information of the frequencies and damping factors of the
non–isolated system in its time evolution to thermody-
namic equilibrium. The critical temperature issued from
the maximum of the heat capacity [30] can be consid-
ered the threshold temperature where quantum effects
become dominant; or in other words, where the coherent
regime is well established.
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Figure 1: Thermal average of the energy of the chiral TLS
as a function of the temperature (dimensionless units). Black
points are issued from solving the corresponding non–linear
equations of motion, Eqs. (8), and solid line from the ther-
modynamics function given by Eq. (13). Here, δ = ǫ = 1 and
γ is 0.1 for T > 1 and 0.01 for T < 1.
On the other hand, the thermal average of the energy
has been showed to be [30]
〈E〉β = E0 −∆tanh(β∆). (13)
Usually, the origin of the energy is taken to be E0 =
(〈L|Hˆ |L〉 + 〈R|Hˆ |R〉)/2. Note that the signature of the
thermal average is the global factor tanh(β∆), reminis-
cence of the eigenvalues of the H Hamiltonian (1). This
thermodynamical quantity can also be easily extracted
from the time evolution of the chiral system from the
effective Hamiltonian function defined by Eq. (9) at
asymptotic times, that is,
〈E〉β = 〈Hγ,ξ(z,Φ)〉β (14)
In Fig. 1, the thermal average of the energy (solid line)
given by Eq. (13) is plotted versus a wide interval of tem-
peratures going from 0.1 to 200 in units of ∆ (reduced
5temperatures); black points are the asymptotic values
of the non-conserved energy of the chiral system when
solving the equations of motion, Eqs. (8), for values of
δ = ǫ = 1. The γ parameter is fixed at 0.1 for temper-
atures T > 1 and 0.01 for T < 1 in order to facilitate
the calculations. Remember that the equilibrium state is
independent on γ for weak coupling with the bath.
0.1 1 10 100
T
0
0.5
1
ε = 0.5
0
0.5
1
ε = 1.0
Figure 2: Canonical thermal average of the so–called coher-
ence factor 〈cosΦ〉β as a function of the temperature. Here,
δ = 1, ǫ = 0.5, 1 and γ is 0.1 for T > 1 and 0.01 for T < 1.
At this point, one could argue that thermal averages
could also be extracted analytically from its definition in
standard statistical mechanics, that is,
〈F (z,Φ)〉β = 1
Zc
∫ 1
−1
dz
∫ 2pi
0
dΦF (z,Φ)e−βH0(z,Φ) (15)
where F (z,Φ) is a general function of the canonical vari-
ables z and Φ and H0 is the Hamiltonian given by Eq.
(6). A straightforward analytical integration of the cor-
responding partition function Zc gives
Zc =
4π
β∆
sinhβ∆ (16)
which is quite different from the quantum partition func-
tion mentioned above. The corresponding thermal av-
erages of z, E, σx, etc. can also be easily evaluated
analytically. The corresponding results are clearly dif-
ferent from the ones previously discussed. In principle,
one should expect agreement when the dynamical con-
ditions are approaching those of a classical system (for
example, by increasing the temperature).
Special attention deserves the thermal average of Φ and
cosΦ [? ], the last average being also called coherence
factor, 〈cosΦ〉β (which provides the degree of coherence
of the chiral system). In particular, the quantum thermal
average of the coherence factor is given by
〈cosΦ〉β =
∑
n〈n| cosΦ|n〉e−βEn∑
n e
−βEn
(17)
where the sum over n runs only two values, the two
eigenstates. The quantum averages of cosΦ over these
two eigenstates could be carried out following Ref. [43].
Here, however, we are going to follow a simpler proce-
dure. Due to the fact the equilibrium values of 〈z〉β and
〈σx〉β , Eq. (12), are well reproduced from our stochas-
tic calculations, the values of 〈cosΦ〉β could be extracted
from those thermal averages. Thus, we have that
〈cosΦ〉β = (δ/∆)tanh(β∆)√
1− (ǫ/∆)2tanh2(β∆)
. (18)
In Fig. 2 we plot both behaviors as a function of the
temperature for δ = 1 and two values of ǫ = 0.5, 1. As
can be seen, the agreement is fairly good. At very high
temperatures, where the classical limit is reached, the tail
of the coherence factor is given by
〈cosΦ〉β ≃ π2 δ
ǫ
I1(βǫ)→ 1
T
. (19)
if the linear term is retained for the modified Bessel func-
tion of first order. This expression is obtained approxi-
mately from Eq. (15) when F (z,Φ) = cosΦ.
Once the stochastic dynamics is well characterized, the
next step is to calculate the heat capacity. In thermody-
namics, from the knowledge of the partition function,
the equilibrium thermodynamical functions are also eas-
ily deduced such as the free energy, the entropy, the heat
capacity, etc. In particular, the heat capacity at constant
volume is expressed for a chiral system as [30]
Cv = kBβ
2∆2sech2β∆ (20)
displaying the so-called Schottky anomaly occurring in
systems with a limited number of energy levels. This
thermodynamic expression for the heat capacity is usu-
ally derived from one of the two following expressions
Cv =
∂U
∂T
= kBβ
2 ∂
2Z
∂β2
(21)
where U is the internal energy. For open systems, the
coupling to the heat bath defining the temperature is in
general finite and weak. The definition of the internal
energy is not obvious. Usually, one is inclined to assume
that
U =
∂〈E〉β
∂T
(22)
6where this energy is seen as the average energy of the
chiral system in the presence of the thermal bath and
its mutual interaction. In our context, it is the non–
conserved energy given by Eqs. (9) and (14). If we want
to follow the second expression, the partition function
of the reduced system has to be used. As pointed out
previously [32–34], these two routes may differ yielding
different results. In particular, the second route leads to
negative values at very low temperatures when dealing
with free damped particles. Specific heat anomalies in
open quantum systems are nowadays an important topic.
0.1 1 10 100
T
0
0.2
0.4
C
ν
kBβ2 (<E2>∝ - <E>2∝)
kBβ2∆2 Sech2(β∆)
Figure 3: Heat capacity of the chiral TLS issued from the
stochastic dynamics (solid points) and from the thermody-
namical equilibrium (solid line). Here the choice of parame-
ters are: δ = 1, ǫ = 0.5 and γ = 0.1 for T > 1 and 0.01 for
T < 1
In this work, we are going to use a different strategy.
The heat capacity is evaluated from the energy fluctua-
tions of the chiral system as
Cv =
1
kBT 2
〈(E − 〈E〉β)2〉β (23)
Following this procedure, the heat capacity is time–
dependent till it reaches a constant value at asymptotic
times. In Fig. 3, it is shown the heat capacity from
Eq. (20) (thermodynamical value, solid line) and from
the energy fluctuations through Eq. (23) after propagat-
ing the equations of motion at asymptotic times (solid
points). In Fig. 4, the time evolution of the correspond-
ing energy fluctuations are also plotted for some different
temperatures displaying quite regular oscillations due to
the interaction with the bath and the tunneling process.
As can be seen, the agreement is fairly good taking into
account the semi–log plot of the horizontal axes.
The temperature behavior exhibited by the heat ca-
pacity displaying the Schottky anomaly in Fig. 3 leads
0 10 20 30 40 50 60
t
0.001
0.01
0.1
1
10
100
C
ν
T = 0.2
T = 0.4
T = 2.0
T = 10
Figure 4: Time dependent energy fluctuations expressed in
terms of the heat capacity at four different temperatures,
covering a range around the critical value which is Tc = 1
for δ = 1 and ǫ = 0.5 γ = 0.1 for T > 1 and 0.01 for T < 1.
to the definition of a critical temperature defined by its
maximum to be [30]
Tc ∼ ∆
kB1.2
. (24)
When T > Tc, the effect of ǫ is masked by thermal ef-
fects which tend to wash out the population difference z
(racemization). On the contrary, for T < Tc, the value
of the ratio ǫ/δ is critical. If this ratio is close to unity,
the whole dynamics is determined by the competition be-
tween tunneling and asymmetry or bias. When it is much
greater than one, the tunneling process plays a minor role
and the dynamics gives place to localization. However,
the racemization is always present for ratios much less
than one. Given the values of these parameters in our
calculation, the critical temperature is Tc ∼ 1 in units of
∆. Thus, the range of temperatures covered in all the cal-
culations takes into account the coherent and incoherent
tunneling regimes.
Finally, several magnitudes can also be straightforward
derived from the energy fluctuations such as the geomet-
ric phase and the diffraction pattern. In Ref. [28], it
was reported a natural extension of the geometric phase
to dissipative two level systems. A further extension it
is also possible for these systems but the dynamics is
stochastic. Thus, we have that
φg ≡ π +
∫ τ
0
Hγ,ξ(z,Φ)dt (25)
where τ accounts for the period of a complete cycle. Due
to the fact that the quantity Hγ,ξ(z,Φ) is to be erratic
7along time, it is better to average over the number of total
trajectories in order to have a smooth function with time,
the corresponding time integration being easily carried
out
〈φg〉 ≡ π +
∫ τ
0
〈Hγ,ξ(z,Φ)〉dt (26)
In a similar vein, information on interference experi-
ments can be straightforwardly extracted from the prob-
ability density of the non-isolated TLS, that is,
I ∝ |Φ(t)|1 + 2|aL(t)||aR(t)|cosΦ(t) (27)
Now by using the effective Hamiltonian approach here
developed, the total intensity of the interference pattern
for the Ohmic case is given by
I ∝ 1 + ǫ
z
−Hγ,ξ(z,Φ) (28)
IV. FINAL DISCUSSION
In this work, we have put on evidence that the stochas-
tic dynamics of a non-isolated chiral TLS, and issued
from a classical formalism, is able to reproduce the quan-
tum termodynamical functions such as partition function
and heat capacity as well as the so-called coherence fac-
tor. The corresponding classical thermodynamical mag-
nitudes calculated from the classical Hamiltonian func-
tion are only valid at high temperatures. In other words,
we have here a case where a classical stochastic dynamics
is able to reproduce the coherent and incoherent regimes
taken place in a chiral TLS in presence of a thermal
bath. After our analysis, we are describing the coher-
ence regime by means of a classical dynamics. We think
this is also a good example where the origin of coherence
effects (quantum or classical) here is not so obvious, if
not ambiguous [44]. Finally, we have also discussed the
difference between the Φ- and z-coupling in this dynam-
ics. As should be expected, the asymptotic behavior has
to be the same but the time evolution follows different
paths.
V. APPENDIX
In this Appendix we derive the stochastic Langevin
equations for a two–level system when the system–bath
coupling depends of the system population difference in-
stead of the system relative phase. We will explicitly
show that, for the dissipative case (that is, for zero tem-
perature), the magnitudes at the equilibrium are inde-
pendent of the type of coupling considered.
We start with the total Hamiltonian H = H0 +Hb +
Hsb, where H0, given by Eq. (6), is the canonical Hamil-
tonian for the isolated two–level system,
Hb =
1
2
∑
i
(
p2i
mi
+miω
2
i x
2
i
)
(29)
is the Hamiltonian for the bath, which acts as a reservoir,
and can be represented as a set of harmonic oscillators,
and
Hsb =
∑
i
[
z2d2i
miω2i
− 2dizxi
]
(30)
expresses an interaction term between the isolated sys-
tem and the bath, where di are appropriate coupling con-
stants. We note that when the system–bath coupling is
linear in Φ, that is, when the coupling is of the form Φxi,
the dynamics corresponds to that employed in this arti-
cle and in previous works [26, 28, 29]. However, in this
appendix we investigate the effects of a zxi coupling, as
shown in Eq. (30).
After the elimination of the bath degrees of freedom
we arrive at the following equations:
z˙ = −
√
1− z2 sinΦ
Φ˙ =
z√
1− z2 cosΦ +
ǫ
δ
−
∫ t
0
γ(t− s)z˙ds+ ξ(t),(31)
where both the friction kernel and the noise function have
the usual definition [29]. Therefore, the only difference
with the Φxi coupling lies at the dissipative γz˙ term.
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Figure 5: Comparison between Φ-coupling (red line) and z-
coupling (green line) for the population differences when ǫ =
δ = 1 and γ = 10−1. See text for details.
To compare Eqs. (32) with their counterparts given
by Eq. (8), we consider pure Ohmic dissipation at zero
temperature. In this case, the coupled equations are
z˙ = −
√
1− z2 sinΦ
Φ˙ =
z√
1− z2 cosΦ +
ǫ
δ
− γz˙. (32)
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Figure 6: Comparison between Φ-coupling (red line) and z-
coupling (green line) for the phase difference when ǫ = δ = 1
and γ = 10−1. See text for details.
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Figure 7: Comparison between Φ-coupling (red line) and z-
coupling (green line) for the energy when ǫ = δ = 1 and
γ = 10−1. See text for details.
In Figs. (5),(6) and (7) we plot the comparison be-
tween the population, phase differences, and the energy
fluctuations calculated with the normal (γΦ˙) and anoma-
lous (γz˙) coupling terms for ǫ = 1 and γ = 10−1. Apart
from the relaxation time and some differences in the am-
plitude of the oscillations, both types of coupling give
place to the same equilibrium values, as expected.
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