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Abstract. Due to the rising usage of various broad-
casting systems and web-casting applications, a mea-
surement of audio quality has become an essential task.
This paper presents a benchmark of the parametric
models for non-intrusive estimation of the audio qual-
ity perceived by the end user. The proposed solution
is based on machine learning techniques for broadcast-
ing systems and web-casting applications. The main
goal of this study is to assess the performance of the
non-intrusive parametric models as well as to evalu-
ate a statistical significance of the performance differ-
ences between those models. The paper provides a com-
parison of several models based on the Support Vector
Regression, Genetic Programming, Multigene Symbolic
Regression, Neural Networks and Random Forest. The
obtained results indicate that among the investigated
models the most accurate, although not the fastest ones,
are the model based on Random Forest (a broadcast sce-
nario) and the SVR-based model (a web-cast scenario).
These models represent promising candidates for non-
intrusive parametric audio quality assessment in the
context of broadcasting systems and web-casting appli-
cations.
Keywords
Artificial Neural Networks, audio quality
estimation, broadcast, machine learning, sta-
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1. Introduction
The coronavirus (SARS-CoV-2) pandemic has led to
a sudden and major shift towards online space. People
spend more and more time at home, which also leads
to an increase in the usage of broadcasting systems
and web-casting applications. Therefore, the num-
ber of providers of these services is also increasing.
However, with the growing number of customers, there
is a need to constantly improve these systems and ap-
plications because only those providers who will pro-
vide the best services will keep these users/customers.
In the world of broadcasting and web-casting technol-
ogy, the quality perceived by the end users plays an
important role in increasing customer loyalty to these
services. The audio or video quality provided by these
broadcasting systems and web-casting applications will
be an essential aspect of their acceptance among the
general population. The assessment of the audio qual-
ity of broadcasting systems and web-casting applica-
tions will therefore be a key factor to understand the
degree of satisfaction of the end-users in an environ-
ment of this kind.
The most accurate approach used for evaluating the
quality of speech and audio is a subjective evaluation.
The panel of listeners is asked to rate a quality of au-
dio recordings, often using rating scale ranging from an
excellent quality to a bad quality [1]. Subsequently,
these scores are averaged and a Mean Opinion Score
(MOS) is obtained. Although this process is the most
accurate, it also has many flaws such as a time demand-
ing nature, lack of repeatability and higher financial
costs. For that reason, this approach is inappropriate
for real-time applications [2]. Therefore, many objec-
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tive quality measurement models have been proposed
to estimate MOS values.
Approaches to assess objective audio quality can be
separated into two main groups, i.e. intrusive and
non-intrusive [3]. Currently, an intrusive technique is
used in the most instances. In the case of the intru-
sive approach, a distortion between the reference and
degraded signal that has been processed by a system
under test is compared. On the other hand, in sit-
uations when a reference signal is not available, e.g.
in real-time monitoring systems or wireless communi-
cation, the objective quality measurement must be car-
ried out without a reference signal, i.e. by means of
a non-intrusive approach [3]. Currently, no non-
intrusive parametric audio quality assessment model
that focuses on broadcasting systems and web-casting
applications is standardized by International Telecom-
munication Union despite the fact that the non-
intrusive models of parametric quality evaluation are
standardized for speech [4] and an audio-visual media
streaming [5].
Therefore, in this article, we present non-intrusive
parametric models of audio quality estimation based
on machine learning methods for broadcasting systems
and web-casting applications. Subsequently, we com-
pare a performance of these models and evaluate a sta-
tistical significance of the corresponding performance
differences in order to identify the most effective one
for a real deployment.
The remaining of the paper is organized as fol-
lows. Section 2. describes a database deployed for
a design as well as a benchmark of the investigated
models. An experimental methodology is presented in
Sec. 3. Section 4. gives details of the investigated
models. Section 5. presents the results of the model
benchmarks. Section 6. concludes the paper.
2. Dataset
The dataset used for the experiments consists of
3 hours long recordings of uncompressed audio from
the Slovak Radio sampled at 48 kHz/16-bit. The
dataset was supplemented with the European Broad-
casting Union (EBU) Sound Quality Assessment Ma-
terial (SQUAM) music database. The version of the
database used is described in the EBU Tech 3253 [9].
A total of 27 diverse types of signals represented by
stereo music samples of duration of 10–15 s, reflect-
ing variety of audio signals transmitted to the public
by broadcasting systems and web-casting applications,
are included in the database. Taking into account [8],
[10] and [11] and similarly as in the case of [6] and
[7], we have chosen the following input parameters for
broadcasting systems, i.e. a type of codec, type of
audio signal and bit rate. The used codecs and their
bit rates can be found in [6], see Tab. 1 for more details.
To assess a perceived audio quality, we used the Percep-
tual Objective Listening Quality Analysis (POLQA)
Music V2 model, see [8] for more information.
The broadcasting sub-database contains 1,080 MOS-
LQO (Mean Opinion Score - Listening-only Qual-
ity Objective) values, a combination of the different
codecs, bit rates and signal types. For web-casting
applications we have considered other degradations pa-
rameters on the top of them, based on [12], [13] and
[14]. So, we have added a stalling and an initial delay to
the above mentioned degradation parameters (the type
of signal, type of codec and bit rate) as the final au-
dio quality is also influenced by these two occurrences,
which finally reduce the MOS-LQO value. In general,
the effect of the initial delay and the stalling on per-
ceived quality depends only on their duration. In order
to reflect real-world conditions, we have used the real-
world measurements presented in [12] and [13] to select
the values of initial delay and stalling to be deployed
to create the database, see [6] for the selected values.
Since the POLQA Music was not trained for degra-
dations induced by the initial delay and stalling, their
impact on a quality experienced by the end user was
evaluated by the model defined in [14]. As the coding
impairment and the initial delay and stalling impair-
ments are different in nature, i.e. their frequency and
time domain, we can apply the additivity concept that
comes from the E-model [4] to get the combined im-
pact of these impairments on a quality experienced by
the end user. Overall, along with additional degrada-
tions we have 17,280 MOS-LQO values that define the
webcasting environment, i.e. a web-cast sub-database.
Both sub-databases were divided into a training part
and testing part at a ratio of 80:20. Further details
about how the database was built can be found in [6].
3. Experimental Methodology
In this work, we have benchmarked non-intrusive para-
metric audio quality estimation models for broadcast-
ing systems (a diagram of this model type is depicted
in Fig. 1) and web-casting applications (a diagram of
this model type is depicted in Fig. 2) based on sev-
eral machine learning methods, namely Support Vector
Regression (SVR), Artificial Neural Network (ANN),
Random Forest (RF), Genetic Programming (GP) and
Multigene Symbolic Regression (MSR) in order to
identify the most effective one for a real deployment.
It is worth noting here that the database described in
Sec. 2. was deployed to train and test/benchmark
the abovementioned models. The MOS-LQE (Mean
Opinion Score - Listening-only Quality Estimated) val-
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ues obtained by these models were compared with the
MOS-LQO values.
The efficiency of the parametric estimation models
was quantified in terms of the Pearson Correlation
Coefficient (PCC) and the respective Root Mean
Square Error (RMSE) widely used in this context.
To provide the information on the significance of the
differences between the presented PCC and RMSE val-
ues for the above mentioned models, the corresponding
statistical significance tests, were performed, see [15]
for more detail. It is worth noting here that the inves-
tigated models formulate an estimate of audio quality
as a regression problem, to be solved by the particular
machine learning technique, to find a mapping between
the audio features and quality score. The correspond-
ing process is briefly described below.
Parametric model 
for broadcast  




Type of signal 
Bitrate 
MOS - LQE 
Fig. 1: Diagram of the proposed parametric prediction model
for broadcasting systems.
Audio codec 
Type of signal 





(RF, SVR, ANN, 
GP, MSR) 
Fig. 2: Diagram of the proposed parametric prediction model
for web-casting applications.
The SVR [16], ANN [17], RF [18], MSR [19], [20] and
[21] and GP [22], [23] and [24] are methods that use
a supervised learning. In supervised machine learning
the training data would consist of inputs (X) combined
with the right outputs (Y ). The algorithm will look for
patterns in the data during a training that correspond
with the desired outputs. The aim is to approximate
the mapping function so well that the output variables
(Y ) for that data can be predicted when you have new
input data (X). So, a supervised learning algorithm
can be described in its most basic form as follows:
Y = f(x). (1)
In this research, the machine learning techniques
were deployed because they have shown to be success-
ful for the related tasks according to the literature,
see [25], [26], and [27] for more detail.
4. Description of Investigated
Models
Our aim was to design non-intrusive parametric mod-
els based on the machine learning approach. We will
briefly discuss in the following subsections the SVR and
ANN based models as they were not published yet.
A description of the other parametric audio quality
estimation models based on Random Forest, Genetic
Programming and Multigene Symbolic Regression
approaches involved in this benchmark can be found
in [6], [7], and [28], respectively.
4.1. Support Vector Regression
The SVR [16] technique is based on the Support Vec-
tor Machine (SVM) firstly introduced by Vapnik at the
end of 20th century [29] and is firmly anchored in the
statistical learning theory. The basic idea is to map
an input data to a large dimension space using a non-
linear mapping and then a problem of linear regression
is obtained in that space. The SVR approach has indis-
putable advantages, such as an ability to capture non-
linear data dependencies or a simplicity of the model
created, since the whole solution is represented only by
a subset of support vectors. In addition to these pos-
itive features, however, a usage of the SVR approach
poses a problem of selecting the right internal param-
eters. In order to use SVR to solve a problem, it is
necessary to first define several internal parameters.
Choosing the right values dramatically affects the per-
formance of this method. In general, the parameters
affect the model’s ability to generalize and hence the
accuracy of the estimation. In the context of SVR,
there are two groups of internal parameters. The first
group includes the parameters of the SVR algorithm
itself, e.g. parameter C and ε. Another cate-
gory/group is represented by the parameters of the
selected kernel function, such as the gamma parame-
ter determining a width of the Gauss kernel. In our
work we dealt with optimizing these parameters to
obtain the most accurate estimations and the best
models. The overall goal of the SVR algorithm is to
find a function f(x) that minimizes the model error
with respect to its parameters.
In our case, ε was set to 0.15. In essence, the SVR
focuses upon the small subset of examples that are im-
portant to estimate the quality. We further noticed
that as C increases, a number of SVs also increases.
The reason behind it is rather simple as C is a penalty
for the errors and is used to weigh the outliers. Obvi-
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ously, as C is increased, the system tends to put large
weight on the outliers. When overfitting occurs the
SVR will choose a very large number of data points
as SVs in order to achieve a good performance [30].
4.2. ANN
ANN models are effective non-linear modelling meth-
ods that simulate a human brain. Models of ANN cor-
respond to biological neural networks. A complex net-
work mapping input variables to output variables can
be generated by an ANN, being able to estimate non-
linear functions. A structure of each ANN consists of
an input layer of neurons/nodes, at least one hidden
layer of neurons/nodes and a final layer of output neu-
rons/nodes [17]. Artificial Neural Network with one
hidden layer is considered a shallow structure model
while Artificial Neural Network with more than one
hidden layer is a multi-layer Artificial Neural Network.
In our case, both types of the ANN structure were used.
When it comes to a design of ANN-based model, a key
task is to define input variables and an optimal con-
figuration of the network in order to accurately gener-
ate a desired output. A number of hidden neurons in
a multi-layer neural network and number of nodes
included in them were selected empirically in the case
of this experiment.
5. Results
In this section, we will first present a performance
evaluation of two newly designed models, i.e. ANN
and SVR based models, which was not yet published.
Secondly, we will benchmark all the investigated
models in order to identify the most effective one for
a real deployment.
For the ANN-based models, an experiment was per-
formed 10 times and the best results are reported.
The MOS-LQE values provided by the parametric
ANN-based estimation models were compared with the
MOS-LQO values of the test sets of the corresponding
sub-datasets. The correlation obtained by the shallow
NN and ANN calculated over all the test conditions
reached 0.8341 and 0.8606 for the broadcast scenario
and 0.9657 and 0.9749 for the web-cast scenario.
Moreover, the obtained RMSE values are reported
in Tab. 1 and Tab. 2 for the broadcast and web-cast
scenario, respectively. Figure 3 and Fig. 5 compare the
MOS-LQO values and the MOS-LQE values obtained
by the designed models for the broadcast scenario.
On the other hand, Fig. 4 and Fig. 6 compare the MOS-
LQO values and the MOS-LQE values for the web-cast
scenario.
Fig. 3: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the shallow NN approach for
the broadcast scenario.
Fig. 4: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the shallow NN approach for
the web-cast scenario.
Similarly as in the Artificial Neural Network case,
we proceeded with the Support Vector Regression
method. Thus, 10 experiments were conducted for each
sub-database and the best results were noted. Again,
we compared the MOS-LQE values obtained by the
designed model with the MOS-LQO values. The re-
sults show a very good success rate by using the SVR
approach, as the Pearson’s correlation coefficient and
RMSE reached 0.9267 and 0.2348 for the broadcast
conditions, and 0.9889 and 0.1946 for the web-cast con-
ditions, respectively. For a visual comparison, scatter
plots for the models based on the SVR approach are
shown in Fig. 7 and Fig. 8.
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Fig. 5: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the ANN approach for the
broadcast scenario.
Fig. 6: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the ANN approach for the web-
cast scenario.
As it can be noted in the scatter plots, there are
some outliers in the both investigated scenarios, i.e.
broadcast and web-cast. The outliers obtained for the
SVR approach are dominantly populated by the mu-
sic signals coded by MP2 (overestimation), AAC-LC
(underestimation) and HE-AACv2 (underestimation)
codecs, at the lower deployed bit rates. When it comes
to the outliers for the speech signals, they are solely
represented by MP3 codec (underestimation) operat-
ing at the lower deployed bit rates. In the case of
the ANNs and shallow NNs models, the outliers are
prevalently represented by the music signals coded by
















Fig. 7: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the SVR approach for the
broadcast scenario.
















Fig. 8: Scatter plots of the MOS-LQO values versus the MOS-
LQE values obtained by the SVR approach for the web-
cast scenario.
AAC-LC (underestimation), HE-AACv2 (over- and
under-estimation) and MP2 (overestimation) codecs,
at the lower deployed bit rates. It should be noted
here that the same set of the codecs is reported for
both approaches in this case. For the speech signals,
the outliers are dominantly covered by the MP3
(underestimation), AAC-LC (underestimation), HE-
AACv2 and MP2 (both over- and under- estimation)
codecs. It is worth noting that when it comes to the
web-cast scenario, which has involved more training
data, the estimates are naturally more consistent in
both cases, i.e. the SVR and ANN models.
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The obtained PCC and RMSE values for all the
investigated models and both kind of the scenarios
(broadcast and web-cast) are given in Tab. 1 and
Tab. 2. The Pearson correlation coefficient calculated
for all the investigated models varies between 0.8341
and 0.9411 for the broadcast scenario and 0.9657 and
0.9889 for the web-cast scenario. As it can be seen
from Tab. 1, the highest value of the correlation for
the broadcast was reached by the model based on the
RF approach. On the other hand, when it comes to the
web-cast scenario, it was the model based on the SVR
approach, see Tab. 2 for more detail. Both models have
also achieved the lowest RMSE value.
Tab. 1: Pearson correlation coefficients and root mean
square errors obtained for the investigated
models for the broadcast scenario. The best
performing model in terms of both investi-
gated metrics, i.e. the PCC and RMSE,
is highlighted.
Model PCC RMSE
Genetic Programming 0.8988 0.2458
Multigene Symbolic Regression 0.8502 0.2126
Random Forest 0.9411 0.1951
Support Vector Regression 0.9267 0.2348
Shallow Neural Network 0.8341 0.2237
Artificial Neural Network 0.8606 0.2050
Tab. 2: Pearson correlation coefficients and root mean square
errors obtained for the investigated models for the web-
cast scenario. The best performing model in terms of
both investigated metrics, i.e. the PCC and RMSE,
is highlighted.
Model PCC RMSE
Genetic Programming 0.9708 0.3187
Multigene Symbolic Regression 0.9748 0.2015
Random Forest 0.9854 0.2192
Support Vector Regression 0.9889 0.1946
Shallow Neural Network 0.9657 0.2348
Artificial Neural Network 0.9749 0.2009
To specify the significance of the differences between
the presented Pearson correlation coefficient and Root
Mean Square Error values for the broadcast and web-
cast scenario, the corresponding statistical significance
tests, were performed, see [15] for more detail.
Tab. 3: Results of statistical significance tests for the Pearson
Correlation Coefficients and Root Mean Square Errors
for the broadcast scenario. Note: “1” indicates that the
difference is statistically significant. “0” indicates that
the difference is not statistically significant.
Broadcast
PCC RMSE
Genetic Programming 1 1
Multigene Symbolic Regression 1 0
Support Vector Regression 0 1
Shallow Neural Network 1 0
Artificial Neural Network 1 0
The results of such tests for the broadcast scenario
are displayed in Tab. 3, where we compare the best per-
forming model, i.e. the RF-based model, in terms of
the PCC and RMSE with the other models. It should
be noted here that a value of 1 implies that there is
a statistically significant difference and a value of 0 in-
dicates that there is no statistically significant differ-
ence. Table 3 shows that most of the differences are
statistically significant. It means that the models are
statistically different in such cases. Regarding the web-
cast scenario, the results presented in Tab. 4 show that
mostly all the differences are statistically significant.
Tab. 4: Results of statistical significance tests for the Pearson
Correlation Coefficients and Root Mean Square Errors
for the web-cast scenario. Note: “1” indicates that the
difference is statistically significant. “0” indicates that
the difference is not statistically significant.
Web-cast
PCC RMSE
Genetic Programming 1 1
Multigene Symbolic Regression 1 0
Random Forest 1 1
Shallow Neural Network 1 1
Artificial Neural Network 1 0
Moreover, we have compared a computational load,
i.e. a time taken by the trained model to make a qual-
ity estimation for the corresponding set of the input
parameters, of the models investigated in this study.
The computational load varies between 34.56 millisec-
onds and 43.04 milliseconds for the broadcast scenario
and 137.59 and 534.03 milliseconds for the web-cast
scenario. All the computational load values, includ-
ing the ones obtained for the GP, MSR and RF mod-
els, are listed in Tab. 5. The results show that the
models based on the Genetic Programming approach
have achieved the lowest computational load in both
cases (broadcast and web-cast). On the other hand,
the highest computational load was obtained for the
model based on the Random Forest approach for the
broadcast scenario and the Support Vector Regression
approach for the web-cast scenario, interestingly the
most accurate ones. It should be noted here that all
the experiments were carried out on a 64-bit quad-
core processor based on the Kaby Lake H Architecture,
Intel i7-7700HQ 2.8 GHz.
Tab. 5: Computational load of the investigated models for the




Genetic Programming 17.01 27.02
Multigene Symbolic Regression 16.90 27.95
Random Forest 65.54 285.3
Support Vector Regression 43.04 534.03
Artificial Neural Network 40.36 220.90
Shallow Neural Network 34.56 137.59
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6. Conclusion
In this paper, we presented a design and perfor-
mance evaluation of the parametric models for non-
intrusive estimation of the audio quality based on ma-
chine learning techniques, namely the ANN and SVR,
for broadcasting systems and web-casting applications.
The main goal of this study was to benchmark the pro-
posed models as well as to evaluate the statistical sig-
nificance of the performance differences between them.
In addition to the presented models, we also com-
pared models based on Genetic Programming, Random
Forest and Multigene Symbolic Regression.
By comparing all the results we can say, that the
best performance in terms of broadcasting systems, was
achieved by a model based on the Random Forest ap-
proach. This model achieved the highest correlation
and at the same time the lowest RMSE value. On the
other hand, when it comes to the web-casting scenario,
the best performance was achieved for the model based
on the Support Vector Regression approach. From the
computational load perspective, the best results were
achieved for the models based on the Genetic Program-
ming approach. However, computational load is a sec-
ondary component here and can ultimately be reduced
by upgrading to a more powerful machine and/or using
an optimized implementation.
We conclude that the best performing models, i.e.
the RF-based model (the broadcast scenario) and the
SVR-based model (the web-cast scenario), are the most
effective ones for a real deployment when it comes to
a quality planning and monitoring of broadcasting sys-
tems and web-casting applications. So, the models are
intended to help broadcasters and web-casters to iden-
tify the best configuration of their systems and services
in terms of quality experienced by the end user.
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