Abstract -The use of computer vision system in manufacturing industry can eliminate the visual faults due to the limitation of human vision and increase productivity. The aim of the current study is to develop an automated vision system (IV-FMC) to reconstruct manufacturing parts in threedimensional (3D) model. In the designed system, laser stripes are projected onto an object to be scanned. A charge-coupled device (CCD) camera captures the two dimensional (2D) image from the reflected stripes. Based of the principle of optical triangulation, the distance between the object and the camera is calculated in which the third dimension of the image is obtained. These processes iterate each time the object is rotated in different angles, letting the system to capture the whole view of the object being scanned. A 3D model of the object is then reconstructed by merging multiple range images obtained from the range scanning. A PC-based data acquisition board is designed to control the switching of the laser module. The reconstruction process is automated to form a single 3D surface model of the object being scanned.
I. INTRODUCTION
The advance of computer technology has made a radical change in manufacturing industry in the way of flexibility and efficiency. To maintain competitiveness in the fast growing global marketplace, companies adopt computer system in manufacturing to increase productivity and reduce production cost. This has brought to the formation of computer integrated manufacturing (CIM) which involves computer aided manufacturing (CAM), computer aided design (CAD), computer aided production (CAP) etc. in production process [1] . As part of the CIM system, flexible manufacturing cell (FMC) can be modified to produce different products in specific volume with the aid of computer so as to cope with the customized market demand. Computer vision has been applied in manufacturing industry for quality control, object recognition, event detection and object modelling [2, 3, 4, 5] . The integration of computer vision technology in FMC provides a new era in manufacturing process to improve the efficiency of production.
For examples, the use of computer vision to reconstruct manufacturing parts in FMC can save extensive cost and time to produce highly customized products as the time to design and redesign the product has been eliminated by directly acquiring the threedimensional (3D) model of the product from range scanning. In this study, an automated vision system, known as IV-FMC, to reconstruct manufacturing parts in 3D model was developed. IV-FMC applies range scanning technique to acquire 3D data from 2D image of the object being scanned. This data then goes through the reconstruction process proposed by Ismail et al. [6] and the 3D model of the product is generated. The 3D data acquired by the system is kept in a database and can be retrieved and manipulated in future. In IV-FMC, the whole reconstruction process is automated. The remainder of this paper is organized as follows. Section 2 describes related work on computer vision in 3D model reconstruction. Section 3 shows the working of IV-FMC, including the description of hardware configuration and the 3D object surface reconstruction process. Section 4 presents the results obtained by IV-FMC. Section 5 concludes the work and explores promising directions for future work and development.
II. RELATED WORK
Reconstruction is a process of rebuilding by new construction the exact form and detail of a vanished structure, object or a part thereof as it appeared as a specific period of time [7] . Computer vision has been common in healthcare to reconstruct the 3D image of the inside of human body for disease diagnosis and organ study. examples of 3D medical imaging modalities that utilize tomography technique to reconstruct 3D images from multiple 2D images. CT has also been applied in manufacturing industry as nondestructive testing (NDT) to understand the production process failure or to measure the hidden geometrical outlines of product component [8] . CT is expensive and this radiography technique is undesirable for the sake of human and environmental safety in manufacturing field.
Based on the application or the nature of the product, in the industry area various approaches to the automatic reconstruction of object model are proposed [9, 10, 11, 12] . Photogrammetric [13] provides another means of object's 3D model by 2D stereoscopic images or pictures. So far, the main practice of photogrammetric is the reconstruction of scene or outer body of objects by optical sensors. In this method, information of the relative motion and calibration of the camera and the corresponding image points is needed. Recovering relative motion between consecutive images is accomplished by finding the corresponding image features between these images. Calibration is then used to remove the projective skew, yielding a reconstruction equivalent to the original up to a global scale factor [14] . By facilitating the knowledge of the camera parameters, all pixels of an image are matched with pixels with neighbouring images. A complete dense 3D surface model is obtained by fusing the results of all the images together. Multiple 2D images are taken from different position by a single or multiple cameras. Photogrammetric is passive range scanning in which the sensor records the light already exists in the scene. Laser range scanning performs well in the absence of scene texture, computationally inexpensive and robust, and return accurate, densely-sampled range data [15] . The depth profile of the object can be calculated by measuring the angle between the projected laser on the object surface and the laser spot sensor which is normally a video camera or a charge-coupled device (CCD) camera. One limitation of this method is that the maximum resolution of the range data will decrease with the distance between the range scanner and the object. Nevertheless, this method is practical in scanning the object in small range.
III. IV-FMC
By taking the advantage of laser range scanning, an automated vision based part modelling and reconstruction system, IV-FMC, was developed to reconstruct the 3D model of manufacturing parts. There are two parts of IV-FMC: data acquisition and data processing. As a typical vision robot system [16] , IV-FMC consists of a chargecoupled device (CCD) camera connected to a frame grabber, Matrox Meteor-II / Standard (Fig. 1) . A frame grabber is an electronic device which digitizes a video signal to produce a spatial sampled digital image that a computer can process [17] . The scanned image is captured by the camera and then manipulated by data processing routines according to the software package described in [18] . The computer then activated the actuator via interface boards. IV-FMC consists of a laser module, a colour CCD camera, a stepper motor controller card connected to a stepper motor and a rotatable platform as shown in Fig. 2 . The laser module was placed at a fixed distance, D from the rotatable platform. This laser module was mounted on a manipulator moving up and down as Y-axis for the scanning coordination system. The CCD camera was installed on top of the laser module at distance, H with a defined angle, θ facing the rotatable platform. Two stepper motors were used to control the movement of the laser module and the rotatable platform respectively during the range scanning process. Fig. 3 shows the interface to control movement of the stepper motors as part of this vision robot system. Fig. 3(a) shows the interface to control the rotation speed of the stepper motor attached to the rotatable platform and Fig.  3(b) shows the interface to control the movement of yaw rotation and linear movement of the actuator as well as switching of the laser module by the computer. 
A. Range Data Acquisition Process
The range data acquisition process is as follows (Fig.  4) : An object is placed on the rotatable platform which is in the laser module field of view (FOV). The laser module projects laser beam onto the object. The CCD camera then captures the reflected stripes. Matrox Meteor-II / Standard digitize the 2D image and the data is transferred to the data processing routines developed by Ismail et al. [18] . The (x, y, z) position of the object is then computed according to the principle of triangulation [19] . The range data obtained is in the form of 3D cloud points, p(x, y, z). The laser module moved along Y-axis while scanning a single surface of the object. After scanning a single surface, the object automatically sweeps through the FOV at a fixed angle step (90 • ) by yaw rotation of the rotatable platform to scan another surface of the object. This scanning process iterates few times to obtain a sequence of range images. Stepper motors can achieve accurate position control to the rotatable platform when the object is rotated to acquire different views for the image. A PC-based data acquisition board (Fig. 5 ) was designed to control the switching of the laser module by computer while scanning the object. It consists of a 8ch-ULN2803A Darlington Sink Driver, seven relays with a parallel port connector and a power supply port. 
B. Triangulation
The image captured by the CCD camera is in two dimensions. To acquire the range data which is in the form (x, y, z) coordination, optical triangulation technique [20] is applied (Fig. 6) . The object is illuminated from one direction with a laser module and viewed with a CCD camera from another direction. The projection angle, the viewing angle and the baseline between the laser module and the camera form triangulation geometry from which the 3D position of the object is calculated. The baseline, H is calculated by positioning the laser module in the point where its projection coincides to the centre of the image (pointing to an object at a known distance, D) as in equation (1) [21] ,
where D is the distance between laser module and an object and θ is the viewing angle of the camera to the laser stripe. The laser module fans out a light beam into a sheet-oflight as a light pattern line. When the sheet-of-light intersects with an object, a bright line of light can be seen on the surface of the object. Each point on the line is mapped onto the camera image coordinates. By viewing this line of light from camera viewing angle, θ, it can be observed that the object distorts the line due to parallax (Fig. 6(c) ). Dislocation of points along the line is proportional to the object depth. The relationship between the object depth and stripes dislocation can be established using the information of the system configuration and the image pixel such that,
(2) where z is the depth of the object, y' is the y coordinate of the image pixel and θ is the viewing angle of the camera to the laser stripe.
IV. EXPERIMENTAL RESULTS
The experiments are conducted on one 2.53-GHz Pentium 4 processor of a Dell OptiPlex GX260 running on Windows XP SP2. Fig. 7(b) shows the results of single surface reconstruction of the object in Fig. 7(a) with 3693 points. Fig. 7(d) shows the surface in the orientation 10˚ rotation from x-axis and z-axis, generated by triangular meshing method proposed by Ismail et al. [18] from cloud points in Fig. 7(b) . It can be noted that noise exists in the images due to the deficiency of the sampling process. These noise data causes the deviation of the surface generated from its original shape. To eliminate these noise points, a distance threshold value, t between two adjacent points is set. Point p will be discarded if the distance between the point and its neighboring point falls above the value t. It can be observed that a void exists between surfaces in Fig. 8 (c) due to the incomplete data captured during data acquisition process. The stepper motor and the intensity of light in the environment could be the source of error. The performance of the scanning depends on the texture of the object surface. This system works well on non-specular objects. The reflection of glisten surface which causes the difficulty to detect the line of light of laser beam could lower the performance of the system.
V. CONCLUSION
The use of computer vision technology to reconstruct 3D model of manufacturing parts in FMC can reduce extensive cost and time to produce highly customized products. This paper describes the development of IV-FMC, an automated vision based part modelling and reconstruction system to reconstruct the 3D model of manufacturing parts from 2D images. IV-FMC consists of two parts: data acquisition and data processing. A laser module mounted on a manipulator is used to scan an object. A CCD camera captures the image of the laser stripes. The 2D image is then digitized by Matrox Meteor-II / Standard and transferred to data processing routines in order to generate 3D model of the object. Two stepper motors controlled by computer are used to move the laser module and rotate the object during scanning process. To automate the scanning process, a PC-based data acquisition board was designed to control switching of laser module. IV-FMC automates the whole process of object surface model reconstruction from data acquisition to 3D surface modelling. Future work will be carried out with the aim of integrating this vision robot system in flexible manufacturing cell for real time part inspection and product classification.
