Abstract -Animation frame content is analyzed in this paper. The animation found in frame/video content is usually characterized by specific color distribution and texture. The existence of animation within a frame can be described by carefully selected features. We analyzed both fully and partially animated frames. Here, we present our initial results related to automatic animation interpretation using different types of video sequences.
I. INTRODUCTION
HERE is a rapid development of internet based technologies and digital media. The production and exchange of video contents has become very popular among the digital media users all around the world. Enormous amounts of video files are daily distributed over the internet and stored without any kind of labeling. Searching such a large video database becomes a real challenge. Furthermore, retrieving desired video file and video content information is of importance. Therefore, the development of a system for automatic classification and labeling of video content is valuable. This field of science is still very interesting for researchers.
Automatic classification and labeling of video content is a very important task in the indexing process of large and heterogeneous collections of video material. This task may be realized either on a global or local level. Globally, videos may be classified into one of several main genres, for instance: movies, cartoons, music, news, sports, and documentaries. Also, the global classification includes the classification into more fine-grained sub-genres, such as: specific types of sports (football, hockey, etc.), movies (drama, thriller, etc.) and similar. Locally, video sequences/segments can be classified according to specific concepts in the video content, such as: outdoor, indoor scenes, action segments, etc.
Video genre classification includes two steps: feature extraction and classification. The selection of features and the feature extraction from the source are very important steps because these steps mainly determine the success of classification and labeling process. Different sources of information have been used for the genre classification task [1] . Text based information is one of the least common approaches for feature extraction. The text could be retrieved from scene text or the transcripts of dialogues, as well as using other external sources. An example is a Bag-of-Words model [2] . This approach has some disadvantages, such as a high error rate due to automatic recognition and high computational cost. Features based on audio information are more widely used than the text. Extraction of these features can be performed in both time [3] and frequency domain [4] . On the other hand, visual elements are the most commonly used source for the feature extraction in video genre classification.
The visual information should be analyzed from various standpoints. Both static and dynamic visual information can be exploited using: time dependence [5] - [6] , objects [7] , motion [8] , color, texture and similar descriptors [9] . The compressed domain may also be useful for such a task, as in [10] where the MPEG coefficients were applied.
In the genre classification task multimodal approaches provide high accuracy results, as reported in [11] - [12] . The use of different types of information from different information sources is considered to increase reliability of the classification. In such approaches different multiclass classifiers are applied [13] .
In this paper animation frames are analyzed. An attempt to extract the visual information related to animation is made. Image time series are extracted from video sequences of different genres, both real and animated. Each frame is described with a feature vector which consists of specific color and texture features. The analysis is performed within a multifractal framework. The spectrum slope is calculated for each spectrum. This is followed by the comparison of the obtained values. The results show that the real frames can be differentiated from the animated frames in a multifractal singularity spectrum domain, using adequate postprocessing. 
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The paper is organized as follows. After the Introduction, in Section II a multifractal framework is briefly described. In Section III the image features for frame content description are presented. Section IV describes the animation frame analysis performed in this paper. The obtained results of the analysis are presented in Section V. Concluding remarks and future research directions are given in Section VI.
II. MULTIFRACTAL FRAMEWORK Multifractal analysis (MA) represents a useful tool for describing regularity of a structure (presented by a variable, a function or measurement results). It is formulated and developed by Benoit B. Mandelbrot [14] . It has been used for the representation of different irregular objects and phenomena, and has become a part of various problem-solving algorithms and procedures in many fields of science [14] .
Multifractal formalism is based on a self-similarity characteristic of the analyzed variable structure. This characteristic arises from highly non-uniform distributions in the variable, which are the results of nonlinearity of a system [15] . MA can be used for studying the variable structure dynamics, its long-range dependency, and for the variable characterization within a multifractal framework.
Local and global characteristics of a variable are described by the statistical properties of irregularities found in the variable structure. The description of local and global characteristics can be made in the form of their generalized dimensions (local property) and their singularity spectrum (global property).
There are many algorithms for determination of MA parameters. One of the most common is a box-counting method, where the calculation of MA parameters is based on the following procedure. The time series obtained by the measurements can be covered by the squares with side dimension l (grid). The number of squares which contain some particular measurement value is represented by μ i (l). This variable can be interpreted as a probability describing the measuring value μ positioned in the i-th square. Relation between the measuring value and the dimension of squares corresponds to the power-law, ( )
where α i is a rough Holder's exponent [14] and represents the fractality of the structure. In the boundary process, when l→0, the value of α will converge to the common value for a given measure μ. Parameter α describes the local regularity of the structure, and it depends on the position within the structure. There is a possibility that the same value of α may exist on different positions in the structure. So, it is interesting to calculate the distribution of α along the measured structure, which provides a representation of a global regularity called multifractal spectrum. The representation is noted as f(α). The algorithm for the calculation of multifractal singularity spectrum can be explained on the example of boxcounting method. If N(α) is the number of squares (points in a boundary process) and the value of singularity intensity is in the range [α, α+d] with probability P i , then f(α) represents the fractal dimension of the structure described by value α, equation (2).
Based on the presented formalism, a multifractal measure can be defined in the form of the Hausdorff dimension distribution of exponent α [15] . Generally, the multifractal singularity spectrum f(α) has a form of a parabola. This parabola can be characterized by: width of the curve, starting and ending position of the curve, slopes on these positions, etc. Signal structure singularities are rapid changes in a time or spatial series. The presence and intensity of the singularities affect the shape of multifractal singularity spectrum [16] .
III. FRAME CONTENT DESCRIPTION Two kinds of features are used in this paper for image content description. For the purpose of analysis, both color and texture descriptors are applied. Image color distribution is represented by a global color histogram. On the other hand, image texture is described with a wavelet texture feature. The procedure of image feature extraction is briefly explained.
A. Global color histogram
A global color histogram based descriptor can be considered as a very important image feature. The presence of an animation has a strong influence on the histogram, where an animation is characterized by a specific color distribution. The descriptor is extracted from video frames in HSV (hue-saturation-value) color space, with H:S:V=18:3:3 quantization per channels. The color descriptor dimension is 162 coordinates (18x3x3 coordinates).
B. Wavelet Texture Grid Descriptor
A wavelet texture grid descriptor is used since an animation has a different distribution of edge elements from real content. Wavelets are considered very useful for describing combined textures, as well as for image differentiation based on the amount of details. Such a descriptor is extracted locally by dividing an image into 4x4=16 regions. The Haar wavelet transform using the fourth decomposition level is applied to each region. The components of the feature are obtained from each region, and they represent the variances of the high frequency sub-bands (12 sub-bands). The descriptor dimension is 192 coordinates (16x12 coordinates).
IV. ANIMATION FRAME ANALYSIS
The animation frame analysis is realized in four steps. The block diagram of the animation frame analysis procedure is presented in Fig. 1 .
In the first step frames are extracted from a video sequence. The color and the texture image features are extracted from the frames in step two. MA is applied to the obtained feature vectors in step three. In the fourth step the analysis of multifractal singularity spectra is performed.
Decoding phase in the process of analysis is an important part of procedure because the errors in decoding may produce additional graphic elements in the frame structure. Thus, this can affect the final results. Any type of video format can be used for the analysis. Images, i.e. frames, are extracted from a video sequence in JPEG image format [17] . The features are extracted separately from each frame. After the extraction, features are concatenated in a feature vector with a dimension of 354 coordinates (162+192 coordinates). The feature vector is calculated for each frame. The feature vectors are then stored in a feature matrix, which is normalized by columns. In the procedure each column is normalized with a maximum of column values. Normalization of a feature matrix provides an adequate preprocessing for the clusterization of feature vectors [18] .
MA performs the calculation of multifractal singularity spectrum for each image/frame feature vector. MA method based on the Legendre transform [19] and box-counting algorithm [20] , is applied for the multifractal spectrum calculation. Parameters for the spectrum calculation are extracted for the real frames used in the simulation. A typical singularity spectrum is shown in Fig. 2 . Analysis of a multifractal singularity spectrum is based on the slope calculation on the right side of the spectrum curve as in [16] . In Fig. 2 the slope descriptor is illustrated with dashed lines. Long-range dependency of a measured structure is shown on the right side of a singularity spectrum. Therefore, in this area the differences between the animated and the real frames are expected. We assume that a specific color and texture distribution of animation frame has a low slope θ value. Real frames have a rustic color and texture distribution in comparison to animated frames and this should affect the θ value.
V. EXPERIMENTAL RESULTS For the purpose of the experiments three video sequences are used: real movie "Good Year" (filmed in 2006, director Ridley Scott), partially animated movie "Who Framed Roger Rabbit" (filmed in 1988, director Robert Zemeckis) and fully animated movie "Little Mermaid" (filmed in 1989, directors Ron Clements and John Musker). The examples of real movie frames (without animation) and fully animated frames used in the experiments are shown in Fig. 3 . The examples of real movie frames (without animation) and partially animated frames used in the simulation are shown in Fig. 4 . The frames presented in Fig. 4 are taken from the selected partially animated movie sequence (movie "Who Framed Roger Rabbit"). For a real and fully animated movie ten frames are picked randomly from each movie. Analysis is performed for the selected frames. The multifractal singularity spectra for real and fully animated frames are shown in Fig. 5(a) . It is noticeable that singularity spectra for real and animated frames have different shapes. A few spectra calculated for real frames have the same shape as the animated frames, but their slopes are greater than in the case of the animated ones. Two spectra for real frames are overlayered by other real spectra in Fig. 5(a) .
The results of MA for the real and the partially animated frames are presented in Fig. 5(b) . Singularity spectra have different forms for these two frame groups. The partially animated frames are very similar on the right side of spectra. They are also quite different from the fully animated frames as presented.
For each analyzed singularity spectrum a slope in the ending point on the right side of spectrum is calculated. The values of slope are presented in Fig. 6 . As it is shown in the figure, animated frames (fully or partially) have a generally low slope value, where real frames have considerably higher slope values.
In the process of calculation, a slope angle is calculated as a positive value. As it is shown in Fig. 6 , a few slope values of fully animated frames are close to the slope values belonging to the analyzed real frame. Generally, there is a big difference between the slope values of real and animated frames. This distinction obtained in the experiment could provide a good framework for the classification between real and animated frames. In the second experiment a local analysis is performed. A frame is taken from the group of partially animated frames (movie sequence "Who Framed Roger Rabbit"). This frame is divided into 4x4 regions, as presented in Fig.  7 .
For each of the presented regions the methodology from the first experiment is applied. The feature vector is calculated similarly to the global approach, where the feature matrix is constructed here without normalization. The normalization is excluded because of the small number of regions. In Fig. 7 the regions are labeled with numbers 1-16. For each region, the parameter θ is calculated based on the multifractal spectrum. The obtained values are presented in Fig. 8 , where the regions are classified into two groups: the regions with animation (Anim) and the regions without animation (Real). In the Anim group there are eight regions labeled by [1, 2, 5, 6, 9, 10, 13, 14] , where the rest of them are in the Real group ( [3, 4, 7, 8, 11, 12, 15, 16] ). It can be noticed that several parameter values are higher. Namely, the higher parameter values are obtained for regions 3, 4, 7 and 8 in comparison to the other regions from the Real group. The difference is found because of the coherent texture found in regions 11, 12, 15 and 16. Such texture is found in Area 1 and Area 2 marked in Fig.  9 . Additionally, the multifractality in the regions is affected by the animation adjustment to the real frame in the Area 1. The frame processing applied for avoiding abrupt changes/edges in animation-real part transition affects the texture structure.
Area 2 Area 1
Area 3 Fig. 9 The specific areas found within the frame The specific multifractal behavior is noticed in Area 3 as a consequence of the background having different distribution characterization from the object. In this area, regions 1 and 5 have a greater amount of details related to texture in comparison to the other animated regions. Fig. 9 is obtained as a negative of the module of the difference between the analyzed and the following frame, multiplied by a factor of three. Also, noise contamination can be noticed here, as a video decoding error. Noise has a significant influence on the multifractality of the regions.
The presented results are preliminary. Extensive research is still to be done on a larger database of frames, to prove the credibility of results. Nevertheless, the presented frame analysis and the obtained results are very promising. They are promising in the simplification of the detection procedure for commercials, cartoons and other animated structures in video sequences.
VI. CONCLUSION
In this paper the analysis of video frames with animated structure is performed. For the analysis, the color and texture based features are extracted from randomly picked frames in video sequences. Image features of the frames are processed by a multifractal analysis. The slope of multifractal singularity spectrum is calculated for each feature vector. Frame slope values are compared, and the comparison results show that in the calculated slope domain it is possible to successively differentiate the real frames from the animated ones. Future work will be oriented towards extending the number of singularity spectrum parameters used for frame analysis and testing the procedure using a larger frame database.
