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Abstract
Prompted by advances in computer technology and the increasing condence of decision makers
in large-scale market models, practitioners of operations research are now tackling problems of
increasing detail, complexity and size. This necessitates the development of new solution algorithms
that exploit problem structure as well as the properties of the target hardware, in order to minimize
turnaround time and maximize model utilization.
Many models in planning and scheduling exhibit a block-angular structure, that can represent
spatial or temporal partial decomposability: decision variables can be broken down to largely inde-
pendent blocks, that correspond to rst-level decisions satisfying a subset of the constraints, which
may represent a time period, or a geographical region, or a commodity. The blocks interact via
coupling constraints related to second-level coordination of block decisions, such as shared resource
allocation restrictions.
In this thesis we construct three ecient decomposition algorithms for such block-angular prob-
lems. These algorithms belong to the family of alternating directions methods, and can be thought
of as block Gauss-Seidel iterative schemes for an augmented Lagrangian, that exploit the block struc-
ture. Alternatively, they can be thought of as Douglas{Rachford schemes for calculating a zero of the
maximal monotone subgradient operator. Our algorithms are of the \fork{join" type, alternating
a local and a global computation phase. In the local phase, decoupled optimization subproblems
corresponding to blocks are solved. In the global phase, solution information is combined and a
coordination problem is solved, the results of which are used in modifying the objective function of
the subproblems. The algorithms are thus similar to price-directed decomposition, with proximal
terms added for stability. In contrast with classic Dantzig-Wolfe decomposition, the coordination
problem is very simple, and a closed-form solution can be obtained.
We implemented the algorithms on a state-of-the art parallel computer, the Connection Ma-
chine 5. We treat the machine in a Multiple Instruction-Multiple Data mode, as a collection of fast
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processors, each with local memory, linked by fast networks. A highly-ecient system library for
processor communication is used for the fast, distributed computation of the solution of the coor-
dination problem; this reduces drastically the serial bottleneck associated with solving the master
problem.
We present numerical results for the parallel solution of linear and quadratic multicommodity
ow problems with these three methods; for comparison, we also solve these problems on a DEC
5000 workstation with the widely-used serial optimization package MINOS 5.4 . On large-scale
problems, with tens of thousands of variables and constraints, the best of our parallel codes is one
to two orders of magnitude faster than serial MINOS 5.4 . We also compare solution times with the
Dantzig-Wolfe method on the CM-5, as implemented by Deleone [22]. For the larger problems, the
best of our parallel codes is faster by a factor of 2 to 4.
This thesis is organized as follows : in chapter 1 we introduce the convex block-angular problem
(CBA) and present two of its instances, the multicommodity ow problem, that arises in scheduling
and transportation, and the scenario analysis problem, that arises in multi-period nancial planning
under uncertainty. We briey present concepts from the elds of parallel computation and convex
analysis that we will use in the development of our material. In chapter 2 we study an extended
version of the method of Alternating Directions (ADI) as applied to a general optimization problem
involving the minimization of the sum of two convex functions subject to linear constraints. The
method consists of solving consecutively in each iteration two optimization problems, the objective
function of which contains both Lagrangian and proximal terms. This is followed by a simple update
of the Lagrangian terms. We provide a main convergence theorem, and also present two variations
of the method. In chapter 3 we discuss some additional aspects of the structure of the block-
angular problem (CBA) and present a rst algorithm that specializes the ADI method to it. In
chapters 4, 5 and 6 we derive and characterize three highly-parallel ADI algorithms for (CBA). These
algorithms are such that the rst subproblem for each ADI iteration decomposes into independent
block-subproblems that can be solved in parallel, while the second ADI subproblem has a simple
closed-form solution the computation of which can also be parallelized. Computational experience
on the CM-5 is reported in chapter 7. We present our conclusions and directions for future research
in chapter 8.
This thesis makes contributions to both the theory and the practice of the ADI method. On
the theoretical front, we extend existing results, by relaxing assumptions on the properties of both
the objective function and the constraint matrices. We prove convergence of a version of the ADI
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method, in which the penalty matrices are allowed to vary for nitely many iterations. This can
be quite important in practical applications, since it allows for the tuning of the method to the
problem, by incorporating run-time heuristics that can speed up the method considerably. We
develop such a family of heuristics for the multicommodityow problem in chapter 7. We also present
a unied framework for the two main ADI schemes, the Douglas{Rachford and the Peaceman{
Rachford methods, when applied to problem (CBA), by showing that the latter is an over-relaxation
of the former.
On the programming front, we present an ecient implementation of the method on the CM-5
that takes advantage of the underlying hardware: the global coordination consists of the aggregation
of vectors, performed eciently by the system message-passing library. The largest linear problem
we generated has 26,154 rows and 53,952 columns, in the LP representation, and was solved in 336
CPU seconds on a CM-5 with 64 processors.
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Chapter 1
Introduction
1.1 Overview
In this chapter we describe the setting for both the theoretical and computational work of this the-
sis. We begin by describing, in section 1.2, the mathematical notation we will employ. Section 1.3
presents a brief overview of the basic parallel modes of computation in use today, and discusses
performance measures for parallel systems. It also discusses the fork{join methodology for coordi-
nating parallel processes, that we employ in our design of algorithms. In section 1.4 we introduce
the optimization problem we are solving and discuss in brief some of its realizations in practice.
In section 1.5 we survey previous work on the problem and in section 1.6 we present concepts and
denitions from convex analysis that we will use in subsequent chapters.
1.2 Mathematical notation
We describe here some of the general notation we will be using. Some notation particular to convex
analysis is described in section 1.6. We are concerned exclusively with nite dimensional Hilbert
spaces over the real numbers. All scalars, vectors and matrices in this thesis are real.
We let IR
n
denote the real n-dimensional space, and let IR
n
+
denote its non-negative orthant.
The real line is denoted by IR. The linear space of m  n real matrices will be denoted by IR
mn
.
The identity matrix in the space IR
nn
will be denoted by I
nn
, with indices omitted, if they can
be easily inferred from the context.
1
2We use lower-case latin and greek letters to represent vectors and scalars. Matrices and sets are
represented by capital letters.
For a vector x 2 IR
n
and a matrix A 2 IR
mn
we denote the transposes by x
T
and A
T
, re-
spectively. All untransposed vectors are assumed to be column vectors. We denote by x(i) the i-th
component of vector x, and by A(i; j) the i-th component of the j-th column vector of matrix A.
The notation diag (A
1
; : : : ; A
n
) will denote a block-diagonal matrix with blocks A
1
; : : : ; A
n
placed
along the diagonal. The blocks can either be submatrices or scalars.
We let x
T
y denote the Euclidean inner product of x and y in IR
n
, and we let, for any x in IR
n
,
kxk
2
stand for (x
T
x)
1
2
. The symbol k  k will represent an arbitrary norm.
Let now y be an arbitrary but xed vector in IR
n
. We will represent by y
T
() the real-valued
function that maps any x in IR
n
to y
T
x.
A sequence of vectors x
1
; x
2
; : : : will be denoted by

x
i
	
, with similar notation for sequences
of matrices and scalars. We will reserve superscript t to denote vectors and matrices generated at
step t = 0; 1; 2; : : : of an iterative process. We will use the notation x
[1]
; x
[2]
; : : : ; x
[K]
to denote K
disjoint sub-vectors that a vector x can be partitioned to. In case it is clear from the context, we
sometimes let x represent the concatenation of the vectors x
[1]
; x
[2]
; : : : ; x
[K]
.
For scalars  and , the operators minf; g, maxf; g have the standard meaning. We dene

+
:= maxf; 0g and 
 
:= maxf ; 0g. For vectors x and y, minfx; yg and maxfx; yg are to be
taken component-wise. Similarly, for a vector x, x
+
and x
 
are dened component-wise.
The expression A := B, or B =: A means \A is dened to be equal to B".
Further notation will be dened where it is needed.
1.3 Parallel Scientic Computing
1.3.1 A classication
The eld of parallel computing is currently undergoing rapid growth; new architectures are being
developed and implemented, and sophisticated performance models are being studied, either ana-
lytically or with the help of simulation. There is extensive experimentation going on in the design
and conguration of both the processors and the interconnection network.
For a general introduction to parallel computation one may consult, among others, the books
by Hwang [51] and Lawson [60], on the design of hardware, and by Akl [3] and Bertsekas and
Tsitsiklis [11], on the design of parallel scientic algorithms.
3Although parallel programming is still far from being standardized, the basic desirable parallel
computingmodes have been characterized. One can attempt a broad classication of parallel systems
on the basis of the implementation of the overall control of the computing process. Four major
categories emerge:
 Wavefront systems are self-controlled. There is no direct timing mechanism; processes are
event-driven and communicate asynchronously with each other.
 Systolic systems use time-ordered control; computing is subdivided into equal units of time,
and proceeds among processing elements (=: PEs) synchronously in discrete time stages. Time
multiplexing can be used to create a \virtual" system with more PEs.
 Single Instruction Multiple Data (SIMD) systems use a central control mechanism to broadcast
instructions to PEs at regular lock-step (synchronous) intervals.
 Multiple Instruction Multiple Data (MIMD) systems use PEs with individual control over their
part of the computation and their own execution rate; communication between PEs can be
either asynchronous or by synchronization barriers.
The rst two classes can be thought of as \extended" pipelines for scalar processors; they are
more suited for specic numerical tasks, such as sorting, matrix operations and Fast Fourier Trans-
form calculations, usually encountered in digital signal processing applications. They are usually
implemented as massive arrays of simple processors, sometimes bit-serial. Their architectural layout
is usually tailored to the computational task they will be performing; these are applications-specic
systems.
In contrast, the last two classes are general-purpose and have more exibility in their imple-
mentation. In particular, MIMD architectures have received the largest attention in the research
community, and a number of quite diverse MIMD architectures are available on the computer market,
in the high-performance bracket.
An advantage of MIMD systems is that the user is in control of the degree of \parallelization"
of the application: tasks can be allocated specically to PEs; the communication pattern between
PEs as well as the frequency and timing of the message exchange can be explicitly specied. Many
large-scale scientic problems have a structure that allows for their decomposition in relatively large
pieces, that can be worked on fairly independently, in a data parallel fashion; these are natural
candidates for a MIMD implementation. One such example are domain decomposition codes for the
4solution of partial dierential equations. Another example is the method of Alternating Directions
for convex programming,which is the focus of this thesis. Such methods exhibit irregular parallelism:
the algorithm may execute dierent steps per domain. SIMD architectures have inherent diculties
in treating eciently this kind of parallelism.
Another classication of parallel architectures is based on the size of the unit of parallelism, also
known as the level of granularity. In ne{grain parallelism, micro-elements, such as instructions
and data, are processed in parallel. In coarse{grain parallel systems, PEs operate as autonomous
uniprocessors executing local programs, with limited coordination.
Granularity can also be assigned to a parallel algorithm, based on the size of the data unit it
operates upon. As an example, in an algorithm for LU matrix factorization [90] it is possible to
have:
 Fine{grain parallelism associated with element-level update operations.
 Medium{grain parallelism associated with row-level update operations.
 Coarse{grain parallelism associated with independent pivots.
In case several levels of granularity are possible, a choice is made by weighing a number of factors,
such as the quality of the CPU, the amount of memory available per processor and the cost of
synchronization and communication.
Parallel systems can also be classied on the basis of the implementation of the control mechanism
(tightly vs. loosely coupled systems), the organization of memory (shared vs. distributed) and the
topology of the interconnection network (grid, torus, tree etc.).
1.3.2 Fork{Join coordination
A high-level protocol for the global organization of the computation in a MIMD environment is
fork{join, shown in Figure 1. In this protocol each PE is assigned a part of the current data of the
problem. During the fork, or data parallel, phase each PE performs a round of calculations on these
data, such as solving an optimization problem. When all PEs have completed the round, they signal
to each other the termination of the phase; this is called barrier synchronization.
Then the join, or global coordination, phase takes place, during which the PEs combine data
(such as solution information) and a global calculation is performed, usually on a single PE that
gathers the data. The results of the calculation are broadcast to all PEs, and are used in modifying
the local data.
Then another fork phase begins, to be followed by another join and so on, until it is determined
5Node 1 Node  2 Node  K
Node 1 Node  2 Node  K
Global  coordination
Global  coordination
Solve subproblems in parallel
Solve subproblems in parallel
Figure 1: The Fork{Join coordination protocol.
(usually in the join phase) that global termination criteria have been met, and the computation
concludes.
Depending on the communications protocol of the system, sometimes it is preferable to replicate,
if possible, the join phase on all PEs, especially if the cost of broadcasting is high. This can also
be determined during run-time, depending on the current load on the network in a time-sharing
environment.
Also note that the protocol is general enough to be implementable on any distributed computing
environment, such as a cluster of multiprocessors connected via Local Area Networks (LANs); what
is required is an implementation of the message-passing routines based on primitives of the LAN
protocol (such as TCP/IP).
The protocol is also known as master/slave; this reects the case in which there is a dedicated
master processor, that synchronizes the slave PEs via broadcasts, executes the join phase, and
combines and redistributes data sent by the slaves.
Fork{Join coordination is quite popular in parallel optimization; it is employed by many decom-
position algorithms such as: the Dantzig-Wolfe decomposition [19], the Schultz-Meyer shifted barrier
6method [92], the Parallel Variable Distribution [33], and Parallel Constraint Distribution [32] algo-
rithms of Ferris and Mangasarian, and the Diagonal Quadratic Approximation method of Mulvey
and Ruszczynski [71].
Methods that employ fork{join coordination are popular in other areas of scientic computing,
as well. For instance, Kowalik and Kumar present in [58] such a method for solving tridiagonal linear
systems; it consists of a careful organization of forward and backward steps of Gaussian elimination,
the majority of which are carried out in parallel, in fork phases, and the rest are carried out in join
phases.
1.3.3 Metrics for Parallel Performance
1.3.3.1 Execution time
As argued by Hennessy and Patterson [48], the most reliable performance metric for any computer
system is program execution time; it incorporates several other measures of goodness, that, when
taken independently, do not portray accurately the overall performance. These measures are: the
quality of the instruction set; the capability of the compiler to produce code that keeps the ALU
busy and minimizes stalling; the latency and bandwidth of the memory subsystem; the clock rate
of the chip, and the rate of execution of oating-point operations.
When the object of benchmarking is a parallel system, program execution time can also mirror:
the communication and synchronization costs, the latency and bandwidth of the interconnection
network, manifest in, for example, the rate of servicing of requests to global memory, and the
quality of the routing scheme for inter-processor message passing. The collection [23] presents an
overview of parallel benchmarking, including a discussion of performance metrics and descriptions
of benchmark suites in use today.
1.3.3.2 Speedup and Amdahl's Law
Let now T
p
stand for the execution time of a program on a system with p processors. Let also T
1
be the execution time for the same program, on the same input data, on a single processor, and let
T

be the time it takes to execute the \best" known serial algorithm for the same problem on the
same data set, on a single processor. We dene the (absolute) speedup [79], [104], [11, chapter 1] as
the ratio
s

p
:=
T

T
p
(1)
7the relative speedup s
p
as the ratio
s
p
:=
T
1
T
p
(2)
and the eciency 
p
as

p
:=
s

p
p
(3)
The value of 
p
is usually less that one, indicating eciency loss due to a number of factors,
such as: overhead introduced by communication (message packing and transfer), PE initialization
(getting identication parameters, setting the communication topology and opening the channels),
selection statements (switching PEs on and o to selectively operate on parts of data), duplication
of operations, and PE suspension (forced idleness) due to load imbalance or message dependencies.
In certain cases the above denition (1) can be problematic: for problems such as Linear Pro-
gramming there is no uncontested \best" serial algorithm; even though bounds in operations count
are available, these are usually worst-case estimates and the actual performance may depend strongly
on the particular data set and on the quality of the implementation. Moreover, denition (1) does
not reect well the \degree of parallelization" of the algorithm, as measured again its serial imple-
mentation; this degree is reected better in the relative speedup. Thus, in the recent mathematical
programming literature, one also nds measurements of parallel eciency based on the relative
speedup (Mangasarian with Deleone [21] and Ferris [33].) In our eciency estimates for the ADI
algorithm in section 7.5.1.3, we will also adopt this approach.
Observe now that s
p
 p, since we can simulate an algorithm running on p processors as p serial
copies running on a single processor, in roughly p-fold time. (Super-linear speedup can be observed
when the memory available on a single PE is either less than the cumulative memory needed by
p processors to solve the problem, or the result is too-frequent paging (\thrashing"). We exclude
such \exotic" cases from the discussion.) If s
p
' p, then the parallel algorithm has linear speedup;
this is clearly the best one can hope for. However, this is dicult to achieve, because of the limit
on the amount of parallelism that can be extracted; this is described quantitatively by Amdahl's
Law [5], which states that: \parallel speedup cannot exceed the inverse of the fraction of the residual
sequential code." The relevant formula, stated in terms of eciency, is

p
= ([p  1]s+ 1)
 1
(4)
where s is the fraction of the residual sequential (:= non-parallelizable) code.
Thus, if s = 0, the speedup is almost linear, if we allow a small margin for communications over-
head. Otherwise, if, say, 10% of the operations must be performed sequentially, then the maximum
8speedup is 10.
Over the years there have been re-evaluations [46] and extensions [103] of Amdahl's Law, in an
eort to incorporate parallel environment factors, such as the process granularity, the synchronization
overhead etc. Gustafson [8] also showed that for certain numerical problems the fraction of residual
sequential code can be reduced as the problem size increases, and thus eciency may improve with
problem size.
However, the consensus is that \to exploit more parallelism, programmers should design new
parallel algorithms, instead of parallelizing sequential algorithms" [104], especially since many large-
scale sequential code libraries do not parallelize/vectorize well: a recent survey [98] reports that a
ow simulation model, typical of numerical models in geophysical sciences, runs only three times
faster on a vector Cray Y-MP that on an IBM RS-6000 workstation! The non-vectorizable part of
the code is a library routine for solving a nite-dierence discretization of a PDE, which accounts
for about 30% of the total CPU operations. By Amdahl's Law, the speedup in this case cannot
exceed 3, and this was corroborated by observations in practice.
Amdahl himself (as quoted in [79]) has recently remarked that the great majority of problems
in technical computing exhibit 50  70% concurrency available for exploitation by either a vector or
a parallel architecture; only few exhibit concurrency of 85  94%, and this results from an intrinsic
physical or logical decomposability of their structure. This suggests that the success of parallel
decomposition algorithms can be largely attributed to the ecient way they exploit the underlying
problem structure.
The design of ecient genuinely-parallel algorithms for the general case is a dicult task, espe-
cially if we consider the fact that eciency may depend strongly on the architecture of the target
parallel system; an ecient algorithm for a shared memory system may perform poorly on a dis-
tributed memory system, and vice versa.
There is ongoing theoretical work on deriving models for parallel computation, and on deriving
ecient algorithms on these models. Success has been partial so far. We present here some of the
basics of parallel complexity models, following the survey of Mayr [67], which also has a sizeable
bibliography.
1.3.3.3 Complexity-Theoretic Parallel Computation
The basic computing model is the Parallel Random Access Machine, or PRAM, which consists of
an unbounded number of computing cells, which are Random Access Machines [1, chapter 1], and
9an unbounded number of global, shared memory cells. A RAM consists of a read-only input tape,
a write-only output tape, a stored program and registers. Any RAM can access any global memory
cell in a single step. Each RAM executes its own program (which can be a copy of a global one) and
synchronization is provided by a global clock.
Problems for which ecient parallel algorithms can be constructed belong to the complexity
class NC: for any such problem, there are positive constants c and k and a PRAM algorithm that
requires O(n
c
) processors and runs in polylogarithmic ( := O(log
k
n) ) time steps to solve a problem
instance of size n.
Eciency is dened in terms of the relative speedup, and is considered as a function of the input
size of the problem. A parallel algorithm is called optimal if it runs in polylogarithmic time with
eciency 
(1), and ecient if it runs in polylogarithmic time with eciency 
(log
 k
n), for some
constant k.
Ecient parallel algorithms have been devised for some fundamental problems such as sorting
and nding connected components and spanning forests in graphs. However, for depth-rst search
in a general graph, no NC algorithms are currently known, and it might be that the problem is
inherently sequential. (For a detailed discussion see Mayr [67]).
1.4 The block-angular problem
1.4.1 Description
Our object of study is a convex minimization problem with linear constraints having a specic
block structure in both the objective function and the constraint matrix. The convex block-angular
problem, denoted as (CBA), is
min
x
[1]
; x
[2]
; : : : ; x
[K]
f
[1]
(x
[1]
) + f
[2]
(x
[2]
) + : : : + f
[K]
(x
[K]
)
subject to A
[1]
x
[1]
= b
[1]
A
[2]
x
[2]
= b
[2]
.
.
.
A
[K]
x
[K]
= b
[K]
D
[1]
x
[1]
+ D
[2]
x
[2]
+ : : : + D
[K]
x
[K]
 d
0  x
[i]
 u
[i]
; i = 1; : : : ;K:
(5)
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In the above x
[i]
are the vectors of variables and
K
P
i=1
f
[i]
() is the objective function. We take
each component function in the objective f
[i]
to be nite-valued, convex and continuous. In many
important applications each function f
[i]
is block quadratic (LQ) in the vector x
[i]
, i.e.,
f
[i]
(x
[i]
) = c
[i]
T
x
[i]
+ x
[i]
T
Q
[i]
x
[i]
in which c
[i]
is a real vector and Q
[i]
is a real symmetric positive semi-denite matrix. This includes
the case where the objective is linear (Q
[i]
= 0).
For i = 1; : : : ;K, A
[i]
is am
i
n
i
real matrix describing equality constraints on the corresponding
block of variables x
[i]
, with the vector b
[i]
2 IR
m
i
serving as the right hand side. The vector u
[i]
2 IR
n
i
is a component-wise upper bound on the levels of the activity x
[i]
. If some components of the activity
are allowed to grow without restriction, we take the corresponding components of the upper bound
vector to be +1. The requirement 0  x
[i]
is not restrictive, since any lower bound on x
[i]
can be
translated to zero by a suitable translation of variables. We may also assume that no upper bound
on x
[i]
is zero; otherwise, we would set those variables to zero, delete the corresponding columns in
the matrices, and consider the reduced problem.
The matrix A
[i]
and the vectors b
[i]
and u
[i]
dene the block constraints for block i.
Each real matrixD
[i]
is of size m
0
n
i
; the matrix
h
D
[1]
: : :D
[K]
i
and the shared resource vector
d 2 IR
m
0
dene the coupling constraints that the block variables x
[i]
, i = 1; : : : ;K, must jointly
meet. We can think of D
[i]
x
[i]
as the amount of d that activity x
[i]
is consuming.
The constraint matrix thus has a special structure: block variables interact only in the coupling
constraints; if relatively few of these constraints are active at optimality, then the blocks are loosely
coupled. If there were no coupling constraints, (CBA) would be fully decomposable by block, since
the objective function is block-separable and each block of the constraints involves only one block of
variables. Then any solution made up of the concatenation of optimal vectors for the block problems
would be optimal for (CBA) and vice versa. It is the presence of the coupling constraints that makes
the problem hard.
When convenient, we can assume without loss of generality that the coupling constraints are
equalities: this can be accomplished by the introduction of a block of non-negative slack variables
x
[K+1]
. We would take f
[K+1]
 0, u
[K+1]
= +1, and the matrix D
[K+1]
to be the identity on
IR
m
0
m
0
. Then
D
[1]
x
[1]
+D
[2]
x
[2]
+ : : :+D
[K]
x
[K]
+ x
[K+1]
= d; 0  x
[i]
 u
[i]
; i = 1; : : : ;K + 1
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We now describe two real-world optimization problems that give rise to (CBA) problems. The
rst one, multicommodity network ow, occurs in scheduling and transportation problems. The
second one, scenario analysis, arises in stochastic optimization for multi-period planning under
uncertainty.
1.4.2 Multicommodity Network Flow (MC)
In modeling urban trac, railroads, communications, military logistics and multiproduct production
and distribution, the following problem arises: K commodities ow over the same network, or
over networks that share arcs. The objective is to nd a ow of minimal cost such that, for each
commodity:
(i) Supply and demand is met.
(ii) Flow is conserved at transshipment nodes.
(iii) Arc capacities for that commodity are not exceeded.
These restrictions correspond to the block constraints. The coupling constraints correspond to the
restriction:
(iv) The aggregate ow on a set of arcs shared by the commodities does not exceed some joint
capacity.
This problem can be modeled as (CBA) in the following way: the matrices A
[i]
and the vectors
b
[i]
are chosen to reect (i) and (ii), the vectors u
[i]
are the upper bounds as dictated by (iii), and
the matrices D
[i]
and vector d are chosen to reect (iv).
Each A
[i]
is thus the node-arc incidence matrix of a topological network; rows correspond to
nodes and columns to arcs; each column has exactly two non-zero entries, one of which is +1 (for an
outgoing arc), and the other is  1 (for an incoming arc). The vector b
[i]
represents node divergences:
it has a positive entry for a supply node, a negative entry for a demand node, and a zero entry for a
transshipment node. Each matrix D
[i]
consists of columns with one +1 entry and of zero columns;
nonzero columns correspond to arcs that appear in the linking constraints: thus, D
[i]
(j; k) is 1 if
the k-th arc for the i-th commodity participates in linking constraint j, and is 0 otherwise. All D
[i]
matrices have the same number of rows, which is the number of linking constraints. From the above
description we see that the constraint matrices A
[i]
and D
[i]
for (MC) can be very sparse.
The multicommodity network ow problem has been studied extensively, and specialized algo-
rithms have been developed for it over the years. A good coverage of these is provided in the survey
articles by Kennington [55] and Assad [6], and in the books by Kennigton and Helgason [56] and by
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Ahuja, Magnanti and Orlin [2].
1.4.3 Scenario Analysis
In some cases of modeling there is uncertainty about the value of some of the parameters of the
system. In certain situations one can assign \reasonable" values to such parameters; otherwise, one
has to include the uncertainty into the model, and solve a stochastic optimization problem. A way
of modeling uncertainty is to treat the parameters as random variables, and assume that they come
from a probability space (
; P ), where 
 is the set of possible realizations and P is the associated
probability density. Then one is interested in solving the problem
minimize E ff(x; )g :=
Z


f(x; ) dP ()
subject to x 2 C()
i.e. minimizing the expected value of the utility function f over all realizations of the parameters x
that belong to the feasible set C().
In many cases the complete structure of (
; P ) is not known, because only limited information
is available. Then one can resort to scenario analysis, i.e. model uncertainty by a few discrete
scenarios S :=

s
1
; : : : ; s
L
	
and then solve the problem
minimize
L
X
l=1
p
l
f(x
l
; s
l
)
subject to x
l
2 C
l
; s
l
2 S
in which p
l
is the probability that scenario s
l
occurs, and C
l
is the associated feasible set.
In the case when scenarios correspond to decisions taken for multi-stage planning, the problem can
have the following specialized form: each x
l
represents a sequence of decisions at stages t = 1; : : : ; T ,
x
l
=
 
x
1
l
; x
2
l
; : : : ; x
T
l

, and the constraint sets C
l
link decisions over two consecutive stages
D
t 1
l
x
t 1
l
+H
t
l
x
t
l
= b
t
l
; x
t
l
 0; t = 1; : : : ; T (6)
This is a fully decomposable problem, since both the objective and the block constraints (6) decom-
pose per scenario. However, the modeling of limited information introduces additional constraints
that link the scenario subproblems and give the problem the structure of (CBA), except that, in
the most direct formulation, the coupling constraints are equalities.
For any scenario s
l
, at any stage t, information is available for data only up to that stage, i.e.
only the scenario data d

l
:= (D

l
;H

l
; b

l
) ;  = 1; : : : ; t, are known. Then, if scenarios s
i
and s
j
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have common past and present stages, i.e. if d

i
= d

j
;  = 1; : : : ; t, then they must make the same
decision at stage t, i.e. x
t
i
= x
t
j
.
This is the non-anticipativity requirement. If we let A(i;t) denote the set of all scenarios that
make identical decisions with scenario i up to stage t, we can formulate the scenario analysis problem
as
minimize
L
X
l=1
p
l
f(x
l
; s
l
)
subject to x
l
2 C
l
; l = 1; : : : ; L;
x

i
= x

j
for all j 2 A(i;t); j =1; : : : ;L; t =1; : : : ; T
(7)
The non-anticipativity constraints can also be modeled as follows [70]: suppose that at stage t
scenarios s
1
; s
2
; : : : ; s
k
have common past and present data. Then non-anticipativity is enforced by
coupling constraints of the type
x
t
1
= x
t
2
x
t
2
= x
t
3
.
.
.
x
t
k 1
= x
t
k
so that each constraint links only two blocks. This formulation results in coupling matrices that are
quite sparse: for a three-stage problem, Figure 2 shows the decision tree, and Figure 3 shows the
structure of the constraint matrix.
Our presentation of the scenario analysis problem is based on material in Wets [102] and
Ruszczynski [89]. For a theoretical treatment of Stochastic Linear Programming one may consult
the book by Kall [53].
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scenario 1 scenario 2 scenario 3 scenario 4
Three stage decision tree 
Figure 2: A three-stage decision problem.
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Figure 3: The constraint matrix for the three-stage decision problem: x marks a possibly non-zero block. The last
ve rows are the non-anticipativity constraints.
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1.5 Previous work
Following Lasdon [59], we classify methods for solving large, structured mathematical problems,
such as (CBA), into direct and indirect. Direct methods specialize an existing algorithm to take
advantage of problem structure. For instance, when applying the simplex method to the linear
(CBA) problem, procedures such as generalized upper bounding and compact basis triangularization
allow for ecient manipulation of the basis inverse. Indirect methods essentially follow the fork-
join protocol, by decomposing the original problem into decoupled rst-level subproblems and then
solving a master coordination problem. Eckstein [27] surveys parallel implementations to date.
The Dantzig-Wolfe [19] and Benders [7] decomposition are two classic indirect methods. When
applied to (CBA), both can be implemented in parallel, since each block can be assigned to a PE. In
the fork phase each PE solves the associated subproblem; then, in the join, a PE collects subproblem
solution information, partially redenes the master problem, by adding a column or an objective
cut, and solves it. This solution is then used to create a new set of resource prices or allocations
which are passed to the subproblems, and the cycle repeats.
Another family of indirect methods for (CBA) employs penalty functions. The idea is to elimi-
nate the coupling constraints by placing them in the objective function via a suitable penalty term.
The resulting nonseparable and nonlinear penalty problem is solved iteratively, by an algorithm that
induces separability in the penalty objective. Then the problem decomposes into independent block
subproblems, the solution of which is used to redene the penalty in the next iteration. In this general
framework one can place the logarithmic shifted barrier algorithm of Schultz and Meyer [91], [92], the
smooth linear-quadratic penalty method of Zenios, Pinar and Dembo [107], [81], and the Diagonal
Quadratic Approximation method of Mulvey and Ruszczynski [71], [89].
Several other decomposition methods take advantage of the matrix structure of the problem.
Zenios [106] specializes the row-action method of Censor and Lent [16] to quadratic (MC) ; the al-
gorithm iterates on each constraint in an almost cycling fashion, adjusting primal and dual variables
to preserve complementarity and constraint satisfaction. Resource allocation methods maintain a
feasible allocation of the shared resource among the blocks; for a given allocation, a subproblem
is solved for each block, and then a master problem is solved, in order to determine an improved
allocation. The master problem is non-smooth, and can be solved by a subgradient method (Geof-
frion [39], Kennington and Helgason [56, chapter 6]), or a bundle method (Medhi [68], Ferris and
Horn [31], De Leone et al. [20].)
In coarse-grain implementations of subproblem/master algorithms, the solution of the master
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problem on a single processor is a potential bottleneck that can reduce parallel eciency. We are
thus interested in methods that generate master problems which are of small size and/or have an
explicit solution, that can be computed in parallel.
The Parallel Constraint Distribution method of Ferris and Mangasarian [30], [32] displays such
attractive features; it distributes the constraints among the PEs and modies each subproblem
objective function with augmented Lagrangian terms from other PEs. New Lagrangian information,
arising from the solution of the subproblems, is aggregated on a master PE, and the cycle is repeated.
The Parallel Variable Distribution method by the same authors [33], distributes the variables among
the PEs, so that each PE has primary responsibility for updating its own block of variables while
allowing the remaining ones to change in a restricted fashion. This process is carried out in parallel,
and is followed by a master problem of controlled size, in which the ane hull of (some of) the points
computed in the fork phase is searched for an optimal point.
The Alternating Directions method, which we begin to study in the next chapter, is also such
that the join phase is of a very simple computational nature, and can be calculated fast on the
CM-5.
The trade-o between simple and complex coordination is that an algorithm with a complex
coordination phase may be able to utilize better the subproblem information, and thus converge in
fewer iterations than a scheme with simple coordination. (For further discussion see De Leone et
al. [22]. See also Ho et al. [50], [43] for an improvement of the parallel performance of Dantzig-Wolfe
decomposition via load-balancing schemes).
1.6 Facts from convex analysis
In this section we group some basic denitions and properties of convex functions and sets. We
follow Robinson [83] in our presentation. The reader may also consult Rockafellar [85]. We are
concerned exclusively with sets and functions dened on real, nite-dimensional Hilbert spaces.
Denition 1.6.1 A set C  IR
n
is convex if for each x and y in C and each  2 (0; 1), one has
that (1  )x + y 2 C.
Denition 1.6.2 The indicator function of a convex set C,  ( j C), is dened by
 (x j C) :=
8
<
:
0 if x 2 C
+1 otherwise
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Denition 1.6.3 A set H  IR
n
of the form H = fx 2 IR
n
j c
T
x  g for some vector c 2 IR
n
and a real scalar  is called a closed half-space.
Denition 1.6.4 A set is called polyhedral if it is the intersection of a nite number of closed
half-spaces.
Denition 1.6.5 A real function is called extended-valued if it can explicitly assume the values
+1 and  1.
Denition 1.6.6 The epigraph of an extended-valued function f is the set in IR
n+1
epi f := f(x; ) j x 2 X; 2 IR; f(x)  g
Denition 1.6.7 An extended-valued function is called convex if its epigraph is a convex set.
Denition 1.6.8 A function is called closed if its epigraph is a closed set.
Denition 1.6.9 The effective domain of an extended-valued function f is the set
domf := fx 2 X jf(x) < +1g
The eective domain of a convex function is a convex set.
Denition 1.6.10 A convex function f is called proper if it is not identically +1 and it never
assumes the value  1.
Denition 1.6.11 Let f be a proper, convex function IR
n
 ! IR [ f+1g, and let a be a real
number. The level set 
a
is dened as

a
:= fx 2 X jf(x)  ag
For f a proper, convex function, a nonempty level set 
a
is convex.
For a proper function f we also have an alternative characterization of convexity.
Proposition 1.6.12 Let f : IR
n
 ! IR [ f+1g. If, for each x and y 2 IR
n
, x 6= y, and each
 2 (0; 1)
f ((1  )x + y)  (1  )f(x) + f(y)
then f is convex, while in case
f ((1  )x + y) < (1  )f(x) + f(y)
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then f is called strictly convex, and nally if
f ((1   )x+ y)  (1   )f(x) + f(y)   (1  ) kx  yk
2
2
for some  > 0, then f is called strongly convex with modulus .
Denition 1.6.13 A function f is lower semicontinuous at x if
f(x)  lim inf
y!x
f(y) = lim
!0
[infff(y) j 0 < ky   xk < g]
We then have the following important characterization theorem.
Theorem 1.6.14 Let f be an extended-valued real convex function. Then, the following are equiv-
alent :
(i) f is lower semicontinuous on its domain.
(ii) the level sets 
a
are closed, for all real a.
(iii) f is closed.
The following theorem, due to Bolzano and Weierstass, is very useful in applications.
Theorem 1.6.15 Let f : X  ! IR be lower semicontinuous on a compact set K  X. Then, there
exists x
0
2 K such that f(x
0
) = inf
y2K
f(y).
We now dene the conjugate function and the subdierential set.
Denition 1.6.16 Let f : IR
n
 ! IR [ f1g. The conjugate of f is the function f

, dened
for each y 2 IR
n
by
f

(y) = sup
x 2 IR
n

y
T
x  f(x)
	
The conjugate f

is a closed, convex function.
Denition 1.6.17 Let f : IR
n
 ! IR [ f1g be a convex function, and let x
0
2 IR
n
.
A vector y 2 IR
n
is a subgradient of f at x
0
if
f(x)  f(x
0
) + y
T
(x  x
0
); 8x 2 IR
n
The subdifferential set of f at x
0
, @f
x
0
, is the set of all subgradients of f at x
0
.
For all x
0
2 IR
n
, @f
x
0
is a closed, convex set.
We conclude by dening the linear complementarity problem.
Denition 1.6.18 (LCP) Let LCP (q;M ) denote the following problem: given a vector q 2 IR
n
and an n  n real matrix M , nd a non-negative vector x 2 IR
n
such that Mx + q  0 and
x
T
(Mx+ q) = 0.
Chapter 2
The Alternating Directions
Method for Optimization
2.1 Overview
In this chapter we study the Alternating Directions method (ADI) as applied to the minimization
of the sum of two convex functions subject to linear equations
min
x 2 IR
n
; z 2 IR
m
G
1
(x) + G
2
(z)
subject to Ax+ b = Bz
In subsequent chapters we show how to embed (CBA) in this general problem in three ways, with
each one producing a distinct iterative scheme.
We introduce the method in section 2.2. Section 2.3 contains the main result, the convergence
theorem 2.3.1. This theorem extends existing results, by relaxing the assumptions on the functions
and the constraints and also by treating an extended version of the method.
A characteristic of the method is convergence to the optimal value of the objective function even
if the primal iterates do not converge. (This is a common occurrence in optimization algorithms;
e.g. the subgradient method for unconstrained nondierentiable optimization in Polyak [82, sec-
tion 5.3.2].) We present an example illustrating this mode of convergence for the ADI method in
section 2.4.
Then we provide, in section 2.5, a sequence of corollaries that deal with special cases of interest
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and with an implementable stopping criterion. Finally, in section 2.6 we present two variations of
the ADI method, one that employs relaxation of the primal iterates and the Peaceman{Rachford
variant. As we will demonstrate in subsequent chapters, these two variants are closely related when
applied to the ADI methods we derive for the block-angular problem (CBA).
The ADI method for optimization has been studied extensively and sucient conditions for
convergence have been obtained by using either the theory of maximal monotone operators (Lions
and Mercier [62], Gabay [37], Eckstein and Bertsekas [25], [28]) or the theory of saddle-points of
Lagrangian functions (Glowinski with Marrocco, Fortin and Le Tallec [42], [34], [41]).
The Progressive Hedging algorithm of Rockafellar and Wets [88, 102] is a version of the ADI
algorithm applied to scenario analysis problems. When used to solve partial dierential equations,
the ADI method is usually called the Douglas{Rachford method, because it corresponds to the
method in [24] by these two authors. This viewpoint is discussed in detail in [37], [41], [62], [25].
Brezis [14] provides a good textbook level introduction to the general theory of maximal mono-
tone operators. Robinson [84] presents the theory from an optimization viewpoint; the connection
is that xed-point iteration on the resolvent of the subdierential operator is equivalent to the
proximal point algorithm. (See also Rockafellar [86], [87] on this.) For a general theoretical dis-
cussion of ADI and other splitting methods for the solution of partial dierential equations, see
Marchuk [66]; Johnsson et al. [52] discuss parallel implementations. In [29] Eckstein and Ferris
construct Douglas{Rachford and Peaceman{Rachford operator splitting methods for the monotone
linear complementarity problem. In his Ph.D. thesis [25] Eckstein demonstrates that, for the mini-
mization problem shown above, some other decomposition algorithms, among them the algorithm of
Han and Lou [47], Spingarn's Method of Partial Inverses [93], [94] and Golshtein's Block Method of
Convex Programming [44], [45], are instances of the Douglas{Rachford algorithm. He then proceeds
to derive ADI methods for monotropic programming; in [26] he discusses their ne-grain imple-
mentation on the Connection Machine CM{2 parallel computer. Fukushima [36] constructs an ADI
method for the dual, rather than the primal problem. Cheng and Teboulle [17] present a modied
ADI method, in which quadratic proximal terms replace the augmented Lagrangian penalty terms.
In the existing literature convergence of the ADI algorithm for optimization is proved under
rather strong assumptions on the problem: strict convexity and dierentiability of G
1
and growth
of G
1
faster than linear at innity [34], [41]. For the nite-dimensional case, A is assumed to have
full column rank [25], [28] or G
1
is assumed to have compact level sets [11, chapter 3]; for the dual
algorithm in [36], both primal and dual problems are assumed to be feasible and the solution set
21
of the primal is assumed to be bounded. For the nite-dimensional setting, we have been able to
relax these assumptions: for instance, we require only existence, not uniqueness, of minimizers for
the original problem and the two subproblems.
ADI methods can be constructed also for the Linear Complementarity Problem LCP(M , q)
where the matrixM is symmetric positive semidenite. Then the LCP is equivalent to the quadratic
problem [64]
min
x  0
1
2
x
T
Mx+ q
T
x (8)
Let M be split as M = B + C. After introducing an additional vector of variables z, we have the
equivalent problem with block-separable objective
min
x  0; z  0
1
2
x
T
Bx+
1
2
q
T
x+
1
2
z
T
Cz +
1
2
q
T
z
subject to x = z
which is in the form of the general problem for ADI. The convergence theory for ADI, presented
in the following sections, requires that both quadratic terms in the objective be convex, i.e. that
both B and C matrices be positive semidenite. In comparison, the \regular" splittings for the LCP
in (8) (see [65], [18, chapter 5]) require that the matrix B   C be positive denite.
2.2 Description of the algorithm
We want to solve the following linearly-constrained convex problem
min
x 2 IR
n
; z 2 IR
m
G
1
(x) + G
2
(z)
subject to Ax+ b = Bz
(9)
where G
1
: IR
n
! IR [ f+1g, G
2
: IR
m
! IR [ f+1g are extended-real valued, proper, closed,
convex functions, b 2 IR
l
, A : IR
n
! IR
l
is a nonzero ln matrix, and B : IR
m
! IR
l
is a nonzero
l m matrix.
The Lagrangian function associated with problem (9) is
L
0
(x; z; p) := G
1
(x) + G
2
(z) + p
T
(Ax+ b Bz) (10)
in which p 2 IR
l
is a tentative Lagrange multiplier vector. From standard duality theory, if the
Lagrangian admits a saddle-point at (x

; z

; p

), i.e., if
L
0
(x

; z

; p

) = min
x; z
max
p
L
0
(x; z; p)
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then (x

; z

) is a primal solution of problem (9) and p

is an associated dual multiplier. We make
the following basic assumption.
Assumption 2.2.1 Problem (9) admits a lagrangean saddlepoint.
Thus, a way of solving (9) is by nding a saddle-point of the Lagrangian [101], or, for reasons of
computational stability [9], of the augmented Lagrangian
L

(x; z; p) := G
1
(x) + G
2
(z) + p
T
(Ax+ b Bz) +

2
kAx+ b  Bzk
2
2
(11)
in which , the penalty parameter, is any positive scalar. Both Lagrangians have the same set of
saddle-points.
An iteration of the method of multipliers consists of taking a minimization step in the primal
space, followed by a steepest-ascent-type update of the multipliers p
(x
t+1
; z
t+1
) 2 argmin
x; z
L

(x; z; p
t
)
p
t+1
= p
t
+  r
p
L

(x
t+1
; z
t+1
; p
t
)
From the viewpoint of fork{join computation, if the original objective G
1
(x) + G
2
(z) and the
linear constraints Ax+b Bz are block-separable, one is interested in having the primalminimization
problem decompose in smaller subproblems that can be solved independently in parallel. However,
in the method of multipliers the quadratic penalty term kAx+ b Bzk
2
2
is generally not separable,
because it contains cross-terms. In some cases this drawback is not present in the Alternating
Directions method, in which the primal minimization step is done in a block Gauss-Seidel fashion,
rst over the x and then over the z variables
x
t+1
2 argmin
x
L

(x; z
t
; p
t
)
z
t+1
2 argmin
z
L

(x
t+1
; z; p
t
)
p
t+1
= p
t
+  r
p
L

(x
t+1
; z
t+1
; p
t
)
Arbitrary vectors p
0
and z
0
are chosen as starting point, and, in the simplest case, the scalar penalty
 > 0 is xed throughout the iterations. The method works towards achieving optimality in both
the primal and the dual space, by taking alternating steps in each. For strongly convex problems
satisfying a Lipschitz condition it can be proven that the rate of convergence is linear [62]. In order
to speed convergence, we vary the penalty  per iteration, by a heuristic procedure, that may be
tuned to the application at hand. An even more general approach is to use a separate value of
 for each linear constraint, also varying per iteration. In the most general case, we allow linear
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transformations of the constraints, by employing a square symmetric positive denite matrix H
t
in
the constraint term, which is ultimately xed.
This results in the following extension of the ADI algorithm for problem (9).
x
t+1
2 argmin
x
G
1
(x) + p
t
T
Ax+
1
2
(Ax + b  Bz
t
)
T
H
t
(Ax+ b Bz
t
) (12)
z
t+1
2 argmin
z
G
2
(z)  p
t
T
Bz +
1
2
(Ax
t+1
+ b  Bz)
T
H
t
(Ax
t+1
+ b  Bz)(13)
p
t+1
= p
t
+H
t
(Ax
t+1
+ b Bz
t+1
) (14)
The minimization in the subproblems (12) and (13) takes place in the eective domains of G
1
and G
2
. These are nonempty (since both functions are proper) convex sets. Thus the subproblems
are feasible. In order to have the algorithm well-dened, we need to guarantee the existence of
minimizers, i.e. we need to make the following assumption.
Assumption 2.2.2 Subproblems (12) and (13) are solvable.
Thus, the values G
1
(x
t+1
) and G
2
(z
t+1
) are nite, for all t  0. Notice that we do not require
uniqueness of the minimizers in the subproblems. This would require stronger assumptions on the
problem, such as G
1
and G
2
being strictly convex, or the matrices A and B having full column rank.
2.3 The convergence theorem
We now state and prove the convergence theorem for the extended ADI method. Our proof is
modeled after [11, chapter 3] and [41, chapter 3].
Theorem 2.3.1 (Convergence of ADI) Let assumptions 2.2.1 and 2.2.2 hold, and let
f(x
t
; z
t
; p
t
)g be a sequence of iterates produced by the ADI algorithm (12){(14). Let the symmetric
positive denite matrices fH
t
g be ultimately xed. Then
(i) The sequence f(Ax
t
; Bz
t
)g converges, and the limit satises the constraints of problem (9).
(ii) The sequence fG
1
(x
t
) + G
2
(z
t
)g converges to the optimal value of the objective function for
problem (9).
(iii) The sequence fp
t
g converges to an optimal dual multiplier for problem (9).
(iv) Any minimizers of subproblems of the form (12) and (13) in which p
t
, Ax
t+1
and Bz
t
are
xed at their limit values and H
t
is an arbitrary symmetric positive denite matrix, are optimal for
problem (9).
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A point that perhaps needs clarication is the statement in part (iii) regarding \an optimal dual
multiplier for problem (9)", i.e., we are considering a dual multiplier independently of a primal
solution. This is a property of saddle-points: dual multipliers are associated with the minimization
problem, not with specic primal solutions, as we will show in the following lemma.
Lemma 2.3.2 Let X
0
be a nonempty set in IR
n
, and dene on it the functions  : X
0
! IR,
g : X
0
! IR
m
. Suppose that (x
1
; u
1
) satises saddle-point conditions with respect to  and g
(x
1
) + u
T
g(x
1
)  (x
1
) + u
1
T
g(x
1
)  (x) + u
1
T
g(x) 8u 2 IR
m
; 8 x 2 X
0
: (15)
If (x
2
; u
2
) also satises these conditions, then so do (x
1
; u
2
) and (x
2
; u
1
).
Proof: By arguments similar to those in [63, section 5.3.1], both x
1
and x
2
solve
min
x 2 X
0
(x)
subject to g(x) = 0
and therefore (x
1
) = (x
2
) and g(x
1
) = g(x
2
) = 0. Thus
(x
2
) + u
1
T
g(x
2
) = (x
2
) = (x
1
) =
(x
1
) + u
1
T
g(x
1
)  (x) + u
1
T
g(x) 8 x 2 X
0
(16)
On the other hand, since g(x
2
) = 0, for any u 2 IR
m
we have u
T
g(x
2
) = 0, and thus
(x
2
) + u
T
g(x
2
)  (x
2
) = (x
2
) + u
1
T
g(x
2
) 8u 2 IR
m
(17)
Combining (17) and (16) we get
(x
2
) + u
T
g(x
2
)  (x
2
) + u
1
T
g(x
2
)  (x) + u
1
T
g(x) 8u 2 IR
m
; 8 x 2 X
0
which shows that (x
2
; u
1
) is a saddle-point. The proof for (x
1
; u
2
) follows by symmetry.
In the case of problem (9), we take the set X
0
in the lemma above to be the eective domain
of G
1
+G
2
(product of the respective eective domains). By assumption 2.2.1 this set is nonempty.
Thus, for the application of the lemma, we take the function  to be the restriction of G
1
+ G
2
to
that set. Also, since the constraints for problem (9) are linear, each optimal point corresponds to a
saddle-point.
In the proof of theorem 2.3.1 we will also use the following linearization lemma, which special-
izes [15, theorem 2.3].
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Lemma 2.3.3 Let X
0
be a nonempty, convex subset of IR
n
. Suppose J : X
0
! IR is a function of
the form J = J
1
+ J
2
, where J
1
and J
2
are convex functions and J
2
is dierentiable on X
0
. Then,
x is a minimum for J if and only if
J
1
(x)   J
1
(x) +rJ
2
(x)
T
(x  x)  0; 8x 2 X
0
In order to prove the convergence theorem 2.3.1, we state and prove a collection of lemmas.
We begin by proving, in lemma 2.3.4, that the ADI iterates f(Ax
t
; Bz
t
; p
t
)g are bounded. In
lemma 2.3.5 we show that the sequence fG
1
(x
t
) + G
2
(z
t
)g converges to the optimal value of the
objective function for problem (9) and that, in the limit, f(Ax
t
; Bz
t
)g satises the constraints of
problem (9). In lemma 2.3.6 we show that the sequences fAx
t
g, fBz
t
g and fp
t
g converge, and that
the limit point of fp
t
g is an optimal dual multiplier for problem (9). Finally, lemma 2.3.7 shows how
to employ the limit values of fAx
t
g, fBz
t
g and fp
t
g as proximal terms in order to obtain a primal
optimal vector for problem (9) by solving two minimization subproblems.
Lemma 2.3.4 Let f(x
t
; z
t
; p
t
)g be a sequence of iterates produced by the ADI algorithm for prob-
lem (9). Let the symmetric positive denite matrices fH
t
g be ultimately xed. Then the sequences
fAx
t
g, fBz
t
g and fp
t
g are bounded.
Proof: Applying the linearization lemma 2.3.3 to subproblem (12) with the correspondences
J
1
(x) = G
1
(x);
J
2
(x) = p
t
T
Ax+
1
2
(Ax + b  Bz
t
)
T
H
t
(Ax+ b  Bz
t
)
we get, after using the symmetry of H
t
[p
t
+H
t
(Ax
t+1
+ b  Bz
t
)]
T
A(x
t+1
  x)  G
1
(x)  G
1
(x
t+1
) 8x 2 IR
n
(18)
This expression can be simplied, by using the multiplier update (14). We obtain
[p
t+1
+H
t
B(z
t+1
  z
t
)]
T
A(x
t+1
  x)  G
1
(x)  G
1
(x
t+1
) 8x 2 IR
n
(19)
Applying the linearization lemma to subproblem (13) with the correspondences
J
1
(z) = G
2
(z);
J
2
(z) =  p
t
T
Bz +
1
2
(Ax
t+1
+ b  Bz)
T
H
t
(Ax
t+1
+ b Bz)
26
we get in a similar fashion
  [p
t
+H
t
(Ax
t+1
+ b Bz
t+1
)]
T
B(z
t+1
  z)  G
2
(z)  G
2
(z
t+1
) 8z 2 IR
m
(20)
which can be simplied to
  p
t+1
T
B(z
t+1
  z)  G
2
(z)  G
2
(z
t+1
) 8z 2 IR
m
(21)
Let now (x

, z

) be any primal optimal vectors and let p

be any optimal dual vector for
problem (9). Then
Ax

+ b = Bz

(22)
and also
G
1
(x

) +G
2
(z

) = L
0
(x

; z

; p

) = min
x; z
L
0
(x; z; p

)
that is
G
1
(x

) +G
2
(z

)  G
1
(x) + G
2
(z) + p

T
(Ax+ b Bz) 8x 2 IR
n
; 8z 2 IR
m
For the primal ADI iterates fx
t
g and fz
t
g this implies
G
1
(x

) +G
2
(z

)  G
1
(x
t+1
) +G
2
(z
t+1
) + p

T
(Ax
t+1
+ b Bz
t+1
) (23)
or, after taking (14) into account,
G
1
(x

) + G
2
(z

)  G
1
(x
t+1
) + G
2
(z
t+1
) + p

T
(H
t
)
 1
(p
t+1
  p
t
) (24)
On the other hand, substituting x

for x in (19) we obtain
[p
t+1
+H
t
B(z
t+1
  z
t
)]
T
A(x
t+1
  x

)  G
1
(x

)  G
1
(x
t+1
) (25)
We now use (22) and (14) in order to simplify (25). We have that
A(x
t+1
  x

) = (Ax
t+1
+ b Bz
t+1
) + B(z
t+1
  z

)
= (H
t
)
 1
(p
t+1
  p
t
) + B(z
t+1
  z

)
(26)
Using (26) and the symmetry of H
t
we can rewrite (25) as
[p
t+1
+H
t
B(z
t+1
  z
t
)]
T
B(z
t+1
  z

) + (p
t+1
  p
t
)
T
B(z
t+1
  z
t
)
+ p
t+1
T
(H
t
)
 1
(p
t+1
  p
t
)  G
1
(x

)  G
1
(x
t+1
)
(27)
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Substituting z

for z in (21) we obtain
  p
t+1
T
B(z
t+1
  z

)  G
2
(z

)  G
2
(z
t+1
) (28)
We now add (24), (27) and (28). We obtain
(p
t+1
  p

)
T
(H
t
)
 1
(p
t+1
  p
t
) + [H
t
B(z
t+1
  z
t
)]
T
B(z
t+1
  z

)
+ (p
t+1
  p
t
)
T
B(z
t+1
  z
t
)  0
(29)
We concentrate rstly on the last term in the above three-term sum. In order to nd its sign, we
substitute z
t
for z in (21). This yields
  p
t+1
T
B(z
t+1
  z
t
)  G
2
(z
t
)  G
2
(z
t+1
) (30)
Now, to eliminate the left hand side term in this last equation, we consider (21) once more, this
time for iteration t, and we substitute z
t+1
for z. We get
p
t
T
B(z
t+1
  z
t
)  G
2
(z
t+1
)  G
2
(z
t
) (31)
Adding (30) and (31) yields
0  (p
t+1
  p
t
)
T
B(z
t+1
  z
t
) (32)
i.e. the third term in (29) is always non-negative. Then, a fortiori, the sum of the other two terms
is always non-positive, i.e.
(p
t+1
  p

)
T
(H
t
)
 1
(p
t+1
  p
t
) + [H
t
B(z
t+1
  z
t
)]
T
B(z
t+1
  z

)  0 (33)
We now introduce the notation
z
t
:= z
t
  z

; p
t
:= p
t
  p

Then (33) can be rewritten as
(p
t+1
  p
t
)
T
(H
t
)
 1
p
t+1
+ [B(z
t+1
  z
t
)]
T
H
t
Bz
t+1
 0 (34)
in which we have used the symmetry of H
t
. We will now provide estimates for each of the two inner
product terms. We use the fact that, for any two vectors a; c 2 IR
l
, and any l  l real symmetric
matrix M , one has
(a  c)
T
Ma =
1
2
h
(a   c)
T
M (a   c) + a
T
Ma  c
T
Mc
i
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In case M is symmetric positive denite, it induces a vector norm in IR
l
, dened by
kxk
M
:= (x
T
Mx)
1
2
and the equality can also be written as
(a   c)
T
Ma =
1
2
h
ka  ck
2
M
+ kak
2
M
  kck
2
M
i
By assumption, fH
t
g is a sequence of symmetric positive denite matrices. Then, the same is true
of the sequence

(H
t
)
 1
	
. Therefore, both fH
t
g and

(H
t
)
 1
	
induce vector norms, and we obtain
the following estimates
(p
t+1
  p
t
)
T
(H
t
)
 1
p
t+1
=
1
2
h


p
t+1
  p
t


2
(H
t
)
 1
+


p
t+1


2
(H
t
)
 1
 


p
t


2
(H
t
)
 1
i
[B(z
t+1
  z
t
)]
T
H
t
Bz
t+1
=
1
2
h


B(z
t+1
  z
t
)


2
H
t +


Bz
t+1


2
H
t  


Bz
t


2
H
t
i
(35)
Substitution in (34) yields


p
t+1
  p
t


2
(H
t
)
 1 +


B(z
t+1
  z
t
)


2
H
t + 



p
t


2
(H
t
)
 1 +


Bz
t


2
H
t

 



p
t+1


2
(H
t
)
 1
+


Bz
t+1


2
H
t

(36)
which implies



p
t+1


2
(H
t
)
 1
+


Bz
t+1


2
H
t





p
t


2
(H
t
)
 1 +


Bz
t


2
H
t

; 8t (37)
This is a key inequality in establishing the convergence of the ADI algorithm. Let the real
sequence f
t
g be dened as


t
	
:=
n


p
t


2
(H
t
)
 1 +


Bz
t


2
H
t
o
(38)
Since fH
t
g is ultimately xed, f
t
g is ultimately non-increasing, for any primal-dual optimal pair
(x

; z

; p

) for problem (9), and thus it is bounded from above. This sequence is bounded below by
zero, hence it converges to its inmum. The fact that f
t
g in (38) is bounded from above, combined
with the fact that fH
t
g is ultimately xed, implies that
n
kp
t
k
2
2
+ kBz
t
k
2
2
o
is also bounded from
above. It follows then that the sequences fp
t
g and fBz
t
g are bounded, and therefore that the
sequences fp
t
g and fBz
t
g are bounded. Then, by (26), the sequence fAx
t
g is also bounded. This
concludes the proof of lemma 2.3.4.
Lemma 2.3.5 Let f(x
t
; z
t
; p
t
)g be a sequence of iterates produced by the ADI algorithm for prob-
lem (9). Let the symmetric positive denite matrices fH
t
g be ultimately xed. Then
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(i)

p
t+1
  p
t
	
 ! 0 ,

Bz
t+1
 Bz
t
	
 ! 0 , fAx
t
+ b Bz
t
g  ! 0 .
(ii) The sequence fG
1
(x
t
) +G
2
(z
t
)g converges to the optimal value of the objective function for
problem (9).
Proof: Let again (x

, z

) be primal optimal vectors and let p

be an optimal dual vector for
problem (9). It was shown in the proof of lemma 2.3.4 that the sequence f
t
g, dened in (38),
converges. Then from (36) we get that the sequence of non-negative real numbers 
t
dened as


t
	
:=
n


p
t+1
  p
t


2
(H
t
)
 1 +


B(z
t+1
  z
t
)


2
H
t
o
is majorized by the sequence


t
  
t+1
	
, which converges to zero, since f
t
g converges. Thus
f
t
g must also converge to zero. By the assumptions on fH
t
g, this implies that both sequences

p
t+1
  p
t
	
and

B(z
t+1
  z
t
)
	
converge to zero, and therefore

p
t+1
  p
t
	
 ! 0;

Bz
t+1
  Bz
t
	
 ! 0;

Ax
t
+ b Bz
t
	
 ! 0
the last as a consequence of the multiplier update (14). This concludes the proof of part (i).
To prove part (ii), we begin by using the fact that

p
t+1
  p
t
	
 ! 0, established in part (i), and
the assumptions on fH
t
g, in order to take limits in (24). We get
G
1
(x

) +G
2
(z

)  lim inf
t

G
1
(x
t
) +G
2
(z
t
)
	
(39)
Adding (27) and (28) yields
G
1
(x

) +G
2
(z

)  G
1
(x
t+1
) + G
2
(z
t+1
) + p
t+1
T
(H
t
)
 1
(p
t+1
  p
t
)
+ [(p
t+1
  p
t
) +H
t
B(z
t+1
  z
t
)]
T
Bz
t+1
(40)
We take limits in (40) and use the boundedness of fp
t
g and fBz
t
g and part (i) of this lemma. We
obtain
lim sup
t

G
1
(x
t
) +G
2
(z
t
)
	
 G
1
(x

) + G
2
(z

) (41)
Combining (39) and (41) we get
lim sup
t

G
1
(x
t
) + G
2
(z
t
)
	
 G
1
(x

) + G
2
(z

)  lim inf
t

G
1
(x
t
) + G
2
(z
t
)
	
which implies that
lim
t

G
1
(x
t
) + G
2
(z
t
)
	
= G
1
(x

) + G
2
(z

)
and concludes the proof of part (ii) of the lemma.
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Lemma 2.3.6 Let f(x
t
; z
t
; p
t
)g be a sequence of iterates produced by the ADI algorithm for prob-
lem (9). Let the symmetric positive denite matrices fH
t
g be ultimately xed. Then
(i) The sequences fAx
t
g, fBz
t
g and fp
t
g converge.
(ii) The limit point of fp
t
g is an optimal dual multiplier for problem (9).
Proof: By lemma2.3.4, the sequences fBz
t
g and fp
t
g are bounded, hence they possess accumulation
points. We will prove rst that any accumulation point of fp
t
g is an optimal dual multiplier for
problem (9). Then we will show that the accumulation points of fBz
t
g and fp
t
g are unique. This
will establish the convergence of the sequences fBz
t
g and fp
t
g, and also part (ii). The convergence
of fAx
t
g will then follow from the convergence of fBz
t
g and part (i) of lemma 2.3.5.
Let now % be an accumulation point of

p
t
	
and suppose that the subsequence
n
p
t
j
o
converges
to %. By lemma 2.3.5 part (ii),

Ax
t
	
is bounded, hence its subsequence
n
Ax
t
j
o
is also bounded.
Let  be an accumulation point of
n
Ax
t
j
o
and suppose that the subsequence
n
Ax
t
j
k
o
converges to
. Since

Bz
t
	
is bounded, its subsequence
n
Bz
t
j
k
o
is also bounded. Then, for any accumulation
point  of
n
Bz
t
j
k
o
, we have + b = , i.e.
n
Bz
t
j
k
o
converges to + b. Thus, there is a countably
innite index set N , such that the sequence (in IR
l
 IR
l
 IR
l
) f(Ax
n
; p
n
; Bz
n
)g n 2 N , converges
to (; %; ), such that + b = .
We will now show that % is an optimal dual vector for problem (9), that is
G
1
(x

) + G
2
(z

) + u
T
(Ax

+ b Bz

) 
G
1
(x

) + G
2
(z

) + %
T
(Ax

+ b  Bz

) 
G
1
(x) + G
2
(z) + %
T
(Ax + b  Bz)
8u 2 IR
l
; 8x 2 IR
n
; 8z 2 IR
m
Since Ax

+ b = Bz

, this is equivalent to showing that
G
1
(x

) + G
2
(z

)  G
1
(x) + G
2
(z) + %
T
(Ax+ b Bz) 8x 2 IR
n
; 8z 2 IR
m
(42)
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Adding (19), (21) and (24) yields, after rearranging and adding p
t+1
T
b to each side
G
1
(x

) + G
2
(z

) + p
t+1
T
(Ax
t+1
+ b Bz
t+1
)
+ [H
t
(Bz
t+1
 Bz
t
)]
T
(Ax
t+1
  Ax) 
G
1
(x) + G
2
(z) + p

T
(H
t
)
 1
(p
t+1
  p
t
)
+ p
t+1
T
(Ax + b  Bz)
8t  0; 8x 2 IR
n
; 8z 2 IR
m
(43)
In particular, if we pick the x
t
and z
t
iterates from the index set N , this implies
G
1
(x

) + G
2
(z

) + p
n+1
T
(Ax
n+1
+ b Bz
n+1
)
+ [H
n
(Bz
n+1
 Bz
n
)]
T
(Ax
n+1
  Ax) 
G
1
(x) + G
2
(z) + p

T
(H
n
)
 1
(p
n+1
  p
n
)
+ p
n+1
T
(Ax + b  Bz)
8n 2 N ; 8x 2 IR
n
; 8z 2 IR
m
(44)
Taking limits on both sides, and using the fact that fAx
n
g is bounded and also that, as n  ! +1,
fAx
n
+ b Bz
n
g  ! 0, fp
n
g  ! % and

Bz
n
  Bz
n+1
	
 ! 0, we get (42).
We will now show that the accumulation point (%; ) is unique. We argue by contradiction:
suppose f(p
t
; Bz
t
)g has another accumulation point (%
1
; 
1
). Then there exists a countably innite
index set K such that

Ax
k
+ b
	
 ! 
1
;

p
k
	
 ! %
1
; lim
k2K

G
1
(x
k
) +G
2
(z
k
)
	
= G
1
(x

) + G
2
(z

)
and %
1
is an optimal dual for problem (9). We will now retrace our previous analysis and show that
%
1
= % and 
1
= .
Since %
1
is an optimal dual we can write the saddle-point inequality (23) as
G
1
(x

) +G
2
(z

)  G
1
(x
t+1
) +G
2
(z
t+1
) + %
1
T
(Ax
t+1
+ b Bz
t+1
) (45)
We can also substitute x
k
for x in (19). We get, after rearranging and adding p
t+1
T
b to each side
G
1
(x
t+1
) + p
t+1
T
(Ax
t+1
+ b) + [H
t
(Bz
t+1
 Bz
t
)]
T
Ax
t+1

G
1
(x
k
) + p
t+1
T
(Ax
k
+ b) + [H
t
(Bz
t+1
 Bz
t
)]
T
Ax
k
8k 2 K
(46)
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Substituting x
k
for x in (21) yields
G
2
(z
t+1
)   p
t+1
T
Bz
t+1
 G
2
(z
k
)  p
t+1
T
Bz
k
8k 2 K (47)
Adding (45), (46) and (47), yields, after rearranging
G
1
(x

) + G
2
(z

) + (p
t+1
  %
1
)
T
(Ax
t+1
+ b  Bz
t+1
) 
G
1
(x
k
) + G
2
(z
k
) + p
t+1
T
(Ax
k
+ b Bz
k
) + [H
t
(Bz
t+1
 Bz
t
)]
T
(Ax
k
  Ax
t+1
) (48)
After taking the limit over k 2 K and using the fact that

Ax
k
+ b
	
 ! 
1
and

Bz
k
	
 ! 
1
and
the boundedness of fp
t
g, the right hand side reduces to
G
1
(x

) +G
2
(z

) + [H
t
(Bz
t+1
  Bz
t
)]
T
(
1
  b Ax
t+1
)
and thus, after cancellations, (48) reduces to
(p
t+1
  %
1
)
T
(Ax
t+1
+ b Bz
t+1
) + [H
t
(Bz
t+1
  Bz
t
)]
T
(Ax
t+1
+ b  
1
)  0
which, after using the multiplier update (14), becomes
[(p
t+1
  %
1
)]
T
(H
t
)
 1
(p
t+1
  p
t
) + [H
t
B(z
t+1
  z
t
)]
T
(Bz
t+1
  
1
)
+B(z
t+1
  z
t
)
T
(p
t+1
  p
t
)  0
which is analogous to (29). Thus, repeating the analysis, we obtain



p
t+1
  %
1


2
(H
t
)
 1 +


Bz
t+1
  
1


2
H
t





p
t
  %
1


2
(H
t
)
 1 +


Bz
t
  
1


2
H
t

; 8t (49)
which is similar to (37). By similar arguments we infer that the sequence
n


p
t
  %
1


2
(H
t
)
 1
+


Bz
t
  
1


2
H
t
o
is convergent, thus all its subsequences must have the same limit. For the subsequence with indices
k 2 K, we have that

Bz
k
	
 ! 
1
, fp
k
g  ! %
1
, thus the sequence has limit 0. Thus, for the
subsequence with indices n 2 N , we have that fBz
n
g  ! 
1
and fp
n
g  ! %
1
.
We now show how to obtain a primal optimal vector for problem (9) by solving two special ADI
minimization subproblems.
Lemma 2.3.7 Let ~x solve subproblem (12) in which p
t
and Bz
t
are xed at their limit values,
and let ~z solve subproblem (13) in which p
t
and Ax
t+1
are xed at their limit values, with H
t
in
both subproblems an arbitrary symmetric positive denite matrix. Then (~x; ~z) is primal optimal for
problem (9).
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Proof : Let fp
t
g  ! % and fBz
t
g  ! . Then fAx
t
g  !    b. By assumption, ~x is a solution of
min
x
G
1
(x) + %
T
Ax+
1
2
(Ax + b  )
T
H
t
(Ax+ b  )
thus we must have
G
1
(~x) + %
T
(A~x+ b   ) +
1
2
(A~x+ b  )
T
H
t
(A~x + b  ) 
G
1
(x) + %
T
(Ax+ b   ) +
1
2
(Ax+ b  )
T
H
t
(Ax + b  ); 8x 2 IR
n
and in particular for the ADI sequence fx
t
g
G
1
(~x) + %
T
(A~x+ b  ) +
1
2
(A~x+ b   )
T
H
t
(A~x+ b  ) 
G
1
(x
t
) + %
T
(Ax
t
+ b  ) +
1
2
(Ax
t
+ b  )
T
H
t
(Ax
t
+ b   )
(50)
Similarly, ~z is a solution of
min
z
G
1
(z)   %
T
Bz +
1
2
(  Bz)
T
H
t
(  Bz)
and therefore we must have
G
2
(~z) + %
T
(   B~z) +
1
2
(  B~z)
T
H
t
(  B~z) 
G
2
(z) + %
T
(   Bz) +
1
2
(  Bz)
T
H
t
(  Bz); 8z 2 IR
m
and in particular for the ADI sequence fz
t
g
G
2
(~z) + %
T
(  B~z) +
1
2
(  B~z)
T
H
t
(  B~z) 
G
2
(z
t
) + %
T
(  Bz
t
) +
1
2
(  Bz
t
)
T
H
t
(  Bz
t
)
(51)
Adding (50) and (51) yields
G
1
(~x) + G
2
(~z) + %
T
(A~x + b  B~z)
+
1
2
(A~x+ b  )
T
H
t
(A~x + b  ) +
1
2
(   B~z)
T
H
t
(   B~z) 
G
1
(x
t
) +G
2
(z
t
) + %
T
(Ax
t
+ b Bz
t
)
+
1
2
(Ax
t
+ b  )
T
H
t
(Ax
t
+ b  ) +
1
2
(   Bz
t
)
T
H
t
(   Bz
t
)
Let now (x

; z

) be any primal optimal solution for problem (9). Taking the limit in the right hand
side of the last inequality, and using parts (i) and (ii) of theorem 2.3.1 yields
G
1
(~x) + G
2
(~z) + %
T
(A~x + b  B~z)
+
1
2
(A~x+ b  )
T
H
t
(A~x + b  ) +
1
2
(   B~z)
T
H
t
(   B~z) 
G
1
(x

) + G
2
(z

)
(52)
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On the other hand, (x

; z

; %) is an optimal primal-dual pair for problem (9). Thus
G
1
(x

) + G
2
(z

)  G
1
(~x) +G
2
(~z) + %
T
(A~x+ b B~z) (53)
Combining (52) and (53) shows that
1
2
(A~x + b  )
T
H
t
(A~x+ b  ) +
1
2
(  B~z)
T
H
t
(  B~z)  0
Since H
t
is a symmetric positive denite matrix, this inequality implies that each quadratic term in
the summation must be zero, and thus
A~x+ b =  = B~z (54)
which shows that (~x; ~z) is primal feasible for problem (9). Using (54) in (52) and (53) we get that
G
1
(~x) + G
2
(~z) = G
1
(x

) + G
2
(z

)
i.e. (~x; ~z) is primal optimal for problem (9).
By combining the results in the previous lemmas we can provide a proof for the ADI convergence
theorem 2.3.1.
Proof of theorem 2.3.1: Part (i) of the theorem can be proven by combining part (i) of lemma2.3.5
and part (i) of lemma 2.3.6. Part (ii) is proven in part (ii) of lemma 2.3.5 and part (iii) is proven in
part (ii) of lemma 2.3.6. Finally, part (iv) is proven in lemma 2.3.7.
2.4 A simple example
We want to employ the ADI method to solve the following linear problem.
min
x
1
; x
2
; x
3
; x
4
x
1
  x
2
+ x
3
+ x
4
subject to x
1
  x
2
= 1
x
3
+ x
4
= 1
x
1
; x
2
; x
3
; x
4
 0 (55)
We begin by dening
G
1
(x
1
; x
2
; x
3
) :=
8
<
:
x
1
  x
2
+ x
3
if x
1
  x
2
= 1 and x
1
; x
2
; x
3
 0
+1 otherwise
(56)
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and
G
2
(x
4
) :=
8
<
:
x
4
if x
4
 0
+1 otherwise
(57)
Both functions G
1
and G
2
are convex, proper and closed. They allow us to write problem (55) as
min
x
1
; x
2
; x
3
; x
4
G
1
(x
1
; x
2
; x
3
) +G
2
(x
4
)
subject to x
3
+ x
4
= 1
which is in the form of the general problem (9), with the correspondences
A [ 0 0 1 ]; B  [  1 ]; b  1
Observe that the splitting matrix A has not full column rank.
In the ADI algorithm we take, for simplicity,H
t
= I; 8t. At each iteration t = 0; 1; : : : we solve
the two least-squares subproblems
(x
t+1
1
; x
t+1
2
; x
t+1
3
) 2 argmin
x
1
; x
2
; x
3
x
1
  x
2
+ x
3
+ p
t
T
x
3
+
1
2


x
3
+ x
t
4
  1


2
2
such that x
1
  x
2
= 1
x
1
; x
2
; x
3
 0
(58)
x
t+1
4
= argmin
x
4
x
4
+ p
t
T
x
4
+
1
2


x
t+1
3
+ x
4
  1


2
2
such that x
4
 0
(59)
and then update the multipliers
p
t+1
= p
t
+
 
x
t+1
3
+ x
t+1
4
  1

(60)
The solutions to the subproblems are given by
 
x
t+1
1
; x
t+1
2
; x
t+1
3

=
 
1 + ; ; [ p
t
  x
t
4
]
+

; for any   0
and
x
t+1
4
= [ p
t
  x
t+1
3
]
+
If we initialize with arbitrary x
0
4
 0 and p
0
 0, the iterates are given by
 
x
t+1
1
; x
t+1
2
; x
t+1
3
; x
t+1
4
; p
t+1

=
 
1 + ; ; [ p
t
]
+
; 0; [p
t
]
+
  1

; for any   0
and therefore

x
t
3
	
 ! 1;

x
t
4
	
 ! 0;

p
t
	
 !  1
If we take x
t
1
= 1+ t and x
t
2
= t, in which t is the iteration index, then the sequences fx
t
1
g and fx
t
2
g
are divergent. However, for any t  0, the vector (1 + t; t; 0; 1) is primal optimal for problem (55).
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2.5 Corollaries
2.5.1 Important special cases
In certain applications we know more about the structure of the minimization problem, and thus
can strengthen the convergence result for the ADI algorithm.
In this section we make the following assumption.
Assumption 2.5.1 G
1
+ G
2
is continuous in its eective domain.
An important special case is when the matricesA andB have linearly independent columns. Then
we can characterize the behavior of the f(x
t
; z
t
)g iterates, as well. We now prove two properties of
full column rank matrices that we will need.
Lemma 2.5.2 Let C : IR
n
! IR
m
be a matrix of full column rank. Then
(i) the matrix C
T
C : IR
n
! IR
n
is symmetric positive denite.
(ii) Let fx
t
g be a sequence in IR
n
. If fCx
t
g converges, then fx
t
g converges.
Proof: (i) if C
T
C were not positive denite, there would exist at least one vector y 2 IR
n
n f0g
such that y
T
C
T
Cy  0, that is kCyk
2
2
 0, meaning kCyk
2
2
= 0, which is only possible if Cy = 0, in
contradiction with the full column rank assumption on C.
(ii) If fCx
t
g converges, say to y, then

C
T
Cx
t
	
converges to C
T
y and fx
t
g converges to
(C
T
C)
 1
C
T
y, with the existence of the inverse matrix guaranteed by part (i).
The following corollary characterizes the convergence of the ADI iterates in case the constraint
matrices A and B have full column rank.
Corollary 2.5.3 Let assumptions 2.2.1, 2.2.2 and 2.5.1 hold, and let the symmetric positive denite
matrices fH
t
g be ultimately xed. If A and B have full column rank, then
(i) the ADI subproblem minimizers

x
t+1
	
and

z
t+1
	
are uniquely dened.
(ii) the sequence f(x
t
; z
t
)g converges to an optimal primal point for problem (9).
Proof: (i) If A and B have full column rank, then the objective function in the subproblems (12)
and (13) is strongly convex, and thus the minimizers are unique.
(ii) Under assumptions 2.2.1 and 2.2.2 we have shown in part (i) of theorem 2.3.1 that the sequences
fAx
t
g and fBx
t
g of ADI iterates converge to a feasible point for problem (9). Then, by part (ii) of
lemma 2.5.2 the sequences fx
t
g and fz
t
g converge, say to x and y, respectively. By the continuity
assumption 2.5.1 and part (ii) of theorem 2.3.1, G
1
(x) +G
2
(y) is optimal.
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A weaker convergence result is obtained if we make no assumptions on the matrices A and B
but assume instead that the sequence f(x
t
; z
t
)g has accumulation points.
Corollary 2.5.4 Let assumptions 2.2.1, 2.2.2 and 2.5.1 hold, and let the symmetric positive denite
matrices fH
t
g be ultimately xed. Then, any accumulation point (x; z) of f(x
t
; z
t
)g is primal optimal
for problem (9).
Proof: After thinning the sequence f(Ax
t
; p
t
; z
t
)g, and using part (i) of theorem 2.3.1 and the
continuity of the linear operators A and B, we get that f(Ax
t
; p
t
; z
t
)g converges to (Ax; %;Bz) such
that % is an optimal dual and Ax + b = Bz, i.e. (x; z) is primal feasible. Part (ii) of theorem 2.3.1
and the continuity assumption on G
1
+G
2
then shows that the value G
1
(x)+G
2
(z) of the objective
function is optimal.
Some sucient conditions for the existence of accumulation points are: compactness of the
eective domains of G
1
and G
2
, or compactness of the nonempty level sets of G
1
+ G
2
.
For the latter case, we demonstrate the suciency: Let (x

; z

) be primal optimal for problem (9).
From part (ii) of theorem 2.3.1 we have that lim
t!+1
G
1
(x
t
)+G
2
(z
t
) = G
1
(x

)+G
2
(z

) =: . Then,
for any  > 0, all but a nite number of terms of f(x
t
; z
t
)g lie in the nonempty level set 
 + 
.
Since this set is compact, there exists in it at least one accumulation point (x; z) of f(x
t
; z
t
)g.
2.5.2 Termination criteria
One termination criterion is to check whether the current iterate fx
t
; p
t
; z
t
g meets, to within a spec-
ied tolerance, the Karush{Kuhn{Tucker conditions for problem (9). Another criterion is suggested
by the following corollary.
Corollary 2.5.5 If two consecutive ADI iterates (x
t
; p
t
; z
t
) and (x
t+1
; p
t+1
; z
t+1
) are such that
p
t
= p
t+1
and Bz
t
= Bz
t+1
, then (x
t+1
; p
t+1
; z
t+1
) is an optimal primal-dual pair for problem (9).
Proof: From the multiplier update (14) we see that p
t
= p
t+1
implies
Ax
t+1
+ b = Bz
t+1
(61)
i.e. (x
t+1
; z
t+1
) is primal feasible for problem (9). Let now (x

; z

; p

) be an optimal point for
problem (9). Then,
G
1
(x

) + G
2
(z

)  G
1
(x
t+1
) + G
2
(z
t+1
) (62)
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Also, using (61) and the assumptions of the corollary in (40) yields
G
1
(x
t+1
) + G
2
(z
t+1
)  G
1
(x

) +G
2
(z

) (63)
Combining (62) and (63) we get
G
1
(x
t+1
) + G
2
(z
t+1
) = G
1
(x

) +G
2
(z

) (64)
i.e. the value of the objective function at (x
t+1
; z
t+1
) is optimal.
Also, using using (61) and the assumptions of the corollary in (44) shows that
G
1
(x

) +G
2
(z

) 
G
1
(x) + G
2
(z) + p
t+1
T
(Ax+ b Bz) 8x 2 IR
n
; 8z 2 IR
m
(65)
Combining (64) and (65) results in
G
1
(x
t+1
) + G
2
(z
t+1
) 
G
1
(x) + G
2
(z) + p
t+1
T
(Ax+ b Bz) 8x 2 IR
n
; 8z 2 IR
m
(66)
This shows that p
t+1
is an optimal dual multiplier for problem (9).
Then, a reasonable termination criterion is


p
t
  p
t+1


+


Bz
t
  Bz
t+1


 
for some positive tolerance . As a safeguard, one could also then check the dierence in the value
of the objective function
G
1
(x
t+1
) +G
2
(z
t+1
) G
1
(x
t
)  G
2
(z
t
)
which should be close to zero.
2.6 Variations on the algorithm
In case the linear constraints in problem (9) are of the formAx = z, with A having full column rank,
and a single positive penalty parameter  is used in the ADI method, the following two theorems
provide characterization of convergence for two interesting variants.
In the rst variant the subproblems are solved inexactly and a relaxation parameter ! is added.
The following theorem, describing the variant, is from Eckstein and Bertsekas [28, theorem 8].
These authors report that an implementation of this variant for a linear programming application
with over-relaxation factor ! = 1:5 produced about 15% faster convergence than the standard ADI
method with ! = 1.
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Theorem 2.6.1 (Over-relaxation plus inexact minimization) Consider the
nite-dimensional problem
min
x; z
G
1
(x) +G
2
(z)
subject to Ax = z
(67)
with A a full-column rank m  n matrix and G
1
, G
2
closed, proper, convex, extended-real-valued
functions. Let the non-negative real sequences f
t
g, f
t
g and f!
t
g satisfy
X
t

t
+
X
t

t
< +1; f!
t
g  (0; 2); 0 < inf
t
!
t
 sup
t
!
t
< 2
and let the real sequences fx
t
g, fz
t
g and fp
t
g satisfy




x
t+1
  argmin
x
fG
1
(x) + p
t
T
Ax+

2


Ax   z
t


2
2
g




 
t




z
t+1
  argmin
z
fG
2
(z)  p
t
T
z +

2


!
t
Ax
t+1
+ (1  !
t
)z
t
  z


2
2
g




 
t
p
t+1
= p
t
+ 

!
t
Ax
t+1
+ (1  !
t
)z
t
  z
t+1

in which  is a real positive scalar and (p
0
; z
0
) is arbitrary. If the problem has a Kuhn-Tucker pair,
then fx
t
g converges to a primal solution x

and fp
t
g to a solution of the dual. If the dual has no
optimal solution, then at least one of the sequences fx
t
g, fp
t
g is unbounded.
In the second variant, called the Peaceman{Rachford method, a multiplier update is interpolated
between the two subproblems. The intention is to incorporate in the objective function of the second
minimization the most recent information on the violation of the constraints. However, the resulting
algorithm requires more stringent assumptions for convergence. It is also less robust in general, as
Fortin and Glowinski point out [34], citing experience in a variety of numerical analysis applications.
The method is named after the authors of [80], in which a related ADI method for solving partial
dierential equations is introduced. The correspondence is brought forth by Gabay [37] and by
Glowinski and Le Tallec [41]. The following theorem is from Eckstein [25, pp. 123].
Theorem 2.6.2 (Peaceman{Rachford method for convex optimization) Assume that the
problem (67) has a Kuhn-Tucker pair. Let either of the following conditions hold
(i) G
1
is strictly convex, @G
1
is single-valued, A is square and invertible,
(ii) G
2
is strictly convex, @G
2
is single-valued, A has full column rank.
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Let the iterative method
x
t+1
2 argmin
x
G
1
(x) + p
t
T
Ax+

2


Ax  z
t


2
2
q
t+1
= p
t
+ (Ax
t+1
  z
t
)
z
t+1
2 argmin
z
G
2
(z)   q
t+1
T
z +

2


Ax
t+1
  z


2
2
p
t+1
= q
t+1
+  (Ax
t+1
  z
t+1
)
(68)
be started from arbitrary vectors p
0
, z
0
and let the scalar  > 0 be ultimately xed. Then, fx
t
g and
fp
t
g converge to solutions of the primal and dual problem, respectively.
Chapter 3
Application to the Block-Angular
Problem
3.1 Overview
In this chapter and the three subsequent ones we specialize the ADI algorithm to the block-angular
problem (CBA). We map (CBA) onto problem (9) by specifying functions G
1
and G
2
so that the
objective, variables and constraints of (CBA) are partitioned across G
1
and G
2
. Good splittings
exhibit high degree of block-separability, which can then be exploited in designing parallel algorithms.
In section 3.2 we discuss the structure of the constraint set of problem (CBA), and the related
issues of feasibility and solvability. In section 3.3 we present a straightforward splitting that fails to be
block-decomposable. A discussion of its shortcomings motivates the search for good, decomposable
splittings, that are derived in the next three chapters.
3.2 The structure of the block-angular problem
We now examine in more detail the block-angular convex minimization problem (CBA) introduced
in section 1.4. Let B
[i]
, i = 1; : : : ;K be the polyhedral sets in IR
n
i
representing the feasible region
for the block constraints in (5)
B
[i]
:= fx
[i]
2 IR
n
i
j A
[i]
x
[i]
= b
[i]
and 0  x
[i]
 u
[i]
g (69)
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and let M be the polyhedral set in
K
Y
i=1
IR
n
i
M := f(x
[1]
; : : : ; x
[K]
) j
K
X
i=1
D
[i]
x
[i]
 dg (70)
Then the feasible set of (CBA) can be written as
F :=
K
Y
i=1
B
[i]
\
M (71)
We now make a basic assumption.
Assumption 3.2.1 Problem (CBA) admits a lagrangean saddlepoint.
We note that feasibility of (CBA) is not enough to guarantee that (CBA) is solvable, except
for special cases. We discuss two of these cases here.
If all upper bounds u
[i]
are nite, then each polyhedral (thus: closed) set B
[i]
is bounded, therefore
compact in nite-dimensional IR
n
i
, and the same is true of their set-product. Also the set M is
closed. Then, the feasible set F of (CBA) is a closed subset of a compact set, therefore it is compact
itself. Since the functions f
[i]
, i = 1; : : : ;K are continuous, by assumption, the value
inf
x
[i]
2 IR
n
i
K
P
i=1
f
[i]
(x
[i]
)
subject to (x
[1]
; : : : ; x
[K]
) 2 F
(72)
is attained, by the Bolzano{Weierstrass theorem 1.6.15.
In the case of problem (LQ), if we assume that the feasible set F is nonempty, we may guarantee
the existence of a minimizer (and therefore, the existence of a saddlepoint) even when (some of) the
upper bounds are +1, by the following theorem.
Theorem 3.2.2 (Frank{Wolfe [35]) A quadratic function that is bounded below (resp. above) on
a polyhedral set achieves its minimum (resp. maximum) on that set.
For (LQ), each f
[i]
is bounded below on B
[i]
if, for instance, c
[i]
is non-negative, or if Q
[i]
is
positive denite. For the former case the proof is trivial: the non-negativity of c
[i]
plus the positive
semi-deniteness, by assumption, of Q
[i]
guarantee that f
[i]
 0 on B
[i]
. For the latter case we sketch
a proof, based on a rate-of-growth argument.
Suppose that in block i, with u
[i]
= +1 and Q
[i]
positive denite, f
[i]
is unbounded below. This
implies that there exist a feasible point x^
[i]
2 IR
n
i
and a feasible direction y
[i]
2 IR
n
i
nf0g, such that:
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y
[i]
 0, with strict inequality holding for at least one component, y
[i]
2 kerA
[i]
, and, for positive
scalar ,
lim
!+1
c
[i]
T
(x^
[i]
+ y
[i]
) + (x^
[i]
+ y
[i]
)
T
Q
[i]
(x^
[i]
+ y
[i]
) =  1
which yields, after simplication
lim
!+1
 (c
[i]
+ 2Q
[i]
x^
[i]
)
T
y
[i]
+ 
2
y
[i]
T
Q
[i]
y
[i]
=  1
The second term in the sum is positive, since Q
[i]
is positive denite. Thus, for  suciently large,
the whole expression is positive, and even tends to +1 as ! +1. (Equivalently: the above limit
could be  1 only if y
[i]
2 kerQ
[i]
. But kerQ
[i]
= f0g, since Q
[i]
is positive denite.)
3.3 Two-block splitting
In a straightforward approach for \splitting" (CBA), we assign half of the blocks to G
1
and the
rest to G
2
, and we treat the coupling constraints as explicit equality constraints. We dene for each
block i = 1; : : : ;K the extended objective function
h
[i]
(x
[i]
) :=
8
<
:
f
[i]
(x
[i]
) if A
[i]
x
[i]
= b
[i]
and 0  x
[i]
 u
[i]
+1 otherwise
(73)
Let now  ( j B
[i]
) be the indicator function of the polyhedral set B
[i]
dened in (69). These sets are
non-empty, by assumption 3.2.1. Then
h
[i]
= f
[i]
+  ( j B
[i]
)
and the extended-real-valued function h
[i]
is proper, closed and convex.
Let now J = bK=2c. We induce a split by dening
G
1

x
[1]
; : : : ; x
[J ]

:=
J
X
i=1
h
[i]
(x
[i]
) (74)
and
G
2

x
[J+1]
; : : : ; x
[K]

:=
K
X
i=J+1
h
[i]
(x
[i]
) (75)
44
Both G
1
and G
2
are proper, by assumption 3.2.1. Problem (CBA) is equivalent to
min
x
[1]
; : : : ; x
[K]
G
1

x
[1]
; : : : ; x
[J ]

+G
2

x
[J+1]
; : : : ; x
[K]

subject to
J
X
i=1
D
[i]
x
[i]
  d =  
K
X
i=J+1
D
[i]
x
[i]
(76)
which is in the form of problem (9), with the correspondences
A [D
[1]
: : : D
[J ]
]; B  [D
[J+1]
: : : D
[K]
]; b   d
We let the penalty matrix be of the form H
t
= diag (H
t
1
;H
t
2
), with H
t
1
and H
t
2
both symmetric
positive denite matrices. The iterative step of the ADI algorithm consists of solving the two
subproblems

x
t+1
[1]
; : : : ; x
t+1
[J ]

2 argmin
x
[1]
; : : : ; x
[J ]
J
X
i=1
f
[i]
(x
[i]
) + p
t
T
J
X
i=1
D
[i]
x
[i]
+
1
2





J
X
i=1
D
[i]
x
[i]
  d+
K
X
i=J+1
D
[i]
x
t
[i]





2
H
t
1
subject to x
[i]
2 B
[i]
; i = 1; : : : ; J

x
t+1
[J+1]
; : : : ; x
t+1
[K]

2 argmin
x
[J+1]
; : : : ; x
[K]
K
X
i=J+1
f
[i]
(x
[i]
) + p
t
T
K
X
i=J+1
D
[i]
x
[i]
+
1
2





K
X
i=J+1
D
[i]
x
[i]
  d+
K
X
i=J+1
D
[i]
x
t+1
[i]





2
H
t
2
subject to x
[i]
2 B
[i]
; i = J + 1; : : : ;K
and then updating the multipliers
p
t+1
= p
t
+H
t
 
K
X
i=1
D
[i]
x
t+1
[i]
  d
!
When implementing this algorithm on a coarse-grain parallel environment, we would like to assign
each block i, i = 1; : : : ;K to exactly one processor. In case there are more blocks than processors,
we would make the assignment via a load-balancing scheme, such as a \bin packing" heuristic [38].
The feasible set in the rst subproblem is just
J
Y
i=1
B
[i]
and thus we would like to decompose
the subproblem into J decoupled ones, each having B
[i]
as its feasible set, and an objective function
involving only the block variables x
[i]
. Thus each processor, in the fork phase, would solve a problem
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dened on local data only. Ignoring constant terms, the objective function in the rst subproblem
is
J
X
i=1
8
>
<
>
>
:
f
[i]
(x
[i]
) + (D
[i]
x
[i]
)
T
2
6
6
4
p
t
+ 2
 
K
X
i=J+1
D
[i]
x
t
[i]
  d
!
+D
[i]
x
[i]
+
J
X
j 6=i
j=1
D
[j]
x
[j]
3
7
7
5
9
>
=
>
>
;
in which the block variables x
[i]
; i = 1; : : : ; J are coupled via the bilinear terms
(D
[i]
x
[i]
)
T
D
[j]
x
[j]
; j 6= i; j = 1; : : : ; J
Thus the rst subproblem is not block-decomposable, except for the case of a two-block (CBA)
problem. This is also the case for the second subproblem.
We could circumvent this lack of decomposability by linearizing each bilinear term around a
previous iterate. Then, at iteration t, x
t+1
[i]
would be a minimizer with respect to an objective
function that would include the Jacobi-like term
(D
[i]
x
[i]
)
T
D
[j]
x
t
[j]
; j 6= i; j = 1; : : : ; J
The application of linearization to the Augmented Lagrangian is one of the key ideas in the approx-
imate method of multipliers of Stephanopoulos and Westerberg [95] and in the Diagonal Quadratic
Approximation method of Mulvey and Ruszczynski [71].
Chapter 4
The Activity-and-Resource
Proximization splitting (ARP)
4.1 Overview
In this chapter we study the Activity-and-Resource Proximization splitting (ARP), the rst of
the three block-decomposable splittings for the convex block-angular problem (CBA). All three
splittings are such that the rst subproblem for each ADI iteration (12) decomposes into independent
block-subproblems that can be solved in parallel, while the computation of the closed-form solution
of the second ADI subproblem (13) can be parallelized.
Section 4.2 presents the basic idea behind the (ARP) splitting: the introduction of vectors
describing an allocation of the shared resource to each block. In section 4.3 we derive the resulting
ADI scheme, and in section 4.4 we simplify and parallelize the iterative step, and present certain
properties of the iterates. The simplied algorithm is presented in section 4.5. In section 4.6
we examine the convergence of the method. In the remaining sections we study and characterize
two variants: primal relaxation, and the Peaceman{Rachford method. We conclude by proving,
in section 4.10, that these variants are related: the Peaceman{Rachford method is the relaxed
Douglas{Rachford method with over-relaxation factor 2.
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4.2 The basic idea
In the (ARP) splitting we introduce for each block i a vector of additional variables
~
d
[i]
2 IR
m
0
, that
serves as an upper bound for the vector D
[i]
x
[i]
. Since D
[i]
x
[i]
is the amount of the shared resource
vector d consumed by activity x
[i]
,
~
d
[i]
is an allocation of the shared resource to block i. In this
scheme the constraint terms in the objective correspond to proximal terms for both the activities
x
[i]
and the resource allocation vectors
~
d
[i]
.
4.3 Derivation
We dene
G
1

x
[1]
; : : : ; x
[K]
;
~
d
[1]
; : : : ;
~
d
[K]

:=
8
>
<
>
>
:
K
X
i=1
h
[i]
(x
[i]
) if D
[i]
x
[i]

~
d
[i]
; 8i = 1; : : : ;K
+1 otherwise
(77)
in which the extended block-objective function h
[i]
(x
[i]
) is as in (73). We also dene
G
2

y
[1]
; : : : ; y
[K]
; d
[1]
; : : : ; d
[K]

:=
8
>
<
>
>
:
0 if
K
X
i=1
d
[i]
= d
+1 otherwise
(78)
in which each y
[i]
2 IR
n
i
and each d
[i]
2 IR
m
0
. Both functions G
1
and G
2
are closed, convex and
also proper, because of our assumption that (CBA) is solvable. Problem (CBA) is equivalent to
min
x
[i]
;
~
d
[i]
; y
[i]
; d
[i]
G
1

x
[1]
; : : : ; x
[K]
;
~
d
[1]
; : : : ;
~
d
[K]

+G
2

y
[1]
; : : : ; y
[K]
; d
[1]
; : : : ; d
[K]

subject to
x
[i]
= y
[i]
~
d
[i]
= d
[i]
9
=
;
i = 1; : : : ;K (79)
which is in the form of the general problem (9), with the correspondences
A I; B  I; b 0 (80)
The introduction of
~
d
[i]
thus allows us to split implicitly the coupling constraints of (CBA) between
G
1
and G
2
.
We associate a multiplier vector q
[i]
2 IR
n
i
with each constraint x
[i]
= y
[i]
, and a multiplier
vector p
[i]
2 IR
m
0
with each constraint
~
d
[i]
= d
[i]
. For added exibility, we let each block i =
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1; : : : ;K maintain its own symmetric positive denite penalty matrix H
t
x[i]
for the proximization of
the activities x
[i]
. For simplicity of the global updates, we will have all blocks maintain the same
symmetric positive denite penalty matrix H
t
d
for the proximization of the allocation of the shared
resource
~
d
[i]
.
We now present the extended ADI algorithm for this splitting. We will use a shorthand notation,
and write x
t+1
for the concatenation of the vectors x
t+1
[1]
; : : : ; x
t+1
[K]
, and similarly for y
t+1
etc. We
will also write f(x) for
K
P
i=1
f
[i]
(x
[i]
). We dene H
t
x
:= diag

H
t
x[1]
; : : : ;H
t
x[K]

and let the symmetric
positive denite matrix H
t
K
consist of K copies of H
t
d
placed along the diagonal.
We initialize with arbitrary vectors q
0
; p
0
; y
0
; d
0
and symmetric positive denite matrices H
0
x[i]
and H
0
d
. At each iteration t = 0; 1; : : : we solve the two subproblems
(x
t+1
;
~
d
t+1
) = argmin
x; d
f(x) + q
t
T
x+ p
t
T
d+
1
2


x  y
t


2
H
t
x
+
1
2


d  d
t


2
H
t
d
s. t.
A
[i]
x
[i]
= b
[i]
D
[i]
x
[i]
 d
[i]
0  x
[i]
 u
[i]
9
>
>
=
>
>
;
i = 1; : : : ;K
(81)
(y
t+1
; d
t+1
) = argmin
y; d
 q
t
T
y   p
t
T
d+
1
2


y   x
t+1


2
H
t
x
+
1
2



d 
~
d
t+1



2
H
t
K
s. t.
K
X
i=1
d
[i]
= d
(82)
Then we update the multipliers
q
t+1
= q
t
+H
t
x
(x
t+1
  y
t+1
) (83)
p
t+1
= p
t
+H
t
K
(
~
d
t+1
  d
t+1
) (84)
and possibly the penalty matrices H
t
x
and H
t
d
.
4.4 The iterative step in detail
We observe that the objective in both subproblems is strongly convex, and thus the minimizer in
each, if it exists, it is unique.
We also observe that, in the rst subproblem (81) the objective and the constraints are fully
decomposable per block. Thus we can solve the followingK block-subproblems in parallel and then
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concatenate their solutions.
min
x
[i]
; d
[i]
f
[i]
(x
[i]
) + q
t
[i]
T
x
[i]
+ p
t
[i]
T
d
[i]
+
1
2



x
[i]
  y
t
[i]



2
H
t
x[i]
+
1
2



~
d
[i]
  d
t
[i]



2
H
t
d
s. t. A
[i]
x
[i]
= b
[i]
D
[i]
x
[i]
 d
[i]
0  x
[i]
 u
[i]
(85)
We now rename the vectors
~
d
t+1
as d
t+
1
2
. The reason for this is that we want the superscript t+ 1
to designate the vectors that need to be passed from iteration t to the next. While the algorithm, as
presented, appears to require six vectors per iteration, i.e. x
t
, d
t
, y
t
,
~
d
t
, q
t
and p
t
, in the notation
of (81){(84), we will show that only three of these are actually needed: x
t
, d
t
and p
t
. Using the
notation d
t+
1
2
for the d-vector that minimizes subproblem (85) emphasizes the fact that it is an
intermediate quantity that need not be passed from an iteration to the next.
Let now (x
t+1
; d
t+
1
2
) be the solution of the block subproblems (85). We will now obtain a solution
in closed form for subproblem (82) by solving the Karush{Kuhn{Tucker conditions for it. This is a
linearly-constrained least-squares problem. It is uncoupled in the y and d variables, and it is also
unconstrained in the y variables. Thus, by setting the y-gradient equal to zero, we obtain per block
y
t+1
[i]
= x
t+1
[i]
+ (H
t
x[i]
)
 1
q
t
[i]
(86)
A solution in closed form for the d variables can then be obtained by solving the Karush{Kuhn{
Tucker conditions for the subproblem
d
t+1
= argmin
d
 p
t
T
d+
1
2



d  d
t+
1
2



2
H
t
K
s. t.
K
X
i=1
d
[i]
= d
(87)
The conditions are
  p
t
[i]
+H
t
d

d
t+1
[i]
  d
t+
1
2
[i]

+ u = 0; i = 1; : : : ;K (88)
K
X
i=1
d
t+1
[i]
= d (89)
in which u 2 IR
m
0
is a dual vector paired with the equality constraints. Summing (88) over all
blocks we have that
 
K
X
i=1
p
t
[i]
+H
t
d
K
X
i=1

d
t+1
[i]
  d
t+
1
2
[i]

+Ku = 0
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or, after using (89),
 
K
X
i=1
p
t
[i]
+H
t
d
 
d 
K
X
i=1
d
t+
1
2
[i]
!
+Ku = 0
which yields
u =
1
K
"
K
X
i=1
p
t
[i]
 H
t
d
 
d 
K
X
i=1
d
t+
1
2
[i]
!#
Substituting in (88) yields
d
t+1
[i]
= d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
+ (H
t
d
)
 1
 
p
t
[i]
 
1
K
K
X
i=1
p
t
[i]
!
(90)
The second subproblem has thus a closed-form solution that is simple to compute. Then, the
computationally intensive part per iteration is the solution of the K subproblems (85), which can
be carried out in parallel.
For a given block, the subproblems (85) are such that they all have the same constraints but
dierent objective function per iteration. This dierence has the form of a linear-quadratic pertur-
bation that tends to zero towards the \tail" of the iteration sequence, as one nears convergence.
This is also a property of the general ADI scheme. Thus \warm start" techniques can be used in
their solution.
The iterates in this scheme have a number of interesting properties, which we state and prove in
a sequence of lemmas.
Lemma 4.4.1 (Invariants of the (ARP) splitting) Let the ADI scheme given by (81){(84) be
started from any q
0
; p
0
; y
0
; d
0
and any symmetric positive denite penalty matrices H
0
x[i]
and H
0
d
,
i = 1; : : : ;K. Then, the iterates are such that:
(i) q
t+1
= 0, t  0.
(ii) y
t+1
= x
t+1
, t  1
(iii)
K
X
i=1
d
t+1
[i]
= d, t  0
(iv) p
t+1
[1]
= p
t+1
[2]
= : : : = p
t+1
[K]
, t  0
Proof: (i) Part (i) follows from substituting the value of y
t+1
from (86) in the q update (83).
Part (ii) then follows from taking t + 1 for t in (86) and then using part (i). Part (iii) follows from
the fact that the vectors d
t+1
[i]
, for t  0, solve the subproblem (82) and thus satisfy the equality
constraints therein. For part (iv), we substitute the d update (90) in the p update (84). We get
p
t+1
[i]
=
1
K
K
X
i=1
p
t
[i]
 
1
K
H
t
d
 
d 
K
X
i=1
d
t+
1
2
[i]
!
; i = 1; : : : ;K; t  0 (91)
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Thus the p multipliers are equal across blocks at iteration t+ 1, t  0.
We will now derive some explicit formulas for the update of the p and d vectors that are equivalent
to (90) and (84). One of these will use dual information from the rst subproblem. We begin by
dening the vectors in IR
m
0
v
t+1
[i]
:= p
t
[i]
+H
t
d
(d
t+
1
2
[i]
  d
t
[i]
) (92)
for i = 1; : : : ;K and t  0. The vectors v
t+1
[i]
are related to some of the optimal dual multipliers
obtained in the solution of the rst subproblem, as the next lemma shows.
Lemma 4.4.2 The vector v
t+1
[i]
, dened in (92), is an optimal non-negative dual associated with the
D
[i]
x
[i]
 d
[i]
constraints in the subproblem (85).
Proof: We rst state and prove the following lemma, which is similar to the saddle-point
lemma 2.3.3.
Lemma 4.4.3 Let J and G be extended-real valued convex functions, and let F be any real valued
function. Let the problem
min
x; z
J(x) +G(z)
subject to F (x)  z
(93)
have a saddle-point at (x

; z

; p

), where (x

; z

) are primal optimal and p

is an optimal dual. Let
G be dierentiable in an open ball around z

. Then, rG(z

) is an optimal dual p

for this problem.
Proof: The saddle-point (x

; z

; p

) satises the conditions
J(x

) + G(z

) + p
T
[F (x

)  z

] 
J(x

) + G(z

) + p

T
[F (x

)   z

] 
J(x) + G(z) + p

T
[F (x)  z] 8 x; 8 z; 8 p  0:
(94)
which implies
p

T
[F (x

)  z

] = 0; p

 0 (95)
Taking x = x

in (94) we obtain
G(z

)   p

T
z

 G(z)  p

T
z; 8 z (96)
By assumption G is dierentiable in an open ball around z

. Then so is G   p

T
(), and the
inequality (96) implies stationarity at z

, that is
r

G(z)  p

T
z




z = z

= 0 =) p

= rG(z

)
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which proves the lemma.
Now, to prove lemma 4.4.2, we take for each block i
J(x
[i]
) := f
[i]
(x
[i]
) +  (x
[i]
j B
[i]
) + q
t
[i]
T
x
[i]
+
1
2



x
[i]
  y
t
[i]



2
H
t
x[i]
G(d
[i]
) := p
t
[i]
T
d
[i]
+
1
2



d
[i]
  d
t
[i]



2
H
t
d
F (x
[i]
) := D
[i]
x
[i]
Then the minimization problem
min
x
[i]
; d
[i]
J(x
[i]
) + G(d
[i]
)
subject to F (x
[i]
)  d
[i]
(97)
is exactly the ADI subproblem (85) in the format of problem (93). Both J(x
[i]
) and G(d
[i]
) are
convex, and the latter is also dierentiable. The primal optimal point (x
t+1
[i]
; d
t+
1
2
[i]
) for problem (85)
is part of a saddle-point. By lemma 4.4.3, rG(d
t+
1
2
[i]
) is an optimal dual multiplier. But
rG(d
t+
1
2
[i]
) = p
t
[i]
+H
t
d
(d
t+
1
2
[i]
  d
t
[i]
)
which is just v
t+1
[i]
, as dened in (92).
The following two lemmas present equivalent updates for the d
t
proximal vector and the p
multipliers. We let p
t+1
denote the common value of the p multiplier across all blocks for t  0, in
accordance with part (iv) of lemma 4.4.1.
Lemma 4.4.4 (Updates for d
t
) Let the ADI scheme for the (ARP) splitting be started from any
q
0
; p
0
; y
0
; d
0
and any symmetric positive denite penalty matrices H
0
x[i]
and H
0
d
. Then, the following
updates are equivalent to (90).
d
t+1
[i]
= d
t+
1
2
[i]
+ (H
t
d
)
 1

p
t
[i]
  p
t+1

; t  0 (98)
d
t+1
[i]
= d
t
[i]
+ (H
t
d
)
 1

v
t+1
[i]
  p
t+1

; t  0 (99)
d
t+1
[i]
= d
t+
1
2
[i]
+
1
K
 
d  
K
X
i=1
d
t+
1
2
[i]
!
; t  1 (100)
Proof: The update (98) is just a rearrangement of the p update (84), while (99) is derived by
summing and re-arranging (84) and (92). Finally, (100) is obtained by using part (iv) of lemma 4.4.1
in simplifying (90).
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Lemma 4.4.5 (Multipliers p are averages) Let the ADI scheme for the (ARP) splitting be ini-
tialized from any q
0
; p
0
; y
0
; d
0
and any symmetric positive denite penalty matrices H
0
x[i]
and H
0
d
.
Then, the following p updates are equivalent to (84).
p
t+1
= p
t
[i]
 
1
K
H
t
d
 
d 
K
X
i=1
d
t+
1
2
[i]
!
; t  1 (101)
p
t+1
=
1
K
K
X
i=1
v
t+1
[i]
; t  1 (102)
Proof: The rst update is obtained by using part (iv) of lemma 4.4.1 in simplifying (91).
For the second update we average (92) over all blocks. We get
1
K
K
X
i=1
v
t+1
[i]
=
1
K
K
X
i=1
p
t
[i]
+H
t
d
1
K
K
X
i=1

d
t+
1
2
[i]
  d
t
[i]

= p
t
[i]
 H
t
d
1
K
 
K
X
i=1
d
t
[i]
 
K
X
i=1
d
t+
1
2
[i]
!
= p
t
[i]
 H
t
d
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
= p
t+1
[i]
= p
t+1
; t  1:
where we have used: part (ii) of lemma 4.4.1 on the equality of p
t
[i]
across blocks for t  1, to get
the second and the last equality; part (iii) of the same lemma to replace
K
X
i=1
d
t
[i]
by d, for t  1, to
get the third equality; and (101) to get the fourth equality.
This lemma has an important corollary.
Corollary 4.4.6 For any initialization of the ADI scheme for the (ARP) splitting, the multiplier
p
t
is non-negative, for t  2.
Proof: By lemma 4.4.5, for t  2 the multiplier p
t
is the average of the vectors v
t
[i]
, which are
non-negative, since they are optimal dual vectors corresponding to inequality constraints, as shown
in lemma 4.4.2.
The properties of the iterates, that we established in the previous lemmas, allow us to construct
an iteration-by-iteration description of the algorithm, as follows:
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We choose arbitrary initial proximal terms y
0
[i]
and d
0
[i]
, and multipliers q
0
[i]
and p
0
[i]
. The vectors
d
1
[i]
, q
1
[i]
and p
1
[i]
produced in the rst iteration are such that
K
P
i=1
d
1
[i]
= d, the multipliers q
1
[i]
are zero,
and the p
1
[i]
are equal across the blocks. Moreover, these properties will now hold for the q
t
, d
t
and
p
t
vectors produced by all subsequent iterations. The second iteration will produce non-negative
multipliers p
2
[i]
. This will also be true for all subsequent iterations. The third iteration and all
subsequent ones will have in the rst subproblem as proximal term for each activity x
[i]
the optimal
level of this activity in the subproblem of the previous iteration.
An appropriate choice of the initial vectors allows us to have these properties established one
iteration earlier. We call such a choice a canonical initialization.
Denition 4.4.7 An initialization d
0
; q
0
; p
0
for the (ARP) scheme is canonical if
q
0
= 0; p
0
[1]
= p
0
[2]
= : : : = p
0
[K]
 0;
K
X
i=1
d
0
[i]
= d
4.5 The iterative step simplied
We now use the results of the previous section and canonical initialization in order to present a
simpler version of the iterative step: we pass only three vectors from an iteration to the next,
instead of the original six. We denote by p the common value of the p multiplier across all blocks.
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Simplified (ARP) algorithm
(0) Pick a vector p
0
 0 and proximal vectors x
0
[i]
and d
0
[i]
i = 1; : : : ;K, such that
K
P
i=1
d
0
[i]
= d. Also pick symmetric positive denite matrices H
0
x[i]
and H
0
d
. Set t = 0.
(1) Compute (in parallel) for each block i = 1; : : : ;K, (x
t+1
[i]
; d
t+
1
2
[i]
), the solution to
min
x
[i]
; d
[i]
f
[i]
(x
[i]
) + p
t
T
d
[i]
+
1
2



x
[i]
  x
t
[i]



2
H
t
x[i]
+
1
2



d
[i]
  d
t
[i]



2
H
t
d
s. t. A
[i]
x
[i]
= b
[i]
; 0  x
[i]
 u
[i]
D
[i]
x
[i]
 d
[i]
(103)
(2) Adjust allocations to achieve feasibility
d
t+1
[i]
= d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
(104)
(3) Update the multipliers
p
t+1
= p
t
 
1
K
H
t
d
 
d 
K
X
i=1
d
t+
1
2
[i]
!
(105)
(4) Update the penalty factors H
t
x[i]
and H
t
d
.
(5) If termination criteria are met, stop. Else set t = t+ 1 and go to (1).
Notice that the d and p updates, which constitute the join phase, involve just the summation of
the d
t+
1
2
[i]
vectors over all blocks; after the new values are distributed to the PEs, the subproblems
in step (1) are solved independently, in the next fork phase.
The d
t
and p
t
updates in the above scheme employ the vectors d
t+
1
2
[i]
. We can also have a
reverse-order update employing the v
t+1
[i]
vectors: rst, p
t+1
is computed as average
p
t+1
=
1
K
K
X
i=1
v
t+1
[i]
and this new value is used in updating the proximal d term, by
d
t+1
[i]
= d
t+
1
2
[i]
+ (H
t
d
)
 1
 
p
t
  p
t+1

or, if we do not want to use at all the vectors d
t+
1
2
[i]
, by
d
t+1
[i]
= d
t
[i]
+ (H
t
d
)
 1

v
t+1
[i]
  p
t+1

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The validity of these updates was demonstrated in lemmas 4.4.4 and 4.4.5.
As we showed in lemma 4.4.2, the v
t+1
[i]
vectors are optimal duals for subproblem (85). Standard
optimization packages, such as MINOS [76, 77], which can be employed to solve this subproblem,
return both primal and dual vectors at optimality, and thus we can have the v
t+1
[i]
vectors available
at no extra computational cost. The arithmetic operation count is roughly the same for both the
d
t+
1
2
[i]
-based and the v
t+1
[i]
-based updates.
4.6 Convergence of the method
The following theorem addresses the convergence of this ADI method in the primal space. In
the general ADI method we needed to assume solvability of the original problem and of the ADI
subproblems. For the (ARP) splitting we only need to assume that the original problem (CBA) is
solvable.
Theorem 4.6.1 (Primal convergence) Let assumption 3.2.1 hold. Let the ADI method for the
(ARP) splitting, given by (81){(84), be started from arbitrary q
0
; p
0
; y
0
; d
0
and arbitrary symmetric
positive denite penalty matrices H
0
x
and H
0
d
, and let the symmetric positive denite matrices fH
t
x
g
and fH
t
d
g be ultimately xed. Then, the sequence of ADI iterates fx
t
g converges to an optimal
primal solution for (CBA).
Proof: By their denition in (77) and (78), the functions G
1
and G
2
are convex and closed. They
are also proper, since (CBA) is solvable.
We now have to guarantee solvability of the subproblems (85) and (82) for each iteration. Since
G
1
and G
2
are proper, the subproblems are feasible. The objective function of each consists of
a proximal quadratic term plus a convex function. Each objective is thus strongly convex, and
therefore has bounded level sets. Since each objective is also continuous, its level sets are also
closed. Hence, they are compact. Also, the feasible region for each subproblem is a (non-empty)
polyhedral set, thus closed. Thus, for both subproblems, the intersection of the feasible region (a
closed set) with any level set (a compact set) is a compact set. Then, by the Bolzano{Weierstass
theorem 1.6.15, the inmum of the continuous objective over such a set is attained; hence both
subproblems are solvable.
Since the splitting matrices A and B in the correspondences (80) are both identity matrices, they
have full column rank. Also the functions G
1
and G
2
are continuous in their eective domain, by con-
struction. Then, by corollary 2.5.3 to the ADI convergence theorem 2.3.1, the sequence
n
(x
t
[i]
; d
t+
1
2
[i]
)
o
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converges to a primal optimal solution (x

; d

) of problem (79), and also
n
d
t+
1
2
[i]
  d
t
[i]
o
! 0.
Since the x iterates are feasible with respect to the block constraints, i.e. x
[i]
2 B
i
, t  1, and
each set B
i
is closed, the limit point x

[i]
is also feasible, i.e. x

[i]
2 B
i
.
Now, for the coupling constraints: We have that D
[i]
x
t+1
[i]
 d
t+
1
2
[i]
, and thus, after taking limits,
D
[i]
x

[i]
 d

[i]
. Since
n
d
t+
1
2
[i]
  d
t
[i]
o
! 0, while
K
P
i=1
d
t+1
[i]
= d, we have that
K
P
i=1
D
[i]
x

[i]
 d.
Thus x

is feasible for (CBA). Then, x

is optimal for (CBA) since on dom(G
1
+G
2
) the value
of G
1
+G
2
is exactly the value of the objective function of (CBA).
By the general ADI theorem 2.3.1 we also get the convergence of the sequence
n
p
t
[i]
o
, i = 1; : : : ;K
to an optimal multiplier p

[i]
for the d
[i]
=
~
d
[i]
constraints of the extended problem (79), and from
part (iv) of lemma 4.4.1 we get that p

[1]
= : : : = p

[K]
. Since (CBA) and the two subproblems have
polyhedral constraints, they satisfy a Constraint Qualication, therefore each minimizer is a Karush{
Kuhn{Tucker point and associated optimal duals exist for each. If (CBA) has a dierentiable
objective, and we assume that the sequence of duals for the rst subproblem has an accumulation
point, we can show that the algorithm generates also a sequence of duals that converges to a set of
optimal duals for (CBA), with p

an optimal dual for the coupling constraints. This is shown in
the following theorem.
Theorem 4.6.2 (Convergence of duals) Assume, in addition, that f
[i]
, i = 1; : : : ;K is dieren-
tiable. Let the optimal dual multipliers for subproblem (85)
w
t+1
[i]
2 IR
m
i
+
; v
t+1
[i]
2 IR
m
0
+
; r
t+1
[i]
2 IR
n
i
+
; s
t+1
[i]
2 IR
n
i
+
be paired with the constraints as follows:
w
t+1
[i]
with A
[i]
x
[i]
= b
[i]
; v
t+1
[i]
with D
[i]
x
[i]
 d
[i]
r
t+1
[i]
with  x
[i]
 0; s
t+1
[i]
with x
[i]
  u
[i]
 0
Also assume that the upper bound vector u
[i]
has no +1 component. If the sequence f(w
t
; r
t
; s
t
)g
has an accumulation point ( w; r; s), then ( w; p

; r; s) are optimal duals for (CBA), for the pairing
w
[i]
with A
[i]
x
[i]
= b
[i]
; p

with
K
P
i=1
D
[i]
x
[i]
 d
r
[i]
with  x
[i]
 0; s
[i]
with x
[i]
  u
[i]
 0
in which p

is the limit of
1
K
K
X
i=1
v
t+1
[i]
.
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Proof: Let (x
t+1
[i]
; d
t+
1
2
[i]
) be optimal for subproblem (85). The Karush{Kuhn{Tucker conditions with
dierentiability yield
rf
[i]
(x
t+1
[i]
) +H
t
d
(x
t+1
[i]
  y
t
[i]
) +w
t+1
[i]
T
A
[i]
+ v
t+1
[i]
T
D
[i]
  r
t+1
[i]
+ s
t+1
[i]
= 0 (106)
p
t
[i]
+H
t
d
(d
t+
1
2
[i]
  d
t
[i]
) = v
t+1
[i]
(107)
w
t+1
[i]
T
(A
[i]
x
t+1
[i]
  b
[i]
) + v
t+1
[i]
T
(D
[i]
x
t+1
[i]
  d
t+
1
2
[i]
)  r
t+1
[i]
T
x
t+1
[i]
+ s
t+1
[i]
T
(x
t+1
[i]
  u
[i]
) = 0 (108)
As t  ! +1,
n
d
t+
1
2
[i]
  d
t
[i]
o
 ! 0, so that
n
v
t+1
[i]
  p
t
[i]
o
 ! 0, from (107). By the general ADI
theorem, fx
t
g converges to some x

, fx
t
  y
t
g  ! 0 and, by also using part (iv) of lemma 4.4.1,
n
p
t
[i]
o
 ! p

. Thus
n
v
t+1
[i]
o
 ! p

.
By the hypothesis, there exists an innite index set N so that (fw
n
g ; fr
n
g ; fs
n
g) , n 2 N ,
converges to ( w; r; s). Then (fw
n
g ; fv
n
g ; fr
n
g ; fs
n
g) converges to ( w; p

; r; s), and fx
n
g converges
to x

.
Summing (106) and (108) over all blocks, and then taking the limit over n 2 N shows that
(x

; w; p

; r; s) satisfy the Karush{Kuhn{Tucker conditions for (CBA).
In case u
[i]
has +1 components, then the corresponding components of the dual multiplier s
i
do not exist, and can be discarded in the statement of the theorem.
4.7 Variants of the (ARP) splitting
In the following sections we examine two variants of the (ARP) splitting. They both share the
good characteristics of the ADI method we just examined: the rst subproblem decomposes into
independent block-subproblems that can be solved in parallel, and the computation of the solution
of the second subproblem can be parallelized.
The rst variant, presented in section 4.8, involves relaxing the primal iterates between the two
subproblems. The second one, presented in section 4.9, is the Peaceman{Rachford algorithm, in
which an additional multiplier is introduced and updated between the solution of the subproblems.
Both variants have p
t
and d
t
updates similar to those for the Douglas{Rachford method. The
subproblems are also similar, with one important dierence: the proximal term for the x
[i]
activities
is not just the optimal value of the activity at the previous iteration.
Convergence for these variants is based on the fact that, for the (ARP) splitting, the correspon-
dences (80) to the general ADI method are such that: A has full column rank, b is zero and B is
the identity matrix. Thus theorems 2.6.1 and 2.6.2 apply.
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The Peaceman{Rachford method requires more stringent assumptions for convergence than the
Douglas{Rachford method: each component function f
[i]
of the (CBA) objective has to be strictly
convex and dierentiable. This is the case for ex. the (LQ) problem with the matrix Q positive
denite.
Both theorems 2.6.1 and 2.6.2 require that a positive scalar penalty parameter  be used, which
has to be ultimately xed. We have not been able to derive a variable penalty ADI method for
the relaxation and the Peaceman{Rachford variants, because the proof technique employed in theo-
rem 2.3.1 does not generalize to these variants. However, it might be possible to extend a laborious
proof of Glowinski and Fortin [34, chapter3] to cover the case; this is a topic of future research.
Finally, in section 4.10 we demonstrate the connection between the two variants and the Douglas{
Rachford method.
Additional (ARP) splittings can be derived by suitable redenitions of G
1
and G
2
, such as
\transferring" the box constraints on the x
[i]
activities from G
1
to G
2
, or allowing in G
2
the sum of
the allocations of the shared resource to the blocks to be less than or equal to the shared resource.
In the latter case, the derivation of simplied updates is more involved than in the method we
examined, yet, if we use a diagonal positive penalty matrix, the invariants and the update formulas
are similar.
4.8 Primal Relaxation
4.8.1 The iterative step in detail
For simplicity, we use a single xed relaxation parameter !, with 0 < ! < 2; we also assume that
the subproblems are solved exactly. At each iteration t = 0; 1; : : : each block solves the subproblem
(x
t+1
[i]
; d
t+
1
2
[i]
) = argmin
x; d
f
[i]
x
[i]
+ q
t
[i]
T
x
[i]
+ p
t
[i]
T
d
[i]
+
1
2




x
[i]
  y
t
[i]



2
2
+
1
2




d
[i]
  d
t
[i]



2
2
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
D
[i]
x
[i]
 d
[i]
(109)
and then relaxes the primal solutions obtained
x
t+1
[i];!
:= !x
t+1
[i]
+ (1  !)y
t
[i]
(110)
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d
t+
1
2
[i];!
:= !d
t+
1
2
[i]
+ (1  !)d
t
[i]
(111)
The relaxed values are the proximal terms in the objective of the second subproblem
(y
t+1
; d
t+1
) = argmin
y; d
 q
t
T
y   p
t
T
d+
1
2



y   x
t+1
!


2
2
+
1
2




d  d
t+
1
2
!



2
2
subject to
K
X
i=1
d
[i]
= d (112)
Finally, the relaxed values are also used in updating the multipliers
q
t+1
[i]
= q
t
[i]
+ (x
t+1
[i];!
  y
t+1
[i]
) (113)
p
t+1
[i]
= p
t
[i]
+ (d
t+
1
2
[i];!
  d
t+1
[i]
) (114)
We will now simplify the updates. From the minimization in (112) we get
y
t+1
[i]
= x
t+1
[i];!
+
1

q
t
[i]
(115)
and also, similar to (90), we get that for i = 1; : : : ;K, t  0,
d
t+1
[i]
= d
t+
1
2
[i];!
+
1

p
t
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i];!
 
1

K
X
i=1
p
t
[i]
!
= !d
t+
1
2
[i]
+ (1  !)d
t
[i]
+
1

 
p
t
[i]
 
1
K
K
X
i=1
p
t
[i]
!
+
1
K
"
d 
K
X
i=1

!d
t+
1
2
[i]
+ (1  !)d
t
[i]

#
(116)
Then, the p multiplier update yields
p
t+1
[i]
=
1
K
K
X
i=1
p
t
[i]
 

K
 
d 
K
X
i=1
d
t+
1
2
[i];!
!
=
1
K
K
X
i=1
p
t
[i]
 

K
"
d 
K
X
i=1

!d
t+
1
2
[i]
+ (1  !)d
t
[i]

#
(117)
We can then state the properties of the iterates, in a lemma similar to lemma 4.4.1.
Lemma 4.8.1 (Invariants) Let the ADI scheme given by (109){(114) be started from any
(q
0
; p
0
; y
0
; d
0
). Then, the iterates are such that:
(i) q
t+1
= 0, t  0.
(ii) y
t+1
= !x
t+1
+ (1  !)y
t
, t  1
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(iii)
K
X
i=1
d
t+1
[i]
= d, t  0
(iv) p
t+1
[1]
= p
t+1
[2]
= : : : = p
t+1
[K]
, t  0
Proof: Part (i) follows after substitution of (115) in (113). Then, part (ii) follows from taking
t + 1 for t in (115) and then using part (i). Part (iii) follows from the fact that the vectors d
t+1
[i]
,
for t  0, solve subproblem (109) and thus satisfy the equality constraint therein. Part (iv) follows
from (117).
We now use the above lemma to provide simplied update formulas for the p
t
and d
t
vectors.
We begin by dening
v
t+1
[i]
:= p
t
[i]
+ (d
t+
1
2
[i]
  d
t
[i]
) (118)
Then, again, we can prove the following lemma.
Lemma 4.8.2 The vector v
t+1
[i]
, dened in (118), is an optimal dual associated with the
D
[i]
x
[i]
 d
[i]
constraints in the rst subproblem (109) of the relaxation method.
Proof: The rst subproblem in the method with relaxation is exactly the same as in the method
without relaxation, and the result follows from lemma 4.4.2.
Lemma 4.8.3 (Updates for d
t
and p
t
) Let the relaxed ADI scheme given by (109){(114) be
started from any (q
0
; p
0
; y
0
; d
0
). Then, for t  1,
d
t+1
[i]
= (1  !) d
t
[i]
+ !
"
d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!#
= (1  !) d
t
[i]
+ !
"
d
t+
1
2
[i]
+
1

 
p
t
 
1
K
K
X
i=1
v
t+1
[i]
!#
= (1  !) d
t
[i]
+ ! d
t+
1
2
[i]
+
1

 
p
t
  p
t+1

= (1  !)

d
t
[i]
+
1

p
t

+ ! d
t
[i]
+
1


v
t+1
[i]
  p
t+1

(119)
and also
p
t+1
= p
t
  !

K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
p
t+1
= (1  !) p
t
+ !
1
K
K
X
i=1
v
t+1
[i]
(120)
in which p
t
denotes the common value of p across all blocks for t  1, in accordance with part (iv)
of lemma 4.8.1.
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Proof: The rst d
t
update is obtained after using parts (iii) and (iv) of lemma 4.8.1 to simplify the
d
t
update (116). Using these parts to simplify the p update (117) yields the rst update in (120).
The third d
t
update is obtained by substituting the rst p update of (120) into the rst d
t
update.
The other d
t
and p updates are obtained by averaging (118) over all blocks, and using part (iii) of
lemma 4.8.1.
Remarks: (i) For ! = 1, the above formulas yield the updates for the (ARP) scheme with no
relaxation, derived in section 4.4.
(ii) The non-negativity of p
t+1
cannot be guaranteed in general. In the special case of under-
relaxation (0 < ! < 1), an inductive argument suces to show that for p
0
 0, p
t+1
is non-negative,
as convex combination of non-negative vectors.
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4.8.2 The iterative step simplied
By a canonical initialization we can have the above updates be valid also for t = 0. The simplied
algorithm is as follows.
Simplified relaxed (ARP) algorithm
(0) Pick a vector p
0
 0 and proximal vectors y
0
[i]
and d
0
[i]
i = 1; : : : ;K, such that
K
P
i=1
d
0
[i]
= d. Also pick a scalar penalty factor   0 and a relaxation parameter !,
0 < ! < 2. Set t = 0.
(1) Compute (in parallel) for each block i = 1; : : : ;K, (x
t+1
[i]
; d
t+
1
2
[i]
), the solution to
min
x
[i]
; d
[i]
f
[i]
(x
[i]
) + p
t
T
d
[i]
+
1
2




x
[i]
  y
t
[i]



2
+
1
2




d
[i]
  d
t
[i]



2
s. t. A
[i]
x
[i]
= b
[i]
; 0  x
[i]
 u
[i]
D
[i]
x
[i]
 d
[i]
(2) Update the y proximal terms
y
t+1
[i]
= ! x
t+1
[i]
+ (1  !) y
t
[i]
(3) Adjust allocations to achieve feasibility
d
t+1
[i]
= (1   !)d
t
[i]
+ !
"
d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!#
(4) Update the multipliers
p
t+1
= p
t
  !

K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
(5) If termination criteria are met, stop. Else set t = t+ 1 and go to (1).
These updates are organized around d
t+
1
2
[i]
. In case we prefer to organize the updates around
v
t+1
[i]
, and not use at all the vectors d
t+
1
2
[i]
, a reverse-order update for canonical initialization would
rst update the p multipliers
p
t+1
= (1  !)p
t
+ !
1
K
K
X
i=1
v
t+1
[i]
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and then update the d
t
proximal terms
d
t+1
[i]
= (1  !)

d
t
[i]
+
1

p
t

+ !d
t
[i]
+
1


v
t+1
[i]
  p
t+1

This update depends on the availability of the subproblem duals v
t+1
[i]
at each iteration.
4.8.3 Convergence
Convergence results for the relaxed ADI method are identical to those for the method without
relaxation.
Theorem 4.8.4 (Primal convergence) Let assumption 3.2.1 hold. Then, for any starting point
(q
0
; p
0
; y
0
; d
0
), any  > 0, and any ! 2 (0; 2),
n
x
t
[i]
o
converges to an optimal primal solution for
(CBA).
Proof: Follows from theorem 2.6.1, with the correspondences as in (80). The proof is similar to
that for theorem 4.6.1.
Theorem 4.8.5 (Convergence of duals) Assume that f
[i]
, i = 1; : : : ;K is dierentiable. Let
the optimal dual multipliers for the rst subproblem (109) (w
t+1
[i]
, v
t+1
[i]
, r
t+1
[i]
, s
t+1
[i]
) be paired with
constraints as in theorem 4.6.2. If the sequence f(w
t
; r
t
; s
t
)g has an accumulation point ( w; r; s) ,
then ( w; p

; r; s) are optimal duals for (CBA).
Proof: Similar to the proof of theorem 4.6.2 for the case without relaxation.
4.9 The Peaceman{Rachford variant
4.9.1 The iterative step in detail
In this method, at each iteration t = 0; 1; : : : each block solves the subproblem
(x
t+1
[i]
; d
t+
1
2
[i]
) = argmin
x
[i]
; d
[i]
f
[i]
x
[i]
+ q
t
[i]
T
x
[i]
+ p
t
[i]
T
d
[i]
+
1
2




x
[i]
  y
t
[i]



2
2
+
1
2




d
[i]
  d
t
[i]



2
2
subject to A
[i]
x
[i]
= b
[i]
; 0  x
[i]
 u
[i]
D
[i]
x
[i]
 d
[i]
(121)
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and then computes intermediate multipliers
q
t+
1
2
[i]
:= q
t
[i]
+ (x
t+1
[i]
  y
t
[i]
) (122)
p
t+
1
2
[i]
:= p
t
[i]
+ (d
t+
1
2
[i]
  d
t
[i]
) (123)
These multipliers are then used as linear terms in the objective of the second subproblem. (Contrast
with the relaxation method of section 4.8, in which only primal terms were modied between the
subproblems.) The second subproblem is
(y
t+1
; d
t+1
) = argmin
y; d
 q
t+
1
2
T
y   p
t+
1
2
T
d+
1
2



y   x
t+1


2
2
+
1
2




d  d
t+
1
2



2
2
subject to
K
X
i=1
d
[i]
= d (124)
This has a closed form solution, given by
y
t+1
[i]
= x
t+1
[i]
+
1

q
t+
1
2
[i]
(125)
and
d
t+1
[i]
= d
t+
1
2
[i]
+
1

 
p
t+
1
2
[i]
 
1
K
K
X
i=1
p
t+
1
2
[i]
!
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
(126)
The iterative step concludes with one more multiplier update
q
t+1
[i]
= q
t+
1
2
[i]
+ (x
t+1
[i]
  y
t+1
[i]
) (127)
p
t+1
[i]
= p
t+
1
2
[i]
+ (d
t+
1
2
[i]
  d
t+1
[i]
) (128)
To simplify the updates, we eliminate q
t+
1
2
[i]
between (122) and (125) and get
y
t+1
[i]
= 2x
t+1
[i]
  y
t
[i]
+
1

q
t
[i]
(129)
For the d
t
update, we substitute (123) in (126) and get
d
t+1
[i]
= 2d
t+
1
2
[i]
  d
t
[i]
+
1
K
"
d 
K
X
i=1

2d
t+
1
2
[i]
  d
t
[i]

#
+
1

 
p
t
[i]
 
1
K
K
X
i=1
p
t
[i]
!
(130)
For the p update, we eliminate p
t+
1
2
[i]
between (123) and (128) and get
p
t+1
[i]
= p
t
[i]
+ 

2d
t+
1
2
[i]
  d
t
[i]
  d
t+1
[i]

Substituting in this the value of d
t+1
[i]
from (130) yields
p
t+1
[i]
=
1
K
K
X
i=1
p
t
[i]
 

K
"
d 
K
X
i=1

2d
t+
1
2
[i]
  d
t
[i]

#
(131)
We state the properties of the iterates in the following lemma.
66
Lemma 4.9.1 (Invariants) Let the Peaceman{Rachford scheme for the (ARP) splitting be started
from any (q
0
; p
0
; y
0
; d
0
). Then, the iterates are such that:
(i) q
t+1
= 0, t  0.
(ii) y
t+1
= 2x
t+1
  y
t
, t  1
(iii)
K
X
i=1
d
t+1
[i]
= d, t  0
(iv) p
t+1
[1]
= p
t+1
[2]
= : : : = p
t+1
[K]
, t  0
Proof: Part (i) follows after substitution of (125) in (127). Then, part (ii) follows from taking t+1
for t in (129) and then using part (i). Part (iii) follows from the fact that the vectors d
t+1
[i]
, for t  0,
solve (124), and thus satisfy the equality constraints therein. Part (iv) follows from (131).
With the help of this lemma we can provide simplied updates for the p and d
t
vectors. We
begin by dening
v
t+1
[i]
:= p
t
[i]
+ (d
t+
1
2
[i]
  d
t
[i]
) (132)
Then, again, we can prove the following lemma.
Lemma 4.9.2 The vector v
t+1
[i]
, dened in (132), is an optimal dual associated with the
D
[i]
x
[i]
 d
[i]
constraints in the subproblem (121).
Proof: The rst subproblem in the Peaceman{Rachford method is exactly the same as in the
Douglas{Rachford method, and the result follows from lemma 4.4.2.
Lemma 4.9.3 (Updates for d
t
and p
t
) Let the Peaceman{Rachford scheme, given by (121){
(128), be started from any (q
0
; p
0
; y
0
; d
0
). Then, for t  1,
d
t+1
[i]
=   d
t
[i]
+ 2
"
d
t+
1
2
[i]
+
1
K
 
d  
K
X
i=1
d
t+
1
2
[i]
!#
=   d
t
[i]
+ 2
"
d
t+
1
2
[i]
+
1

 
p
t
 
1
K
K
X
i=1
v
t+1
[i]
!#
=   d
t
[i]
+ 2 d
t+
1
2
[i]
+
1

 
p
t
  p
t+1

=  

d
t
[i]
+
1

p
t

+ 2 d
t
[i]
+
1


v
t+1
[i]
  p
t+1

(133)
and also
p
t+1
= p
t
  2

K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
p
t+1
=   p
t
+ 2
1
K
K
X
i=1
v
t+1
[i]
(134)
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in which p
t
denotes the common value of p across all blocks for t  1, in accordance with part (iv)
of lemma 4.9.1.
Proof: The rst d
t
update is obtained after using parts (iii) and (iv) of lemma 4.9.1 to simplify the
d
t
update (130). Using these parts to simplify the p update (131) yields the rst update in (134).
The third d
t
update is obtained by substituting the rst p update into the rst d
t
update. The other
d
t
and p updates are obtained by averaging (132) over all blocks and using part (iii) of lemma 4.9.1.
The last two updates in (133) are reverse-order formulas. A reverse-order update for canonical
initialization, organized around the subproblem multipliers v
t+1
[i]
, would rst update the p multipliers
p
t+1
=  p
t
+ 2
1
K
K
X
i=1
v
t+1
[i]
and then update the d
t
proximal terms
d
t+1
[i]
=  

d
t
[i]
+
1

p
t

+ 2d
t
[i]
+
1


v
t+1
[i]
  p
t+1

In the next section we present the simplied algorithm, with updates organized around the vector
d
t+
1
2
[i]
.
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4.9.2 The iterative step simplied
By the use of canonical initialization we have the following version of the algorithm.
Simplified Peaceman{Rachford (ARP) algorithm
(0) Pick a vector p
0
 0 and proximal vectors y
0
[i]
and d
0
[i]
i = 1; : : : ;K, such that
K
P
i=1
d
0
[i]
= d. Also pick a scalar penalty factor   0. Set t = 0.
(1) Compute (in parallel) for each block i = 1; : : : ;K, (x
t+1
[i]
; d
t+
1
2
[i]
), the solution to
min
x
[i]
; d
[i]
f
[i]
(x
[i]
) + p
t
T
d
[i]
+
1
2




x
[i]
  y
t
[i]



2
+
1
2




d
[i]
  d
t
[i]



2
s. t. A
[i]
x
[i]
= b
[i]
; 0  x
[i]
 u
[i]
D
[i]
x
[i]
 d
[i]
(2) Update the y proximal terms
y
t+1
[i]
= 2 x
t+1
[i]
  y
t
[i]
(3) Adjust allocations to achieve feasibility
d
t+1
[i]
=  d
t
[i]
+ 2
"
d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!#
(4) Update the multipliers
p
t+1
= p
t
  2

K
 
d 
K
X
i=1
d
t+
1
2
[i]
!
(5) If termination criteria are met, stop. Else set t = t+ 1 and go to (1).
4.9.3 Convergence
The convergence results for the Peaceman{Rachford method are similar to the ones for the Douglas{
Rachford method.
Theorem 4.9.4 (Primal convergence) Let assumption 3.2.1 hold, and let the functions f
[i]
, i =
1; : : : ;K, be strictly convex and dierentiable. Then, for any starting point (q
0
; p
0
; y
0
; d
0
) and any
 > 0,
n
x
t
[i]
o
converges to an optimal primal solution for (CBA).
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Proof: Follows from theorem 2.6.2, with the correspondences as in (80). The proof is similar to
that for theorem 4.6.1.
Theorem 4.9.5 (Convergence of duals) Let the assumptions of theorem 4.9.4 hold. Let the op-
timal dual multipliers for the subproblem (121) (w
t+1
[i]
, v
t+1
[i]
, r
t+1
[i]
, s
t+1
[i]
) be paired with constraints as
in theorem 4.6.2. If the sequence f(w
t
; r
t
; s
t
)g has an accumulation point ( w; r; s) , then ( w; p

; r; s)
are optimal duals for (CBA).
Proof: Similar to the proof of theorem 4.6.2 for the standard method.
4.10 A unifying view
The update formulas for the ADI (or Douglas{Rachford) method, the relaxation variant, and the
Peaceman{Rachford scheme for the (ARP) splitting can be grouped together, as a family parame-
terized by a scalar. This is shown in the following lemma.
Lemma 4.10.1 For the (ARP) splitting for (CBA), the Peaceman{Rachford method is the relaxed
Douglas{Rachford method with over-relaxation factor 2.
Proof: We can write the (ARP) update formulas as follows:
y
t+1
[i]
= (1  !) y
t
[i]
+ ! x
t+1
[i]
d
t+1
[i]
= (1  !) d
t
[i]
+ !
"
d
t+
1
2
[i]
+
1
K
 
d 
K
X
i=1
d
t+
1
2
[i]
!#
p
t+1
= (1  !) p
t
+ !
1
K
K
X
i=1
v
t
[i]
(135)
Setting ! = 1 yields the standard Douglas{Rachford update, while ! = 2 yields the Peaceman{
Rachford update. Letting ! 2 (0; 2) n f1g yields the relaxed Douglas{Rachford update. This
can be veried by checking the update formulas for each scheme: part (ii) in lemma 4.4.1, and
equations (100) and (102) for Douglas{Rachford; part (ii) in lemma 4.8.1, and equations (119)
and (120) for the relaxed scheme; and part (ii) in lemma 4.9.1 and equations (133) and (134) for
Peaceman{Rachford.
A comparison of (109) and (121) shows that the rst subproblems per iteration are the same for
both the relaxation and the Peaceman{Rachford methods.
Chapter 5
The Resource Proximization
splitting (RP)
5.1 Overview
In this chapter we study the Resource Proximization splitting (RP) for the convex block-angular
problem (CBA). This splitting has good features, similar to (ARP): the rst subproblem per
iteration is block-decomposable and can be solved in parallel, and the computation of the closed-
form solution of the second subproblem can be parallelized.
The cost of these features for (ARP) was the introduction of additional variables
~
d
[i]
for each
block, which augment the size of the computationally intensive rst subproblem. The (RP) splitting
does not introduce additional variables; thus a smaller subproblem needs to be solved per iteration.
The trade-o is that convergence of the full set of primal variables is not guaranteed, although the
objective function value converges to the optimal value. In addition, in order to solve the second
subproblem in closed form, we need to assume that the penalty matrix is diagonal. In this splitting
proximal terms are added only for the vectors D
[i]
x
[i]
that reect the consumption of the shared
resource d.
In section 5.2 we derive the algorithm, and in section 5.3 we analyze and simplify the iterative
step. Section 5.4 presents the simplied algorithm, and section 5.5 discusses convergence. Finally,
in section 5.6 we show how the (RP) algorithm can be thought of as a limiting case of an (ARP)
algorithm.
70
71
5.2 Derivation
We introduce again the extended objective
h
[i]
(x
[i]
) :=
8
<
:
f
[i]
(x
[i]
) if A
[i]
x
[i]
= b
[i]
and 0  x
[i]
 u
[i]
+1 otherwise
(136)
Then we dene
G
1

x
[1]
; : : : ; x
[K]

:=
K
X
i=1
h
[i]
(x
[i]
) (137)
and
G
2

d
[1]
; : : : ; d
[K]

:=
8
>
<
>
>
:
0 if
K
X
i=1
d
[i]
 d
+1 otherwise
(138)
with d
[1]
; : : : ; d
[K]
2 IR
m
0
. Functions G
1
and G
2
are both closed, convex and also proper, because
(CBA) is solvable, by assumption 3.2.1.
We take the splitting matrix D to be block-diagonal, of size (Km
0
)
K
P
i=1
n
i
.
D := diag

D
[1]
; D
[2]
; : : : ; D
[K]

(139)
Problem (CBA) is equivalent to
min
x
[i]
; d
[i]
G
1

x
[1]
; : : : ; x
[K]

+G
2

d
[1]
; : : : ; d
[K]

subject to D
[i]
x
[i]
= d
[i]
; i = 1; : : : ;K (140)
which is in the form of the general problem (9), with the correspondences
A D; B  I; b 0 (141)
The coupling constraints of (CBA) are thus split between the explicit equality constraints and G
2
.
If certain variables in block i do not appear in the coupling constraints, then the corresponding
columns of D
[i]
are zeros, and in this case the matrix D is not of full column rank. This is the case
in at least one important practical instance of (CBA), the multicommodity network ow problem.
We will examine the consequences of this when we discuss the convergence of this splitting.
We pair a tentative Lagrange multiplier vector p
[i]
2 IR
m
0
with each block of constraints D
[i]
x
[i]
=
d
[i]
, i = 1; : : : ;K. For simplicity of the global updates we will have all blocks maintain the same
diagonal positive penalty matrix 
t
. We let the matrix 
t
K
consist of K copies of 
t
placed along
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the diagonal. The iterative step of the ADI algorithm (in shorthand notation) consists of solving
the two subproblems
x
t+1
2 argmin
x
f(x) + p
t
T
Dx +
1
2


Dx  d
t


2

t
K
subject to
A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
9
=
;
i = 1; : : : ;K
(142)
d
t+1
= argmin
d
 p
t
T
d+
1
2


Dx
t+1
  d


2

t
K
subject to
K
X
i=1
d
[i]
 d
(143)
and then updating the multipliers
p
t+1
[i]
= p
t
[i]
+ 
t
(D
[i]
x
t+1
[i]
  d
t+1
[i]
) (144)
and possibly the penalty matrix 
t
.
5.3 The iterative step in detail
The minimizer for the second subproblem (143), if it exists, is unique, since the objective is strongly
convex. The minimizer for the rst subproblem (142) may not be unique. Uniqueness is guaranteed
in special cases, for instance if each f
[i]
is strictly convex, or if each matrixD
[i]
has full column rank.
The rst subproblem is decomposable per block. Thus we need to solve the following K sub-
problems in parallel and concatenate the solutions.
min
x
[i]
f
[i]
(x
[i]
) + p
t
[i]
T
D
[i]
x
[i]
+
1
2



D
[i]
x
[i]
  d
t
[i]



2

t
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(145)
The second subproblem is a least-squares problem with linear constraints. A solution in
closed form can be obtained by solving the Karush{Kuhn{Tucker conditions. The minimizer
(d
t+1
[1]
; : : : ; d
t+1
[K]
) and any optimal dual 
t+1
2 IR
m
0
+
must satisfy
 p
t
[i]
  
t

D
[i]
x
t+1
[i]
  d
t+1
[i]

+ 
t+1
= 0; i = 1; : : : ;K (146)

t+1
T
(
K
X
i=1
d
t+1
[i]
  d) = 0 (147)
K
X
i=1
d
t+1
[i]
 d (148)
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After calculations, we obtain that the minimizer is given by
d
t+1
[i]
= D
[i]
x
t+1
[i]
+ (
t
)
 1

p
t
[i]
  
t+1

(149)
in which

t+1
=
1
K
"
K
X
i=1
p
t
[i]
+ 
t
 
K
X
i=1
D
[i]
x
t+1
[i]
  d
!#
+
(150)
Use of (149) in (144) yields the following simple p update
p
t+1
[i]
= 
t+1
(151)
The (RP) splitting has invariants similar to (ARP).
Lemma 5.3.1 (Invariants of the (RP) splitting) Let the ADI scheme described by (142){(144)
be started from any (p
0
; d
0
) and any diagonal positive penalty matrix 
0
. Then,
(i) p
t+1
[1]
= p
t+1
[2]
= : : : = p
t+1
[K]
 0, t  0.
(ii)
K
X
i=1
d
t+1
[i]
 d, t  0.
Proof: Part (i) follows from (151) and (150). Part (ii) follows from the fact that the vectors d
t+1
[i]
,
for t  0, solve (143) and thus satisfy the inequality constraints therein.
A canonical initialization establishes these properties also for the starting vectors.
Denition 5.3.2 An initialization d
0
; p
0
for the ADI scheme for (RP) is canonical if
p
0
[1]
= p
0
[2]
= : : : = p
0
[K]
 0;
K
X
i=1
d
0
[i]
= d
5.4 The iterative step simplied
We now present a simpler version of the iterative step, by making use of the reverse-order update
formulas and of canonical initialization. We denote by p the common value of the p multiplier across
all blocks, in accordance with part (i) of lemma 5.3.1.
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Simplified (RP) algorithm
(0) Pick a vector p
0
 0, proximal vectors d
0
[i]
, i = 1; : : : ;K such that
K
P
i=1
d
0
[i]
= d,
and a diagonal positive matrix 
0
. Set t = 0.
(1) Compute (in parallel) per block i = 1; : : : ;K, x
t+1
[i]
, a solution to
min
x
[i]
f
[i]
(x
[i]
) + p
t
T
D
[i]
x
[i]
+
1
2



D
[i]
x
[i]
  d
t
[i]



2

t
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(152)
(2) Update the multipliers p
p
t+1
=
(
p
t
+
1
K

t
 
K
X
i=1
D
[i]
x
t+1
[i]
  d
!)
+
(153)
(3) Adjust allocations to achieve feasibility
d
t+1
[i]
= D
[i]
x
t+1
[i]
+ (
t
)
 1
 
p
t
  p
t+1

(154)
(4) Update the penalty matrix 
t
.
(5) If termination criteria are met, stop. Else set t = t+ 1 and go to (1).
As in the previous splitting, the updates are simple to compute; they involve vector operations
on local data, with the exception of the global quantity
K
P
i=1
D
[i]
x
t+1
[i]
that requires communication
between all blocks.
5.5 Convergence of the method
For this method we have a weaker convergence result than the one for (ARP). This is because the
splitting matrix D in (139) may not have full column rank.
Theorem 5.5.1 (Primal convergence) Let assumption 3.2.1 hold. Assume that each component
function f
[i]
is either linear or quadratic, or has level sets that are bounded over B
[i]
, the feasible set
for the block constraints. Let the ADI method given by (142){(144) be started from arbitrary vectors
p
0
; d
0
and an arbitrary diagonal positive penalty matrix 
0
. Let the diagonal positive matrices f
t
g
be ultimately xed. Then, any sequence fx
t
; d
t
g produced by the algorithm is such that
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(i)
n
D
[i]
x
t
[i]
o
, i = 1; : : : ;K, converges to d

[i]
such that
K
P
i=1
d

[i]
 d.
(ii)
K
P
i=1
f
[i]
(x
t
[i]
) converges to the optimal value for (CBA).
(iii) For all i 2 f1; : : : ;Kg such that D
[i]
has full column rank,
n
x
t
[i]
o
converges.
(iv)
n
p
t
[i]
o
converges to the same limit p

, for all i = 1; : : : ;K.
Proof: By their construction in (136) and (137) the functions G
1
and G
2
are convex and closed.
They are also proper, since (CBA) is solvable, and continuous in their eective domains. We now
have to guarantee solvability of subproblems (142) and (143). Since G
1
and G
2
are proper, both
subproblems are feasible.
The objective in the second subproblem is strongly convex, and the feasible region is a non-empty
polyhedral set. An argument similar to that in the proof of theorem 4.6.1, shows that the second
subproblem is solvable. On the other hand, the assumptions on the solvability of (CBA) and on
f
[i]
are sucient to guarantee the solvability of the rst subproblem.
The splitting matrix B in (141) is the identity, thus has full row rank. Then, by corollary 2.5.3,
the sequence
n
d
t
[i]
o
converges. By part (iii) of lemma 5.3.1,
K
P
i=1
d
t+1
[i]
 d, t  0. Thus, for the limit
point d

[i]
must also have
K
P
i=1
d

[i]
 d. Since x
t+1
[i]
solves the rst subproblem, it is feasible with
respect to the block constraints x
[i]
2 B
[i]
. The ADI convergence theorem 2.3.1 also yields that
n
D
[i]
x
t
[i]
  d
t
[i]
o
 ! 0. Combining this with the fact that
K
P
i=1
d

[i]
 d proves (i) of the theorem.
Part (ii) follows from theorem 2.3.1, and the fact that on dom (G
1
+G
2
), the value of G
1
+ G
2
is just the value of the objective function of (CBA). Part (iii) follows from corollary 2.5.3. If all
the matrices D
[i]
have full column rank, then fx
t
g converges to a primal optimal point for (CBA).
From theorem 2.3.1 and part (i) of lemma 5.3.1 we get part (iv).
The following theorem presents a method of obtaining optimal duals for (CBA).
Theorem 5.5.2 Assume, in addition, that f
[i]
, i = 1; : : : ;K is dierentiable. Let the optimal dual
multipliers for subproblem (145)
w
t+1
[i]
2 IR
m
i
+
; r
t+1
[i]
2 IR
n
i
+
; s
t+1
[i]
2 IR
n
i
+
be paired with the constraints as follows:
w
t+1
[i]
withA
[i]
x
[i]
= b
[i]
; r
t+1
[i]
with x
[i]
 0; s
t+1
[i]
withx
[i]
  u
[i]
 0
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Also assume that the upper bound vector u
[i]
has no +1 component. Let p

be the limit of fp
t
g.
Then an optimal set of duals ( w; p

; r; s) for (CBA), for the pairing
w
[i]
with A
[i]
x
[i]
= b
[i]
; p

with
K
P
i=1
D
[i]
x
[i]
 d
r
[i]
with  x
[i]
 0; s
[i]
with x
[i]
  u
[i]
 0
can be obtained by solving subproblem (145) with d
t
[i]
and p
t
[i]
at their limit values.
Proof: Let x
t+1
[i]
be optimal for subproblem (145). The Karush{Kuhn{Tucker conditions with
dierentiability yield
rf
[i]
(x
t+1
[i]
) + p
t
T
D
[i]
+ 
t
(D
[i]
x
t+1
[i]
  d
t
[i]
) + w
t+1
[i]
T
A
[i]
  r
t+1
[i]
+ s
t+1
[i]
= 0 (155)
w
t+1
[i]
T
(A
[i]
x
t+1
[i]
  b
[i]
)   r
t+1
[i]
T
x
t+1
[i]
+ s
t+1
[i]
T
(x
t+1
[i]
  u
[i]
) = 0 (156)
As t  ! +1,
n
D
[i]
x
t+1
[i]
  d
t
[i]
o
 ! 0,
n
d
t
[i]
o
 ! d

[i]
, and
n
p
t
[i]
o
 ! p

. By lemma 2.3.7, we
can solve a subproblem (145) with p
t
[i]
= p

and d
t
[i]
= d

[i]
, and nd an optimal x
t+1
[i]
so that
D
[i]
x
t+1
[i]
= d

[i]
. Then, if we sum the Karush{Kuhn{Tucker conditions for that subproblem over all
blocks, we get that the primal and dual vectors satisfy the optimality conditions for (CBA).
5.6 The connection between the (ARP) and (RP) splittings
The algorithm we developed for the (RP) splitting can be thought of as a limiting case for an
(ARP) algorithm in which the proximal terms for the x
[i]
activities have been set to zero, and all
blocks use the same diagonal matrix with positive entries  to proximize the d
[i]
variables. Then
the D
[i]
x
[i]
terms for (RP) behave like d
t+
1
2
[i]
terms for (ARP).
In more detail: we derive an (ARP) splitting by dening a function G
1
as
G
1

x
[1]
; : : : ; x
[K]
;
~
d
[1]
; : : : ;
~
d
[K]

:=
8
>
<
>
>
:
K
X
i=1
f
[i]
(x
[i]
) +  (x
[i]
j B
[i]
) if D
[i]
x
[i]
=
~
d
[i]
; 8i
+1 otherwise
and by dening a function G
2
of the d
[i]
variables only, employing inequality constraints.
G
2

d
[1]
; : : : ; d
[K]

:=
8
>
>
<
>
:
0 if
K
X
i=1
d
[i]
 d
+1 otherwise
(157)
77
Then we can write the (CBA) problem as
min
x
[i]
;
~
d
[i]
; d
[i]
G
1

x
[1]
; : : : ; x
[K]
;
~
d
[1]
; : : : ;
~
d
[K]

+G
2

d
[1]
; : : : ; d
[K]

subject to d
[i]
=
~
d
[i]
; i = 1; : : : ;K (158)
in which the x
[i]
variables are not included in the explicit constraints.
In terms of correspondences with the general problem (9), this splitting has
A [0 I]; B  I; b 0
(159)
The splitting matrix A does not have full column rank; moreover, multipliers and primal proximal
terms are associated only with the resource variables
~
d.
After simplication, the algorithm requires solving, at each iteration, the subproblems
min
x
[i]
; d
[i]
f
[i]
(x
[i]
) + p
t
T
d
[i]
+
1
2


d  d
t


2

t
subject to A
[i]
x
[i]
= b
[i]
D
[i]
x
[i]
= d
[i]
0  x
[i]
 u
[i]
(160)
to obtain the x
t+1
[i]
and d
t+
1
2
[i]
vectors. Then we update in reverse order, by
p
t+1
= 
t
"
1
K
 
K
X
i=1
d
t+
1
2
[i]
  d
!
+ (
t
)
 1
p
t
#
+
(161)
and
d
t+1
[i]
= d
t+
1
2
[i]
+ (
t
)
 1
 
p
t
  p
t+1

(162)
Now, if we let D
[i]
x
t+1
[i]
= d
t+
1
2
[i]
, subproblem (160) is comparable to subproblem (145) for the (RP)
splitting, while the updates (161) and (162) are equivalent to (153) and (154), respectively.
Chapter 6
The Activity Proximization
splitting (AP)
6.1 Overview
In this chapter we study the Activity Proximization splitting (AP) for (CBA). In this splitting,
the rst subproblem for each iteration is block-decomposable and can be solved in parallel. This is
similar to the (ARP) and (RP) splittings we have examined in chapters 4 and 4. The solution of the
second subproblem per iteration of (AP) requires the solution of a linearly-constrained least-squares
problem, or, equivalently, of a Linear Complementarity Problem. For special cases of (CBA), such
as multicommodity network ow, if the penalty matrix is diagonal, the subproblem can be solved
explicitly and the computation of the updates can be parallelized.
The cost of decomposability for (ARP) is the augmentation of the size of the rst subproblem,
because of the introduction of extra variables. The (RP) splitting does not introduce additional
variables, but at a price: the subproblem objective function is not strongly convex and may lack
desirable properties such as uniqueness of minimizers, and convergence is not guaranteed, in general,
for the full set of primal variables. The (AP) splitting avoids both shortcomings by introducing
proximal terms only for the activity vectors x
[i]
, thus guaranteeing strong convexity of the objective.
The (AP) algorithm is derived in section 6.2, and is analyzed and simplied in section 6.3. The
simplied algorithm is presented in section 6.4, and convergence is discussed in section 6.5. Finally, in
section 6.6 we present two variants of the algorithm, primal relaxation and the Peaceman{Rachford
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method. We conclude by proving that these two are related: the Peaceman{Rachford method is
the relaxed method with over-relaxation factor 2. This result is similar to the one we prove for the
(ARP) splitting.
6.2 Derivation
We introduce again the extended objective function
h
[i]
(x
[i]
) :=
8
<
:
f
[i]
(x
[i]
) if A
[i]
x
[i]
= b
[i]
and 0  x
[i]
 u
[i]
+1 otherwise
(163)
and we dene, as for (RP),
G
1

x
[1]
; : : : ; x
[K]

:=
K
X
i=1
h
[i]
(x
[i]
) (164)
The dierence with the (RP) splitting lies in the denition of G
2
. We take here
G
2

y
[1]
; : : : ; y
[K]

:=
8
>
<
>
>
:
0 if
K
X
i=1
D
[i]
y
[i]
 d
+1 otherwise
(165)
with (y
[1]
; : : : ; y
[K]
) 2
K
Q
i=1
IR
n
i
. Thus the coupling constraints of (CBA) are incorporated in G
2
.
Functions G
1
and G
2
are both closed, convex and also proper, because (CBA) is solvable, by
assumption 3.2.1.
We take the splitting matrix to be the identity in
K
Q
i=1
IR
n
i
. We write (CBA) as
min
x
[i]
; y
[i]
G
1

x
[1]
; : : : ; x
[K]

+G
2

y
[1]
; : : : ; y
[K]

subject to x
[i]
= y
[i]
; i = 1; : : : ;K (166)
which is in the form of the general problem (9), with the correspondences
A I; B  I; b 0 (167)
A tentative Lagrange multiplier vector p
[i]
2 IR
n
i
is associated with each block of constraints x
[i]
=
y
[i]
, i = 1; : : : ;K. For added exibility we let each block i maintain its own symmetric positive
denite penalty matrix H
t
[i]
. We dene H
t
:= diag

H
t
[1]
; : : : ;H
t
[K]

.
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We now present the resulting ADI method using shorthand notation. At each iteration we solve
the two subproblems
x
t+1
= argmin
x
f(x) + p
t
T
x+
1
2
kx  y
t
k
2
H
t
subject to
A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
9
=
;
i = 1; : : : ;K
(168)
y
t+1
= argmin
y
 p
t
T
y +
1
2


y   x
t+1


2
H
t
subject to
K
P
i=1
D
[i]
y
[i]
 d
(169)
and then update the multipliers
p
t+1
= p
t
+H
t
(x
t+1
  y
t+1
)
(170)
and possibly the penalty matrix H
t
.
6.3 The iterative step in detail
The minimizer in the rst subproblem (168), if it exists, is unique, since the objective function is
strongly convex. Again, objective and constraints decompose per block, so we can solve the following
K block-problems in parallel and concatenate the solutions.
min
x
[i]
f
[i]
(x
[i]
) + p
t
[i]
T
x
[i]
+
1
2



x
[i]
  y
t
[i]



2
H
t
[i]
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(171)
The second subproblem (169) is a linearly-constrained least-squares problem with a strongly
convex objective function. Thus the (unique) minimizer y
t+1
and any optimal dual vector 
t+1
2
IR
m
0
+
must satisfy
 p
t
[i]
 H
t
[i]

x
t+1
[i]
  y
t+1
[i]

+D
[i]
T

t+1
= 0; i = 1; : : : ;K (172)

t+1
T
"
d 
K
X
i=1
D
[i]
y
t+1
[i]
#
= 0 (173)
d 
K
X
i=1
D
[i]
y
t+1
[i]
 0 (174)
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We may use any method for quadratic programming in order to obtain y
t+1
[i]
and 
t+1
. One approach
is to formulate the problem as a Linear Complementarity Problem (LCP) and then solve it by an
algorithm amenable to parallelization, such as an iterative matrix-splitting scheme [18, chapter 5],
[21].
After calculations, we have that the vector 
t+1
 0 must satisfy
q +D(H
t
)
 1
D
T

t+1
 0

t+1
T

q +D(H
t
)
 1
D
T

t+1

= 0
(175)
for D(H
t
)
 1
D
T
:=
K
X
i=1
D
[i]
(H
t
[i]
)
 1
D
[i]
T
and q := d 
K
X
i=1
D
[i]

x
t+1
[i]
+ (H
t
[i]
)
 1
p
t
[i]

.
Thus 
t+1
solves the Linear Complementarity Problem LCP
 
q;D(H
t
)
 1
D
T

. For certain cases
such as the multicommodity ow problem, if we penalize by a diagonal matrixH
t
, the solution 
t+1
can be written in closed form

t+1
=
 
[D(H
t
)
 1
D
T
]
 1
"
K
X
i=1
D
[i]

x
t+1
[i]
+ (H
t
[i]
)
 1
p
t
[i]

  d
#!
+
(176)
In all cases, (172) yields the proximal y
t
update
y
t+1
[i]
= x
t+1
[i]
+ (H
t
[i]
)
 1

p
t
[i]
 D
[i]
T

t+1

(177)
Lemma 6.3.1 (Invariants of the (AP) splitting) Let the ADI scheme described by (168){(170)
be started from any (p
0
; y
0
) and any symmetric positive denite penalty matrix H
0
. Then, for all
t  0,
(i) p
t+1
[i]
= D
[i]
T

t+1
, with 
t+1
 0.
(ii)
K
X
i=1
D
[i]
y
t+1
[i]
 d.
Proof: Part (i) follows from substituting (177) in (170). (Notice that in general we cannot guarantee
that the multipliers p
[i]
will be non-negative, or equal across the blocks.) Part (ii) follows from the
fact that the vectors y
t+1
[i]
, for t  0, solve subproblem (169) and thus satisfy the inequality constraints
therein.
These properties can also hold for the starting vectors by a canonical initialization:
Denition 6.3.2 An initialization p
0
; y
0
for the ADI scheme for (AP) is canonical if
p
0
[i]
= D
[i]
T

0
; for 
0
 0 and
K
X
i=1
D
[i]
y
0
[i]
 d
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6.4 The iterative step simplied
We now present a version of the algorithm that uses the  vectors, rather than the p multipliers.
We also make use of canonical initialization.
Simplified (AP) algorithm
(0) Pick a vector 
0
 0, proximal vectors y
0
[i]
such that
K
P
i=1
D
[i]
y
0
[i]
 d and a
symmetric positive denite matrix H
0
.
(1) Compute (in parallel) per block i = 1; : : : ;K, x
t+1
[i]
, the solution to
min
x
[i]
f
[i]
(x
[i]
) + 
t
T
D
[i]
x
[i]
+



x
[i]
  y
t
[i]



2
H
t
[i]
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(178)
(2) Compute the primal solution y
t+1
and a dual solution 
t+1
of
argmin
y
 
t
T
Dy +
1
2


y   x
t+1


2
H
t
subject to
K
P
i=1
D
[i]
y
[i]
 d
(179)
(4) Update the penalty matrix H
t
[i]
.
(5) If termination criteria are met, stop. Else set t = t+ 1 and go to (1).
If D(H
t
)
 1
D
T
is diagonal and invertible, then 
t
can be simply updated by

t+1
=
 

t
+ [D(H
t
)
 1
D
T
]
 1
"
K
X
i=1
D
[i]
x
t+1
[i]
  d
#!
+
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Then all updates are of a very simple computational nature, involving vector operations on local
data, except for the vector
K
P
i=1
D
[i]
x
t+1
[i]
which is computed from contributions from all PEs.
In case the least-squares subproblem is solved via an LCP algorithm, in step (2) above we solve
for 
t+1
the problem
LCP
 
d  Dx
t+1
 D(H
t
)
 1
D
T

t
; D(H
t
)
 1
D
T

(181)
and then update the proximal y-terms by
y
t+1
[i]
= x
t+1
[i]
+ (H
t
[i]
)
 1
D
[i]
T
 

t
  
t+1

(182)
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In the general case we can have a master processor solve the LCP, and then broadcast the solution

t+1
to all other processors; alternatively, to reduce communication overhead, each processor can
solve the LCP locally. In both cases the LCP matrix can be synthesized by globally adding the local
products D
[i]
(H
t
[i]
)
 1
D
[i]
T
. Their sum is stored in all processors that will be solving the LCP. In
case a xed penalty matrix is used, the LCP matrix needs to be computed only once, initially.
6.5 Convergence of the method
For this method we have a strong convergence result, similar to the (ARP) splitting, because the
splitting matrix has full row rank.
Theorem 6.5.1 (Primal convergence) Let assumption 3.2.1 hold. Let the ADI method given
by (168){(170) be started from any (p
0
; y
0
) and any symmetric positive denite penalty matrix H
0
.
Let the symmetric positive denite matrices fH
t
g be ultimately xed. Then, the sequence fx
t
g of
ADI iterates converges to an optimal primal solution for (CBA).
Proof: By their construction in (163) and (164) the functions G
1
and G
2
are convex and closed.
They are also proper, since (CBA) is solvable.
We now have to guarantee solvability of subproblems (168) and (169). Since G
1
and G
2
are
proper, the subproblems are feasible. The objective function in each consists of a proximal quadratic
term plus a convex, continuous function. Each objective function is thus strongly convex, and there-
fore with bounded level sets. The feasible region for each subproblem is a (non-empty) polyhedral
set, thus closed. Thus, for each subproblem, the intersection of the feasible region with any level set
is a compact set. Then, by the Bolzano{Weierstass theorem 1.6.15, the inmum of the continuous
objective over that set is attained; hence both subproblems are solvable.
Since the splitting matrices A and B in the correspondences (167) are both identity matrices,
they have full column rank. Also, the functions G
1
and G
2
are continuous in their eective domain,
by construction. Then, by corollary 2.5.3, the sequence
n
x
t
[i]
o
convergences to a primal optimal
solution x

of problem (166).
Since the x iterates are feasible with respect to the block constraints x
[i]
2 B
i
, and since the sets
B
i
are closed, the limit points per block x

[i]
are also feasible, i.e. x

[i]
2 B
i
.
Now, for the coupling constraints: From the general ADI convergence theorem we also get that
n
x
t
[i]
  y
t
[i]
o
! 0, and thus
n
y
t
[i]
o
! x

[i]
. We have that
K
P
i=1
D
[i]
y
t+1
[i]
 d, and thus, after taking the
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limit,
K
P
i=1
D
[i]
x

[i]
 d. Thus x

is feasible for (CBA).
Optimality of x

for (CBA) follows from the fact that on dom (G
1
+G
2
), the value of G
1
+G
2
is just the value of the objective function of (CBA).
6.6 Variants of the (AP) splitting
The correspondences of (AP) to the problem for the general ADI method are such that A has full
column rank, b is zero and B is the identity matrix. Thus theorems 2.6.1 and 2.6.2 apply, and we can
use primal relaxation in the Douglas{Rachford scheme, or employ the Peaceman{Rachford variant.
In both algorithms we use a positive scalar penalty parameter  that is ultimately xed, as required
by the convergence theorems.
6.6.1 Primal relaxation
We will present a brief exposition of the derivation of the relaxed scheme here. The development is
similar to section 4.8 for the (ARP) splitting.
At each iteration t = 0; 1 : : : each block computes x
t+1
[i]
as the solution to
minimize
x
[i]
2 IR
n
i
f
[i]
(x
[i]
) + p
t
[i]
T
x
[i]
+
1
2




x
[i]
  y
t
[i]



2
2
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
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and then calculates a relaxation of the primal solution, with ! 2 (0; 2)
x
t+1
[i];!
:= !x
t+1
[i]
+ (1  !)y
t
[i]
(184)
The second subproblem uses these relaxed values as proximal terms
y
t+1
= argmin
y
 p
t
T
d+
1
2



x
t+1
!
  y


2
2
subject to
K
P
i=1
D
[i]
y
[i]
 d
(185)
The multipliers are then updated, using the relaxed values
p
t+1
[i]
= p
t
[i]
+  (x
t+1
[i];!
  y
t+1
[i]
); i = 1; : : : ;K
(186)
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The solution to subproblem (185) is given by
y
t+1
[i]
= x
t+1
[i];!
+
1


p
t
[i]
 D
[i]
T

t+1

= !x
t+1
[i]
+ (1  !)y
t
[i]
+
1


p
t
[i]
 D
[i]
T

t+1

(187)
for 
t+1
the solution to the problem
LCP
 

"
d  !
K
X
i=1
D
[i]
x
t+1
[i]
  (1  !)
K
X
i=1
D
[i]
y
t
[i]
#
 DD
T

t
; DD
T
!
(188)
in which D := [D
[1]
: : :D
[K]
]. Then the p multiplier update yields
p
t+1
[i]
= D
[i]
T

t+1
(189)
so that, for canonical initialization, we have that
y
t+1
[i]
= !x
t+1
[i]
+ (1  !)y
t
[i]
+
1

D
[i]
 

t
  
t+1

(190)
One has a strong convergence result for this variant.
Theorem 6.6.1 (Primal convergence) Let assumption 3.2.1 hold. Then, for any starting point
(p
0
; q
0
), any  > 0, and any ! 2 (0; 2),
n
x
t
[i]
o
converges to an optimal primal solution for (CBA).
Proof: Follows from theorem 2.6.1, with the correspondences as in (167). The proof is similar to
that for theorem 6.5.1.
6.6.2 The Peaceman{Rachford variant
In case each function f
[i]
is strictly convex and dierentiable we can also use the Peaceman{Rachford
variant. At each iteration t = 0; 1 : : : each block computes x
t+1
[i]
as the solution to
minimize
x
[i]
2 IR
n
i
f
[i]
(x
[i]
) + p
t
[i]
T
x
[i]
+
1
2




x
[i]
  y
t
[i]



2
2
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(191)
and then computes intermediate multipliers
p
t+
1
2
[i]
:= p
t
[i]
+ (x
t+1
[i]
  y
t
[i]
) (192)
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which are then used in the objective function of the second subproblem
y
t+1
2 argmin
y
 p
t+
1
2
T
d+
1
2



x
t+1
  y


2
2
subject to
K
P
i=1
D
[i]
y
[i]
 d
(193)
Finally, there is one more multiplier update
p
t+1
[i]
= p
t+
1
2
[i]
+ (x
t+1
[i]
  y
t+1
[i]
) (194)
The Karush{Kuhn{Tucker conditions for (193) yield that
y
t+1
[i]
= x
t+1
[i]
+
1


p
t+
1
2
[i]
 D
[i]
T

t+1

= 2x
t+1
[i]
  y
t
[i]
+
1


p
t
[i]
 D
[i]
T

t+1

(195)
in which 
t+1
is the solution to
LCP
 


d  2Dx
t+1
+Dy
t

 DD
T

t
; DD
T

(196)
Substituting y
t+1
[i]
from (195) in the p update (194) yields that
p
t+1
[i]
= D
[i]
T

t+1
(197)
and thus we have the reverse-order update
y
t+1
[i]
= 2x
t+1
[i]
  y
t
[i]
+
1


p
t
[i]
  p
t+1
[i]

(198)
Also for this variant one has a strong convergence result.
Theorem 6.6.2 (Primal convergence) Let assumption 3.2.1 hold, and let the functions f
[i]
i =
1; : : : ;K, be strictly convex and dierentiable. Then, for any starting point (p
0
; y
0
) and any  > 0,
n
x
t
[i]
o
converges to an optimal primal solution for (CBA).
Proof: Follows from theorem 2.6.2, with the correspondences as in (167). The proof is similar to
that for theorem 4.6.1.
6.6.3 A unifying view
We proved in section 4.10 that for the (ARP) splitting the ADI (Douglas{Rachford) method, the
relaxation variant and Peaceman{Rachford are a family parameterized by a scalar. This is also the
case for the (AP) splitting, as the following lemma shows.
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Lemma 6.6.3 For the (AP) splitting for the (CBA) problem, the Peaceman{Rachford method is
the relaxed Douglas{Rachford method with over-relaxation factor 2.
Proof: Both methods solve the same rst subproblem at each iteration. We can write the y update
for arbitrary initialization as
y
t
[i]
= !x
t+1
[i]
+ (1  !)y
t
[i]
+
1


p
t
[i]
 D
[i]
T

t+1

For ! = 1 we get the Douglas{Rachford update (177); for ! = 2 we get the Peaceman{Rachford
update (195); for ! 2 (0; 2) n f1g we get the relaxed update (187).
All three methods update the p multipliers by
p
t+1
= D
[i]
T

t+1
in which 
t+1
solves the following problem
LCP
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Chapter 7
Computational results
7.1 Overview
In this chapter we report computational experience with the three splitting algorithms on the Con-
nection Machine CM-5 for both the Douglas{Rachford and the Peaceman{Rachford methods. We
are mainly interested in comparing relative performance in terms of number of iterations and total
computational time to achieve a prescribed solution accuracy, as well as comparing against a stan-
dard serial package, MINOS 5.4, and parallel implementations of other decomposition algorithms.
In section 7.2 we briey describe the CM-5, with emphasis on the communication features that
allow for an ecient implementation of the splitting algorithms. In section 7.3 we present a suite of
three hundred randomly generated linear and quadratic multicommodity network test problems. In
section 7.4 we discuss implementation issues, including heuristics and termination criteria. Finally,
in section 7.5 we present and discuss the computational results, and the related issues of parallel
eciency, speedup and scalability.
7.2 The Connection Machine CM-5
The latest parallel supercomputer from Thinking Machines Corp., the Connection Machine CM-5,
is a scalable MIMD system, that can also execute SIMD programs. It can contain between 32 and
16,384 processing elements (64 for the conguration at the Computer Sciences Department of the
University of Wisconsin{Madison). Each PE consists of a 32-MHz SPARC processor, 32 Mbytes of
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physical memory and four vector units, each capable of delivering a peak performance of 32 megaops
for either oating point, integer, or logical calculations. Control processors (typically Sun 4 worksta-
tions) execute \front-end" tasks such as system administration and serial computations. Input and
output is provided via high-bandwidth I/O interfaces to graphics devices, mass secondary storage
and high-performance networks. Additional low speed I/O is provided by Ethernet connections to
the control processors.
The PEs, control processors and I/O interfaces are interconnected by three networks: a data
network, a control network, and a diagnostic network. The data network provides point-to-point
communication via transmission of message packets. It has a quad \fat-tree" structure: the PEs,
control processors and I/O interfaces are located at the leaves of the tree, and the internal nodes
are packet switches. The bandwidth of the tree increases as one ascends from the leaves to the root,
and messages between PEs are routed via their least common ancestor: this reduces \blocking" in
packet transmission.
The control network (a full binary tree with PEs as leaves) provides global cooperative functions,
such as broadcast, barrier synchronization, and combining operations such as reduction and forward
and backward scans. The reduction operation is of particular interest in the implementation of the
ADI algorithms. It combines messages from each PE with logical, addition or maximum operators
on 32-bit words. The values provided by all PEs are combined, and a copy of the global result is
delivered to each.
The machine is currently running the CMOST Version 7.3 Beta.2.7 operating system. For in-
terprocessor communication we have employed version 3.1 of the CMMD message-passing library,
which includes the vector reduce functions.
Our description of the CM-5 architecture is based on the article of Leiserson et al. [61], which
also discusses the philosophy behind the design of the interconnection networks. The article by Best
et al. [12] presents the parallel I/O modes of the machine, while the article by Hillis and Tucker [49]
provides a general overview and presents examples of current applications of the CM-5. For details
the interested reader can also refer to the CM-5 technical summary [96] and the CMMD library
guide [97].
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7.3 The suite of test problems
To assess the relative performance of the three splittings we used MNETGEN [4], a derivative of
NETGEN [57], to generate three hundred random multicommodity network problems (MC), one
hundred with linear objectives and two hundred with quadratic objective functions. The quadratic
objective functions have the form
K
X
i=1

c
[i]
T
x
[i]
+ r



x
[i]
  bx
[i]



2
2

(199)
in which r is a positive scalar and bx is a solution of (MC) using only the linear objective terms and
discarding the coupling constraints, i.e. each bx
[i]
, i = 1; : : : ;K solves
min
x
[i]
c
[i]
T
x
[i]
subject to A
[i]
x
[i]
= b
[i]
0  x
[i]
 u
[i]
(200)
For (MC) the constraint matrices A
[i]
and D
[i]
have a special, sparse structure: each column of
A
[i]
has exactly two non-zero entries, and each matrix D
[i]
consists of columns with one +1 entry
and of zero columns. A crucial property of the D
[i]
matrices for (MC) is that the matrixD
[i]
D
[i]
T
is
also diagonal and invertible. Thus, in the (AP) splitting, if we penalize with a diagonal matrix H
t
,
then the matrix D(H
t
)
 1
D
T
is diagonal and invertible: then a closed form solution for the Linear
Complementarity Problem (175) exists, and is given by (176).
Although we mainly experimented with (MC) problems, our parallel code is written for the
general (CBA) problem: we do not take into account the special structure of A
[i]
and D
[i]
, other
than treating them as sparse. This enables the code to handle much more general convex block{
angular problems. In the case of (MC) one might be able to solve the quadratic network subproblems
faster by employing specialized algorithms, such as the two-segment linearization simplex method
of Meyer and Kamesam [54] or the quasi-Newton method of Toint and Tuyttens [100], [99].
Table 1 displays the characteristics of the test problems. Five instances were randomly generated
for each case; the table reports average characteristics. The column labeled \LP size" refers to the
size of the multicommodity problem formulated as a full Linear Problem; \Constraints" is the total
number of rows in the constraint matrix for this LP, excluding the box constraints, and \Variables"
is the total number of LP variables, excluding slacks.
The number of blocks for our test problems varies between 4 and 31, and therefore each PE of the
CM-5 is assigned exactly one block. The number of network nodes (rows) per block varies between
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Multicommodity network problems
Problem id Blocks Subproblem size Coupling Equivalent LP size
Nodes Arcs constraints Constraints Variables
1 4 50 111 65 265 444
2 8 50 120 82 482 960
3 16 50 120 88 888 1920
4 31 50 121 83 1633 3751
5 4 100 227 139 539 908
6 8 100 230 142 942 1840
7 16 100 241 148 1748 3856
8 31 100 244 151 3251 7564
9 4 200 450 301 1101 1800
10 8 200 450 288 1888 3600
11 16 200 450 316 3516 7200
12 31 200 449 306 6506 13919
13 4 300 683 432 1632 2732
14 8 300 687 435 2835 5496
15 16 300 713 451 5251 11408
16 31 300 682 436 9736 21142
17 4 400 844 525 2125 3376
18 8 400 839 543 3743 6712
19 16 400 818 520 6920 13088
20 31 400 832 538 12938 25792
Table 1: Test problem characteristics.
50 and 400, while the number of arcs (variables) varies between 111 and 844. The number of coupling
constraints is proportional to the number of nodes and varies between 65 and 543. The networks have
60% to 75% of their arcs capacitated; 55% to 70% of the arcs participate in the coupling constraints.
All linear cost coecients are positive numbers in the range 1 to 100, generated randomly. Two
values of r were used, 0:05 and 0:5.
7.4 Implementation
7.4.1 General issues
The CM-5 can be programmed in both a SIMD and a MIMD mode. In the former, the control
processor regulates the execution of the program; it executes the serial part, and distributes, via
broadcasts, sections of the data-parallel part to the PEs, which then execute it locally. The PEs are
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synchronized via \barriers" { designated rendezvous points in the code. In the MIMD mode each
PE executes a local program; since the system has no shared memory, all exchange of information
between PEs is done via message passing.
In all three ADI algorithms, the decomposition is such that in the fork phase PEs can work inde-
pendently, each solving a block subproblem. The global coordination join phase requires calculating
the updates via adding or averaging vectors that are spread over the PEs. The aggregated values
can be computed on the CM-5 with a global call to the CMMD vector reduce function. What needs
to be reduced in all cases is a collection of vectors of size m
0
, i.e. the number of coupling constraints.
Each PE will contribute to the reduction the vectors d
t+
1
2
[i]
for (ARP), and D
[i]
x
t+1
[i]
for (RP) and
(AP).
For eciency, we used a master-less MIMD approach in our nal code; it had been our experience
that computation involving the control processor introduces a communications overhead, that can
result in reduced speedup.
The solution of the quadratic block subproblems was obtained using the standard optimization
package MINOS 5.4 ([76], [77]). MINOS 5.4 uses a reduced gradient method to solve problems
with nonlinear objective and linear constraints. Since the feasible region for the block constraints
remains the same over all iterations, \warm start" techniques were used, and the optimal solution
at iteration t was employed as the starting point for iteration t+ 1.
MINOS 5.4 can treat matrices as sparse. Since there is considerable sparsity in the (MC)
problems, we found this to be a signicant advantage: computational experience with the LSSOL
package [40], which employs a specialized two-phase active-set method to solve quadratic problems
but treats matrices as dense, has shown sparse MINOS 5.4 to be much faster than LSSOL for larger
problems.
Our code is written in ANSI C; it is a modern language with a variety of control constructs and
data types. MINOS 5.4 is written in FORTRAN 77. In our implementation we do not make use of
the CM-5 vector units.
7.4.2 Fixed versus variable penalty
In the basic ADI method a single positive penalty scalar is used and is kept xed over all iterations.
In this case the performance of the algorithm depends strongly on the choice of the penalty. To
illustrate this, we ran the (RP) algorithm of the Douglas{Rachford method with xed penalty on
one of the ve instances of the linear multicommodity problem 7. The penalties chosen were in the
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Figure 4: CPU seconds (left) and number of iterations (right) for the (RP) splitting with xed penalty, on an
instance of the linear multicommodity problem 7. (Results for the variable penalty heuristic are presented
in Table 2.)
range 0:1 to 100. In Figure 4 we display the eect of the penalty choice on the CPU seconds on
the CM-5 and on the number of iterations to termination.
We observe that if the penalty is chosen too small or too large the solution time can signicantly
increase. This can be attributed to the following: if the penalty  is too large, the proximal terms
in the objective function of the block subproblems (12) and (13) outweigh the \true" objective and
thus a small step in the primal space may be taken; on the other hand, as the update (14) shows,
a large step will be taken in the dual space of multipliers. In the case where the penalty is too
small, a large step might be taken in the primal space but a small step will be taken in the dual
space. Large penalty values also cause the subproblem minimization to become ill-conditioned and
harder to solve; as a result, the average time per fork-join iteration increases, although the number
of iterations decreases, in general. For problem 7, good choices for the penalty value in (RP) would
be 0:6, resulting in 51 CPU seconds and 860 iterations, and 16, resulting in 52 CPU seconds and
520 iterations.
We found that the case reported in Figure 4 is typical for (MC) problems. Similar experience
for a variety of applications is reported by Fukushima [36], Glowinski and Marrocco [34, chapter 5],
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and Eckstein [25, chapter 7].
Since it is not, in general feasible, for any given optimization problem, to determine a good value
of the penalty  a priori, one has to resort to ad hoc techniques or to heuristics which can allow initial
large steps in both the primal and dual space, such as Eckstein's \twin lambda" [25, section 7.2.4]:
in this heuristic the initial primal penalty is small, 0:1 , and is slowly increased to the nal value
, while the penalty used in the initial dual step is large, 10 , and is slowly decreased to the nal
value .
Allowing the penalty term to vary per iteration by the heuristics we describe in the following
section, we were able to solve the above problem 7 using (RP) in 240 iterations that took 21:3 CPU
seconds.
7.4.3 Heuristics
Our code uses diagonal positive matrices as penalty factors for all splittings. For simplicity in the
computations, we also use canonical initialization.
In the initial iterations we want the algorithm to make good progress towards a solution, and
not be too constrained by the proximal terms: thus we initially allow for inexact solution of the
subproblems, we use over-relaxation and we let the penalty factors increase only slowly.
7.4.3.1 Selection of initial values
We found that the choice of the starting point x
0
and of the initial proximal terms, multipliers and
penalty matrices can be quite important. In all three splittings x
0
was chosen as a solution of (MC)
using only the linear objective terms and discarding the coupling constraints, i.e. as a solution of
problem (200). The choice of initial proximal vectors was based on x
0
, as we now describe in detail
for each splitting.
(ARP) : We need to assign values to d
0
, the initial allocation of the shared resource d to the K
blocks, which has to be such that
K
P
i=1
d
0
[i]
= d. The simplest choice is equipartition.
d
0
[i]
=
1
K
d
We can also allocate to each block the amount that the initial vector x
0
[i]
consumes, adjusted by the
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equipartition of the global surplus or deciency.
d
0
[i]
= D
[i]
x
0
[i]
+
1
K
"
d 
K
X
i=1
D
[i]
x
0
[i]
#
(201)
The scheme we nally implemented equipartitions surplus as above, but partitions deciency in
proportion to the consumption of the shared resource, as shown in the expression below, which is to
be interpreted component-wise.
d
0
[i]
= D
[i]
x
0
[i]
 
D
[i]
x
0
[i]
K
P
i=1
D
[i]
x
0
[i]
"
K
X
i=1
D
[i]
x
0
[i]
  d
#
=
D
[i]
x
0
[i]
K
P
i=1
D
[i]
x
0
[i]
d (202)
The initial multipliers are chosen proportional to the violation of the coupling constraints.
p
0
= H
0
d
"
K
X
i=1
D
[i]
x
0
[i]
  d
#
+
(203)
The diagonal penalty matrices H
d
are initialized as follows: we determine a reference penalty value

ref
, using a multiple of the largest linear cost coecient,

ref
:=  kck
1
(204)
for  = 0:25, after experimentation, and kck
1
= 100. Then we initially penalize the resource
allocations uniformly
H
0
d
= 
ref
I
and the primal variables in proportion to the corresponding linear cost coecient.
H
0
x[i]
(j; j) = 0:1  c
[i]
(j); j = 1; : : : ; n
i
(RP) : We also chose  = 0:25, and d
0
as in (201) and (202) for (ARP). We set
H
0
= 0:08 
ref
I
and chose p
0
as in (203).
(AP) : We chose  = 0:15, and set 
0
= 0 and y
0
= x
0
. For all primal variables not participating
in the coupling constraints we set the corresponding penalty to a small positive value, that is never
updated. This value can also be zero, in which case the algorithm converges to the optimal value
for (MC) without guaranteed convergence for these variables. For the remaining variables x
[i]
(j)
we chose, as for (ARP),
H
0
[i]
(j; j) = 0:1  c
[i]
(j); j = 1; : : : ; n
i
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7.4.3.2 Update of the penalty matrices
We experimented with several schemes for the updates. The best results for this class of problems
were obtained with an updating scheme similar to the ones used in the method of multipliers for
the Augmented Lagrangian algorithm: a penalty parameter is increased when the violation in the
corresponding coupling constraint is not suciently reduced [69], [10, chapter 2], [78]. In our im-
plementation all penalty parameters remain within positive bounds, as required by the convergence
theory. In the initial iterations we allow for reduced accuracy in solving the subproblems, and also
employ over-relaxation.
(ARP) : The penalty factors are updated every T = 15 iterations. For all primal variables not
participating in the coupling constraints the penalty is never updated; for the rest, it is slowly
increased up to a bound.
H
t
x[i]
(j; j) = min


ref
; 1:05H
t T
x[i]
(j; j)

For the rst 100 iterations the update for the resource allocation penalty is similar.
H
t
d
(j; j) = min

2 
ref
; 1:05 H
t T
d
(j; j)
	
From there on, the update is based on the progress made in the last T iterations towards satisfying
the coupling constraints. We dene the vector of violation v
t
as
v
t
:=
"
K
X
i=1
D
[i]
x
0
[i]
  d
#
+
(205)
Then, for any coupling constraint j = 1; : : : ;m
0
: if it is satised at iteration t, we lower the
corresponding penalty by a factor of three.
H
t
d
(j; j) = max

H
t T
d
(j; j)=3; 0:01
	
Else, we triple the penalty only if the constraint violation is more than a third of its previous value.
H
t
d
(j; j) =
8
>
>
<
>
>
:
min

8 
ref
; 3 H
t T
d
(j; j)
	
if v
t
 0:33 v
t T
H
t T
d
(j; j) otherwise
(206)
We perform the rst 50 iterations with an over-relaxation factor of 1:5, and we set in MINOS, for
the rst 100 iterations, a feasibility tolerance of 10
 3
.
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(RP) : In the rst 80 iterations an over-relaxation factor of 1:3 is used. For the rst 100 iterations
a feasibility tolerance of 10
 3
is used in MINOS. The penalty matrices are updated every T = 15
iterations. The updates scheme is similar to the one employed for the H
t
d
matrices for (ARP): In
the rst 100 iterations the penalty is slowly increased uniformly, up to a bound.
H
t
(j; j) = min

2 
ref
; 1:1 H
t T
d
(j; j)
	
(207)
Then, for any coupling constraint j = 1; : : : ;m
0
: if it is satised at iteration t, we lower the penalty.
H
t
(j; j) = max

H
t T
(j; j)=3; 0:05
	
(208)
Else, we triple the previous penalty only if the decrease in the violation is not satisfactory, as in (206).
(AP) : In the rst 80 iterations an over-relaxation factor of 1:3 is used. For the rst 100 iterations
a feasibility tolerance of 10
 3
is used in MINOS. The penalty matrices are updated every T = 10
iterations. For any primal variable x
[i]
(k) that participates in a coupling constraint, the penalty in
the rst 100 iterations is slowly increased, as in (207)
H
t
[i]
(k; k) = min
n
2 
ref
; 1:1 H
t T
[i]
(k; k)
o
(209)
From there on, the penalty is updated by (208) and (206), for j the index of the coupling constraint
in which the variable x
[i]
(k) participates.
In our computational experience, the eect of these strategies has been to x the penalties soon
after the initial iterations of increasing penalties, for all three splittings. The nal penalty is the
lower bound, for the satised constraints, and the upper bound, for the unsatised ones. In order to
match our assumption of ultimately xed penalties, a parameter could be set limiting the number
of iterations during which changes in the penalties would be allowed (for our problems, a value of
400 iterations would have suced).
7.4.4 Termination criteria
We chose to terminate the algorithm at iteration t when the following condition (i) and at least one
of conditions (ii) and (iii) are met:
(i) The primal iterates satisfy the block constraints within a tolerance of 
1
and the coupling con-
straints within 
2
.
(ii) The proximal terms for iteration t and t  T dier by less than 
2
.
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(iii) The primal iterates, the duals from the block subproblems and the p multipliers satisfy the
Karush{Kuhn{Tucker optimality conditions for (MC) within 
2
.
We chose 
1
= 10
 8
, 
2
= 10
 5
and T = 10. The value 
1
= 10
 8
was used as the nal feasibility
tolerance for MINOS.
Our dierence function , used in criterion (ii) and in the satisfaction of the coupling constraints
in (i), is a combination of absolute dierence and component{wise relative dierence. For any scalars
x and y, we dene (x; y), the dierence between x and y, as
(x; y) :=
8
<
:
jxj if jyj  
2



1:0 
x
y



otherwise
(210)
(The rst case is a safeguard against a comparison with a number that has a modulus close to zero.)
For any vectors X and Y 2 IR
n
, we dene their dierence (X;Y ) as
(X;Y ) := max
1  i  n
(X(i); Y (i)) (211)
In case the vectors have components of varying magnitude, the component-wise criterion
(X;Y )   is, in general, stricter than the standard relative dierence criterion
kX   Y k
kY k
 .
7.5 Results of numerical experiments
7.5.1 The Douglas{Rachford method
7.5.1.1 Relative performance of the three splittings
The relative performance of the three splittings for the Douglas{Rachford method is presented
in Tables 2, 3 and 4, and, in a graphical way, in Figures 5, 6 and 7. In all gures each group
of lines corresponds to problems with the same number of subnetwork nodes, with the number of
commodities (blocks) varying from 4 to 31. The curves present average solution times and iteration
counts over the ve instances per problem case. In all gures the results for the (AP) spitting are
shown in solid lines, the results for (RP) in thick dashed lines, while thin dashed lines correspond
to results for (ARP). The timing results clearly demonstrate the general superiority of the (AP)
splitting.
Figure 5 reports total CPU time in seconds for the three splittings for the linear (MC), and for
the quadratic (MC) with quadratic factor r = 0:05 and r = 0:5. Timing was done via the CMMD
timers, and excludes only the initial reading of block data. The solution time information is also
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CPU seconds
Problem id (ARP) (RP) (AP) MINOS 5.4
1 8.42 4.89 5.94 1.96
2 23.79 10.61 11.35 7.11
3 24.39 9.64 12.23 25.84
4 36.14 16.48 18.31 109.87
5 23.78 11.08 9.72 10.44
6 58.25 17.74 18.93 35.83
7 72.55 21.30 20.43 147.62
8 92.71 25.71 22.52 709.53
9 291.83 39.10 32.74 72.13
10 318.82 64.84 57.66 224.82
11 370.01 57.91 63.81 691.15
12 721.55 121.31 109.72 2631.16
13 832.20 88.48 60.87 309.10
14 1001.66 100.27 62.34 702.89
15 1307.87 117.66 70.95 397.22
16 1836.85 129.83 95.31 952.04
17 * 117.49 68.42 397.22
18 * 125.01 83.86 952.04
19 * 132.47 97.66 3809.15
20 * 142.90 106.68 15011.13
*: did not run because of excessive memory and/or time requirements.
Table 2: CPU seconds for the three splittings for the Douglas{Rachford method on the CM-5 and for MINOS 5.4 on
a DEC 5000, for the linear multicommodity network problems.
presented in Tables 2, 3 and 4. Figure 6 reports the number of fork-join iterations for the three
splittings for the linear and quadratic (MC) problems. Finally the average CPU time per iteration
for all cases is reported in Figure 7.
With reference to these tables and gures, we make the following observations:
 The (AP) and (RP) algorithms perform signicantly better than (ARP), although the latter
takes on the average no more iterations to optimality than either of the other two. However,
the subproblem that needs to be solved at each iteration for (ARP) is larger than the one
for the other two splittings, both in the number of variables and in the number of constraints.
This signicantly inuences the solution time, and is responsible for the high growth rate of
CPU time for (ARP) as the problem size increases. The (AP) algorithm is the best among
the three: for problem 20, the largest problem in the suite, having 12,938 rows and 25,792
variables in the equivalent LP formulation, it takes the (AP) algorithm 106 seconds to solve
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CPU seconds
Problem id (ARP) (RP) (AP) MINOS 5.4
1 7.37 5.01 4.87 2.96
2 13.41 5.85 7.38 13.38
3 17.93 8.69 6.95 41.57
4 20.40 9.16 8.69 200.97
5 22.94 9.70 9.57 13.47
6 37.69 12.55 14.70 56.63
7 53.23 16.38 16.60 271.18
8 74.12 19.52 19.93 980.23
9 185.23 32.05 25.13 108.69
10 245.73 39.00 41.04 375.11
11 285.59 38.77 33.81 1232.24
12 665.36 107.59 68.31 5795.65
13 * 76.89 56.00 619.48
14 * 83.32 52.69 1035.52
15 * 107.51 68.37 4115.52
16 * 132.51 80.93 15625.62
17 * 106.01 70.29 782.94
18 * 125.57 77.14 1470.45
19 * 120.32 86.40 6095.64
20 * 165.71 115.12 42584.73
*: did not run because of excessive memory and/or time requirements.
Table 3: CPU seconds for the three splittings for the Douglas{Rachford method on the CM-5 and for MINOS 5.4 on
a DEC 5000, for the quadratic multicommodity network problems with r = 0:05.
the linear problem, 115 to solve the quadratic problem with factor r = 0:05 and 147 seconds for
the r = 0:5 quadratic problem. The respective times for (RP) are 142, 165 and 204 seconds.
 For all three splittings, the number of required iterations decreases, as the quadratic factor
r increases. Thus it may be possible to solve linear problems more eciently by embedding
them in a series of strongly convex quadratic ones, obtained by adding a proximal term to the
linear objective function.
 As the quadratic factor r increases, the cost per iteration also increases. This can be attributed
to the behavior of MINOS, which requires more inner iterations and function evaluations as
the subproblem objective function becomes a steeper quadratic. Other solvers may not exhibit
such a characteristic.
 As expected, for a xed number of subnetwork nodes, the number of iterations increases, as the
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CPU seconds
Problem id (ARP) (RP) (AP) MINOS 5.4
1 6.87 4.58 5.68 5.16
2 11.02 5.40 8.17 23.97
3 23.40 8.99 7.79 51.80
4 22.75 10.11 9.04 172.07
5 29.41 10.91 12.17 24.50
6 38.32 13.05 17.60 56.47
7 69.16 18.38 18.47 213.08
8 106.41 21.83 20.87 733.94
9 217.87 38.62 36.87 110.11
10 250.41 42.31 51.68 291.64
11 352.53 38.84 41.71 975.56
12 936.32 76.85 63.07 3819.22
13 * 77.11 83.18 554.16
14 * 106.21 88.14 565.31
15 * 124.24 103.94 2047.12
16 * 179.46 128.33 6343.09
17 * 123.69 113.14 782.90
18 * 173.31 119.70 907.01
19 * 179.25 143.86 3454.87
20 * 204.27 147.34 31958.88
*: did not run because of excessive memory and/or time requirements.
Table 4: CPU seconds for the three splittings for the Douglas{Rachford method on the CM-5 and for MINOS 5.4 on
a DEC 5000, for the quadratic multicommodity network problems for r = 0:5.
number of blocks increases; this is exhibited quite dramatically in the case of the problems with
200 nodes per subnetwork (problems 9 { 11). It appears that the simple coordination of these
splittings, via aggregation of subproblem vectors, becomes less eective as more subnetworks
(i.e. blocks) are added. We examine scalability in more detail in section 7.5.1.6.
 For a xed number of blocks, the number of iterations to optimality is almost independent of
the size of the block subproblem.
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Figure 5: Comparison of CPU seconds for the three splittings for the linear (top) and quadratic multicommodity
problems with quadratic factors r = 0:05 (bottom left) and r = 0:5 (bottom right). (The (AP) splitting
corresponds to solid lines.)
103
AP
RP
ARP
Iterations
Problem id
100
150
200
250
300
350
400
450
0 5 10 15 20
AP
RP
ARP
Iterations
Problem id
80
100
120
140
160
180
200
220
240
260
280
0 5 10 15 20
AP
RP
ARP
Iterations
Problem id
100
200
300
400
500
600
700
0 5 10 15 20
AP 
ARP
RP
AP 
ARP
RP
AP 
ARP
RP
Figure 6: Comparison of number of iterations for the three splittings for the linear (top) and quadratic multicom-
modity problems with quadratic factors r = 0:05 (bottom left) and r = 0:5 (bottom right). (The (AP)
splitting corresponds to solid lines.)
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Figure 7: Average CPU time spent per iteration per splitting for the linear (top) and quadratic multicommodity
problems with quadratic factors r = 0:05 (bottom left) and r = 0:5 (bottom right). (The (AP) splitting
corresponds to solid lines.)
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iterates of the (AP) Douglas{
Rachford algorithm for a linear instance of multicommodity problem 9.
7.5.1.2 Convergence prole
We are also interested in the behavior of the absolute error in the primal and dual variables,
kx
t
  x

k
2
and kp
t
  p

k
2
. In our computational experiments we found out that these errors do
not, in general, decrease monotonically, but rather display an oscillatory behavior. In Figure 8 we
have plotted the magnitude of the errors for a typical case, a linear instance of (MC) problem 9. (In
place of the optimal values x

and p

we used in the error calculation the values of the variables at
the nal iteration.) The oscillation is more pronounced in the error curve for the p multipliers and
exhibits an almost regular pattern. Eckstein [25], [26] has also observed oscillations when applying
the Douglas{Rachford method to monotropic network optimization.
7.5.1.3 Estimates of parallel eciency and relative speedup
Another topic of interest is processor utilization, i.e. the fraction of total CPU time that the
processors spend on \useful" work, as opposed to busy-waiting for synchronization. In order to
estimate this fraction, we activated two timers per processor i. The \outer" timer measured t
[i]
, the
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total CPU time until termination. The \inner" timer measured t
0
[i]
, the cumulative time spent on
solving the rst subproblem and on performing the updates that involve data local to the processor.
The slack t
[i]
  t
0
[i]
 0 is the time spent in wait for synchronization and in computing the global
aggregates via the CMMD reduce function. The quantity
cs
K
:=
K
P
i=1
t
0
[i]
max
i=1;:::;K
t
[i]
is an (under)estimate of parallel speedup, since a single-processor implementation, sequentially sim-
ulating the computations of each of the K processors, would require a CPU time of
P
K
i=1
t
0
[i]
, plus
the time to compute the global sums. Then, an estimate c
K
of parallel eciency is
c
K
:= cs
K
=K
Problem id Blocks Eciency Speedup
1 4 0.791 3.164
2 8 0.680 5.440
3 16 0.664 10.624
4 31 0.574 17.794
5 4 0.737 2.948
6 8 0.730 5.840
7 16 0.663 10.608
8 31 0.541 16.771
9 4 0.699 2.796
10 8 0.660 5.280
11 16 0.624 9.984
12 31 0.524 16.244
13 4 0.681 2.724
14 8 0.615 4.920
15 16 0.594 9.504
16 31 0.518 16.058
17 4 0.652 2.608
18 8 0.577 4.616
19 16 0.588 9.408
20 31 0.489 15.159
Table 5: Estimates of parallel eciency and relative speedup for the (AP) splitting on the CM-5 applied to the linear
multicommodity problems.
In Table 5 we display these estimates of eciency and speedup for the (AP) splitting applied
to the linear (MC) problems. The table indicates that, for a xed number of constraints in each
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block, the parallel eciency decreases, as the number of blocks increases. This can be attributed
to the fact that, as more subproblems are solved per iteration, the variability in the solution times
increases, and thus the average wait for synchronization also increases. Also, for a xed number of
blocks, the parallel eciency decreases, as the size of the block increases: as subproblems become
larger, the solution time variability again increases.
7.5.1.4 Comparison to other decomposition methods
Deleone presents in [22] an implementation of the Dantzig-Wolfe decomposition algorithm on the
CM-5. In each iteration, a designated node solves a linear master subproblem to determine new
prices, and then the remaining slave processors solve in parallel linear block-subproblems to de-
termine new columns with negative reduced costs. Only the current basis and the new columns
generated by the subproblems are retained in the master. MINOS 5.4 is used to solve both master
and slave subproblems.
Problem id CPU secs
5 3.4
6 4.7
7 7.3
9 11.2
10 39.4
11 67.4
13 378.5
14 298.3
15 340.5
Table 6: Timing results for the modied Dantzig-Wolfe decomposition method on the CM-5.
Table 6 presents timing results on a subset of our linear (MC) test problems. Comparison with
Table 2 shows that, for the three largest of these test problems, both the (AP) and (RP) splittings
are faster than Dantzig-Wolfe by a factor of 2.6 to 4.5.
Medhi in [68] uses a complex coordinator based on the bundle method to solve (CBA) problems.
It is dicult to compare our results to his, since Medhi's test problems are randomly generated and
have few (10 { 50) coupling constraints. On his problems, his method takes 14 to 64 outer iterations,
but those problems are very dierent in structure from the multicommodity problems used in our
tests.
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Zenios has implemented the row-action algorithm on the CM-2 for strictly convex quadratic
(MC) problems. An 8-commodity problem with 32 nodes and 256 arcs per network was solved in
25 seconds on a 4K CM-2 [106, Table 1]. For comparison, it took 6.95 seconds on the CM-5 for the
(AP) splitting to solve a problem with comparable size, the quadratic (MC) problem 3.
7.5.1.5 Comparison to MINOS 5.4
We also employed MINOS 5.4 on a 25-MHz DEC 5000 workstation to solve most of both the linear
and quadratic (MC) problems. For linearly constrained problems, MINOS 5.4 employs the revised
simplex method in the case of linear objective, and the reduced-gradient method otherwise. We set
all MINOS tolerances to their default values; in particular, the default for both the feasibility and
the optimality tolerance is 10
 6
. We used a \cold start" in all cases, and treated all matrices as
sparse.
The last column of Tables 2, 3 and 4 records the CPU solution times for this serial MINOS. In
Figure 9 we compare CPU solution times for MINOS on the DEC 5000 versus the (AP) splitting
on the CM-5. Objective function values at termination matched to 5{7 signicant digits. These
gures demonstrate that, for the larger problems, the parallel (AP) method is better than the serial
MINOS 5.4 by one to two orders of magnitude. For instance, for problem 16, with 9,736 rows and
21,142 variables in the equivalent LP formulation, the (AP) algorithm requires 95 seconds to solve
the linear problem, 81 seconds for the quadratic problem with r = 0:05 and 128 seconds for the
r = 0:5 quadratic problem. The respective times for MINOS 5.4 on the DEC 5000 are 9,867, 15,625
and 6,343 seconds.
This gap in performance can be attributed to the fact that solution times for MINOS 5.4 demon-
strate, as expected, an almost quadratic growth as a function of the size of the problem. The ADI
splitting methods, on the other hand, decompose the problem into subproblems whose size may
remain xed as the overall problem size grows, and therefore solution time increases slowly as a
function of problem size.
7.5.1.6 Scalability
In order to see how the algorithm scales with respect to the number of blocks in the constraint
matrix, we used MNETGEN to generate sixty additional linear and quadratic test problems with
48 and 64 blocks, for subnetworks with 300 and 400 nodes. The characteristics of each class of
problems are displayed in table 7. Again, ve instances were randomly generated for each case; the
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Figure 9: Comparison of CPU seconds for the (AP) splitting on the CM-5 versus MINOS 5.4 on a DEC 5000
workstation, for the linear (top), and quadratic multicommodity problems with quadratic factors r = 0:05
(bottom left) and r = 0:5 (bottom right). (The (AP) splitting corresponds to solid lines.)
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table reports average characteristics. Each block was assigned to a distinct PE of the CM-5; the
same heuristics and termination criteria were used in the code.
The computational results for the (AP) splitting on these problems are shown in Table 8. The
performance of the (AP) splitting for all problems with 300 and 400 nodes, with blocks varying
from 4 to 64, is displayed in Figures 10 (CPU solution time) and 11 (number of iterations.)
Multicommodity network problems
Problem id Blocks Subproblem size Coupling Equivalent LP size
Nodes Arcs constraints Constraints Variables
21 48 300 688 432 14832 33024
22 64 300 687 449 19649 43968
23 48 400 843 551 19751 40464
24 64 400 843 554 26154 53952
Table 7: Characteristics of additional test problems.
linear (MC) r = 0:05 r = 0:5
Problem id CPU secs iters CPU secs iters CPU secs iters
21 96.80 392 93.00 276 137.85 248
22 78.74 392 68.37 208 112.38 212
23 106.68 444 154.29 360 195.54 266
24 137.87 336 112.55 256 195.73 269
Table 8: Computational performance of the Douglas{Rachford (AP) splitting on the CM-5 for the additional larger
multicommodity network problems.
With reference to these gures, we observe that the computational eort increases slowly as a
function of problem size, and therefore the (AP) splitting has good scalability with respect to the
number of blocks. Of interest is the fact that the MNETGEN problems with 64 blocks were, on the
average, easier to solve than those with 48 blocks. A similar case is reported by Zakarian [105] for a
nonlinear Jacobi method, and may be attributed to the fact that the solutions found for the 64-block
problems had, on average, fewer positive p multipliers than the ones for the 48-block problems (22
vs. 27); this may be a characteristic of the MNETGEN generator.
7.5.2 The Peaceman{Rachford method
We also ran the Peaceman{Rachford algorithm for the three splittings on the two hundred
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Figure 10: Scalability of the (AP) splitting: CPU seconds versus number of blocks, for the linear (top) and
quadratic multicommodity problems with quadratic factors r = 0:05 (bottom left) and r = 0:5 (bot-
tom right).
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Figure 11: Scalability of the (AP) splitting: Number of iterations versus number of blocks, for the linear (top) and
quadratic multicommodity problems with quadratic factors r = 0:05 (bottom left) and r = 0:5 (bottom
right).
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CPU seconds
Problem id r = 0:05 r = 0:5
(ARP) (RP) (AP) (ARP) (RP) (AP)
1 8.03 5.99 5.37 5.55 4.71 5.07
2 12.63 5.84 7.19 12.71 6.24 7.15
3 21.03 11.06 9.00 20.96 8.05 6.95
4 19.23 9.80 7.33 18.64 8.57 8.11
5 23.94 13.28 11.20 24.08 13.03 10.91
6 38.14 16.28 12.99 37.26 15.90 13.41
7 52.70 17.33 16.33 59.90 19.96 15.33
8 62.80 18.73 25.02 86.98 21.79 22.20
9 225.39 44.98 25.64 212.29 52.85 31.55
10 243.98 50.98 59.11 235.63 53.81 41.05
11 301.53 44.03 30.01 328.73 48.10 35.78
12 519.26 78.71 62.96 665.22 64.50 44.60
13 * 110.31 59.27 * 169.77 61.00
14 * 119.64 56.35 * 213.59 82.26
15 * 120.68 91.98 * 151.70 101.23
16 * 141.02 81.94 * 172.12 112.35
17 * 183.73 96.02 * 208.13 97.22
18 * 169.11 98.95 * 207.85 107.45
19 * 135.59 90.84 * 285.35 114.00
20 * 187.62 105.30 * 216.49 120.21
*: did not run because of excessive memory and/or time requirements.
Table 9: CPU seconds for the three splittings for the Peaceman{Rachford method on the CM-5 for the quadratic
multicommodity network problems for r = 0:05 and r = 0:5.
quadratic (MC) problems 1{20. (Strict convexity of the objective function is required by the
convergence theorem.) We implemented the algorithm as primal over-relaxation with factor 2,
rather than as twice updating the dual multipliers per iteration. In both implementations, however,
the update work is comparable to that for the Douglas{Rachford scheme. We also employed the
same initialization and update heuristics, and the same termination criteria.
Timing results are shown in Table 9 and Figure 12. Figure 13 displays the number of fork-join
iterations, while Figure 14 displays the average CPU time per iteration.
The conclusions we can derive from these results on the relative performance of the three splittings
are similar to those for the Douglas{Rachford scheme in section 7.5.1.1. Again, the (AP) splitting is
the faster algorithmof the three, with (RP) a relatively close second and the (ARP) not competitive
for the larger problems. We also observe that the Peaceman{Rachford algorithm requires, in general,
slightly fewer iterations to converge than the Douglas{Rachford algorithm, yet the aggregate solution
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Figure 12: Comparison of CPU seconds for the three splittings for Peaceman{Rachford for the quadratic multi-
commodity problems with quadratic factors r = 0:05 (left) and r = 0:5 (right). (The (AP) splitting
corresponds to solid lines.)
time is similar for both schemes. Eckstein and Ferris in [29] report that the Douglas{Rachford and
Peaceman{Rachford schemes require roughly the same time to converge when applied to solving
monotone linear complementarity problems. There is, however an important dierence between the
computational performance of their algorithms and ours: their Peaceman{Rachford scheme required
about twice the amount of work per iteration of their Douglas{Rachford scheme, but converged in
about half the number of iterations; in our case, both the work per iteration and the number of
iterations of the two splittings are comparable.
In certain problem runs we observed a numerical instability of the Peaceman{Rachford method:
oscillations of small, constant magnitude in some components of the iterates. These were remedied
by enforcing a Douglas{Rachford update, as a corrective step, every twenty iterations. This modied
algorithm converged (i.e. termination criteria were satised) even in the case of the (RP) splitting,
in which the splitting matrix has not full column rank, in general. We also ran the modied algorithm
on a subset of the linear problems; it converged for some, but not for the majority of the cases.
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Figure 14: Average CPU time spent per iteration per splitting for Peaceman{Rachford for the quadratic multi-
commodity problems with quadratic factors r = 0:05 (left) and r = 0:5 (right). (The (AP) splitting
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Chapter 8
Conclusions
8.1 Summary of this work
The goal of this thesis was the development of computationally ecient algorithms for the convex
block-angular minimization problem (CBA). From the method of Alternating Directions we have
derived three decomposition algorithms and have investigated their theoretical aspects and practical
performance. These methods, which can be viewed as block Gauss-Seidel modications of the
Augmented Lagrangian algorithm, take full advantage of the block structure of (CBA). We have
implemented the algorithms on the Thinking Machines CM-5 parallel supercomputer. We have
used the machine in a Multiple Instruction Multiple Data fashion under the fork-join coordination
protocol: each block of (CBA) is assigned to a processor; in the fork phase each processor solves a
minimization subproblem involving constraints and variables pertaining to its assigned block, and
a modied objective that consists of a block of the original separable objective plus a Lagrangian
linear term and a quadratic proximal term. The join phase is very simple: processors combine their
solution information in order to form, as aggregates, new values for the subproblem proximal terms
and Lagrangian multipliers. The join step can be performed eciently on the CM-5, because of its
tree topology and the availability of fast, vector reduce global communication functions.
In chapter 2 we prove convergence, under mild assumptions, of an extended version of the method
of Alternating Directions (ADI). Our method uses variable penalty matrices for the proximal term,
which ultimately become xed; this enables the development of heuristics for penalty update, that
can reduce the number of iterations to convergence, by taking further advantage of the problem
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structure of the application at hand, and by adaptively tuning the penalty using information on the
violation of the coupling constraints.
The three highly-parallel ADI algorithms for (CBA), the (ARP), (RP) and (AP) splittings,
are derived in chapters 4, 5 and 6, respectively. For each one, we simplify the general method of
chapter 2, describe the properties of the iterates, present a streamlined algorithm and prove its
convergence.
Computational experience on randomly generated linear and quadratic multicommodity network
problems on the CM-5 is reported in chapter 7. Our results indicate that, because of the reduced size
of the subproblems solved at each iteration, the (AP) and (RP) algorithms, based on proximizing
either resources or activities, perform signicantly better than the (ARP) algorithm, which prox-
imizes both resources and activities. On large-scale problems, this parallel implementation of the
(AP) splitting is 2 to 4 times faster than the Dantzig-Wolfe decomposition on the CM-5, and one
to two orders of magnitude faster than the serial package MINOS 5.4 on a DEC 5000 workstation.
8.2 Directions for future research
Future work on ADI methods may proceed along two complementary directions: one of generalization
and one of specialization.
There are several ways in which problem (9) can be generalized and the method be extended;
it is of interest to determine whether the existing convergence theory of chapter 2 can cover these
modications, as well. We can generalize problem (9) by considering an objective function that is
the sum of three or more convex terms, and some of the constraints are non-linear. We can extend
the ADI method by considering:
 A modied augmented Lagrangian method with a general strictly convex penalty function,
not necessarily a quadratic.
 Updating the multipliers and the proximal terms modulo a xed number of iterations, or using
asynchronous updates.
 A sophisticated multiplier update that uses second-order Hessian information.
 Incorporating active-set techniques, for adding/dropping constraints in the course of the iter-
ations.
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In general, we are interested in variants that may oer accelerated convergence and can be imple-
mented under the fork-join protocol.
In the area of specialization, the focus is on faster algorithms for specic instances of practi-
cal interest of (CBA). For linear-quadratic (CBA), the block subproblem for each iteration is a
least-squares linear-quadratic problem with linear constraints, usually sparse. For these problems,
an ecient sparse solver may be developed by employing algorithms such as those described in
Bjorck [13, sections 25{27]. (Fast sparse least-squares solvers are needed as building blocks in other
mathematical programming algorithms, as well; for instance, for calculating a Newton direction in
logarithmic barrier methods for linear programs, see Murray [75, section 7].) For the multicom-
modity network problem, in particular, specialized solvers that also take into account the network
structure can be developed; ow push heuristics can be used to determine a good, feasible initial
point.
For the scenario analysis problem, it might be possible to design additional splittings that exploit
its staircase structure. Also, the simple form of the non-anticipativity constraints can be exploited
in designing an ecient inter-PE communication pattern for the computation of the updates as
aggregates. Then, the relative performance of the three splittings on scenario problems has to be
investigated, as well as their comparison with other specialized algorithms, such as the Diagonal
Quadratic Approximation (Mulvey and Ruszczynski [71]) and Progressive Hedging (Rockafellar and
Wets [88, 102], Mulvey and Vladimirou [72, 73, 74]).
Another area of future research is the design of parallel ADI methods for other classes of im-
portant optimization problems such as the Linear Complementarity Problem; such methods may
be similar to the successive over-relaxation schemes that have been successfully implemented in a
parallel environment (De Leone and Mangasarian [21]).
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