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Nenad Trinajstic, Chemical Graph Theory 2nd Edition (CRC Press, Boca Raton, 1992) 
322 pages 
Chapter 1: Introduction. References. Chapter 2: Elements of Graph Theory. The definition of a graph. 
Isomorphic graphs and graph automorphism. Walks, trails, paths, distances, and valencies in graphs. 
Subgraphs. Regular graphs. Trees. Planar graphs. The story of the Konigsberg bridge problem and 
Eulerian graphs. Hamiltonian graphs. Line graphs. Vertex coloring of a graph. References. Chapter 3: 
Chemical Graphs. The concept of a chemical graph. Molecular topology. Hiickel graphs (Kekult graphs). 
Polyhexes and benzenoid graphs (The dual and the inner dual of a polyhex. The dualist of a polyhex. Factor 
graphs). Weighted graphs (Vertex- and edge-weighted graphs. Mobius graphs). References. Chapter 4: 
Graph-Theoretical Matrices. The adjacency matrix (The adjacency matrix of a bipartite graph. The 
relationship between the adjacency matrix and the number of walks in a graph. The determinant of the 
adjacency matrix. The permanent of the adjacency matrix. The inverse of the adjacency matrix). The 
distance matrix. References. Chapter 5: The Characteristic Polynomial of a Graph. The definition of the 
characteristic polynomial (The uses of the characteristic polynomial. Computational methods for the 
characteristic polynomial). The method of Sachs for computing the characteristic polynomial (The applica- 
tion of the method of Sachs to simple graphs. The extension of the Sachs formula to Mobius systems. The 
extension of the Sachs formula to weighted graphs. Summary of some results obtained by the use of the 
Sachs formula). The characteristic polynomials of some classes of simple graphs (Chains. Trees. Cycles. 
Mobius cycles). The Le VerrierrFaddeev-Frame method for computing the characteristc polynomial. 
References. Chapter 6: Topological Aspects of Hiickel Theory. Elements of Hiickel theory. lsomorphism of 
Hiickel theory and graph special theory. The Hiickel spectrum (A method for the enumeration of NBMOs. 
The enumeration of N, and N + from the characteristic polynomial. A graph-theoretical classification of 
conjugated hydrocarbons based on their spectral characteristics). Charge densities and bond orders in 
conjugated systems. The two-color problem in Hiickel theory (Properties of alternant hydrocarbons). 
Eigenvalues of linear polyenes. Eigenvalues of annulenes. Eigenvales of Mobius annulenes. A classification 
scheme for monocyclic systems. Total n-electron energy (The fundamental identity for E,. Relations 
between E,, the adjacency matrix, and the charge density-bond order matrix. The McClelland Formula for 
E,). References. Chapter 7: Topological Resonance Energy. Hiickel resonance energy. Dewar resonance 
energy. The concept of topological resonance energy (Topological resonance energy). Computation of the 
acyclic polynomial (Connection between the characteristic polynomial and the acyclic polynomial). Ap- 
plications of the TRE model (Hfickel annulenes. Relationship between TREs and ring currents of [4m + 21 
rr-electron annulenes. Mobius annulenes. Conjugated hydrocarbons and heterocyclics. Conjugated ions 
and radicals. Homoaromatic systems. Aromaticity in the lowest excited state of annulenes. Failures of the 
TRE model). References. Chapter 8: Enumeration of Kekuli Valence Structures. The role of Kekule valence 
structures in chemistry. The identification of Kekult systems. Methods for the enumeration of Kekule 
structures (The empirical method. The method of fragmentation. Methods based on graphic polynomials 
(The characteristic polynomial. The Acyclic polynomial. The permanental polynomial). The method based 
on the coefficients of nonbonding molecular orbitals. The method of Gordon and Davison. The numeral- 
in-hexagon method. The genaralized Gordon-Davison method. Methods based on the lattice structure 
of fused benzenoids (The method of Yen. The numeral-in-hexagon method). The two-step 
fragmentation method. The path counting method. The matrix method of Hall. The transfer-matrix 
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method. The method of Dewar amd Longuet-Higgins. The computational method based on the eigenvalue 
spectrum). The concept of parity of Kekuli structures. References. Chapter 9: 7’he Conjugated-Circuit Model. 
The concept of conjugated circuits. The n-resonance energy expression. Selection of the parameters (The R, 
parameters. A parametrization scheme for other parameters (The Q. parameters. The HA parameters. The 
H,” parameters)). Computational procedure. Applications of the conjugated-circuit model (Benzenoid hydro- 
carbons. Nonalternant hydrocarbons. Aromaticity postulate). Parity of conjugated circuits. References. 
Chapter 10: Topological Indices. Definitions of topological indices (Topological indices based on connectivity 
(The Zagreb group indices. The connectivity index (The relationship between the n-electronic energy and the 
connectivity index. the degeneracy of the connectivity index). The connectivity ID number. The prime ID 
number. The largest eigenvalue as a topological index. The Z-index). Topological indices based on distances 
(The Wiener number. The Platt number. The Gordon-Scantlebury index. The Balaban index. The informa- 
tion-theoretic indices. The Bertz index. The centric index. The weighted ID number. The Schultz index. The 
determinant of the adjacency-plus-distance matrix as a topological index)). The three-dimensional Wiener 
number. References. Chapter 11: Isomer Enumeration. The Cayley generating functions (Enumeration of trees. 
Enumeration of alkanes). The HenzeBlair approach. The P6lya enumeration method. The enumeration 
method based on the N-tuple code. References. Index. 
Ellery Eells, Probabilistic Causality (Cambridge University Press, Cambridge, 1991) 
413 pages 
Introduction. Chapter 1: Populations of Probability. Populations. Probability. Chapter 2: Spurious Correlation 
and Probability Increase. Spurious correlation. Causal background contexts. Context unanimity. Interactive 
forks. Chapter 3: Causal Interaction and Probability Increase. Causal interaction and contexts. Disjunctive 
causal factors. Chapter 4: Causal Zntermediaries and Transitivity. Causal intermediaries and contexts. Causal 
subsequents and contexts. Transitivity, intermediaries, and subsequents. On unanimity of intermediaries. 
Chapter 5: Temporal Priority, Asymmetry, and some Comparisons. The problem of temporal priority. The 
temporal requirement. Comparisons. Chapter 6: Token-Level Probabilistic Causation. Token causation and 
probability change. Token causation and probability trajectories. The causal background context and 
separate causes. The causal background context and interaction. Degrees of token causal significance. 
Comparison, and explanation of particular events. 
Yuicbiro Anzai, Pattern Recognition and Machine Learning (Academic Press, 
Harcourt Brace Jovanovich Publishers, Boston, MA, 1992) 407 pages 
Preface. Study Guide. Chapter 1: Recognition and Learning by a Computer. What is recognition by a computer? 
Representation and transformation in recognition. What is learning by a computer? Representation and 
transformation in learning. Example of recognition/learning system. Chapter 2: Representing Information. 
Pattern function and bit pattern. The representation of spatial structure. Graph representation. Tree 
representation. List representation. Predicate logic representation. Horn clause logic representation. Declar- 
ative representation. Procedural representation. Representation using rules. Semantic networks and frames. 
Representation using Fourier series. Classification of representation methods. Chapter 3: Generation and 
Transformation of Representations. Methods of generating and Transforming representations. Linear trans- 
formations of pattern functions. Sampling and quantization of pattern functions. Transformation to spatial 
representations. Generation of tree representation. Search and problem solving. Logical inference. Production 
systems. Inference using frames. Constraint representation and relaxation. Chapter 4: Pattern Feature 
Extraction. Detecting an edge. Detection of a boundary line. Extracting a region. Texture analysis. Detection 
of movement. Representing a boundary line. Representing a region. Representation of a solid. Interpretation 
of line drawings. Chapter 5: Pattern Understanding Methods. Pattern understanding and knowledge repres- 
entation. Pattern matching and the relaxation method. Maximal subgraph isomorphism and clique method. 
Control in pattern understanding. Chapter 6: Learning Concepts. Definition of concept. Methods for concept 
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learning. Generalization of well-formed formulas. Version space. Conceptual clustering. Chapter 7: Learning 
Procedures. Learning operators in problem solving. Learning rules. Learning programs. Chapter 8: Learning 
Based on Logic. Explanation-based learning. Analogical learning. Nonmonotonic logic and learning. Chapter 
9: Learning by Classification and Discovery. Representing instances by a decision tree. An algorithm for 
generating a decision tree. Selecting a test in generating a decision tree. Learning from noisy data. Learning by 
discovery. Discovery of new concepts and rules. Chapter 10: Learning by Neural Networks. Representing 
neural networks. Back propagation. Competitive learning. Hopfield networks. Boltzmann machines. Parallel 
computation in recognition and learning. 
Steven Roman, Coding and Information Theory, Graduate Texts in Mathematics 134 
(Springer, New York, 1992) 486 pages 
Preface. Introduction. PART 1: INFORMATION THEORY. Chapter 1: Entropy. Entropy of a source. Properties of 
entropy. Additional properties of entropy. Chapter 2: Noiseless Coding. Variable length encoding. Huffman 
encoding. The noiseless coding theorem. Chapter 3: Noisy Coding. The discrete memoryless channel and 
conditional entropy. Mutual information and channel capacity. The noisy coding theorem. Proof of the noisy 
coding theorem and its strong converse. PART 2: CODING THEORY. Chapter 4: General Remarks on Codes. 
Error detection and correction. Minimum distance decoding. Families of codes. Codes and designs. The main 
coding theory problem. Chapter 5: Linear Codes. Linear codes and their duals. Weight distributions. 
Maximum distance separable codes. Invariant theory and self-dual codes. Chapter 6: Some Linear Codes. 
Hamming and Golay codes. Reed-Muller codes. Chapter 7: Finite Fields and Cyclic Codes. Basic properties of 
finite fields. Irreducible polynomial over finite fields. The roots of unity. Cyclic codes. More on cyclic codes. 
Chapter 8: Some Cyclic Codes. BCH codes. Reed-Solomon and Justesen codes. Alternan codes and Goppa 
codes. Quadratic residue codes. Appendix: Preliminaries. Algebraic preliminaries. Mobius inversion. Binomial 
inequalities. More on finite fields. Tables. References. Symbol Index. Index. 
Gunther Schmidt and Thomas Strohlein, Relations and Graphs, Discrete Mathematics 
for Computer Scientists (Springer, Berlin, 1993) 301 pages 
Chapter 1: Sets. Chapter 2: Homogeneous Relations. Boolean operations on relations. Transposition of 
a relation. The product of two relations. Subsets and points. References. Chapter 3: Transitivity. Orderings and 
equivalence relations. Closures and closure algorithms. Extrema, bounds, and suprema. References. Chapter 4: 
Heterogeneous Relations. Bipartite graphs. Functions and mappings. n-ary relations in data bases. Difunc- 
tionality. References. Chapter 5: Graphs: Associated Relation, Incidence, Adjacency. Directed graphs. Graphs 
via the associated relation. Hypergraphs. Graphs via the adjacency relation. Incidence and adjacency. 
References. Chapter 6: Reachability. Paths and circuits. Chains and cycles. Terminality and foundedness. 
Confluence and Church-Rosser theorems. Hasse diagrams and discreteness. References. Chapter 7: The 
Category of Graphs. Homomorphisms of l-graphs. More graph homomorphisms. Covering of graphs and 
path equivalence. Congruences. Direct product and n-ary relations. References. Chapter 8: Kernels and Games. 
Absorptiveness and stability. Kernels. Games. References. Chapter 9: Matchings and Cooerings. Independence. 
Coverings. Matching theorems. Starlikeness. References. Chapter 10: Programs: Correctness and Verification. 
Programs and their effect. Partial correctness and verification. Total correctness and termination, Weakest 
preconditions. Coverings of programs. References. Appendix. Boolean algebra. Abstract relation algebra. 
Fixedpoint theorems and antimorphisms. References. 
