Abstract-In this paper, we consider the behaviors and performances of the three-state-based synchronization mechanisms of DSS in the errored environment. We establish a mathematical model to describe the synchronization mechanisms by employing the sequence space theory, and discuss the behaviors of the two different three-state synchronization schemes-the ITU-T recommended thresholded-counting scheme and the newly proposed windowed-observation scheme. We consider the design guidelines for the synchronization schemes, and finally compare their performances in the cell-based ATM transmission environment.
I. INTRODUCTION
T HE distributed sample scrambler (DSS) technique [1] accompanied by the three-state synchronization mechanism turns out very efficient in the B-ISDN environment. The three-state synchronization mechanism, which is rooted on the ITU-T Recommendation I.432 [2] , consists of three states of synchronization-the acquisition state, the verification state, and the steady state. In this paper, we investigate the synchronization behavior of the DSS in the errored environment, thereby examining the synchronization performances of the three-state synchronization mechanism. In describing the behaviors, we consider two different statetransition schemes: one is the ITU-T recommended scheme [2] which we call the thresholded-counting scheme in this paper, and the other is the so-called windowed-observation scheme which we newly propose in this paper. In addition, we consider the design guidelines and the performance comparisons of the synchronization schemes. Fig. 1 shows the block diagram of DSS with the possible transmission errors taken into account [1] . In the steady state, the above sample-comparison vector changes to for the corresponding vectors and taken in the steady state.
II. MATHEMATICAL MODELING

III. THREE-STATE SYNCHRONIZATION SCHEMES
A. Thresholded-Counting Scheme
The thresholded-counting state transition scheme employs fixed thresholds for counting the events for state transition. Fig. 2(a) depicts the state-transition operation (refer to [2] for a detailed description). In designing the three-state synchronization mechanism based on this scheme, the four threshold parameters and are to be determined such that the complete set of eight performance parameters defined in Fig. 3 4 falls within some satisfactory ranges. We omit the (A; V; and S denote the aquisition, verification, and steady states, respectively; V andS are the false verification and false steady states, respectively; and is the state transition probability from A to V .) TABLE I PERFORMANCE COMPARISON AT BIT-ERROR PROBABILITY 10 09 discussion on how to determine these four parameters as it is comparatively simple.
B. Windowed-Observation Scheme
Operation of the windowed-observation scheme is as depicted in Fig. 2(b) . The operation in the acquisition state is the same as for the thresholded-counting scheme. In the acquisition state, the descrambler repeats the comparison and correction processing for the first transmitted samples, then moves to the verification state without query. In the verification state, it compares the next transmitted samples with their descrambler-generated counterparts. If the number of 1's in the resulting sample-comparison data is not greater than a predetermined threshold value , then it enters the steady state; otherwise, it returns to the acquisition state. In the steady state, it repeats the comparison processing in units of transmitted and descrambler-generated sample pairs, and stays there as long as the number of 1's in the resulting sample-comparison data is not greater than a predetermined threshold value returning back to the acquisition state otherwise.
In the design of the windowed-observation state transition scheme, there are four parameters to determine-the observation sample numbers and and the threshold values and
As in the case of the thresholded-counting scheme, these four parameters should be determined such that the aforementioned eight performance parameters fall within some satisfactory range.
The following two theorems provide a guideline for a proper choice of the verification state parameters and and the steady-state parameters and respectively. Finally, we compare the two-state transition schemes of the three-state synchronization mechanism in the cell-based ATM transmission environment. For the comparison, we assume a random bit-error probability of 10
Following the design guidelines discussed in the previous section, we take the parameter sets a) (which is the ITU-T recommended values), and b) for the thresholded-counting scheme, and the parameter set c) for the windowed-observation scheme. Then we obtain the eight performance parameter values listed in Table I .
We observe that the performances of the two schemes are comparable in general, but the windowed-observation scheme outperforms the thresholded-counting scheme in the average reinitialization time and the maximum average reinitialization time Also, we observe that among the two thresholded-counting schemes, the parameters in b) slightly outperform the ITU-T proposed scheme in a), also in the parameters and Apparently, these performance gains are obtained at the cost of the degradation appearing in the parameters and . However, in reality, the degradation in these two parameters does not practically degrade the performances at all since the original values of the two parameters are exceedingly high.
V. CONCLUDING REMARKS
The existing thresholded-counting scheme exhibits a satisfactory performance, in view of the eight set of performance parameters. However, it has room for improvement in terms of the desired state transition times, and the optimal threshold value selection. The newly proposed windowed-observation scheme resolves these problems by fixing the length of these monitoring period in each of the three states. The sequence space theory contributed in setting various guidelines for determining parameter values of the windowed-observation scheme.
