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Introduction
While the simplex method, introduced by Dantzig [1] works very well in practice for linear optimisation problems, Klee and Minty [2] gave an example in 1972 for which the simplex method takes an exponential number of iterations. More precisely, they considered a maximisation problem over an n-dimensional squashed cube and proved that a variant of the simplex method visits all of its 2 n vertices, that is, the time complexity is not polynomial for the worst case, as 2 n − 1 iterations are necessary for this n-dimensional linear optimisation problem. The pivot rule used in the Klee-Minty example was the most negative reduced cost, but variants of the Klee-Minty n-cube showing an exponential running time exist for most pivot rules, see [3] and the references therein. The Klee-Minty worst-case example partially stimulated the search for a polynomial algorithm and, in 1979, Khachiyan's [4] ellipsoid method proved that linear programming is indeed polynomially solvable. In 1984, Karmarkar [5] proposed a more efficient polynomial algorithm that sparked the research on polynomial interior point methods. In short, while the simplex method goes along the edges of the polyhedron corresponding to the feasible region, interior point methods pass through the interior of this polyhedron. Starting at the analytic centre, most interior point methods follow the so-called central path and converge to the analytic centre of the optimal face, see for example, [6] [7] [8] 11, 12] .
In this paper, following the Klee-Minty approach, we show that, by carefully adding an exponential number of redundant constraints to the Klee-Minty n-cube, the central path can be bent along its edges. In other words, we give an example where, for an arbitrarily small δ, starting from the δ-neighbourhood of a vertex adjacent to the optimal solution, the central path takes 2 n − 2 turns as, before converging to the optimal solution, it passes through the δ-neighbourhood of all the vertices of the Klee-Minty cube in the same order as the simplex method does.
Before stating the main result in section 2 and giving its proof in section 3, we illustrate the bending of the central path in the two and three dimensional cases. Figures 1 and 2 show the trajectory of the central path starting from the highest vertex and converging to the origin after visiting each vertex of the Klee-Minty cube. The redundant constraints correspond to hyperplanes parallel to the facets of the cube containing the origin. More precisely, in dimension 2, the redundant inequality 16 + x 1 0 is added 15,360 times and the redundant inequality 16 + x 2 − x 1 /4 0 is added 40,960 times. Starting from the highest vertex and with δ = 0.1, the central path visits the δ-neighbourhood of each vertex of the Klee-Minty cube in the same order as the simplex algorithm does before converging to the optimal solution, that is, the origin. In dimension 3, the redundant inequality 48 + x 1 0 (resp. 48 + x 2 − x 1 /4 0 and 48 + x 3 − x 2 /4 0) is added 161,280 (resp. 552,960, and 1,474,560 times). 
Notations and the main result
We consider the following Klee-Minty variant where ε is a small positive factor by which the unit cube [0, 1] n is squashed. min x n subject to 0 x 1 1
We denote this linear optimisation problem by KM. This minimisation problem has 2n constraints, n variables and the feasible region is an n-dimensional cube denoted by C. Some variants of the simplex method take 2 n − 1 iterations to solve KM as they visit all the vertices ordered by the decreasing value of the last coordinate x n starting from v {n} = (0, . . . , 0, 1) until the optimal value x * n = 0 is reached at the origin v ∅ . If an interior point method is used to solve KM, the central path starts from the analytic centre χ of C and converges to the origin, as shown in figure 3 .
While adding a set h of redundant inequalities does not change the feasible region of KM, the analytic centre χ h and the central path are affected by the addition of redundant constraints. We consider redundant inequalities induced by hyperplanes parallel to the n facets of C containing the origin. To ease the analysis, we consider that all redundant hyperplanes are put at the same distance d to the corresponding parallel facet of C. The constraint parallel to H 1 : x 1 = 0 is added h 1 times and the constraint parallel to H k :
By abuse of notation, the set h is denoted by the integer vector h = (h 1 , . . . , h n ). With these notations, the redundant linear optimisation problem KM
h is defined by min x n subject to 0 x 1 1
To give a flavour of the main result, we first present Lemma 2.1 stating that, by adding (d + 1)/(ε n−1 δ) times the redundant inequality εx n−1 d + x n to the original KM formulation, the analytic centre χ h can be pushed arbitrarily close to the vertex v {n} = (0, . . . , 0, 1). To warranty, without loss of generality, that h is integer-valued, we assume that both 1/ε and 1/δ are positive integers.
While Lemma 2.1 sets the starting point of the central path in the δ-neighbourhood of v {n} , Proposition 2.2 states that, for a careful choice of d and h, the central path of the cube takes 2 n − 2 turns before converging to the origin as it passes through the δ-neighbourhood of all the 2 n vertices of the Klee-Minty n-cube.
Proofs of Lemma 2.1 and Proposition 2.2 3.1 Proof of Lemma 2.1
The analytic centre
is the solution to the problem consisting of maximising the product of the slack variables
Equivalently, χ h is the solution of the following maximisation problem
i.e. with the convention
The optimality conditions (the gradient is equal to zero at optimality) for this concave maximisation problem give
where
The following lemma states that, for h n large enough relatively to the other h k values, the analytic centre χ h is pushed to the neighbourhood of the vertex v {n} = (0, . . . , 0, 1). 
is the solution of equation (1). Let us consider the nth equation of (1). Asσ 
δ/2. The first n − 1 equations of (1) can be rewritten as
For k n − 2, forward substitutions for the kth, (k + 1)th, . . . , (n − 1)th equations give 1 with h = (0, . . . , 0, h n ) . 856 A. Deza et al. /δ(1, . . . , 1) and
Proof of Proposition 2.2

Preliminary Lemmas
Proof Multiplying both sides of Ah b by δε(d + 1)/4n, we have
which, as d(1 − ε) n2 n , is implied by the obvious conditions
To ease the notations, we define, for k = 1, . . . , n − 1 
Proof The first two inequalities are direct reformulations of the first two inequalities of the system Ah b.
4n/δ can be rewritten as:
COROLLARY 3.4 For h satisfying the last n − 1 inequalities of Ah b, we have
Proof The proof is by induction on k. We have 1 ≥ 4n/δ and the result follows by using u k k in Lemma 3.3.
COROLLARY 3.5 Given δ ε 1/4 and a positive integer h satisfying the last n − 1 inequalities of Ah b, we have
, which gives the result. 
In the rest of the paper, we assume that δ ε n−1 and that a positive integer h satisfying Ah b is given. 
Proof Assume to the contrary that the statement is false, i.e. x ĥ k < 1 − ε fork = 1, . . . , k − 1. Considering the first equation of (2) and successively using x h 1 < 1 − ε, δ < ε and Lemma 3.3, we have 
which implies either 
This is impossible as
Proof Assume to the contrary that the statement is false, i.e. s ĥ k
Considering the (k − 1)st equation of (2) and usings
By Corollary 3.4, this implies
which further implies either, since 1/n t k
This is impossible because
x h k ∈ t k ε k−1 δ, 1 − t k ε k−1 δ .
Proof of Proposition 2.2
By analogy with the unit cube [0, 1] n , we denote the vertices of the Klee-Minty cube C using a subset S of {1, . . . , n}. For S ⊆ {1, . . . , n}, a vertex v S of C is defined by Proof Assume to the contrary that the statement is false, i.e. for at least one k smaller than or equal to n − 1, we have |x 
