ABSTRACT. A topological dynamical system (X, f ) is said to be multi-transitive if for every n ∈ N the system (
INTRODUCTION
A topological dynamical system (X , f ) is called transitive if for every two non-empty open subsets U and V of X there exists a positive integer k such that U ∩ f −k (V ) is not empty. In his seminal paper [4] , Furstenberg showed that 2-fold transitivity (also known as weak mixing) implies n-fold transitivity for every positive integer n, that is Theorem 1.1. Let (X , f ) be a topological dynamical system. If (X × X , f × f ) is transitive, then for every n ∈ N, the product system (X × X × · · · × X , f × f × · · · × f ) (n-times) is also transitive.
first generalize the concept of multi-transitivity by introducing multi-transitivity with respect to a vector. More specifically, for a vector a = (a 1 , a 2 , . . . , a r ) of positive integers, a dynamical system (X , f ) is called multi-transitive with respect to the vector a if the system (X r , f a 1 × f a 2 × · · · × f a r ) is transitive. In Section 3 we show some basic properties of multi-transitivity with respect to a vector. In Section 4 we define a new kind of Furstenberg family generated by a vector, and show that the hitting time sets of open sets of a multi-transitive system with respect to a vector can be characterized by this kind of Furstenberg family. In Section 5, we study multi-transitivity with respect to a sequence, and show that multi-transitive systems with respect to a difference set are strongly scattering. Finally, we show that multi-transitive systems are Li-Yorke chaotic.
PRELIMINARIES
In this paper, the sets of all non-negative integers and positive natural numbers are denoted by Z + and N respectively. For r ∈ N, denote N r = N × N × · · · × N (r-copies).
Topological dynamics.
A topological dynamical system is a pair (X , f ), where X is a compact metric space with a metric d and f : X → X is a continuous map. Let f 0 = id (the identity map) and for n ∈ N, let f n = f n−1 • f . For n ∈ N, we can also define the n-th product (X n , f (n) ) of (X , f ), where X n = X × X × · · · × X (n-times) and
Let (X , f ) be a dynamical system. For two subsets U , V of X , we define the hitting time set of U and V by
We say that (X , f ) is (topologically) transitive if for every two non-empty open subsets U and V of X , the hitting time set N(U,V ) is non-empty; totally transitive if (X , f n ) is transitive for any n ∈ N; weakly mixing if the product system (X × X , f × f ) is transitive; strongly mixing if for every two non-empty open subsets U and V of X , the set N(U,V ) is cofinite, that is, there exists N ∈ N such that {N,
A point x ∈ X is called a transitive point if the closure of the orbit of x equals X , i.e., Orb f (x) = X . We denote the set of all transitive points of (X , f ) by Trans(X , f ). A dynamical system (X , f ) is called minimal if it has no proper closed invariant subsets, that is, if K ⊂ X is non-empty, closed and f (K) ⊂ K, then K = X . It is easy to see that a system (X , f ) is minimal if and only if every point in X is a transitive point, i.e., Trans(X , f ) = X .
A dynamical system (X , f ) is called an E-system if it is transitive and there is an invariant Borel probability measure µ on X with full support, i.e., supp(µ) = {x ∈ X : for every neighborhood U of x, µ(U) > 0} = X .
Recall that two dynamical systems (X , f ) and (Y, g) are called weakly disjoint if their product system (X ×Y, f ×g) is transitive. Using weak disjointness, we can define several kinds of dynamical systems [3, 9] . A dynamical system (X , f ) is called scattering if it is weakly disjoint from any minimal system; strongly scattering if it is weakly disjoint from any E-system; mildly mixing if it is weakly disjoint from any transitive system.
Furstenberg families.
Let P denote the collection of all subsets of N. A subset F of P is called a Furstenberg family (or just a family), if it is hereditary upward, i.e.,
A family F is called proper if it is a non-empty proper subset of P, i.e., it is neither empty nor all of P. Any non-empty collection A of subsets of N naturally generates a family
Let F in f be the family of all infinite subsets of N, and F c f be the family of all cofinite subsets of N. A subset F of N is called thick if it contains arbitrarily long runs of positive integers, i.e., for every n ∈ N there exists some a n ∈ N such that {a n , a n + 1, . . . , a n + n} ⊂ F. The family of all thick sets is denoted by F t .
Topological dynamics via Furstenberg families.
The idea of using families to describe dynamical properties goes back at least to Gottschalk and Hedlund [7] . It was developed further by Furstenberg [5] . There are serval ways to classify transitive systems via Furstenberg familes, see [1] , [6] , [9] , [10] and [12] . Here we just recall one of them. It allows us to classify transitive systems by the hitting time sets of open sets.
Let (X , f ) be a dynamical system and F be a family. The system (X , f ) is called Ftransitive if for every two non-empty open subsets U,V of X , the hitting time set 
MULTI-TRANSITIVITY WITH RESPECT TO A VECTOR
In this section, we generalize the concept of multi-transitivity by introducing multitransitivity with respect to a vector and show some basic properties of multi-transitivity. Definition 3.1. Let (X , f ) be a dynamical system and a = (a 1 , a 2 , . . ., a r ) be a vector in N r . We say that (X , f ) is (1) multi-transitive with respect to the vector a (or briefly a-transitive) if the product system (X r , f (a) ) is transitive, where
is multi-transitive with respect to (1, 2, . . ., n) for any n ∈ N; (3) strongly multi-transitive if it is multi-transitive with respect to any vector in N n and any n ∈ N.
It is clear that strong mixing is stronger than strong multi-transitivity, which in turn is stronger than weak mixing. The authors in [11] showed that there is no implication between weak mixing and multi-transitivity by constructing two special spacing shifts, one is a multi-transitive non-weakly mixing system, and the other is a weakly mixing nonmulti-transitive system. In fact, for every m ≥ 2 they constructed a weakly mixing spacing shift which is multi-transitive with respect to (1, 2 . . ., m − 1) but not for (1, 2, . . ., m).
Proof. Necessity. Let m ∈ N and a = (1, 2, . . ., m). We want to show that
. By the transitivity of (X mn , f (a ′ ) ), we have that
But we also have
Then the following conditions are equivalent:
is weakly mixing and multi-transitive.
is multi-transitive with respect to the vector a ′ , and (X , f n ) is also strongly multi-transitive.
(
is multi-transitive with respect to the vector a ′ , which implies that
) is transitive, which implies that (X l , f (a ′ ) ) is transitive. Thus (X , f ) is multi-transitive with respect to the vector a ′ .
(5) ⇒ (4) Fix k ∈ N and let U 1 ,U 2 , . . . ,U 2k , V 1 ,V 2 , . . .,V 2k be non-empty open subsets of X . Since (X , f ) is weakly mixing, (X 2k , f (2k) ) is transitive and then there exists m ∈ N such that
That is
which implies that
Though weakly mixing systems may not be multi-transitive, we can show that mildly mixing systems and HY-systems are strongly multi-transitive. Recall that a system (X , f ) is called mildly mixing if for any transitive system (Y, g), the product system (X ×Y, f ×g) is transitive. 1 , a 2 , . . . , a r ) ∈ N r , the system (X r , f (a) ) is also mildly mixing. In particulary,
Proof. We proceed by induction on the length r of a. As a base case, when r = 1 we need to show that for any k ∈ N, (X , f k ) is also mildly mixing. 
It is not hard to verify that (Z, h) is a transitive system and (y, 0) is a transitive point of
By the construction of h, we have k|n. Let m = n/k. Then
For the inductive step, let r > 1 be an integer, and assume that the result holds for r − 1. Let a = (a 1 , . . . , a r−1 , a r ) be a vector in N r with length r. By the induction hypothesis, we have that (X r−1 , f (a ′ ) ) is mildly mixing, where a ′ = (a 1 , . . ., a r−1 ). Let (Y, g) be a transitive system. As (X , f a r ) is a mildly mixing system, we have (X ×Y, f a r × g) is transitive. Again, as (X r−1 , f (a ′ ) ) is a mildly mixing system, we have f (a) ) is mildly mixing. Thus the result holds for r, and this completes the proof.
Let (X , f ) be a dynamical system. We say that (X , f ) has dense small periodic sets if for every non-empty open subset U of X there exists a closed subset Y of U and k ∈ N such that Y is invariant for f k (i.e., f k (Y ) ⊂ Y ). Clearly, if (X , f ) has dense periodic points, then it has dense small periodic sets. We say that (X , f ) is an HY-system if it is totally transitive and has dense small periodic sets. Lemma 3.5. Let (X , f ) be a dynamical system. If (X , f ) is an HY-system, then (X , f ) is weakly disjoint from any totally transitive system.
Proof. Let (Y, g) be a totally transitive system. We want to show that (X × Y, f × g) is transitive. Let U 1 and U 2 be two non-empty open subsets of X , V 1 and V 2 be two non-empty open subsets of Y . By the transitivity of (X , f ), there exists l ∈ N such that U 1 ∩ f −l (U 2 ) = / 0. As (X , f ) has dense small period sets, there exists a closed subset F of
is an HY-system, then for every a = (a 1 , a 2 , . . . , a r ) ∈ N r , the system (X r , f (a) ) is an HY-system. In particular, (X , f ) is strongly multi-transitive.
Proof. We proceed by induction on the length r of a. The base case r = 1 is obvious since it is easy to check that for every k ∈ N, (X , f k ) is also an HY-system.
For the inductive step, let r > 1 be an integer, and assume that the result holds for r − 1. Let a = (a 1 , . . . , a r−1 , a r ) be a vector in N r with length r. We need to show that (X r , f (a) ) is an HY-system. It is clear that (X r , f (a) ) has dense small periodic sets. Then it suffices to show that (X r , f (a) ) is totally transitive. By the induction hypothesis, we have that (X r−1 , f (a ′ ) ) is an HY-system, where a ′ = (a 1 , . . . , a r−1 ). Denote Y = X r−1 and g = f (a ′ ) . Fix a k ∈ N. We need to prove that (Y × X , g k × f ka r ) is transitive. By the induction hypothesis and the base case, both (Y, g k ) and (X , f ka r ) are HY-systems. Then by Lemma 3.5, we have that (Y × X , g k × f ka r ) is transitive.
Remark 3.7.
Here we give a self-contained proof of Proposition 3.6. As pointed out by the reviewer, it is known that every HY-system is weakly mixing (see [10] or [16] ). It can be used to simplify proofs of Lemma 3.5 and Proposition 3.6 since we need only to prove multi-transitivity.
CHARACTERIZATION OF MULTI-TRANSITIVITY
In this section, we will use the hitting time sets of two non-empty open subsets to characterize multi-transitivity. We first introduce a new kind of Furstenberg family. Let a = (a 1 , a 2 , . . ., a r ) be a vector in N r . We define the family generated by the vector a, denoted by F [a], as {F ⊂ N : for every n = (n 1 , n 2 , . . . , n r ) ∈ Z r + , there exists k ∈ N such that ka + n ∈ F r },
where ka + n = (ka 1 + n 1 , ka 2 + n 2 , . . . , ka r + n r ).
Using the family F [a], we have the following characterization of multi-transitivity with respect to a. Theorem 4.2. Let (X , f ) be a dynamical system and a = (a 1 , a 2 , . . . , a r 
-transitive if and only if it is F [a]-transitive.
Proof. Necessity. Assume that (X , f ) is a-transitive. Let U and V be two non-empty open subsets of X . We want to show that N(U,V ) ∈ F [a]. Let n 1 , n 2 , . . ., n r ∈ Z + . By the transitivity of (X r , f (a) ), there exists k ∈ N such that
. . ,U r and V 1 ,V 2 , . . .,V r be non-empty open subsets of X . Applying the transitivity of (X , f ) to the two non-empty open sets V r−1 and V r , we pick an
Now applying the transitivity of (X , f ) to the two non-empty open sets V r−2 and V r−1 ∩ f
After repeating this process (r − 1) times, we obtain a sequence {ℓ
of positive integers and
Similarly, we can also obtain a sequence
. ., r − 1 and
By the assumption, we have
, where a r = (1, 2, . . ., r) for r ∈ N. It is easy to see that a subset
if and only if for every r ∈ N and every n ∈ Z r + , there exists k ∈ N such that ka r + n ∈ F r . We have the following characterizations of multi-transitivity and strong multi-transitivity. 
(2) Necessity. Since (X , f ) is strongly multi-transitive, by Proposition 3.3 we have that (X r , f (a r ) ) is weakly mixing for every i ∈ N. Then (
) is weakly mixing for every r ∈ N. Now by Proposition 3.3, we have (X , f ) is strongly multi-transitive.
MULTI-TRANSITIVITY WITH RESPECT TO A SEQUENCE
In this section, we introduce the notion of multi-transitivity with respect to a sequence A and show that multi-transitivity with respect to a difference set implies strong scattering.
Definition 5.1. Let (X , f ) be a dynamical system and A = (a i ) ∞ i=1 be a sequence in N. We say that (X , f ) is multi-transitive with respect to the sequence A (or briefly A-transitive), if the product system (X ∞ , f (A) ) is transitive, where X ∞ is endowed with the Tikhonov topology and
It is not hard to verify that (X , f ) is A-transitive if and only if for every i ∈ N, (X , f ) is a i -transitive, where a i = (a 1 , a 2 , . . . , a i ).
For a sequence
, where a i = (a 1 , a 2 , . . . , a i ). Similarly to the proof of Theorem 4.3, we have the following characterization of multitransitivity with respect to a sequence.
-transitive if and only if it is F [A]-transitive.
Recall that a subset A of N is a difference set if there exists an infinite subset B of N such that B − B := {a − b : a, b ∈ B and a > b} ⊂ A, and a dynamical system is strongly scattering if it is weakly disjoint from every E-system. Proof. By the definition of the difference set, there exists an infinite subset B of N such that B − B ⊂ A. We can arrange B as an increasing sequence {b i } ∞ i=1 . Let (Y, g) be an E-system. Then there is an invariant Borel probability measure µ of (Y, g) such that supp(µ) = Y . We first prove the following claim. Recall that a dynamical system (X , f ) has sensitive dependence on initial conditions if there exists a δ > 0 such that for every ε > 0 and x ∈ X , there is some y ∈ X with d(x, y) < ε and n ∈ N with d( f n (x), f n (y)) > δ .
Lemma 6.3 ([14]
). Let (X , f ) be a dynamical system with X being infinite. If (X , f ) is multi-transitive with respect to (1, 2) , then (X , f ) has sensitive dependence on initial conditions. Clearly, C is δ -scrambled. This ends the proof.
