We give improved and almost optimal testers for several classes of Boolean functions on n inputs that have concise representation in the uniform and distribution-free model. Classes, such as k-junta, k-linear functions, s-term DNF, s-term monotone DNF, r-DNF, decision list, r-decision list, size-s decision tree, size-s Boolean formula, size-s branching programs, s-sparse polynomials over the binary field and function with Fourier degree at most d.
Results
We give improved and almost optimal testers for several classes of Boolean functions on n inputs that have concise representation in the uniform and distribution-free models. The classes studied here are k-Junta, k-Linear functions, s-Term DNF, s-Term Monotone DNF, s-Term Monotone r-DNF, r-DNF, Decision List, r-Decision List, size-s Decision Tree, size-s Branching Programs, size-s Boolean Formula, s-Sparse Polynomials over the binary field, s-Sparse Polynomials of Degree d and functions with Fourier Degree at most d.
In Table 1 , we list all the previous results and our results in this paper. In the table,Õ(T ) stands for O(T · poly(log T )), U and D stand for uniform and distribution-free model, and Exp and Poly stand for exponential and polynomial time.
It follows from the lower bounds of Saglam, [54] , that our query complexity is almost optimal (with log-factor) for the classes k-Linear, s-Term DNF, s-Term Monotone DNF, r-DNF (r constant), Decision List, r-Decision List (r constant), size-s Decision Tree, size-s Branching Programs ans sizes Boolean Formula. For more details on the previous results and the results in this paper see Table 1 and Sections 4, 6 and 8.
Notations
In this subsection, we give some notations that we use throughout the paper.
Denote [n] = {1, 2, . . . , n}. For S ⊆ [n] and x = (x 1 , . . . , x n ) we write x(S) = {x i |i ∈ S}. For X ⊂ [n] we denote by {0, 1} X the set of all binary strings of length |X| with coordinates indexed by i ∈ X. For x ∈ {0, 1} n and X ⊆ [n] we write x X ∈ {0, 1} X to denote the projection of x over coordinates in X. We denote by 1 X and 0 X the all-one and all-zero strings in {0, 1} X , respectively. When we write x I = 0 we mean x I = 0 I . For X 1 , X 2 ⊆ [n] where X 1 ∩ X 2 = ∅ and x ∈ {0, 1} X 1 , y ∈ {0, 1} X 2 we write x•y to denote their concatenation, i.e., the string in {0, 1} X 1 ∪X 2 that agrees with x over coordinates in X 1 and agrees with y over coordinates in X 2 . For X ⊆ [n] we denote X = [n]\X.
Given f, g : {0, 1} n → {0, 1} and a probability distribution D over {0, 1} n , we say that f is ǫ-close to g with respect to D if Pr x∈D [f (x) = g(x)] ≤ ǫ, where x ∈ D means x is chosen from {0, 1} n according to the distribution D. We say that f is ǫ-far from g with respect to D if Pr x∈D [f (x) = g(x)] ≥ ǫ. For a class of Boolean functions C, we say that f is ǫ-far from every function in C with respect to D if for every g ∈ C, f is ǫ-far from g with respect to D. We will use U to denote the uniform distribution over {0, 1} n or over {0, 1} X when X in clear from the context. For a Boolean function f and X ⊂ [n], we say that X is a relevant set of f if there are a, b ∈ {0, 1} n such that f (a) = f (b X • a X ). We call the pair (a, b) (or just a when b in clear from the context) a witness of f for the relevant set X. When X = {i} then we say that x i is a relevant variable of f and a is a witness of f for x i . Obviously, if X is relevant set of f then x(X) contains at least one relevant variable of f .
We say that the Boolean function f : {0, 1} n → {0, 1} is a literal if f ∈ {x 1 , . . . , x n , x 1 , . . . , x n } where x is the negation of x.
Let C be a class of Boolean functions f : {0, 1} n → {0, 1}. We say that C is closed under variable projection if for every projection π : [n] → [n] and every f ∈ C, we have f (x(π)) ∈ C where x(π) := (x π(1) , · · · , x π(n) ). We say that f is closed under zero-one projection (resp. closed under zero projection) if for every i ∈ [n], f (0 {i} • x {i} ), f (1 {i} • x {i} ) ∈ C (resp. f (0 {i} • x {i} ) ∈ C). jection.
The Model
In this subsection, we define the model.
We consider the problem of testing C in the uniform and distribution-free testing models. In the distribution-free testing model (resp. uniform model), the algorithm has access to a function f ∈ C via a black-box that returns f (x) when a string x is queried. We call this query membership query (MQ f or just MQ). It also has access to unknown distribution D (resp. uniform distribution) via an oracle that returns x ∈ {0, 1} n chosen randomly according to the distribution D (resp. according to the uniform distribution). We call this query example query (ExQ D (resp. ExQ)).
A distribution-free testing algorithm, [37] , (resp. testing algorithm) A for C is an algorithm that, given as input a distance parameter ǫ and the above two oracles, 1. if f ∈ C then A outputs "accept" with probability at least 2/3.
2. if f is ǫ-far from every g ∈ C with respect to the distribution D (resp. uniform distribution) then it outputs "reject" with probability at least 2/3.
We will also call A a tester for the class C.
We say that A is one-sided if it always accepts when f ∈ C, otherwise, it is called two-sided algorithm. The query complexity is the number of queries made on f .
A distribution-free proper learning algorithm (resp. proper learning algorithm under the uniform distribution) for C is an algorithm that has access to both MQ f for f ∈ C and ExQ D , with unknown D, (resp. ExQ or ExQ U ) and, with probability at least 1 − δ, returns h ∈ C that is ǫ-close to f with respect to D (resp. with respect to the uniform distribution). This model is also called proper PAC-learning with membership queries under any distribution (resp. under the uniform distribution) [3, 55] . A proper exact learning algorithm [3] for C is an algorithm that has access to MQ f for f ∈ C and with probability at least 1 − δ, returns h ∈ C that is equivalent to f .
We note here that in the learning models, C is a class of representations of Boolean functions rather than a class of Boolean functions. Therefore, we may have two representations in C that are logically equivalent. We also assume that this representation is verifiable, that is, given a representation g, one can decide in polynomial time on the length of this representation if g ∈ C.
Our Technique
In this section, we give a detailed overview of our techniques.
Testing Subclasses of k-Junta
For testing a subclass C of k-Junta, we use TesterC in Figure 8 .
TesterC first call the procedure ApproxTarget, in Figure 2 . ApproxTarget partitions the (indices of the) variables [n] into r = O(k 2 ) disjoint sets X 1 , . . . , X r so that, with high probability (whp), if the function f has at most k relevant variables, different variables falls into different sets. Therefore, if f ∈ C, whp, every X i contains at most one relevant variable of f . The procedure then binary searches for enough relevant sets {X i } i∈I such that, whp, for X = ∪ i∈I X i , h = f (x X • 0 X ) is (ǫ/3)-close to f with respect to D. If the procedure finds more than k relevant sets of f then there are more than k relevant variables in f and it rejects. Since h is (ǫ/3)-close to f , it is enough to distinguish whether h is in C or (2ǫ/3)-far from every function in C. ApproxTarget also finds, for each relevant set X i , i ∈ I, a witness v (i) ∈ {0, 1} |X| of h for X i . That is, for every i ∈ I, h(v (i) ) = h(0
). If f ∈ C, then h ∈ C and, whp, for each i ∈ I, h(
) is a literal.
ApproxTarget makesÕ(k/ǫ) queries.
In the second stage, the tester calls the procedure TestSets, in Figure 4 . TestSets verifies, whp, that for every i, h(
) is (1/30)-close to some literal in {x τ (i) , x τ (i) }, for some τ (i) ∈ X i , with respect to the uniform distribution. Notice that if f ∈ C, then, whp, Γ = {x τ (i) } i∈I are the relevant variables of h. This test does not give τ (i) but the fact that h(
) is close to x τ (i) or x τ (i) can be used to find the value of u τ (i) in every assignment u ∈ {0, 1} |X| without knowing τ (i). The latter is done, whp, by the procedure RelVarValues. See Figure 5 . Both procedures makeÕ(k) queries.
Recall that for ξ ∈ {0, 1}, ξ X is the all ξ vector in {0, 1} X . Then the tester defines the Boolean function F = h(• i∈I (x τ (i) ) X i ) on the variables {x τ (j) } j∈I , that is, the function F is obtained by substituting in h for every i ∈ I and every x j ∈ x(X i ) the variable x τ (i) . Since C ⊆ k-Junta and C is closed under variable and zero-one projection, we have:
• If the function f is in C then, whp, F = h ∈ C and F depends on all the variables in Γ = {x τ (j) } j∈I .
If h is (2ǫ/3)-far from every function in C with respect to D then either h is (ǫ/3)-far from F with respect to D or F is (ǫ/3)-far from every function in C(Γ) with respect to D where C(Γ) is the set of all functions in C that depends on all the variables in Γ. Therefore,
• If the function f is ǫ-far from every function in C then, whp, either Therefore, it remains to do two tests. The first is testing whether h = F given that h is either (ǫ/3)-far from F with respect to D or h = F . The second is testing whether F ∈ C given that F is either (ǫ/3)-far from every function in C(Γ) with respect to D or f ∈ C(Γ).
Testing whether h = F can be done, whp, by choosing O(1/ǫ) strings x ∈ {0, 1} n according to the distribution D and testing whether F (x) = h(x). Each query to F requires, using the procedure RelVarValues that usesÕ(k) queries to h. Therefore, the first test can be done usingÕ(k/ǫ) queries. This is done in the procedure Closef F in Figure 6 .
Notice that all the above procedures run in polynomial time and makeÕ(k/ǫ) queries. Testing whether F ∈ C can be done, whp, by choosing O((log |C(Γ)|)/ǫ) strings x ∈ {0, 1} n according to the distribution D and testing whether F (x) = g(x) for every g ∈ C(Γ). Notice here that the time complexity is poly(|C(Γ)|) which is polynomial only when C(Γ) contains polynomial number of functions.
If the distribution is uniform, computing F for random uniform string can be done in one query to h. Therefore, for the uniform distribution the algorithm makesÕ((log |C(Γ)|)/ǫ) queries to f . If the distribution is unknown then each random string according to the distribution D requires choosing u according to the distribution D, then extracting {u τ (i) } i∈I from u and then substituting the values {u τ (i) } i∈I in F . This can be done by the procedure RelVarValues usingÕ(k) queries to h. Therefore, for unknown distribution the algorithm makesÕ((k log |C(Γ)|)/ǫ) to f . Those are the procedures CloseF CD and CloseF CU in Figure 7 .
When |C(Γ)| is exponential, for some classes, we use proper learning algorithms for C to learn F under the distribution D. If the algorithm fails, runs more time than it should, asks more queries than it should or outputs a hypothesis h ∈ C then we know that, whp, F ∈ C(Γ). Otherwise, it outputs a function g ∈ C(Γ) and then, as above, we test whether g = F given that g is (ǫ/3)-far from F or g = F .
Therefore, for the uniform distribution, if the proper learning algorithm for C uses m MQs and q ExQs then the tester uses m + q + O(1/ǫ) queries. If the distribution is unknown, then the tester uses m +Õ(kq + k/ǫ) queries.
Testing Classes that are Close to k-Junta
To understand the intuition behind the second technique, we demonstrate it for testing s-term DNF.
The tester first runs the procedure ApproxC in Figure 11 . This procedure is similar to the procedure ApproxTarget. It randomly uniformly partitions the variables to r = 4c 2 (c + 1)s log(s/ǫ) disjoint sets and finds relevant sets {X i } i∈I . Here c is a large constant. To find a new relevant set, it chooses two random uniform strings u, v ∈ {0, 1} n and verifies if f (u X • v X ) = f (u) where X is the union of the relevant set that it has found thus far. If f (u X • v X ) = f (u) then the binary search finds a new relevant set.
It is easy to show that if f is s-term DNF then, whp, for all the terms T in f of size at least c 2 log(s/ǫ), for all the random uniform strings u, v chosen in the algorithm and for all the strings w generated in the binary search, T (u X • v X ) = T (u) = T (w) = 0. Therefore, when f is s-term DNF, the procedure, whp, runs as if there are no terms of size greater than c 2 log(s/ǫ) in f . This shows that, whp, all the relevant sets that the procedure finds contain at least one variable that belongs to a term of size at most c 2 log(s/ǫ) in f . Therefore, if f is s-term DNF, the procedure, w.h.p., does not generate more than c 2 s log(s/ǫ) relevant sets. If the procedure finds more than c 2 s log(s/ǫ) relevant sets it rejects.
Let R be the set of variables that belong to the terms in f of size at most c 2 log(s/ǫ). The procedure returns h = f (x X • w X ) for random uniform w where X is the union of the relevant sets X = ∪ i∈I X i that is found by the procedure. If f is s-term DNF then since r = 4c 2 (c + 1)s log(s/ǫ) and the number of relevant sets is at most c 2 s log(s/ǫ), whp, in the partition, at least (1/2)c log(s/ǫ) variables in each term of f that contains at least c log(s/ǫ) variables not in R falls outside X. Therefore, for random uniform w, whp, terms T in f that contains at least c log(s/ǫ) variables not in R satisfies T (x X • w X ) = 0 and therefore, whp, are vanished in h = f (x X • w X ). Thus, whp, h contains all the terms that contains variables in R and at most cs log(s/ǫ) variables not in R. Therefore, whp, h contains at most c(c + 1)s log(s/ǫ) variables. From this, and using similar arguments as for the procedure ApproxTarget in the previous subsection, we prove that, ApproxC makes at mostÕ(s/ǫ) queries and outputs X and w such that
2. If f is s-term DNF then, whp, the number of relevant variables in f (x X • w X ) is at most O(s log(s/ǫ)).
3. If f is ǫ-far from every s-term DNF then the procedure either reject or outputs X and w such that, whp, h = f (x X • w X ) is (3ǫ/4)-far from every s-term DNF.
We can now run the TesterC (with 3ǫ/4) from the previous subsection for testing C * where C * is the set of s-term DNF with k = O(s log(s/ǫ)) variables. All the procedures makesÕ(s/ǫ) queries except CloseF CU that makesÕ(s 2 /ǫ) queries. This is because that the size of the class C * (Γ) is 2Õ (s 2 ) and therefore CloseF CU makesÕ(s 2 /ǫ) queries. This gives a tester that makesÕ(s 2 /ǫ) queries that is not optimal. Instead, we consider the class C ′ of s-term DNF with O(s log(s/ǫ)) variables and terms of size at most c log(s/ǫ) and show that, in CloseF CU , whp, all the terms T of size greater than c log(s/ǫ) and all the random strings u chosen in it satisfies T (u) = 0 and therefore it runs as if the target function h has only terms of size at most c log(s/ǫ). This gives a tester that makesÕ(s/ǫ) queries.
As in the previous section, all the procedures run in polynomial time except CloseF CU . For, some classes, we replace CloseF CU with a polynomial time learning algorithms and obtains polynomial time testers.
Preparing the Target for Accessing the Relevant Variables
In this Section we give the three procedures ApproxTarget, TestSets and RelVarValues.
Preliminaries
In this subsection, we give some known results will be used in the sequel.
We have
is a partition of [n] then for any Boolean function f the number of relevant sets X i of f is at most the number of relevant variables of f .
We will use the following folklore result that is formally proved in [44] .
. Let f be a Boolean function and u, w ∈ {0, 1} n . If f (u) = f (w) then a relevant set X ℓ of f with a string v ∈ {0, 1} n that satisfies
can be found using ⌈log 2 r⌉ queries.
The following is from [8] Lemma 3. There exists a one-sided adaptive algorithm, UniformJunta(f, k, ǫ, δ), for ǫ-testing k-junta that makes O(((k/ǫ) + k log k) log(1/δ)) queries and rejects f with probability at least 1 − δ when it is ǫ-far from every k-junta with respect to the uniform distribution. Moreover, it rejects only when it has found k + 1 pairwise disjoint relevant sets and a witness of f for each one.
Approximating the Target
In this subsection we give the procedure ApproxTarget that returns (X = ∪ i∈I X i , V = {v (i) } i∈I , I) where, whp, each X i , i ∈ I, contains at least one relevant variable of h := f (x X • 0 X ) and exactly one if f is k-junta. Each v (i) , i ∈ I, is a witness of f (x X • 0 X ) for the relevant set X i . Also, whp, f (x X • 0 X ) is (ǫ/c)-close to the target with respect to the distribution D.
ApproxTarget(f, D, ǫ, c) Input: Oracle that accesses a Boolean function f and an oracle that draws x ∈ {0, 1} n according to the distribution D. Output: Either "reject" or (X, V, I) Partition [n] into r sets 1. Set r = 2k 2 . 2. Choose uniformly at random a partition X 1 , X 2 , . . . , X r of [n]
Find a close function and relevant sets 3. Set X = ∅; I = ∅; V = ∅; t(X) = 0. 4. Repeat M = ck ln(15k)/ǫ times 5.
Choose u ∈ D.
Find a new relevant set from (u,
Find a string
X ← X ∪ X ℓ ; I ← I ∪ {ℓ}.
12.
If |I| > k then Output("reject"). 13 .
Choose
Else u ← w (r) Xr
• 0 Xr ; Goto 9 18.
t(X) = 0.
19.
If t(X) = c ln(15k)/ǫ then Output(X, V, I). A procedure that finds relevant sets {X i } i∈I of f and a witness v (i) for each relevant set X i for h := f (x X • 0 X ) where X = ∪ i∈I X i . Also, whp, h is (ǫ/c)-close to the target.
Consider the procedure ApproxTarget in Figure 2 . In steps 1-2 the procedure partitions the set [n] into r = 2k 2 disjoint sets X 1 , X 2 , . . . , X r . In step 3 it defines the variables X, I, V and t(X). At each iteration of the procedure, I contains the indices of some relevant sets of f (x X • 0 X ) where X = ∪ i∈I X i , i.e., each X i , i ∈ I is relevant set of f (x X • 0 X ). The set V contains, for each i ∈ I, a string v (i) ∈ {0, 1} n that satisfies f (v
The procedure in steps 4-19 tests if f (u X • 0 X ) = f (u) for at least c ln(15/k)/ǫ, independently and at random, chosen u according to the distribution D. The variable t(X) counts the number of such u. If this happens then, whp, f (x X • 0 X ) is (ǫ/c)-close to f with respect to D and the procedure returns (X, V, I). If not then f (u X • 0 X ) = f (u) for some u and then a new relevant set is found. If the number of relevant sets is greater than k, it rejects. This is done in steps 8-18. In steps 9-10, the procedure uses Lemma 2 to (binary) search for a new relevant set. The search gives an index ℓ of the new relevant set X ℓ and a witness
Then ℓ is added to I and X is extended to X ∪ X ℓ . The binary search gives a witness that X ℓ is relevant set of f , but not a witness that it is relevant set of f (x X • 0 X ). This is why we need steps 14-17. In those steps the procedure adds w (ℓ) to W . Then for each w (r) ∈ W (at the beginning r = ℓ) it checks if w (r) is a witness of f (x X • 0 X ) for X r . If it is then it adds it to V . If it isn't then we show in the discussion below that a new relevant set can be found. The procedure rejects when it finds more than k relevant sets.
If the procedure does not reject then it outputs (X, V, I) where I contains the indices of some relevant sets of f (x X • 0 X ), X = ∪ i∈I X i and the set V contains for each i ∈ I a string v (i) ∈ {0, 1} n that is a witness of f (
We will also show in Lemma 9 that, whp,
We first prove Lemma 4. Consider steps 1-2 in the ApproxTarget. If f is a k-junta then, with probability at least 2/3, for each i ∈ [r], the set x(X i ) = {x j |j ∈ X i } contains at most one relevant variable of f .
Proof. Let x i 1 and x i 2 be two relevant variables in f . The probability that x i 1 and x i 2 are in the same set is equal to 1/r. By the union bound, it follows that the probability that some relevant variables x i 1 and x i 2 , i 1 = i 2 , in f are in the same set is at most
*********** ***** 00000000000 000000 w (r) *********** ***** *********** ****** w (r) X (j) • 0 X (j) = v (r) *********** ***** 00000000000 000000 w (r) Xr
• 0 Xr *********** 00000 *********** ****** w (r) X (j) \Xr
• 0 X (j) ∪Xr *********** 00000 00000000000 000000
• 0 Xr and w
• 0 X (j) ∪Xr where * indicates any value.
Suppose the variable ℓ in the procedure takes the values ℓ 1 , . . . , ℓ q . Then X ℓ takes the values X ℓ 1 , . . . , X ℓq and X takes the values X (i) where
Suppose, at some iteration, the procedure chooses, in step 14, w (r) ∈ W where r = ℓ i . By step 10, f (w (r) ) = f (w (r) Xr
• 0 Xr ). Suppose at this iteration X = X (j) . Then r ≤ j, X ℓ 1 , . . . , X ℓ j are the relevant sets that are discovered so far and X ℓ j+1 , . . . , X ℓq ⊆ X (j) . Since w (r) ∈ W , by step 11, X r ⊆ X (j) . See the table in Figure 3 . If in step 15, f (w (r)
is added to the set V . This is the only step that adds an element to V . Then
• 0 Xr ). Therefore Lemma 5. If the procedure outputs (X (q) , V, I) then for every v (ℓ) ∈ V we have v (ℓ)
We now show that if, in step 15, f (w (r) 
• 0 X (j) ∪Xr ), then a new relevant set is found.
Proof. See the table in Figure 3 throughout the proof. Since by step 10, f (w (r) ) = f (w
) then the procedure in step 16 assign u = w (r) and goes to step 9 to find a relevant set in X (j) and if f (w
• 0 Xr ) then the procedure in step 17 assign
• 0 Xr and goes to step 9 to find a relevant set in X (j) .
Therefore, for every w (r) ∈ W the procedure either finds v (r) that satisfies the condition in Lemma 5 or finds a new relevant set. If the number of relevant sets is greater than k, then the procedure rejects. This is because each relevant set contains a relevant variable and the relevant sets are disjoint. So the function, in this case, is not k-junta and therefore not in C. If the number of relevant sets is less than or equal to k, then the algorithm eventually finds a witness v (r) for each w (r) . This implies Lemma 7. If ApproxTarget does not reject then it outputs (X = X (q) , V = {v (ℓ 1 ) , . . . , v (ℓq) }, I = {ℓ 1 , . . . , ℓ q }) that satisfies
3. Each x(X ℓ ), ℓ ∈ I, contains at least one relevant variable of f (x X • 0 X ).
Lemma 8.
If f is k-junta and each x(X i ) contains at most one relevant variable of f then 1. ApproxTarget outputs (X, V, I).
2. Each x(X ℓ ), ℓ ∈ I, contains exactly one relevant variable in f (x X • 0 X ).
For every
Proof. By 3 in Lemma 7, x(X ℓ ), ℓ ∈ I, contains exactly one relevant variable. Thus, for every
Since f contains at most k relevant variables, by Lemma 1, the number of relevant sets |I| is at most k. Therefore, ApproxTarget does not halt in step 12.
The following lemma shows that Lemma 9. If ApproxTarget outputs (X, V, I) then |I| ≤ k and with probability at least 14/15
Proof. If |I| > k then, from step 12, ApproxTarget outputs "reject". Therefore, the probability that ApproxTarget fails to output (X, V, I) with
We now give the query complexity
Proof. The condition in step 7 requires two queries and is executed at most M = ck ln(15k)/ǫ times. This is 2M = O((k log k)/ǫ) queries. Steps 9-17 are executed at most k + 1 times. This is because each time it is executed, the value of |I| is increased by one, and when |I| = k + 1 the algorithm rejects. By Lemma 2, to find a new relevant set the algorithm makes O(log r) = O(log k) queries. This gives another O(k log k) queries. Therefore, the query complexity is O((k log k)/ǫ).
Testing the Relevant Sets
In this subsection we give the procedure TestSets that takes as an input (X, V, I) and tests if for
) is (1/30)-close to some literal with respect to the uniform distribution. We first prove Lemma 11. If f is k-junta and each x(X i ) contains at most one relevant variable of f then TestSets outputs "OK".
Proof. By Lemma 8, for every ℓ
If TestSets halts in step 3 then, by Lemma 3, for some
) is not 1-Junta (literal or constant function) and therefore x(X ℓ ) contains at least two relevant variables. If it halts in step 5, then
is not a literal. In all cases we get a contradiction.
In the following lemma we show that if TestSets output "OK" then, w.h.
is close to a literal.
) is (1/30)-far from every literal with respect to the uniform distribution then, with probability at least 1 − (1/15), TestSets rejects.
TestSets(X, V, I)
Input: Oracle that access a Boolean function f and (X, V, I). Output: Either "reject" or "OK"
Tests if each relevant set corresponds to a Boolean function that is close to a literal 1. For every ℓ ∈ I do 2.
If
) is (1/30)-close to some literal with respect to the uniform distribution. 
), 1, 1/30, 1/15) = "reject" and then the procedure rejects. In case 2, Suppose it is (1/30)-close to 0. Let b be a random uniform string generated in steps 4. Then b is random uniform and for g(
Lemma 13. The procedure TestSets makes O(k) queries.
Proof. Steps 2 and 5 are executed |I| ≤ k times, and by Lemma 3, the total number of queries
Determining the Values of the Relevant Variables
In this subsection we give a procedure RelVarValue that for an input (w ∈ {0, 1}, X, V, I, δ) where (X, V, I) satisfies all the properties in the previous two subsections, the procedure, with probability at least 1 − δ, returns the values of w τ (i) , i ∈ I, where f (
) is (1/30)-close to one of the RelVarValues(w, X, V, I, δ) Input: Oracle that accesses a Boolean function f , (X, V, I) and w ∈ {0, 1} n . Output: Either "reject" or for every ℓ ∈ I, the value,
Repeat h = ln(k/δ)/ ln(4/3) times 5.
Choose b ∈ U ; 6.
If 
When f is k-junta and each x(X i ) contains at most one relevant variable then those are the values of the relevant variables in f (x X • 0 X ).
We first prove Lemma 14. If f is k-Junta and each x(X i ) contains at most one relevant variable of f then RelVarValues outputs z such that
Proof. Since Y ℓ,0 , Y ℓ,1 is a partition of X ℓ , ℓ ∈ I and x(X ℓ ) contains exactly one relevant variable
is a constant function. This implies that for
). Therefore, by steps 6-7 in the procedure, G ℓ,0 = h and G ℓ,1 = 0 and the procedure does not output reject in step 8. Thus, by step 9, z ℓ = w τ (ℓ)
We now prove
} with respect to the uniform distribution, where τ (ℓ) ∈ X ℓ , and {G ℓ,0 , G ℓ,1 } = {0, h} then, with probability at least 1 − δ, we have: For every ℓ ∈ I, z ℓ = w τ (ℓ) .
with respect to the uniform distribution. The case when it is (1/30)-close to
That is, for a random uniform string b ∈ {0, 1} n , with probability at least 3
with respect to the uniform distribution the probability that G ℓ,0 = 0 is the
Since τ (ℓ) ∈ Y ℓ,0 , we have w τ (ℓ) = 0. Therefore, by step 9 and since τ (ℓ) ∈ X ℓ ,
h Therefore, the probability that
The following is obvious Lemma 16. The procedure RelVarValues makes O(k log(k/δ)) queries.
Testing Subclasses of k-Junta
In this section, we give a tester for subclasses of k-Junta. Our tester will start by running the two procedures ApproxTarget and TestSets and therefore by Lemma 7, 8, 9 and 12, the whp, we have the following Assumption 17. Throughout this section we assume that there are X, q ≤ k, I = {ℓ 1 , . . . , ℓ q },
} with respect to the uniform distribution.
For every
We will also use the sets of indices Γ := {τ (ℓ 1 ), . . . , τ (ℓ q )}.
We remind the reader that for a projection π : X → X the string x(π) is defined as x(π) j = x π(j) for every j ∈ X. Define the projection π f,I : X → X that satisfies: For every ℓ ∈ I and every
That is, F is the function that results from substituting in f (x X • 0 X ) for every ℓ ∈ I and every x i , i ∈ X ℓ , the variable x τ (ℓ) . Note here that the tester does not know τ (ℓ 1 ), . . . , τ (ℓ q ).
We now show how to query F by querying f Lemma 18. For the function F we have
. . , y q ) can be done with one query to f .
2. Given x ∈ {0, 1} n and δ, there is an algorithm that makes O(k log(k/δ)) queries and, with probability at least 1 − δ, either discovers that some X i , i ∈ I contains at least two relevant variables in f and then reject or computes z = (x τ (ℓ 1 ) , . . . , x τ (ℓq) ) and F (z).
Proof. 1 is immediate. To prove 2 we use Lemma 15. We run RelVarValues(x, X, V, I, δ). If it rejects then {G ℓ,0 , G ℓ,1 } = {0, h} for some ℓ ∈ I and therefore G ℓ,0 , G ℓ,1 > 0. This implies that for some b,
If {G ℓ,0 , G ℓ,1 } = {0, h} for every ℓ then, by Lemma 15, with probability at least 1 − δ, the procedure outputs z where for every ℓ, z ℓ = x τ (ℓ) . Then using 1 we compute F (z). Since RelVarValue makes O(k log(k/δ)) queries, the result follows.
We now give the key lemma for the first tester Lemma 19. Let C ⊆ k−Junta be a class that is closed under variable and zero projection and f be any Boolean function. Let F (x Γ ) = f (x(π f,I ) • 0 X ) where Γ = {τ (ℓ)|ℓ ∈ I} and C(Γ) be the set of all functions in C that their relevant variables are x(Γ).
2. If f is ǫ-far from every function in C with respect to D then either
Proof. We first prove 1. If f ∈ C , then since C is closed under variable and zero projection
and, by Assumption 17, every x(X ℓ ), ℓ ∈ I, contains exactly one relevant variable
is a function that depends only on the variables x τ (ℓ) , ℓ ∈ I. By the definition of x(π f,I ) we have
In the following two subsections we discuss how to test the closeness of f (x X • 0 X ) to F and F to C(Γ).
Testing the Closeness of
Oracle that accesses a Boolean function f and D. Output: Either "reject" or "OK"
4.
z ←RelVarValue(u, X, V, I, δ/(2t)) .
5.
If f (u X • 0 X ) = F (z) then "reject" 6. Return "OK" Lemma 20. For any constant δ and (X, V, I) that satisfies Assumption 17, procedure Closef F makes O((k/ǫ) log(k/ǫ)) queries and
Γ for all i, and therefore Closef F outputs OK. If f (x X •0 X ) is (ǫ/3)-far from F then the probability that it fails to reject is at most ( 
By 2 in Lemma 18, RelValValue makes O(k log((kt)/δ)) queries and computes F (u
Γ ), i = 1, . . . , t, with failure probability at most δ/2.
Therefore, Closef F makes O((k/ǫ) log(k/ǫ)) queries and satisfies 1 and 2.
Testing the Closeness of F to C(Γ)
z ←RelVarValue(u, X, V, I, 1/2) . 5.
For every g ∈ C * 6.
For every g ∈ C * 5.
If In this section, we give the procedures CloseF CD and CloseF CU that test whether F is (ǫ/3)-far from every function in C(Γ) with respect to D and the uniform distribution, respectively. We prove Lemma 21. For any constant δ and (X, V, I) that satisfies Assumption 17, the procedures CloseF CD and CloseF CU make O((k log |C(Γ)|)/ǫ) and O((log |C(Γ)|)/ǫ) queries to f , respectively, and 1. If f ∈ C then CloseF CD and CloseF CU output OK.
2. If F is (ǫ/3)-far from every function in C(Γ) with respect to D then, with probability at least 1 − δ, CloseF CD rejects.
3. If F is (ǫ/3)-far from every function in C(Γ) with respect to the uniform distribution, then with probability at least 1 − δ, CloseF CU rejects.
Proof. The proof for CloseF CU is similar to the proof of Lemma 20 with union bound. For CloseF CD, notice that it calls RelVarValue(u, X, V, I, 1/2), and therefore at each iteration, with probability 1/2, z = u Γ . By Hoeffding's bound, with probability at least 1 − δ/2, (3/ǫ) ln(2|C * |/δ) of the chosen u in the procedures satisfy z = u Γ . Then again, by union bound, the result follows.
Testing the Closeness of F to C(Γ) via Learning C(Γ)
In this subsection, we show how proper learning implies testing the closeness of F to C(Γ). The proofs are similar to the proof of Proposition 3.1.1 in [37] .
Let (X, V, I) be as in Assumption 17 and q = |I|. Let Y = {y 1 , . . . , y q } be a set of Boolean variables and C(Y ) be the set of all functions in C that depends on all the variables of Y . Notice that instead of using C(Y ) we could have used C({x 1 , . . . , x q }) but here we use the new Boolean variables y i to avoid confusion with the variables x i .
We first give the reduction from exact learning Lemma 22. If there is a polynomial time algorithm A that, given as an input any constant δ and (X, V, I) that satisfies Assumption 17, properly exactly learns C(Y ) with confidence parameter δ and makes M (δ) membership queries to F then there is a polynomial time algorithm B that, given as an input any constant δ and (X, V, I),
queries to f and 1. If f ∈ C then, with probability at least 1 − δ, B outputs OK.
2. If F is (ǫ/3)-far from every function in C(Γ) with respect to D (resp. with respect to the uniform distribution) then, with probability at least 1 − δ, B rejects.
Proof. Algorithm B runs A with confidence parameter δ/3 to learn F (y 1 , . . . , y q ). By Lemma 18, each membership query to F can be simulated by one membership query to f . If algorithm A runs more than it should, asks more than M (δ/3) membership queries or outputs h ∈ C(Y ) then B rejects. If A outputs h ∈ C(Y ) then the algorithm tests whether h(x Γ ) is equal to F (x Γ ) or (ǫ/3)-far from F (x Γ ) with respect to the distribution D (resp. uniform distribution). When the distribution is uniform, the algorithm chooses t = (3/ǫ) ln(3/δ) strings v (1) , . . . , v (t) ∈ {0, 1} q and if F (v (i) ) = h(v (i) ) for all i it outputs "OK"; otherwise it rejects.
In the distribution-free model, B chooses t = (12/ǫ) ln(2/δ) strings u (i) ∈ {0, 1} n according to the distribution D. Then runs RelValValue(u (i) , X, V, I, 1/2) to find, with probability 1/2 the value of u
Γ ) for all i, it outputs "OK"; otherwise it rejects. The analysis and correctness of the algorithm are the same as in the above proofs and Proposition 3.1.1 in [37] . 3. If F is (ǫ/3)-far from every function in C(Γ) with respect to the uniform distribution then, with probability at least 1 − δ, B U rejects.
Proof. Algorithm B runs A with confidence parameter δ/3 and accuracy ǫ/12. By Lemma 18, every membership query to F (y) can be simulated with one membership query to f . Every ExQ D ′ (resp. ExQ) for the induced distribution D ′ of D on the coordinates Γ, can be simulated with one ExQ D and k log(3kQ(ǫ/12, δ/3)/δ) membership queries (resp. one ExQ) with failure probability δ/(3Q(ǫ/12, δ/3)), and therefore, with failure probability δ/3 for all the ExQ D ′ queries asked in the learning algorithm. If algorithm A runs more than it should, asks more than Q(ǫ/12, δ/3) ExQ D ′ , asks more than M (ǫ/12, δ/3) MQ or outputs h ∈ C(Y ) then B D rejects. If A outputs h ∈ C(Y ) then, with probability at least 1 − (2δ/3),
Now, using Chernoff's bound, algorithm B, can estimate the distance between F and h with accuracy ǫ/24 and confidence δ/6 using O((log(1/δ))/ǫ) strings chosen according to the distribution D ′ . This can be done using O((log(1/δ))/ǫ) queries in the uniform model and O((k/ǫ) log(1/(ǫδ))) with confidence δ/6 in the distribution-free model.
Define the oracle WExQ D (Weak ExQ D ) that returns with probability 1/2 an x ∈ {0, 1} n according to the distribution D and with probability 1/2 an arbitrary x ∈ {0, 1} n . In some algorithms that are in this paper, we can use the oracle WExQ D rather than ExQ D . In that case, we can save a factor of log in the query complexity of Lemma 23 in the distribution-free setting. We discuss this in Section 9.
The First Tester
We are now ready to write the first tester.
Consider the tester TesterC in Figure 8 . Note that the tester rejects if any one of the procedures called by the tester rejects. We prove
TesterC(f,
Output: If any one of the procedures reject then "reject" or "accept"
For the uniform distribution 4. CloseF CU (f, ǫ, 1/15) 5. Return "accept" Proof. We prove 1. Let f ∈ C. Consider step 1 in TesterC. By Lemma 4 and 8, with probability at least 2/3, ApproxTarget outputs (X, V, I) and each x(X i ) contains at most one relevant variable of f . By Lemma 11, TestSets in step 2 does not reject. By Lemma 20, Closef F in step 3 does not reject. By Lemma 21, CloseF CD and CloseF CU in step 4 do not reject. Therefore, with probability at least 2/3 the tester accepts. We now prove 2. Suppose f is ǫ-far from every function in C with respect to D. If in step 1 ApproxTarget outputs (X, V, I) then by Lemma 9, with probability at least 14/15, f (x X • 0 X ) is (ǫ/3)-close to f . If in step 2 TestSets does not reject then, by Lemma 12, with probability at least 14/15, for all ℓ ∈ I, f ( Lemma 20 , with probability at least 14/15, Closef F rejects. If F is (ǫ/3)-far from every function in C(Γ) with respect to D then by Lemma 21 , with probability at least 14/15, CloseF C rejects. By the union bound the probability that the tester rejects is at least 2/3.
The query complexity follows from Lemmas 10, 13, 20 and 21.
If f ∈ C then, with probability at least 2/3, T accepts.
2. If f is ǫ-far from every function in C with respect to D (resp. with respect to the uniform distribution) then, with probability at least 2/3, T rejects. If f ∈ C then, with probability at least 2/3, T D and T U accepts.
2. If f is ǫ-far from every function in C with respect to D then, with probability at least 2/3, T D rejects.
3. If f is ǫ-far from every function in C with respect to the uniform distribution then, with probability at least 2/3, T U rejects.
Finally, one trivial but useful result is If f ∈ C then, with probability at least 2/3, T D and T U accepts.
Results
In 
k-Junta
For k-Junta in uniform distribution framework, Ficher et al. [32] introduced the junta testing problem and gave adaptive and non-adaptive algorithms that make poly(k)/ǫ queries. Blais in [7] gave a non-adaptive algorithm that makesÕ(k 3/2 )/ǫ queries and in [8] an adaptive algorithm that makes O(k log k + k/ǫ) queries. On the lower bounds side, Fisher et al. [32] gave an Ω( √ k) lower bound. Chockler and Gutfreund [27] gave an Ω(k) lower bound for adaptive testing and, recently, Saglam in [54] improved this lower bound to Ω(k log k). For the non-adaptive testing Chen et al. [23] gave the lower boundΩ(k 3/2 )/ǫ.
For testing k-junta in the distribution-free model, Chen et al. [44] gave a one-sided adaptive algorithm that makesÕ(k 2 )/ǫ queries and proved a lower bound Ω(2 k/3 ) for any non-adaptive algorithm. The results of Halevy and Kushilevitz [40] gives a one-sided non-adaptive algorithm that makes O(2 k /ǫ) queries. The adaptive Ω(k log k) uniform-distribution lower bound from [54] trivially extend to the distribution-free model. Bshouty [15] gave a two-sided adaptive algorithm makesÕ(1/ǫ)k log k queries.
Our algorithm in this paper gives another algorithm Theorem 28. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing k-junta that makesÕ(k/ǫ) queries.
Proof. We use Theorem 27. Since every F (Y ) is in k-Junta(Y ), we have M = Q = 0. Therefore, by Theorem 27, the algorithm makesÕ(k/ǫ) queries.
k-Linear
The function is linear if it is a sum (over F 2 ) of variables. The class Linear is the class of all linear function. The class k-Linear is Linear∩k-Junta. That is, the class of functions that are the sum of at most k variables.
Blum et al. [13] showed that there is an algorithm for testing Linear under the uniform distribution that makes O(1/ǫ) queries. For testing k-Linear under the uniform distribution, Fisher, et al. [32] gave a tester that makes O(k 2 /ǫ) queries. They also gave the lower bound Ω( √ k) for non-adaptive algorithms. Goldreich [34] , proved the lower bound Ω(k) for non-adaptive algorithms and Ω( √ k) for adaptive algorithms. Then Blais et al. [9] proved the lower bound Ω(k) for adaptive algorithms. Blais and Kane, in [10] , gave the lower bound k − o(k) for adaptive algorithms and 2k − o(k) for non-adaptive algorithms.
Testing k-Linear can be done by first testing if the function is k-Junta and then testing if it is Linear. Therefore, there is an adaptive algorithm for ǫ-testing k-Linear under the uniform distribution that makesÕ(k/ǫ) queries.
In this paper we prove Theorem 29. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing k-Linear that makesÕ(k/ǫ) queries.
Proof. Here C(Y ) = {y 1 + · · · + y q } contains one function and therefore M = Q = 0. Then by Theorem 27 the result follows.
k-Term
A term is a conjunction of literals and Term is the class of all terms. A k-term is a term with at most k literals and k-Term is the class of all k-terms.
In the uniform distribution model, Pernas et al. [49] , gave a tester for k-terms that makes O(1/ǫ) queries in the uniform model. We give the same result in the next section. In this paper we prove the following result for the distribution-free model Theorem 30. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing k-Term that makesÕ(k/ǫ) queries.
Proof. Here C(Y ) = {y ξ 1 1 ∧ · · · ∧ y ξ|ξ ∈ {0, 1} q } contains 2 q functions. Since V contains witnesses for each variable it follows that ξ i are known. Just take any assignment a that satisfies F (a) = 1 and then ξ i = a i . Therefore M = Q = 0. Then, by Theorem 27, the result follows.
s-Term Monotone r-DNF
A DNF is a disjunction of terms. An r-DNF is a disjunction of r-terms. The class s-Term r-DNF is the class of all r-DNFs with at most s terms. The class s-Term Monotone r-DNF is the class of all r-DNFs with at most s terms with no negated variables. A DNF f is called unate DNF if there is ξ ∈ {0, 1} n such that f (x ξ 1 1 , . . . , x ξn n ) is monotone DNF. Similarly, one can define the classes Unate DNF, Unate s-DNF etc.
We first give a learning algorithm for s-Term Monotone r-DNF. The algorithm is in Figure 9 . In the algorithm, we use P 1/r FOR the probability distribution over the strings b ∈ {0, 1} n where each b i is chosen randomly and independently to be 1 with probability 1 − 1/r and 0 with probability 1/r. For two strings x, y ∈ {0, 1} n we denote x * y = (x 1 y 1 , . . . , x n y n ) where x i y i = x i ∧ y i . The procedure FindMinterm(f, a) flips bits in a to zero as long as f (a) = 1.
We now show
LearnMonotone(f, D, ǫ, δ, s, r) Input: Oracle that accesses a Boolean function f that is s-term monotone r-DNF and D. Output: h that is s-term monotone r-DNF
Choose a ∈ D.
4.
If f (a) = 1 and h(a) = 0 then 5.
t ← 0 6.
While t ≤ α := 4r ln(2ns/δ) and wt(a) > r do 7.
t ← t + 1; If t = α + 1 Output "fail" 8.
Choose y ∈ P 1/r 9.
If f (a * y) = 1 then a ← a * y 10. Proof. We first show that if in the mth iteration h contains ℓ terms of f and f (a) = 1 and h(a) = 0 then, with probability at least 1 − δ/(2s), steps 5 to 11 adds to h a new term in f . Then in the (m + 1)th iteration h contains ℓ + 1 terms of f . Since the number of terms of f is at most s, with probability at least 1 − δ/2, all the terms in h are terms in f . We then show that, with probability at least 1 − δ/2, the final h satisfies
First notice that if f (a) = 1 and h(a) = 0 then for every y, h(a * y) = 0. This follows from the fact that h is monotone and a * y ≤ a. Therefore if a receives the values a (1) , . . . , a (t) in the While loop then f (a (i) ) = 1 and h(a (i) ) = 0 for all i = 1, . . . , t. We also have a (i+1) = a (i) if f (a (i) * y) = 0 and a (i+1) = a (i) * y if f (a (i) * y) = 1. Consider a (i) and the random variable W i = wt(a (i) ) − r. We will now compute E[W i+1 |W i ]. Since f (a (i) ) = 1 and h(a (i) ) = 0, there is a term T in f that is not in h that satisfies T (a (i) ) = 1. Suppose
Consider another r − r ′ entries in a (i) that are equal to 1, a
Note that wt(a (i) ) = W i + r. Let j r+1 , . . . , j r+W i be the other entries of a (i) that are equal to 1. Let A be the event that, for the y ∈ P 1/r chosen at this stage, y j 1 = · · · = y jr = 1. Notice that if event A happens then f (a (i+1) ) = 1 and a (i+1) = a (i) * y. Then
The probability that the algorithm fails is the probability that t = 4r ln(2ns/δ). This is equal to
This completes the first part of the proof. Now we show that, with probability at least 1 − δ/2, the final h satisfies
Therefore, the probability that Pr D [f = h] > ǫ is less than the probability that for v = 4s log(1/δ)/ǫ strings a (1) , . . . , a (v) chosen independently and uniformly at random, less than s of them satisfies g i (a (i) ) = f (a (i) ) for Boolean functions g i that satisfy Pr D [g i = f ] ≥ ǫ. By Chernoff's bound this probability is less than δ/2.
The algorithm asks at most 4s log(1/δ)/ǫ = O(s/ǫ) ExQ D and at most s · 4r ln(2ns/δ) = O(sr log(ns)) MQ.
Now we show
Theorem 32. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing s-Term Monotone r-DNF that makesÕ(rs 2 /ǫ) queries.
Proof. The number of relevant variables in any s-term monotone r-DNF is at most q ≤ sr. By Lemma 31, C(Y ) can be learned with constant confidence δ and accuracy ǫ in M =Õ(sr log(qs)) = O(sr) MQ and O(s/ǫ) ExQ D . By Theorem 26, there is a distribution-free tester for s-Term Monotone r-DNF that makesÕ(s 2 r/ǫ) queries.
Theorem 33. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing s-Term Unate r-DNF that makesÕ(rs 2 /ǫ) queries.
Proof. The set of witnesses gives the negated and non-negated variables for each relevant set. If 
Size-s Decision Tree and Size s Branching Program
A decision tree is a rooted binary tree in which each internal node is labeled with a variable x i and has two children, and each leaf is labeled with an output from {0, 1}. A decision tree computes a Boolean function in an obvious way: given an input x ∈ {0, 1} n , the value of the function on x is the output in the leaf reached by starting at the root and going left or right at each internal node according to whether the variable's value in x is 0 or 1, respectively. The size of a decision tree is the number of leaves of the tree. The class Size-s Decision Tree is the class of all decision trees of size s.
A branching program is a rooted directed acyclic graph with two sink nodes labeled 0 and 1. As in the decision tree, each internal node is labeled with a variable x i and has two children. The two edges to the children are labeled with 0 and 1. Given an input x, the value of the branching program on x is the label of the sink node that is reached as described above. The size of a branching program is the number of nodes in the graph. The class Size-s Branching Program is the class of all Branching Program of size s.
Diakonikolas et al. [29] , gave a tester for Size-s Decision Tree and Size s Branching Program under the uniform distribution that makesÕ(s 4 /ǫ 2 ) queries. In this paper we prove Theorem 34. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing Size-s Decision Tree and Size s Branching Program that makesÕ(s/ǫ) queries.
There is a two-sided distribution-free adaptive algorithm for ǫ-testing Size-s Decision Tree and Size s Branching Program that makesÕ(s 2 /ǫ) queries.
Proof. For decision tree, C(Y ) contains the decision trees with q = |Y | ≤ s relevant variables. It is shown in [29] that |C(Y )| ≤ (8s) s . For branching programs |C(Γ)| ≤ (s + 1) 3s . Now by Theorem 24 the result follows.
Functions with Fourier Degree at most d
For convenience here we take the Boolean functions to be f : {−1, 1} n → {−1, 1}. Then every Boolean function has a unique Fourier representation f (x) = S⊆[n]f S i∈S x i wheref S are the Fourier coefficients of f . The Fourier degree of f is the largest d = |S| withf S = 0.
Let C be the class of all Boolean functions over {−1, 1} n with Fourier degree at most d. Nisan and Szegedy, [48] , proved that any Boolean function with Fourier degree d must have at most k := d2 d relevant variables. Diakinikolas et al. [29] , show that every nonzero Fourier coefficient of f ∈ C is an integer multiple of 1/2 d−1 . Since S⊆[n]f 2 S = 1, there are at most 2 2d−2 nonzero Fourier coefficients in f ∈ C. Bshouty gives in [16] an exact learning algorithm for such class 1 that asksÕ(2 2d log n) membership queries for any constant confidence parameter δ. In particular, by Theorem 25 we have 
Length k Decision List
A decision list is a sequence f = (x i 1 , ξ 1 , a 1 ) , . . . , (x is , ξ s , a s ) for any s where ξ i , a i ∈ {0, 1}. This sequence represent the following function: f (x) := If x i 1 = ξ 1 then output(a 1 ) else if x i 2 = ξ 2 then output(a 2 ) else if · · · else if x is = ξ s then output(a s ). Length-k decision list is a decision list with s ≤ k. The class Decision List is the class of all decision lists and the class Length-k Decision List is the class of all length-k decision lists.
It is known that this class is learnable under any distribution with O((k log n + log(1/δ))/ǫ) ExQ D , [14, 50] . This implies Theorem 36. For any ǫ > 0, there is a polynomial time two-sided distribution-free adaptive algorithm for ǫ-testing Length-k Decision List that makesÕ(k 2 /ǫ) queries.
Proof. The result follows from Theorem 26.
s-Sparse Polynomial of Degree d
A polynomial is a sum (in the binary field Proof. Suppose f = M ∈F M , s ′ ≤ s, and suppose, at some stage of the algorithm h = M ∈F ′ M where F ′ ⊂ F . Then f + h = M ∈F \F ′ M . So all we need to show is that, with probability at least 1 − δ, 1. Each time the algorithm executes steps 6-14, it finds a term in f + h, and therefore, a new term of f . 
The algorithm outputs an s-sparse polynomial of degree d, h such that
The probability that after running steps 7-10 α 1 = 16 · 2 d ln(sn/δ) times, the weight of a does go below 24d is less than the probability that for α 1 = 16 · 2 d ln(sn/δ) random strings y, less than log(n)/ log(4/3) of them satisfies f (a * y) = 1 and wt(a * y) ≤ (3/4)wt(a) for a that satisfies wt(a) ≥ 24d. By Chernoff's bound this probability is less than δ/(3s) for every a and therefore less than δ/3 for all the as.
We now show that after α 2 = α − α 1 = 16 · 2 d ln(s/δ) iterations in steps 7-10, with probability at least 1 − δ/(3s), the weight of a will be less that d + 1. Take a that satisfies d + 1 ≤ wt(a) < 24d. Then
Pr[g(a * y) = 1 and wt(a * y) < wt(a)] ≥ Pr[f (a * y) = 1] − Pr[wt(a * y) = wt(a)]
Then as before, with an additional α 2 times of running steps 7-10, with probability at least 1 − δ/3, each a will reach to a weight that is less than or equal to d.
Once the weight of a is less or equal to d, the algorithm finds in step 12 a monotone term in g(a * x) by building a truth table of g(a * x) using at most 2 d queries and learning one of its terms. This term is in g because all the terms in g(a * x) are terms in g(x).
The proof that the algorithm, with probability at least 1 − δ/3, outputs h such that Pr D [f = h] ≤ ǫ is identical to the one in ApproxTarget.
Testing Classes that are Close to k-Junta
In this section, we show the result for s-term DNF in the uniform distribution model, and then in the following section we show that it can be extended to other classes.
The main idea is the following. We first run the procedure ApproxC in Figure 11 that finds X ⊂ [n] and w ∈ {0, 1} n such that, with high probability, 1. The projection x X • w X removes variables from f that only appears in terms of f of size at least c log(s/ǫ) for some large constant c.
Since the number of terms in f is at most s the number of variables that remain in h is O(s log(s/ǫ)). Then we use the algorithm TesterC in the previous section to distinguish whether h is an s-term DNF or (7ǫ/8)-far from every s-term DNF. Note that removing variables that only appears in large size terms does not necessarily removes large terms in f . Therefore, h may still contain large terms even after running ApproxTarget in TesterC. To handle large terms we give learning algorithms that learn h with accuracy ǫ/12 and use Theorem 26.
Removing Variables that only Appears in Large Size Terms
We explain our technique by proving the result for s-term DNF.
We remind the reader that for a term T , the size of T is the number of variables in it. For a variable x and ξ ∈ {0, 1}, x ξ = x if ξ = 0 and x ξ = x if ξ = 1. Here c is a large constant.
Consider an s-term DNF f = T 1 ∨ T 2 ∨ · · · ∨ T s ′ where s ′ ≤ s and let T = {T 1 , . . . , T s ′ }. Let T 1 be the set of terms in T of size at most m = c log(s/ǫ) and let R 1 be the set of variables of the terms in T 1 . Let T 2 be the set of terms T ∈ T that contains at most m variables not in R 1 . Let R 2 be the variables in R 1 and of the terms in T 2 . Let T 3 be the set terms T ∈ T that contains more than m variables that are not in R 1 . Let T 4 be the set of terms in T ∈ T that contains at least m variables not in R 2 . Let R 3 be the set of variables in R 2 and in T 3 \T 4 . Then |R 1 | ≤ ms, |R 2 | ≤ 2ms, |R 3 | ≤ 3ms and T 4 ⊆ T 3 .
Consider the procedure ApproxC in Figure 11 . In steps 1-2, it partitions [n] to r = 8ms random sets. Suppose the variable in R 2 are distributed to the sets X j 1 , . . . , X jq , q ≤ |R 2 | ≤ 2ms.
In each T ∈ T 4 , the expected number of variables that are not in R 2 and are not distributed to one of the sets X j 1 , . . . , X jq is greater than (1 − q/r) m = (3/4)m. By Hoeffding's inequality and the union bound, the probability that it is greater than m/2 in every term T ∈ T 4 is at least 1 − s · exp(−2m/9) ≥ 99/100. Algorithm ApproxC (f, ǫ, λ) Input: Oracle that accesses a Boolean function f and Output: Either "X ⊆ [n], w ∈ {0, 1} n " or "reject" Partition [n] into r sets 1. Set m = c log(s/ǫ); r = 8ms. 2. Choose uniformly at random a partition X 1 , X 2 , . . . , X r of [n]
Find a close function and relevant sets 3. Set X = ∅; I = ∅; t(X) = 0; k = 3ms 4. Repeat M = 100λk ln(100k)/ǫ times 5.
Choose u, v ∈ U . 6.
Find a new relevant set X ℓ ; X ← X ∪ X ℓ ; I ← I ∪ {ℓ}.
9.
If |I| > k then output "reject" and halt. 10.
t(X) = 0. 11.
If t(X) = 100λ ln(100k)/ǫ then 12.
Choose a random uniform w; 13.
Output(X, w, f (x X • w X )). The procedure ApproxC, in steps 5-7, finds relevant sets using two random uniform strings u and v. If f (u X • v X ) = f (u) then a new relevant set is found. Consider any T ∈ T 3 . The size of T is at least m.
For random uniform u, v ∈ {0, 1} n , the probability that there is no j ≤ m such that u a j = (u X • v X ) a j = ξ j is at most (3/4) m . The probability that this happens for at least one T ∈ T 3 and at least one of the M randomly uniformly chosen u and v in the procedure is at most (3/4) m sM ≤ 1/100. Notice that if u a j = (u X • v X ) a j = ξ j then T (u) = T (u X • v X ) = 0 and T (w) = 0 for every string w in the binary search that is made to find a new relevant set. Therefore, with probability at least 99/100, the procedure runs as if f contains no terms in T 3 . Let f ′ = ∨ T ∈T \T 3 T . With probability at least 99/100 the procedure runs as if f = f ′ . The number of relevant variables in f ′ is at most |R 2 | ≤ 2ms and all those variables are distributed to X j 1 , . . . , X jq . Therefore, with probability at least 99/100, the procedure generates at most 2ms < k relevant sets and therefore it does not reject and those relevant sets are from X j 1 , . . . , X jq .
The output of the procedure is X ⊆ X j 1 ∪ · · · ∪ X jq and a random uniform w. We now show that with high probability f (x X • w X ) contains at most k = 3ms relevant variables and it is (ǫ/λ)-close to f .
We have shown above that with probability at least 99/100 every term T ∈ T 4 contains at least m/2 variables that are not distributed to X j 1 , . . . , X jq . Therefore, for a fixed term T ∈ T 4 and for a random uninform w, the probability that T (x X • w X ) = 0 is at least 1 − (1/2) m/2 . The probability that T (x X • w X ) = 0 for every T ∈ T 4 is at least 1 − s(1/2) m/2 ≥ 99/100. Therefore, when we randomly uniformly choose w ∈ {0, 1} n , with probability at least 99/100, the function f (x X • w X ) does not contain terms from T 4 . Thus, with probability at least 99/100, f (x X • w X ) contains at most |R 3 | ≤ 3ms variables.
We remind the reader that the above analysis applies to any s-term DNF. Now the following analysis applies to any Boolean function f that are not rejected by ApproxC. The probability that the algorithm fails to output X that satisfies
then, by Markov's inequality, for a random uniform w, with probability at least 99/100,
We've proved Lemma 39. Let f be an s-term DNF. ApproxC makesÕ(s/ǫ) queries and, with probability at least 9/10, outputs X and w such that
2. The number of relevant variables in f (x X • w X ) is at most 3cs log(s/ǫ) = O(s log(s/ǫ)).
Lemma 40. Let f be ǫ-far from every s-term DNF. ApproxC makesÕ(s/ǫ) queries and either reject, or with probability at least 9/10, outputs X and
In the next section, we give the results, and then we show how to adapt the above technique to different classes
Results
In this section, we give the results
s-term DNF
We have shown in Lemma 39 and 40 that the problem of testing s-Term DNF can be reduced to the problem of testing s-Term DNF with k = O(s log(s/ǫ)) relevant variables. We then can use TesterC for the latter problem. This gives a tester for s-term DNF that makesÕ(s 2 /ǫ). This is because the number of s-term DNF with k = O(s log(s/ǫ)) relevant variables is 2Õ (s 2 ) . We will now show how to slightly change the tester TesterC and get a one that makesÕ(s/ǫ) queries. The only procedure that makesÕ(s 2 /ǫ) queries in TesterC is CloseF CU . So we will change this procedure.
Let h be an s-term DNF. Notice that in step 3 in CloseF CU , for a random uniform z = (z 1 , . . . , z q ) ∈ {0, 1} q , the probability that z satisfies a term T in h of size at least c log(s/ǫ) (i.e., T (z) = 1), is at most (ǫ/s) c . Therefore, if in CloseF CU we define C * to be the class of all sterm DNF with terms of size at most c log(s/ǫ), then the probability that for at least one of the τ = (3/ǫ) log(|C * |/δ) random uniform z = (z 1 , . . . , z q ) and at least one of the terms T in h of size at least c log(s/ǫ), T satisfies z, is at most sτ (ǫ/s) c ≤ 1/100. Therefore, with probability at least 99/100 the algorithm runs as if h is s-term DNF with terms of size at most c log(s/ǫ) and then accept. Since log |C * | =Õ(s) we get Theorem 41. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing s-Term DNF that makesÕ(s/ǫ) queries.
For completeness we wrote the tester. See TesterApproxC in Figure 12 . In the tester C({y 1 , . . . , y q }, c log(s/ǫ)) is the class of all s-term DNFs with terms of size at most c log(s/ǫ).
TesterApproxC(f, D, ǫ) Input: Oracle that access a Boolean function f and D. Output: Either "reject" or "accept"
For every g ∈ C * 10.
If g(z) = F (z) then C * ← C * \{g}.
11.
If C * = ∅ then "reject" 12. Return "accept" 
s-Term Monotone DNF
We first use the algorithm LearnMonotone in Figure 9 to show Lemma 42. Let f : {0, 1} n → {0, 1} be an s-term Monotone DNF. For constant δ, algorithm LearnMonotone(f, U, ǫ/2, δ/2, s, 2(log(s/ǫ) + log(1/δ))) asks O(s/ǫ) ExQ U and O(s(log n + log s)· log(s/ǫ)) MQ and, with probability at least 1 − δ, learns an s-term monotone DNF h that satisfies
Proof. Letf be the function f without the terms of size greater than 2(log(s/ǫ) + log(1/δ)). Then
In the algorithm LearnMonotone the probability that one of the assignments in step 3 satisfies one of the terms in f of size greater than 2(log(s/ǫ) + log(1/δ)) is less than (4s/ǫ)(log(1/δ))s2 −2(log(s/ǫ)+log(1/δ)) ≤ δ/2.
Also for a monotone term T , if T (a) = 0 then for any y, T (a * y) = 0. Therefore, with probability at least 1 − δ/2, the algorithm runs as if f isf (which is s-term monotone (2(log(s/ǫ) + log(1/δ)))-DNF) and with probability at least 1 − δ/2 it outputs h that is (ǫ/2)-closef . Sincef is (ǫ/2)-close to f , we have that h is ǫ-close to f .
We now prove
Theorem 43. For any ǫ > 0, there is a polynomial time two-sided adaptive algorithm for ǫ-testing s-Term Monotone DNF that makesÕ(s/ǫ) queries.
Proof. We first run ApproxC and get an s-term monotone DNF h with O(s log(s/ǫ)) variables that is (ǫ/6)-close to f . We then use Theorem 26 with Lemma 61.
We also have Theorem 44. For any ǫ > 0, there is a polynomial time two-sided adaptive algorithm for ǫ-testing s-Term Unate DNF that makesÕ(s/ǫ) queries.
Size-s Boolean Formula and Size-s Boolean Circuit
A Boolean formula is a rooted tree in which each internal node has arbitrarily many children and is labeled with AND or OR and each leaf is labeled with a Boolean variable x i or its negationx i . The size of a Boolean formula is the number of AND/OR gates it contains. The class Size-s Boolean Formula is the class of all Boolean formulas of size at most s.
A Boolean circuit is a rooted directed acyclic graph with internal nodes labeled with an AND, OR or NOT gate. Each AND/OR gate is allowed to have arbitrarily many descendants. Each directed path from the root ends in one of the nodes x 1 , x 2 , . . . , x n , 0, 1.
The same analysis we did for s-term DNF also applies to size-s Boolean formulas and size-s Boolean circuit. Analogous to the size of terms, we take the number of distinct literals a gate has. Therefore we have Lemma 45. Lemma 39 and 40 are also true for size-s Boolean formulas and size-s Boolean circuit.
We now prove
Theorem 46. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing Size-s Boolean Formula that makesÕ(s/ǫ) queries.
Proof. Similar to testing s-term DNF, we can ignore gates that have more than c log s distinct literals. Simply replace it with 0 if its label is AND and with 1 if it is OR.
The number of Boolean formulas of size s that have at most c log s distinct literal in each gate is 2Õ (s) , [29] . The rest of the proof goes along with the proof for s-term DNF.
The number of Boolean circuits of size s that have at most c log s distinct literal in each gate is 2Õ (s 2 ) , [29] . Then similar to the above proof one can show Theorem 47. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing Size-s Boolean Circuit that makesÕ(s 2 /ǫ) queries.
s-Sparse Polynomial
The first testing algorithm for the class s-Sparse Polynomial runs in exponential time [29] and makesÕ(s 4 /ǫ 2 ) queries. Diakonikolas et al. gave in [30] the first polynomial time testing algorithm that makes poly(s, 1/ǫ) queries. Here we prove We then can use TesterC for the latter problem. Therefore, all we need to do in this section is to find a suitable learning algorithm for this class. We prove Lemma 50. For constant δ, algorithm LearnPolyUnif asksÕ(s/ǫ) ExQ U andÕ((s 2 /ǫ) log n) MQ and, with probability at least 1 − δ, learns an s-sparse polynomial h that satisfies
The algorithm is similar to the algorithm LearnPolynomial with d = log(s/ǫ) + 3 with the changes that is described below.
First notice that in the algorithm the hypothesis h contains only terms from f 1 , that is, terms of size at most log(s/ǫ) + 3. This is because in step 12 the algorithm skips the command that adds a term to h when wt(a) ≥ log(s/ǫ) + 3. Suppose at some stage of the algorithm, h contains some terms of f 1 and let
We want to compute the probability that the algorithm finds a term in f 1 + h and not in f 2 .
That is, if Pr U [f = h] ≥ ǫ and (f + h)(a) = 1 then with probability at least 7/8, (f 1 + h)(a) = 1 and for every term T in f 2 , T (a) = 0. Then for any y and for every term T in f 2 , T (a * y) = 0, and therefore, the term that will be found in that case is a term of f 1 . Therefore, if Pr U [f = h] ≥ ǫ and (f + h)(a) = 1, with probability at least 3/4, the algorithm finds a term of f 1 . When the algorithm reaches step 5 and finds a such that (f + h)(a) = 1, there are three cases:
3. Pr U [f = h] < ǫ and B.
Case 1. Notice that steps 8-11 are identical to steps 7-10 in LearnPolynomial in Figure 10 with d = log(s/ǫ) + 3. Therefore, as in the proof of Lemma 38, with probability at least 1 − δ/3 every assignment a that satisfies B gives a term in f 1 that is not in h. Case 2. This case can happen with probability at most 1/8. So the probability that it happens log(3s/δ) consecutive times is at most δ/(3s). The probability that it does for some of the at most s different hypothesis h generated in the algorithm is at most δ/3. Notice that w counts the number of consecutive times that this case happens and step 7 outputs h when it does happen log(3s/δ) consecutive times. Therefore, with probability at most δ/3 the algorithm halts in step 7 and output h that satisfies Pr[f = h] ≥ ǫ. This is also the reason that the algorithm repeats the search for a in step 2 (s/ǫ) ln(3s/δ) log(3s/δ) times which is log(3s/δ) times more than in algorithm LearnPolynomial. Case 3. This case cannot happen more than log(3s/δ) consecutive times because if it does step 7 outputs h which is a good hypothesis.
A General Method for Other Testers
In this section, we generalize the method we've used in the previous section and then prove some more results We define the distribution D[p] to be over n i=1 {0, 1, x i } where each coordinate i is chosen to be x i with probability p, 0 with probability (1 − p)/2 and 1 with probability (1 − p)/2. We will denote by |f | the size of f in C which is the length of the representation of the function f in C.
We start with the following result Algorithm ApproxGeneralC(f, ǫ, δ) Input: Oracle that accesses a Boolean function f Output: Either "X ⊆ [n], w ∈ {0, 1} n " or "reject"
Choose uniformly at random a partition X 1 , X 2 , . . . , X r of [n]
Find a close function and relevant sets 3. Set X = ∅; I = ∅; t(X) = 0
9.
If |I| > k then Output "reject" 10.
If t(X) = (4c 1 /(δǫ)) ln(4k/δ) then 12.
Output(X, w). , and h ′ ∈ (C ∩ (λk)-Junta) that satisfy the following:
The procedure ApproxGeneralC makesÕ(k/ǫ) queries and, 1. If f ∈ C then, with probability at least 1 − δ, the algorithm does not reject and outputs X and w such that f (x X • w X ) ∈ C has at most λk relevant variables.
2. For any f , if the algorithm does not reject then, with probability at least
Proof. Let f ∈ C. Let h ∈ C ∩ k−Junta and h ′ ∈ (C ∩ (λk)-Junta) be functions that satisfies 1 and 2. The algorithm in step 5 chooses two random uniform strings u and v. Define z = (z 1 , . . . , z n ) such that
and therefore, with probability at least 1
and f (a) = h(a) for all the strings a generated in the binary search for finding a relevant set. This implies that, with probability at least 1 − δ/4, all the strings x used in the algorithm satisfies f (x) = h(x). Therefore, with probability at least 1 − δ/4 each one of the relevant sets discovered in the algorithm contains at least one relevant variable of h, and, since h ∈ k-Junta, the algorithm does not reject, that is, |I| ≤ k. Now we show that, if f ∈ C then with probability at least 1 − δ/4, f (x X • w X ) contains at most λk relevant variables. Consider the partition in steps 1-2 in the algorithm and let X i 1 , . . . , X i k ′ , k ′ ≤ k, be the sets where the relevant variables x(Y ) of h are distributed. Let
Notice that for a random uniform w ∈ {0, 1} n , (
That is, given that the variables of h are distributed to k ′ different sets, the probability space of (x X ′ •w X ′ ) and of ( 
and h ′ has at most λk relevant variables, with probability at least 1 − δ/4, we have that f (x X ′ • w X ′ ) has at most λk relevant variables. Since X ⊆ X ′ we also have with the same probability f (x X • w X ) has at most λk relevant variables. This completes the proof of 1.
For any f , if the algorithm does not reject then |I| ≤ k. Since for the final X, f (u X •v X ) = f (u) for (4c 1 /(δǫ)) ln(4k/δ) random uniform u and v, we have that the probability that the algorithm fails to output X that satisfies
then, by Markov's inequality, for a random uniform w, with probability at least 1 − δ/4,
This completes the proof of 2.
Results
In this section we give some more results
Decision List
In [29] , Diakonikolas et al. gave a polynomial time tester for Decision List that makesÕ(1/ǫ 2 ) queries. In this paper, we give a polynomial time tester that makesÕ(1/ǫ) queries. We show Theorem 52. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing Decision List that makesÕ(1/ǫ) queries. a 1 ) , . . . , (x is , ξ s , a s ) be any decision list. We first use Lemma 51. Define k = min(s, c ′ log(1/(ǫδ))) for some large constant c ′ and h = (
, the probability that f (z) = h(z) is 1 when k = s and at least 1 − (3/4) k ≥ 1 − 1/(3M ) where M = (4c 1 k/(δǫ)) ln(4k/δ). For the distribution D[1/k 2 ] and Y = {i 1 , . . . , i k }, the probability that f (x Y •y Y ) has more than 2k relevant variables is less than (3/4) k ≤ δ/3.
Therefore all we need to do to get the result is to give a tester for decision list of size O(log(1/ǫ)) that makesÕ(1/ǫ) queries. The learnability of this class withÕ(1/ǫ) ExQs follows from [50, 14] .
r-DNF and r-Decision List for Constant r
An r-decision list is a sequence f = (T i 1 , ξ 1 , a 1 ) , . . . , (T is , ξ s , a s ) for any s where ξ i , a i ∈ {0, 1} and T i are r-terms. This sequence represent the following function: f (x) := If T i 1 = ξ 1 then output(a 1 ) else if T i 2 = ξ 2 then output(a 2 ) else if · · · else if T is = ξ s then output(a s ). The class r-Decision List is the class of all r-decision lists and the class of Length-s r-Decision List is the class of all r-decision lists f = (T i 1 , ξ 1 , a 1 ) , . . . , (T im , ξ m , a m ) with m ≤ s.
In this subsection, we show Theorem 53. Let r be any constant. For any ǫ > 0, there is a two-sided adaptive algorithm for ǫ-testing r-Decision List and r-DNF that makesÕ(1/ǫ) queries.
It is known that the class Length-s r-Decision List is learnable under any distribution in time O(n r ) using O((sr log n + log(1/δ))/ǫ) ExQ D , [14, 50] . Therefore, it is enough to prove that rDecision List and r-DNF satisfies 1 and 2 in Lemma 51 with k = poly(log(1/ǫ)).
We now give a tester for r-Decision List when r is constant. The same analysis shows that the result is also true for r-DNF Consider an r-decision list f = (
. Therefore we may assume that ξ j = 1 for all j. In that case we just write f = (
We first prove Lemma 54. Let r be a constant. For any r-decision list f there is a k(r) = O(log r (1/ǫ))-length r-decision list h that is a sublist of f and satisfies 1 and 2 in Lemma 51.
Proof. We show that it satisfies 1 in Lemma 51. The proof of 2 is similar.
We give a stronger result as long as r is constant. We prove by induction that for any rdecision list f there is a k r = O(log r (1/ǫ))-length r-decision list h that is a sublist of f and satisfies
For r = 1 the result follows from the proof of Theorem 52 in the previous subsection. Assume the result is true for r-decision list. We show the result for (r + 1)-decision list.
Let c be a large constant. Let f = (T 1 , a 1 ) · · · (T s , a s ) be (r + 1)-decision list. Let s 1 = 1 and T s 1 , . . . , T sw be a sequence of terms such that s 1 < s 2 < · · · < s w and for every i, s i is the minimal integer that is greater than s i−1 such that the variables in T s i do not appear in any one of the terms
Let S = {x j 1 , . . . , x jt } be the set of the variables in T s 1 , . . . , T s w ′ . Then t ≤ (r + 1)w ′ = c(r + 1)4 r+1 ln(1/ǫ) and every term T i in h 0 contains at least one variable in S. Consider all the terms that contains the variable x j 1 ,
, a ℓ ). By the induction hypothesis there is an r-decision list g ′ that is a sublist of g of length k r = O(log r (1/ǫ)) such that Pr z∈D [1/2] [g(z) = g ′ (z)] ≤ poly(ǫ). Let h 1 be h 0 without all the terms (T iw , a iw ) that correspond to the terms (T ′ iw , a iw ) that does not occur in g ′ . It is easy to see that Pr z∈D [1/2] [h 0 (z) = h 1 (z)] ≤ poly(ǫ). We do the same for all the variables of S and get a sequence of r-decision lists h 0 , h 1 , . . . , h t that satisfies
and the length of h t is tk r = O(log r+1 (1/ǫ)) = k r+1 .
Improvements and Further Results
In this section, we go over the previous results and show how some modifications can give improved results. The improvements are in the logarithmic part of the query complexity. We concentrate on the first tester that test subclasses of k-Junta. Similar improvements can also be made for the second and third testers.
Lemma 56. Let β < 1/30. The procedure GTestSet satisfies
) is β-far from every literal with respect to the uniform distribution then, with probability at least 14/15, GTestSet rejects.
2. GTestSet makes O(k/β) queries.
A General RelVarValue Procedure
In this, subsection we give a small change in the procedure RelVarValue and show in the sequel how this change improves the query complexity. The general RelVarValue GRelVarValue(w, X, V, I, δ, β), that has another parameter β < 1/30 as an input, repeats steps 5-7 h = max(1, (log(k/δ))/ log(1/(3 β))) times. The other commands are the same. The value of β will depend on the class being learned.
We give the proof of the following
) is β-close to a literal in {x τ (ℓ) ,x τ (ℓ) } with respect to the uniform distribution, where τ (ℓ) ∈ X ℓ , and {G ℓ,0 , G ℓ,1 } = {0, h} then, with probability at least 1 − δ, we have: For every ℓ ∈ I, z ℓ = w τ (ℓ) .
Proof. We follow the proof of Lemma 15 with the same notations and the following changes in the proof. We have
and by Markov's bound
That is, for a random uniform string b ∈ {0, 1} n , with probability at least 1−
is √ β-close to x τ (ℓ) with respect to the uniform distribution. Now, given that f (
is √ β-close to x τ (ℓ) with respect to the uniform distribution the probability that G ℓ,0 = 0 is the Since τ (ℓ) ∈ Y ℓ,0 , we have w τ (ℓ) = 0. Therefore, by step 9 and since τ (ℓ) ∈ X ℓ ,
Therefore, the probability that z ℓ = w τ (ℓ) for some ℓ ∈ I is at most k(3 √ β) h ≤ δ.
The following is obvious
Lemma 58. The procedure GRelVarValues makes O(k + k(log(k/δ))/ log(1/β))) queries. Therefore, if f (x X • 0 X ) is (ǫ/3)-far from F then, with probability at least 1 − δ, IUClosef F rejects.
The query complexity follows from Lemma 58.
A Weaker ExQ D
In this subsection, we define a weak ExQ D , WExQ D , and show that learning with WExQ D and MQ gives a tester for F (y) using a better query complexity. We then show that in many of the learning algorithms in this paper, ExQ D can be replaced with WExQ D .
We define the WExQ D that returns with probability 1/2 a string drawn according to distribution D and with probability 1/2 an arbitrary string (chosen by an adversary). We now show that in some of the learning algorithms in this paper one can replace ExQ D with WExQ D We first show
Lemma 61. For constant δ, there is a polynomial time learning algorithm for s-Term Monotone r-DNF that makes O(s/ǫ) WExQ D and O(sr log(ns)) MQ and, with probability at least 1−δ, learns an s-term monotone r-DNF h that satisfies Pr D [h = f ] ≤ ǫ.
Proof. Consider the algorithm LearnMonotone in Figure 9 with WExQ D . If steps 2-11 are repeated 16(s/ǫ) log(1/δ) times then with probability at least 1 − δ, more than 4(s/ǫ) log(1/δ) of the examples received by the WExQ D are according to the distribution D. The rest of the proof follows directly from the proof of Lemma 31.
Consider now algorithm LearnPolynomial in Figure 10 that learns s-sparse polynomial over 
An Improved Query Complexity
We first show Theorem 63. Let C ⊆ k-Junta. If there is a polynomial time algorithm A that, given as an input a constant δ, any ǫ and (X, V, I) that satisfies Assumption 17, learns C(Y ) with respect the distribution D (resp. uniform distribution), with confident δ, accuracy ǫ, makes M (ǫ, δ) M Q to F and Q(ǫ, δ) ExQ D (resp. WExD D , ExD U ) queries to F then there is a polynomial time tester T D (resp. T W D , T U ) for C that makes
ǫ log k + Q ′ log(kQ ′ ) log 2. If f is ǫ-far from every function in C with respect to D then, with probability at least 2/3, T D (resp. T W D ) rejects.
Proof. We run TesterC(f, D, ǫ) in Figure 8 with the following changes: In step 1 we run the procedure IApproxTarget(f, D, ǫ, 1/3). By Lemma 55, it uses O(k/ǫ + k log k) queries. In step 2 we run the procedure GTestSet(X, V, I, β). By Lemma 56, it uses k/β queries. The value of β will be determined later. In step 3, we will run the procedure IClosef F (f, D, ǫ, 1/15, β) for any distribution D and IUClosef F (f, ǫ, 1/15, β) for the uniform distribution. By Lemma 59, IClosef F makes O(k/ǫ + (k/ǫ)(log(k/ǫ))/ log(1/β)) queries. By Lemma 60, IUClosef F makes O(k log(1/ǫ) + k log(1/ǫ) log(k log(1/ǫ))/ log(1/β) + 1/ǫ) queries. By Lemma 22 and 58, to distinguish between F ∈ C(Y ) and F ǫ-far from every function in C(Y ) we need to ask M ′ MQ and Q ′′ = Q ′ + O(1/ǫ) ExQ D queries to f . For that we need to run GRelVarValue(w, X, V, I, 1/(24Q ′′ ), β), Q ′′ times. This takes O(kQ ′′ + kQ ′′ (log(kQ ′′ ))/ log(1/β)) queries. To make Q ′′ WExQ D , by Lemma 58, we need to run GRelVarValue(w, X, V, I, 1/2, β), Q ′′ times. This takes O(kQ ′ + kQ ′ (log k)/ log(1/β)) queries. For the uniform distribution we just need Q ′ queries. For MQ we need M ′ queries. Now for the distribution-free model we choose (resp. with WExQ D ) β = log We note here that when Q ′ = 0 then we define log 0 = 0. In this subsection, we give some of the results. See the Table in Figure 16 . For k-Junta we have M ′ = Q ′ = 0 and then by Theorem 63, we get the query complexity O(k/ǫ + k log k) for the uniform model and O k ǫ + k log k + k ǫ log k log 1 ǫ + log log k for the distribution-free model. Notice that, the latter query complexity is O(k/ǫ + k log k) when 1/ǫ = O(log log k) or 1/ǫ = k Ω(1) .
Some Improved Results

Distri
The same result follows for the classes k-Linear and k-Term. Table. For Length-k Decision List, M ′ = 0 MQ and Q ′ = O((k/ǫ) log k) WExQ D . By Theorem 63, we get the query complexity O(k(log k)/ǫ) for the uniform model and O(k 2 (log k)/ǫ) for the distribution-free model. It is an open problem whether the class of Length-k Decision List is learnable with O(k/ǫ) ExQ D . If it is, then the query complexity can be reduced to O(k/ǫ + k log k) for the uniform model O(k 2 /ǫ) for the distribution-free model. 
