Circadian rhythm generation in the suprachiasmatic nucleus was modeled by locally coupled self-sustained oscillators. The model is composed of 10,000 oscillators, arranged in a square array. Coupling between oscillators and standard deviation of (randomly determined) intrinsic oscillator periods were varied. A stable overall rhythm emerged. The model behavior was investigated for phase shifts of a 24-h zeitgeber cycle. Prolongation of either the dark or the light phase resulted in a lengthening of the period, whereas shortening of the dark or the light phase shortened the period. The model's response to shifts in the light-dark cycle was dependent only on the extent of the shift and was insensitive to changes in parameters. Phase response curves (PRC) and amplitude response curves were determined for single and triple 5-h light pulses (1000 lux). Single pulses lead to type 1 PRCs with larger phase shifts for weak coupling. Triple pulses generally evoked type 1 PRCs with the exception of weak coupling, where a type 0 PRC was observed.
Circadian rhythms are a property of most organisms. In mammals, circadian rhythms observed in physiology and behavior are driven by a pacemaker located in the suprachiasmatic nucleus (SCN) of the hypothalamus (Stephan and Zucker, 1972; Moore and Eichler, 1972; Ralph et al., 1990) . Circadian period, manifest under constant conditions, is remarkably precise for each species and differs slightly from 24 h. The period length is a genetically determined property of such pacemakers (Dunlap, 1999) . The environmental light-dark cycle acts as one of the most potent entraining agents. Knowledge about the physiology, biochemistry, and genetics of the circadian system has made spectacular progress in recent years. Immortalized SCN cells derived from rat SCN generated robust rhythms of glucose utilization and of their neurotrophin content. Transplantation of these cell lines restored circadian activity rhythms in SCN-lesioned rats (Earnest et al., 1999) . There is evidence that the SCN is composed of coupled single-cell circadian oscillators (Welsh et al., 1995; Liu et al., 1997; Herzog et al., 1998) . This multioscillatory structure suggests that individual cells need to be synchronized to generate an overt rhythm. These observations were the basis for our attempt to model circadian rhythm generation of the SCN by interacting locally coupled selfsustained oscillators. Kronauer (1990) proposed a quantitative model for simulating the effects of light on the amplitude and phase of the deep circadian pacemaker in humans.
The model was applied to simulate various experimental protocols (Klerman et al., 1996) and has been recently refined (Jewett and Kronauer, 1998) . In our model, as in the original model of Kronauer (1990) , a modified Van der Pol oscillator served as the oscillatory element (see appendix).
It is unclear how many cells in the SCN act as circadian oscillators. A reasonable number is in the order of several thousand (in our case 10,000) of oscillatory neurons. Only modern high-speed computers make it feasible to simulate systems of this complexity. Furthermore, it is unclear how these cells interact, that is, how the widely dispersed periods of the clock cells are combined into one stable overt circadian rhythm. One hypothesis is that the resulting period of circadian rhythms in animals is determined by averaging periods of individual clock cells (Liu et al., 1997) . We were able to show that in our model this is indeed the case (Kunz and Achermann, unpublished) .
In this paper, we focus on effects of phase shifts of the light-dark (LD) cycle and on phase response curves (PRCs).
METHODS

Model Structure
Our model of the SCN ( Fig. 1 ; for equations, see appendix) consists of a population of 10,000 selfsustained oscillators with individual intrinsic periods τ ij (Welsh et al., 1995; Liu et al., 1997; Herzog et al., 1998) . The oscillators are organized in a square array (100 × 100 oscillators), that is, in two dimensions, whereas the SCN has a three-dimensional structure. A two-dimensional array was chosen since it is much easier to visualize. Each oscillator is identified by its position (i,j) within the array. The state of an oscillator is referred to as (x ij (t),y ij (t)) and the state of the system as (x(t),y(t)). Local coupling was assumed. The precise nature of coupling among SCN neurons is not yet known. GABA is a reasonable neurochemical candidate, since virtually all SCN neurons are GABAergic and respond to GABA (Card and Moore, 1984; van den Pol, 1986; Okamura et al., 1989; Mason et al., 1991; Wagner et al., 1997) . However, other diffusible substances may also serve as coupling factors among SCN neurons. Alternatively, gap junctions may act as synchronizing pathways (Block et al., 1984; Jacklet and Colquhoun, 1983) . Local coupling prevents the oscil-lators to oscillate independently and leads (depending on parameters) to a coherent activity of all oscillators. With local coupling (in contrast to global coupling), the spatial arrangement of the oscillators is crucial. Local coupling of each oscillator is determined by the size of its neighborhood k, that is, a subset of oscillators, and a coupling coefficient c, controlling the overall magnitude of the local coupling. The global output r(t) is defined as the arithmetic average of the oscillators' momentary values x ij (t). Additionally, the array of oscillators may be divided into four quadrants representing different output projections (see Fig. 1 ). Light input acts as zeitgeber. Light enters into the model as perceived brightness B and is modulated by the global output r(t) as proposed by Kronauer (1990) .
Model Parameters
The parameters can be classified into three groups: local parameters (intrinsic periods τ ij , neighborhood k, and coupling strength c), which directly affect the oscillators; global parameters (array size, boundary conditions), which control the model structure; and environmental parameters (initial conditions, zeitgeber), providing environmental preconditions and stimuli. The intrinsic periods τ ij of oscillators in an array is referred to as τ-array. τ-arrays were initialized at random according to a normal distribution with mean value τ µ and standard deviation τ sd . According to the data of Welsh et al. (1995) , a mean of τ µ = 24.3 h was used. In most cases, a τ sd of 1 h was applied. Simulations revealed that not only the parameters but also the spatial distribution of τ ij within the array (with identical distribution parameters) had a subtle effect on model behavior.
The coupling coefficient c and the size of the neighborhood (characterized by the number of nearest neighbors k) have similar effects on global behavior. The number of neighbors fixes the size of the neighborhood; the coupling coefficient determines the strength of the interaction between an oscillator and its neighborhood.
The array size determines the number of oscillators. All simulations were performed with a square array of 100 × 100.
Because the array of oscillators is finite, there are boundaries and the oscillators near or at the boundary have a truncated neighborhood. Connecting top and bottom borders, leaving left and right borders of the array open, forms the surface of a cylinder. The present simulations were performed with this cylindrical topology.
The initial condition is the state of the system (x 0 ,y 0 ) at the start of a simulation.
Tools
Simulations were performed on the Supercomputer Gigabooster (Supercomputing Systems, Zürich, Switzerland) with 7 DEC Alpha processors. Different simulations were performed simultaneously on the available processors. The simulation programs were implemented in C.
Differential equations were solved using a fourthorder Runge-Kutta algorithm (Press et al., 1992 ) with a step size of 1 h. A fixed step size was applied to have an equidistant sampling for further data processing. The global output r(t) was stored for every time step and the state of the system (x,y) at the end of a simulation run.
Data analysis was mainly performed with Matlab on a PC. To estimate instantaneous period T(t), ampli-tude ) r(t), and phase j(t) of the global output, a cosine function was fitted to a 48-h segment of the data.
Simulations
Protocols
Basic simulations were performed with a 12-h LD cycle of 1000 lux for 100 days followed by constant darkness (DD) (Fig. 3) .
Phase shifts of the LD cycle were simulated by prolonging the light or dark phase by 12 or 6 h or by shortening it by 6 h.
Effects of single and triple light pulses on phase and amplitude of global output. Phase response curves (PRCs) and amplitude response curves (ARCs) were determined for a single and a triple 5-h light pulse of 1000 lux. For the standard parameter set (see below), the response curves were determined also for pulses of 10,000 lux. The light pulses were centered at different circadian phases spaced at 1-h intervals covering 360°. The three 5-h light pulses began 24 h apart, and the center of the first pulse was used as a reference. Response curves were determined immediately following the pulses and after 10 days. Phase advances are represented as positive numbers and delays as negative numbers. The simulation protocol is similar to the one used in human experiments (Czeisler et al., 1989) and in simulations with a single oscillator (Klerman et al., 1996) . Our protocol differed in one respect: light pulses were applied after 100 days in DD, which had been preceded by an LD cycle. DD was maintained after applying the pulses.
Variation of Parameters
A neighborhood k of 20, coupling strength c = 0.5, mean value of intrinsic periods τ µ = 24.3 h, and standard deviation τ sd = 1 h were considered as standard parameters. To investigate PRCs and ARCs, either neighborhood (4, 8, or 20) , coupling strength (0.1, 0.5, 0.9), or the standard deviation of intrinsic periods (τ sd : 0.5, 1, 1.2) was varied while the remaining parameters were kept at standard values, thus resulting in a total of 8 parameter sets. To determine the effect of phase shifts of the LD cycle, all parameters were changed simultaneously.
RESULTS
Basic Properties
Basic properties of the system are illustrated in Figure 2 . The state of the system is depicted during one cycle in DD (no forcing) and one 12-h LD cycle (periodic forcing). At selected phases of a cycle, the momentary values x ij (t) of the oscillators are color coded to illustrate the degree of synchronization among individual oscillators. Forcing resulted in an increased amplitude. Since all oscillators received light input, a strong synchronization among individual oscillators (all x ij have similar color at all phases) was achieved. Without forcing, the differences in intrinsic periods among the oscillators were more apparent.
With local coupling (over 4, 8, or 20 nearest neighbors) , an overall rhythm was present under constant conditions (DD). Various time courses of the global output were observed including stable, declining, and irregular patterns (Fig. 3) . The resulting period T of the global output corresponded to τ µ and remained stable even for small (> 0.2) and nonconstant amplitudes ) r(t). For some parameter sets, sudden deviations of the periodicity appeared in one quadrant, while the period of the other quadrants and of the global output remained stable. This phenomenon could represent a model of splitting that is observed in animal experiments (Meijer et al., 1990) , as the four quadrants could represent different output pathways from the SCN. The manifestation of "splitting" in the simulations depended strongly on the spatial distribution pattern and variance of the intrinsic periods (Achermann and Kunz, 1998) .
Phase Shifts of LD Cycle
Responses to phase shifts of the LD cycle were investigated for various parameter sets (see Methods). Figure 4 summarizes the effects of the different phase shifts and parameters on the instantaneous period of the global output. Prolongation of either the dark or light phase resulted in a lengthening of period, whereas shortening of the dark or light phase shortened the period. The direction and extent of phase shifts was the main determinant of the resulting transients, independent of other parameters. There was a slight asymmetry in the transients. Shortening either the dark or light phase resulted in a larger response than prolonging the phases.
Phase and Amplitude Response Curves
PRCs and ARCs were determined for single ( Fig. 5 ) and triple light pulses (Fig. 6 ). Response curves are plotted for three sets of parameters. The corresponding time course of the undisturbed global output (no light pulses) is depicted in Figure 3 B,E,F.
Single pulse PRCs were of type 1 and similar for most parameter sets. Largest phase shifts of approximately ±1 h were observed for pulses centered 3.5 h before and 2.5 h after the minimum of the global output ( Fig. 5 A,C) . In the case of weak coupling (c = 0.1), larger phase shifts of approximately ±5 h were Achermann, Kunz / MODELING CIRCADIAN RHYTHM GENERATION 463 obtained (Fig. 5E ). PRCs were similar at all time points measured. In contrast, ARCs strongly depended on the time point of measuring, with strongest effects immediately after application of a pulse. Reductions in amplitude occurred around the critical phase (close to the minimum). Effects on amplitude were shorter lasting for strong than for weak coupling. The singlepulse PRC with a light intensity of 10,000 lux applied to the standard parameter set was of type 1 with an increased maximal phase shift of approximately ±2.5 h (data not shown).
Triple-pulse PRCs were also mainly of type 1. The maximal phase shifts were larger (±3 h; Fig. 6A ) than for single light pulses. A small neighborhood of 4 ( Fig. 6C ) resulted in a larger shift (±4 h), and a weak coupling (c = 0.1) resulted in a type 0 response (Fig. 6E ). Amplitude suppression around the critical phase was stronger after triple pulses than after single pulses and in some cases resulted in a long-term suppression. For weak coupling (Fig. 6F) , a long-term increase of amplitude was observed. For the standard parameter set, triple pulses of 10,000 lux resulted in a PRC of type 0 (data not shown).
DISCUSSION
The availability of high-performance computers enabled the simulation of the generation of circadian rhythms in the SCN based on locally coupled selfsustained oscillators.
Over the years, numerous mathematical models have been developed to analyze and understand mechanisms underlying circadian phenomena (Pavlidis, 1973; Daan and Berde, 1978; Enright, 1980; Winfree, 1967; Kronauer et al., 1982; Kronauer, 1990; Díez-464 JOURNAL OF BIOLOGICAL RHYTHMS / December 1999 , 1994; Liu et al., 1997; Olde Scheper et al., 1999) . Many models of circadian rhythms contain more than one oscillator. Multiple oscillators seem to be necessary to account for the splitting phenomena observed in animals (Meijer et al., 1990) . Pavlidis (1973) and Enright (1980) anticipated already a multioscillatory nature of the circadian system. Recent experimental evidence (Welsh et al., 1995; Liu et al., 1997; Herzog et al., 1998) confirmed their view. How-ever, the influence of multiple oscillators is hardly apparent under entrainment and may become manifest only under free-run conditions. The present model of the SCN is based on a realistic number of oscillatory elements (neurons) with local coupling. The size of the rat SCN comprises about 8000 neurons on each side (van den Pol, 1980), comparable to the 10,000 oscillators used in the present simulations. Our simulations revealed reasonable time courses of the global output for sufficient coupling. Phase shifts of the zeitgeber as well as PRCs could be simulated successfully.
Noguera
Phase shifts of the LD cycle induced either a transient shortening (for phase advances) or lengthening (for phase delays) of the period of the global output. The observed transients were independent of parameter changes, mainly because all oscillators receive light input. Phase advances of the zeitgeber (shortening of either light or dark phase) resulted in a stronger response (longer lasting transients) than phase delays, which is comparable to the longer adaptation needed for eastbound time zone travels . On average, transients lasted 10 to 15 days. Based on a model with global coupling between oscillators, Pavlidis (1978) expected qualitatively different PRCs, and in particular larger phase shifts for a population of oscillators. Our simulations based on local coupling revealed qualitatively similar PRCs as those resulting from a single oscillator (Klerman et al., 1996) . However, maximal phase shifts were to some degree parameter dependent. Only weak coupling, 466 JOURNAL OF BIOLOGICAL RHYTHMS / December 1999 which led to a small amplitude at the time of pulse application, resulted in a type 0 PRC. Simulations with a single oscillator showed a type 1 PRC. Additionally, a long-term increase in amplitude was present around the critical phase. Higher light intensity (10,000 lux) amplified the type 1 PRC for single pulses and resulted in a type 0 PRC for triple pulses, which is similar to the results of Klerman et al. (1996) . The present results demonstrate that a model based on locally coupled oscillators leads to a broader repertoire of dynamic patterns than a single oscillator model or a model based on global coupling. Further exploration of the properties of the model may help in interpreting the mechanisms underlying physiological results.
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APPENDIX
A single oscillator is based on Kronauer's model of the circadian system (Kronauer, 1990) 
with x ij and y ij as oscillatory variables of the oscillator located at position (i,j). (x ij , y ij ) is the state of a single oscillator. In the following, x ij is referred to as the momentary value of the oscillator (i,j). τ ij denotes the intrinsic period of the oscillator (i,j), ε the stiffness (ε = 0.13; Kronauer, 1990) . According to Kronauer (1990) 
where I is the light intensity in lux, r the modulating feedback (global output, see below), m the modulation index weighting the magnitude of the feedback, and C a constant (m = 1 3 , C = 0.018; Kronauer, 1990) weighting the light intensity.
Coupling is local, each oscillator has a neighborhood consisting of a subset of all oscillators. Simulations with three different neighborhoods are performed: 4, 8, and 20 neighbors (see Fig. 1 ). Oscillator interaction is determined by the coupling function κ ij 
where (k) is the type of neighborhood (e.g., the number of neighbors, k = 4, 8, 20) and K (k) is the set of neighbors (see Fig. 1 ). The sums in the above equations are in fact a weighted average of the neighbors' states, with weight factors g ab (k) that are normalized (see Fig. 1 ). K 
where A denotes the set of all oscillators in the array and A the total number of oscillators.
