Estimación y Control Distribuidos de Sistemas sobre Redes de Comunicación  by Rubio, Francisco R. et al.
Revista Iberoamericana de Automática e Informática industrial 11 (2014) 377–388
© 2014 CEA. Publicado por Elsevier España, S.L.U. Todos los derechos reservados
http://dx.doi.org/10.1016/j.riai.2014.08.001
Estimacio´n y Control Distribuidos de Sistemas sobre Redes de Comunicacio´n
Francisco R. Rubioa,∗, Pablo Milla´nb, Luis Orihuelab, Carlos Vivasa
aDpto. Ingenierı´a de Sistemas y Automa´tica, Escuela Te´cnica Superior de Ingenieros. Universidad de Sevilla.
Camino Descubrimientos, s/n., 41092 Sevilla, Espan˜a.
bDpto. Matema´ticas e Ingenierı´a, Escuela Te´cnica Superior de Ingenieros. Universidad Loyola Andalucı´a.
Calle Energı´a Solar, 1, 41014 Sevilla, Espan˜a.
Resumen
Este trabajo presenta una te´cnica de disen˜o novedosa para la estimacio´n y control distribuido de sistemas en red. Se considera
un proceso discreto de gran escala controlado por una red de agentes que pueden recopilar informacio´n acerca de la evolucio´n de
la planta y aplicar las acciones de control para mejorar su comportamiento. El disen˜o propuesto es de especial intere´s cuando no
se tiene observabilidad/controlabilidad local, de forma que es necesario utilizar la comunicacio´n entre agentes para tener suﬁciente
informacio´n dina´mica del sistema. El objetivo global es disen˜ar un esquema de control y estimacio´n distribuida, de forma que
se obtengan estimaciones ﬁables por parte de los agentes ası´ como un desempen˜o de control adecuado. El trabajo analiza dos
esquemas diferentes de comunicacio´n entre agentes, muestreo perio´dico y basado en eventos, proporcionando pruebas de estabilidad
utilizando el criterio de Lyapunov y me´todos de disen˜o en te´rminos de desigualdades matriciales lineales LMIs (del ingle´s, Linear
Matrix Inequalities). Se muestran resultados experimentales sobre un sistema de cuatro tanques para demostrar la eﬁcacia de las
metodologı´as propuestas. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Un campo que ha motivado muchas investigaciones en los
u´ltimos an˜os es el de los Sistemas de Control Basados en Red
(SCBR, o NCS del ingle´s Networked Control Systems), que han
ido atrayendo progresivamente el intere´s de la comunidad de
control automa´tico debido al gran nu´mero de aplicaciones y el
ahorro de costes de automatizacio´n que suponen estos sistemas
(ver, por ejemplo, Salt et al. (2008)). Los SCBR esta´n forma-
dos por sensores, actuadores y controladores cuya operacio´n es
coordinada a trave´s de una red de comunicaciones. Se trata de
sistemas que, de forma tı´pica, esta´n espacialmente distribuidos
y pueden operar de forma ası´ncrona; pero que requieren coor-
dinacio´n para alcanzar objetivos globales.
Dentro del campo de la Ingenierı´a de Control, un sistema de
control automa´tico consta al menos de los siguientes elementos:
sistema dina´mico o planta que se pretende controlar; conjunto
de sensores que miden las salidas de esa planta y las transmiten;
controladores que toman decisiones en funcio´n de la informa-
cio´n recibida de los sensores; y actuadores, que reciben sen˜ales
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de control procedentes del controlador y las aplican a la planta
mediante los elementos de actuacio´n correspondientes (moto-
res, va´lvulas actuadas, etc).
Desde el punto de vista del ingeniero de control, el paradig-
ma cla´sico de comunicacio´n entre los distintos elementos an-
teriormente mencionados ha permitido obviar los aspectos co-
rrespondientes a la comunicacio´n y centrarse exclusivamente en
los aspectos relacionados con el control del sistema. La razo´n es
sencilla, la arquitectura cla´sica de comunicacio´n cableada pun-
to a punto ha permitido asumir implı´citamente la hipo´tesis de
canal perfecto de comunicaciones. Esto implica:
Periodos de muestreo constantes.
Ausencia de retrasos de transmisio´n.
La informacio´n se entrega siempre de forma correcta y a
tiempo, no se pierden datos en las comunicaciones.
Ancho de banda ilimitado.
Resolucio´n ilimitada en los datos que se transmiten.
En los SCBR, los lazos de control se cierran mediante redes
de comunicacio´n en tiempo real, redes en general compartidas
por distintos procesos o lazos de control. Las soluciones tec-
nolo´gicas a este respecto comprenden un buen nu´mero de redes,
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Lee et al. (2007). Por un lado, en lo relativo a redes de comuni-
cacio´n cableadas existen distintos tipos entre los que destacan
CAN, Proﬁbus y Modbus. En cuanto a redes inala´mbricas, los
protocolos de aplicacio´n son Bluetooth, UWB, ZigBee, y Wi-
Fi, que corresponden a los esta´ndares IEEE 802.15.1, 802.15.3,
802.15.4, and 802.11a/b/g respectivamente.
De esta forma, a medida que la tecnologı´a es capaz de pro-
porcionar tanto dispositivos de procesado remoto como redes
ﬁables de comunicacio´n digital, resulta cada vez ma´s frecuente
encontrar soluciones de control que involucran el cierre de los
lazos mediante redes de comunicacio´n compartidas.
Las redes de sensores inala´mbricas (WSN del ingle´s Wi-
reless Sensor Networks) son una tecnologı´a emergente que ha
recibido una gran atencio´n en la u´ltima de´cada debido prin-
cipalmente a las aplicaciones desarrolladas y potenciales, en
campos como el control de procesos industriales, vigilancia,
deteccio´n de fallos, etc, Akyildiz et al. (2002); Brin˜o´n Arranz
et al. (2009); Corte´s et al. (2004); Estrin et al. (1999); Lu et al.
(2011); Xiao et al. (2005).
Una red de sensores se compone de un gran nu´mero de no-
dos (agentes en un sentido amplio) que esta´n espacialmente dis-
tribuidos y cuentan con cierta capacidad de procesado y comu-
nicacio´n. Las redes de sensores presentan una serie de ventajas
sobre las arquitecturas centralizadas: despliegue sencillo sobre
grandes regiones proporcionando diversas medidas del sistema
observado; robustez ante fallos; menores costos de implemen-
tacio´n y mantenimiento, etc. Debido a diversas consideraciones
de disen˜o, tales como el taman˜o limitado de las baterı´as, an-
cho de banda y coste, las redes inala´mbricas de sensores pre-
sentan restricciones de autonomı´a que imponen limitaciones de
ca´lculo y comunicaciones. A pesar de estas limitaciones, la al-
ta conectividad y las capacidades de cooperacio´n de las redes
inala´mbricas de sensores proporcionan un gran potencial para
construir redes que realizan tareas complejas de alto nivel que
son difı´ciles o incluso imposible de llevar a cabo con el enfoque
cla´sico centralizado o jera´rquico.
En este trabajo, la estimacio´n y control distribuido surgen
naturalmente en el contexto de los sistemas geogra´ﬁcamente es-
paciados donde se plantea satisfacer un objetivo global de todo
el sistema. En te´rminos generales, el objetivo es inducir un com-
portamiento global a partir de las acciones emprendidas por los
agentes individuales de una manera distribuida. La caracterı´sti-
ca principal de este enfoque es la distribucio´n de informacio´n.
A diferencia de las soluciones centralizadas, cada agente tiene
acceso so´lo a la informacio´n recogida por un nu´mero limitado
de agentes vecinos. Dado que las redes de sensores son sistemas
de escala generalmente grandes, no es aconsejable emplear un
procesado centralizado para recopilar todos los datos del siste-
ma y ejecutar las te´cnicas cla´sicas de estimacio´n centralizados,
Olfati-Saber (2005).
El estado del arte en cuanto a las estrategias de control
distribuido (Antonelli (2013)) comprende un gran nu´mero de
te´cnicas, con diferentes enfoques dependiendo de la naturaleza
del problema. Los primeros intentos para formular el problema
son de ﬁnales de los an˜os 70, con los trabajos sobre control de-
centralizado de Davison and Chang (1990); Davison and Wang
(1973) y Anderson and Moore (1981). El control predictivo y
sus numerosas aplicaciones para la industria de proceso, ha de-
mostrado ser muy prolı´ﬁco en este campo, Maestre and Negen-
born (2013); Camponogara et al. (2002); Dunbar (2007); Alva-
rado et al. (2011); Negemborn et al. (2008); Roshany-Yamchi
et al. (2013); Scattolini (2009); Venkat et al. (2005).
Otras contribuciones notables a este problema se pueden en-
contrar en Lynch et al. (2002), donde se aplica el control semi-
activo para estructuras civiles de gran taman˜o, y en D’Andrea
and Dullerud (2003), que aplican una idea novedosa que con-
siste en descomponer la planta y controlador en mo´dulos que
se comunican entre sı´. Estos mo´dulos se pueden unir para cons-
truir grandes sistemas distribuidos.
La mayor parte de los trabajos mencionados anteriormen-
te descomponen la planta en subsistemas desacoplados o aco-
plados de´bilmente controlados por nodos independientes. Una
lı´nea afı´n de investigacio´n es el denominado control descentra-
lizado con solapamiento, donde a diferentes controladores se
les permite compartir las entradas de control de la planta, Iftar
(1991, 1993); Siljak and Zecevic (2005).
En este artı´culo, se considera un proceso discreto LTI (Milla´n
et al. (2012) y Milla´n (2012)), que esta´ controlado por una red
de agentes que, usando informacio´n directa de la planta y reci-
bida de otros nodos, generan las acciones de control adecuadas
para lograr un objetivo determinado. Los agentes presentan las
siguientes caracterı´sticas: observacio´n, actuacio´n, computacio´n
y comunicacio´n. Cada uno de ellos implementa una estructura
observador&controlador basado en observadores de Luenber-
ger locales en combinacio´n con estrategias de consenso. La pri-
mera parte es responsable de actualizar la estimacio´n del agente
a partir de informacio´n local, mientras que la segunda tiene en
cuenta los datos transmitidos desde los agentes vecinos.
Por otro lado, se proponen dos formas de implementar la
comunicacio´n entre agentes. En primer lugar, un enfoque pe-
rio´dico donde se asume que los agentes se comunican cada
tiempo de muestreo. En segundo lugar, un esquema de comuni-
cacio´n ma´s eﬁciente basado en eventos, que dispara las comu-
nicaciones de los agentes solo cuando existe informacio´n re-
levante que transmitir, (ver Dormido et al. (2008); Lunze and
Lehmann (2010); Tabuada (2007); Guinaldo et al. (2013); Don-
kers and Heemels (2012). En Heemels et al. (2013), se presenta
una estrategia descentralizada en la que los nodos tienen infor-
macio´n parcial de la salida de la planta. Las te´cnicas orientadas
a eventos son especialmente beneﬁciosas en el contexto de re-
des inala´mbricas de sensores ya que permiten ampliar la vida
de las baterı´as y reducir la frecuencia de transmisio´n, el uso de
ancho de banda, los retrasos de transmisio´n medios y las coli-
siones entre paquetes.
Como se mostrara´, una caracterı´stica relevante del esquema
planteado, que an˜ade complejidad al disen˜o del sistema, es que
no se cumple el Principio de Separacio´n, de forma que el di-
sen˜o de los observadores y los controladores ha de realizarse de
forma conjunta. Por ello, en una primera aproximacio´n al pro-
blema, se considera so´lo el caso en el que no existen retardos
ni pe´rdida de informacio´n en la red que conecta a los agentes.
De esta forma, se aborda el problema de limitacio´n de la infor-
macio´n disponible y de ancho de banda limitado, igualmente
importantes en los SCBR. La estabilidad del sistema disen˜ado
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se garantiza mediante el planteamiento de funciones de Lyapu-
nov.
El trabajo esta´ organizado de la siguiente manera: en pri-
mer lugar se describe el problema de control distribuido en la
seccio´n 2 y en la seccio´n 3 se formula el problema subo´ptimo
de estimacio´n y de control. Posteriormente en las secciones 4
y 5 se describen la solucio´n propuesta para los escenarios de
sistemas muestreados por tiempo y por eventos. La seccio´n 6
describe la aplicacio´n a un sistema de control de nivel en una
planta de cuatro tanques, para demostrar el desempen˜o del es-
quema presentado. El artı´culo termina con las conclusiones en
la seccio´n 7.
2. Descripcio´n del sistema.
Conside´rese el sistema de estimacio´n y control distribuido
representado en la ﬁgura 1. El proceso se monitoriza y controla
a trave´s de una red de agentes.
Proceso a
gran escala
observador & controlador
controlador
observador
conexión al sistema
conexión de red
Figura 1: Esquema distribuido de una planta
A continuacio´n, se describen los diferentes elementos que
componen el sistema distribuido.
Planta
Conside´rese un sistema discreto LTI en su representacio´n
en espacio de estados. En la ﬁgura 1 se ilustra que la planta
esta´ siendo controlada por un conjunto de agentes que pueden
gestionar distintos actuadores. La dina´mica del sistema puede
ser descrita como
x(k + 1) = Ax(k) +
p∑
i=1
Biui(k), (1)
donde x ∈ Rn es el estado de la planta y ui ∈ Rdi (i = 1, . . . , p)
es la sen˜al de control que el agente i aplica al sistema. Las ma-
trices A ∈ Rn×n y Bi ∈ Rn×di son conocidas.
Deﬁniendo una matriz de control aumentada
B 
[
B1 B2 . . . Bp
]
y un vector de control aumentado
U(k) 
[
uT1 (k) u
T
2 (k) . . . u
T
p (k)
]T
, (2)
la ecuacio´n (1) puede escribirse de forma compacta como
x(k + 1) = Ax(k) + BU(k), (3)
dondeU(k) ∈ Rd, con d = ∑pi=1 di.
Red
La red de la ﬁgura 1 se deﬁne topolo´gicamente por su grafo
de comunicaciones G = (V,E) con nodos V = {1, 2, . . . , p} y
enlaces E ⊂ V × V. El conjunto de agentes que envı´an infor-
macio´n al nodo i se denomina la vecindad de i y se representa
por Ni ≡ { j : ( j, i) ∈ E}. El enlace ( j, i) implica que el agente i
recibe informacio´n del agente j.
Agentes
El enfoque adoptado se corresponde con un esquema de
control distribuido, en el que los agentes estiman el estado de la
planta basa´ndose tanto en la informacio´n recopilada a nivel lo-
cal como en aquella enviada por sus vecinos. Utilizando dicha
estimacio´n, aquellos agentes con capacidades de control calcu-
lan la sen˜al de entrada que aplicara´n al sistema.
Cada agente i mide una salida especı´ﬁca de la planta yi, que
viene dada por
yi(k) = Cix(k) ∈ Rri , (4)
donde las matrices Ci ∈ Rri×n son conocidas.
Se deﬁne ahora la matriz C como la apilacio´n de todas las
matrices de salida:
C 
[
CT1 C
T
2 . . .C
T
p
]T
.
Se asume en el resto del artı´culo que el par (A, B) en (3) es
estabilizable y el par (A,C) es detectable.
Si el nodo i tiene capacidades de control, genera una accio´n
ui(k), en la forma
ui(k) = Ki xˆi(k) ∈ Rdi , (5)
donde xˆi ∈ Rn denota la estimacio´n del agente i, y Ki ∈ Rdi×n
(i ∈ V) son los controladores locales que deben disen˜arse.
La estimacio´n del estado de la planta se obtiene en cada
agente i ∈ V utilizando la siguiente estructura:
xˆi(k + 1) = Axˆi(k) + BUˆi(k) + Mi(yi(k) −Ci xˆi(k))
+
∑
j∈Ni
N ji(xˆ j(k) − xˆi(k)), (6)
donde Uˆi(k) ∈ Rd es la estimacio´n que hace el agente i de todas
las sen˜ales de control aplicadas y se deﬁne como
Uˆi(k) 
[
uˆT1 (k) . . . u
T
i (k) . . . uˆ
T
p (k)
]T
,
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donde uˆ j(k) = Kj xˆi(k),∀ j  i.
Como puede verse en la ecuacio´n (6), cada agente tiene dos
fuentes diferentes de informacio´n para corregir sus estimacio-
nes. En primer lugar, utiliza la salida de la planta yi(k) de ma-
nera similar a un observador cla´sico de Luenberger, Mi(yi(k) −
yˆi(k)), siendo Mi, i ∈ V, la ganancia del observador a disen˜ar.
Por otra parte, an˜ade un te´rmino de correccio´n por cada estima-
cio´n recibida de los nodos vecinos, Nji(xˆ j(k) − xˆi(k)), ∀ j ∈ Ni,
donde Nji, ( j, i) ∈ E, son matrices de consenso a disen˜ar.
El error de observacio´n de cada nodo se deﬁne como
ei(k)  x(k) − xˆi(k), i ∈ V. (7)
Vale la pena recordar que los nodos individuales no tienen
informacio´n acerca de la sen˜al de control exacta que se aplica a
la planta, ya que cada nodo actuador aplica una sen˜al de control
diferente en funcio´n de su estimacio´n particular del estado (5).
Idealmente, la ecuacio´n (6) debe ser implementada utilizando el
U(k), es decir, las sen˜ales de control que el conjunto de agentes
aplica a la planta. Sin embargo, esta informacio´n no esta´ dis-
ponible para los agentes. Para sortear esta diﬁcultad y hacer la
ecuacio´n (6) realizable, la solucio´n propuesta consiste en dejar
que cada nodo ejecute su observador con el vector de control
obtenido a partir de su estimacio´n particular. Es decir
BUˆi(k) =
p∑
j=1
BjKj xˆi(k) = BKxˆi(k),
donde la matriz de control aumentada satisface
KT =
[
KT1 K
T
2 . . . K
T
p
]
El vector de control real aplicado a la planta esta´ formado
por las estimaciones de cada nodo
BU(k) =
p∑
j=1
BjKj xˆ j(k).
En general, la sen˜al de control real y la estimada son dife-
rentes, pero si las estimaciones de los nodos convergen a los
estados de la planta, estas diferencias desaparecen progresiva-
mente.
3. Descripcio´n del problema
Conside´rese un sistema discreto LTI con dina´mica dada por
(1). La planta es observada y controlada por un conjunto de
nodos p en una red cuya topologı´a puede ser representada por
el grafo G = (V,E). La dina´mica de los nodos esta´ dada por
(6), cada uno de ellos recibe una medida de la planta deﬁnida
por (4), y aplica una sen˜al de control deﬁnida por (5). Entonces,
dada la funcio´n de coste
J =
∞∑
j=k0
xT ( j)Qxx( j)+
+
∞∑
j=k0
∑
i∈V
[
eTi ( j)Qiei( j) + u
T
i ( j)Riui( j)
]
, (8)
el problema subo´ptimo de control y observacio´n distribuidos
consiste en encontrar los observadores Mi, i ∈ V y Nji, ( j, i) ∈
E y los controladores Ki, i ∈ V, tal que:
El estado del sistema x(k) sea asinto´ticamente estable.
Los errores de observacio´n ei(k) sean asinto´ticamente es-
tables.
El disen˜o obtenido minimice la cota superior de la fun-
cio´n de coste (8).
En la funcio´n de coste (8), se ponderan los estados frente a la
sen˜al de control de forma similar al bien conocido controlador
LQR.
4. Caso de muestreo perio´dico
En este apartado se resuelve el problema planteado para el
caso en el que la comunicacio´n entre los agentes tenga lugar
de forma perio´dica, recibiendo informacio´n de los vecinos cada
instante de muestreo k.
4.1. Dina´mica del estado de la planta y del error de observa-
cio´n
Se deﬁne ahora el vector de error eT (k) = [eT1 (k), ..., e
T
p (k)] ∈
Rnp, el vector de estado aumentado ξT (k) =
[
xT (k) eT (k)
]
∈
Rn(p+1), y los conjuntosM,N ,K como
M = {Mi, i ∈ V},
N = {Nji, ( j, i) ∈ E},
K = {Ki, i ∈ V}.
Las siguientes proposiciones estudian la dina´mica de los di-
ferentes procesos. Las demostraciones son inmediatas a partir
de las ecuaciones (3)-(7).
Proposicio´n 1. La dina´mica del estado de la planta x(k)
esta´ dada por
x(k + 1) = (A + BK) x(k) + Υ(K)e(k), (9)
donde
Υ(K) =
[
−B1K1 −B2K2 · · · −BpKp
]
.
Proposicio´n 2. La dina´mica del vector de error e(k) puede
escribirse de la siguiente forma
e(k + 1) = (Φ(M) + Ψ(K) + Λ(N)) e(k), (10)
donde
Φ(M) = diag{(A − M1C1), . . . , (A − MpCp)},
Ψ(K) = diag{BK, ..., BK} +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−B1K1 . . . −BpKp
...
. . .
...
−B1K1 . . . −BpKp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Λ(N) =
∑
( j,i)∈E
Θ(Nji),
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siendo
Θ(Nji) =
col. i j⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 · · · 0 · · · 0
...
...
...
...
0 · · · −Nji · · · Nji · · · 0
...
...
...
...
0 · · · 0 · · · 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
f ila i
Proposicio´n 3. La evolucio´n del vector de error aumentado
ξ(k) se puede expresar de la siguiente forma
ξ(k + 1) = Ω(M,N ,K)ξ(k), (11)
donde
Ω(M,N ,K) =
[
A + BK Υ(K)
0 Φ(M) + Ψ(K) + Λ(N)
]
.
La estructura de (11) revela que el principio cla´sico de se-
paracio´n observacio´n/control no se cumple en el problema que
nos ocupa, ya que la matrix Ψ(K) depende de los controlado-
res. La razo´n es evidente si tenemos en cuenta que los agentes
desconocen la sen˜al de control real que se aplica a la planta y
recurren a las estimaciones. No obstante, en la siguiente seccio´n
se propondra´ un me´todo que permite disen˜ar de forma uniﬁca-
da todos los controladores y observadores distribuidos de forma
que se garantice la estabilidad global del sistema.
Proposicio´n 4. La funcio´n de coste (8) puede escribirse co-
mo
J =
∞∑
j=k0
ξT ( j)(Q + K¯TRK¯)ξ( j), (12)
donde
Q = diag{Qx,Q1,Q2, . . . ,Qp},
R = diag{R1,R2, . . . ,Rp},
K¯ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K1 −K1 0 . . . 0
K2 0 −K2 . . . 0
...
...
...
. . .
...
Kp 0 0 . . . −Kp
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Este resultado se puede probar fa´cilmente sustituyendo las
matrices Q,R, K¯ y el vector aumentado ξ(k) en la ecuacio´n (12).
4.2. Disen˜o conjunto de observadores y controladores
En esta seccio´n, se desarrolla un me´todo de disen˜o conjun-
to basado en la teorı´a de Lyapunov que asegura la estabilidad
asinto´tica de la planta y los errores de observacio´n. El siguiente
teorema establece el me´todo de disen˜o basado en LMIs y las
propiedades de estabilidad y rendimiento del sistema.
Teorema 1. Dado un funcional de coste (12), el problema
subo´ptimo de observacio´n y control distribuido se resuelve en-
contrando los conjuntosM,N ,K que den solucio´n al siguiente
problema de optimizacio´n:
mı´n
P,M,N ,K
α, (13)
sujeto a α > 0 y
P < αI, (14)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−P ΩT I K¯T
∗ −P−1 0 0
∗ ∗ −Q−1 0
∗ ∗ ∗ −R−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ < 0. (15)
Demostracio´n: Conside´rese la siguiente funcio´n de Lyapu-
nov:
ΔV(k) = ξT (k)Pξ(k), (16)
donde P es una matrix deﬁnida positiva. El incremento de la
funcio´n de Lyapunov viene dado por la siguiente ecuacio´n
ΔV(k) = ξT (k + 1)Pξ(k + 1) − ξT (k)Pξ(k).
Teniendo en cuenta la Proposicio´n 3, la ecuacio´n anterior
puede reescribirse como sigue:
ΔV(k) = ξT (k)ΩT PΩξ(k) − ξT (k)Pξ(k),
= ξT (k)
(
ΩT PΩ − P
)
ξ(k).
Teniendo en cuenta los resultados de estabilidad de Lya-
punov, el estado del sistema y los errores de estimacio´n son
asinto´ticamente estables sı´ y so´lo sı´ existe una matriz P > 0
tal que
(
ΩT PΩ − P
)
es deﬁnida negativa. Utilizando el comple-
mento de Schur, las siguientes desigualdades son equivalentes:
ΩT PΩ − P < 0↔
[ −P ΩT
∗ −P−1
]
< 0.
La condicio´n anterior se garantiza dado que la matriz anterior
es exactamente el menor principal de orden 2 de la matriz invo-
lucrada en la desigualdad matricial (15), que debe ser deﬁnido
negativo para que dicha desigualdad se cumpla. De esta forma,
queda demostrada la estabilidad del esquema descentralizado
segu´n el disen˜o propuesto.
A continuacio´n, se estudia la minimizacio´n de la cota supe-
rior de la funcio´n de coste. No´tese que la condicio´n (15) implica
que
ΩT PΩ − P + Q + K¯TRK¯ < 0.
Por lo tanto, debera´ veriﬁcarse
ξT (k)
(
ΩT PΩ − P
)
ξ(k) < −ξT (k)(Q + K¯TRK¯)ξ(k).
Teniendo en cuenta la ecuacio´n anterior y el incremento de
la funcio´n de Lyapunov, se obtiene que
ΔV(k) = ξT (k)
(
ΩT PΩ − P
)
ξ(k)
< −ξT (k)(Q + K¯TRK¯)ξ(k). (17)
Si ahora se halla el sumatorio a ambos lados de (17) desde
k0 a k, resulta
k∑
j=k0
ΔV( j) < −
k∑
j=k0
ξT ( j)(Q + K¯TRK¯)ξ( j).
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Se puede observar que
∑k
j=k0 ΔV( j) =
∑k
j=k0 (V( j + 1) −
V( j)) = V(k+1)−V(k0). Cuando k → ∞, la estabilidad asinto´ti-
ca del sistema implica que V(k)→ 0, de manera que,
−V(k0) < −
∞∑
j=k0
ξT ( j)(Q + K¯TRK¯)ξ( j).
Finalmente, a partir de la Proposicio´n 4, se obtiene
J < V(k0) = ξ(k0)T Pξ(k0) ≤ λma´x(P)‖ξ(k0)‖2.
El valor de V(k0) depende de las condiciones iniciales del
sistema y los agentes. De esta forma, la minimizacio´n de λma´x(P)
minimizarı´a a su vez la cota superior de la funcio´n de coste J
independientemente de las condiciones iniciales.
La condicio´n (14) asegura que el ma´ximo autovalor de P
este´ acotado por α. Por tanto, optimizando (13) se minimiza la
cota superior de la funcio´n de coste. 
La principal diﬁcultad que presenta el teorema no radica en
la minimizacio´n de α, que puede hacerse mediante un algoritmo
de biseccio´n, sino la presencia de la condicio´n no lineal (15). A
continuacio´n, se proponen dos soluciones para hacer frente a
esta no linealidad.
Restriccio´n en P−1: La condicio´n (14) es equivalente a
−P−1 < − 1
α
I. Teniendo esto en cuenta, la restriccio´n no lineal
(15) del Teorema 1 puede ser reemplazada por:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−P ΩT I K¯T
∗ − 1
α
I 0 0
∗ ∗ −Q−1 0
∗ ∗ ∗ −R−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ < 0. (18)
En comparacio´n con el me´todo introducido en Yue et al.
(2005) en el cual P  αI, el que aquı´ se propone abarca un
conjunto ma´s amplio de soluciones posibles en el espacio de
las matrices deﬁnidas positivas.
Algoritmo del cono complementario: Tambie´n se puede
adaptar el procedimiento (ver El Ghaoui et al. (1997)), en el que
se aborda la no linealidad P−1 introduciendo nuevas variables y
restricciones. La adaptacio´n del algoritmo al problema que nos
ocupa es trivial y se ha omitido en este trabajo. Su uso permite
resolver el problema propuesto en el Teorema 1 sin an˜adir con-
servadurismo, al coste de incrementar el coste computacional.
Observacio´n 1. El me´todo de disen˜o que se deriva del Teo-
rema 1 puede resolverse fuera de lı´nea de forma centralizada.
Para ello precisa de informacio´n global del sistema: topologı´a
de la red, matrices de salida Ci y entrada Bi de cada agente, etc.
Sin embargo, una vez que los observadores y los controladores
se disen˜en, su implementacio´n es completamente distribuida y
so´lo requiere informacio´n disponible localmente en cada nodo.
Observacio´n 2. El planteamiento que se hace en este traba-
jo conlleva la resolucio´n de un problema de optimizacio´n sujeto
a LMIs. Esto proporciona un me´todo de disen˜o nume´ricamen-
te eﬁciente y permite explotar todos los grados de libertad en
el disen˜o. Esta ﬂexibilidad se consigue, sin embargo, a costa
de aumentar la carga de ca´lculo, que aumenta con el nu´mero
de nodos y la dimensio´n del sistema. Los me´todos de disen˜o
descentralizados o distribuidos constituyen todavı´a un proble-
ma abierto para este tipo de sistemas de gran escala.
Observacio´n 3. El caso de diferentes tiempos de muestreo
de los agentes, es un trabajo en desarrollo actual por los auto-
res y que implica una mayor complejidad. El caso de muestreos
mu´ltiplos exactos de un muestreo comu´n a todos es directamen-
te abordable con la solucio´n propuesta, ya que serı´a modiﬁcar
la matrices A, B y Ci de la ecuacio´n (6) para adaptarlas al caso.
5. Caso de muestreo basado en eventos
En la arquitectura de control propuesta en el apartado ante-
rior, los agentes perio´dicamente intercambian las estimaciones
del estado de la planta con sus vecinos. En esta seccio´n se ex-
tiende el resultado anterior a un esquema de comunicacio´n por
eventos, persiguiendo un ahorro de energı´a y de ancho de ban-
da mediante la activacio´n de las transmisiones so´lo en instantes
de tiempo especı´ﬁcos, cuando existe informacio´n relevante que
transmitir, Dormido et al. (2008), Heemels et al. (2008).
Se deﬁne el ı´ndice temporal l j(k) como el instante de tiempo
ma´s reciente (ma´s pro´ximo a k) en el que el agente j envio´ sus
estimaciones a sus vecinos. La regla que activa los eventos de
comunicacio´n se detalla a continuacio´n.
Regla de activacio´n: Dado un umbral δω > 0, en el instante
k, el agente j difunde sus estimaciones a todos sus vecinos i :
j ∈ Ni, sı´ y so´lo sı´
‖xˆ j(l j(k)) − xˆ j(k)‖ ≥ δω, para k > l j(k), (19)
es decir, envı´a la informacio´n cuando la diferencia entre el es-
tado actual y el u´ltimo enviado supera cierto umbral.
Desde el punto de vista de modelado, la principal diferen-
cia entre el sistema perio´dicamente muestreado y el paradigma
orientado a eventos es el patro´n no uniforme de transmisio´n de
la informacio´n. Esto modiﬁca el comportamiento de los agen-
tes, cuya dina´mica viene ahora determinada por:
xˆi(k + 1) = Axˆi(k) + BUˆi(k) + Mi(yi(k) −Ci xˆi(k))
+
∑
j∈Ni
N ji(xˆ j(l j(k)) − xˆi(k)). (20)
La ecuacio´n (20) tiene en cuenta la comunicacio´n no pe-
rio´dica a trave´s del ı´ndice temporal l j(k), que puede ser diferen-
te para cada agente j ∈ V.
El efecto que este tipo de comunicacio´n produce sobre la
dina´mica puede asimilarse al efecto de unas perturbaciones. Pa-
ra mostrar esto, conside´rese la siguiente ecuacio´n, que reescribe
la dina´mica de los observadores dada en (20) para esta situa-
cio´n:
xˆi(k + 1) = Axˆi(k) + BUi(k) + Mi(yi(k) −Ci xˆi(k))
+
∑
j∈Ni
N ji(xˆ j(k) − xˆi(k)) +
∑
j∈Ni
N jiω j(k), (21)
donde
ω j(k) = xˆ j(l j(k)) − xˆ j(k). (22)
Comparando (21) con (6), puede observarse que la dina´mica
de los agentes en el caso de la comunicacio´n basada en even-
tos so´lo diﬁere de aquella con comunicacio´n perio´dica en los
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te´rminos ω j(k). El te´rmino ω j(k) puede ser interpretado como
una perturbacio´n externa debida al ﬂujo discontinuo de infor-
macio´n entre los vecinos, que se pone a cero en cada instante
de transmisio´n. De esta manera, cada vez que el agente j trans-
mite su estado a sus vecinos, se tiene que ω j(k) = 0.
Vale la pena destacar que la perturbacio´n que cada agente j
induce a sus vecinos es desconocida por ellos, pero puede ser
monitorizada localmente por el agente j.
La evolucio´n del estado del sistema y del vector de error se
presentan en el siguiente resultado, que es equivalente a la Pro-
posicio´n 2 para el caso de comunicacio´n por eventos. Debido a
sus similitudes, se omite su demostracio´n.
Proposicio´n 5. Sea ωT (k) =
[
ωT1 (k) . . . ω
T
p (k)
]
. Para
el caso de muestreo basado en eventos la evolucio´n del estado
x(k) viene dado por la Proposicio´n 1, y la dina´mica del error
de estimacio´n e(k) viene dada por
e(k + 1) = (Φ(M) + Ψ(K) + Λ(N)) e(k) − Γ(N)ω(k), (23)
donde las funciones Φ(M),Ψ(K),Λ(N) esta´n deﬁnidas igual
que en la Proposicio´n 2, y
Γ(N) =
∑
( j,i)∈E
Ψ(Nji),
siendo
Ψ(Nji) =
col. i j⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0 · · · 0 · · · 0
...
...
...
...
0 · · · 0 · · · Nji · · · 0
...
...
...
...
0 · · · 0 · · · 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
f ila i
5.1. Propiedades de estabilidad
En te´rminos de estabilidad, el muestreo basado en even-
tos que se propone impide alcanzar la estabilidad asinto´tica.
Pie´nsese que podrı´a darse el caso de que hubiese un error en
re´gimen permanente pequen˜o que, debido a que no produce
eventos, nunca llegarı´a a anularse.
Otros autores han propuesto diferentes reglas de ejecucio´n
de eventos que consiguen estabilidad asinto´tica. Por ejemplo,
en Yue et al. (2013) se introduce un regla que activa eventos
cuando la diferencia porcentual con respecto al valor medido
supera cierto umbral. El comportamiento asinto´tico se consi-
gue a base de enviar muestras au´n estando cerca del punto de
equilibrio, lo que aumenta el tra´ﬁco por la red comparado con
al solucio´n aquı´ propuesta.
A continuacio´n se muestra que el enfoque presentado pre-
senta estabilidad pra´ctica, quedando el estado de la planta y
los errores de observacio´n acotados. Utilizando notacio´n inter-
nacional, el sistema es GUUB (Globally Uniformly Ultimately
Bounded), es decir, el sistema es atraı´do y queda conﬁnado den-
tro de una regio´n arbitrariamente pequen˜a alrededor del punto
de equilibrio.
Escogiendo la misma funcio´n de Lyapunov, el incremento
ΔV(k) incluye ahora te´rminos adicionales debido a la presencia
del vector ω(k):
ΔV(k) = ξT (k)
(
ΩT PΩ − P
)
ξ(k) + 2ξT (k)ΩT PΓ¯ω(k)
+ ωT (k)Γ¯T PΓ¯ω(k),
donde
Γ¯ 
[
0
Γ(N)
]
.
Utilizando un conjunto de controladores y observadores que
satisfagan el problema propuesto en el Teorema 1, se consigue
que el primer te´rmino sea negativo. El resto de los elementos
pueden no ser negativos, debido a la presencia de ω(k). Sin em-
bargo, es fa´cil mostrar1 que el incremento es negativo para va-
lores del vector de estado aumentado cuya norma supere cierto
umbral:
ΔV(k) < 0, si ‖ξ(k)‖ > a,
donde a toma el valor
a =
‖ΩT PΓ¯‖ +
(
‖ΩT PΓ¯‖2 + λmı´n(Ω)‖Γ¯T PΓ¯‖
)1/2
λmı´n(Ω)
Una vez se tiene acotada la norma de ξ(k), es inmediato
demostrar que el estado del sistema x(k) tambie´n permanece
acotado. Para ello hay que tener en cuenta que, para aquellos
vectores para los que el incremento de la funcio´n de Lyapunov
pueda ser positivo (los que ya esta´n cerca del equilibrio), la
evolucio´n a un paso no los puede llevar arbitrariamente lejos de
la regio´n, debido a que las perturbaciones ω(k) esta´n acotadas
por deﬁnicio´n.
Para un sistema completamente discreto, en el que no tie-
ne sentido hablar del tiempo entre instantes de muestreo, ω(k)
siempre esta´ acotada por δω. Si la planta proviene de la discreti-
zacio´n de un sistema continuo, entonces hay que tener precau-
cio´n. Aunque en k se cumpla que esta´ acotado y en k + 1 valga
cero, podrı´a ocurrir que en un instante intermedio supere dicho
valor. Sin embargo, este inconveniente es fa´cil de salvar si se
incluye algu´n tipo de restriccio´n al sistema, como condiciones
de tipo Lipschitz, de forma que no pueda crecer sin lı´mites entre
tiempos de muestreo. Es de suponer que al discretizar la plan-
ta, el periodo de muestreo se ha escogido convenientemente.
Adema´s, para sistemas lineales con sen˜ales de control prove-
nientes de un ZOH, existe siempre dicha constante de Lipschitz.
Si el lector quiere encontrar una prueba completa para el
caso de comunicacio´n entre so´lo dos agentes, se recomienda el
artı´culo de los mismos autores Orihuela et al. (2013).
6. Ejemplo de aplicacio´n
En esta seccio´n se presentan una serie de resultados ex-
perimentales al objeto de ilustrar la aplicacio´n y demostrar el
1Al tomar normas, se obtiene una ecuacio´n cuadra´tica en ‖ξ(k)‖, con coeﬁ-
ciente negativo del te´rmino de segundo grado. De las dos soluciones, so´lo una
es positiva. Para valores mayores de dicha solucio´n, el incremento de la funcio´n
de Lyapunov es negativo.
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Tabla 1: Notacio´n relativa a la planta
Descripcio´n
hi Nivel de agua del tanque i
vi Voltaje de entrada a la bomba i
h0i Nivel de referencia del tanque i
v0i Voltaje de referencia a la bomba i
Δhi Incremento de nivel hi con respecto a h0i
Δvi Incremento de voltaje vi con respecto a v0i
s Salida del sistema
r Referencia a seguir
Δhr Nivel de referencia con respecto a h0
Δvr Voltaje de referencia con respecto a v0
funcionamiento del me´todo propuesto en este artı´culo. Se apli-
cara´ el disen˜o del sistema de control y observacio´n distribuido
a un equipo consistente en cuatro tanques acoplados, concreta-
mente el equipo 33-041 de Feedback, (ver Instruments (2012)).
6.1. Descripcio´n de la planta
La planta, una variante del proceso de tanques que se pro-
puso originalmente en Johansson (2000), es un modelo de un
fragmento de una planta quı´mica. Se compone de cuatro tan-
ques, cada uno equipado con un sensor de presio´n para medir
el nivel de agua. Los acoplamientos entre los tanques se pue-
den cambiar utilizando siete va´lvulas manuales para modiﬁcar
la dina´mica del sistema. El agua se suministra a los tanques por
dos bombas sumergidas controladas de forma independiente.
La notacio´n relacionada con la planta se da en el Cuadro 1.
La planta se controla utilizando Simulink y una tarjeta de in-
terfaz PCI1711. Para los experimentos se ha elegido la siguiente
conﬁguracio´n:
El agua de entrada se suministra a los depo´sitos superio-
res. La bomba 1 alimenta el depo´sito 1 y la bomba 2 el
depo´sito 3.
Los depo´sitos 1 y 3 esta´n acoplados mediante la apertura
de la va´lvula correspondiente.
Aunque la planta es una plataforma educativa, representa de
forma realista algunos de los elementos relevantes de una planta
controlada de forma distribuida.
El esquema de control distribuido propuesto en este trabajo
se aplica a la planta considerando una red con cuatro agentes,
dos de los cuales aplican sen˜ales de control (ver ﬁgura 2). Cada
agente ha sido etiquetado de 1 a 4 de acuerdo con el nu´mero de
depo´sito cuyo nivel esta´ midiendo. El agente 1 (respectivamente
3) aplica la sen˜al de control a la bomba 1 (2). La topologı´a del
grafo es: 2⇔ 1⇔ 3⇔ 4.
El objetivo de los experimentos es doble. En primer lugar,
los cuatro estados de la planta deben ser estimados por cada
agente. En segundo lugar, el nivel de agua de los dos depo´si-
tos inferiores debe ser controlado. Con esta conﬁguracio´n, los
agentes de control (agentes 1 y 3) no tienen medicio´n directa de
las variables que se controlan (los niveles en los tanques 2 y 4).
La regla de activacio´n de los eventos elegida (ecuacio´n 19),
dispara el evento cuando se tiene una diferencia entre la estima-
cio´n actual y la anterior enviada a los vecinos. En el caso de los
4
3
2
1
Figura 2: Esquema de control distribuido con 4 agentes.
tanques implica que se activan los eventos cuando la estimacio´n
de nivel diﬁeren en una cantidad.
6.2. Modelado de la planta
El sistema de tanques acoplados admite el siguiente modelo
no lineal:
dh1(t)
dt
= −a1
S
√
2gh1(t) + ηv1(t) − a13S
√
2g(h1(t) − h3(t)),
dh2(t)
dt
=
a1
S
√
2gh1(t) − a2S
√
2gh2(t),
dh3(t)
dt
= −a3
S
√
2gh3(t) + ηv2(t) +
a13
S
√
2g(h1(t) − h3(t)),
dh4(t)
dt
=
a3
S
√
2gh3(t) − a4S
√
2gh4(t),
donde hi(t) (i = 1, . . . , 4) indica el nivel de agua en el depo´si-
to correspondiente y vi (i = 1, 2) es la tensio´n aplicada a la
bomba i. ai (i = 1, . . . , 4) es el a´rea de salida de cada tanque,
a13 es el a´rea de la tuberı´a de interconexio´n entre los tanques 1
y 3; η es una constante que relaciona la tensio´n de control de la
bomba y el ﬂujo de agua, S es el a´rea de la seccio´n transversal
de los tanques, y g es la constante gravitacional.
Este sistema se linealiza alrededor del punto de equilibrio
dado por h0i y u
0
i , obtenie´ndose
Δh˙(t) = AΔh(t) + BΔv(t), (24)
donde Δh(t) =
[
h1(t) − h01 . . . h4(t) − h04
]T
y Δv(t) =
[
v1(t) − v01 v2(t) − v02
]T
. Las matrices A y B en (25)
(pa´gina siguiente), se han obtenido mediante un desarrollo de
Taylor de las ecuaciones no lineales del modelo en el punto de
equilibrio. Discretizando este modelo con periodo de muestro
T , se tiene
Δh(k + 1) = ADΔh(k) + BDΔv(k), (26)
donde Δh(k) =
[
h1(k) − h01 . . . h4(k) − h04
]T
y Δv(k) =
[
v1(k) − v01 v2(k) − v02
]T
. Las matrices AD y BD son
las matrices discretas correspondientes de A y B.
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A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− a1g
S
√
2gh01
− a13g
S
√
2g(h01−h03)
0 a13g
S
√
2g(h01−h03)
0
a1g
S
√
2gh01
− a2g
S
√
2gh02
0 0
a13g
S
√
2g(h01−h03)
0 − a3g
S
√
2gh03
− a13g
S
√
2g(h01−h03)
0
0 0 a3g
S
√
2gh03
− a4g
S
√
2gh04
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
η 0
0 0
0 η
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (25)
Tabla 2: Para´metros de la planta.
Valor Unidades Descripcio´n
hi 0-25 cm Nivel en el tanque i
vi 0-5 V Voltaje en al bomba i
S 0.01389 m2 A´rea de la seccio´n
ai 50.265e-6 m2 A´rea de salida del tanque i
a13 50.265e-6 m2 A´rea de salida entre los tanques 1 y 3
η 2.2e-3 mV.s Constante que relaciona voltaje y caudal
h01 9.8 cm Nivel de equilibrio en el tanque 1
h02 17.4 cm Nivel de equilibrio en el tanque 2
h03 7.5 cm Nivel de equilibrio en el tanque 3
h04 13.6 cm Nivel de equilibrio en el tanque 4
v01 3.3 cm Voltaje de equilibrio en la bomba 1
v02 2.6 cm Voltaje de equilibrio en la bomba 2
T 2.0 segundos Tiempo de muestreo
El objetivo no es so´lo estabilizar la planta alrededor del pun-
to de operacio´n o punto de linealizacio´n, sino tambie´n seguir
referencias. Para ello, la salida del sistema esta´ establecida co-
mo, s(k)  CrΔh(k), donde Cr es una matriz que selecciona el
nivel de agua de los tanques 2 y 4. Las referencias esta´n dadas
por el vector r(k). En los puntos de equilibrio, se debe veriﬁcar
s(k)  r(k) y Δh(k + 1)  Δh(k)  Δhr(k). Para llevar a cabo
la tarea de seguimiento, los puntos de equilibrio incrementales
(Δhr(k),Δvr(k)) asociados con la referencia r(k) se relacionan
como sigue.
Δhr(k) = ADΔhr(k) + BDΔvr(k),
r(k) = CzΔhr(k).
Reescribiendo la ecuacio´n en forma de bloques se tiene,[
0
r(k)
]
=
[
AD − I BD
Cz 0
] [
Δhr(k)
Δvr(k)
]
,
de modo que el punto de equilibrio incremental asociado con
r(k) puede obtenerse como
[
Δhr(k)
Δvr(k)
]
=
[
AD − I BD
Cz 0
]−1 [ 0
r(k)
]
.
Se asume que las referencias son alcanzables por el sistema,
es decir, la inversa anterior existe. Finalmente, para el segui-
miento de referencias, se debe estabilizar el sistema siguiente:
x(k + 1) = ADx(k) + BDu(k), (27)
donde x(k)  Δh(k)−Δhr y u(k)  Δv(k)−Δvr. Obse´rvese que
este sistema tiene la misma estructura que el descrito en (3).
6.3. Resultados experimentales
El rendimiento del me´todo de control distribuido propuesto
ha sido probado experimentalmente en el sistema de control de
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Figura 3: Seguimiento de referencias con muestreo perio´dico. Las referencias
esta´n con lı´neas de trazos.
nivel de cuatro tanques, con los para´metros identiﬁcados de la
planta que se muestran en el Cuadro 2.
Se ha realizado una comparacio´n de los dos esquemas de
comunicacio´n entre los agentes, comunicacio´n perio´dica y co-
municacio´n por eventos. En primer lugar, se llevo´ a cabo el di-
sen˜o de los controladores y observadores distribuidos de acuer-
do al Teorema 1, eligiendo las siguientes matrices de pondera-
cio´n (8) como
Qx = diag(0,1 100 0,1 100)
Q1 = diag(1 10 1 0,1)
Q2 = 10−2 · diag(1 1 1 1)
Q3 = diag(1 0,1 1 10)
Q4 = 10−2 · diag(1 1 1 1)
R = 10−6 · I2
La ﬁgura 3 muestra el comportamiento del sistema propues-
to de control distribuido. Puede observarse un seguimiento sa-
tisfactorio de las referencias en los tanques 2 y 4. Los efectos de
las matrices de ponderacio´n elegidas se evidencian en la sobre-
oscilacio´n de los tanques 1 y 3, cuya ﬁnalidad es la de realizar
un seguimiento ra´pido de las referencias en los depo´sitos infe-
riores. El tiempo de respuesta promedio es de alrededor de 100
segundos, aproximadamente un tercio de la constante de tiempo
natural del sistema de bucle abierto.
Los niveles de agua se muestran en la ﬁgura 4, junto con
las estimaciones de estos niveles por parte del agente 1. Vale la
pena sen˜alar que el agente no tiene acceso directo a las medicio-
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Figura 4: Comportamiento del agente 1 con muestreo perio´dico. Las estimacio-
nes se muestran con lı´neas a trozos.
nes de nivel en tanques 2 y 4, pero se estiman estas magnitudes
a partir de la informacio´n enviada por sus vecinos.
A continuacio´n, se muestra el efecto de los factores de pon-
deracio´n de la funcio´n de coste en (8). Se realizaron dos experi-
mentos, ambos con la misma ponderacio´n para las matrices Qx
y Qi (i = 1, . . . , 4) como en el experimento anterior, y diferentes
valores para R: R1 = 10−6 · I2 para obtener un seguimiento de
referencias ra´pido y R2 = 102 · I2 para minimizar el esfuerzo de
control. La ﬁgura 5 muestra la evolucio´n de los niveles y de las
acciones de control. Como era de esperar, se observa un buen
seguimiento para el experimento con R1, a costa de un control
ma´s agresivo. Este resultado muestra co´mo puede llegarse a un
compromiso de disen˜o entre seguimiento y esfuerzo de control
adecuado ajustando las ganancias de ponderacio´n.
El experimento que se muestra en la ﬁgura 6 fue disen˜ado
para demostrar la capacidad de desacoplo del esquema de con-
trol propuesto. Se desea que el tanque 2 lleve a cabo un segui-
miento de referencias mientras que el tanque 4 debe permanecer
en un punto ﬁjo de operacio´n. Para modiﬁcar el nivel del tanque
2, el tanque 1 debe ser llenado o vaciado, y debido a la va´lvu-
la de acoplamiento, el tanque 3 varı´a su nivel lo cual tambie´n
afecta al nivel en el tanque 4. Los controladores distribuidos
propuestos han logrado un desacoplo notable de la dina´mica en
bucle cerrado como se puede observar a partir de estos experi-
mentos.
Por u´ltimo, se ensaya el rendimiento del esquema de control
por eventos. En este caso, se utilizan las mismas matrices de
ponderacio´n del primer experimento, pero con diferentes um-
brales para disparar los eventos: δω = 0,1, δω = 0,3 y δω = 0,6.
Los resultados para estos ensayos se muestran en la ﬁgura 7,
donde se presenta el comportamiento de seguimiento en el tan-
que 2. Se observa que a mayores umbrales de disparo de los
eventos (mayor δω), se tienen rendimientos de control menores.
El comportamiento no sime´trico se debe a que se ha aplicado
una te´cnica de control lineal a una planta real que es no lineal.
Por ello cuando nos alejamos del punto de operacio´n aparecen
esos comportamientos no sime´tricos. La ﬁgura 8 muestra los
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Figura 5: Seguimiento de referencias y sen˜ales de control con muestreo perio´di-
co y matrices de peso diferentes.
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Figura 6: Desacoplo de control: Cambio de referencia en tanque 2 mientras que
la del tanque 4 permanece constante
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Figura 7: Seguimiento de referencias en el tanque 2 para varios valores de δω
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Figura 8: Comportamiento del observador del agente 1 con δω = 0,6. Las esti-
maciones esta´n representadas en lı´nea discontinua.
estados observados en el nodo 1 con δω = 0,6.
La degradacio´n del comportamiento que conlleva el uso del
esquema basado en comunicacio´n por eventos es evidente cuan-
do se compara con los resultados del caso perio´dico. Por otra
parte, el esquema basado en eventos reduce signiﬁcativamente
el nu´mero de transmisiones requeridas, como se muestra en la
ﬁgura 9, que muestra la relacio´n de los paquetes transmitidos
con respecto al caso perio´dico.
7. Conclusiones
En este artı´culo se propone un esquema de estimacio´n y
control distribuido para sistemas de control en red, donde la
observacio´n y capacidades de control son compartidas por un
conjunto de agentes. Los agentes reciben informacio´n parcial
de la evolucio´n de los estados de la planta y tienen acceso, en
general, a un subconjunto de las sen˜ales de control de la mis-
ma. El trabajo propone un sistema distribuido de estimacio´n y
control, de modo que el comportamiento conjunto de todos los
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Figura 9: Proporcio´n de paquetes enviados con respecto al caso perio´dico
agentes conduzca al sistema a la estabilidad. El resultado en-
cuentra aplicacio´n en los sistemas de gran escala donde los es-
quemas centralizados o esquemas cla´sicos descentralizados no
funcionan adecuadamente.
Se han presentado dos posibles esquemas de comunicacio´n
entre agentes, uno perio´dico y otro basado en eventos. Se ha
utilizado un sistema de nivel de cuatro tanques, para llevar a
cabo una demostracio´n experimental del comportamiento de la
arquitectura de control propuesta. Se ha observado una cierta
degradacio´n en el rendimiento de control en el caso de mues-
treo por eventos en comparacio´n con el caso perio´dico, mientras
que el nu´mero de paquetes transmitidos se reduce dra´sticamen-
te. El disparo de las comunicaciones por eventos junto con la
inclusio´n en el disen˜o de un funcional de coste tiene grandes
ventajas en aplicaciones pra´cticas por el hecho que permite lle-
gar a un equilibrio entre el esfuerzo de control, la degradacio´n
del rendimiento y el promedio de la tasa de transmisio´n de pa-
quetes, con la consiguiente reduccio´n de las comunicaciones.
English Summary
Distributed Estimation and Control Systems over Com-
munication Networks
Abstract
This paper’s aim is to present a novel design technique for
distributed control and estimation in networked systems. The
proposed problem considers a large scale, discrete LTI process
controlled by a network of agents that may both, collect infor-
mation about the evolution of the plant, and apply control ac-
tions to drive its behavior. The problem makes full sense when
local observability/controllability is not assumed and the com-
munication between agents can be exploited to reach system-
wide goals, including energy efﬁciency in these communica-
tions. The objective is to provide a fully distributed estima-
tion&control scheme that stabilizes the plant while the upper
bound of a given quadratic performance index is minimized.
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The paper analyzes two different sampling schemes, periodic
and event-driven, providing stability proofs based on Lyapunov
theory and design methods in terms of LMIs. Experimental re-
sults on a four couple tanks system are provided to show the
performance of the proposed methodologies.
Keywords:
Networked Control System, Distributed Estimation, Distri-
buted Control.
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