The generating function of the polytope of transport matrices U (r, c) as a positive semidefinite kernel of the marginals r and c
1 t dMK) may not be a positive definite kernel for many choices of t > 0. We prove in this report that the generating function of the subset of integral matrices of U (r, c) evaluated on a fixed cost matrix T is a positive semidefinite function of r and c when T has adequate properties, notably when T is symmetric negative semidefinite matrix. We obtain the result by considering first the simple case where r and c are clouds of points and introducing the permanent of the Gram matrix between elements of r and c as a positive semidefinite kernel. We then follow by adapting an expression of the generating function of the polytope in terms of random permanents recently obtained by A. Barvinok, through a recent result on Stieltjes moments obtained by C.Berg and A.J. Duran in a different context.
Defining meaningful kernels on positive measures, histograms or clouds of points is an important topic in the field of kernel methods. This topic is directly related to the definition of kernels for structured objects seen as bags-ofcomponents, and hence of chief interest for practitioners.
In the early applications of kernel methods to structured data, histograms were often treated as simple vectors and used as such with the standard Gaussian or polynomial kernels [Joa02] . More adequate positive definite 1 kernels which exploit their specificity have been proposed since. Namely, kernels which take into account the fact that histograms are vectors with nonnegative coordinates [HB05] , and whose sum may be normalized to one, that is cast as discrete probability measures and treated under the light of information geometry [AN01] as in [LL05, Leb06] . Since such histograms are usually defined on bins which are not equally dissimilar, as is for instance the case with color or amino-acid histograms, further kernels which may take into account an a priori inter-bin similarity where subsequently proposed [KJ03, CFV05, HB05] . In this context, a well-known distance for probability measures on a space X which takes explicitly into account the geometry of X is the optimal transportation distance [Vil01] , which is usually known as the Monge-Kantorovich (MK) or Wasserstein distance. This distance is also popular in the computer vision community [RTG00] under the name of the earth movers' distance. However, preliminary findings [NS05] suggest that the MK distance is not negative definite, and cannot thus be used directly to define positive definite kernels, through negative exponentiation for instance. Although some approximations [IT03] of the distance have been used so far to define positive definite kernels in vision applications [GD04] , we propose in this paper to consider not only the optimal transport plan, but the whole of the transportation polytope to characterize the similarity of two histograms r and c.
This idea is rooted in the methodology used in [VSA04] to define a positive definite kernel for strings derived from sequences of string manipulations which may map a string m 1 to m 2 (namely deletion, substitution and insertions of letters). In [VSA04] , the authors consider for two strings m 1 , m 2 all possible sequences σ of such transformations such that σ(m 1 ) = m 2 . Each of these admissible sequences σ is weighted by a score criterion π(σ) which measures how costly the sequence of operations is, to obtain a positive definite kernel between sequences defined as σ exp(βπ(σ)) with β > 0. The obtained kernel performs experimentally better than the naive use of the score of the optimal alignment π(σ ⋆ ), known as the Smith-Waterman score in the context of biological sequences.
In our setting, the set of possible transformations is played by the set of transportation matrices F ∈ U (r, c) between two discrete histograms, where the associated cost is < F, T >. We name the kernel presented in this paper the Monge-Kantorovich kernel between histograms or marginals, as a reference to the original distance. As is the case in [VSA04] , the family of convolution kernels [Hau99] plays an important role in our proofs. We use a key result from [Bar05] to prove the positive definiteness of the kernel, which we slightly adapt by using another recent result obtained by [BD04] . We believe the Monge-Kantorovich kernels might be useful in machine learning tasks, although we expect their computational cost to be problematic at the moment. Exact computations are currently feasible with histograms of only very small dimensions, roughly 5, through different implementations (see [LHTY04] for positive definite kernels (resp. matrices). Hence definite should be always be interpreted as semidefinite. The same remark applies for negative (semi)definiteness.
instance) of Barvinok's algorithm to compute generating function of polytopes. Therefore, only approximate calculations are possible for larger histograms at the moment. Recent advances in the computation of the permanent through sequential monte-carlo techniques [JSV04] should enable us to compare thousands of clouds of tens of points in a arbitrary space endowed with a kernel, using the formula in Lemma 4. Monge-Kantorovich kernels for histograms might also be computed through SMC approximations of the generating function through recent algorithms [CDS06] which may seemingly compute efficiently kernel values for histograms with tens of bins.
The Monge-Kantorovich kernel
We write N = {0, 1, . . .} for the set of nonnegative integers. We restrict our study to the case of integral histograms (or margins as in the corresponding statistical literature [DE85] ) with the same sum and dimensions, that is elements of the simplex lattice
The optimal transportation cost from r to c is a symmetric function in r and c which is defined as the result of the optimization ⋆ is a vertex of the polytope with integral coordinates [KW68] . Rather than only using this optimal vertex to define a kernel between r and c through exp(− < F ⋆ , T >), which would not necessarily be positive definite, we propose to use the criterion < F, T > over all integral transportation plans F ∈ U (r, c) in the following way, Note that k T MK is exactly the generating function of the polytope U (r, c) restricted to its lattice points in N d×d , evaluated in T as defined for instance in [LHTY04] . It can also be considered as the total weight of U (r, c) if we take the notations of [Bar06] , by setting w ij = e −tij . Note that the conditions of Theorem 1 can be loosened by asking T to be simply negative definite 2 , which is a sufficient condition for [e −tij ] to be positive definite as stated in Schoenberg's theorem [BCR84, Theorem 3.2.2].
The symmetry of k where the set S n is the set of all permutations of {1, . . . , n}.
Lemma 2 Let X be a set endowed with a kernel κ and X n the set of sequences of X of cardinal n, that is {x = (x 1 , . . . , x n ), x i ∈ X }. Let x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) be two sequences of X n . Then
is a positive definite kernel on X n × X n .
Proof. For a sequence x and a permutation σ we write x σ for the sequence (x σ(1) , . . . , x σ(n) ). The proof now follows from Haussler's convolution kernels [Hau99] . Namely, we consider the equivalence relation R between two sequences x and y of X n , where xRy if and only if there exists a permutation σ ∈ S n such that x σ = y. Consider now the kernel k for two sequences
which we use to define the convolution kernel
hence the positive definiteness of k per .
We will use the following lemma to adapt the randomized setting proposed by [Bar05] to express the generating function of U (r, c):
Note that this is not equivalent to stating that −T is positive semidefinite, which is only a sufficient condition.
Lemma 3 (Berg, Duran) For each 0 < α ≤ 2, the sequence (n!) α , n ∈ N is a determinate Stieltjes moment sequence, that is there exists a nonnegative measure
We refer to [BD04] for a proof of this result, and more generally to the reference [BCR84] for the exposition of the moment problems and their relationship with harmonic analysis on semigroups. We will only use in practice µ 1 2 , and start using the framework of [Bar05] in the following lemma. andc, and define the positive definite kernel κ(i, j) = γ i γ j e −ti,j , for the kernel indexed on {1, . . . , d} × {1, . . . , d}. We then have that .
