Extremum-seeking guidance endeavors to drive the output of a system to the extremum of an unknown objective function. This paper proposes an extremum-seeking guidance algorithm on SO3 for cases with and without inclusion and exclusion zones. The gradient of the unknown objective function is estimated via a Kalman filter so that the extremum of the objective function can be approximated. To satisfy inclusion and exclusion zone constraints, two different constrained Kalman filters are proposed. The first Kalman filter is a gain-projected Kalman filter, and the second is a novel linear matrix inequality based Kalman filter that is able to accommodate a larger class of constraints. The proposed extremum-seeking guidance algorithm is demonstrated using a performance objective that relates a spacecraft's attitude to received power of an unknown radiation source using a patch antenna.
I. Introduction C ONTROL algorithms are typically designed to minimize the error between a measured output and a desired output. The desired output of the system can be determined in a variety of different ways, such as by a human pilot, by a lookup table scheduled as a function of time, or by a guidance algorithm. Often guidance algorithms are optimal in some sense, where guidance commands are given by the solution of an optimization problem that takes a performance objective into account. The exact relation between a system's output and the performance objective may be unknown. In such a situation, an extremum-seeking guidance algorithm can be used to provide commands, such as a desired trajectory, to a system to maximize or minimize the unknown performance function. Examples of extremum seeking spans several industries, such as the automotive sector [1] [2] [3] , the energy sector [4, 5] , biomedical engineering [6] , and aviation [7, 8] .
Consider extremum-seeking algorithms that attempt to maximize an objective function J: D → R, where J Jz, and where z ∈ D is the performance variable of the plant. There are three main approaches to extremize the objective function J on the restricted domain D ⊂ R n×m , n, m ∈ N, depending on the nature of the constraints. These methods include a Lagrangian approach [9] , a barrier function approach [10] [11] [12] , and an optimization on manifolds approach [13, 14] . Each method has its own strengths depending on the nature of the given constraints. In this paper, extremum seeking on the manifold SO3 and on a constrained subset of SO3 is discussed. In particular, extremum seeking on SO3 is enabled by merging a Lagrangian-based approach and a manifold-based gradient optimization algorithm.
Gradient-based extremum-seeking guidance methods require estimation of the gradient, a process that usually falls in two categories: a parameter estimation approach [3, 15, 16] , and a Kalman filter approach [8] . A Kalman filter is advantageous because it is able to filter measurement noise while providing the gradient estimate and is therefore the approach used in this paper. For constrained subsets of SO3, a constrained gradient optimization method is used, which can be enabled by a constrained filtering method. In this paper, we show how to write attitude inclusion and exclusion zones as linear inequality constraints, which are written as a function of the gradient of the performance function. The linear attitude constraints are constructed at each time step, and a constraint to ensure that the linearization remains valid can then be used. The idea of sequential linearization and then ensuring small step sizes are small is similar to that of [17] . A constrained gradient is then estimated using a gainprojected Kalman filter [18] , which requires linear constraints. This filter projects the posteriori gradient estimate onto a constrained set so that the desired trajectory does not violate the inclusion or exclusion zones. Further discussion of filtering with equality an inequality state constraints can be found in [19] .
In general, a Kalman filter determines the best state estimate in a minimum mean-square error sense. This is an optimization problem that can be formulated as a semidefinite programming (SDP) problem using linear matrix inequalities (LMIs), which can be solved efficiently using interior-point methods ( [20] p. 1). Using an LMI approach to Kalman filtering, state constraints, or set membership can easily be introduced. An LMI-based approach is used for set membership filtering for equality, inequality, and linearized nonlinear constraints in [21, 22] . Unlike the gain-projected Kalman filter, the LMI-based filter modifies the Kalman gain so that the state estimate is constrained during the correction step, and thus no extra constraining step is needed to ensure that the state estimates satisfy the constraints. Using [21, 22] as inspiration, a novel LMI-based Kalman filter is introduced to estimate the constrained gradient for the extremum-seeking guidance problem. The filter has a different structure, different assumptions on the system's characteristics, and a different derivation from that in [21] , and it can handle both the linear inequality and norm constraints placed on the gradient estimates. These attributes make the LMI-based filter well suited for estimating the constrained gradient in extremum-seeking applications.
There are several contributions in this paper that together realize extremum seeking on SO3 and on a constrained subset of SO3.
First, we elucidate the relationship between the gradient of a function on SO3 and a Taylor series expansion of the same function. The extremum-seeking algorithm hinges on this relationship. Second, we demonstrate how to reformulate inclusion and exclusion zones on SO3 as linear inequality constraints that are easily embedded into a constrained optimization problem. To be clear, it is the manner that we reformulate these constraints into a form suitable for constrained optimization that is the contribution, not the fashion that the constraints are initially posed. The initial statement of the attitude constraints is identical to other work, such as in [23, 24] . Third, we demonstrate how to estimate the gradient of an unknown constrained performance function using a gain-projected Kalman filter and a novel LMI-based Kalman filter. The estimated gradient is used in a gradient ascent optimization algorithm. Fourth, we demonstrate the proposed extremum-seeking technique on a spacecraft attitude guidance problem. Specifically, the proposed extremum-seeking guidance law is used to determine a desired attitude that maximizes an objective function, and a feedback control law minimizes the error between the actual attitude and the desired attitude of the spacecraft. For purposes of this paper, the spacecraft's attitude is assumed to be known exactly, but similar control techniques can be applied if the attitude were estimated from sun sensors, star trackers, magnetometers, etc.
The first contribution is developed in Sec. II once pertinent notation and concepts from differential geometry are reviewed. Section III gives an overview of gradient and projected gradient ascent optimization on SO3. Unconstrained and constrained extremum-seeking on SO3 using gradient and projected gradient ascent are shown in Secs. IV and V, respectively. Application of the developed extremum-seeking guidance algorithms to a spacecraft equipped with a patch antenna and three reaction wheels is in Sec. VI, and closing remarks are in Sec. VII.
II. Mathematical Preliminaries
This section briefly introduces necessary notation and then reviews important concepts from differential geometry. The tangent space of SO3 and the gradient of a function f: SO3 → R are explained as well as the relationship between a first-order Taylor series expansion of f and the gradient of f that lies in the tangent space of SO3. The explanation of the gradient is necessary because a gradient ascent optimization method is used for the extremumseeking guidance algorithm.
A. Notation
A frame of reference F a is defined by a set of three orthonormal dextral basis vectors a 1 , a 2 , and a 3 ([25] p. 523). The matrix C ba ∈ SO3 is a direction cosine matrix (DCM) relating the orientation of F b relative to F a , where
where 1 is the identity matrix. The ith column of the identity matrix is denoted as 1 i . A principal DCM about the ith basis vector of F b or F a by an angle α is denoted by C ba C i α. The vector r a is resolved in F a and can be resolved in F b using the relation r b C ba r a . The angular velocity of F a relative to F b resolved in F c is given by ω ab c . The symmetric projection operator P s : R n×n → S n projects the matrix U ∈ R n×n to the set of symmetric matrices, S n fU ∈ R n×n jU U T g, where P s U 1∕2U U T . The antisymmetric projection operator P a : R n×n → son projects a matrix U ∈ R n×n to the set of antisymmetric matrices, son fU ∈ R n×n jU −U T g, where
The DCM C ba can be parameterized by the rotation vector ϕ ba . Specifically, C ba e −ϕ ba × , where e −ϕ ba × is the matrix exponential given by
where ϕ ba ϕ ba T ϕ ba 1∕2 [26] . Computation of ϕ ba is given by ϕ ba −ln C ba ∨ . For a small rotation, that is when ϕ ba ≪ 1, C ba can be approximated as
which can be derived by using small-angle approximations in Eq.
(1). The derivative of e tA , A ∈ R n×n , with respect to t, is de tA ∕dt Ae tA e tA A.
B. Useful Identities
Proposition 1: Let M ∈ R n×n , and Ω ∈ son, then trMΩ trP a MΩ
Proof: Expand the right side using the definition of P a M to obtain the left side.
Proposition 2: Let u, v ∈ R 3 , then
Proof: Use the identity defined by Eq. (2.56b) in [26] in Eq. (4). Proposition 3 (chain rule): Given a function fX: R n×n → R and a function Xy: R → R n×n , the derivative of fXy with respect to y is given by In Sec. III, continuous functions of the form f: SO3 → R are considered. The manifold SO3 is compact, and as such, the function f admits an extremum.
C. Manifolds and Tangent Spaces
The manifold SO3 is an embedded submanifold of R 3×3 [28] . The embedding space of SO3, denoted as SO3, is the manifold R 3×3 . The tangent space to SO3 at C ∈ SO3 is [28] T C SO3 fΩC: Ω ∈ so3g
A manifold whose tangent spaces are equipped with a smoothly varying inner product is called a Riemannian manifold. The manifold R 3×3 has the inner product given by hA; Bi trA T B
where A, B ∈ R 3×3 . The submanifolds and tangent manifolds of R 3×3 inherit this inner product. Thus, SO3 becomes a Riemmannian manifold when T C SO3 is equipped with the inner product defined by Eq. (7). The inner product is important because it is used to define the gradient of a function.
The orthogonal complement of T C SO3 is denoted as T C SO3 ⊥ . An element of Y ∈ T C SO3 ⊥ is defined such that, for all X ∈ T C SO3, hX; Yi 0. The space T C SO3 ⊥ is given by [28] T C SO3 ⊥ fSC: S ∈ S 3 g (8)
Proposition 4: Let T C SO3 be the tangent space of SO3 at C. An element Z ∈ T C SO3 can be decomposed into the sum of an element in T C SO3 and in T C SO3 ⊥ by
where P C and P ⊥ C are projection operators that define the mapping P C : T C SO3 → T C SO3 and P ⊥ C : T C SO3 → T C SO3 ⊥ . These projections are given by [28] 
Proof: Comparing Eqs. (10) and (11) to Eqs. (6) and (8) shows that
⊥ . Evaluating Eq. (9) using Eqs. (10) and (11) completes the proof.
D. Gradients on SO3 from Definition
Let f: SO3 → R be a continuous function, where SO3 is a Riemmanian manifold equipped with the inner product given by Eq. (7). The gradient of f at C, denoted by ∇fC, is defined as the unique element of T C SO3 that, for all Ξ ∈ T C SO3, satisfies
where Γϵ ∈ SO3, Γ0 C, and where Γ 0 0 dΓϵ∕dϵ ϵ0 Ξ [28] . An example of a function Γϵ that satisfies this criteria is Γϵ e −ϵg × C (13)
where g is any element of R 3 . Example 1: Consider the function fC trB T C, which maps SO3 to R, where B ∈ R 3×3 . Evaluating Eq. (12) using Eqs. (13) and (14) yields
Because ∇fC ΩC for some Ω ∈ so3, C∇fC T −CC T Ω −Ω is antisymmetric. Thus, using identity (4) yields
Because Eq. (15) must hold for all g, the gradient is given by
E. Gradients on SO3 Using Projection
A different method to derive a gradient on SO3 can be found using the projections discussed in Sec. II.C. Let f be defined on R 3×3 → R, and let f be the restriction of f defined on SO3 → R. The gradient of f at C is denoted as ∇fC, and the gradient of f at C is denoted as ∇ fC. The gradient ∇ fC is given by [29] 
The gradient ∇fC can be expressed in terms of ∇ fC using Eq. (10), by projecting ∇ fC onto T C SO3, that is [28] ∇fC
Example 2: Let fC trB T C, B, C ∈ R 3×3 , and let f be the restriction of f such that C ∈ SO3. The gradient ∇fC is given by [30] 
Using Eqs. (10) and (18), the gradient ∇fC is given by
which is the same result as in Eq. (16).
F. Gradient from Taylor Series
Although the previous two sections have provided an analytic method to determine the gradient of a function on SO3, a numerical method is needed in this paper for implementation purposes. In this section, we show the relationship between a Taylor series expansion of fC: SO3 → R and the gradient ∇fC. This relationship is critical for the extremum-seeking guidance algorithm presented in Sec. IV.
Let C e −ϕ ×Ĉ be a parameterization of C, whereĈ ∈ SO3 is constant, and where ϕ ϕ 1 ϕ 2 ϕ 3 T ∈ R 3 represents a rotation from the nominalĈ. The first-order Taylor series expansion of a function fCϕ atĈ, that is around the point ϕ 0 δϕ, is given by
where b b 1 b 2 b 3 T is the gradient of Eq. (20), and where
Because b ∈ R 3 is the gradient of fCϕ: R 3 → R at ϕ 0, and ∇fĈ ∈ TĈSO3 is the gradient of fC: SO3 → R atĈ, the matrices b and ∇fĈ are different. However, for brevity, we refer to both b and ∇fĈ as the gradient. We feel that this practice is acceptable in this paper because b can uniquely identify ∇fĈ and vice versa, via the relation given in Proposition 5.
Proposition 5: The gradient b and the gradient ∇fĈ are related via
Proof: Because the parameterization of C e −ϕ ×Ĉ results in C ∈ SO3 for all ϕ ∈ R 3 , we are able to relax f to f. Using Eqs. (17) and (21), and the chain rule given by Eq. (5), each element of b is given by
where ∇ fĈ is the gradient of f atĈ. Using Eqs. (3) and (4), Eq. (23) simplifies to
and thus
Right multiplying Eq. (24) byĈ and substituting in Eq. (18) yields Eq. (22).
III. Maximization of a Function J: SO3 → R
In this section, we review the gradient ascent and constrained gradient ascent methods to solve the problem where J: SO3 → R is continuous, α i ∈ R, and n c is the number of constraints. Because the manifold SO3 is compact [28] , and because J is continuous, J has an extremum in SO3 by Theorem 1. Equation (26) can be used to define both inclusion zones and exclusion zones, where x i b and C ba y i a must have a separation angle no larger than α i . To conserve the "≥" sign, the exclusion zone between x i b and C ba y i a with angle α i is written as
In Sec. III.A, the algorithm to solve the unconstrained problem [Eq. (25)] is considered. In Sec. III.B, the algorithm to solve the constrained problem defined by Eqs. (25) and (26) is shown.
A. Gradient Ascent
A retraction on a manifold is a mapping from the tangent space to the manifold, that is T C SO3 → SO3. The retraction of ∇fC ΩC is given by a Riemannian exponential mapping on SO3 and is defined as R C ΩC e Ω C [28] .
Example 3: Consider the gradient from examples 1 and 2. The retraction of ∇fC −P a CB T C is given by
and Eq. (1) can be used to evaluate the exponential in Eq. (28), with ϕ P a CB T ∨ . ■ Let the optimizer of J JC ba be C b ⋆ a . The frame F b k is a frame that is defined at the kth step of the gradient ascent algorithm. The gradient ascent algorithm determines successive C b k1 a using the gradient of J at C b k a , given by ∇JC b k a . The matrix C b k1 a is given by
where 2κ k > 0 is the step size [28] . When the gradient ∇JC b k a is determined from a Taylor series such as in Eq. (20) , the update law is given by (30) is obtained by substituting Eq. (22) into Eq. (29), which is the critical step that enables the extremumseeking algorithm. This gradient ascent algorithm is shown in Fig. 1 . The step in the tangent space
by the dark arrow (or blue arrow online). The retraction from T C b k a SO3 to SO3 is represented by the light arrow (red arrow online). The shading represents values of J, with the maximum value at the star (red shading online), and the minimum values at the shading of the edges of the sphere (blue shading online).
If the objective function is known and can be evaluated, κ k can be chosen via an exact line search to ensure that there is a sufficient decay in J. However, the exact line search can be computationally expensive, and thus the line search can be approximated via Armijo's rule to provide a maximum step size [31] . Wolfe's conditions also provide a provision for sufficient decrease by providing a lower bound on the step size [31] . In extremum seeking, the objective function cannot be evaluated, and neither of these conditions can be used. Instead, the step size κ k can be chosen to satisfy
where d min is a minimum step size, and d max is a maximum step size. These conditions do not directly ensure a sufficient decrease but allow for quicker convergence of J when the curvature of J becomes small.
B. Constrained-Gradient Ascent
Consider the optimization problem given by Eqs. (25) and (26) . This problem is solved by incorporating constraints to the gradient ascent method presented in Sec. III.A. The updated DCM C b k1 a must satisfy Eq. (26) , and thus Eq. (26) is rewritten as
The constraint defined by Eq. (32) can be transformed to a linear inequality constraint if the step d k is small. One method to obtain a small d k is by considering the norm constraint
With a small step d k , the small-angle approximation [Eq. (2)] can be used, and Eq. (30) becomes Substituting Eq. (34) into Eq. (32) yields
Simplifying and rearranging Eq. (35) yields
where
. .
and where
The linearization of the constraint is the second contribution. The linearization is possible because we are looking for C b k1 a in the neighborhood of C b k a rather than looking for any C b k1 a that satisfies Eq. (32) . Other methods to determine attitude based on inclusion and exclusion zones can be found in [23] , but this method uses quaternions and quadratic constraints. In [24] , admissible sets are used, and this method does not fit within this framework. Equation (36) is a linear constraint, which works well given the nature of the application, which is a projected gradient optimization.
The DCM C b k1 a is still given by Eq. (30), but d k is chosen as the minimizer of
such that Eqs. (33) and (36) (38) where the minimizing d k is given by
Equation (39) With a small step size κ k , ignoring Eq. (33) is acceptable if it is either assumed or known that κ k b k is always small. When estimating the constrained gradient in Sec. V, the gain-projected Kalman filter of Sec. V.A requires linear constraints, and norm constraints must be reformulated or ignored. However, the Kalman filter in Sec. V.B that uses LMIs to determine the filter gain is capable of using Eq. (33) directly in the filter formulation.
IV. Unconstrained Guidance on SO3 with an Unknown Objective Function
Consider the system shown in Fig. 2 . The attitude of F b relative to F a is parameterized by C ba . The function J: SO3 → R is a performance function. The outputs of the plant are C ba and the measurement of J JC ba , described in Sec. IV.A. The extremumseeking guidance law determines a desired frame F d and the DCM C da . The attitude error C bd C ba C T da is used for feedback in the controller to drive C ba to C da . Ideally, the desired attitude C da converges to C b ⋆ a , where C b ⋆ a is an unknown extremum of JC ba . Therefore, because C ba converges to C da through feedback control, C ba converges to C b ⋆ a . When the mapping of SO3 → R of J is unknown, the gradient must be estimated to use the gradient ascent algorithm from Sec. III.A.
Using the gradient ascent optimization method and Eq. (30), the desired attitude is given by
where d k is the step. The purpose of this section is to explain how to determine d k for unconstrained extremum seeking on SO3. Because d k is determined from the gradient, the gradient must be estimated. The gradient is estimated using measurements described in Sec. IV.A, and the filter described in Sec. IV.B.
A. Performance Measurements
The estimation of the gradient of J is enabled by taking a first-order Taylor series expansion of J, using Eq. (20), at
where b k is the gradient of J at C b k a . The units of b k is typically the unit of J per radian. When using a first-order Taylor series expansion, it is implied that the Taylor series is a valid approximation of J in the neighborhood of C b k a . Therefore, if we knew the exact value of b k , JC b k−1 a could be approximated by evaluating Eq. (41) at C ba C b k−1 a to obtain
However, in extremum seeking, b k is unknown, and the measurement of the performance function JC b k−1 a and JC b k a is known. Thus, instead of using the Taylor series to approximate J in the neighborhood of C b k a , the Taylor series is used to approximate b k in the neighborhood of C b k a , using measurements of J at attitudes C b k−l a , for l 0; : : : ; N. The linear case is detailed in [8] , but for clarity, an example for a function J: R → R is shown in Fig. 3 . On the left of Fig. 3 , the Taylor series at x k can be used to approximate Jx k−1 . On the right, multiple measurements of x and J can be used to approximate the Taylor series at x k . The exact first-order Taylor series cannot be obtained due to the sampling, but if measurements are made close enough together, the difference between the approximated Taylor series and the actual Taylor series is negligible. Returning to J: SO3 → R, Eq. (41) evaluated at C ba C b k−l a , l 1; : : : ; N, and rearranged results in . . .
where (42) is written more compactly as where
Both y k and H k can be determined from the current and previous attitude estimates of the plant. Determining b k using Eq. (43) is a parameter estimation approach to extremum seeking, where b k contains the parameters, and H k is the regressor. As such, persistence of excitation is required for observability of b k [8, 32] . In this paper, a Kalman filter formulation is used to estimate b k . When augmented with measurement noise, Eq. (43) forms the basis of the measurement model for the Kalman filter approach, as explained in Sec. IV.B. The Kalman filter approach also requires persistence of excitation [8] .
B. Kalman Filter Formulation
A linear time-varying Kalman filter is used to estimate b k , by specifying a process model and by modifying Eq. (43) to be the measurement model, where both are given by
, and where y k and H k are defined in Eq. (44). The notation w ∼ N w; Q, w, w ∈ R n , Q ∈ R n×n , indicates that w is Gaussian with a mean of w and covariance Q.
The Kalman filter estimates b k using a prediction step
and a correction stepb
whereb k andb − k are the predicted and estimated gradient, and P − k and P k are the predicted and estimated error covariance. Equation (48) is known as the "Joseph form" and is more numerically stable than other forms, while still being valid for any gain K k [26] . This is useful because, in Sec. V.B, Eq. (48) can be used to correct P − k to obtain P k .
In Sec. V.B, the derived K k is different from the traditional Kalman gain, which is found by minimizing trP k [26] . The Kalman gain K k is given by
The step is determined using the estimated gradient,
where w pe k is persistent excitation required to ensure observability of the performance function [8] . The desired attitude is given by substituting Eq. (50) into Eq. (40).
V. Constrained Guidance on SO3 with an Unknown Objective Function
Constrained extremum-seeking guidance is similar to the unconstrained version in that the step d k from Eq. (40) must be determined. Two different constrained extremum-seeking guidance problems are considered in this section. First, the gain-projected Kalman filter solves an extremum-seeking problem to maximize Eq. (25) , subject to the inclusion and exclusion zones [Eq. (26) ]. The gain-projected Kalman filter estimates the constrained gradient that can be used with the constrained gradient ascent method from Sec. III.B. As the name implies, the gain-projected Kalman filter estimates the gradient and then projects it to a constrained set. Second, the LMI-based Kalman filter solves almost the same problem as the gain-projected Kalman filter. Unlike the gainprojected Kalman filter, which only handles linear equality and inequality constraints, the LMI-based Kalman filter can handle any type of LMI-based constraints. The disadvantage is that an SDP must be solved at each guidance step, but norm constraints can be efficiently handled with this formulation. Therefore, the norm constraint given by Eq. (33) is considered in addition to the inclusion and exclusion zones [Eq. (26)].
A. Gain-Projected Kalman Filter
The projected gradient method can be incorporated in the Kalman filter by using the gain-projected Kalman filter [18] , which is a simple modification to the filter in Sec. IV.B. The gradient is first estimated as in the unconstrained case to obtainb k . The constrained gradient estimateb k is then obtained by solving κ k A con;kbk ≥ ξ con;k (51) where Eq. (51) is obtained by substituting d k κ kbk in Eq. (36) . The solution to this minimization problem is given bỹ
At the next iteration, where k has been incremented by 1, the new prediction step is given byb
There is no change to the predicted covariance matrix P k , given by Eq. (48). The gain-projected method does not bias the Kalman filter and is simple to implement, which makes this method effective for scenarios with limited computational resources [18] . The desired attitude C d k1 a is given by substituting
B. Kalman Filter with Linear Matrix Inequality Constraints
The LMI-based Kalman filter does not require a step to constrainb k tob k . Rather, the gain K k is determined so that the constraints are imposed directly on the estimateb k . The constraints are given by
where Eq. (54) is obtained from Eq. (33) by substituting d k κ kbk . The matrix ζ k ≥ 0 is a slack variable, which transforms Eq. (53) to a soft constraint. This slack variable is critical because, if C b k a is not feasible, a largeb k might be necessary to satisfy Eq. (53), which could violate Eq. (54). In this situation, without ζ k , it would be impossible to simultaneously satisfy both sets of constraints. Any optimization problem posed with these constraints would be infeasible. The gain matrix K k is chosen to minimize the objective function
which is inspired by the recursive least-squares [33] and maximum-likelihood approach to deriving the Kalman filter [34] . This objective function weighs the term y k − H kbk with respect to the measurement covariance R k and weighs the residual between the prior and posterior estimates with respect to the prior covariance P − k . The matrix s k ≥ 0 is a weighting column matrix that penalizes a nonzero slack variable ζ k . The matrix s k is chosen to be sufficiently large to render C b k a feasible by driving ζ k to zero. When the constraints are infeasible, the term s T k ζ k is the dominant term of J k , and thus the primary objective is to satisfy Eq. (53) with a zero slack variable. Once this occurs, the first term of J k is the dominant term, and normal Kalman filtering behavior ensues.
Using the correction of the state estimateb k b 47), where r k y k − H kb − k is the innovation term, the objective function can be rewritten as
Note that, without the norm constraint, ζ k is ignored, and the Kalman gain given by Eq. (49) can be recovered by differentiating Eq. (55) with respect to K k and solving for K k .
A new matrix variable Z k is introduced to transform Eq. (56) to a linear convex objective function given by [29] 
where Z k is subject to the constraint
Using the Schur complement ( [20] pp. 7-8), Eq. (58) can be converted to an LMI in terms of Z k and K k : 
The gain K k is found by minimizing Eq. (57) subject to Eqs. (59-61). The correction for P − k is still given by Eq. (48). Usinĝ b k from this section, d k is determined using Eq. (50), and the desired attitude C d k1 a is once again found using Eq. (40).
VI. Numerical Example
Three different extremum-seeking guidance algorithms are used for guidance of a spacecraft with a patch antenna. The guidance algorithms attempt to align the antenna with an unknown source, which could be from another spacecraft or from a ground station, to maximize received power, while satisfying inclusion and exclusion zones. For simplicity, in this numerical example, the position of the radiation source relative to the spacecraft does not change over time. The three Kalman-filter-based guidance algorithms are 1) the unconstrained Kalman filter, 2) the gain-projected Kalman filter with inclusion and exclusion zones, and 3) the LMI-based Kalman filter with norm and attitude constraints. The control input to the wheels is given by η, a wheel acceleration. Frame F a is inertial, F b is the body frame of the spacecraft, and F d is the desired body frame representing the desired spacecraft attitude. The DCM C ba parameterizes the attitude of the spacecraft relative to F a and is assumed to be known deterministically. In practice, C ba can be estimated using a suite of sensors such as a magnetometer, a sun sensor, a horizon sensor, and others. The spacecraft's dynamics are given by [35, 36] 
In particular, the spacecraft's moment of inertia is J 
Patch Antenna and Performance Function
The received power of an antenna, denoted by C, is given by [37] C P EIRP L s L a G r
where P EIRP is effective isotropic radiated power, L s is the space loss, and L a is the transmission path loss. For simplicity, let P EIRP L s L a 1 W, and thus C G r ⋅ 1 W. Let the patch antenna be mounted on the spacecraft such that b 3 associated with the body frame is normal to the patch antenna. The radiation pattern of the patch antenna is given by the function G r θ; ϕ, where θ and ϕ can be found from
The radiation pattern is shown in Fig. 4 [38] . The objective at hand is to maximize JC ba CC ba G r C ba ⋅ 1 W, where J is all that is available to the guidance algorithm. To be clear, the guidance algorithm uses measurements of received power but does not know the explicit relationship between received power and attitude. The attitude that maximizes the antenna gain is given by C b ⋆ a θ ⋆ ; ϕ ⋆ . This attitude corresponds to when b 3 is aligned with a 3 and, as such, θ ⋆ 0 deg and ϕ ⋆ ∈ R. Because the guidance algorithm has no knowledge of where the radiation source is, the guidance algorithm has no knowledge of C b ⋆ a . The maximum performance is JC b ⋆ a 4.61 W. The actual gradient of JC ba is determined numerically in simulation to determine the gradient estimate error. Received power is measured at 10 Hz, and white noise with standard deviation of 0.05 W is added to each measurement of received power.
Attitude Constraints
Inclusion zones and exclusion zones often arise constraints on sensors or scientific payloads onboard the spacecraft. For example, a star tracker cannot point toward the sun, an Earth surveillance sensor must always point toward the Earth, and solar cells should point toward the sun. The exclusion and inclusion zones are given by The constraint associated with x 1 b , y 1 a , and α 1 is the exclusion zone. [38] . Gain below 3 dBi not pictured for clarity.
Guidance Algorithms
The guidance algorithms run at 2 Hz have N 5 measurements, with one measurement taken at a frequency of 5 Hz. These values are chosen so that the spacecraft has time to react to a change in desired attitude and so that enough new measurements of J can be made. The weight s k is chosen as s k 10 5 1 1 1 T , and the LMIs are solved using the MOSEK solver [39] with the YALMIP interface [40] in Matlab. The persistent excitation w pe k is set to w pe k 0.001 sin0.05πk1 1 1 T rad. As in [8] , to ensure smooth commands to the attitude controller, the gradient estimate is filtered with a first-order low-pass filter with a cutoff frequency of 0.08 Hz.
The Kalman filter is used in a similar manner to filters used for parameter estimation. As such, the matrix R k can be characterized using the noise of the received power measurements. A single element of y k is the difference between two measurements of the objective function. Because the noise added to a measurement of the objective function has a standard deviation of 0.05 W, the standard deviation of noise of the difference of two measurements is 0.05 2 p W. Using this information and the update rate of the Kalman filter, R k is set to R k 0.0011 W. It is more difficult to characterize the Q k−1 matrix. Various methods exist to tune Q k−1 , such as a retrospective optimization [41] , but trial and error is used in this paper, where Q k−1 0.0021 W∕rad. The initial error covariance estimate is P 0 1 W∕rad, and the initial gradient estimate isb 0 0 W∕rad.
The Kalman filters use a κ k of 0.15, and the LMI-based Kalman filter uses the norm constraint [Eq. (54)] with d max 0.25 W∕rad. Considering the interpretation that the norm of d k represents an angle of rotation in radians, d max 0.25 W∕rad corresponds to a maximum rotation of 14 deg for each iteration of the guidance algorithm, ensuring the small-angle approximation used for the attitude constraints is always valid.
Control Algorithm
The desired attitude C d k a is fed to the discrete-time attitude controller, given by
where 
B. Simulation Results

Unconstrained Kalman Filter
The simulation results with the unconstrained Kalman filter are shown in Fig. 5 . Figure 5a shows that J converges to 4.61 W, which corresponds to the maximum possible performance. Near J 4.61 W, the magnitude of the gradient becomes quite small, and without d min , the convergence time would be much longer. The middle plot in Fig. 5a shows the values of the constraints. For the constraints to be satisfied, both lines must be greater than zero. A dotted black line is shown to emphasize the zero line on the plot. Figure 5b shows that the gradient estimate error converges to zero and that the errors mostly remain within the 3σ bounds. Figure 6 shows a three-dimensional plot of the results from the unconstrained and the gain-projected Kalman filters. The left cone (red cone online) is the exclusion zone, and the right cone (green cone online) is the inclusion zone. The darker trace (red trace online) is the locus of points created by the tip of x 1 from Eq. (66), and the lighter trace (green trace online) is the locus of points created by x 2 from Eq. (67). In the unconstrained formulation shown in Fig. 6a , the lighter line remains clear of the inclusion zone. As it happens, the darker line does not venture in the exclusion zone, but there is no guarantee that this will happen given different initial conditions or noise characteristics. The black vectors form the basis for F a , and the grey (dark-green/blue online) vectors are the bases for F d and F b respectively. However, because the controller drives the error C bd to 1, F d and F b are virtually indistinguishable in this plot.
Gain-Projected Kalman Filter with Attitude Constraints
The gain-projected Kalman filter considers the inclusion and exclusion zones from Eqs. (66) and (67), and the results of this simulation are shown in Fig. 7 . Figure 7a shows that J converges to JC b ⋆ a 4.61 W, the theoretical maximum of the constrained problem. In addition, the initial reaction of the extremum-seeking guidance algorithm is to ensure that the inclusion zone constraint is satisfied. As a result,b and d k become large, and estimation ofb is poor, as shown byb escaping the 3σ bounds in Fig. 7b . Once the attitude constraints are satisfied, the gradient estimates improve, and the 3σ bounds are satisfied. Note that the gradient estimate errors are the difference between the constrained gradient estimateb k and the constrained gradient b c k . The constrained gradient is obtained by constraining b k using the same equation that is used forb k , that is Eq. (52).
The three-dimensional plot of the gain-projected Kalman filter is shown in Fig. 6b . The light grey line (green line online) begins outside the inclusion zone cone (green cone online) and initially follows a trajectory perpendicular to the inclusion zone. This part of the trajectory is when the guidance algorithm seeks to satisfy the attitude pointing constraints. The second part of the light grey line is when the guidance algorithm seeks to maximize JC ba . In this plot, b 3 is not exactly aligned with a 3 , but this is expected because received power is not sensitive near the extremum, which is to say the gradient near the optimum is quite shallow. Figure 8 shows the performance of the attitude control law with the gain-projected Kalman filter simulation. Specifically, Fig. 8a shows that the angular velocity and attitude errors trend to zero, which indicates that C bd does in fact trend to 1. Figure 8b shows the reaction wheel rates and control torques, which also go to zero because there are no external torques acting on the spacecraft. 
VII. Conclusions
This paper presents several useful results for unconstrained and constrained extremum-seeking guidance on SO3. First, the relationship between the gradient of a function on SO3 and the gradient of its Taylor series expansion is given. Second, it is shown how to transform inclusion and exclusion zone attitude constraints to a linear inequality constraint. Third, three different Kalman-filterbased extremum-seeking guidance algorithms are presented to estimate the gradient of an unknown function on SO3 to find an extremizing attitude. Each filter has its unique advantages and can be chosen based on the level of complexity of the application. Numerical simulations are presented to demonstrate the effectiveness of the extremum-seeking guidance algorithms.
Several avenues exist to improve the proposed extremum-seeking algorithm. In the present paper, the guidance law may cause the attitude controller to command unrealistic torques. To prevent this, the torques can either be saturated, or the guidance algorithm can be augmented with a model of the spacecraft dynamics. Using the spacecraft dynamics, torque limits can be written as a function of desired attitude using an LMI, which can be incorporated in the LMIbased Kalman filter. The resulting guidance algorithm will generate an attitude trajectory that will nominally keep control torques within acceptable limits. In addition, other optimization algorithms, such as conjugate-gradient methods, can improve the performance of the extremum-seeking algorithm. Finally, the transformation of inclusion and exclusion zone constraints to linear inequality constraints may prove to be a useful transformation for other areas of research, such as optimal control or path planning. 
