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Abstract 
During the last decades, the information gathering process has considerably changed 
in science, research and development, and the private life. Whereas Web pages for 
private information seeking are usually accessed using well-known text-based search 
engines, complex documents for scientific research are often stored in digital librar-
ies and will usually be accessed through domain specific Web portals. Considering 
the specific domain of chemistry, portals usually rely on graphical user-interfaces 
allowing for pictorial structure queries. The difficulty with purely text-based 
searches is that information seeking in chemical documents is generally focused on 
chemical entities, for which current standard search relies on complex and hard to 
extract structures. 
In this thesis, we introduce a retrieval workflow for chemical digital libraries ena-
bling text-based searches. First, we explain how to automatically index chemical 
documents with high completeness by creating enriched index pages containing dif-
ferent entity representations and synonyms. Next, we analyze different similarity 
measures for chemical entities. There are many different measures available, all of 
them relying on fingerprint representations of chemical entities. Our evaluations 
clearly show that many combinations are uncorrelated and that it is not possible to 
assign these uncorrelated combinations to specific chemical search tasks. The reason 
is that each chemist has specific background knowledge influencing his/her subjective 
perception of relevance. In order to model such implicit knowledge, we cluster 
chemical entities based on their functional groups. Using the functional groups clus-
ters for retrieval, we are able to reduce the size of the result set by up to 90% 
without losing quality. 
Furthermore, since users often search for chemical entities occurring in a specific 
context, we also show how to use contextual information to further enhance the 
retrieval quality. We present two different approaches: The first uses a similarity 
measure composed of different features gathered from the Wikipedia pages of the 
chemical entities. The resulting similarity measure combines context and entity sim-
ilarity leading to improved retrieval quality compared to standard text-based search. 
In the second approach, we annotate chemical documents with cross-domain con-
text terms. We use documents from the related domain of biomedicine, which are 
annotated with terms from the MeSH ontology. Then, we learn classification models 
based on the contained chemical entities and automatically annotate chemical docu-
ments with these terms. To assure that the associated terms are semantically related 
to the content of the documents, we use Wikipedia as a semantic filter and remove 
all unrelated terms. Our experiments prove the usefulness of cross-domain ontology 
terms for improving the retrieval quality for contextual search in chemistry. 
However, the annotated terms will not help for contextual search if the users use 
different vocabulary than provided by the annotated terms. Therefore, we present 
an approach that semantically enriches documents with Wikipedia concepts to over-
come the vocabulary problem. Our evaluations show that the provided approach 
outperforms state-of-the-art query expansion and Latent Semantic Analysis meth-
ods. With Wikipedia we are able to bridge the gap between the context terms pro-
vided by the users and the vocabulary used in the documents. Since for most queries 
a huge amount of possibly relevant hits are returned to the user, we further present 
an approach summarizing the documents’ content. Each document is represented as 
a tag cloud consisting of its associated Wikipedia categories. Our experiments with 
domain experts show that Wikipedia categories are even more useful to describe 
chemical documents than terms from a domain-specific ontology. Thus, we can state 
that the Wikipedia categories system can be used in domain-specific portals to over-
come the problem of expensive, manually created ontology knowledge. 
Finally, we present an architecture for a chemical digital library provider combin-
ing the different steps enabling semantically enriched text-based retrieval for the 
chemical domain. 
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Zusammenfassung 
Über die letzten Jahre hat sich der Prozess der Informationssuche stark verändert. 
Während im privaten Bereich meistens über eine text-basierte Websuche auf Infor-
mationen zugegriffen wird, erfolgt der Zugriff auf Dokumente für den wissenschaft-
lichen Gebrauch in der Regel über domänenspezifische Web Portale. Betrachtet man 
beispielsweise die Domäne der Chemie, basieren Web Portale auf speziellen grafi-
schen Benutzeroberflächen, die gezeichnete, strukturbasierte Anfragen ermöglichen. 
Da die Informationssuche für chemische Dokumente generell auf chemischen Enti-
täten basiert, die wiederum aus komplexen Strukturen bestehen, birgt eine reine 
text-basierte Suche eine Vielzahl von Herausforderungen. 
In dieser Arbeit stellen wir uns diesen Herausforderungen und entwickeln einen 
Retrieval Workflow für eine chemische digitale Bibliothek, der text-basierte Suchen 
ermöglicht. Als erstes erläutern wir wie man chemische Dokumente automatisch 
indexiert, indem wir Indexseiten erzeugen, die mit semantischen Informationen an-
gereichert werden. Diese Seiten beinhalten für jede chemische Entität des Doku-
mentes alle Synonyme, sowie unterschiedliche Repräsentationsmöglichkeiten. Im 
Folgenden erklären wir wie man Ähnlichkeit zwischen chemischen Entitäten bestim-
men kann. In der Chemie gibt es eine Vielzahl von Ähnlichkeitsmaßen. Alle haben 
gemein, dass sie auf einer Fingerprint Darstellung der chemischen Entitäten basieren. 
Unsere Auswertungen mit den verschiedenen Maßen zeigen, dass viele unkorreliert 
sind. Darüber hinaus wird klar, dass diese unkorrelierten Maße nicht zu spezifischen 
Suchtasks der Chemie zugeordnet werden können. Der Grund ist, dass Chemiker 
spezielles Hintergrundwissen haben, das ihr subjektives Relevanzempfinden beein-
flusst. Um dieses Relevanzempfinden zu modellieren fügen wir chemische Entitäten 
basierend auf ihren funktionellen Gruppen zu Clustern zusammen. In dem wir diese 
Cluster für das Retrieval verwenden, sind wir in der Lage, die Größe der Ergebnis-
menge um bis zu 90% zu reduzieren, ohne jedoch die Retrievalqualität zu verschlech-
tern. 
Im Anschluss beschäftigen wir uns mit der Tatsache, dass Benutzer häufig nach 
chemischen Entitäten suchen, die in einem bestimmten Kontext auftreten. Es ist 
wichtig diese Kontextinformation zu berücksichtigen um die Retrievalqualität weiter 
zu verbessern. Wir präsentieren zwei verschiedene Ansätze um kontextuelle Suche 
zu ermöglichen. Im ersten Ansatz entwickeln wir ein Ähnlichkeitsmaß, das sich aus 
verschiedenen Features zusammensetzt, die wir aus den Wikipedia Seiten der jewei-
ligen chemischen Entitäten extrahieren. Das entstandene Maß kombiniert Entitäten- 
und Kontextähnlichkeit und führt zu einer verbesserten Retrievalqualität im Ver-
gleich zur Standard Textsuche. Im zweiten Verfahren annotieren wir chemische Do-
kumente mit Kontext Termen, die wir aus verwandten Domänen beziehen. Wir 
nutzen Dokumente aus dem Bereich der Biomedizin, die wiederrum alle mit Termen 
aus der MeSH Ontologie annotiert sind. Im nächsten Schritt lernen wir Klassifikati-
onsmodelle, basierend auf den in den Dokumenten beinhalteten chemischen Entitä-
ten. Mittels dieser Modelle werden chemische Dokumente automatisch mit den Ter-
men der MeSH Ontologie annotiert. Um sicherzustellen, dass die annotierten Terme 
auch semantisch mit dem Inhalt der Dokumente zusammenhängen, nutzen wir Wi-
kipedia als eine Art semantischen Filter und entfernen alle irrelevanten Terme. Un-
sere Experimente unterstreichen die Nützlichkeit dieser Annotationen für kontex-
tuelle Suche in der Chemie. 
Allerdings sind diese Terme nutzlos, falls die Benutzer ein völlig anderes Vokabular 
für ihre Kontextterme verwenden. Deshalb präsentieren wir einen Ansatz, der die 
Dokumente semantisch mit Wikipedia Konzepten anreichert um das Problem des 
unterschiedlichen Vokabulars zu beheben. Unsere Experimente zeigen, dass der vor-
gestellte Ansatz bessere Ergebnisse erzielt als Methoden basierend auf Query Ex-
pansion und Latent Semantic Analysis. Mit Wikipedia sind wir in der Lage die Lücke 
zwischen den gewählten Kontexttermen der Benutzer und dem Vokabular der Do-
kumente zu schließen. 
Ein weiteres Problem, dem wir uns im Rahmen dieser Arbeit gestellt haben, ist, 
dass für die meisten Anfragen eine Vielzahl von möglicherweise relevanten Treffern 
zurückgeliefert wird. Deshalb präsentieren wir eine Methode um den Inhalt der Do-
kumente auf übersichtliche Weise darzustellen. Jedes Dokument wird als eine Tag 
Cloud bestehend aus Wikipedia Kategorien dargestellt. Interessanterweise zeigen 
unsere Versuche mit Domänenexperten, dass die Wikipedia Kategorien besser ge-
eignet sind um chemische Dokumente zusammenzufassen als die Terme einer do-
mänenspezifischen Ontologie. Daraus können wir folgern, dass die Wikipedia Kate-
gorien eine gute Alternative für domänenspezifische Portale darstellen, um das Prob-
lem der teuren, manuell erzeugten Ontologien zu beheben. 
Schlussendlich präsentieren wir eine Architektur für eine chemische digitale Bib-
liothek, die die gewonnenen Erkenntnisse kombiniert und semantisch angereicherte, 
text-basierte Suche in der Chemie ermöglicht. 
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Chapter 1 
Introduction 
In recent years, access to information and information gathering processes have 
changed in both academic as well as industrial research. Whereas libraries as physical 
institutions are losing importance, more and more information is made available 
online by specialized content providers like topical digital libraries, (open access) 
journals, and publishing houses. The connection between these providers is that 
digital libraries contain several (open access) journals and work together with the 
related publishing houses, which hold the copyright licenses. In general, based on the 
DELOS Digital Library Reference Model [1], a digital library is defined as: 
“An organization, which might be virtual, that comprehensively collects, manages and 
preserves for the long term rich digital content, and offers to its user communities special-
ized functionality on that content, of measurable quality and according to codified policies.” 
In other words, digital library providers have to meet the following fundamental 
requirements to enable suitable retrieval. The documents stored in a digital library 
are typically part of the deep Web, meaning they cannot easily be found by search 
engine crawlers. Thus, to collect and manage the digital content, it is necessary to 
build proper indexes by extracting terms and enriching them with additional 
metadata. Moreover, the indexed data has to be complete and of high quality. To 
offer appropriate access to the indexed data, it is important to define ranking func-
tions and to offer comprehensible representations of search results. 
It is interesting to see that besides the common catalog-based searches for liter-
ature and mostly bibliographic information, digital library providers nowadays also 
extend their services to add value. In particular, personalizable portals enabling user-
centered searches over heterogeneous document collections and databases are cur-
rently gaining momentum. Indeed, consumers may have different workflows and ex-
pectations when searching for relevant literature, strongly depending on the scien-
tific domain, the level of expertise, and the task at hand. There are many different 
topic-centered providers, offering access to domain specific literature. In the course 
of this thesis, we choose chemistry as an example domain. 
1.1. Foundations of Chemical Search 
In the domain of chemistry, information seeking is essentially centered on chemical 
entities. The usual representation of chemical entities is often based on chemical 
structures, which are somehow embedded (often as drawn structures) into the doc-
uments. Thus, to assure the high quality requirements of a chemical digital library, it 
is necessary to extract and index chemical entities from documents. The problem is 
that graphical representations of chemical entities still cannot be easily transferred 
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into the digital world once published in a document. Whereas domain experts can 
easily identify the shown structures and classify them in the context of the docu-
ment, it is currently impossible to extract this information automatically while meet-
ing the high quality standards of a digital library. Over the last years, several projects, 
like CLiDE Pro1 or chemoCR2, focused on developing a chemical optical recognition 
for the reconstruction of chemical structure information from digitized documents. 
However, recognition rates always have proven to be insufficient for a production 
environment [2], [3], [4], [5]. 
Facing these problems, service provider for chemical information offer specialized 
indexes. These indexes are built by manually identifying and indexing all chemical 
structures from a document collection in structure databases. The amount of manual 
work required for building and maintaining such indexes results in high costs. Today, 
the most important provider in the domain of chemistry is the Chemical Abstract 
Service (CAS). CAS as a subsidiary of the American Chemical Society (ACS) offers 
a specialized digital library indexing a variety of chemical document collections. The 
CAS Registry, as addition to the CAS database, was already introduced in 1965 to 
overcome problems with identifying chemical entities based on their names. Since 
digital libraries promise high quality information access, the ACS is maintaining their 
entity database by manually indexing all chemical entities occurring in journal articles, 
conferences, patents, and many other research publications in the chemical domain. 
Further, they annotate the documents in order to build their CAS search index for 
chemical literature, resulting in a high quality digital library. This quality is gained at 
the expense of high costs for the manual indexing process. For each chemical entity, 
approximately three Euros have to be spent to fully store relevant information in 
the CAS registry, when extracted from literature and correctly drawn by a domain 
expert for a structure database. Currently the CAS registry comprises over 73 mil-
lion substances, but search engine access is very expensive and strictly restricted to 
subscribers at a price starting from 2,600 USD/year for a single user subscription 
dependent on the size of the company. 
There are also first approaches for automatically extracting textual representa-
tions of chemical entities from documents to overcome the expensive manual ex-
traction process. Prime examples are the OSCAR framework [6], [7] and ChemSpot 
[8]. OSCAR can identify and extract multiple name variations of chemical entities. 
In combination with name-to-structure algorithms these entity names can also be 
transformed into chemical structure information. Of course, the quality of automatic 
entity extraction is not as good as manual annotations. Dependent on the query 
term the recognition rates of OSCAR vary between 69% to 81% for recall and 64% 
to 75% for precision [6]. The ChemSpot framework was evaluated on the SCAI 
corpus [9] and reaches an average recall of 71.9% and an average precision of 76.6%. 
                                            
1 www.keymodule.co.uk/CLiDE.html 
2 www.scai.fraunhofer.de/chemocr.html 
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Nevertheless, compared to expensive manual annotations these frameworks are 
helpful alternatives to extract chemical terms. 
Access to chemical information is usually performed through graphical interfaces. 
By drawing a chemical structure, a domain expert can thus formulate a query, which 
in turn will be parsed by the chemical query parser and matched against entities’ 
fingerprints stored inside a structure database. Already during the 19th century, in-
spired by the work of Jacob H. van’t Hoff and August Kekulé, drawings of chemical 
structures became the common way of communicating chemical information about 
substances and their reactions. Today, we speak of chemical structure representa-
tions as the ‘language of chemists’ [10]. The chemical structure is a simple to under-
stand, yet most precise way to uniquely describe a chemical entity, leaving the am-
biguity of systematic, IUPAC3, trivial, or brand names behind. Graphical representa-
tions of chemical entities are therefore commonly used as query terms when search-
ing for chemical information. However, chemists use different types of (graphical) 
queries to search for information.  
The most common type is a chemical substructure search, where all molecules 
from a database are retrieved that contain a user-defined query substructure inde-
pendent of the context this structure occurs in [11]. However, substructure search-
ing has several limitations arising from the requirement that each retrieved molecule 
from the database has to contain the entire query substructure [12]. That means 
that while posing his/her query the user already needs a very clear view of the pos-
sible types of structures that will be retrieved [13]. Imagine a chemist from the area 
of drug design, posing a pharmacophore query. A pharmacophore is defined by the 
IUPAC as follows [14]: 
“A pharmacophore is the ensemble of steric and electronic features that is necessary to 
ensure the optimal supramolecular interactions with a specific biological target structure 
and to trigger (or to block) its biological response. A pharmacophore does not represent a 
real molecule or a real association of functional groups, but a purely abstract concept that 
accounts for the common molecular interaction capacities of a group of compounds towards 
their target structure. The pharmacophore can be considered as the largest common de-
nominator shared by a set of active molecules.“ 
For such a query the user needs sufficient knowledge about the geometric re-
quirements for the activity he/she is interested in, to retrieve only those molecules 
fitting in the biological receptor site. Usually such pharmacophores are found by 
comparing several bioactive molecules and identify the features they have in com-
mon [15]. Obviously, at the beginning of an investigation it is very difficult to specify 
suitable features that are responsible for the observed activity. 
Furthermore, the user has no control about the size of the output of a substruc-
ture query. A broadly defined query, e.g., containing a common ring system, can 
                                            
3 http://www.iupac.org 
4 Introduction 
retrieve thousands of retrieval results. Usually the user has the possibility to filter 
the result set afterwards or to refine his/her query to get a suitable amount of results 
for subsequent analysis. But finally, a substructure query always partitions the set of 
available chemical entities in the database into two distinct subsets, i.e., those chem-
ical entities containing the query substructure and those that do not. Especially for 
queries aiming at finding possible bioactives in the database, there is no suitable way 
to rank the retrieved chemical entities using substructure search. 
These limitations of substructure search have led to the development of similar-
ity search [13]. Here, a query consists of an entire chemical entity instead of just a 
substructure. There are many different similarity measures available. All of them rely 
on fingerprint representations of chemical entities. A fingerprint is a sequence of 
bits, where each bit is set according to the occurrence of specific chemical features. 
There are several fingerprint representations available encoding different types of 
chemical features (see Chapter 3.1). Using similarity search, the similarity between 
a query and each chemical entity in the database can be computed leading to a ranked 
list of retrieval results. 
However, although in similarity search the results are ranked, the amount of pos-
sibly relevant chemical entities is still high. One possibility to restrict the result set 
and to get more focused results is to use contextual search. When users search 
for chemical entities, they are often interested in similar entities occurring in a spe-
cific context. It is important to consider this context because the similarity of two 
chemical substances actually depends heavily on the search context. Consider, for 
instance, the chemical entities Zanamivir and Ibuprofen. Both are used in the treat-
ment of flu and are therefore similar regarding this pharmacological activity context. 
Ibuprofen is also used to treat inflammatory diseases such as rheumatoid arthritis. 
However, regarding this context both entities are very dissimilar: Zanamivir is a neu-
raminidase inhibitor and thus not in the least useful for the treatment of rheumatoid 
arthritis. It is therefore necessary to personalize measures for entity similarity to the 
task or search context a user is currently engaged in. In brief, context used to dis-
ambiguate the user’s explicit query can be expected to lead to focused and relevant 
retrieval results. 
However, also in highly specialized domains like chemistry an exponential growth 
of available information can be observed. A good example for the information 
growth in this domain is shown in a press release of the CAS. Today, more than 73 
million unique chemical substances have been indexed in the curated CAS registry, 
the worldwide most comprehensive registry of chemical substances. Remarkable is 
that only 10 million substances have been indexed in 1990, meaning that the amount 
of chemical entities doubles every ten years. In addition, since more and more pub-
lishers offer digital access to their data, also the amount of available publications in 
the Web is increasing fast. Recently, huge providers offering access to open access 
literature have started their services, like, for example, the Public Library of Science 
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(PLOS)4 or the Multidisciplinary Digital Publishing Institute (MDPI)5. Since the funding 
for the open access initiative is guaranteed, this trend will further increase during 
the next years, see, e.g., the Horizon 2020 program of the EU [16]. Of course, also 
the number of chemical publications is growing fast. Currently there are 189 chem-
istry journals listed in the Directory of Open Access Journals (DOAJ6). It is im-
portant to open up the knowledge of these sources to practitioners in the chemical 
domain. Without suitable indexing and search interfaces, the contained documents 
are not easily detectable. Obviously, for this growing open access movement, index-
ing strategies and query interfaces as offered by CAS are quite too expensive and 
therefore not a viable option. 
Thus, several groups are currently working on building free high quality chemical 
search engines to overcome the costly access to chemical literature. Prime examples 
are the substance database PubChem7 combining several chemical entity data 
sources and the document search engine ChemXSeer [17]. ChemXSeer relies on a 
highly complex process extracting chemical formulae in an automated way and link-
ing them to the documents. Other platforms, like ZINC8, ChemBank9, or ChemDB 
[18] provide detailed information about some chemical structures, names, and prop-
erties. Another promising search platform is the ChemSpider portal10, which is main-
tained by the Royal Society of Chemistry (RSC). ChemSpider has started to connect 
the knowledge contained in different information sources. For example, chemical 
entities are connected to their Wikipedia page and the respective terms from the 
MeSH ontology. 
However, of course, not only experts, who have access to domain specific search 
engines, are interested in chemical entities. Most users often use a text-based 
search, e.g., using Google, as starting point for their information gathering process. 
In August 2012, more than 11 billion queries have been posed in the US using 
Google11. Therefore, it is important to also make documents stored in domain-spe-
cific digital libraries detectable via text-based queries. Moreover, text-based queries 
have several advantages compared to structural queries. Chemists can also search 
for brand names, like, e.g., Viagra, instead of drawing the structure of some active 
ingredient, like in this case Sildenafil. Furthermore, in chemical structure search it is 
not possible to submit Boolean queries. To search for documents containing two or 
                                            
4 http://www.plos.org 
5 http://www.mdpi.com 
6 http://www.doaj.org 
7 http://pubchem.ncbi.nlm.nih.gov 
8 http://zinc.docking.org 
9 http://chembank.broadinstitute.org 
10 http://www.chemspider.com 
11http://www.comscore.com 
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more chemical entities two subsequent structure queries are necessary. Thus, the 
retrieval time, which is already at least five times higher compared to text-based 
retrieval, is further increased (see evaluations in Chapter 2.3.3). Also from the view-
point of information providers, suitable text-based retrieval is desirable to avoid 
complex graphical query interfaces and to offer faster retrieval. Most information 
providers in chemistry already offer basic functionalities for text-based retrieval. 
ChemXSeer offers access to chemical literature using a search index based on chem-
ical formulae. While from the view of computer scientists some challenging prob-
lems had to be solved to extract chemical formulae from documents and built 
proper indexes [19], [20], they are not useful for chemists due to their ambiguity. 
However, the basics to enable text-based search have already been defined: be-
sides chemical structures, there are several other useful, textual representations of 
chemical entities. For a long time, chemists have developed complex algorithms for 
converting a chemical structure into unique line notations. Such a notation is, e.g., 
the IUPAC name which yields into a unique representation for small molecules (in-
troduced around 1920). But, for more complex molecules, the IUPAC rules prove 
ambiguous. Particularly, for use in digital systems chemical names have been trans-
formed into linear notations. Today, the prevalent linear notations are the Interna-
tional Chemical Identifier (InChI) and the simplified molecular input line entry spec-
ification (SMILES), which both indeed are unique representations, but show high 
complexity and are almost impossible to read for humans. Therefore, they are not 
widely used in chemical documents and thus cannot be readily extracted for indexing 
purposes. Thus, a straightforward keyword-based access like provided by common 
search engines such as Google or Yahoo!, is still insufficiently supported for Web 
pages dealing with chemical information. Therefore, the goal of this thesis is to ena-
ble semantically enriched text-based retrieval in chemical digital libraries. 
1.2. Problem Statement and Thesis Structure 
Today, a lot of chemical information is available online, e.g., in open access journals 
and topical databases. It is important to open up this knowledge and make it available 
to practitioners from the chemical domain. The goal is to store the available infor-
mation in a chemical digital library, which offers suitable access for domain experts. 
To reach this goal, many different steps are necessary, starting with extracting chem-
ical entities and proper indexing, over finding suitable similarity measures and rank-
ings, to defining comprehensible representations of query results (see Fig. 1). Fur-
thermore, when searching for literature, chemists use different types of queries that 
need to be supported by a chemical digital library provider, i.e., structure-based 
queries, text-based queries, and contextual queries. Whereas for structure-based 
queries already a lot of work has been done regarding indexing chemical entities and 
storing them in specific structure databases, the other query types are still insuffi-
ciently supported. This leads to a number of challenges for the chemical domain, 
which we tackle in this thesis: 
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 Building suitable indexes to enable text-based retrieval, 
 Analyzing different similarity measures available for structural queries, 
 Finding approaches enabling contextual search in the domain of chemistry, 
 Developing comprehensible representations for search results, 
 Integrating steps, like semantic metadata enrichment, in the processing workflow 
of a chemical digital library. 
Since for structural queries approaches are already available, the main focus of 
this thesis is to provide more advanced approaches to enable semantically enriched 
text-based retrieval in chemistry. Fig. 1 gives an overview of a chemical digital li-
brary workflow. We will explain each step in detail in the following chapters. 
 
Fig. 1. Chemical digital library workflow 
 The first step to enable textual queries lies in proper indexing of chemical docu-
ments. Therefore, we will show how to convert all documents into a uniform 
interface format. Afterwards, we extract the chemical entities from the docu-
ments and enrich them with synonyms and different entity representations. Finally, 
we create enriched index pages allowing for suitable text-based retrieval. The de-
tails are explained in Chapter 2. 
 Since users are interested in finding similar entities regarding their query, we an-
alyze and compare different similarity measures in Chapter 3. Our experiments 
show a lot of uncorrelated measures. It is not possible to assign a specific search 
task to a particular similarity measure. The reason is that each chemist has per-
sonal background knowledge influencing his/her perception of relevance. There-
fore, we also show how to model such implicit knowledge of a chemist by clus-
tering chemical entities based on their reaction behavior and the chemists’ implicit 
understanding of chemical classes. 
 Furthermore, chemists are not only searching for similar entities, but for entities 
occurring in certain contexts. In Chapter 4 we present two approaches enabling 
contextual search by using external knowledge bases. In the first approach, we 
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develop a similarity measure combining context- and entity similarity. In the sec-
ond approach, we annotate chemical documents with cross-domain ontology 
terms leading to highly improved context-based retrieval. Since the annotated 
context terms are only useful if the users use the same vocabulary as provided by 
the terms, we show how to use Wikipedia to bridge the gap between the query 
context and the documents’ vocabulary. 
 Since usually a huge amount of results matching the user’s query are returned, we 
show in Chapter 5 how to present search results to the user by using external 
knowledge to create tag cloud representations of documents. 
 In Chapter 6 we present an architecture for a chemical digital library combining 
all these steps. We explain which data can already be pre-processed by a digital 
library provider. In addition, we explain in detail how a query is processed and 
how the retrieval quality can be further improved by using a system based on user 
feedback. 
 Finally, in Chapter 7 we give a conclusion and an outlook to future work. 
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Chapter 2 
Basic Indexing for Text-Based Retrieval 
In this chapter, we explain how to make the large body of chemical knowledge 
stored in the Web widely searchable and accessible using text-based retrieval, how-
ever, with a minimal amount of manual indexing. Firstly, we show how to convert 
chemical documents into a general interface format and extract the contained chem-
ical entities. Secondly, we present an information service that automatically gener-
ates enhanced metadata representations from chemical documents. These metadata 
enrichments include extensive information for each entity found in the documents’ 
fulltexts, e.g., trivial names with synonyms, InChI codes, SMILES, and basic chemical 
properties. By generating respective HTML pages and linking to the respective doc-
ument sources, current Web crawlers can easily index the information in connection 
with each document. To prove the quality of the generated enriched index pages, 
we compare them to chemical structure searches in a typical retrieval scenario. Our 
experiments clearly show the added value for chemical document retrieval. By 
providing rich and diverse metadata, our system is able to support typical, and even 
sophisticated chemical workflows. In contrast, previous approaches in digital librar-
ies, like, e.g., indexing entities by simple chemical formulae, see [19], are entirely 
useless from a chemist’s point of view due to the ambiguities: for instance for the 
simple formula C6H6 there are already more than 200 different structures, each of 
them with different chemical properties and uses. 
To summarize, the different steps we explain in this chapter are: 
 Conversion of chemical documents into a general interface format. 
 Extraction of chemical entities. 
 Enriching chemical entities with different representations and synonyms. 
 Creation of enriched index pages. 
 Proving the quality of the enriched index pages by comparing them to chemical 
structure searches. 
2.1. Document Conversion and Entity Extraction 
Digital library providers usually receive documents from many different repositories, 
showing a plethora of document styles, layouts and file formats. To enable suitable 
retrieval, the first necessary step is to convert the chemical documents into a general 
interface format. The standard choice is SciXML, which is a canonical XML format 
designed to represent the common hierarchical structure of scientific articles and is 
originally described in [21]. Its latest implementation, SciXML-CB, is based on an 
analysis of XML actually generated by scientific publishers in the fields of Chemistry 
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and Biology [22]. Whereas it is rather trivial to convert structured document for-
mats, e.g., XML or HTML into the respective SciXML representation, the reality is 
different: most open access journals have only a PDF document collection. However, 
PDF documents are unstructured and do not lend themselves easily to content ex-
traction. For instance, PDF documents store all characters using the absolute posi-
tion within the document and thus all paragraphs are split during OCR processes 
into single line paragraphs. Since entity names usually are quite long, the probability 
that names are split into several parts by the OCR process is rather high. Thus, 
entity extractors have a hard time figuring out whether different parts belong to the 
same entity or are entities in their own right. Imagine the chemical name 4-(ami-
nomethyl)cyclohexamine separated into 4-aminomethyl and cyclohexamine. In addi-
tion, subscript and superscript letters are important in chemical formulas and names, 
thus, extracting them correctly is essential. For instance, the chemical name (1,7,7)-
Trimethyl-tricyclo[2.2.1.02,6]heptan is not a valid name without the superscript let-
ters 2,6. As a last step, text fragments from tables and figures have to be removed. 
After the conversion of all documents into SciXML, in the next step the chemical 
entities have to be extracted. In fact, the recognition of named entities is a major step 
in preprocessing and indexing not only for chemical documents. Natural language 
processing (NLP) techniques for named entity recognition are a highly active re-
search area. For example, in the bioinformatics domain, a lot of publicly available 
resources are already in place, e.g., the well-known PubMed / Medline corpus or the 
manually annotated corpora generated by the PennBioIE12 and GENIA13 groups. In 
contrast, the development of NLP methodologies in the field of chemistry lags be-
hind. In [19] an approach automatically extracting chemical formulae from docu-
ments is presented. The authors propose all necessary steps to build a chemical 
formula search engine. In total, three steps have to be fulfilled: extraction of chemical 
formulae from documents and further indexing, and the design of suitable rankings. 
They propose machine learning techniques based on Support Vector Machines 
(SVM) and Conditional Random Fields (CRF) for extracting chemical formulae. Fur-
thermore, a rule-based string pattern match is introduced to improve the overall 
performance. However, chemists rarely use chemical formulae for information gath-
ering due to their ambiguity. 
Therefore, for the internal digital representation and exchange of structures sev-
eral other text-based formats have been developed. Based on the algorithms devel-
oped by Morgan [23] and Gluck [24] it is possible to store two-dimensional atom-
bond structural representations of chemical entities in a tabular form, so-called con-
nection tables. In addition, linear notations have found widespread use. The early 
Wiswesser line notation (WLN) [25], or the later SMILES [26], ROSDAL [27] and 
SYBYL line notation [28] are representations of chemical structures in the form of 
                                            
12 http://bioie.ldc.upenn.edu 
13 http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA 
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a linear string of alphanumeric symbols. The latest development is the InChI Code, 
an open standard for chemical structure description, by the IUPAC [29]. Neverthe-
less, the automatic extraction of these representations is a challenging task. 
In chemistry, just a few open source chemical entity recognition tools are cur-
rently available. Prime examples are the OSCAR framework [6] and ChemSpot [8]. 
Both can identify and extract multiple name variations of chemical entities. OSCAR 
also uses name-to-structure algorithms to transform the found chemical entities into 
chemical structure information [30]. The recognition rates of OSCAR depend on 
the query term and have been evaluated varying between 69% to 81% for recall and 
64% to 75% for precision [6]. A comparison of OSCAR and ChemSpot on the SCAI 
corpus [9] showed the following results [8]: the highest precision with 76.6% is 
reached by ChemSpot compared to 66% for OSCAR. But, the best recall of 82% is 
reached by OSCAR compared 71.9% by ChemSpot. Overall, both frameworks are 
useful to automatically extract chemical entities. 
In the course of this thesis, we use the OSCAR framework to annotate all chem-
ical entities contained within a document. These annotations are collected in a so-
called standoff annotation file (annotated SciXML) which contains pointers to the 
respective elements in the source text. Of course, the automated recognition of 
chemical entities is still dealing with the challenges of ambiguity. However, as we will 
see later, indexing with automatically extracted phrases can already provide suffi-
cient retrieval quality for most documents. The following algorithm summarizes the 
different steps to convert documents in SciXML and annotate the contained chemi-
cal entities. 
1. /* Adjustment of algorithm parameters*/ 
Given a set of PDF documents define a corresponding set of regular expres-
sions defining layout specific parameters, e.g., position of captions and table 
formats.  
2. /* Convert PDF documents to their respective representation in HTML.*/ 
For each document do 
2.1. Convert to HTML using pdftohtml; this produces a HTML file for each 
page. The HTML encapsulates every coherent text fragment into a 
<DIV> element enriched by style descriptions like font size, font family 
and absolute position.  
2.2. Concatenate all pages of each document to a single file. 
3. /* Removing unnecessary text fragments*/ 
For each HTML file do 
3.1. /* Calculate average line distance and length*/ 
Iterate over all <DIV> elements and determine the average line distance / 
length in paragraphs. 
3.2. /* Remove reference section * 
Identify the beginning of the reference section using the corresponding 
regular expression. Remove all succeeding <DIV> containers. 
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3.3. /* Remove tables */ 
Identify all table captions using the corresponding regular expression. Ac-
cording to the general layout iterate over the succeeding (or preceding) 
<DIV> elements. Derive distances between each two elements using the 
position information. Once the distance is larger than the average calcu-
lated in 3.1 or a page break occurs, delete all <DIV> containers between 
the caption and the current position. 
3.4. /* Remove figures */ 
While figures are already removed during the OCR process, text frag-
ments contained in certain figures (e.g. chemical reaction schemes) may 
still remain. Therefore, identify all figure captions using the corresponding 
regular expression and remove all captions. Identify remaining text frag-
ments: if the line length in any <DIV> container is shorter than the aver-
age, delete the respective element. 
3.5. /* Identify abstract and keywords */ 
Identify the abstract / keyword section with the corresponding regular 
expression. Mark up the section as abstract / keyword by adding the re-
spective class attribute to the <DIV> element. 
3.6. /* Convert SUB and SUP */ 
Identify all candidates for sub- and superscript elements based on the ab-
solute positioning and the font size. Convert the corresponding <DIV> 
element into a <sub> or <sup> element. 
3.7. /* Merge paragraphs */ 
Merge all remaining unclassified <DIV> elements into one single para-
graph representing the document’s fulltext. 
3.8. /* Convert and save as SciXML */ 
Convert the resulting HTML file into its corresponding SciXML represen-
tation using the SciXML Java Object Model14. 
4. /* Entity extraction*/ 
For each SciXML document do 
4.1. Process all text with the OSCAR framework. This produces an anno-
tated SciXML file marking up chemical entities, reactions, concepts and 
techniques. 
Algorithm 1. Document conversion and entity extraction 
2.2. Generating Enriched Index Pages 
In the last section, we presented an algorithm converting documents into SciXML 
representations. All contained chemical entities have been automatically annotated 
                                            
14 http://www.l3s.de/vifachem/resources.html 
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using the OSCAR framework. However, these annotated files still only contain ex-
actly the name and representation of the chemical entity found in the document. 
Thus, we also have to solve the problems of synonyms and different entity repre-
sentations, like, e.g., SMILES or InChI codes. In general, we have two possible options 
to solve this problem. Either we extend the query term with synonyms and all other 
entity representations, or we enrich the documents with the related metadata. We 
decide to use the latter option due to the following reasons. The documents con-
tained in our chemical digital library should also be found using textual searches, e.g., 
provided by Google or Yahoo!. Since most of the documents are located in the so-
called deep Web, they cannot be indexed directly using Web crawlers due to un-
derlying copyright restrictions. Furthermore, we do not have any influence on the 
query expansion methods used by Web providers. Thus, we decided to extend the 
documents with suitable metadata and created enriched index pages. 
Use Case: The following scenario is typical for the daily work of a practitioner 
in the chemical domain. Assume our scientist is interested in the synthesis of 
odorous substances, e.g., as ingredients for perfumes. In particular, our chemist 
may be looking for building blocks usable in various synthetic pathways. Here, a 
simple precursor is the molecule methoxybenzene (see Fig. 2 left), which is a com-
mon intermediate in the production of pharmaceuticals or odorous substances. 
In fact, a derivate of methoxybenzene, 1-methoxy-4-(1-propenyl)-benzene, is the main 
component of anise oil (see Fig. 2 right) which can be isolated by steam distillation 
from star anise (Illicium verum) or anise (Pimpinella anisum). 
 
 
   
Fig. 2. Methoxybenzene and 1-methoxy-4-(1-propenyl)benzene (left) 
Anise, from Koehler's Medicinal-Plants 1887 (right) 
For the sake of open access, assume that in his/her search for information our 
practitioner lacks access to commercially available chemical structure databases 
(due to the high prices or license limitations). Focusing on a name-based search 
our practitioner has to face the challenge of disambiguating chemical names 
(IUPAC, INN, trivial or brand name). Picking up our example entity methoxyben-
zene, one could also search for phenoxymethane, phenyl methyl ether, or even the 
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trivial name anisole. All these names represent a valid verbal description of the 
substance. Therefore, our chemist first tries a keyword-based Web search using 
the query term ‘methoxybenzene’, specifically on information from freely available 
open access journals. 
For example, the ARKIVOC Journal is one of the oldest open access journals 
in Organic Chemistry, published since 2000, containing detailed experimental in-
formation about various compounds. But, for the ARKIVOC collection a search 
for ‘methoxybenzene’ returns zero hits. Still, only given the fulltexts it is impossible 
to distinguish whether the document collection simply does not contain any doc-
ument with the entity or if our practitioner has only selected a verbal descriptor 
of the compound not used within the documents. In fact, a query on ‘anisole‘ would 
have retrieved 7 correct results. Thus, providing and maintaining a proper index 
linking all relevant information about substances to the papers they occur in, is 
vital. 
Moreover, practitioners, as well as academic researchers, are usually interested 
in finding all related documents to individual chemical entities. For both user 
groups the search is basically recall-oriented, because especially for synthesis pro-
cedures or production processes missing information about, for instance, existing 
patents or expected yields may lead to considerable financial losses. 
Recently, a first few approaches trying to index digital chemical collections for key-
word-style Web search have been proposed. For example, [19] and [20] both pre-
sent naïve approaches to enable chemical search by indexing the empirical formulas 
of occurring substances. The basic assumption of their work is that chemists search 
for literature using a chemical formula. Since chemical formulas are ambiguous this 
is not the case in reality. Nevertheless, the formula search is integrated in the au-
thors’ search platform ChemXSeer [31], [17]. Harvard’s QueryChem Portal15 allows 
searching the Web based on an expanded query automatically generated from any 
chemical structure drawn in a graphical user interface [32]. First, the chemical struc-
ture is converted into a SMILES code, which in turn is used for a reference lookup 
in chemical Web databases like PubChem, ChemBank or Zinc. The lookup provides 
corresponding synonyms, which are then used for a Web search via the Google API. 
Although such a query expansion definitely is a first step, this approach can only rely 
on data already correctly indexed by Google. Since most chemical documents are 
hidden in chemical digital libraries, they still are not retrieved, even by an expanded 
query. Hence, the key to solve this problem lies in proper indexing. 
To create our enriched index pages, we rely on the annotated SciXML format 
generated by OSCAR. The next step is to collect further metadata like synonyms, 
SMILES and InChI for all extracted chemical entities. Generally, this information can 
be retrieved from topic-centered databases. The most comprehensive open access 
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database for the area of chemistry is PubChem16. However, for large scale metadata 
generation lookups using the PubChem Web interface or Web service is far too 
slow. To address this problem we used the PubChem SQL dump to store all entity 
data in a file based hash map. By using a random access file, it is now possible to 
directly access the relevant metadata, using the chemical name as key, without se-
quentially scanning the file. In fact, we measured a performance improvement of 
about two orders of magnitude in comparison to a Web service call: the hash map 
lookup needs for all kind of queries only 0.01 seconds in contrast to the Web service 
calls needing between 1.7 and 3 seconds depending on the complexity of the query. 
We also tried loading the PubChem dump into a relational MySQL database, which, 
however, still resulted in around 0.2 seconds response time for all queries. 
In addition to the PubChem metadata, we also detect the role of a chemical entity 
in the respective document. This role describes the semantic meaning of a chemical 
entity in a document. Possible roles we defined are: product, reactand, catalyst, and 
solvent. We analyzed our chemical document collection and manually identified 36 
often used lexico-syntactic patterns. The patterns for the identification of products 
are shown in Table 1, for a complete overview see Appendix A. These patterns are 
in pseudo code, meaning that [CHEMICAL] is a placeholder for a recognized named 
entity, marked up by OSCAR. The placeholders are numbered consecutively and 
replaced by the respective role. 
Table 1. Lexico-syntactic pattern for the role identification of products 
Taken 
Role 
Lexico-syntactic pattern in pseudo code 
PRODUCT (?i).* Synthesis of (\s+[-\w|\p{InGreek}]*\s*){0,3} [CHEMICAL] 
PRODUCT (?i).* was used to prepare.* [CHEMICAL] 
PRODUCT (?i).* Giving \s [CHEMICAL] 
PRODUCT (?i).* Formation of \s [CHEMICAL] 
PRODUCT (?i).* One-pot synthesis of \s [CHEMICAL] 
PRODUCT (?i).* Preparation of (\s+[-\w|\p{InGreek}]*\s*){0,2} [CHEMICAL] 
PRODUCT (?i).* Yielding \s [CHEMICAL] 
PRODUCT (?i).* Leading to \s [CHEMICAL] 
PRODUCT (?i).* To afford (\s+[-\w|\p{InGreek}]*\s*) [CHEMICAL] 
PRODUCT [CHEMICAL] (?i).* were obtained from.* 
PRODUCT (?i).* To obtain (\s+[-\w|\p{InGreek}]*\s*){0,2} [CHEMICAL] 
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The collection of generated index pages is now ready to be used as an extended 
search index over the documents collection. The beauty of our workflow is that the 
index pages can also be indexed and subsequently be retrieved by general purpose 
Web search engines, like, e.g., Google or Yahoo!. Most of the PDF presentations of 
the original documents are stored in the deep Web and therefore have not been 
indexed before. Using HTML based index pages they are found by the users and can 
be accessed while meeting the copyright restrictions of the publishers. Furthermore, 
since the pages also include SMILES representations for most entities, it is also pos-
sible to pose structural queries by entering the SMILES code of the query entity in 
a Web interface. The following algorithm summarizes the different steps we per-
formed to generate enriched index pages. 
1. /* Enrich chemical entity metadata.*/ 
For each standoff annotation file do 
1.1. Create a corresponding index page in HTML. 
1.1.1. Fill the header’s <TITLE> element with the journal name and paper 
title. 
1.1.2. Adding available <META> fields out of the Dublin Core Metadata 
Element Set into the header container. 
1.1.3. Add the paper’s title within a <H1> tag. 
1.1.4. Copy the paper’s abstract into a paragraph. 
1.1.5. Link the index page to the original URL. 
1.1.6. Create an empty table for the enriched entity metadata. 
1.2. For each chemical entity marked up in the standoff annotation file do 
1.2.1. Use the PubChem hash map to retrieve all corresponding 
metadata. 
1.2.2. Detect the role of the chemical entity using the lexico-syntactic 
patterns 
1.3. Add a table row storing the chemical entity with all metadata and its role. 
Algorithm 2. Generation of enriched index pages 
2.3. Evaluating the Quality: Comparing Enriched Index Pages and 
Structure Search 
For our evaluation, we used a collection of 2588 chemical documents from the jour-
nal Archive for Organic Chemistry (ARKIVOC)17, which is one of the most renowned 
open access sources for organic chemistry. For each document, we created an en-
riched index page as described in the previous section. To assess the difference 
between a Web search over our semantically enriched index pages and plain fulltext 
retrieval we used a simple Lucene whitespace analyzer to build an inverted index for 
the fulltext documents (baseline) and the enriched index pages. For structure search 
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the chemical entities are stored in a MySQL database in a structure table constructed 
by ChemAxon18. 
Basically, we performed four different experiments: 
 First, we evaluated the impact of our enriched index pages in terms of average 
result set relevance. The results of randomly chosen text queries were evaluated 
in a precision/recall analysis.  
 To evaluate the quality in terms of ambiguity resolution we compared the retrieval 
results using enriched index pages to an exact structure search. 
 To show the practical applicability of our approach especially over large document 
collections we also compared the respective retrieval times of structure and text 
search. 
 Since our global aim is to expose chemical document collections hidden in digital 
libraries via commonly used Web search interfaces, like, e.g., provided by Google 
or Yahoo!, we made our enriched index pages available online. Then we analyzed 
the number of pages crawled by Google and to what degree our pages are actually 
indexed. 
2.3.1. Impact of Enriched Index Pages 
In this experiment, we evaluate the impact of our enriched index pages using a pre-
cision/recall analysis. Relevance can only be assessed manually by domain experts, in 
what is a very expensive process. Therefore, we performed the precision/recall anal-
ysis only on a subset of documents (still about 10% of the entire collection). To 
choose a representative subset, we analyzed the number of occurrences of individual 
chemical entities in the document collection. Fig. 3 shows the distribution of the 
5000 most often occurring chemical entities. 
Since it is not sensible to choose entities for evaluation that either occur in almost 
all documents or are extremely rare, we chose our query entities for evaluation only 
from entities occurring in less than 100, but more than 20 documents. We retrieved 
all documents matching the queries and randomly chose a subset of 10%. From these 
documents, we randomly selected a total of 5% of the occurring entities resulting in 
22 textual query terms varying from trivial entity names to InChI codes. For the 
evaluation domain experts considered all retrieved documents with respect to each 
query and judged the relevance in a binary fashion. 
To determine the practical value of our textual indexing, the domain experts used 
a very strict relevance rating: documents are only marked as relevant, if there was 
an exact match for the query entity regarding both syntax and semantics. For exam-
ple, the relevance judgment distinguished between actual substances and substance 
                                            
18 www.chemaxon.com 
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classes. Since classes are often simply given in the plural form of the respective sub-
stance this poses a difficulty for stemming in text search engines. Even worse, in 
some documents complex entities are described using a basic entity name as place-
holder for a more detailed structure shown in some image. Since the actual structure 
may have totally different chemical properties also such documents have been con-
sidered as errors in the relevance analysis. Finally, sometimes an entity name can 
even be used as a placeholder for describing certain characteristics or functionality 
of other entities, i.e. although some entity name may occur in a paper, the actual 
entity may not be relevant. The experts also counted such documents as false re-
trievals in the text search. 
 
Fig. 3. Distribution of entity occurrence in documents 
In total from all documents retrieved as query results the domain experts marked 
158 documents as relevant regarding the respective queries. Table 2 shows the 
resulting precision/recall values. 
Table 2. Precision and recall values for baseline and enriched search 
Search type Retrieved Retrieved + 
Relevant 
Recall Precision 
Baseline 87 58 0.3671 0.6667 
Enriched 259 150 0.9494 0.5792 
As expected, we experienced a very low recall value of only 36.71% for the base-
line approach. In contrast, the recall for our enriched index pages is 94.94%. The 
semantic enrichment thus yields essential benefits. For example, there will almost 
never be a hit in the baseline fulltext documents for queries on InChI codes, whereas 
our index pages include the InChIs and all synonyms of the query term for most of 
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the structures. But, given the strict relevance voting necessary for practical useful-
ness this tremendous recall benefits have to be paid for in terms of precision. Still, 
the precision of our approach has only slightly decreased at 57.92% compared to 
66.67% for the baseline documents. Basically, due to our enrichments the result set 
size grows, however, this increases also the number of technically correctly found, 
but semantically irrelevant documents. 
Table 3. Fx-Measure values for baseline and enriched search 
Search Type F1-Measure F2-Measure F0.5-Measure 
Baseline 0.4735 0.4033 0.5731 
Enriched 0.7194 0.8418 0.6281 
To also quantify the overall benefit of our enrichment technique we computed 
the weighted F-Measures. Table 3 shows the different F-Measure values of the dif-
ferent search types. For the classic F1-Measure we can see already a dramatic im-
provement of more than 0.2 over the baseline. Moreover, document retrieval in the 
area of chemistry is rather recall oriented: it is very important to retrieve all docu-
ments related to query. For an industrial research team missing relevant research 
results (e.g., with respect to patents) may lead to enormous costs for the respective 
company. Hence, the actually most significant measure for our scenario is the F2-
Measure weighing recall higher than precision. Here our algorithm even scores an 
improvement of more than 0.4. But even when a user focuses on a precision-ori-
ented search, our algorithm still results in a small benefit of 0.05 for the F0.5-Measure. 
 
Fig. 4. Retrieved documents per query: enriched versus baseline search 
Investigating the search results per query more closely we found that the benefit 
can really be seen in all searches. Fig. 4 shows a detailed overview of the number 
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of retrieved documents per query. For all queries the enriched index pages retrieved 
more relevant documents than the baseline search. An exception is query 19 where 
no matching document was found in either approach. The respective query term 
InChI=1S/C5H8O/c1-2-4-6-5-3-1/h2,4H,1,3,5H2 cannot be found because the respon-
sible entity in the original document could not be matched uniquely to the PubChem 
entities. As we can see, there is still need for further improvement for metadata 
enrichment.  
2.3.2. Quality of Enriched Index Pages 
To measure the quality of our enriched search approach we compared the results 
to a chemical structure search, which currently is state of the art for chemical digital 
libraries. However, a structure search has complex requirements: it is necessary to 
use specialized commercial software, e.g., ChemAxon’s JChem suite, to build up a 
structure database. The structural data is stored in a proprietary format (varying 
dependent on the vendor) and also the access to the data is only possible by using 
appropriate graphical query interfaces where structures can be sketched. 
Structure search applications offer different query types: beside an exact structure 
search also sub-/super-structure and similarity searches are possible. Unfortunately, 
these search types are not directly portable to textual searches, because, e.g., sub-
structures of an entity are not simply substrings of the entity name. Therefore, we 
have to focus on exact matching structures in our experiments, and leave other 
kinds of structure searches to future work. For each of our query terms we took 
the corresponding structure information of the chemical entity and retrieved all 
matching documents. 
Table 4. Precision and recall values for enriched and structure search 
Search 
type 
Retrieved Retrieved + 
Relevant 
Recall Precision 
Enriched 259 150 0.9494 0.5792 
Structure 262 154 0.9747 0.5878 
Table 4 shows that the recall value for our enriched index pages of 94.94% is 
very similar to the respective value for the structure search. And also the precision 
values of 57.92 % for enriched and 58.78% for structure search are almost identical. 
Hence, also the F-Measures shown in Table 5 are nearly the same. Please note, that 
although structure search has more complex requirements, it offers only a slight 
advantage for exact matching queries over searching our enriched index pages. 
Again, we investigated this effect on query level. Fig. 5 compares the retrieved 
documents for each query entity. As expected from the precision/recall analysis, in 
most queries enriched and structure search retrieved the same number of docu-
ments. 
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Table 5.  Fx-Measure values for enriched and structure search 
Search Type F1-Measure F2-Measure F0.5-Measure 
Enriched 0.7194 0.8418 0.6281 
Structure 0.7333 0.8613 0.6385 
The only exceptions occur for queries 12, 13 and 19. We already commented on 
the ambiguous entity term in query 19; of course a structure search can resolve this 
ambiguity accounting for the slightly increased recall of structure search. Moreover, 
for queries 12 and 13 some irrelevant documents were found in the text search, 
because the query entity was a substring of some more complex entity occurring in 
the document. For example, the query term for query 12 is iodobenzene. Here, also 
irrelevant documents containing entities, like, e.g., diacetoxyiodobenzene or tetraiodo-
benzene, are retrieved. Also the abbreviated naming of entities by using their func-
tional groups only contributes to the false retrievals. 
 
Fig. 5. Retrieved documents per query: enriched versus structure search 
To summarize this experiment, we can state that a text search on enriched index 
pages indeed yields similar results to a chemical exact structure search with respect 
to the retrieved documents. 
2.3.3. Search Performance 
In this experiment, we compare the respective retrieval performance in terms of 
response times for text- and structure search. The measured time comprises query 
processing until all relevant documents have been retrieved. We performed exper-
iments over several days on our digital library server to get representative average 
values. We did three batches, each run including 10.000 queries, varying the query 
terms for the text search between SMILES, names and InChI codes. The 10.000 
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query entities were chosen randomly from our entity database. For the structure 
search always the SMILES code is used which is internally converted into a unique 
structure representation of the respective entity. Please note, that usually also the 
drawing of the actual structure followed by a conversion into a SMILES code or CML 
would be part of the structure search. We discounted these costs by directly start-
ing from the SMILES code. In any case, the conversion of linear notations to finger-
prints is a step that has always to be performed in structure search independently 
of whether a SMILES code is directly given or the structure is drawn. After finding 
the exact matching entity for that structure all related documents are retrieved. 
In text searches beside single term queries also query terms concatenated with 
Boolean operators are commonly used. Therefore, we simulated ‘AND’ and ‘OR’ 
searches. Since in structure search Boolean queries are not easy to perform, the 
only way here is to make two subsequent structure searches. Fig. 6 shows the 
average retrieval times measured for the different search types. 
 
Fig. 6. Retrieval times [ms] for different search types 
As a general trend, we can see that text searches are far more efficient. For in-
stance, in text search, it makes no difference which query term is used or if more 
than one term is concatenated in a Boolean query. The retrieval times only vary 
between five and eight milliseconds (note that name search is slightly less efficient 
than SMILES or InChI, because of many synonyms). Using a structure search the 
document retrieval is always about an order of magnitude slower due to the com-
plex matching of fingerprints. Moreover, the time for queries using Boolean opera-
tors is rather high, since here two (or more) structure searches are needed (in our 
experiments we only used simple queries comprising two terms). 
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In summary, our results show that a text search is always much faster than a 
structure search independently of the text search’s query term. Moreover, for Bool-
ean queries the retrieval time for text queries does not increase. 
2.3.4. Indexing for Web Search 
Our overall aim is to improve access to chemical document collections hidden in 
digital libraries via common Web search providers. Therefore, we simply made all 
enriched index pages for the ARKIVOC journal available on the Web. To have a 
chance of being indexed the generation and layout of our enriched pages is im-
portant. Most crawlers would mark pages within a site as spam, if they just show 
some index terms and do not include at least some fulltext or links. Therefore, our 
pages include, beside the actual enriched metadata table, the document’s title, its 
abstract and a link to the fulltext. On the other hand, high quality open access jour-
nals will also feature high PageRanks, thus crawlers will index them prominently. 
After three month of being online, the Google index indeed contained already 
around 600 of our pages. However, it is not traceable how the pages are indexed 
and exactly why a page is indexed and some other not. Fig. 7 shows a screenshot 
of a text search on the term ‘InChI=1S/C5H8O2/c1-3-5(6)7-4-2/h3H,1,4H2,2H3’.  
 
Fig. 7. Google search example for InChI code 
The enriched index page for the relevant ARKIVOC journal paper ‘Effect of sub-
stituents and benzyne generating bases on the orientation to and reactivity of haloarynes’ 
appears on third place in the Google result, directly after the respective dictionary 
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entries of the substance from the National Institute of Standards and Technology 
and the PubChem substance database. 
Although we did nothing to promote the index pages, i.e. our pages still have a 
Google PageRank of zero (as opposed to PageRank seven for both NIST and Pub-
Chem), they are still found and provide access to relevant documents that would 
not have been found otherwise (as the respective ARKIVOC journal papers do 
never appear in the Google search result). Please note that for investigating the 
indexing process we always chose ‘ViFaChem II’ as title for all of our enriched pages 
to detect them easily in the Web search results. Of course, usually the journal name 
and title of the related document is used. 
2.4. Conclusions 
In this chapter, we have shown how to enable text-based searches in chemistry. For 
each document, an enriched index page was created, containing different entity rep-
resentations, like, e.g., SMILES and InChI codes, as well as synonyms for each chem-
ical entity from the respective document. Using these index pages we were able to 
open up chemical literature hidden in digital libraries and enable text queries in com-
monly used search interfaces, like, for instance, provided by Google or Yahoo!. Our 
experiments have shown the usefulness of our approach. The retrieval quality of our 
enriched index pages is almost as good as chemical exact structure searches and 
significantly better compared to a baseline/fulltext search. 
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Chapter 3 
Similarity Search 
In the last chapter, we have built the basis to enable text-based queries by creating 
enriched index pages containing all synonyms, different entity representations and 
roles. The index pages also contain structural information for most chemical entities, 
namely the SMILES code. Therefore, we are able to use structural information using 
a basic textual query interface, instead of complex graphical interfaces. Using these 
index pages we are now able to do exact matching textual queries. The simplest 
workflow for a retrieval system allowing for such queries is shown in Fig. 8. 
 
Fig. 8. Simple workflow 
The user submits his query entity Eq to the search engine. Searching for relevant 
documents regarding Eq is difficult since we have to take all different entity repre-
sentations (e.g. SMILES or InChI codes) and synonyms into account. To address am-
biguity, we rely on our chemical index pages to search for relevant documents. Note 
that, due to the fact that in chemical documents the most relevant entity, i.e. the 
product of a synthesis, can occur only once, only Boolean queries are reasonable 
and traditional IR measure, e.g., TF*IDF, are not. 
Use Case: Imagine a chemist from the field of drug design who is currently work-
ing on an improvement of Viagra®. He/she is especially searching for related liter-
ature about the active ingredient Sildenafil (see Fig. 9). 
Our chemist can use the simple architecture and search for documents about 
‘Sildenafil’. Unfortunately, he is still unable to fulfill his information need, because 
the active pharmaceutical ingredient ‘Sildenafil’ is trademarked and cannot be used 
Eq
Eq Index
D1
D2
D3
Eq
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for other drugs. As a consequence, he must relax his query to find other chemical 
entities with similar properties. Indeed, this query relaxation should be done au-
tomatically by replacing the actual entity with similar entities. 
 
Fig. 9. Structure of Sildenafil 
In this chapter, we show how to perform similarity searches in chemistry. How-
ever, until now, using the index pages, it is only possible to pose exact matching 
queries. But, as described in the use case it is important to have the ability to find 
entities that are similar to the query entity. In chemistry, there are many different 
similarity measures based on structural information, i.e., the SMILES code in our 
case. All of them have in common that they rely on unique fingerprint representa-
tions of the chemical entities. Thus, the first necessary step for computing similarity 
is the transformation of a chemical substance into a fingerprint. 
3.1. Fingerprint-Based Similarity Measures 
Fingerprints encode molecular structures in a series of binary digits (bits) where bits 
are set according to occurrences of particular structural features. For generating 
fingerprints, we use the SMILES representation [26] stored on the index pages. 
There are several ways of creating fingerprints focusing on different fragments of 
chemical entities. Examples for typical fragments for generating fingerprints are: 
 Atom sequence: A linear path of atoms and bonds through the molecule. 
 Ring composition: An atom and bond sequence around a ring structure in the mol-
ecule. 
 Atom pairs: A pair of atoms in the same molecule with number of bonds in the 
shortest path between them. The different atom pairs are usually further differ-
entiated by, e.g., taking the number of attached hydrogens into account. 
Sometimes fragments are too specific, leading to very low frequencies and sparse 
fingerprints. This results in similarity values that are not meaningful to distinguish 
chemical entities. In the course of this thesis we rely on the open source chemical 
development toolkit (CDK) [33], [34], which includes the following fingerprints. 
Standard Fingerprint This fingerprint examines the molecule and encodes the 
following: 
 a pattern for each atom 
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 a pattern representing each atom and its nearest neighbors 
 a pattern representing each group of atoms and bonds connected by paths up to 
2 bonds long 
 a pattern representing the atoms and bonds connected by paths up to 3 bonds 
long 
 a pattern representing the atoms and bonds connected by paths up to 4, 5, 6, and 
7 bonds long 
Extended Fingerprint An Extended fingerprint includes in addition to the 
Standard fingerprint features for describing aromatic rings. 
Graphonly Fingerprint This fingerprint is a specialized version of the Standard 
fingerprint that does not take the bond order into account. 
EState fingerprint generates 79 bit fingerprints using fragments describing the 
electronic and topological characterization of an atom, called electrotopological 
state (e-state) [35]. The fingerprint simply indicates if such a fragment is present in 
the structure or not. 
MACCS Fingerprint is the representation of the answer of 166 questions about 
a chemical structure [36]. 
Substructure Fingerprint currently supports 307 different substructures. A 
set bit indicates that the related substructure was found in the molecule. 
Example: Substructure Fingerprint generation 
Let us consider a chemist who is searching for Sildenafil. In a first step the name is 
converted to its unique SMILES representation: 
CCCC1=NN(C2=C1NC(=NC2=O)C3=C(C=CC(=C3)S(=O)(=O)N4CCN(CC4)C)OCC)C. 
This conversion is necessary, because SMILES codes include information about the 
molecular structure of a chemical substance. Now we want to create a Substruc-
ture fingerprint out of this SMILES code. For simplicity, let us consider that the 
Substructure fingerprint takes only four substructures into account. Each of the 
substructures is encoded in a SMARTS19 pattern: 
1. C=N-N-C: Pattern for an atomic arrangement taking 
bond orders into account. 
2. C-S: Pattern for an atomic arrangement taking bond or-
ders into account. 
3. N-Br: Pattern testing the existence of a N-Br bond. 
4. Oc1ccc(O)cc1: Pattern testing the presence of a specific substructure. 
For each matching SMARTS pattern, we set the corresponding bit to 1. The re-
sulting fingerprint for Sildenafil is 1100. 
                                            
19 http://www.daylight.com/dayhtml/doc/theory/theory.smarts.html 
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Since a lot of fingerprint transformations are available, the amount of possible 
combinations of fingerprints and similarity computations between them is really high. 
The idea of measuring the similarity of two objects, each defined by a set of common 
attributes, is discussed in many different domains, including, e.g., biology [37] or 
chemistry [13]. Although these application areas are divers, the used similarity co-
efficients are almost the same. Since the performance always relies on the choice of 
an appropriate measure, many researchers have worked on finding the most mean-
ingful measure. The work done by Willet et.al, see [13] and [38], gives overviews of 
the coefficients that have found widespread use in chemical information systems. 
Even though numerous binary similarity measures have been described in the lit-
erature by their properties and features [39], [40], [41], [42], only a few comparative 
studies are available. In the field of biology, Hubalek collected 43 similarity measures 
and after evaluating similarities, correlations, transformations of the value range and 
symmetry, 23 were excluded. The remaining ones were used for cluster analysis on 
fungi data to produce five clusters of related coefficients [37]. In the domain of 
chemistry, Willet evaluated 13 similarity measures [43]. All of these measures rely 
on a unique fingerprint representation of the chemical structure. Considering these 
fingerprints, we examined the most common useful measures (see Table 6) in the 
domain of chemistry collected in [38]. The variables of the formulas are defined as 
follows: If we consider two fingerprints of two chemical entities A and B, then: 
 a is the count of bits set to 1 in entity A but not in entity B 
 b is the count of bits set to 1 in entity B but not in entity A 
 c is the count of the bits set to 1 in both entity A and entity B 
 d is the count of the bits set to 0 in both entity A and entity B 
Table 6. Reviewed similarity measures 
Measure Range Formula 
Cosine [0, 1] 
𝑐
√(𝑎+𝑐)∗(𝑏+𝑐)
  
Dice [0, 1] 
2∗ 𝑐
(𝑎+𝑐)∗(𝑏+𝑐)
  
Euclidean [0, 1] √
𝑐+𝑑
𝑎+𝑏+𝑐+𝑑
  
Forbes [0, ∞] 
𝑐∗ (𝑎+𝑏+𝑐+𝑑)
(𝑎+𝑐)∗(𝑏+𝑐)
  
Hamman [-1, 1] 
(𝑐+𝑑)−(𝑎+𝑏)
𝑎+𝑏+𝑐+𝑑
  
Jaccard / Tanimoto [0, 1] 
𝑐
𝑎+𝑏+𝑐
  
Kulczynski [0, 1] 0.5 ∗  (
𝑐
𝑎+𝑐
+
𝑐
𝑏+𝑐
)  
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Measure Range Formula 
Manhattan [1, 0] 
𝑎+𝑏
𝑎+𝑏+𝑐+𝑑
  
Matching [0, 1] 
𝑐+𝑑
𝑎+𝑏+𝑐+𝑑
  
Pearson [-1, 1] 
(𝑐∗𝑑)−(𝑎∗𝑏)
√(𝑎+𝑐)∗(𝑏+𝑐)∗(𝑎+𝑑)∗(𝑏+𝑑)
  
Rogers-Tanimoto [0, 1] 
𝑐+𝑑
(𝑎+𝑏)+(𝑎+𝑏+𝑐+𝑑)
  
Russell-Rao [0, 1] 
𝑐
𝑎+𝑏+𝑐+𝑑
  
Simpson [0, 1] 
𝑐
min((𝑎+𝑐),(𝑏+𝑐))
  
Tversky [0, 1] 
𝑐
𝛼∗𝑎+𝛽∗𝑏+𝑐
  
Yule [-1, 1] 
(𝑐∗𝑑)−(𝑎∗𝑏)
(𝑐∗𝑑)+(𝑎∗𝑏)
  
In order to better understand the differences between these similarity measures, 
we first examined to which degree the similarity measures are correlated. 
3.1.1. Correlation Analysis 
Since now, there is no work done in the literature, analyzing the correlation of the 
similarity measures applied on different fingerprints. Thus, our first goal was to ex-
plore if the underlying fingerprint has some influence on the similarity measures. To 
do our first experiment, we took a random 1‰ sample of the PubChem database 
resulting in around 48.000 chemical entities. We downloaded their SDF files to have 
the structural information of all entities and converted them into their respective 
SMILES representations. These SMILES codes were necessary to generate the dif-
ferent fingerprint representations of each chemical entity using the CDK. In addition, 
we randomly choose 20 chemical entities as query entities. Since, in a later step, we 
want to use the similarity measures for retrieval it seems reasonable to evaluate not 
only the complete result set of around 44000 entities but also smaller subsets. Thus, 
we decided to also evaluate the differences between the top-k results. Therefore, 
we computed for each combination of fingerprint, chemical entity and top-k the 16 
fingerprint based similarity measures resulting in around 88 million similarity values. 
As we can interpret the similarity value as a value in a ranking vector, we decided 
to use the Kendall rank correlation coefficient (KTau) [44] to determine the corre-
lation of the different measures and fingerprints. We calculated the correlation co-
efficient for each ranking vector and the arithmetic mean over 20 queries. A KTau 
of 1 means that the agreement of two rankings is perfect, -1 indicates a perfect 
disagreement and for independent rankings one would expect the coefficient to be 
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approximately 0. Our experimental results have shown that the actual KTau values 
strongly differ over the fingerprints. For example, the KTau value for the combina-
tion ‘Euclidean / Russell-Rao / EState fingerprint’ and ‘Euclidean / Russell-Rao / Stand-
ard fingerprint’ varies from 0.53 to -0.30 (see Table 7). 
Table 7. Similarity measures with highest variances over EState (1), Extended (2), Stand-
ard (3), Graphonly (4), MACCSS (5) and Substructure (6) fingerprint 
Similarity Measure 1 2 3 4 5 6 
Tanimoto / 
Euclidean 
0,83 0,12 0,11 0,39 0,67 0,76 
Cosine / 
Matching 
0,82 0,05 0,04 0,40 0,67 0,76 
Dice / 
Rogers Tanimoto 
0,83 0,12 0,11 0,39 0,67 0,76 
Euclidean / 
Russell-Rao 
0,53 -0,29 -0,30 -0,09 0,38 0,33 
Manhattan / 
Russell-Rao 
-0,53 0,29 0,30 0,09 -0,38 -0,33 
Tversky / 
Forbes 
0,48 -0,11 -0,09 0,23 0,17 0,54 
Forbes / 
Kulczynski 
0,39 -0,40 -0,35 0,14 0,04 0,41 
Hamman / 
Russell-Rao 
0,53 -0,29 -0,30 -0,10 0,37 0,32 
Jaccard / 
Rogers Tanimoto 
0,83 0,12 0,11 0,39 0,67 0,76 
Kulczynski / 
Euclidean 
0,83 0,00 0,01 0,43 0,68 0,76 
Matching / 
Russell-Rao 
0,53 -0,29 -0,30 -0,09 0,38 0,33 
Pearson / 
Russell-Rao 
0,73 0,10 0,11 0,33 0,60 0,59 
Rogers Tanimoto / 
Russell-Rao 
0,53 -0,29 -0,30 -0,09 0,38 0,33 
Russell-Rao / 
Rogers Tanimoto 
0,53 -0,29 -0,30 -0,09 0,38 0,33 
Simpson / 
Euclidean 
0,66 -0,17 -0,11 0,32 0,48 0,55 
Yule / 
Russell-Rao 
0,67 0,01 0,02 0,19 0,50 0,49 
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Due to the definition of the KTau, it is not straightforward to depict the uncor-
related similarity measures because approximately zero is not a well-defined thresh-
old. To ensure a relatively high likelihood of correlation, we defined a threshold of 
0.8. Based on this threshold, we evaluated how many uncorrelated similarity 
measures we have for each fingerprint. The results are shown in Fig. 10. 
 
Fig. 10. Number of minimal independent rankings for top-x and  
a threshold of 0.8 
Interestingly, the EState fingerprint always has the minimum number of uncorre-
lated similarity measures. The reason might be that the Estate fingerprint is only 79 
bits long and, therefore, has less discriminative power than, for example, the sub-
structure fingerprint with 309 bits. Still, also for the Estate fingerprint the concrete 
number of uncorrelated measures differs from five to three, which means that we 
have to take at least three different similarity measures (i.e. Yule, Russell-Rao and 
Forbes) into account. Given this result, we noticed that taking only the correlation 
coefficient into account is not discriminative enough; thus we consider additional 
discriminative properties. 
3.1.2. Task-Based Analysis 
This huge variety of uncorrelated similarity measures is eligible, because chemical 
similarity differs according to the task a chemist is working on. Intuitively, we con-
sidered that each measure might be useful for a specific task and, therefore, con-
ducted experiments with example tasks using synthesis and drug design. For drug 
design, we took, among others, Sildenafil as query entity. The idea is to retrieve 
alternative substances with similar chemical properties. In Chapter 4, we extend the 
idea of the search task to the more general idea of search context. Whereas we 
define the task as the working field of the chemist, the search context is much more 
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precise, like, e.g., searching for similar entities to Sildenafil regarding the side effect 
of irregular heartbeat. 
Use Case: Let us consider there are two scientists from the area of drug design 
Peter and Bob. Both are searching for Sildenafil, but with different additional con-
ditions. Peter is interested in pyrazolopyrimidinones with a piperazine ring system 
connected to the sulfonyl group. In contrast to Sildenafil, Peter is looking for a 
free N-side at the piperazine to examine further reactions at this position. A good 
hit for this query scenario is Demethylsildenafil (see Fig. 11). 
 
 
Fig. 11. Demethylsildenafil 
Bob is interested in pyrazolopyrimidinones with a secondary amine connected to 
the sulfonyl group, as he is interested to perform alkylation reactions at his posi-
tion. Udenalfil with its N-alkylated secondary amine side chain represents a top 
candidate for this kind of query (see Fig. 12).  
 
Fig. 12. Udenafil 
To evaluate the ranking results of the different similarity measures, we took all 
chemical entities that were retrieved by a similarity search in PubChem for the 
query term Sildenafil. We also assured that the entities of interest defined by the 
domain experts, Demethylsildenafil and Udenafil, are included in this set. We com-
puted similarity values for Sildenafil and each entity in this set using all uncorrelated 
similarity measures. The domain experts analyzed all result sets and evaluated 
which similarity measure retrieves the best ranking. The output of the experiment 
is that there is no suitable measure delivering both as relevant defined entities 
pyrazolopyrimdinones 
piperazine 
N-alkylated secondary amine side chain 
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under the top-10. For Peter who expected Demethylsildenafil as relevant hit the 
combination of EState fingerprint and Tanimoto measure delivers the best results, 
ranking Demethylsildenafil on rank 9 and Udenafil on rank 335. For Bob expecting 
Udenafil as most relevant entity the combination of Substructure fingerprint and 
Tanimoto measure gives the best result, ranking Udenafil on rank 2 and Deme-
thylsildenafil on rank 228. Although both chemists are from the field of drug design, 
they expect different rankings for the same query term. Therefore, it is not pos-
sible to use one fixed similarity measure for one specific task. Of course, we also 
tried queries for the other tasks, but with the same result: it is not possible to 
assign one similarity measure to a specific task. 
To better judge the impact of the task, we interviewed a group of domain experts 
to find reasons for this behavior. We figured out that each individual chemist has 
some kind of special background or implicit knowledge that he implies. We define 
this implicit knowledge as everything that is influencing the subjective notion of rel-
evance of the chemist, like, e.g., costs for synthesis or which substances are already 
in the fund of the company. This background knowledge cannot be expressed by the 
query term resulting in insufficient result sets. 
One possible solution is to build a personalized retrieval system. The idea is that 
each individual user trains the system and the system will learn the similarity meas-
ure, which fits best to his needs. Fig. 13 shows our advanced workflow. 
 
Fig. 13. Advanced workflow 
In addition to the simple workflow, we add a query relaxation module to be able 
to relax the query Eq with similar entities. The result set only includes documents 
containing the chemical substance Eq or at least one other similar entity for example 
Eq
Eq IndexD1
Dn
Eq‘
Eq‘‘
Eq‘‘‘
… (Eq | Eq‘ | Eq‘‘|…)
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Eq’. The document result set is ranked according to the similarity value of the in-
cluded entities. As a result of the ranking function, the documents containing Eq are 
always top ranked followed by documents including the most similar entity Eq’. 
A lot of uncorrelated measures are available resulting in totally different rankings 
and it is not obvious which similarity measure / fingerprint combination is most ap-
plicable. Therefore, our system contains a feedback step where each user marks 
chemical entities most relevant for his query. For a new user, the system uses the 
best similarity measure by computing the arithmetic mean over all available user 
feedbacks and learns the best individual similarity measure in some feedback steps. 
For each feedback step, the system is calculating the top-k results of all uncorre-
lated measures for a query. Out of this list, the user has to decide which chemical 
entities are relevant for him. In the next step, the system calculates the precision at 
10 values for each measure and uses the best matching one. If the chosen measure 
does not change over a number of different queries, it is accepted as default measure 
for this user and the feedback step is skipped for subsequent queries. Of course, if 
the user is not satisfied by the proposed ranking, he can force the system to learn 
or to use another measure. To evaluate the system, we conducted a user study with 
domain experts from the area of drug design and synthesis. We want to discover if 
already such a simple feedback step would result in an explicit combination of simi-
larity measure and fingerprint. Furthermore, we are interested in the number of 
feedback cycles that are necessary until such a system is stable. 
For the user study, we have randomly chosen 10 query entities from PubChem, 
each of them representing one feedback cycle inside the system. Based on the results 
shown in the previous chapter, we used the five uncorrelated measures Russell-Rao, 
Yule, Forbes, Simpson and Manhattan for calculating the similarity values. In the first 
step, we retrieved the top-10 entities for each similarity measure and put them in 
one set, which did not include duplicates and was unranked. In the second step, the 
chemists marked all relevant entities resulting in their personalized ranking vector. 
For each query, we took the respective ranking vector and compared it to the top-
10 vector of the uncorrelated similarity measures by computing precision at 10. 
Example: As an illustrating example we take the results of the domain expert 
introduced in our use case scenario searching for Sildenafil (see Fig. 14). One can 
see that there are perfect candidates for the personalized similarity measure, i.e. 
a combination of the Extended fingerprint and the Yule, Forbes or Simpson meas-
ure. However, of course one query is not enough to decide for a specific similarity 
measure. 
Fig. 15 shows the average precision at 10 values for the chemist regarding 10 
different queries. Regarding all queries, the personalized similarity measure has 
slightly changed. Finally, the best matching similarity measure is Russell-Rao based 
on the Graphonly fingerprint. Only six feedback cycles were necessary to find this 
ideal combination for this chemist, meaning the preferred similarity measure did 
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not change again after 6 queries. The second best measure is the combination of 
Yule and the Extended fingerprint. 
 
Fig. 14. P@10 values for the query Sindenafil  
 
Fig. 15. Average P@10-values for one chemist over all queries 
The second question to evaluate was the number of needed feedback cycles until 
the system was stable for an individual user. For this purpose, we defined the system 
as stable, if the precision value did not change more than 2% over three queries. We 
can state, that for 75% of the domain experts, the system was able to determine an 
explicit combination of similarity measure and fingerprint within our ten feedback 
cycles. The particular number of needed feedback cycles varies between three and 
eight. For the remaining 25% we could not determine a combination after 10 feed-
back cycles. 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
Russell-Rao Yule Forbes Simpson Manhattan
EState Extended Standard Graphonly MACCS Substructure
0
0,1
0,2
0,3
0,4
0,5
0,6
Russell-Rao Yule Forbes Simpson Manhattan
EState Extended Standard Graphonly MACCS Substructure
36 Similarity Search 
Furthermore, we analyzed the arithmetic mean over all experts and queries (see 
Fig. 16). One can see that the Russell-Rao measure outperforms all other measure 
applying it on the EState, Graphonly, MACCS and Substructure fingerprint. The best 
measure for the Extended fingerprint is Yule and for the Standard fingerprint it is 
Manhattan. Remember, these results cannot be applied out of the box to all users 
because the individual expectations can differ a lot. However, they are candidates 
for solving the well-known new user problem, if the user decides at least on a specific 
fingerprint or taking the overall best measure for a global starting point, i.e. the 
combination of Russell-Rao and the Graphonly fingerprint. 
 
Fig. 16. P@10 values for arithmetic mean over all experts and queries 
Although the personalized workflow already gives better retrieval results, we are 
interested in modeling the chemists’ implicit knowledge to further improve the re-
trieval quality. 
3.2. Similarity Considering Implicit Knowledge 
In this section, we show a way to model the implicit knowledge of a chemist. Again, 
we focus on the important field of drug design, where the information gathering and 
indexing process is even more complex. A chemist from this area is not only inter-
ested in a specific chemical entity, but in a representative of a chemical class adopting 
a specific role. Especially, he is interested in entities having the same or similar char-
acteristic chemical reactions. To assess if a chemical entity is relevant for his task in 
mind he uses his implicit knowledge about chemical classes and reaction behaviors. 
The characteristic reaction behavior of a chemical entity is defined by its functional 
groups. Functional groups are specific groups of atoms that will undergo the same 
or similar chemical reactions independent of the molecule they are part of. How-
ever, currently there is no knowledge base available allowing for this kind of auto-
matic classification of chemical entities. 
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Use Case: Assume a scientist from the area of drug design who is interested in 
anti-tuberculosis drugs, their pharmacological activities and synthesis. He may 
start by looking for information about Isoniazid and related drugs. Isoniazid is an 
organic compound and the treatment of choice for tuberculosis (see Fig. 17). 
Thus, it is of high interest for pharmaceutical research since its discovery in the 
1950s and its first synthetization in the early 20th century. Naturally, our re-
searcher is looking for experimental procedures for the synthesis of Isoniazid-like 
structures, as he would like to minimize the side effects and the risk of resistance. 
In a first step, the chemist analyzes the structure of Isoniazid and identifies the 
parts of the molecule responsible for the specific reaction behavior. Furthermore, 
he implicitly knows that Isoniazid belongs to the chemical class of hydrazines. In 
particular, he is interested in chemical substances having the same reaction behav-
ior and chemical class as Isoniazid. 
  
Fig. 17. Structure of Isoniazid (left) the treatment of choice for tuberculosis (tubercle 
bacillus) (right) 
As starting point, our chemist will use 4-cynaopyridine (see Fig. 18) as it is al-
ready available in his laboratory. The question to solve is how to synthesize 4-
cynaopyridine to get a substance having the same functional properties as Isoniazid. 
 
Fig. 18. 4-cyanopyridine 
Therefore, our chemist is searching for literature where the synthesis of Isonia-
zid-like structures is described. Furthermore, also the chemical entity 4-cyno-
pyridine should be included as educt. The first step is the search for entities with 
the same functional groups as Isoniazid: hydrazine derivative, aromatic compound, 
carboxylic acid hydrazide, heterocyclic compound. Furthermore, relevant entities must 
also belong to the class of hydrazines. Finally, the result set is filtered for papers 
including the chemical entity 4-cynopyridine as an educt. As final step, the chemist 
38 Similarity Search 
can now examine, if the reaction described in the papers can also be used for his 
chemical entity. 
3.2.1. Calculation of Functional Groups 
Focusing on organic chemistry and especially on the synthesis of chemical entities 
the most important characteristic for retrieving relevant entities regarding a query 
term are the functional groups. We rely on the command line utility checkmol20 to 
determine the functional groups of a chemical entity. Checkmol analyzes the input 
molecule for the presence of approximately 200 functional groups. We analyzed the 
output in a first short experiment with a group of domain experts and find out that 
checkmol simply recognize the presence of an aromatic ring, but does not further 
investigate the dimension of contained aromatic rings. To enhance the quality of the 
resulting clusters, we added an extra parsing step to checkmol’s output, to deter-
mine the dimension of an aromatic ring, resulting in n/m-aromatic rings, where n 
stands for the number of contained aromatic rings and m for the number of con-
nected ring groups. An example is shown in Fig. 19. The left figure shows the chem-
ical structure of Phenanthrene which is a (3/1) aromatic compound. The structure 
contains three aromatic rings combined to one group. In Fig. 19 (right) the chemical 
graph of Dicumarol is shown which is (2/2) aromatic compound containing two aro-
matic rings partitioned into two groups. 
 
 
Fig. 19. Phenanthrene is a (3/1) aromatic compound (left) 
Dicumarol is a (2/2) aromatic compound (right) 
3.2.2. Clustering Based on Functional Groups 
The goal is to build clusters of chemical entities where each entity is located in one 
cluster and all other entities in that cluster have the same functional groups. We 
used a dump of the PubChem database containing around 31.5 million chemical en-
tities. For each entity, we determined the functional groups and created an inverted 
index with name and entity allocation. In the first experiment, we want to gain first 
insights about the entities contained in the PubChem dump. We downloaded all SDF 
                                            
20 http://merian.pch.univie.ac.at/~nhaider/cheminf/cmmm.html 
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files from the PubChem server and extracted each chemical entity. A SDF file con-
tains a lot of different information about the entity itself. For us, the interesting part 
contains information about the chemical structure. Therefore, we extracted the en-
tity’s SMILES code and used our extended version of the command-line tool check-
mol to determine the respective functional groups, resulting in a set of functional 
groups for each entity. All entities containing exactly the same set of functional 
groups are grouped into one cluster. The cluster label is a MD5-hash, which is com-
puted using the concatenation of all functional group names from that cluster. The 
distribution of all 31.5 million entities is shown in Table 8. 
Table 8. Cluster sizes 
# Contained Entities # Clusters 
1  773092 
1 < x ≤ 10 816817 
10 < x ≤ 100 226147 
100 < x ≤ 1000 36535 
1000 < x ≤ 10000 3615 
10000 < x ≤ 100000 143 
100000 < x 0 
We did a survey with domain experts to analyze the clusters. The result is that 
clusters containing up to 100 chemical entities are still reasonable for domain 
experts meaning they correspond to the chemist’s implicit knowledge.  
 
Fig. 20. Number of entities per cluster 
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Therefore, we can discover that 97.84% of the resulting clusters can already be 
used. But these clusters only contain around 30% of all chemical entities (see Fig. 
20). Most of the entities (around 21 million) are located in the remaining 2.16% of 
the clusters. Therefore, it is necessary to split them up into more meaningful clus-
ters. 
3.2.3. Building Meaningful Sub-Clusters 
Since the clusters containing the majority of all chemical entities contain entities 
from different chemical classes, we further decomposed them into sub-clusters by 
computing fingerprint-based similarity between the included entities. However, the 
clustering of objects always relies on a meaningful distance, respectively similarity 
function. For computing similarity between chemical entities, usually the first step is 
to create a fingerprint representation of the entity. In the next step, commonly 
known similarity measures are used based on these fingerprints. As previously 
shown there are a lot of different uncorrelated fingerprint/similarity measure com-
binations that need to be taken into account. Each of these measures has different 
rankings with respect to the underlying fingerprint. The week point of all measures 
is the complexity for calculating the similarity value. Assuming n is the number of 
entities, it is necessary to compute the similarity between each pair of entities re-
sulting in a complexity of O(n²). By clustering entities with similar functional groups 
this complexity can be dramatically reduced. The pre-computation of the functional 
groups can be performed in constant time and thus results in a complexity of O(n). 
 
Fig. 21. Top-100 
To decide for a measure for the sub-cluster computation, we evaluated for which 
of the measures the top-k ranked entities are in the same functional group cluster. 
We want to find the measure that best reflects the concept of functional similarity. 
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We randomly choose 100 clusters with more than 1000 entities per cluster. In ad-
dition, we choose 10 random queries and calculated the similarity between the query 
entity and all other entities from all clusters. For each entity, we have six different 
fingerprint representations. The similarity is computed using the uncorrelated 
measures. Fig. 21 and Fig. 22 show the average results based on the ten queries. 
 
Fig. 22. Top-1000 
The figures show that there are big differences between the different combina-
tions. For the substructure fingerprint and the Manhattan distance always all top-100 
entities are in the same functional groups cluster. For the top-1000 entities still 
around 800 are found in the same cluster. Since this combination retrieves the best 
results, we decided to use it for sub-cluster computation. 
Many different clustering algorithms exist in literature. For our problem definition, 
we choose a partitioning method which constructs k partitions of the data. Each 
partition represents a cluster and satisfies the following requirements: each group 
must contain at least one object and each object must belong to exactly one group. 
One of the most famous algorithms from this group is the k-means clustering, which 
we chose using the WEKA framework [45]. 
As already discussed, a lot in literature one challenging aspect of k-means cluster-
ing is to find a suitable k. We also tried to find an optimal k fitting for our scenario. 
The aim is that each entity in a cluster has the same chemical class. Therefore, we 
took a domain specific ontology including chemical classes as ground truth, the so-
called ontology for chemical entities of biological interest (CheBI [46]). Since we are 
interested in decomposing the clusters with more than 100 entities (around 40000 
clusters), we randomly took 2000 clusters (5%) out of this set. Since not all entities 
from our dataset are included in CheBI, we only choose clusters containing entities 
also included in the CheBI ontology. The idea is to take all entities from one cluster 
and assign the associated ontology classes to that cluster. Of course, it is not sensible 
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to use all ontology nodes associated with one chemical entity. Nodes that are too 
general would lead to huge clusters that are again not meaningful. 
As we will see later in section 5.2, it is sensible to only use ontology nodes that 
are at least three steps away from the entry node. Therefore, we only associated 
these classes with the respective cluster. We defined that the optimal segmentation 
is achieved, if all entities with different classes are in different sub-clusters. We man-
ually built the respective sub-clusters and run the k-means algorithm varying the 
value for k. Our algorithm stops if k-means found the optimal solution, each entity 
is in one cluster for its own, or if no solution can be found. Evaluating the 2000 
clusters we retrieved an optimal k for further splitting up the entities in the func-
tional groups clusters in chemical classes of four. Whereas CheBI includes for our 
dataset around 20,000 chemical classes, we were able to find more than 150,000 
classes for chemical entities. Please note, we cannot associate exact chemical class 
names to each cluster, but as we will see later, our results match the perception of 
the chemist’s implicit knowledge of entities belonging to the same class. The follow-
ing paragraph gives an overview of the whole process. 
1. /* Calculation of functional groups */ 
For each entity from document do 
1.1. Use SMILES code of the entity to determine the functional groups using 
checkmol 
1.2. If functional groups contain aromatic ring 
1.2.1. Parse output to determine the dimension of the aromatic ring 
1.3. Name the cluster according to the MD5-hash of the set of functional 
group names 
1.4. If functional groups cluster already exists 
1.4.1. Assign entity to that cluster in the inverted index 
1.5. Else 
1.5.1. Create functional groups cluster and add entity to the inverted 
index 
2. /* Analyzing cluster for building sub-clusters */ 
For each cluster c from the set of all clusters C do 
2.1. If entities in c belong to different chemical classes 
2.1.1. For each entity e in c do 
2.1.1.1. Compute fingerprint representation for e 
2.1.1.2. Compute sub-clusters based on fingerprints and distance 
measure using k-means clustering 
2.1.1.3. Add e to the inverted index of the sub-cluster 
Algorithm 3. Cluster computation 
3.2.4. Confining the Result Set: Retrieval Using Implicit Knowledge 
In this section we explain how the functional groups clusters are used for retrieval. 
After the query entity is assigned to the respective sub-cluster all related documents 
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are retrieved. Instead of just delivering all documents, the result set is ordered ac-
cording to a similarity measure. In our scenario, a document is relevant for a query 
term if some chemical entity in the document has the same functional properties, 
respectively the same chemical class, as the query entity. Therefore, we need a spe-
cific similarity measure not only taking the simple occurrence of the query term into 
account. We developed a measure, which is based on the Wikipedia category infor-
mation. Our experiments presented in Chapter 5.2 prove that Wikipedia categories 
are useful to describe chemical documents. The Wikipedia categories are structured 
in a taxonomic tree based on the relationships between them. Here, the idea is to 
retrieve for each document the associated categories based on the included chemi-
cal entities. Since Wikipedia includes information from many different domains, it is 
not sensible to use the whole category tree for describing chemical entities. Based 
on the findings in Chapter 5.2, we use only categories that are directly attached to 
the query node. We retrieve the respective categories for each query term and each 
document in the query’s sub-cluster. The documents are ranked according to the 
following similarity measure: 
 𝑤𝑐(𝑞𝑖, 𝑑𝑗) =
𝑐𝑞𝑖𝑑𝑗
𝑐𝑞𝑖
 ×  
𝑐𝑑𝑗
𝑒𝑑𝑗
 (1) 
where 𝑞𝑖 is the query term and 𝑑𝑗 the respective document. The swc measure 
consists of two parts. The first quotient divides the number of categories found for 
query term i in the respective document j (𝑐𝑞𝑖𝑑𝑗) by the total number of categories 
found for query term i (𝑐𝑞𝑖). The second quotient divides the total number of cate-
gories for the document (𝑐𝑑𝑗) by the total number of chemical entities found in that 
document (𝑒𝑑𝑗). The following algorithm summarizes all necessary steps. 
1. /* Document retrieval */ 
For query entity q do 
1.1. If input format ≠ SMILES 
1.1.1. Get SMILES representation for q 
1.2. Use SMILES to compute functional groups for q using checkmol 
1.3. Associate q with the respective cluster 
1.4. If functional groups cluster is not divided into sub-clusters 
1.4.1. Retrieve all included documents using the inverted index and rank 
them according to our similarity measure 
1.5. Else 
1.5.1. Compute fingerprint representation of q  
1.5.2. Compute distance to the centroid of each sub-cluster 
1.5.3. Assign q to sub-cluster with lowest distance 
1.5.4. Retrieve all documents included in the sub-cluster using the in-
verted index and rank them according to our similarity measure 
Algorithm 4. Cluster based document retrieval 
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To evaluate the created clusters in a document retrieval scenario, we use our 
ARKIVOC document collection containing 2700 documents. We took the enriched 
index pages and associate each document to the functional groups clusters based on 
its contained entities. First, we have to randomly chose query entities and assess the 
relevance of each document for the respective query. Relevance can only be as-
sessed manually by domain experts (in particular chemists), in what is a very expen-
sive process. Therefore, we could not take the entire collection, but chose a subset 
of documents (still about 10% of the entire collection) for performing a precision/re-
call analysis. To choose a representative subset, we analyzed the number of occur-
rences of individual chemical entities in the document collection. It is not sensible 
to choose entities as query terms that either occur in almost every document or 
are extremely rare. We analyzed all entities occurring in less than 100 documents, 
but more than 20 documents. Furthermore, the entities should belong to functional 
groups clusters, which have been further decomposed into sub-clusters using the 
fingerprint based similarity computations.  
We retrieved all documents matching these queries and randomly chose a subset 
of 10%. From these documents, we randomly selected a total of around 5% of the 
occurring entities resulting in 18 textual query terms.  For the evaluation domain 
experts from the field of chemistry considered all retrieved documents with respect 
to each query and judged the relevance in a binary fashion. A document is marked 
as relevant if it contains entities having the same reaction behavior and belonging to 
the same chemical class as the query entity. However, sometimes an entity name 
can even be used as a placeholder for describing certain characteristics or function-
ality of other complex entities, i.e. although some entity name may occur in a paper, 
the actual entity may not be relevant. The experts counted such documents as false 
retrievals. 
Now, we analyze if the sub-cluster decomposition is sensible meaning that all rel-
evant documents for a query term are located in the same sub-cluster. If we are 
using only the functional groups clusters (k=1) the recall is 93%, meaning that some 
documents from other clusters were also marked as relevant. But, without any sub-
clusters we got a low precision value averaged over all queries of 42% (see Fig. 23). 
The goal is to find suitable sub-clusters restricting the number of retrieved docu-
ments resulting in high recall and better precision values. Therefore, we build sub-
clusters using the substructure fingerprint representation of the chemical entities 
and computing the similarity using the Manhattan distance. Since we use a k-means 
algorithm, we analyze the sub-cluster quality dependent on k. Fig. 23 shows the 
precision, recall and F-measure values for different values of k. 
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Fig. 23. Recall, Precision and F-Measures for varying k’s 
The recall value is always around 93%. The precision value slightly increases up to 
53% for k equals 12. According to the low precision values the classic F1-Measure is 
on average only around 57%. But, as stated before, document retrieval in the area 
of chemistry is rather recall oriented: it is very important to retrieve all documents 
related to a query. For an industrial research team missing relevant research results 
may lead to enormous costs for the respective company. Hence, the actually most 
significant measure for our scenario is the F2-Measure weighting recall higher than 
precision, resulting in an average of 68%.  
Please note, we can further optimize the precision by using different k values for 
different queries, respectively different cluster sizes. For example, for query term 2, 
which is in a quite small cluster containing only 26 documents, already with k equals 
2 we have a precision value of 60%. In contrast, for query term 15 the precision 
value for k equals 2 is 59% and for k equals 9 67%. Regarding all queries, the optimal 
value for k is varying between 1 and 12. But, only four queries do not have their 
optimal precision value for k equals 12. 
The entity clustering experiment (see section 3.2.3) has shown that we have an 
optimal segmentation for k equals four. For documents, k equals four is already 
good, but the precision value is slightly higher for k equals 12. We also tested higher 
values for k, but the precision did not increase anymore. Instead of delivering all 
documents in the sub-cluster randomly to the user, we also developed a similarity 
measure to rank the documents according to the query term. Fig. 24 shows the 
Mean Average Precision (MAP) values for varying k’s. Using the ranking, we were 
able to reach a MAP value for k equals 12 of 72%. 
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Fig. 24. Mean Average Precision (MAP) for Wikipedia categories ranking and varying k’s 
However, another interesting point is that even if the clusters include fewer doc-
uments, the recall value did not decrease. That means if a user is searching for doc-
uments with respect to a chemical entity with some characteristic reaction behavior 
and implicit knowledge of its chemical class, it is sufficient to find the cluster for this 
query entity and retrieve all included documents. If the query entity is located in a 
sub-cluster, it is not necessary to take chemical substances from other sub-clusters 
into account, even though they have the same functional groups. Our experiment 
has shown that almost all relevant documents are in the same sub-cluster as the 
query entity. 
 
Fig. 25. Number of entities for k=1 and k=12 
Fig. 25 compares the number of entities in the functional groups cluster (k=1) to 
the number of entities for 12 sub-clusters for each query. The figure shows that the 
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cluster sizes decrease on around 90% on average over all queries. Since the recall 
does not decrease, the conclusion is that the cluster quality is high and only irrele-
vant entities are located in other sub-clusters.  
 
Fig. 26. Number of clusters including x percent of the entities for k=12 compared to k=1 
Fig. 26 shows the number of clusters including a certain percentage of entities 
for k equals 12. For example, there are 3500 sub-clusters where the number of 
entities has been reduced to 3% of the number of entities for k equals 1. This ob-
servation is quite important considering a facetted-search scenario. For example, in 
our ViFaChem2 portal21 the user has the possibility to decide for relevant chemical 
entities after submitting a query. Our evaluation has shown that this set of offered 
chemical entities can be highly decreased by only considering entities from the same 
sub-cluster leading to a more sophisticated search experience. 
3.3. Conclusions 
There are many different similarity measures available in chemistry. All rely on a 
fingerprint representation of the chemical structure. We evaluated the correlations 
between 16 widely used similarity measures and 6 different fingerprints for chemical 
entities using Kendall’s Tau. The results show that many of them are uncorrelated, 
meaning they deliver different rankings. 
Since chemistry is a wide field with many different sub-domains, these results 
seemed reasonable. Chemists are focused on specific tasks when searching for liter-
ature, for example drug design or synthesis. We have analyzed whether the uncor-
related measures fit to typical search tasks in chemistry. The different fingerprints 
                                            
21 www.chem.de 
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represent different chemical aspects. For example, the Substructure fingerprint only 
considers the structure of a molecule, whereas the MACCS fingerprint uses a set of 
questions regarding more properties of a molecule than just the structure. We in-
vestigated if it is possible to assign one similarity measure to one specific task. We 
conducted a user study with domain experts and have shown that for the same task, 
e.g., drug design, different domain experts preferred different similarity measures. 
Hence, it is not possible to assign one similarity measure to one specific task, mean-
ing there is no similarity measure always delivering the most suitable result set for 
that task. During discussions with domain experts, we discovered that chemists usu-
ally have special background knowledge when searching for literature that cannot 
be expressed in the query. 
One possible solution is to build a personalized retrieval system learning the most 
preferred measure for each individual chemist. We provided a system based on user 
feedback. Our evaluations showed that it is indeed possible to learn the most pre-
ferred measure within a couple of feedback cycles. Nevertheless, we also analyzed 
how to model the chemists’ implicit knowledge to further improve the retrieval 
quality. We figured out that chemists are usually interested in chemical entities hav-
ing a specific reaction behavior and belonging to a specific chemical class. The reac-
tion behavior of a chemical entity can be determined by analyzing its structure and 
extracting its so-called functional groups, which are responsible for the entity’s char-
acteristic reaction behavior. Currently, only a few knowledge bases are available 
allowing for an automatic association of chemical entities to chemical classes. All are 
focused on small sub-domains of the whole domain of chemistry. A prime example 
is the CheBI ontology, covering chemical entities and classes that are of biological 
interest. Thus, the chemical class is mainly based on the implicit knowledge of the 
chemist. 
We presented an approach, clustering chemical entities based on their functional 
groups to externalize the chemists’ implicit knowledge. The resulting clusters were 
manually analyzed by domain experts. The result was that the clusters including most 
of the entities are too unspecific and do not fit to the chemists’ perception of chem-
ical classes. Therefore, we used fingerprint-based similarity measures to further di-
vide these clusters into sub-clusters. Since many uncorrelated combinations of fin-
gerprints and similarity measures are available, we analyzed which one is the most 
promising. Our evaluation has shown that the Substructure fingerprint in combina-
tion with the Manhattan distance retrieves the best results for a query entity, ranking 
almost all top-ranked entities in the same functional groups cluster. We used this 
combination for building sub-clusters. Since we used k-means clustering, we also 
evaluated which value for k should be used for our collection. As ground truth, the 
CheBI ontology was used associating chemical classes to each cluster. The optimal 
decomposition is found if each cluster has exactly one chemical class assigned. 
Whereas CheBI only covers a small part of all chemical classes, we were able to 
enhance the number of classes by an order of magnitude. Even though, we cannot 
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assign explicit class names to the resulting clusters, they reflect the chemists’ per-
ception of chemical classes. We also evaluated the functional groups cluster in a 
retrieval scenario. By considering the implicit knowledge of each chemist, the result 
set can be further decreased without influencing the retrieval quality. Almost all 
relevant chemical entities are located in the same sub-cluster as the query entity. 
This leads to a decrease of the entity set of around 90% in average without losing 
relevant entities. This is quite useful for, e.g., faceted browsing. 
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Chapter 4 
Contextual Search 
In the last chapter, we analyzed different similarity measures and tried to assign them 
to different search tasks. We defined the search task as the working field of the 
respective user, like, e.g., drug design.  However, it was not possible to assign the 
similarity measures to search tasks, since the users have some kind of implicit back-
ground knowledge influencing their subjective notion of relevance. We modelled 
this knowledge by clustering chemical entities based on their functional groups. 
In this chapter, we further specify the idea of the search task. In entity centric 
searches, users are often interested in information about the query entity in a certain 
context. We define a context as any general concept that is semantically related to 
the query entity. For example, consider a user who is interested in chemical entity 
Sildenafil in the specific context of irregular heartbeat. This context is important to 
increase the retrieval precision. Certainly, it is possible to build a search engine, 
which has the ability to combine the entity and context as a query term. A simple 
workflow dealing with these combined queries is shown in Fig. 27. 
 
Fig. 27. Advanced workflow considering context 
Here, the combined user query Q! is sent to the search engine and split up into 
the chemical entity Eq and the specified context qi. We already solved the problem 
of finding similar entities regarding Eq. Here, we want to restrict the result set to the 
desired search context. One easy solution would be to filter the documents using 
an inverted fulltext index and only use those documents including qi. However, as 
we will see in our evaluation, such a simple filtering also with expansion terms is not 
sufficient. 
Q!
Eq Index qi  full textD1
Dn
Eq‘
Eq‘‘
Eq‘‘‘
… (Eq | Eq‘ | Eq‘‘|…) & qi
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The general problem of contextual searches is that users usually describe their 
broad information needs with several keywords, which are likely to be different from 
the words used in the actually relevant documents. As a consequence the results 
returned by the information provider may miss relevant documents with respect to 
the user’s information needs. This leads to a dramatically decreased retrieval quality 
and thus a bad usage experience. To guarantee high quality retrieval it is therefore 
important to bridge the gap between the query terms and the documents’ vocabu-
lary. The challenge of expressing the user’s information need by finding the right 
query terms is widely known as the vocabulary problem [47]. Users often try to 
solve this problem by refining their query, i.e. adding or changing query terms in case 
the retrieval results have not been satisfying [48]. However, considering scenarios 
where users are searching for information about abstract concepts the problem of 
word mismatch is even bigger: such abstract concepts or context terms hardly ever 
occur directly in Web documents. Imagine a user who is interested in information 
retrieval. By entering the conceptual query ‘information retrieval’, he only receives doc-
uments dealing with this very general concept. Closely related and also relevant 
documents not containing the exact term, like, for instance, documents about Web 
search, will not be returned. This also holds for more specific conceptual queries, 
like, e.g., polyomavirus infections in the biomedical domain or searches for chemical 
classes, like, e.g., alcohol, in the domain of chemistry. 
To solve this problem, in some domains documents are already pre-annotated 
with suitable context terms. The most prominent example is the MEDLINE corpus, 
which is currently the largest document repository of life science and biomedical 
documents, containing more than 20 million publications. Each of these documents 
is manually annotated with several terms from the Medical Subject Heading (MeSH) 
ontology, which offers a controlled vocabulary for indexing and retrieval purposes. 
However, document collections like MEDLINE are a rare case and most collections 
lack suitable context annotations. For most domain specific collections no suitable 
controlled vocabularies or even better, ontologies, are available. 
In this chapter, we use external knowledge provided by Wikipedia to semantically 
enrich documents bridging the gap between contextual queries and documents’ vo-
cabulary. We extract the most important terms from each document and enrich 
them with several semantic features gathered from Wikipedia. The enriched terms 
are used to compute the relevance of a document to a contextual query. Our ex-
periments show that our approach outperforms traditional query expansion meth-
ods using statistical query expansion, showing an increase of more than 30% in Mean 
Average Precision. We also compare against stronger baselines using LSA and ran-
dom indexing showing an improvement of more than 15%. All results have been 
proven to be statistically significant. 
In chemistry, another problem is that none of the structure-based similarity 
measures takes such context information into account. But, also here this is very 
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important, because the similarity of two chemical substances is actually heavily re-
lated to the search context. Considering, for instance, the chemical entities 
Zanamivir and Ibuprofen, both are used in the treatment of flu and are therefore 
similar regarding this pharmacological activity context. Ibuprofen is also used to treat 
inflammatory diseases such as rheumatoid arthritis. But, regarding this context both 
entities are very dissimilar: Zanamivir is a neuraminidase inhibitor and thus not at all 
useful for the treatment of rheumatoid arthritis. It is therefore necessary to person-
alize measures for entity similarity to the search context a user is currently engaged 
in. In brief, context used to disambiguate the user’s explicit query can be expected 
to lead to focused and relevant retrieval results. 
The traditional way of searching for documents relevant for contextual queries is 
to use query expansion. It expands the query term issued by a user with suitable 
related terms, called expansion terms, matching the documents’ vocabulary. In gen-
eral, query expansion leads to higher recall, but strongly decreases the retrieval pre-
cision. The reason is that usually the context of the query is not known and thus the 
expansion terms do not meet the user’s search intention. More advanced retrieval 
models, like Latent Semantic Analysis (LSA), try to solve this by producing sets of 
concepts related to the documents and their contained terms. However, as we will 
see in our experiments, the resulting quality is still not sufficient. For digital library 
providers it is important to enable contextual queries while also ensuring their high 
quality requirements. 
One famous ranking algorithm considering context information for Web searches 
is the topic-sensitive PageRank [49]. For each Webpage multiple importance scores 
with respect to various topics are computed. These scores are combined at query 
time dependent on the topics stated in the query. Afterwards they can be combined 
with different IR measures to produce a suitable ranking. 
Use Case: Imagine a chemist from the field of infection research who is currently 
working on a chemical substance called Clindamycin. He is interested in literature 
in the context of Malaria to find similar substances to overcome side effects, like, 
e.g., diarrhea or nausea. 
Since Clindamycin is a lincosamide antibiotic it is usually used to treat infections 
with anaerobic bacteria. But, it can also be used to treat some protozoal diseases, 
like, for example, Malaria. Our chemist is interested in similar substances to 
Clindamycin that are used in the context Malaria. Therefore, he is searching for 
documents dealing with Malaria that may also include the most similar substances. 
One possible way for including the search context is to filter the document set 
and only consider documents containing the respective context term. The similar 
entities are found using fingerprint-based similarity measures. 
The question is if we found the most similar chemical entities regarding the 
search context using fingerprint-based similarity measures? The problem is that 
context similarity cannot be captured in similarity measures based on structural 
54 Contextual Search 
information. Two chemical entities can be very similar regarding one context, but 
totally dissimilar in other contexts. 
For example, let us consider the chemical substance our chemist is searching 
for, Clindamycin. He is interested in similar entities in the context of Malaria. One 
very good hit in this context is Quinine. But, if we do not consider the context, 
and only use structural information both entities are very dissimilar. Fig. 28 shows 
the chemical structures of both entities.  
  
Fig. 28. Chemical structure of Clindamycin (left) and Quinine (right) 
We searched for similar entities for Clindamycin in the PubChem database22 us-
ing a structure similarity search and analyzed the results. The chemical entity Qui-
nine was not under the top 1000 most similar substances. 
To proof this assumption, we did an experiment on the PubMed central docu-
ment corpus (PMC) containing 213,516 documents. Each document in that corpus 
is annotated with MeSH terms, which we used as context terms for this experi-
ment. We choose ten query entities, each of them occurring in two different con-
texts. For example, we searched for Clindamycin in the contexts of Malaria and 
Pregnancy or Gatifloxacin in the contexts of Aspergillose and Tuberculosis. We took 
all documents for each query entity and context term and extracted the included 
chemical entities using OSCAR. Furthermore, we did a similarity search without 
respecting the context in PubChem retrieving all chemical entities with a similarity 
value higher than 80% to the respective query entity. Since a chemical structure 
can have several names, we also included all synonyms in the PubChem set. We 
compared the different sets using Jaccard similarity. We observed that the Pub-
Chem set and the respective context sets have only a very few entities in common, 
resulting in an average Jaccard similarity of only 0.0008. We also computed the 
similarity between the two context sets for each query. Of course, the similarity 
value depends on how the two context terms are semantically related. The closer 
they are, the more similar are the entity sets. But, also here the average Jaccard 
similarity is low with only 0.19. We discussed our observations with domain ex-
perts, which confirmed that structural similarity is usually not the determining 
factor for context searches. Nevertheless, it is used for similarity searching and 
                                            
22 http://pubchem.ncbi.nlm.nih.gov 
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the retrieved result set is filtered using facetted browsing to focus on the search 
context. 
This experiment leads to two observations: 
 Structure-based similarity measures are not the right choice for performing con-
text searches in chemistry. 
 Since the result sets for the same query entity in different contexts strongly differ, 
the context terms are important for finding similar entities. 
In this chapter, we present two approaches allowing for contextual searches in 
chemistry. The first uses knowledge harvested from Wikipedia as a major knowledge 
base. One advantage of that approach is that every term occurring in Wikipedia can 
be used as context term. Instead of using a fixed vocabulary of predefined classes, 
we thus use the ‘wisdom of the crowd’, which is dynamic and ever growing. The 
derived similarity measure is therefore not purely based on structural information 
of chemical entities, but extracts different features of chemical entities using com-
mon knowledge in the community. All features are combined in enriched profiles of 
chemical entities. These profiles are then used for similarity computations resulting 
in a personalized ranking function considering both, context as well as entity simi-
larity. 
The second approach uses cross-domain knowledge from different, but related 
domains, to annotate documents with suitable context terms. For chemistry, we 
take documents from the biomedical domain which are annotated with MeSH terms, 
learn suitable classifications and annotate chemical documents. 
4.1. Related Work 
In general, the area of automated text categorization is a wide field dating back to 
the early ‘60s. Central approaches in the ‘80s were usually based on knowledge 
engineering, where a human expert defined a set of rules to classify documents un-
der the given categories. Due to the machine-learning paradigm and more powerful 
hardware devices the knowledge engineering approach lost popularity in the re-
search community in the ‘90s. In machine-learning a general inductive process auto-
matically builds a classifier by learning the interesting characteristics from a set of 
pre-classified documents. Nowadays, text categorization plays a major role in infor-
mation systems and is applied in many contexts, like, e.g., document indexing or 
filtering, automated metadata generation or word sense disambiguation. An over-
view of machine learning in text categorization is given in [50]. 
In reality, almost all queries are either implicitly or explicitly formulated in a spe-
cific search context. For an implicit context, factors, like, e.g., the user’s domain of 
interest, knowledge or preferences, are important to get the correct interpretation 
of the query. For explicitly formulated contexts in the query it is important to solve 
problems, like, for example, the vocabulary problem [47]. In many studies it was 
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proven that context terms are important for high quality retrieval, because they have 
a strong influence on the users’ relevance judgments, see [51], [52], [53], [54], [55]. 
4.1.1. Extending the Query with Implicit Context Information 
Today, there are several groups of approaches using implicit context information. 
One of the newest groups of approaches tries to automatically detect the current 
situation a user is in. In [56] the authors introduce an approach using sensors auto-
matically detecting what a user is currently doing. They argue that the search results 
should differ dependent on the current user activity. The authors in [57] proposed 
a method automatically searching for a Webpage related to the daily activity of a 
user. They construct a query considering the use of daily objects employed in the 
activity that is detected with object-attached sensors. 
Actually, there are many overlapping areas trying to extend the user’s query with 
context information, like, for instance, query expansion, conceptual retrieval, or 
cluster-based retrieval. The aim of query expansion is to bridge the gap between 
queries and documents by adding additional terms or reweighting terms in the orig-
inal query [58]. In general, query expansion approaches can be local or global [59]. 
Local methods try to consider, e.g., the user’s search history or profile, to automat-
ically enrich queries [60]. These systems do not consider the physical surrounding 
of the user, but also try to infer context terms automatically. Also relevance feed-
back is a form of local query expansion. Here, the retrieved documents are examples 
to find additional query terms [61]. In the area of pseudo relevance feedback, it is 
assumed that the top-k retrieved documents are relevant. But, it is also possible to 
consider implicit or explicit relevance judgments from users, see, e.g., [62] or [63]. 
An approach using information from raw query search logs to discover context 
terms is described in [64]. The detected terms are included in user preferences used 
to optimize search results. It was shown that in terms of top-k search quality a 
system using context information outperforms existing personalization approaches 
without context information. In [65] a model based on language modeling is pre-
sented, where the context specification is done based on the query and not on the 
user. If users are interested in different domains, using, for example, user profiles 
can sometimes lead to a query drift favoring incorrect documents. This can be 
avoided using query-specific contexts. 
Global expansion approaches use global collection statistics or external 
knowledge sources, such as concept languages, to enhance the query. There are 
many approaches using concept relations defined in a thesaurus. In [66] term rela-
tionships are used to extend the query model. In contrast to other language models 
they do not assume term independence. While considering relationships between 
terms, e.g. synonymy, the retrieval performance is enhanced. A combination of local 
and global approaches is presented in [67]. Here, a local expansion method is used 
to obtain a conceptual representation of a query. Afterwards, a global method is 
used to translate the conceptual representation back to textual representation. To 
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get the conceptual representation of the query pseudo relevance feedback is used 
and the query is translated into the set of concepts associated to the relevant doc-
uments. Using these concepts the user’s information need is represented on a 
higher, conceptual level. To get better retrieval performance this conceptual query 
model is translated back to a textual model. 
In [68] three different algorithms are compared considering contextual search for 
the Web, i.e. query rewriting, rank-biasing and iterative filtering meta-search (IFM). 
For query rewriting each query is enriched with appropriate terms from the search 
context and for answering this augmented query an off-the-shelf search engine is 
used. The initial query is expanded using all terms from a context term vector for-
mulating a rather long query using AND semantics. The rank-biasing algorithm gen-
erates a representation of the context and answers queries using a custom-built 
search engine exploiting this representation. For the IFM algorithm multiple sub-
queries based on the initial query and appropriate terms from the search context 
are generated. Each of these sub-queries is sent to a search engine and the results 
are re-ranked using rank aggregation methods. The advantage of the simple query 
reformulation algorithm is that it naturally fits with the search interfaces offered by 
major search engine providers and therefore can be implemented on top of them in 
a straight forward fashion. And also the experimental results in [68] have shown that 
this approach performs surprisingly well. Therefore, we will compare against a quite 
similar approach using query expansion for the context term in our evaluation. 
4.1.2. Extending Documents with Context Information 
In [69] it was shown that context-sensitive ranking improves the retrieval quality for 
domain experts remarkably, compared with conventional ranking models. The rank-
ing model uses keyword statistics collected from the specified contexts to rank the 
documents. To reduce the problem of computing keyword statistics at runtime for 
the document subsets of the specified context the authors suggest using materialized 
views. It was shown that the materialized view technique improves the efficiency of 
worst case queries significantly. The technically difficulty is to choose a small number 
of materialized views to improve the system overall performance. A data mining 
based and a graph decomposition based algorithm have been presented to solve the 
selection problem. Since they are working on the MEDLINE corpus, all given docu-
ments are already pre-classified by the annotated MeSH terms. A more advanced 
approach described in [70] uses semantic information extracted from texts and 
some domain ontology to approximate concepts associated with documents. Since 
for document classification, respectively context annotation, it is necessary to know 
the set of possible classes in advance, using the controlled vocabulary and semantic 
relations of an ontology is beneficial. 
Actually, in the biomedical domain almost all documents are annotated with one 
or more terms from the MeSH ontology. This ontology defines a controlled vocab-
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ulary specifying a variety of concepts in (biomedical) science. Each MeSH term rep-
resents a concept and a combination of these terms represents the context spanning 
the corresponding concepts. A researcher can use tools that visualize the MeSH 
ontology for specifying his/her search context by browsing through the ontology and 
selecting terms that are relevant for his/her context. An example is the GoPubMed23 
portal where the user can do facetted searches by navigating through the MeSH 
ontology and filter the PubMed document corpus by choosing suitable ontology 
terms. In [71] it is also shown that the MeSH ontology is a valuable resource for 
representing MEDLINE documents at different abstraction levels. The authors eval-
uated the suitability of the ontology for classifying biomedical documents using a 
Bayesian Network classifier. Furthermore, it was shown that the classification accu-
racy can be improved by increasing the number of MeSH terms used for represent-
ing a document. Another approach trying to extend the ontology-based representa-
tion of biomedical documents is described in [72]. The initial MeSH annotations of 
biomedical documents have been extended with semantically similar concepts from 
the MeSH ontology. A simple edge-count similarity measure was used to evaluate 
the semantic proximity between different concepts. 
In [73]  an approach is presented focusing on the automatic annotation of MeSH 
terms to biomedical documents. Different classification systems are compared to 
reproduce manual MeSH annotations. Experiments also showed that the retrieval 
quality for biomedical documents can be improved by automatically annotating the 
user query with MeSH terms. A similar approach dealing with automatic query ex-
pansion in MEDLINE but using a pseudo-relevance feedback technique is described 
in [74]. 
But, the almost completely MeSH-indexed MEDLINE digital library is a rare case 
and its manual curation is expensive, while automatic classification is still error-
prone. Moreover, most document collections miss both, suitable annotations and 
the funds to add them. Considering, for instance, the linked open data community, 
hardly any collection dealing with chemical entities is properly annotated. Examples 
are Linking Open Drug Data, a task force within the World Wide Web Consortium's 
Health Care and Life Sciences Interest Group, or clinical trials describing relationships 
between active ingredients and diseases tested in clinical studies around the world. 
In the chemical domain, the most comprehensive database is still created manually 
by the Chemical Abstracts Services (CAS) as part of the American Chemical Society. 
Although some Web portals for searching for chemical documents are freely avail-
able, like, e.g., ChemXSeer24 or the ViFaChem portal25, none of them allows for con-
                                            
23 http://www.gopubmed.com 
24 http://chemxseer.ist.psu.edu 
25 www.chem.de 
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text-aware retrieval. The reason is that there is no suitable knowledge base in chem-
istry offering a defined vocabulary comparable to the MeSH ontology in the biomed-
ical domain. A possible approach might be the automatic creation of ontologies. But, 
unfortunately, the quality of automatically generated ontologies for such complex 
domains as chemistry is not yet sufficient [75]. 
Our idea is to use the knowledge from different, but related domains or the 
knowledge from general information sources, like Wikipedia, either to annotate 
documents with suitable context terms, or to compute context similarity on-the-fly. 
The approach in [76] discusses the problems of cross-domain knowledge transfer. 
The main focus lies on the problem that for classification training and test data have 
to follow the same distribution. Since for cross-domain classification this is usually 
not the case a two-stage algorithm is presented based on semi-supervised classifica-
tion. In [77] an approach enabling cross-domain search by exploiting Wikipedia is 
shown. The focus is on analyzing tags used in Web 2.0 systems like Flickr and 
connect them to concepts in Wikipedia. Other approaches use Wikipedia directly 
to improve document retrieval. In [78] an approach is presented using machine 
learning techniques with Wikipedia to enrich document retrieval. The same authors 
presented a concept-based retrieval approach based on Explicit Semantic Analysis 
(ESA) in [79]. Their results show the usefulness of Wikipedia to compute semantic 
relatedness of natural language text. Another approach presented in [80] uses 
Wikipedia concept and category information for enriched document clustering. 
4.2. Combining Entity and Context Similarity Using External 
Knowledge Bases 
One drawback of all fingerprint-based similarity measures is that they always need 
structural information about chemical entities, like, e.g., the SMILES representation. 
Moreover, for computing context dependent entity similarity structural information 
is not sufficient. Therefore, we introduce a similarity measure that uses external 
knowledge and is independent of the chemical structure. Our measure considers 
both, entity- as well as context similarity. Finally, we are interested in documents 
including the query entity (or similar entities) in the sense of the specified context. 
In our system a document, further denoted by d, is represented as the bag of 
words of its included chemical entities Ed ⊆ E, where E is the set of all chemical 
entities in the collection. Let D denote the collection of documents. A query for a 
context search is composed of two parts: q = eq | qc, where eq is a chemical entity 
and qc is the desired context specification. qc specifies a sub-collection Dc ⊆ D such 
that ∀d ∈ Dc, d satisfies qc. The basic workflow is shown in Fig. 29. 
The automatic entity extraction is done using the OSCAR framework. The docu-
ments and their contained chemical entities are stored in a database. For each chem-
ical entity, a chemical profile is created containing different features. The basic 
knowledge base used is Wikipedia. For each chemical entity e ∈ Ed, we analyzed its 
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corresponding Wikipedia page and extracted suitable features used in the chemical 
profiles. From each page, we extracted the set of the assigned Wikipedia categories. 
In addition, a set of all other entities that are cited in the Wikipedia page (outgoing 
links) and a set of all other entities pointing to the respective page (incoming links) 
are used in the profile. 
 
Fig. 29. Information extraction process 
Beside Wikipedia, we also use another tool to automatically detect important 
entities in text, named OpenCalais26. OpenCalais is a free Web service from Thom-
son-Reuters that does named entity recognition to extract events and relationships 
from text. It uses natural language processing and machine learning techniques to 
recognize instances of named entities. Since OpenCalais uses surface features, like, 
e.g., capitalization, and is not based on handcrafted databases of entities, it can detect 
new entities that may not be included in any knowledge base like Wikipedia. 
For each chemical entity, we analyze its Wikipedia page using OpenCalais and add 
the retrieved information to its chemical profile. In detail, we use the detected Calais 
entities, topics and social tags. The Calais entities are further divided into several 
different types, ranging from types like medical treatment or medical condition, to 
types like person or operating system. The social tags are not really semantic fea-
tures, but emulate how a person would tag a specific piece of content. The topics 
describe a category that the input content is about. They are based on the Calais 
categorization taxonomy. But, it is also possible that no topic is assigned to the input 
content. 
All extracted features are written to the chemical profile of the entity and stored 
in our system. In the next step, the similarity between all chemical profiles is pre-
computed using the similarity measures described in the next section. To fasten the 
retrieval process we also pre-compute some context similarities. As given context 
                                            
26 http://www.opencalais.com 
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terms we use the Wikipedia categories associated with the entities’ pages. For each 
distinct extracted Wikipedia category (context term) the context similarity to all 
chemical entities is computed and stored in a database. Please note that this step is 
not necessary, but done to save computation time during query processing. One 
advantage of our system is that the user is not bound to the fixed vocabulary of 
some context ontology used for classifying the documents into search contexts. 
With Wikipedia, we use the wisdom of the crowd that is growing fast. If the user 
enters a context term that is not known in our system the context similarity is 
computed and stored at query time. However, only terms having their own Wikipe-
dia page can be used as context terms. 
4.2.1. Entity Similarity 
Each chemical profile contains six different features. Each feature is used to compute 
the similarity between the query entity eq and the entity ea ∈ E. 
Calais entity similarity: Let tsq be the type set for eq and tsa the type set for ea. 
Each type t ∈ tsx where x ∈ {q, a} is associated with a set of related Calais entities, 
tnesq and tnesa, where 1 ≤ n ≤ |tsx|. The similarity is computed using the Jaccard coef-
ficient. 
 𝑡𝑠 =  
𝑡𝑠𝑞∩𝑡𝑠𝑎
𝑡𝑠𝑞∪𝑡𝑠𝑎
 (2) 
The ts coefficient describes how many types the given chemical entities have in 
common. For each type they have in common the entity similarity is computed and 
normalized by the number of types eq and ea have in common. 
 𝑒𝑠 =
∑
𝑡𝑡𝑒𝑠𝑞 ∩𝑡𝑡𝑒𝑠𝑎
𝑡𝑡𝑒𝑠𝑞∪𝑡𝑡𝑒𝑠𝑎
𝑡 ∈ 𝑡𝑠𝑞∩𝑡𝑠𝑎
|𝑡𝑠𝑞∩𝑡𝑠𝑎|
 (3) 
The Calais entity similarity is computed as follows: 
 𝑐𝑒𝑠 = (𝛾 ∗ 𝑡𝑠) +  ((1 − 𝛾) ∗  𝑒𝑠) (4) 
where 𝛾 is a weighting factor and 0 ≤  𝛾 ≤ 1. 
Calais tag and topic similarity: For tag and topic similarity, the same measure 
is used. For each detected term (tag or topic term) a relevance score in the range 
of 0 to 1, further denoted as rs, is computed, describing the importance of each 
unique term. 
Let tsmq be the term set for eq, and tsma the term set for ea. The tag and topic 
similarity is computed using the following equation: 
 𝑡𝑠𝑚 =  𝛽 ∗  
𝑡𝑠𝑚𝑞∩𝑡𝑠𝑚𝑎
𝑡𝑠𝑚𝑞∪𝑡𝑠𝑚𝑎
 (5) 
𝛽 is called the regulation factor which is computed as follows: 
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 𝛽 =  
∑
𝑟𝑠𝑎𝑡+ 𝑟𝑠𝑞𝑡
2𝑡 ∈ 𝑡𝑠𝑚𝑞∩𝑡𝑠𝑚𝑎
|𝑡𝑠𝑞∩𝑡𝑠𝑎|
 (6) 
where rsat is the relevance score of term t for ea and rsqt the relevance score of t 
for eq. The relevance scores are in the range of 0 to 1 and are assigned by Open-
Calais. The regulation factor is used to give lower similarity scores to entities that 
indeed have many terms in common, but which have low relevance scores for the 
entity itself. 
Wikipedia category similarity: For the Wikipedia category similarity, we de-
fined a quite similar formula as for the Calais tag and topic similarity. Let wcq be the 
categories set for eq and wca the categories set for ea. For each Wikipedia category, 
also a weighting factor (wf) is assigned describing how general the respective cate-
gory is regarding the Wikipedia category graph. We use this factor to give more 
specific categories a higher score. The category similarity is computed using the fol-
lowing formula: 
 𝑤𝑐 =  𝑤𝑓 ∗  
𝑤𝑐𝑞∩𝑤𝑐𝑎
𝑤𝑐𝑞∪𝑤𝑐𝑎
 (7) 
The weighting factor wf is defined as 
 𝑤𝑓 =  
∑ 𝑑𝑡𝑤𝑐𝑤𝑐 ∈ 𝑤𝑐𝑞∩𝑤𝑐𝑎
|𝑤𝑐𝑞∩𝑤𝑐𝑎|
 (8) 
where dt is the length of the shortest path from the respective Wikipedia category 
to the root category. 
Wikipedia related entities similarity: Furthermore, we use the Jaccard coef-
ficient to compute the similarity based on the related entities. For related entities, 
we distinguish between entities linking to the Wikipedia page of ea and eq (further 
denoted as resin) and entities that are linked from the Wikipedia pages of ea and eq 
(further denoted as resout). 
Let resq be the set of related entities for eq and resa the set of related entities for 
ea. The similarity is computed as follows: 
 𝑟𝑒𝑠𝑖𝑛/𝑜𝑢𝑡 =   
𝑟𝑒𝑠𝑞∩𝑟𝑒𝑠𝑎
𝑟𝑒𝑠𝑞∪𝑟𝑒𝑠𝑎
 (9) 
Entity similarity: To compute the entity similarity of ea and eq we combine the 
different feature similarities in a linear fashion. 
𝑒𝑛𝑡𝑆𝑖𝑚 = 𝜔 ∗ 𝑐𝑒𝑠 +  𝜗 ∗ 𝑡𝑠𝑚𝑡𝑎𝑔 +  𝜎 ∗ 𝑡𝑠𝑚𝑡𝑜𝑝𝑖𝑐 +  𝜗 ∗  𝑤𝑐 + 𝜌 ∗  𝑟𝑒𝑠𝑖𝑛 +
 𝜏 ∗  𝑟𝑒𝑠𝑜𝑢𝑡  (10) 
Each feature is multiplied with a Boolean variable, i.e. 𝜔, 𝜗, 𝜎, 𝜗, 𝜌, 𝜏, having the 
value 0 or 1. These variables are used for personalizing the entity similarity measure 
by switching features on and off. As we will see in the retrieval experiments, it de-
pends on the user preferences which combination of features leads to best retrieval 
results. 
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4.2.2. Context Similarity 
The context similarity is also based on the knowledge covered by Wikipedia. We 
use the Wikipedia Miner [81] to access the Wikipedia corpus and compute the se-
mantic similarity between the context term and all chemical entities in our corpus 
using the relatedness measure described in [82]: 
 𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑆𝑖𝑚(𝑐, 𝑒) =
log(max(|𝐶|,|𝐸|))−log (|𝐶∩𝐸|)
log(|𝑊|)−log (min(|𝐶|,|𝐸|))
 (11) 
where c and e are the Wikipedia pages for the context term c and the entity e, C 
and E are the sets of pages that link to c, respectively e, and W is the set of all pages 
in Wikipedia. 
A drawback of this measure is that we need to compute the semantic similarity 
between the context term and all other chemical entities in our collection. After 
computation the scores are stored in a database meaning that we only need to com-
pute the similarity once for every context term. In case a new context term is en-
tered in the system, this computation has to be performed. The next time the con-
text term is entered no computation is necessary and the scores can be directly 
retrieved from the database. 
4.2.3. Combined Similarity 
Our goal is to find the most similar entities for the query entity eq in the given 
context qc. The entity similarity computes the most similar entities for eq and the 
context similarity finds the most related entities to the context term. The total sim-
ilarity for query q is computed as follows: 
 𝑡𝑜𝑡𝑎𝑙𝑆𝑖𝑚 = (𝛼 ∗ 𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑆𝑖𝑚) + (1 −  𝛼) ∗  
𝑒𝑛𝑡𝑆𝑖𝑚
|𝐸𝐹|
 (12) 
where EF is the set of features used for entity similarity computation and 𝛼 is a 
weighting factor with 0 ≤ 𝛼 ≤ 1. 
4.2.4. Evaluation 
For our experiments, we used a data set of 44660 clinical studies27. The dataset 
includes documents ranging from the year 1908 to 2015. The documents from 2015 
are planed clinical studies that have not yet started. We choose 10 different context 
terms, which are all diseases, i.e. Malaria, Tuberculosis, Mumps, Tinnitus, Hyperten-
sion, Hepatitis A and C, Influenza, Dengue and Cancer. We automatically extracted 
all chemical entities using the OSCAR framework. In total 1.573.264 entities have 
been annotated in the documents, 79223 of them are distinct. Since we want to 
compare against the fingerprint-based similarity measures we filtered out all found 
entities that do not have structural information (in this case a SMILES code). This 
                                            
27 http://clinicaltrials.gov/ct2/home 
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leads to a total of 721 distinct chemical entities independent of the documents’ con-
text. 
Within our experiments, we evaluate the following statements: 
 First, we analyze if it is sensible to combine all features in a ranking function or if 
any of them are correlated. Therefore, we created an experiment using the KTau 
correlation coefficient to compare the different feature rankings. 
 Since our experiment in the use case has shown that structure-based rankings are 
no suitable option for chemical context searches, we compare the feature rank-
ings to all uncorrelated fingerprint-based similarity measures. 
 Next, we compared the uncorrelated fingerprint-based similarity measures to the 
feature-based similarity measure computing Mean Average Precision. Thus, we 
created an experiment where a group of domain experts manually assessed the 
relevance of chemical entities regarding a query consisting of chemical entity and 
context term. 
Correlation of Features 
Since our similarity measure is based on Wikipedia knowledge, we first analyzed 
how many of the chemical entities can be found in Wikipedia. We used the Wikipe-
diaMiner to search for the chemical entities in Wikipedia. For 92.6% (668) we found 
a matching Wikipedia page. Furthermore, we analyzed if we need all features in the 
chemical profile for similarity computation or if some of them are correlated. We 
randomly chose around 10% of all chemical entities as query terms, resulting in 72 
queries in total. Using these terms we computed the rankings to all other chemical 
entities in our set based on the six feature similarities. 
Since we can interpret the similarity value as a value in a ranking vector, we used 
the Kendall rank correlation coefficient (KTau) to determine the correlation of the 
different measures. We calculated the correlation coefficient for each ranking vector 
and the arithmetic mean over 72 queries. A KTau of 1 means that the agreement of 
two rankings is perfect, -1 indicates a perfect disagreement and for independent 
rankings one would expect the coefficient to be approximately 0. For each pairwise 
comparison of two rankings we averaged the Ktau values over all queries. We only 
considered those queries which are significant meaning having a p-Value less than 
0.05. Table 9 shows the KTau values for each pairwise comparison of all features.  
Table 9. KTau values for features 
 ces tsmtag tsmtopic wc resin resout 
ces 1 0.04 0.02 0.04 0.04 0.05 
tsmtag 0.04 1 0.08 0.13 0.10 0.11 
tsmtopic 0.02 0.08 1 0.41 0.14 0.08 
wc 0.04 0.13 0.41 1 0.44 0.36 
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 ces tsmtag tsmtopic wc resin resout 
resin 0.04 0.10 0.14 0.44 1 0.34 
resout 0.05 0.11 0.08 0.36 0.34 1 
The highest correlation is found between the Wikipedia in-links and the Wikipedia 
categories, followed by the Open Calais topic ranking and the Wikipedia categories. 
However, the values are still very small so that we consider the rankings as uncor-
related. Therefore, all features deliver different rankings and are used in our similar-
ity measure. 
Correlation of Feature-based and Fingerprint-based Measures 
In a second experiment, we evaluated if any of the feature rankings correlate with 
any of the uncorrelated fingerprint-based similarity measures. We used the 72 que-
ries and the corpus of 721 chemical entities and compute the different rankings. 
Again, we compare the rankings using the Kendall Tau correlation coefficient. Table 
10 shows the KTau values for all similarity measures based on the substructure 
fingerprint. 
Table 10. KTau values for similarity measures for substructure fingerprint com-
pared to features 
FP/SM wc resout resin ces tsmtag tsmtopic 
Forbes/ 
Substructure 
0.03 0.00 0.05 0.02 -0.01 0.10 
Manhattan/ 
Substructure 
0.06 0.04 0.02 0.01 0.02 0.03 
Russell Rao/ 
Substructure 
0.11 0.03 0.03 -0.03 -0.01 0.11 
Simpson/ 
Substructure 
0.16 0.06 0.10 -0.01 0.07 0.07 
Yule/ 
Substructure 
0.04 0.08 0.06 0.05 -0.06 0.02 
The KTau values are all around zero. That means that there is no correlation 
between the fingerprint-based measures to any of the profile features. We only 
show the substructure fingerprint as an example, but the results are almost the same 
for all other fingerprints. Next, we compare the combined entity similarity to all 
fingerprint-based similarity measures. Table 11 shows the results for the KTau 
comparisons. 
66 Contextual Search 
The KTau values are all around zero and there is no correlation between the 
different measures. Since we know that the fingerprint-based measures do not de-
liver suitable rankings for context searches, it is good to see that our measure does 
not correlate to any of them. Next, we have to prove that the produced rankings 
are sensible in a retrieval scenario. 
Table 11. KTau values comparing fingerprint-based rankings and feature-based 
rankings: Substructure (1), Estate (2), Graph-Only (3), MACCS (4), General (5), 
Extended (6) 
 1 2 3 4 5 6 
Forbes 0.08 0.09 -0.09 -0.03 -0.10 -0.09 
Manhattan -0.12 -0.11 0.02 -0.11 0.09 0.07 
Russel-Rao 0.21 0.20 0.18 0.20 0.17 0.18 
Simpson 0.17 0.12 0.03 0.13 -0.02 0.06 
Yule 0.17 0.14 0.05 0.14 -0.02 0.07 
Comparing Different Rankings 
In this experiment, we compare the rankings of the different similarity measures. As 
stated earlier, a query is defined as follows: A query for a context search is com-
posed of two parts: q = eq | qc, where eq is a chemical entity and qc is the desired 
context specification. 
Basically, we compared the feature-based similarity against the fingerprint-based 
similarity measures. Since the relevance ratings for two entities differ between dif-
ferent context terms, it is not sensible to evaluate the entity ranking without con-
sidering the search context. For considering the context in the fingerprint-based 
measures, we used the following procedure. The documents in our collection, fur-
ther denoted by D, are filtered and only those related to qc are retrieved. From this 
document set, denoted by Dc, the chemical entities are extracted and ranked using 
the different similarity measures. We evaluated different possibilities for building Dc. 
First, we use a Boolean approach where Dc contains all documents including the 
context term qc. Second, we use an approach using statistical query expansion, 
where qc is expanded using the most co-occurring terms. 
For building a ground truth to compare the different rankings against, we ran-
domly choose a set of 10 chemical entities and related context terms as queries. In 
order to make manual relevance assessment feasible, we pooled together the top-
20 entities retrieved for each query and similarity metric. The relevance assessment 
was done manually by a group of domain experts. The experts marked for each 
query all chemical entities from the sampling sets that are relevant for the query in 
a Boolean fashion. To evaluate the rankings, we computed the Mean Average Preci-
sion (MAP) based on the relevance assessments. 
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First, we analyze the results of the Boolean retrieval model. The document set is 
filtered using qc, meaning only documents are included containing qc in the fulltext. 
The filtering was done using a Lucene fulltext index. Table 12 shows the MAP values 
for the Boolean approach (SM means similarity measure and FP fingerprint). 
Table 12. MAP values for fingerprint-based measures for the Boolean approach: 
Substructure (1), Estate (2), Graph-Only (3), MACCS (4), General (5), 
Extended (6) 
SM | FP 1 2 3 4 5 6 
Forbes 0,31 0,15 0,07 0,20 0,08 0,11 
Manhattan 0,07 0,12 0,13 0,06 0,14 0,15 
Russel-Rao 0,25 0,26 0,22 0,24 0,28 0,27 
Simpson 0,29 0,17 0,06 0,21 0,09 0,13 
Yule 0,29 0,27 0,25 0,25 0,27 0,26 
The highest MAP of 31% is reached using the Forbes similarity measure based on 
the Substructure fingerprint. Since the entity set is filtered in advance using the Lu-
cene context filter it is possible that we filtered out relevant entities. Therefore, we 
also computed the recall. The average recall using the Boolean approach is 82.7%. 
That means, indeed some relevant entities are filtered out. The reason is that not 
all relevant documents contain the context term in the fulltext. 
For the second baseline approach, we use a retrieval model including statistical 
query expansion. We computed a term-to-term co-occurrence matrix based on our 
document set. We also considered the position of the term in the document, mean-
ing two terms that are close together will get a higher score. Furthermore, we only 
use terms as context terms fulfilling a certain popularity threshold. Finally, the con-
text term qc is expanded with the top-10 co-occurring terms using the following 
retrieval model: Let C={qc,c1,…,cn} be the set including qc and all expanded terms. 
The expanded context query is formulated as qc OR c1 OR … OR cn, meaning all 
documents are returned containing qc or any of the expanded terms. Table 13 
shows the results for the MAP computations. 
Table 13. MAP values for fingerprint-based measures for the co-occurrence ap-
proach: Substructure (1), Estate (2), Graph-Only (3), MACCS (4), General (5), Ex-
tended (6) 
 1 2 3 4 5 6 
Forbes 0,17 0,07 0,04 0,17 0,05 0,09 
Manhattan 0,02 0,04 0,01 0,01 0,03 0,04 
Russel-Rao 0,18 0,14 0,15 0,17 0,21 0,20 
68 Contextual Search 
 1 2 3 4 5 6 
Simpson 0,14 0,05 0,04 0,14 0,06 0,07 
Yule 0,23 0,22 0,21 0,22 0,22 0,23 
It is interesting to see that the MAP is even lower than for the Boolean approach. 
The reason is that using query expansion the set of entities is getting bigger. This is 
also proved if we take a look at the recall. It has increased to 89.5%. These results 
indeed prove our assumption that fingerprint-based measures are not the right 
choice for context searches. In addition, they are also in accordance with the exper-
iment shown in the use case scenario. 
For the feature-based approach, we combined the context- and entity similarity 
in one single measure. Therefore, no filtering of documents is necessary. The simi-
larities are computed for all chemical entities leading to a recall of 100%. To regulate 
the weighting between context- and entity similarity a variable alpha is used. If alpha 
is zero no context similarity is used and if it is one no entity similarity is used. Fig. 
30 shows the MAP results for the feature-based similarity measure for varying alpha 
values. 
 
Fig. 30. MAP values dependent on alpha 
The best result of a MAP of 61% is reached for alpha equals 0.8. That means the 
context similarity is slightly higher weighted. Using this measure, we were able to 
increase the MAP from 31% for the Boolean approach to 61%. 
4.2.5. Retrieval Based on Feature-Based Context Similarity 
Also for contextual searches, a personalized retrieval system improves the general 
retrieval quality. Each individual user trains the system and the system will learn the 
best similarity measure for the user. The system includes a simple feedback step 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
M
A
P
Alpha
Contextual Search 69  
 
where the user marks the chemical entities most relevant for him. Therefore, we 
conducted a user study with domain experts from the area of drug design and syn-
thesis. For the user study, we have randomly chosen ten queries consisting of chem-
ical entity and context. Each query represents a feedback cycle in the system. 
Since the measure for computing the entity similarity is composed of six different 
features, we analyzed which feature combination is the best for the individual chem-
ist. The goal is to find a suitable feature combination for computing the entity simi-
larity within the feedback cycles. Thus, we need to compute all possible combina-
tions and analyze which leads to the best results. Let us consider we have a finite 
set EF containing n features. The number of different subsets we need to combine 
is computed using the power set, |P(EF)| = 2n. Since we have 6 different features we 
can combine them in 26 – 1 = 63 different ways. We need to subtract 1 since we do 
not need to compute the empty set, which is also contained in the power set. 
For each chemist and each query, we computed the 63 different rankings and 
compared them to the manual relevance judgments by computing the average pre-
cision. For each query, we analyzed which feature combinations lead to the best 
result. Unfortunately, it was not possible to find the optimal solution for each chem-
ist. But, we found out that in average four different feature combinations are enough 
to always find the most suitable ranking. These combinations have been found after 
seven feedback cycles in average. That means that we only need to compute four 
different rankings instead of 63 and have a high probability that the most suitable 
solution is found. Fig. 31 shows the number of top rankings for the different feature 
combinations over all chemists. It is interesting to see that more than half of the 
combinations never lead to the best ranking. 
 
Fig. 31. Number of top rankings for different feature combinations 
Of course, this statistic will change over time depending on the different users 
submitting queries to the system, but it is useful to overcome the well-known new 
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user problem. For new users coming to the system it seems to be a good choice to 
use the overall best measure as global starting point, i.e. tsmtag and tsmtopic or resin (see 
section 4.2.1). 
Now that we found the best feature combinations, we use them to analyze which 
weighting between entity- and context similarity is the best by varying the alpha 
value. For each chemist and each query, we took the best feature combination and 
compute the average precision using the chemist’s relevance vector. Fig. 32 shows 
the MAP results for one chemist for varying alpha over 10 queries. 
 
Fig. 32. Example: MAP values for varying alpha for one chemist over 10 queries 
For this chemist, the best results are retrieved using an alpha of 0.6. Compared 
to the impersonalized measure the Mean Average Precision is increased of up to 
71%. In average over all users, the Mean Average Precision increases about 9% using 
personalization. 
4.3. Enriching Documents with Cross-Domain Knowledge 
In the last sub-chapter, we presented a similarity measure combining entity- and 
context similarity. In this section, we focus on using knowledge bases with a fixed 
terminology for describing the search context. In general, information contained in 
terminologies (or more general: ontologies) forms very useful background 
knowledge for classifying documents in a context-aware fashion. For instance, in the 
biomedical domain the National Library of Medicine (NLM) uses the MeSH (Medical 
Subject Headings) ontology to annotate and index documents from biomedical jour-
nals [83]. MeSH defines a set of controlled vocabulary thesaurus including a set of 
description terms that are hierarchically organized. All these annotated documents 
are included in MEDLINE, which is currently the largest biomedical literature data-
base. Web based interfaces have been developed to search over MEDLINE and 
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other related collections. The most commonly used Web interface is PubMed28 com-
prising more than 21 million items of biomedical literature. However, MEDLINE 
indexed by MeSH is a rare case and is actually curated manually with expensive 
efforts. Most domains miss such overarching ontologies to annotate documents with 
suitable context information. 
We show how to overcome the lack of context annotations for domains not 
offering general ontologies. The idea is to use cross-domain knowledge from differ-
ent, but related domains. We extract named entities from documents annotated 
with ontology terms and train classifiers to predict these ontology terms based on 
the extracted named entities. Documents from related domains are annotated with 
ontology terms based on these classification models. To ensure that the annotated 
terms are semantically related to the documents’ context a semantic processor is 
introduced. The semantic processor computes the semantic similarity between the 
associated ontology terms and the document’s named entities to filter unrelated 
terms. This computation is based on a general knowledge base that acts as some 
kind of “glue” between the ontology terms from the source domain and the named 
entities used in the target domain. 
We define the search context as any set of terms from the source ontology. If, 
e.g., a user is interested in documents relevant for a named entity in the context 
‘computer science’, all sub-terms of the node ‘computer science’ from the source 
ontology are relevant. Thus, the search context can be very general, like ‘computer 
science’, but also very specific. It is only necessary to map this context to a set of 
ontology nodes.  
4.3.1. MeTaSem – An Approach to Annotate Documents with Cross-Domain 
Knowledge 
Our system consists of three main parts. An overview of our proposed workflow is 
shown in Fig. 33. 
Model Extractor: First of all it is necessary to train classifiers to learn suitable 
models. Therefore, we take domain specific documents that have already been an-
notated with ontology terms and extract named entities. For example, we took 
MeSH annotated MEDLINE documents and extracted all chemical entities using the 
OSCAR framework. Afterwards, for each document, we have a list including named 
entities and a list with associated ontology terms. This information is used to learn 
a classification schema using the WEKA toolset [45]. 
Term Annotator: Once the classifier has learned a model for each ontology 
term based on the set of named entities, these models are now used to annotate 
documents from related domains with ontology terms based on their contained 
named entities. To do this, the first step is to extract all named entities from the 
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documents, e.g., by using the OSCAR framework for chemical documents. After-
wards the learned models are used to predict a set of adequate ontology terms for 
each document. For each assigned term, a confidence value is given indicating the 
probability that the term was correctly assigned to the document. 
 
Fig. 33. System overview 
Semantic Processor: The semantic processor takes the annotated documents 
from the annotator. The goal is to filter the set of associated terms and only keep 
the most relevant terms with respect to the entities included. For each entity e from 
the set of all entities E and for each ontology term m from the set of all terms M, 
we compute the semantic similarity for each pair. The relevance of an ontology term 
for a document is the maximum of its semantic similarity values to any entity in the 
document. To compute this kind of similarity, we need a knowledge base containing 
both, named entities as well as ontology terms. 
The most prominent general knowledge base today is Wikipedia. Its usefulness 
for document retrieval compared to other knowledge bases, like, e.g., WordNet or 
Open Directory Project (ODB), was shown in [84]. We use Wikipedia as “glue” to 
connect the domain-specific ontology terms and the vocabulary from the target do-
main. As in the previous section for the context similarity, we compute the semantic 
similarity between a named entity and an ontology term in Wikipedia relying on the 
relatedness measure described in [82]: 
 𝑟𝑒𝑙𝑎𝑡𝑒𝑑𝑛𝑒𝑠𝑠(𝑎, 𝑏) =
log(max(|𝐴|,|𝐵|))−log (|𝐴∩𝐵|)
log(|𝑊|)−log (min(|𝐴|,|𝐵|))
 (13) 
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where a and b are two articles, A and B are the sets of articles that link to a, respec-
tively b, and W is the set of all articles in Wikipedia. 
The relevance of an otology term m for a document d is defined as: 
 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒(𝑑, 𝑚) = max (𝑟𝑒𝑙𝑎𝑡𝑒𝑑𝑛𝑒𝑠𝑠(𝑚, 𝑒𝑛)) (14) 
where en ∈ E and E is the set of all named entities occurring in d. 
Finally, we have an ontology term vector assigned to each document where the 
ontology terms are ranked according to their Wikipedia relevance to the docu-
ment’s content. The extended documents are stored in our repository. When a new 
document is indexed the semantic similarity between each named entity to each 
term from the source ontology is computed. The results are stored in a relational 
database. 
For performing a search, the query term is extended with suitable ontology terms 
by the semantic processor. For result set ranking the Dice similarity based on the 
sets of assigned ontology terms is computed, 
 𝐷𝑠𝑖𝑚 =  
2∗|𝐷𝑚∩𝑄𝑚|
|𝐷𝑚|+ |𝑄𝑚|
 (15) 
where Qm is the set of assigned ontology terms for the query entity and Dm the set 
for the respective document. Finally, the ranked document set is delivered to the 
user. 
Example from chemistry: The chemical domain offers access to only a few and 
mostly highly specialized controlled vocabularies, like, for example, Chemical Enti-
ties of Biological Interest (ChEBI [46]). Therefore, the key idea is to aggregate all the 
knowledge about chemical entities available in ontologies from other, but related 
domains. For instance, while the huge collection of MeSH-annotated MEDLINE 
documents mainly focuses on illnesses, it still relates them to drugs, i.e. chemical 
entities. Extensive discussions with domain specialists from different areas of 
chemistry showed that MeSH terms to some degree can be useful for describing 
properties of chemical entities. We thus use chemical entities occurring in 
MEDLINE documents to learn the associated MeSH terms. 
Considering a synthetic chemist specialized in the synthesis of organic com-
pounds of pharmalogical interests named Frank. Frank is searching for documents 
containing information from the class of compounds called synthetic cannabinoids. 
As a synthetic chemist, he may be looking for compounds of the naphthoylindole 
family acting as analgesics. During his research he finds the substance 1-pentyl-3-
(1-naphthoyl)indole, a full agonist at both the CB1 and CB2 cannabinoid receptors, 
with some selectivity for CB2. Now, to complete his work he is especially inter-
ested in documents describing synthetic methods for the preparation and isolation 
of these compounds as well as possible derivates, on lab scale with highest possible 
yield. Moreover, also older documents might be relevant as they often contain 
processes that are not covered by expensive to acquire patents. 
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He submits the query q to our system. The query is handed on to the semantic 
processor which extends it with suitable MeSH terms. Please note, since Frank is 
a chemist only MeSH terms are used that are from the chemical sub-trees of the 
MeSH ontology. The extended query qc is used for document retrieval. Here, a 
Boolean search is accomplished, meaning that all documents including the original 
query term q are retrieved. The extended query qc is used to rank the documents 
according to the desired context (in this case chemistry). 
4.3.2. Evaluation 
For the evaluation of our approach, we used different document collections. For 
MeSH annotated biomedical documents, we took around 120,000 documents from 
PubMed Central29, which is a free fulltext archive of biomedical and life sciences 
journal literature at the U.S. National Institutes of Health's National Library of Med-
icine (NIH/NLM). 
Furthermore, for the chemical domain, we used 2700 documents from the journal 
Archive for Organic Chemistry (ARKIVOC), which is one of the most renowned 
open access sources for organic chemistry. To specifically focus on different con-
texts, we took around 100 manually curated documents from the Beilstein Journal 
of Organic Chemistry (BJOC), which is an international, peer-reviewed open-access 
journal dealing with all aspects of organic chemistry. Furthermore, we curated around 
130 documents from the Eurasian Journal of Analytic Chemistry (EJAC), which fo-
cuses on all aspects of analytical chemistry related with analytical methods, new in-
struments and reagents. 
We performed the following experiments: 
 First, we evaluated whether a simple query expansion is already useful for entity 
centric search. We compared the term distributions of the EJAC and BJOC jour-
nal that are focused on different working fields: organic and analytical chemistry. 
Furthermore, we let domain experts define sets of context terms for both work-
ing fields. In addition, we also tried a statistical approach computing term-to-term 
co-occurrences for query expansion. Comparing the results using query expan-
sion, we can state that it is not a suitable choice for enabling context-driven re-
trieval in chemistry. 
 In the second experiment, we analyzed whether cross-domain knowledge can be 
useful for annotating chemical entities. We used the MeSH ontology to annotate 
chemical entities and discussed the results with domain experts. From the chem-
ist’s point of view, the associated MeSH terms are comprehensible and quite use-
ful giving insights on the chemical properties as well as applications scopes. Please 
note, that this experiment has more anecdotic character to give the reader an 
illustrative example of the annotated MeSH terms for a given chemical entity. 
                                            
29 http://www.ncbi.nlm.nih.gov/pmc 
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 In the third experiment, we trained different classifiers to predict MeSH terms 
based on the chemical entities in a document. Our evaluation with a precision 
/recall analysis shows that it is indeed possible to predict MeSH terms using chem-
ical entities. 
 In the fourth experiment, we use the learned classification models to annotate 
chemical documents with MeSH terms. Comparing different classifier confidence 
thresholds, we present a semantic extension using Wikipedia semantic similarity 
to filter out irrelevant MeSH terms for chemistry. 
Using Query Expansion for Contextual Search 
The traditional way of searching for documents related to a specific context is to 
use query expansion. The user enters a query term and some context keywords. All 
documents containing both terms are returned. We did an experiment analyzing the 
word distribution of two chemical journals from different chemical working fields: 
organic chemistry (BJOC journal) and analytic chemistry (EJAC journal). If both col-
lections use totally different terminology a query expansion should work to distin-
guish the documents. We used Apache Lucene30 to index the documents. For the 
EJAC journal 55350 and for BJOC 44187 terms have been indexed. The overlap is 
indeed just 9012 terms. Since the overlap between the two collections is quite small, 
it seems that query expansion should work fine. However, if we take a closer look 
at how often the different terms occur in the collections, we immediately see that 
the terms occurring in only one collection are very rare (see Fig. 34). 
 
Fig. 34. Comparing term distributions of different document collections 
In contrast, the terms occurring in both collections are very frequent. The top-
200 terms from EJAC and BJOC occur 12,787 times in the documents. Considering 
                                            
30 http://lucene.apache.org/core 
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terms occurring in both collections, the top-200 terms occur in more than 25,000 
times in the documents. This leads to the assumption that query expansion is no 
suitable choice to distinguish documents from both collections. 
To prove this statement, we did a precision/recall analysis. As document collec-
tion, we used the 2700 documents from our ARKIVOC collection. Please note that 
these documents are from the same chemical sub-field as the BJOC collection: or-
ganic chemistry. For each of these documents, we extracted all chemical entities 
using the OSCAR framework. Since relevance can only be assessed manually by do-
main experts (making it a very expensive process), we performed the precision/re-
call analysis only on a subset of documents (still about 10% of the entire collection). 
To choose a representative subset, we analyzed the number of occurrences of indi-
vidual chemical entities in the document collection. Fig. 35 shows the distribution 
of the 20000 most often occurring chemical entities. 
Since it is not sensible to choose entities for evaluation that either occur in almost 
all documents or are extremely rare, we chose our query entities for evaluation only 
from entities occurring in less than 100, but more than 20 documents (see the 
shaded area in Fig. 35). We retrieved all documents matching the queries and ran-
domly chose a subset of 10%. From these documents, we randomly selected a total 
of 5% of the occurring entities resulting in 22 textual query terms.  
  
Fig. 35. Entity distribution in collection 
For a first experiment, we also added the EJAC documents to our set and com-
puted a Lucene index. Here, we were interested in receiving all documents from the 
area of organic chemistry (ARKIVOC journal). All documents from the ARKIVOC 
journal containing the query term are marked as relevant. Of course, for a simple 
Boolean search without any context restriction all documents containing the query 
term have been found. But, there are also a lot of irrelevant documents for the 
context “organic chemistry” leading to a low precision of only 31.6%. 
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To enhance the precision, we used a statistical query expansion method to define 
context terms. Since we are interested in documents for organic chemistry, we 
computed a term-to-term co-occurrence matrix based on the ARKIVOC document 
subset. For each query term, we retrieved the top-10 most co-occurring terms for 
the context “organic chemistry”. The position of the term in the document is also 
taken into account, meaning that terms that are closer to the query term will get a 
higher score. Furthermore, we used popularity thresholds defining a required mini-
mum and maximum popularity. Terms not fulfilling these thresholds are not used as 
context terms. Finally, the query is expanded with the top-10 co-occurring terms 
using the same query model as in Chapter 4.2.4: Let C={qc,c1,…,cn} be the set includ-
ing qc and all expanded terms. The expanded context query is formulated as qc OR 
c1 OR … OR cn, meaning all documents are returned containing qc or any of the 
expanded terms. This expansion leads to a small increase of the precision to 34.1%, 
but to a high decrease of the recall to 50.57%. The reason for the decrease of the 
recall is that the quality of the automatically generated context terms is not sufficient. 
Have of the relevant documents do not contain any of the most co-occurring terms. 
We also did a second experiment, where the relevance assessment was done 
manually by domain experts. The experts considered all retrieved documents with 
respect to each query and judged the relevance in a binary fashion. As in our use 
case, we chose the sub-domain of “synthesis chemistry” for context search. The 
search is performed using a Lucene index on the documents. The average precision 
for a search using only the query terms is 17.1%, which is very low. 
To enhance the precision the experts defined a set of typical context terms, which 
are used for query expansion, like, e.g., synthesis, reduction, reaction, catalysis or 
oxidation. But, using the combination of query term and context terms the precision 
actually decreased to 14.42%. Also the recall decreased to 45.1% meaning we miss 
relevant documents due to the context restriction. To ensure that the reason for 
the bad results is not the manual selection of the context terms, we also used a 
statistical approach for context term selection. Here, we computed the term-to-
term co-occurrence matrix based on all relevant documents (133 in total). But, as 
before, we could not get satisfying results. The precision increases compared to the 
manually selected context terms up to 23.1%, but the recall decreases to 41.4%. 
These results indeed proved that a simple query expansion is not useful for con-
text-driven searches in chemistry. Therefore, we can state an urgent need for addi-
tional annotations for the documents to enable context-driven searches. 
Are MeSH Terms Useful for Describing Chemical Entities? 
Please note, that this experiment has more anecdotic character to give the reader 
an illustrative example of the annotated MeSH terms for a given chemical entity. 
While analyzing the MeSH vocabulary with domain experts, we found out that many 
of the included terms are also useful for describing chemical documents. Whole sub-
trees of the ontology deal with chemical substances and general terminology. For 
example, 2964 nodes are listed in the sub-tree for ‘Organic Chemicals’. 
78 Contextual Search 
Fig. 36 shows an extract of the MeSH ontology dealing with chemical terminology 
for the node ‘Chemistry’. The tree shows that there are different sub-nodes that 
represent different concepts from the chemical domain, like, e.g., organic chemistry 
or analytic chemistry. 
 
Fig. 36. Extract of MeSH ontology for term ‘Chemistry’ 
In a first experiment, we tried to find out if the used terminology in MeSH is 
comprehensible for experts from the chemical domain. Therefore, we took the ex-
tracted chemical entities from our ARKIVOC collection and searched for them in 
our PubMed Central collection. In total, we have 164817 unique chemical entity 
names in the ARKIVOC collection. 151287 (91.8 %) of them can also be found in 
PubMed Central. 
To evaluate the MeSH vocabulary we annotated each chemical entity with a set 
of MeSH terms. We searched for the respective entity name in the titles and ab-
stracts of the PubMed documents. If the name is found in the document, the docu-
ment’s MeSH terms are added to the entity’s term set. We did not use the docu-
ment’s fulltext, because if the entity occurs in title or abstract, it should be more 
important for the document’s context as if it occurs just somewhere in the fulltext. 
For each entity, we created a tag cloud including all associated MeSH terms. As usual, 
the font size within the clouds is defined by the number of occurrences (i.e. the 
significance) of the respective term. We showed the tag clouds to domain experts 
and discussed, if they can associate the used terminology in the cloud with the chem-
ical substance. From the experts’ point of view, the used terminology was compre-
hensive and while it contained some unrelated information, most of the terms were 
considered quite useful. To give an illustrative example, Fig. 37 shows the MeSH 
term cloud for the chemical entity Formaldehyde. 
For a long time, Formaldehyde was used in chipboards as agglutinant, respectively 
binding material. Due to its cancer-causing properties its evaporation leads to a con-
tamination of the indoor air. Therefore, while not chemically relevant in a narrow 
sense terms like ‘Air Pollution’, ‘Air Pollutants’ or ‘Indoor’ occur prominently in the 
tag cloud. Terms like ‘Carcinoma’, ‘DNA’, or ‘Neoplasmas’ refer to the carcinogen 
effect that strongly confined the use of Formaldehyde. There are a lot of terms in 
the cloud dealing with the subject of cancer or biochemical processes. ‘Receptors’ 
indicates the cancer impact focused on biochemical aspects. Furthermore, the term 
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‘Disinfectants’ is one of its original fields of application, but still very useful for the 
individual chemists’ context. 
 
Fig. 37. MeSH term-cloud for Formaldehyde 
Predicting MeSH Terms Using Chemical Entities 
In this experiment, we aim at learning classification models to assign MeSH terms to 
documents based on their chemical entities. We tried different classifiers using the 
WEKA framework. First of all, we needed to find out if chemical entities can be used 
to predict MeSH terms at all. For evaluation, we took the 120,000 documents from 
the PubMed Central collection. Again, we used the OSCAR framework to automat-
ically extract all chemical entities. From the set, around 114,000 documents include 
at least one chemical entity and could therefore be used for classifying. In total, we 
found 151,287 unique chemical entities in the collection. 
Of course, every document may have several MeSH terms. The problem is that 
WEKA does not support this kind of multi classes. Hence, it is necessary to train 
several classifiers: One classifier for each MeSH term. Furthermore, it is important 
to get enough positive instances for each class to train the classifier. Therefore, we 
only used terms as classes that are included in at least 10 documents. Our goal is to 
predict the classes based on the chemical entities. Thus, we have for each MeSH 
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term a file containing all chemical entities as attributes (around 150,000) and the 
respective MeSH term as class attribute. The instances are the documents repre-
sented in a sparse vector format, where each dimension specifies the occurrence of 
the respective attribute. We did not choose all instances randomly, because then, 
due to our large dataset, the probability that most of the instances do not belong to 
the class is high. That would mean that during testing the probability is high that the 
classifier will not assign this class to an instance. Therefore, for each class we took 
all documents belonging to the class (positive examples) and randomly choose the 
same number of documents not belonging to the class (negative examples). Before 
training the classifier, we used the RemoveUseless filter from Weka to remove all 
irrelevant entities for the respective class. In total, we trained 8381 different classes. 
We tried three different classifiers and compared their results in a precision/recall 
analysis. For all classifiers we used the default options and 10-fold cross-validation. 
The results are shown in Table 14. 
Table 14. Average precision and recall of different classifiers (in %) 
Classifier 
Class yes Class no 
Precision Recall Precision Recall 
naïve Bayes 79.62 77.98 79.67 78.50 
C4.5 (J48) 79.10 66.99 71.50 81.49 
SVM (SMO) 79.72 80.00 76.91 78.87 
The labels ‘class yes’ and ‘class no’ mean that the classifier predicts that a docu-
ment has, respectively has not, the given class. The best classifier is the SVM having 
precision and recall values of around 80% for all cases. The SVM implementation in 
WEKA is named SMO and implements the sequential minimal optimization algorithm 
for training a support vector classifier, see [85] for details. The results show that it 
is possible to use chemical entities for assigning MeSH terms to documents. 
Annotating Chemical Documents with MeSH Terms 
In this experiment, we assigned MeSH terms to chemical documents and assessed 
their usefulness. We used the SVM classifier to annotate each of the 2700 documents 
of our ARKIVOC collection. The classifier takes all entities from each document and 
applies all learned models. In total, we have around 8000 different classes. Fig. 38 
shows the number of associated MeSH terms for each document. In average 3316 
terms are assigned to a document. If the classifier decides to assign a term (class) to 
the document, also a confidence value is computed. 
To know which terms are more related to chemistry than others, we analyzed 
the MeSH ontology with domain experts and figured out important parts of the 
ontology for the domain of chemistry. The MeSH ontology consists of 19 main cat-
egories ranging from ‘Anatomy’ to ‘Geographical Location’. Of course, not all of 
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them are relevant from the chemist’s point of view. From the 19 main categories we 
identified the ‘Chemicals and Drugs’ category to be of special interest for chemists. 
This category contains 20,249 sub-categories covering, for example, a lot of different 
organic and inorganic chemicals. Another interesting sub-tree containing more gen-
eral terms, called ‘Chemistry’, can be found under the ‘Natural Science Disciplines’ 
node in the ‘Disciplines and Occupations’ category (see Fig. 36). 
 
Fig. 38. Number of assigned MeSH terms per document 
To evaluate the usefulness of our approach we have to determine the quality of 
the assigned terms. Therefore, we defined that all terms from the chemical sub-trees 
are relevant. We took the assigned MeSH-terms from each ARKIVOC document 
and ranked them according to their confidence value. Then we took the top-k terms 
and computed the precision for varying k’s (precision@k). 
Fig. 39 shows the average precision@k for different confidence thresholds. A 
confidence threshold of, e.g., 0.5 means that each assigned term has at least a confi-
dence of 0.5. The precision values are low for almost all confidence thresholds 
(around 37%). The highest value is reached for a confidence threshold of 0.3 for the 
top-10 MeSH terms. The average precision is 38% meaning that from 10 assigned 
terms only 4 are relevant for the area of chemistry. The problem is that the confi-
dence value does not describe how the term is semantically related to the document. 
It only says to what percentage the classifier is sure that the term has to be assigned 
to the document. To further enhance the quality of the assigned terms we need a 
semantic filter. Therefore, we used Wikipedia to compute the relevance of a MeSH-
term for the respective document. The relevance is defined as the maximum seman-
tic similarity of an assigned MeSH-term compared to each chemical entity occurring 
in the document. Again, we did a precision@k evaluation, this time varying the rel-
evance threshold. 
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Fig. 39. Average precision for varying confidence thresholds for top-k MeSH terms 
 
Fig. 40. Average precision for varying Wikipedia relevance thresholds for top-k MeSH 
terms 
Fig. 40 shows the results of the average precision@k evaluation for varying Wik-
ipedia relevance thresholds. The results show that the average precision is much 
better using the Wikipedia relevance. For the top-10 assigned terms the best average 
precision (78%) is reached for a relevance threshold of 0.6. However, for the top-
50 to top-100 terms the precision drops to around 65%. Regarding all top-k terms, 
a threshold of 0.7 retrieves the best results with an average precision of always at 
least 74%. 
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This experiment has shown that using the knowledge from Wikipedia or similar 
sources can dramatically increase the quality of the assigned MeSH-terms. The com-
bination of MeSH-terms and Wikipedia seems to be quite useful to enrich chemical 
documents. 
4.3.3. Retrieval Based on Cross-Domain Knowledge 
In this section, we show the usefulness of the cross-domain annotations for enriched 
document retrieval. For our experiments, we used the same datasets as introduced 
in Chapter 4.3.2. In addition, to prove the general usefulness of our approach, we 
also did experiments with document collections from other domains as chemistry. 
We took the Zentrallblatt Math (ZM) document repository containing 3 million doc-
uments. Each document is annotated with several terms from the MSC taxonomy. 
Furthermore, we took the DBLP computer science document repository containing 
638000 documents. Since these documents lack suitable annotations, we use cross-
domain knowledge from the ZM documents to improve the retrieval quality. 
We did two experiments to show the usefulness of the annotated cross-domain 
ontology terms for document retrieval. 
 To show that using the annotated documents context-driven searches are possi-
ble, we compare the results to a BM25 ranking and an enhanced baseline taking 
Wikipedia category information into account. The results indeed prove that our 
approach promise to dramatically increase the user’s search experiences. 
 Furthermore, we prove the general usefulness of our approach. We enrich doc-
uments from the area of computer science with terms from the related domain 
of mathematics and evaluate the retrieval results. 
Using MeSH for Chemical Document Retrieval 
In this experiment, we analyzed whether the assigned cross-domain MeSH terms 
really lead to suitable improvements for chemical document retrieval. As document 
sets, we used our PubMed Central (PMC), ARKIVOC and BJOC collections. The 
documents from ARKIVOC and BJOC are all from the area of organic chemistry 
and are therefore closely related. In total, we got 120,000 documents. We randomly 
chose 25 query terms out of all chemical entities from our collection. We are inter-
ested in documents containing the respective query entity in the context of organic 
chemistry. For each query, we took 50 documents from the organic chemical jour-
nals and 50 documents from PMC. We only took documents where the respective 
query entity occurs in title or abstract. The relevance was assessed manually by 
domain experts. For each of these queries, we computed the semantic similarity to 
each of our learned MeSH terms using Wikipedia. We assigned all MeSH terms with 
a relevance threshold of more than 0.7 to the respective query term. Since we are 
interested in retrieving all documents in the context of organic chemistry, we filtered 
the assigned MeSH terms to only use terms from the respective sub-tree of the 
MeSH ontology. 
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All documents in our set are already annotated with MeSH terms. The PMC doc-
uments in our collection have in average around 10 MeSH terms. Therefore, we also 
used the top-10 terms for our chemical documents. The terms are ordered by the 
Wikipedia relevance score. For performing a search, all documents containing the 
respective query term are retrieved. For result set ranking, we computed the Dice 
similarity on the sets of assigned MeSH terms. 
To evaluate if the annotation of MeSH terms leads to better retrieval results we 
compared the results to two different baselines. The first baseline uses the BM25 
ranking model with standard parameters. We searched for the 25 query terms using 
a Lucene fulltext index without additional MeSH terms for the chemical documents. 
Furthermore, we also compared our approach to a Wikipedia category baseline to 
evaluate the retrieval improvement of the semantic processor. As described in 
Chapter 5.2, we annotated each document with Wikipedia categories based on its 
contained chemical entities. Also all query entities are annotated with Wikipedia 
categories. Again all documents containing the query entity are retrieved and or-
dered using Dice similarity based on the annotated categories. 
 
Fig. 41. MAP for top-k documents 
We compared our ranking to the results of the BM25 ranking and the Wikipedia 
category baseline. To compare the different rankings, we computed the Mean Aver-
age Precision (MAP) for the top-k documents over all queries (see Fig. 41). For the 
BM25 ranking the precision values are around 35% with the highest value of 35.54% 
for the top-20 documents. The Wikipedia ranking has a low precision value of 23.5% 
for the top-5, which increases to 43.2% for the top-45 documents. Using the MeSH 
annotations the average precision can be dramatically improved. For our MeSH 
ranking the precision values are almost constant around 83% with the highest value 
of 87% for the top-30 documents. 
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These results show that using the knowledge about chemical entities from other 
domains for extending chemical documents promises a high increase of the retrieval 
quality for domain experts. Without additional annotations, the top-k result sets 
include more than 60% of irrelevant hits. With Wikipedia annotations, this number 
can still be decreased to 50%. Using semantically enriched documents only 15% of 
the retrieved results are irrelevant. 
Enriched Retrieval for Computer Science 
In this experiment, we prove the general usefulness of our approach. We took doc-
uments from the ZM repository, where each document is annotated with several 
terms from the MSC taxonomy. While analyzing the taxonomy, we found out that 
a whole sub-tree is relevant for the related domain of computer science. Therefore, 
we took the DBLP document repository containing 638,000 documents from com-
puter science. Since these documents lack suitable annotations, we use cross-do-
main knowledge from the ZM documents to improve the retrieval quality. 
We extracted named entities from the ZM documents and trained a SVM classifier 
to learn the MSC classes. The entity extraction was done using the Wikipedia Miner, 
which annotated all entities matching to Wikipedia articles. We also extracted 
named entities from the DBLP documents and associated MSC classes based on the 
learned classification models. The assigned MSC classes are filtered using the seman-
tic processor. Finally, the usefulness of the annotations is evaluated in a document 
retrieval experiment. 
Therefore, we randomly choose 30 query entities and took 150 documents con-
taining these entities from DBLP and 150 documents from ZM. The relevance of 
each document for each query was manually judged by a group of 10 domain experts. 
All experts are Ph.D. students or postdoctoral researchers from the field of com-
puter science. The goal is to find documents containing the query term, which are 
relevant for the context computer science. As described for the MeSH experiments 
the query term is associated with terms from the MSC taxonomy. Since the context 
is computer science, the terms are filtered to those from the respective sub-tree. 
Again, we compared against the BM25 and the Wikipedia categories baseline. Fig. 
42 shows the results for the top-k retrieved documents using MAP. 
Interestingly, the results for the BM25 ranking are better than in the chemical 
domain. The reason is that the query terms in computer science are more general 
than chemical entities leading to better retrieval precision also for fulltext searches. 
Nevertheless, the cross-domain ranking using MSC classes outperforms both base-
lines. The highest MAP of 85.9% is reached for the top-5 documents. 
This experiment proved that cross-domain knowledge from related domains is 
very useful to improve the retrieval quality. However, it is important to also filter 
the annotated cross-domain terms to ensure that they are semantically related to 
the document’s context. Therefore, it is important to use a general knowledge base, 
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like, e.g., Wikipedia, as ‘glue’ to connect the domain-specific ontology terms to the 
vocabulary used in the other domain. 
 
Fig. 42. MAP for top-k documents in computer science 
4.4. Using Wikipedia to Overcome the Vocabulary Problem for 
Contextual Queries 
The annotated terms will not help for contextual queries if the user uses different 
vocabulary than provided by the annotated terms. In this section, we explain our 
approach to semantically enrich documents to overcome the vocabulary problem 
enabling contextual queries. Our basic idea is to extract important terms from doc-
uments and use Wikipedia to compute the semantic similarity between these terms. 
Also previous work used Wikipedia to help users finding relevant query terms and 
interactively guide them on their search [86]. Since Wikipedia uses the wisdom of 
the crowds, which has been proven to provide tremendous quality [87], the con-
tained knowledge is growing fast and updated regularly. Fig. 43 gives an overview 
of our approach. 
 
Fig. 43. Workflow overview 
The architecture is composed of two basic components. The term extractor is 
responsible for annotating and extracting important terms from the documents. For 
annotating the documents, we use the Wikipedia Miner toolkit. The main purpose 
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of the Wikipedia Miner is to annotate a given fulltext in the same way a human would 
annotate a Wikipedia article. The methods are based on a machine learning ap-
proach, which is used to identify relevant terms and links them to Wikipedia. The 
approach is two-folded in the way that the first task is to disambiguate the terms, 
which occur in a given text, and the second task is to check whether the detected 
terms are useful links to Wikipedia articles. 
The extracted terms are further processed by the semantic annotator. For each 
term its associated Wikipedia categories, and its in- and out-links are extracted. 
These features are used for computing the semantic similarity between different 
terms. The measures used for calculating the feature similarities have been intro-
duced in Chapter 4.2.1. 
We evaluated this approach in a retrieval scenario. Fig. 44 gives an overview of 
the retrieval workflow. The user enters a query and submits it to our system. For 
retrieving a ranked list of relevant documents, the system is composed of two com-
ponents: the semantic annotator and the ranking engine. 
 
Fig. 44. Retrieval workflow 
The query term q is analyzed by the semantic annotator, which enriches it with 
the different similarity features extracted from Wikipedia. The ranking engine re-
ceives the enriched query term and creates a ranked list containing all other terms. 
In case q is already known in our system, the semantic similarity ranking is directly 
received from the relational database. Otherwise, it is necessary to compute the 
similarity to all terms known to the system. For our repository, containing 34324 
different terms, the similarity computation for an unknown term took less than three 
seconds. Finally, the documents are ranked according to the similarity values of their 
contained terms. The relevance of a document d to a query q is computed as follows: 
 𝑟𝑒𝑙(q, 𝑑) =
(∑ ∑
𝑠𝑖𝑚(𝑡𝑥,t)∗ τtx 
|𝑇𝑑|
𝑥 ∈𝑇𝑑
∗
ωtx
Ωtx
t ∈ q )
|𝑞|
 (16) 
where Td is the set of all terms included in d and τ is a boosting factor to give terms 
occurring in the document’s title a higher weight. Each query q can consist of several 
terms t. Furthermore, ω denotes the number of times a term occurs in a document. 
This value is normalized by the number of times the term occurs in the whole col-
lection, denoted by Ω. Finally, the score is normalized by the number of terms in q. 
Semantic Annotator
q
q
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As document repository, we use 122,640 documents from the PUBMED Central 
corpus, which is part of the MEDLINE repository. Each document in this set is man-
ually annotated with several terms from the MeSH ontology, which offers a con-
trolled vocabulary for indexing and retrieval purposes. These terms are abstract 
concepts describing the general context of the respective document. Therefore, we 
also use MeSH terms as query terms in our experiments. To find a set of suitable 
query terms, we analyzed the distribution of the MeSH terms in our document col-
lection. As possible query terms we considered all terms occurring in less than 1000 
but more than 10 documents. From this set, we randomly choose 80 query terms, 
which also occur in Wikipedia. As document set for the experiments, we used all 
documents that have been annotated with at least one of these query terms. The 
MeSH annotation is done manually by domain experts resulting in high quality. 
Therefore, for our evaluations we considered all documents annotated with the re-
spective MeSH term as relevant hits. In total, our set contains 10791 documents. 
4.4.1. Comparing to Different Baselines: Lucene Index, Statistical Query Expansion, 
and Latent Semantic Analysis 
In this experiment, we searched for all query terms in the documents’ fulltext. 
Therefore, we created a Lucene fulltext index including all documents from our 
subset. To analyze the retrieval quality, we considered all documents annotated with 
the respective MeSH term as relevant hits. The documents have been ranked ac-
cording to the BM25 ranking model using standard parameters. As evaluation meas-
ure, we computed the Mean Average Precision (MAP) and the average recall over 
all queries. Our experiment results in a MAP of 31.53% and an average recall of 37%. 
To enhance the MAP and the recall, we also used a statistical query expansion 
method. We computed the term-to-term co-occurrence matrix based on the doc-
uments of our subset. The position of the term in the document is also taken into 
account, meaning two terms that are close together will get a higher score. Further-
more, we used popularity thresholds defining a required minimum and maximum 
popularity. Terms not fulfilling these thresholds are also not used as expansion 
terms. We used the following retrieval model: Let q be the query term and 
C={c1,c2,…,cn} the set of all expansion terms. For the expanded query, the queries 
are formulated as q OR c1 OR c2 OR … OR cn, meaning all documents are returned 
containing the query term or at least one expansion term. Finally, the query is ex-
panded with the top-k co-occurring terms. Fig. 45 shows the results for the top-k 
expansion terms. 
The best MAP of 40.28% is reached for the top-21 expansion terms. As expected, 
the more terms are added to the query the higher is the recall. The maximum recall 
of 81.91% is reached for the top-58 terms. 
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Fig. 45. MAP and average recall for the top-k expansion terms 
 
Fig. 46. MAP for Random Indexing and LSA 
Beside query expansion, we also evaluated how an LSA approach would perform 
in this scenario. To analyze the performance of an LSA based approach, we used the 
Semantic Vectors31 toolkit, which is built upon Apache Lucene. We used LSA and 
Random Indexing for building the vectors for our corpus. Random Indexing is an 
alternative approach to standard word space models, which is efficient and scalable 
[88]. For both methods, we used the standard parameters and varied the number 
of dimensions used for the vectors. We started with 32 dimensions and went up to 
                                            
31 https://code.google.com/p/semanticvectors 
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8192 dimensions. The resulting MAP of booth methods was continuously growing 
with an increase of the number of dimensions. We did not use a higher number of 
dimensions because of the runtime complexity and memory requirements for the 
resulting model. 
The results are shown in Fig. 46. We see that the MAP based on Random Index-
ing is higher in all cases, reaching up to a maximum MAP of 58.2%. Using a very high 
number of dimensions, we archive quite similar results using LSA (54.1%). 
4.4.2. Semantic Enrichment Using Wikipedia 
In this experiment, we evaluate the usefulness of our approach for contextual que-
ries. For each document and each annotated term, a confidence value has been com-
puted describing the reliance of the assignment between Wikipedia article and term. 
We did two main experiments analyzing the influence of the confidence value. In the 
first one, we computed the MAP using different confidence thresholds. In this ex-
periment, for computing the relevance of a document to a query term only the 
assigned terms having a higher confidence value than the threshold are used. In the 
second main experiment, we ordered the assigned terms for each document by their 
confidence values. For the relevance computation, only the top-k terms for each 
document are used. Furthermore, in both experiments, we also analyzed the influ-
ence of giving terms occurring in the document’s title a higher weight. In addition, 
we also considered the number of times the term appears in the document in the 
ranking function. To do not prefer frequently used terms that are not descriptive 
for the respective document, we normalized this value by the number of times the 
term occurs in the whole collection. Since our method computes the relevance of a 
query to all documents in our set, the recall is always 100% and therefore not mean-
ingful at all. To evaluate the different rankings and compare them to the baseline 
approaches we compute MAP. 
Fig. 47 shows the results for the confidence threshold experiment. A confidence 
threshold of zero means that all terms have been used for the relevance computa-
tion. The results show that giving the terms occurring in the documents’ title a 
higher score leads to a decrease of the MAP. We only show the results for a title 
boost factor of two, meaning the title terms are twice as important as other terms. 
In our experiments, we varied the boosting factor from one to 15. But, the higher 
the boosting factor the worse the results. Also the number of occurrences of a term 
does not lead to better overall results. The combination of title boost an occur-
rences leads to better results for smaller thresholds than using the features alone, 
but the overall best results are achieved if all terms are considered as equally im-
portant. The best MAP of 63.14% is reached for a confidence threshold of 0.1. The 
higher the threshold the fewer is the number of assigned terms for each document. 
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Fig. 47. MAP for varying confidence thresholds 
 
Fig. 48. MAP for top-k terms 
Fig. 48 shows the evaluation results for using the documents’ top-k terms. We 
analyzed the distribution of assigned terms for the documents in our collection. 
Around 10% of the documents in our collection have more than 75 terms assigned. 
Therefore, we computed the MAP for up to the top-75 terms. Please note, we al-
ways used all documents and only limited the number of assigned terms. As in the 
confidence threshold experiment, the best results are achieved if all terms are con-
sidered as equally important. Using a title boost factor or taking the number of oc-
currences into account does not lead to better retrieval results. The best MAP of 
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65.14% is reached for using the top-31 terms of each document. The MAP is slightly 
higher as for the confidence thresholds. 
As last experiment, we analyzed the different combinations of the features used 
in our similarity measure. Fig. 49 shows the results for the different combinations. 
This experiment shows that the categories are performing worst with a best MAP 
of 59% for the top-31 terms. The overall best MAP of 74.5% is reached for the top-
61 terms using only the in-links feature. 
 
Fig. 49. Comparing MAP of different features 
Overall, we showed that for conceptual queries the proposed method leads to 
better results than state-of-the-art retrieval models. The best baseline approach was 
Random Indexing achieving an MAP of 58.2%. Our approach significantly outper-
forms (p-value of 0.03 using a two-tailed t-test) the best baseline by achieving an 
MAP of 74.5%. 
4.5. Conclusions 
Today, entity centric search plays a major role in information gathering. However, 
due to the huge amount of available information, for most searches the entity itself 
is not enough to retrieve satisfying results. Users are usually searching for an entity 
in a specific context. Two entities can be very similar regarding one specific context, 
but the same entities might be very dissimilar in other contexts. Therefore, for digital 
library providers it is important to also consider this context to restrict the amount 
of retrieved results and increase the retrieval quality. 
One important aspect to consider is the well-known vocabulary problem, i.e., 
users often use different query terms not matching the vocabulary of the documents. 
We presented an approach overcoming this problem by using external knowledge 
provided by Wikipedia. We took a document collection from the PubMed Central 
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repository and extracted the most important terms from each document. These 
terms are semantically enriched with features gathered from Wikipedia. Finally, the 
relevance of a document to a contextual query is computed resulting in a ranked 
retrieval list. Our evaluation has shown that our approach outperforms state-of-the-
art query expansion and LSA approaches resulting in an increase of the Mean Aver-
age Precision of 58.2% for LSA to 74.5% for our approach. All results have been 
proven to be statistically significant (p-value of 0.03 using a two-tailed t-test). The 
proposed method bridges the gap between user queries and documents' fulltext by 
using Wikipedia for semantic enrichment. 
Furthermore, we showed in this chapter that structure-based similarity measures 
could not retrieve suitable results for contextual searches in chemistry. Therefore, 
we presented two approaches enabling contextual searches in chemistry. The first 
uses knowledge gathered from Wikipedia. The presented similarity measure is com-
posed of six different features extracted from the Wikipedia pages of the chemical 
entities. Besides Wikipedia features, like categories, in- and out-links, we also used 
OpenCalais to analyze the Wikipedia pages and extract additional features. The fea-
tures are combined in a linear fashion and used to compute entity similarities. For 
context similarity, we also relied on Wikipedia and computed the semantic similarity 
of each chemical entity to the specific query context. Finally, entity- and context 
similarity are combined in one similarity measure. Our evaluations indeed showed 
that fingerprint-based similarity measures are not the right choice for contextual 
searches in chemistry. The feature-based measure relying on Wikipedia increased 
the retrieval results in Mean Average Precision up to 30%. Furthermore, we showed 
that it is possible to further increase the retrieval quality using a personalization. We 
analyzed which feature combination is most preferred by each chemist using user 
feedback. In average over all users, the Mean Average Precision increases around 
9% using personalization. 
Another possibility to enable contextual queries is to use ontology knowledge to 
annotate documents with matching context terms, like, e.g., done in the MEDLINE 
corpus. However, most domains cannot rely on suitable ontology knowledge. Espe-
cially in the linked open data community, many domain specific collections need 
manual assistance, which is hardly manageable. Considering the domain of chemistry, 
documents are usually missing suitable context annotations. Therefore, we pre-
sented an approach using cross-domain knowledge from the biomedical domain to 
learn models for annotating chemical documents with terms from the MeSH ontol-
ogy. To assure that the annotated terms are semantically related to the documents’ 
context, we used a general knowledge base, i.e., Wikipedia, to filter out all unrelated 
terms by computing the semantic similarity between each term and the document’s 
named entities. We showed in a document retrieval scenario that using the annota-
tions the retrieval quality is highly increased. Compared to a BM25 and a Wikipedia 
category baseline the retrieval performance in Mean Average Precision is increased 
more than 40%. We also proved the generalizability of our approach by annotating 
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documents from computer science with terms from the related domain of mathe-
matics. Also here, the retrieval quality in Mean Average Precision is increased up to 
40%. To assure that the associated terms are semantically related to the document’s 
content, it is important to use a general knowledge base, like, e.g., Wikipedia, as glue 
to connect the domain specific ontology terms to the vocabulary used in the other 
domain. 
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Chapter 5 
Comprehensible Representations of 
Retrieval Results 
In the last chapter, we showed how to consider the context a user is interested in 
to improve the quality of the retrieval results. However, in most cases a user query 
returns a large set of matching results that are somehow related to the query term. 
However, it has often been shown that consumers usually only examine the first 10 
to 20 results, respectively the first two sites of the result set32. Of course, the result 
set is ordered following a complex ranking system, which indeed is not really trans-
parent for the user. The question is why are these pages really marked as relevant 
regarding the query term? 
Example: Let us consider a practitioner from the field of chemistry who is 
searching for the query term methoxybenzene. Using a Web search engine the 
result set contains a lot of different chemical substances. The reason is that the 
word methoxybenzene is included in many different chemical substances. For ex-
ample, documents including 1-Allyloxy-2-methoxybenzene, as well as documents in-
cluding 1-Fluoro-4-Methoxybenzene are retrieved, even if the two substances have 
totally different properties. To ease the access to the related documents and to 
give a good overview of the document’s content it would be useful to assign more 
general concepts to each retrieved document. 
To give users a certain feeling, in most platforms the result lists are accompanied 
by snippets where the query term is highlighted. However, it is usually still not pos-
sible to get a good overview of the general topics relevant for the query from these 
snippets. For example, consider we are searching for the term ‘apple’. Entering our 
query term in a Web search engine, e.g., Google, retrieves a huge list of matching 
pages (around 341,000,000). The first results are all related to the company ‘Apple’. 
No pages from other categories are shown. But, especially for high recall searches, 
it would be more helpful to retrieve a better structured result set offering a suitable 
overview of the general Web page categories. 
Actually, there are already approaches that cluster the results and offer a set of 
general categories for filtering. An example is the search engine Clusty33. If we search 
for the word ‘apple’ again, we get a number of categories to constrain the result set, 
                                            
32 Yahoo Heat maps: Web search engine metrics tutorial at World Wide Web Conference in 2009 
33 http://clusty.com 
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e.g. ‘store’, ‘reviews’ or ‘tablet’. However, the problem still is that categories that 
occur in more pages are considered to be more relevant. Therefore, we do not get 
a complete overview of the whole category dimensions and are still focused on the 
company. 
To enable navigational browsing in an online portal, a high quality ontology is still 
beneficial. In chemistry, only a few ontologies are openly available. These ontologies 
are focused on specific sub-domains, consider, e.g., ChEBI34. But, a freely available, 
community maintained knowledge base is offered by Wikipedia. During the last 
years, the coverage of Wikipedia has reached a large pool of information including 
articles from almost all areas. Each article is assigned to a number of categories, 
which are hierarchically ordered and form a shallow ontology. Recent work pro-
poses to use these categories to identify the topics of a document. But, consumers 
have different workflows and expectations when searching for literature, depending 
on their scientific domain and the task that should be solved. Does Wikipedia also 
provide a valid knowledge base for specific domains like chemistry? 
In this section, we analyze whether the Wikipedia categories system is also useful 
for describing specific domain knowledge. We take a document collection from the 
open access journal Archive for Organic Chemistry (ARKIVOC) and assign Wikipedia 
categories to each document. Furthermore, we also assign the terms of the domain-
specific ChEBI ontology to each document. We then represent each document of 
the collection by a Wikipedia categories tag cloud and a corresponding ChEBI tag 
cloud. A survey with a team of domain-experts was used to evaluate the different 
representations and assess the degree to which each representation is useful. 
5.1. Related Work 
The goal of topic identification is to find any kind of labels, like, e.g., categories or 
keywords, describing the content of a document. There are several approaches aim-
ing at detecting document topics using a fixed set of predefined labels. In [89] an 
approach is presented automatically identifying a topic of a Web document by ex-
ploiting the Yahoo! directory. Since the vocabulary of this Web ontology is limited, 
the concepts are enriched by an external linguistics knowledge base (WordNet). 
The process of extracting the most important entities is based on HTML tags. They 
choose sentences or words that occur in title tags or that seems to be important 
for the document, e.g., which are highlighted or point to other documents. Finally, 
the resulting terms are mapped to the ontology nodes. They evaluated their ap-
proach by computing precision values and comparing them to approaches that use 
machine learning techniques for document classification. Still, the accuracy of the 
machine learning approaches is slightly better. 
                                            
34 http://www.ebi.ac.uk/chebi 
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In the last years, the size and coverage of Wikipedia has reached a size where 
recent work proposes to use it to identify topics of documents using the Wikipedia 
category network. This category network can be seen as a simple ontology, which 
is used by many users and constantly refined by Wikipedia editors [90]. An approach 
quite similar to the one described in [89] is discussed in [91]. Here the titles and 
categories of Wikipedia articles are used to characterize documents. After stopword 
removal and stemming, a weight is assigned to each word of the source document. 
Afterwards, all Wikipedia titles and related articles supported by words in the doc-
ument are collected and weighted. Finally, the assigned categories are retrieved and 
ranked. The top-k categories are used to describe the documents’ content. The 
approach was evaluated by predicting categories of Wikipedia articles and discov-
ered topics were subsequently used for clustering. Interestingly, in general scenarios 
Wikipedia categories seem more useful to describe documents than the respective 
fulltext. 
Other Wikipedia related approaches focus on improving text classification per-
formance by enriching document representations with Wikipedia concepts, see, e.g., 
[92], [78]. Here, a feature generator, which acts as a retrieval engine, is responsible 
for the mapping between documents and Wikipedia concepts. This generator uses 
single words, sentences, paragraphs or the whole document and outputs the most 
relevant Wikipedia articles. Finally, the titles of the retrieved articles are used as 
additional features to enrich the document representation. However, the mapping 
between documents and Wikipedia concepts relies on an exact phrase matching 
strategy. Therefore, the coverage of topical terms from the documents and related 
Wikipedia articles is limited. If two documents use topical terms, which are not 
directly matched to a Wikipedia article but are synonymous, these articles will not 
be assigned to the documents. We also use an exact match strategy in our approach, 
but since our search is based on chemical entities, we already include all synonyms 
in the enriched index pages, respectively our database. Furthermore, these methods 
only consider Wikipedia concepts and do not consider the hierarchically relation-
ships available in Wikipedia in its categories hierarchy. 
Finally, in [80] a clustering method is introduced that uses Wikipedia concept and 
category information for document clustering. Beside an exact match strategy, also 
a relatedness-match is presented avoiding the further mentioned synonym problem 
by not merely using Wikipedia article titles for matching, but also considering the 
content of the whole Wikipedia articles. The outcome of all these approaches is that 
Wikipedia is indeed useful for describing and summarizing the content of documents. 
However, all approaches were focused on general documents, respectively Web 
retrieval. Considering more specific domains the requirements may differ. 
5.2. Generating Tag Cloud Representations 
Both knowledge bases, Wikipedia and ChEBI, are freely available as database dump 
downloads. Whereas the ChEBI tables are directly usable, the Wikipedia database 
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dump requires two preprocessing steps for data cleaning. The Wikipedia category 
corpus includes categories that are completely useless for topic identification. 
Namely categories, like, e.g., All articles with unsourced statements or Wikipedia semi-
protected pages are discarded. Furthermore, the Wikipedia dump includes different 
types of pages, which are marked with different namespaces. Beside the ‘normal’ 
page namespace, Wikipedia currently has 21 additional namespaces, like, e.g., User, 
Template, or Category. Since we are only interested in main pages, we only used 
pages with namespace 0 and discarded other possible hits from the result set. 
For each document, we have a list of all extracted chemical terms. Each term is 
mapped to a Wikipedia page and a ChEBI ontology node. Since we are not interested 
in the Wikipedia pages themselves, we only extracted the associated category en-
tries. Starting from this entry point all parent categories are extracted and appended 
to the chemical term. We did the same for the ChEBI ontology nodes. Each chemical 
term is described by a set of categories and a set of ontology nodes. Hence, the 
documents are described as the union of the category/ontology node sets of all 
included chemical entities. Finally, each document is represented by two different 
tag clouds, one containing the ChEBI nodes and the other containing Wikipedia cat-
egories. The cloud terms are weighted by their frequency. The following algorithm 
summarizes the different steps: 
For each document in the collection do 
1. Get a list of all included entities  
2. For each entity in the list do 
2.1. If (ChEBI) 
2.1.1. Find matching ontology node in ChEBI 
2.1.2. Compute path from that node to the root and add the complete 
path to document’s ChEBI vector 
2.2. Else 
2.2.1. Find Wikipedia page for that entity 
2.2.2. Get all categories and their parents up to the root for that page 
and add them to the document’s category vector. 
3. Compute Category / ChEBI cloud 
Algorithm 5. Creating tag clouds 
Again, as document repository we use 2700 chemical documents from the journal 
Archive for Organic Chemistry (ARKIVOC) and the corresponding enriched index pages. 
Our evaluation contains four different experiments: 
 Since document retrieval in the chemistry domain is centered on chemical entities, 
we evaluated in the first experiment where to find the most important chemical 
terms regarding the document context. Therefore, a group of domain experts 
manually evaluated the importance of each chemical term occurring in a docu-
ment. 
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 In the second experiment, we took the important terms found in our document 
collection and retrieved all associated Wikipedia categories. A team of chemists 
evaluated if these categories are useful for describing chemical documents. 
 In the next step, we want to know whether the mapping of the chemical terms to 
ChEBI ontology nodes, respectively Wikipedia categories, is comprehensible. We 
analyzed the distribution of the important terms from our document collection 
and choose a random subset. For each term in this subset, we retrieved the 
matching Wikipedia categories and ChEBI ontology nodes. Again, a team of do-
main experts evaluated the mapping quality of the associated nodes/categories. 
Furthermore, we evaluated this quality based on the level in the category/ChEBI 
tree. 
 In the last experiment, we created tag clouds based on the category information 
and the ChEBI ontology nodes associated with each document. Our group of do-
main experts evaluated the quality of these clouds by stating how the content of 
the document is represented by the terms in the clouds. 
5.2.1. Where To Find The Most Important Entities? 
Usually a huge number of chemical entities are mentioned in domain-specific docu-
ments. However, not all of them are relevant for describing the document’s content. 
Especially the term frequency is not a useful measure for chemical terms, since fre-
quent occurring terms in most cases are actually not important, e.g., solvents like 
Benzene or catalysts like Palladium. 
Our first experiment identified the parts of the document where the most de-
scriptive chemical terms occur. Therefore, we took a random set of documents 
from our collection and their enriched index pages. We then delivered the pages to 
a team of domain experts who marked the most descriptive entities for each docu-
ment. We observed that in most documents the relevant terms are already men-
tioned in the title and/or the abstract. Nevertheless, in some abstracts placeholders 
are used to link to a complex structure drawn in an image or to other complex text-
fragments. For example, the 3 in hexabromide 3 is linked to an image visualizing the 
complex structure of: 1,2,3,4,9,10-hexabromo-1,2,3,4-tetrahydroanthracene. As men-
tioned earlier, especially the information contained in drawn representations is cur-
rently not automatically extractable. 
Many documents also include an experimental part where the different synthesis 
steps are shown. In this part, a lot of abbreviations for entity names are used leading 
to many entity fragments extracted by the entity recognition module. Fig. 50 shows 
an extract of a document’s experimental part. 
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Fig. 50. Annotated part of the experimental section 
The highlighted text fragments were annotated by the recognition module. While 
some of them, like pyridine or hexane, are correctly annotated, the majority are only 
invalid text-fragments, like, e.g., C or H. To reduce the number of invalid text-frag-
ments we only consider terms from title and abstract for the following evaluations. 
5.2.2. Wikipedia Category Suitability 
Especially for a specialized field like chemistry the coverage of Wikipedia for chem-
ical terms seems questionable. We took all chemical terms found in our document 
collection (title and abstract) and tried to find suitable Wikipedia pages. In total, our 
collection contains 11,952 distinct chemical terms. Surprisingly, for 2163 we found 
an entry page in Wikipedia (18%) which include 745 distinct categories in total. Now, 
a team of domain experts analyzed the set of Wikipedia categories found for those 
pages. For each category, our experts rated whether it is useful for classifying chem-
ical documents or not. Each category is assigned with a value ranging from 0 (not 
relevant) to 4 (very useful). More than 25% are rated as good, but only two catego-
ries were considered very useful for classifying chemical documents: addition reac-
tions and aminoglycoside antibiotics. However, more than 50% are at least not bad and 
can in principle be used for document classifying. 
5.2.3. Mapping Traceability 
During this evaluation, we analyzed the traceability of the mapping of chemical terms 
to ChEBI ontology nodes, respectively Wikipedia categories. To find a set of suitable 
query terms, we need to know the distribution of the chemical terms in our open 
access journal collection (see Fig. 51). 
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Fig. 51. Chemical term distribution 
In total, we found entries for 2163 disjunct terms occurring in title and abstract 
of the documents from our collection. Due to the automatic extraction process 
there are some recognition failures, e.g., the most often occurring term is A with 
579 hits. For the query evaluation, we therefore choose a representative subset. We 
took all terms occurring between 20 and 100 times resulting in a set of 129 chemical 
terms. Terms that occur more often are too general or can be lead back on recog-
nition errors. Entities occurring less than 20 times in the whole set are too specific 
and have little chance of finding appropriate matches in Wikipedia. From this subset, 
we choose approximately 10% as query terms (resulting in 12 queries). For each 
query term, we retrieved the matching ChEBI ontology node and all their parent 
nodes up to the ontology’s root node. 121 of these terms were found in the ChEBI 
ontology (94%). Furthermore, we searched for the matching Wikipedia page and 
extracted their categories. Here, 79 of the 129 terms have a matching Wikipedia 
page (61%). Every Wikipedia page is assigned by at least one category. For each 
category, we took all parent categories up to the root node. Finally, we have for 
each query term a set of ontology terms and a set of Wikipedia categories. These 
sets are evaluated by a group of domain experts who rated for each category how 
close it is related to the query term. The value range is from zero (not relevant) to 
five (very relevant). Table 15 shows the average values for each query term. 
Table 15: Scores for sample queries 
Term ChEBI Score Categories Score 
Rhodium 1,8 2,4 
Pyridine 0,7 1,8 
Ester 0,4 0,5 
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Term ChEBI Score Categories Score 
Phenol 0,4 1,4 
Alcohol 0,4 0,4 
Oxygen 1,2 0,7 
Sulfur 1,6 0,8 
Pyrazole 0,8 1,9 
Zinc 1,1 1,0 
Aldehyde 0,3 1,3 
Copper 1,6 0,8 
Palladium 2,6 1,8 
The average scores are quite low for all queries. The problem is that we consid-
ered too many levels in the category hierarchy as well as in the ChEBI ontology. The 
more general the category, respectively the ontology node, the lower is the associ-
ated score. Fig. 52 visualizes the score distribution based on the level. Here, the 
level means the number of edges that needs to be passed to reach a node starting 
at the query node. For example, level one includes all terms directly linking to the 
query term. Please note that for the Wikipedia categories each query term can re-
trieve more than one category node. Each of these categories is a leaf node in the 
combined categories tree. 
 
Fig. 52. Level-based score distribution 
For the domain-specific ontology, the first three levels are almost equally im-
portant, whereas for the more general Wikipedia categories only terms of the first 
level are really relevant. The reason is that Wikipedia includes knowledge from many 
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different domains. If we explore the categories graph, we see that only a few steps 
away from the query term, we reach categories that are not relevant for our domain. 
For example, Fig. 53 shows the level 2 categories graph for Palladium. Only two 
nodes away from the query term we reach the nodes Currency or Wealth, which are 
definitely not relevant regarding the domain of chemistry. We can also see catego-
ries like Atoms or Matter, that are already far too broad for sensibly categorizing the 
scope of a journal paper. 
 
Fig. 53. Level 2 category graph for Palladium 
Obviously the more level one goes up in the categories graph, the more general 
the information gets. Therefore, to avoid unrelated categories we only considered 
Wikipedia categories that are directly linked to the query term (level one). Fig. 54 
shows the ChEBI ontology graph for Palladium that only consists of chemical terms.  
 
Fig. 54. ChEBI ontology graph for Palladium 
Please note that this graph includes all nodes from the query node up to the root 
node. The fourth level also already contains one element, which is very general, 
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namely ‘Atom’. Since our evaluation has shown that this is a general observation, we 
only considered nodes that are at most three levels away from the query node for 
the ChEBI ontology. 
Comparing the categories and the ChEBI graph, it is interesting that the different 
levels in the ChEBI graph include fewer nodes. Table 16 gives an overview of the 
number of associated ontology/category terms for chemical entities. The values are 
averages and refer to the representative subset of the 129 chemical terms. Using 
the level information, the number of associated terms has been highly decreased. 
Table 16. Average number of associated terms for each chemical entity 
 With Level Restriction Without Level Restriction 
Wikipedia 4 76 
ChEBI 11 39 
5.2.4. Comparing Wikipedia Categories and ChEBI Ontology Terms 
In this experiment, we analyze the coverage of ChEBI ontology terms and Wikipedia 
categories. How many ontology terms are included in Wikipedia? In total, we eval-
uated 16056 ontology terms and searched for corresponding Wikipedia entries. 
Only 757 of them have a Wikipedia entry (4.7%). While also relatively complex 
chemical substances, e.g., 5-Methoxy-N,N-dimethyltryptamine, have suitable Wikipedia 
pages, ChEBI contains a lot of even more complex substances, e.g., 
4,5,9,10,14,15,19,20,24,25-decaethyl-26,27,28,29,30-pentaoxahexacyclo 
[21.2.1.1(3,6).18,11.1(13,16).1(18,21)]triaconta-1(25),3,5,8,10,13,15,18,20,23-
decaene. Moreover, also 3642 InChI-codes are included, which have no Wikipedia 
entries. The minimal overlap of the two knowledge bases of only 4.6% leads us to 
another experiment to evaluate which knowledge base is more useful for describing 
chemical documents. We randomly took a set of documents from our collection, 
extracted all chemical terms and searched for matching ChEBI terms and Wikipedia 
categories. Afterwards, we build tag clouds; one for the ChEBI terms and another 
for the Wikipedia categories. Each document is represented by its title, abstract and 
both clouds. Our team of domain experts rated how good each representation sum-
marizes the document’s content. The results are shown in Table 17.  Here, the 
rating values range is from zero (not relevant) to five (very relevant). 
Table 17: Average scores for first weighting scheme 
Title 3.2 
Abstract 4.5 
Categories Cloud 1.75 
ChEBI Cloud 0.65 
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The abstract gives always a good overview of the document’s content. The title is 
still representative, but the other representations are far behind and not usable off-
hand. It is interesting that the categories cloud is more useful than the clouds gen-
erated from the domain-specific ChEBI ontology. Please note that the clouds only 
include the top-30 terms ranked by their frequency. The problem of this first ap-
proach is that we considered the term frequency for computing the respective 
clouds. As mentioned earlier, for the area of chemistry the term frequency is not 
the preferred weighting scheme. In most cases, the frequent occurring terms (which 
are often solvents, catalysts, etc.) have no impact on the actual topic of the docu-
ment. The really descriptive terms are occurring in the title or abstract and are 
usually rare. This leads to relatively unspecific clouds and therefore, to low rating 
values. Fig. 55 shows an example of a categories cloud. 
 
Fig. 55. Example: Wikipedia category cloud 
This cloud includes relatively general concepts, like, e.g., chemical elements, as well 
as categories that are not related to the domain of chemistry, like, e.g., airship tech-
nology or spoken articles. The average score assigned from our experts team is 1, 
meaning that the cloud does not really describe the content of the document. Fig. 
56 shows the ChEBI ontology cloud for the same document. It includes totally dif-
ferent terms. The reason is, as we saw before, that the knowledge bases only have 
a minimal overlap. 
 
Fig. 56. Example: ChEBI ontology cloud 
The average score of this cloud is 0.5. The problem is that the mentioned terms 
are too general. Terms like, e.g., molecular structure or atomic nucleus, are not very 
descriptive for a document. This results in too general, not descriptive clouds. 
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In a second experiment, we changed the weighting scheme for the terms by 
weighting seldom occurring terms higher. Fig. 57 shows the Wikipedia categories 
cloud for the same document using the other weighting scheme. 
 
Fig. 57. Example: Wikipedia category cloud, different weighting scheme 
This cloud got an average score of 4, meaning to offer a good description of the 
corresponding document. The terms occurring in this cloud are more specific, like, 
e.g., carboxylate esters. Of course, some terms are also not useful, like, for instance, 
latin letters, but nevertheless, most terms give a good overview of the documents 
topic. Fig. 58 shows the ChEBI ontology cloud for the same document. 
 
Fig. 58. Example: ChEBI ontology cloud, different weighting scheme 
We see, that compared to the other ChEBI cloud the terms have completely 
changed being a lot more specific. Although the average score for this cloud also 
increases (1), to the means of our domain experts, it still does not describe the 
document’s content as well as the categories cloud. Table 18 shows the average 
scores for this second weighting scheme: 
Table 18: Average scores for second weighting scheme 
Title 3.2 
Abstract 4.5 
Wikipedia Categories Cloud 2.8 
ChEBI Cloud 2.2 
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Since we used the same documents, the title and abstract scores have not 
changed. However, the categories and ChEBI scores have slightly increased. To con-
clude, we want to state that it is really surprising that from the domain experts view 
the Wikipedia clouds are more descriptive for chemical documents than a domain-
specific knowledge base, like the ChEBI ontology. We already mentioned that the 
domain of chemistry includes many different working areas. The chemists have a 
different understanding of the relations between chemical substances heavily de-
pending on the area they are working in. We did a final survey with a team of chem-
ists to analyze if the relations between entities in the ChEBI-ontology are compre-
hensible. The results are that even for chemists from the area of organic chemistry 
not all relations in the ontology are comprehensible. Thus, for them, the mapping of 
the ontology terms to the chemical entities is also invalid. Indeed, the Wikipedia 
categories offer a suitable alternative to domain-specific ontologies. 
5.3. Conclusions 
To give the user a good overview of the documents’ content in his/her result set, 
we presented an approach using Wikipedia categories to generate compact repre-
sentations of chemical documents. As a baseline, we used a domain-specific ontology 
(ChEBI) to represent the documents and compared the results. Each document from 
our repository is described by a Wikipedia categories cloud and a ChEBI ontology 
cloud. Our evaluation by a team of domain experts has shown that the Wikipedia 
categories are even more expressive for describing chemical documents than the 
handcrafted, domain-specific ChEBI ontology terms. Therefore, we have shown that 
the Wikipedia categories system can be used in domain-specific portals to overcome 
the problem of expensive, manually created ontology knowledge. 
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Chapter 6 
An Architecture for Chemical Digital 
Libraries 
In the last chapters, we presented different steps enabling semantically enriched text-
based retrieval in chemistry. First, we created enriched index pages building the basis 
for text-based retrieval. Since users are interested in finding similar entities regarding 
their query, we further analyzed different similarity measures in chemistry. We 
found out that users have specific background knowledge influencing their subjective 
notion of relevance. To model this implicit knowledge, we presented an approach 
clustering chemical entities based on their functional groups. Moreover, users are 
often interested in chemical entities occurring in certain contexts within the docu-
ments. This contextual information is important to assure high quality retrieval re-
sults. The presented approaches use external knowledge bases and cross-domain 
ontology knowledge to enable contextual queries in chemistry. We also showed an 
alternative representation of the retrieval results to give the user a good first im-
pression about the content of the retrieved documents. Again, for the presentation 
of the documents, we used external knowledge to enrich the documents with suit-
able metadata. In this chapter, we combine these different steps and build an archi-
tecture for a chemical digital library. Since for almost all steps different information 
sources are required to allow for high quality retrieval, we show how to integrate 
them in the workflow of a digital library. Of course, most of the semantic enrich-
ments can already be preprocessed to save computation time during retrieval. In 
addition to textual queries, our architecture also contains components enabling 
chemical structure queries. We will briefly explain what is needed during prepro-
cessing and how the retrieval using a graphical interface works. 
6.1. Preprocessing: Index Page Generation and Semantic Metadata 
Enrichment 
In this section, we describe which metadata can be generated in a preprocessing 
step. Anyway, the documents have to be indexed and all chemical entities have to 
be extracted. But, beside these mandatory steps also some additional steps can be 
performed to create semantic metadata that is needed to provide high quality re-
trieval. These steps can easily be integrated in the indexing workflow of a digital 
library. Fig. 59 gives an overview of the whole preprocessing workflow. First en-
riched index pages are generated, which are further extended with semantic 
metadata. We explain both steps in the following sub-chapters. 
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Fig. 59. Preprocessing workflow 
6.1.1. Creating Enriched Index Pages 
We already gave a detailed description of the necessary steps to enable text-based 
retrieval in Chapter 2. An overview of these steps is shown in Fig. 60. 
 
Fig. 60. Index Page Generator 
The first step is to convert the different documents into a uniform format, which 
in our case is SciXML. The SciXML documents are used by OSCAR, which annotates 
all included chemical entities. Afterwards, the extracted entities are enriched by syn-
onyms and other representations, like, e.g., SMILES or InChI. For the enrichment 
with suitable metadata, we use the domain-specific PubChem database. PubChem 
contains facts about around 120 million chemical substances. For each document, 
this information is combined in an enriched index page, which is stored in the re-
pository of the digital library provider and used for text-based retrieval. In addition, 
the chemical entities are stored in a separate database and are linked to the docu-
ments, respectively the enriched index pages, they occur in. 
6.1.2. Semantic Metadata Enrichment 
Starting from the enriched index pages a lot of valuable metadata can be created 
during preprocessing. We create several components, each of them responsible for 
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creating specific metadata. These components are combined in the semantic anno-
tator. Fig. 61 gives an overview of the different components used in the semantic 
annotator. 
 
Fig. 61. Semantic Annotator 
Cluster Generator: We saw in Chapter 3.2 how to reflect the chemist’s per-
ception of chemical entities belonging to the same chemical class. We modeled this 
implicit knowledge by clustering chemical entities based on their functional groups. 
Each cluster describes a class of entities with similar reaction characteristics. The 
first step is the generation of the functional groups cluster. Therefore, all chemical 
entities from the database are taken and the functional groups of each entity are 
extracted using the extended checkmol tool (see Chapter 3.2.1). Each entity is as-
sociated to the respective cluster based on its functional groups. Afterwards, the 
clusters containing more than 100 chemical entities are further decomposed by 
computing sub-clusters based on the substructure fingerprint and the Manhattan 
distance. In the second step, the enriched index pages are associated to the respec-
tive clusters based on their contained chemical entities. Hence, each document can 
be associated to several clusters. 
Context Similarity Generator: As presented in Chapter 4.2, the context sim-
ilarity scores are based on Wikipedia and can be precomputed. Each term having its 
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own Wikipedia page can be used as context term. Therefore, it is possible to pre-
compute the context similarity of each term in the Wikipedia repository to each 
chemical entity. Alternatively, as useful subset of basic context terms the Wikipedia 
categories can be used. The similarity values are computed using the relatedness 
measure and are stored in the context similarity database. 
Cross-Domain Annotator: The insights of this component are explained in 
Chapter 4.3. It is responsible for annotating all chemical documents with suitable 
cross-domain ontology terms. As cross-domain ontology, we use the MeSH ontol-
ogy from the related domain of biomedicine. All documents from the PubMed Cen-
tral repository (PMC) are annotated with several terms from the MeSH ontology. 
Since these annotations are done manually by domain experts, they are of high qual-
ity. We extracted all chemical entities from the PMC documents and used them as 
features to learn the MeSH terms. For each MeSH term, a classification model is 
learned based on its associated chemical entities. These models are further used to 
automatically annotate chemical documents with MeSH terms. To increase the qual-
ity of the associated terms Wikipedia is used as a semantic filter. All terms that are 
not semantically related to the documents are removed. Finally, we store the asso-
ciated MeSH terms for each chemical document. 
Cloud Generator: To give the user an idea of the documents’ content, we cre-
ate compact document descriptions using Wikipedia (see Chapter 5.2). For each 
chemical entity from our entity database, the corresponding Wikipedia page is re-
trieved. The chemical entity is described by the set of associated Wikipedia catego-
ries. As shown in the experiments in Chapter 5.2 only directly associated categories 
are used. The documents are described as the union of the Wikipedia categories of 
all contained chemical entities. Finally, each document is represented by a tag cloud 
containing Wikipedia categories weighted by their inverse frequency. 
Fingerprint Generator: The basis of all structure-based similarity measures is 
a fingerprint representation of chemical entities (see Chapter 3.1). Instead of com-
puting these fingerprints during retrieval, for each chemical entity in the entity data-
base the corresponding fingerprint representations are precomputed and stored in 
a database. To compute the fingerprints, we rely on the Chemical Development 
Toolkit (CDK), which supports six different chemical fingerprints [33], [34]. To gen-
erate the fingerprints a structural representation of the chemical entity, like, for 
example, SMILES, is needed. This representation is available for almost all entities in 
the repository. If it was not automatically created by OSCAR’s name-to-structure 
algorithm during the entity extraction, it was added during the metadata enrichment 
process in the index page generator. 
Structure Generator: As stated in the introduction (see Chapter 1) chemists 
also need the possibility to search for chemical structures. To allow for graphical 
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queries a special chemical structure databases is used. We rely on the JChem frame-
work provided by ChemAxon35. Of course, most of the factual data and metadata 
could also easily be stored in some arbitrary relational database system like MySQL. 
However, for efficiency and improved handling the structural data is stored in the 
specialized chemical structure database JChem Base. 
6.2. Semantically Enriched Retrieval 
In this section, we combine the different retrieval workflows and present an archi-
tecture for personalized retrieval in chemical digital libraries. Fig. 62 gives an over-
view of the proposed architecture. 
 
Fig. 62. Personalized retrieval architecture 
The user submits a query Q and his/her username to the system. Dependent on 
the query type the similarity engine has to decide which steps are necessary to find 
a suitable result set. The username is needed by the ranking engine to get the user 
profile. The user profile includes information about the search history, like, e.g., the 
preferred similarity measure. 
Structure query: In case the user submits a query using the graphical query 
interface, the similarity engine uses the ChemAxon framework to process the query. 
Chemists differentiate between exact structure searches, substructure searches, and 
similarity searches. While the exact search will return only exact matches, the sub-
structure search will return all structures including a given substructure. A similarity 
search will return structures based on the calculation of a similarity match, which 
can vary from database to database. In any case, to search for matching structures a 
rapid prefiltering step is performed. In this step, many of the targets not matching 
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the query are screened out. It is based on chemical hashed fingerprints. Since it may 
result in false hits, the results are further checked using a precise atom-by-atom 
search. This check increases the retrieval quality, but makes the search much slower. 
Of course, these steps can be manually tuned if necessary. The set of matching en-
tities is handed on to the ranking engine, which retrieves the related documents and 
delivers the associated Wikipedia tag clouds to the user. 
Text-based query: The query is composed of the chemical entity qe and the 
context term qc. To make it easier for the system to distinguish the query terms we 
introduce a simple colon notation: context: for qc and entity: for qe. If qc is null a basic 
similarity search is performed. 
Similarity search: Since our enriched index pages also contain structural information 
for the chemical entities (SMILES), it is possible to use the structure-based similarity 
measures for textual queries. All these measures are based on fingerprint represen-
tations of the chemical entities. Since these fingerprints have already been precom-
puted and stored, computing the similarities is much faster than for structure queries 
posed via a graphical query interface. Moreover, the set of available entities is further 
constrained to those entities that are in the same functional groups cluster as the 
query entity. To find the cluster, the similarity engine interacts with the semantic 
annotator to get the functional groups cluster of qe. If qe is not known that means 
that there are also no matching documents in the system. All chemical entities and 
their synonyms have been associated to their functional groups cluster during pre-
processing. Otherwise, the similarity engine receives all chemical entities from the 
respective cluster and hands the set on to the ranking engine. The ranking engine 
computes the fingerprint-based similarities of qe to all chemical entities in the func-
tional groups set. To know which measure to use it analyzes the user profile. In case 
the user is new to the system, the globally most preferred measure is used. This 
choice is later adapted using user feedback. Afterwards, the enriched index pages 
containing the chemical entities are retrieved. The set is ranked based on the entity 
similarities. 
Contextual search: In case that the context term is not null, the first step is to check 
whether it is contained in the MeSH ontology. If yes, the similarity engine tells the 
ranking engine to use the cross-domain terms for context filtering. If not, the con-
text term is handed on to the semantic annotator. If the context term is known to 
our Wikipedia context similarity database, the similarity engine tells the ranking en-
gine to use Wikipedia context similarity for ranking the documents. Otherwise, the 
semantic annotator computes the context similarity of qc to all other chemical enti-
ties known in our system. In case qc is not known by Wikipedia, we cannot consider 
it as valid context term. In this case, only a fulltext filtering is possible, meaning only 
documents are returned containing qc in the fulltext. 
For both cases, similarity and contextual searches, the documents are ranked 
based on the most preferred similarity measure for the respective user. This meas-
ure is found in the user profile. When a context search using Wikipedia context 
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similarity is performed, the most suitable feature combination for the user is used 
for entity similarity (see Chapter 4.2.1). Otherwise, the most preferred fingerprint-
based similarity measure is chosen. Instead of showing the documents directly to 
the user, the result set contains the associated Wikipedia tag clouds of the docu-
ments. Thus, the user gets a first impression of the documents content. If the doc-
ument seems interesting, the fulltext can be directly accessed using a link on the 
index page. 
The user has the possibility to give feedback to our system by marking retrieved 
documents as irrelevant. All documents, which are not marked as irrelevant are 
treated as relevant hits. The judgments are collected by the feedback engine. The 
collected feedbacks are used by the ranking engine as a gold standard to compute 
all possible rankings using the uncorrelated similarity measures. Finally, the user’s 
profile information is updated if the best matching similarity measure changes. Be-
cause the computation may be time consuming, it is not done during query time. 
The user profile is updated if the user logs out of the system. The adapted profile is 
available after the computation has finished. 
6.3. Conclusions 
In this chapter, we combined the findings from the previous chapters and presented 
an architecture for a chemical digital library. The most important part to enable high 
quality retrieval is the metadata enrichment process. Metadata enrichment plays a 
major role for almost all parts we presented: 
 For creating the index pages knowledge provided by the PubChem database is 
needed to enrich the chemical entities. 
 To enable similarity computations all chemical entities are converted into several 
different fingerprint representations. 
 For context annotations, MeSH ontology terms and Wikipedia knowledge are 
used to enrich chemical documents. 
 To model the chemists’ implicit knowledge, the chemical entities of the whole 
collection are clustered based on their functional groups. 
 To give the user a good overview of the documents’ content, Wikipedia catego-
ries are used to create meaningful tag cloud representations for the documents. 
The digital library provider can precompute all required metadata already in the 
preprocessing phase to save computation time during retrieval. The whole metadata 
generation can easily be integrated in the indexing process, which is mandatory an-
yway. 
In the second part of this chapter, we presented a retrieval workflow supporting 
the different types of queries a user is interested in. The proposed architecture is 
composed of several components necessary to enable high quality retrieval. By using 
a feedback engine, we further increased the retrieval quality by learning the pre-
ferred similarity measure for each user. 
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Chapter 7 
Conclusions and Future Work 
Today, the access to chemical information is often based on complex structure 
searches requiring specialized indexes and graphical query interfaces. Nowadays, the 
most prominent provider of chemical information is the Chemical Abstract Service 
(CAS), providing a manually maintained, high quality digital library. Of course, the 
access is quite expensive and strictly limited to subscribers. Obviously, for the grow-
ing open access movement expensive, manually maintained structure indices are no 
suitable alternative. But, nevertheless, it is important to open up their knowledge to 
practitioners in the chemical domain. There are also freely available search plat-
forms, like ChemXSeer or ChemSpider, offering access to chemical literature. Most 
of them offer interfaces for textual queries. However, the text-based search capa-
bilities are still on a very basic level. The need for more sophisticated search capa-
bilities was already discovered by several groups. For example, the ChemXSeer plat-
form provides a specialized search index based on chemical formulae. Although the 
general need for more suitable text-based retrieval methodologies was already dis-
covered, there is still a lot of room for improvements. 
Therefore, in this thesis we introduced different steps necessary to enable seman-
tically enriched text-based retrieval in the chemical domain. We started with the 
creation of enriched index pages to enable basic text-based retrieval. The proposed 
approach collected different entity representations and synonyms. For each docu-
ment, an enriched index page has been created and our experiments showed that 
their retrieval quality is almost as good as for chemical structure searches. 
Since users are usually interested in chemical entities not exactly matching the 
query entity, but sharing similar properties, we analyzed different fingerprint-based 
similarity measures. There are many different measures available in chemistry and 
our evaluations showed that many of them are also uncorrelated. We tried to assign 
them to specific search tasks, but that was not possible. One possible solution is to 
learn the best measure for each user in a personalized retrieval system. We dis-
cussed with domain experts why so many uncorrelated measures are available in 
chemistry. We figured out that the reasons are that each chemist has specific back-
ground knowledge in mind influencing his/her perception of relevance. This back-
ground knowledge can hardly be expressed in a query. We figured out that this 
knowledge is based on the chemist’s implicit knowledge about chemical classes. 
These classes can be described by grouping together chemical entities showing the 
same or similar reaction behavior. We were able to model chemical classes by clus-
tering entities based on their functional groups. Our evaluations have shown that 
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the clusters are of high quality. Using the clusters we reduced the amount of chem-
ical entities that needs to be considered for retrieval by around 90% without losing 
relevant information. Our experiments proved that the proposed approach reflects 
the implicit knowledge of chemical classes to a large degree. 
Now we were able to search for chemical entities using textual queries and also 
to find similar entities. However, users often search for chemical entities occurring 
in a specific context. It is very important to also consider this context in the query 
to allow for high quality retrieval. We showed that structural, fingerprint-based 
measures are not useful for contextual queries. Therefore, we presented two ap-
proaches allowing for contextual searches. Both use knowledge provided by Wik-
ipedia. The first creates profiles of chemical entities by combining different features 
gathered from the Wikipedia page of the respective entity. The experiments showed 
that contextual searches are possible using the provided similarity measure. Again, 
the retrieval results could be further improved using personalization based on user 
feedback. In the second approach, we annotated chemical documents with cross-
domain ontology terms. We learned classification models from the biomedical do-
main by extracting chemical entities from MeSH annotated MEDLINE documents. 
Using the learned classifications, we annotated chemical documents with MeSH 
terms based on their contained chemical entities. To improve the quality of the 
assigned MeSH terms we used Wikipedia to remove semantically unrelated terms. 
The experiments showed a strong increase of the retrieval quality compared to 
baseline retrieval approaches. We further showed the generalizability of our ap-
proach by annotating documents from the domain of computer science with cross-
domain ontology terms from the related domain of mathematics. 
Furthermore, we also presented an approach to present the search results to the 
user. Since usually a lot of results are retrieved, it is important to give the user a fast 
and good overview of these results. The proposed approach summarized the docu-
ments’ content using tag clouds. We compared clouds based on Wikipedia catego-
ries to clouds created using the ChEBI ontology. Surprisingly, the Wikipedia clouds 
have been voted better to describe chemical documents as the domain specific 
ChEBI ontology clouds. This again proved the usefulness of Wikipedia to semanti-
cally enrich the retrieval process also for such specific domains as chemistry. 
In the last chapter, we explained in detail which metadata could be extracted and 
indexed in the preprocessing phase of a digital library provider. Finally, we combined 
all findings from the previous chapters and presented an architecture for a chemical 
digital library enabling semantically enriched text-based retrieval. 
However, there are still some points, which we leave open for future work. One 
of the most important parts in the retrieval workflow is the extraction of the chem-
ical entities. If the chemical entities are not correctly extracted, all following steps, 
like, e.g., semantic annotations are error prone. Therefore, it is important to further 
improve the quality of automatic entity extraction. In addition, several groups are 
working on improvements to automatically extract chemical entities drawn in images 
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within the documents. But, to allow for a fully automatic extraction the detection 
quality has to be further improved. 
For the process of semantic enrichment, it might also be interesting to consider 
different knowledge bases. In most cases, we focused on Wikipedia. Although the 
quality of the annotations with Wikipedia is good, it is maybe possible to improve it 
by combining the knowledge of different information sources. The same applies for 
cross-domain annotations. It might be very interesting to build a general framework 
consisting of basic components that can easily be replaced: the document collection 
to be annotated with ontology terms, the document collection that is already anno-
tated, the used cross-domain ontology, and the knowledge base interacting as the 
semantic filter. To build such a framework one has to define suitable interfaces on 
the protocol layer. 
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Appendix A 
Appendix: Role Detection Patterns 
 
Taken Role Lexico-syntactic pattern in pseudo code 
PRODUCT (?i).* Synthesis of (\s+[-\w|\p{InGreek}]*\s*){0,3} 
[CHEMICAL] 
PRODUCT (?i).* was used to prepare.* [CHEMICAL] 
PRODUCT (?i).* Giving \s [CHEMICAL] 
PRODUCT (?i).* Formation of \s [CHEMICAL] 
PRODUCT (?i).* One-pot synthesis of \s [CHEMICAL] 
PRODUCT (?i).* Preparation of (\s+[-\w|\p{InGreek}]*\s*){0,2} 
[CHEMICAL] 
PRODUCT (?i).* Yielding \s [CHEMICAL] 
PRODUCT (?i).* Leading to \s [CHEMICAL] 
PRODUCT (?i).* To afford (\s+[-\w|\p{InGreek}]*\s*) [CHEMICAL] 
PRODUCT [CHEMICAL] (?i).* were obtained from.* 
PRODUCT (?i).* To obtain (\s+[-\w|\p{InGreek}]*\s*){0,2} [CHEMICAL] 
NONE, 
PRODUCT 
[CHEMICAL] \s represent a new class of \s [CHEMICAL] 
NONE, 
PRODUCT 
[CHEMICAL] \s are.*building blocks for the synthesis of \s 
[CHEMICAL] 
REACTAND (?i).* dihydroxylation of (\s+[-\w|\p{InGreek}]*\s*){0,4} 
[CHEMICAL] 
REACTAND (?i).* To react with \s [CHEMICAL] 
REACTAND (?i).* Oxidation of \s [CHEMICAL] 
REACTAND (?i).* Oxidi(s|z)ed by \s [CHEMICAL] 
REACTAND (?i).* Reduction of \s [CHEMICAL] 
REACTAND (?i).* Reduced by \s [CHEMICAL] 
REACTAND [CHEMICAL] \s as (\s+[-\w|\p{InGreek}]*\s*) substrate.* 
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REACTAND, 
REACTAND 
(?i).* Reaction between \s [CHEMICAL] \s and \s 
[CHEMICAL] 
REACTAND, 
REACTAND 
[CHEMICAL] (\s+[-\w|\p{InGreek}]*\s*) be oxidi(s|z)ed by \s 
[CHEMICAL] 
REACTAND [CHEMICAL] \s was oxidi(s|z)ed 
REACTAND, 
REACTAND 
[CHEMICAL] \s was treated with \s [CHEMICAL] 
REACTAND, 
REACTAND 
(?i).* Treatment of (\s+[-\w|\p{InGreek}]*\s*){0,2} 
[CHEMICAL]\s with(\s+[-\w|\p{InGreek}]*\s*){0,2} 
[CHEMICAL] 
REACTAND, 
PRODUCT 
(?i).* Transformation of \s [CHEMICAL] \s to \s [CHEMICAL] 
\s by 
REACTAND, 
PRODUCT, 
REACTAND 
(?i).* Transformation of \s [CHEMICAL] \s to \s [CHEMICAL] 
\s with \s [CHEMICAL] 
PRODUCT, 
REACTAND, 
PRODUCT 
[CHEMICAL] \s were obtained from \s [CHEMICAL] \s 
REACTAND, 
PRODUCT 
[CHEMICAL] \s was converted into \s [CHEMICAL] 
CATALYST (?i).* Catalytic amount of \s [CHEMICAL] 
CATALYST (?i).* In the presence of \s [CHEMICAL] 
CATALYST (?i).* Catalysis with \s [CHEMICAL] 
CATALYST [CHEMICAL] \s as a catalyst of.* 
SOLVENT (?i).* Extracted with \s [CHEMICAL] 
SOLVENT (?i).* In refluxing \s [CHEMICAL] 
NONE, 
SOLVENT 
[CHEMICAL] \s was dissolved in \s [CHEMICAL] 
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