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Capítol 1
Introducció
Aquest projecte final de carrera s’ha orientat en el desenvolupament en el
sistemes de fitxers amb l’objectiu d’explorar les seves possibilitats en l’entorn
de Microsoft, intentant obtenir les especificacions dels sistemes transaccionals
en el seu comportament.
Es vol analitzar les possibilitats pel desenvolupament del sistema de fit-
xers de Windows a baix nivell, els seus requeriments, les seves limitacions i
l’entorn necessari.
1.1 Motivació personal
Aquest PFC neix de l’interès personal per realitzar un projecte en col·laboració
amb el grup de recerca d’Storage Systems del BSC per tal de realitzar el pro-
jecte final de carrera en un marc de recerca i investigació.
2 Introducció
En els últims quadrimestres de la carrera vaig començar a tenir la inquie-
tud de viure una experiència en el camp de la recerca, aleshores vaig tenir la
sort de conèixer en Toni Cortés que em va obrir les portes a poder realitzar
una col·laboració futura, ja que en aquells moments m’era impossible realit-
zar el projecte a plena dedicació tal i com desitjava.
Després de la finalització de les assignatures necessàries per completar
l’Enginyeria Informàtica vaig esperar el moment adient dins el marc laboral
per poder viure l’experiència de la realització d’un projecte d’investigació a
plena dedicació.
Aquest PFC és la realització d’aquest desig, que degut a la impossibilitat
de poder-se realitzar en plenitud en un àmbit de compatibilització amb la
feina, em vaig esperar el temps necessari per trobar l’escenari adequat per la
seva consecució. Així doncs, una vegada els condicionants personals es van
complir, vaig anar a veure en Toni Cortés per tal de trobar un projecte prou
engrescador.
Després d’avaluar algunes alternatives, vàrem decidir veure quines possi-
bilitats de modificació del comportament del sistema de fitxers de Windows
existien i com es podien portar a terme. Dins d’aquest escenari en Toni em
va proposar intentar assolir les especificacions dels sistemes transaccionals
dins del sistema de fitxers, i d’aquí sorgeix aquest PFC.
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1.2 Objectius
L’objectiu principal d’aquest projecte final de carrera és ampliar la funci-
onalitat del sistema de fitxers de Windows permetent que les modificacions
als fitxers es realitzin en forma de transacció, agrupant les operacions d’es-
criptura i fent-les efectives una vegada la transacció es completi.
D’altra banda amb aquest projecte final de carrera també es pretén explo-
rar les possibilitats que ofereix el sistema operatiu Windows per la realització
de desenvolupament en el seu sistema de fitxers, els seus models de progra-
mació, els seus requeriments i l’entorn necessari. Es vol treballar a baix nivell
en Windows, en el marc del desenvolupament del sistema de fitxers i veure
així la seva problemàtica i les seves característiques.
Es pretén assolir aquests objectius mitjançant la realització d’un prototi-
pus que modifiqui el comportament del sistema de fitxers de Windows.
1.3 Metodologia
En referència a la metodologia emprada per la realització del PFC s’ha
seguit la pròpia de la recerca[3, 10].
Primerament s’ha realitzat una definició del projecte determinant els lí-
mits dintre els quals es desenvoluparà. Posteriorment s’ha conceptualitzat el
projecte establint un marc teòric i de coneixement sobre la temàtica que ens
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ocupa per després afrontar la part d’anàlisi del projecte amb els coneixements
necessaris per la seva realització.
D’aquesta etapa d’anàlisi ha sortit un model inicial el qual s’ha emprat
en l’etapa de desenvolupament del projecte. Aquest desenvolupament del pro-
jecte s’ha portat a terme de forma iterativa ampliant les consideracions sobre
el model inicial i estenent les seves característiques.
En el desenvolupament del projecte, no només ens hem centrat en obtenir
uns resultats immediats, sinó que també hem intentant tenir en compte, din-
tre de les diferents possibles solucions a cada problemàtica, escollir sempre,
aquella que ens permetés ampliar coneixement.
Finalment s’ha realitzat una presentació de resultats i conclusions així
com un conjunt propostes de treball futur i consideracions finals.
1.4 Organització de la memòria
L’organització de la memòria segueix a grans trets les diferents etapes
de la metodologia emprada més alguns capítols propis de la realització d’un
PFC i els apèndixs de suport a la seva realització. Així doncs aquest docu-
ment s’ha organitzat de la següent forma:
En aquest primer capítol introduïm la feina que ens portarà a realitzar la
definició del projecte, les motivacions que l’impulsen, així com la metodologia
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emprada i els objectius que es volen aconseguir.
El segon capítol està destinat a explicar les nocions teòriques i tècniques
necessàries pel correcte seguiment del projecte. Aquest capítol estarà citat
al llarg de la memòria com a referència i explicació dels conceptes que hi
ha darrera de molts dels punts del PFC. Es trobaran tant explicacions pu-
rament teòriques com, per exemple, la secció destinada a la definició dels
sistemes transaccionals, així com explicacions purament tècniques com, per
exemple, l’explicació de les memory mapped file functions. Una de les parts
importants d’aquest capítol es trobarà en les explicacions sobre les diferents
possibilitats en el desenvolupament en el sistema de fitxers de Windows, la
secció destinada als Installable File Systems Drivers.
En el tercer capítol es fa una aproximació i un anàlisi del projecte expli-
cant la informació recollida en referència als antecedents trobats, el marc del
seu desenvolupament, així com la factibilitat de la seva resolució.
En el quart capítol s’explicarà detalladament com ha sigut el desenvolu-
pament d’aquest projecte final de carrera. Les diferents etapes que ha viscut,
el perquè de cadascuna de les decisions preses, així com descriure el treball
d’implementació realitzat i les modificacions que s’han anat realitzat. Es tro-
barà el model que va servir com a punt de partida, les consideracions que van
portar a la seva modificació, el seu estat final i les optimitzacions realitzades.
El cinquè capítol mostra la planificació que tot projecte ha de tenir, hi
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trobarem el temps que ha requerit així com la seva valoració de costos tant
humans com materials.
En el sisè capítol trobarem el sumari del projecte resumint com finalit-
za la seva realització i sintetitzant el seu desenvolupament. D’altra banda,
avaluarem els objectius assolits i les conclusions que s’en deriven del treball
realitzat. Explicarem també la feina que ens ha quedat per realitzar i fi-
nalment farem una valoració personal de la realització del projecte final de
carrera.
En l’apèndix A parlarem de l’entorn necessari a l’hora de desenvolupar
en el nucli de Windows, de les eines que Microsoft ens posa a l’abast, de l’ar-
quitectura necessària i de la que hem fet servir pel nostre desenvolupament,
així com de la configuració emprada.
En l’apèndix B farem una petita explicació de les eines en les quals ens
hem donat suport i les seves possibilitats.
1.5 Agraïments
En aquest punt voldria agrair a en Toni Cortés que es fes càrrec de mi
en aquesta aventura. També agrair-li el bon ambient de treball i l’entorn de
creativitat viscut aquest mesos. He gaudit molt de cada reunió i de cada
conversa mantinguda. L’aprenentatge tant acadèmic com personal aquests
mesos no te preu. Moltes gràcies de tot cor, Toni.
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Voldria agrair-li també a en Jonathan el seu suport i la seva ajuda durant
aquests mesos. Ha sigut un plaer treballar amb ell, n’he après molt de la
seva visió de les coses.
I molt especialment a la Silvia, pel seu recolzament i la seva complicitat
en la vida. Gràcies pels somriures i les bones estones en aquest esforç que ha
representat una segona enginyeria.

Capítol 2
Conceptes bàsics
En aquest capítol s’expliquen tots aquells conceptes necessaris per la cor-
recta comprensió del projecte, així com per facilitar la seva lectura.
Primerament és farà una aproximació als sistemes Transaccionals i els
seus requeriments, es parlarà també de les característiques de Windows com
a sistema operatiu en el marc d’interès del projecte, finalment es fixaran els
conceptes pel desenvolupament de drivers pels sistemes de fitxers en Windows
mitjançant els Filters Drivers i el Minifilters Drivers.
2.1 Sistemes Transaccionals
En aquesta secció realitzarem una descripció dels sistemes transaccionals
en general per després entrar en la discussió de la seva aplicació en els siste-
mes de fitxers:
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Una transacció és un grup d’operacions que s’executen com una unitat,
el conjunt d’operacions d’una transacció mai s’ha d’executar parcialment.
Una transacció idealment ha de complir el conjunt de propietats ACID
(acrònim anglès de Atomicity, Consistency, Isolation, Durability):
• Atomicitat: Una transacció és una unitat atòmica on, o tot succeeix o
res succeeix. No han d’existir estats entremigs.
• Consistència: El sistema ha d’estar en un estat consistent abans i des-
prés de que la transacció es completi.
• Aïllament: Els canvis, mentre una transacció està en curs, no han de
ser visibles per ningú que no hi participi de la mateixa.
• Definitivitat: Quan una transacció finalitza, els seus resultats son per-
sistents. El sistema no pot retrocedir a un estat, encara que coherent,
anterior en el temps.
En l’operativa transaccional s’han de trobar els mecanismes per començar
la transacció, finalitzar la transacció, realitzar el conjunt d’operacions inclo-
ses en la transacció i desfer la transacció en cas que sigui necessari.
Prenent com exemple els Sistemes de Gestió de Bases de Dades (SGBD),
un dels sistemes transaccionals més importants actualment, hi trobem aquests
mecanismes dins del seu llenguatge SQL en les operacions de Begin Transac-
tion, End Transaction, Commit Transaction i Rollback Transaction.
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2.1.1 Sistemes de fitxers transaccionals
Els sistemes de fitxers transaccionals permeten que les modificacions als
fitxers es realitzin com una transacció, de forma atòmica, agrupant les ope-
racions d’escriptura i fent-les efectives una vegada la transacció s’hagi de
completar. D’aquesta forma, el gruix de les operacions que s’han de fer sobre
un fitxer es realitzaran com una unitat o en cas de no fer-se, no es realitzarà
cap.
De la mateixa manera que les Bases de Dades, les aplicacions realitzaran
canvis en àrees distintes i desiguals del mateix fitxer sense entorpir-se unes a
les altres. Fins que no es completi la transacció, les aplicacions accediran al
fitxer original, tal i com s’intenta reflectir en la figura 2.1.
Begin Transaction
Write(offset, buffer)
Write(offset, buffer)
.
.
.
.
.
.
End Transaction
Begin Transaction
Write(offset, buffer)
Write(offset, buffer)
.
.
.
.
.
.
End Transaction
Application A Application B
FILE
Figura 2.1: Esquema de transacció concurrent sobre un mateix fitxer.
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2.2 Entorn Windows
Desprès de parlar dels sistemes transaccionals ens situarem en l’entorn
del sistema operatiu i en els elements amb els que s’interacciona.
2.2.1 Introducció
La figura 2.2 mostra una visió general i simplificada dels components
principals del sistema operatiu Windows.
Windows Executive
Hardware interfaces (buses, I/O devices, interrupts, 
interval timers, DMA, memory cache control, etc…)
System 
processes
Service 
Processes
User 
Applications
Environment
Subsystems
Subsystems DLLs
User mode
Kernel mode
Object
Manager
Memory
Manager
I/O
Manager
Cache
Manager …...
Hardware Abstaction Layer (HAL)
Kernel Device & File System Drivers
Figura 2.2: Arquitectura Windows simplificada
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En aquesta figura 2.2 presentem els components més representatius de
Windows i que són motiu de consideració per la realització del PFC, tam-
bé mostrem on es situen els controladors de dispositiu (device drivers) i els
controladors del sistema de fitxers (File System Drivers) objecte d’implemen-
tació pel PFC.
The Hardware Abstraction Layer (HAL)
La capa d’abstracció del hardware (HAL) és una capa de codi que aïlla
al kernel (nucli), als controladors de dispositiu i a la resta del Windows Exe-
cutive de les diferencies específiques del hardware de cada plataforma. La
HAL és la principal responsable de que la portabilitat del sistema operatiu
sigui possible.
El Kernel
El Kernel (nucli) proporciona les funcionalitats fonamentals del sistema
operatiu que són utilitzades per la resta dels components del sistema operatiu.
El Kernel consisteix en una sèrie de funcions de baix nivell que proporcionen
suport per la programació de subprocessos, suport per interrupcions i excep-
cions i sincronització de multiprocessing entre d’altres. També proporciona
un conjunt de rutines i objectes bàsics que la resta del sistema fa servir per
construccions de més alt nivell.
Windows Executive
ElWindows Executive està format per la major part deWindows. Utilitza
els serveis del kernel i la HAL. Proporciona un ampli conjunt de serveis del
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sistema als diversos subsistemes permetent-los accedir a les funcionalitats del
sistema operatiu. Els seus principals components inclou al Object Manager, el
Memory Manager, el Process Manager, l’I/O Manager i al Cache Manager
entre d’altres. Els sistemes d’arxius, els controladors de dispositiu, i els
controladors intermedis formen part del subsistema d’entrada/sortida que és
administrat per l’I/O Manager.
2.2.2 Components clau
Ara que hem fet una aproximació a l’arquitectura de Windows a alt ni-
vell, farem una ullada a alguns dels components més importants involucrats
en el desenvolupament de drivers.
Object Manager
Windows implementa un model d’objectes per tal de proveir un accés
consistent i segur als diferents serveis interns implementats en el Windows
Executive. L’Object Manager és el component encarregat de crear, esborrar,
protegir i fer el seguiment dels objectes. L’Object Manager centralitza tot
un conjunt d’operacions que d’altre manera estarien escampades per tot el
sistema operatiu. Tots els components del Windows Executive que exporten
tipus de dades per ser usats per altres mòduls en mode kernel utilitzen els
serveis del Object Manager.
Un objecte es defineix com una estructura de dades opaca, implementada
i manipulada per algun dels components del Windows Executive.
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Entre les tasques que realitza l’Object Manager s’inclouen les següents:
• Creació d’objectes.
• Comprovació que un procés té els drets suficients per utilitzar un ob-
jecte.
• Creació dels identificadors dels objectes i encarregat de retornar-los.
• Manteniment de les quotes de recursos.
• Creació de la còpia dels identificadors.
• Tancament dels identificadors dels objectes.
En referencia al desenvolupament de sistemes de fitxers, l’Object Manager
crea els objectes de fitxer que representa les seves instàncies, els FileObjets.
I/O Manager
L’I/O Manager és el cor del sistema d’entrada/sortida. És l’encarregat de
connectar les aplicacions i els components del sistema als dispositius físics,
lògics i virtuals, i definir la infraestructura que dóna suport als controladors
de dispositiu. L’I/O Manager és la base del sistema d’entrada/sortida ja que
defineix el marc (framework) dins del qual les peticions d’entrada/sortida es
lliuren als controladors de dispositiu.
El subsistema d’entrada/sortida està basat en paquets (packet-based),
és a dir, totes les peticions d’entrada/sortida s’envien utilitzant paquets de
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sol·licituds anomenats IRP (I/O Request Packets). Les IRPs són construïdes
per l’I/O Manager en resposta a peticions de l’usuari i s’envien al controla-
dor corresponent en mode kernel. No obstant, qualsevol component en mode
kernel pot crear una IRP i la lliurarà al controlador fent servir un conjunt
de rutines definides.
D’altra banda, un controlador que rep una IRP realitza l’operació que
especifica la IRP i la retorna al I/O Manager, ja sigui per completar o per
passar la IRP a un altre controlador per seguir el seu processament.
En la figura 2.3 es veu on es situa l’I/O Manager dins l’arquitectura del
control de dispositius en Windows.
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File system driver
I/O subsystem
Figura 2.3: I/O Manager dins l’arquitectura del control de dispositius.
Memory Manager
És el component responsable de traduir les adreces físiques de memòria
en adreces virtuals. També s’encarrega que les aplicacions que s’estan exe-
cutant concurrentment puguin realitzar les seves tasques independentment
unes de les altres. A més, ha de protegir els propis recursos de memòria del
Sistema Operatiu de les aplicacions que s’estan executant al sistema.
El Memory Manager realitza aquesta tasca proporcionant una capa d’abs-
tracció a cada aplicació que s’executa al sistema. Cada aplicació realitza les
seves funcions creient que tots els recursos de memòria estan disponibles per
al seu ús exclusiu. A més, l’aplicació executa les seves tasques creient que té
una quantitat infinita de recursos de memòria disponible.
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Un altra funció important que veurem més endavant és donar suport al
Cache Manager per poder realitzar les seves tasques.
Cache Manager
El Cache Manager és el component del Windows Executive que proporci-
ona la funcionalitat de data caching per als controladors del sistema d’arxius
de Windows. Permet disposar de dades introduïdes a la memòria del sistema
operatiu abans que siguin visitades (lectura anticipada), mantenir aquesta
informació en memòria fins que ja no sigui necessària i també ajornar l’es-
criptura de les dades modificades en disc per obtenir una major eficiència.
El Cache Manager és un conjunt de funcions en mode kernel i threads del
sistema que treballen junt amb el Memory Manager. Fa servir el Memory
Manager per controlar quines parts de quins arxius es troben en memòria
física. El Cache Manager no sap quina quantitat de les dades cachejades es
troben en memòria física, ell té accés mitjançant mapping views dels arxius
en l’espai d’adreces de memòria virtual.
El Cache Manager proveeix al sistema d’un mecanisme per incrementar la
velocitat de les operacions d’entrada/sortida a disc, reduir el temps de CPU
per les operacions de lectura i escriptura i per millorar el rendiment general
del sistema operatiu.
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2.3 Altres conceptes
En aquesta secció es parlaran d’altres punts que són necessaris conèixer
per facilitar la correcta comprensió del projecte. Aquests conceptes, però,
formen part de nocions més generals i que abasten molt coneixement. És per
això que no estendrem en excés la memòria i passarem a explicar la part que
ens afecta emmarcant-la en la seva àrea de coneixement.
2.3.1 Memory Mapped File Functions
En la realització del nostre PFC hem interaccionat amb les memory map-
ped file functions i hem hagut d’aprofundir sobre la seva definició i les seves
característiques.
Windows ofereix tres grups de funcions per gestionar la memòria en el
desenvolupament de les aplicacions: Les memory mapped file functions, les
heap memory functions i les virtual memory funcions.
Les Memory Mapped File Functions proveeixen a les aplicacions de la
característica de poder accedir al disc de la mateixa manera que accedeixen
a la memòria dinàmica, mitjançant punters. Amb aquesta capacitat es pot
assignar una vista d’una part o de tot un arxiu en el disc, a un rang específic
d’adreces en l’espai d’adreces del seu procés.
Un memory mapped file també pot ésser assignat a més d’una aplicació
simultàniament. Amb els memory mapped files, els processos poden assignar
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un arxiu comú (o una part) a una única localització en el seu espai d’adreces.
Aquest representa l’únic mecanisme perquè dos o més processos comparteixin
directament dades en entorns Windows NT.
Els memory mapped files també són útils per manipular fitxers de gran
mida. La creació d’un memory mapped file consumeix molt pocs recursos
físics, permetent obrir fitxers molt grans tenint un impacte molt petit en el
sistema.
2.3.2 Windows Streams
Un stream per definició en sistemes de fitxers és una seqüència de bytes.
En el sistema de fitxers NTFS, els streams contenen les dades que s’escriuen
en un fitxer i poden arribar a donar més informació sobre un fitxer que les
seves propietats o els seus atributs. Es pot crear un stream que contingui
paraules clau o que identifiqui l’usuari que ha creat el fitxer.
El disseny d’NTFS inclou un concepte modular en el que un fitxer conté
un o varis streams en que cada stream pot tenir una col·lecció d’atributs. La
figura 2.4 mostra el model conceptual d’un fitxer que pot contenir més d’un
stream de dades.
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Figura 2.4: Model conceptual dels Streams.
Quan una aplicació obre un fitxer, Windows crea el seu corresponent File-
Object per representar la instància del fitxer. Tradicionalment, un sistema de
fitxers associa l’estat d’un fitxer amb l’objecte del fitxer fent servir el camp
FsContext del FileObject. Es pot trobar aquest concepte referit tant com
File Control Block o com el Stream Control Block.
Aquest concepte és important, perquè normalment en el desenvolupament
de minifilter drivers s’associen dos FileObjets si tenen el mateix valor de Fs-
Context. Però, si el sistema de fitxers dóna suport als streams aquests dos
valors representen el mateix stream i no el mateix fitxer.
Per resoldre aquest problema en NTFS normalment es fa servir el File ID1.
1Identificador de fitxer de 64 bits que identifica un fitxer donat per a un volum de disc
determinat.
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Si hi ha dos streams que tenen el mateix File ID sabrem que representen el
mateix fitxer encara que tinguin FSContexts diferents.
Ens trobem, però, que no tots el sistemes de fitxers donen suport a aquesta
característica, per exemple, el sistema de fitxers CIFS (Common Internet File
System) no retorna el mateix File ID per streams diferents del mateix fitxer.
2.3.3 NTFS Reparse Points
NTFS Reparse Points és una característica introduïda en Windows des de
la seva versió 2000 que permet crear funcions especials pel sistema de fitxers
i associar-les a fitxers i directoris concrets.
Més concretament un Reparse Point és un objecte en el sistema de fitxers
que conté un conjunt de dades. Cada reparse point té un identificador (tag)
que el permet ser identificat entre els diferents tipus de reparse points sense
haver d’examinar les seves dades.
A més de permetre la definició de reparse points per ampliar les funciona-
litats de Windows, el mateix Microsoft els fa servir per implementar moltes
de les seves funcionalitats, com per exemple:
• Symbolic Links: Un Symbolic linking és un objecte del sistema de fitxers
que apunta a un altre objecte del sistema de fitxers. L’objecte que és
apuntat s’anomena target. Bàsicament es tracta de direccionar l’accés
d’un fitxer a un altre.
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• Junction Points: Un junction point és similar a un simbolic link, però
enlloc de redireccionar l’accés d’un fitxer a un altre, redirecciona l’accés
d’un directori a un altre.
• Volume Mount Points: són objectes que representen volums d’emma-
gatzematge de disc. Són usats per crear un accés dinàmic a un volum
sencer del disc.
• Remote Storage Server (RSS): Funcionalitat introduïda en Windows
2000 que s’usa per moure fitxers que es fan servir amb poca freqüència
a altres mitjans d’emmagatzematge (altres discos, cintes...)
2.4 Installable File System Drivers
L’origen dels Installable File System Drivers es troba en el desenvolupa-
ment conjunt entre IBM i Microsoft del sistema operatiu OS/2, quan després
de la realització del sistema de fitxers FAT (Fille Allocation Tables) es van
adonar que no oferia les característiques que un sistema operatiu modern
requeria per l’època i Microsoft va començar a desenvolupar el sistema de
fitxers HPFS (High Performance File System) [12].
En lloc de codificar el sistema de fitxers dintre el kernel del sistema opera-
tiu, Microsoft va desenvolupar una API (Application Programming Interface)
de sistema de fitxers basada en controladors (driver-based) que permetia als
desenvolupadors afegir nous sistemes de fitxers al kernel sense necessitat de
modificar-lo.
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Posteriorment Microsoft va deixar de treballar en OS/2, aleshores IBM va
continuar fent servir la interfície IFS (Installable File System) i Microsoft va
implementar una de similar en la seva versió del sistema operatiu Windows
NT.
A continuació passarem a veure les possibilitats per desenvolupar dintre
del model IFS driver de Microsoft, centrades principalment en els contro-
ladors de dispositiu (device drivers) pel sistema de fitxers, els File System
Drivers del tipus File System Filter Drivers i File System Minifilter Drivers.
2.4.1 File System Drivers
Els File System Drivers són els controladors de Windows que accepten les
peticions d’entrada/sortida dirigides als arxius i les tradueixen en peticions
d’entrada/sortida destinades a un dispositiu en particular de les que s’encar-
rega el driver del disc.
Entre les diferents implementacions de File System Drivers trobem:
• Local File System Drivers: Gestionen dades emmagatzemades en discs
directament connectats a l’ordinador.
• Network File Systems: Permeten als usuaris compartir discs connectats
localment amb altres usuaris en una xarxa ja sigui local o de més abast.
• Distributed File Systems: Una evolució dels Network File Systems. Pre-
senten un únic espai de noms per a l’usuari i amaguen completament
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la ubicació física real de les dades de l’usuari del sistema d’arxius.
En la figura 2.5 es mostra el flux típic que seguixen les peticions d’escrip-
tura en el disc dintre de Windows i com es troben involucrats en el procés
tant el File System Driver com el Disk driver (controlador de disc):
System Services
Environment
subsystem
or DLL
I/O
ManagerFile system
driver
Escriure en una determinada 
posició d’un arxiu
Disk driver
Traduir byte offset relatiu a l’arxiu 
en relatiu al Volum i cridar al 
següent Driver (via I/O Manager)
Cridar al driver per escriure 
les dades al volum byte 
offset
Traduir byte offset relatiu 
a volum en offset relatiu a 
disc i transferir les dades
NtWriteFile( filehandle, char_buffer)
User Mode
Kernel Mode
Figura 2.5: Flux dels File Sytem Driver i dels Disk Driver.
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2.4.2 File System Filter Drivers
Un Filter Driver és un controlador intermedi en mode kernel que inter-
cepta les peticions dirigides a algun mòdul de software existent (per exemple,
el sistema d’arxius o el controlador de disc). El Filter Driver té la capaci-
tat d’ampliar o simplement reemplaçar la funcionalitat proporcionada pel
sol·licitant original de la petició.
Els File System Filter Drivers poden filtrar les operacions d’entrada/-
sortida per un o més sistemes d’arxius o volums del disc. Depenent de la
naturalesa del Filter Driver, el filtre pot registrar les operacions d’entrada/-
sortida que vol atendre, observar-les, modificar-les o inclús evitar-les. Un
filtre desenvolupat sota el model de File System Filter Driver s’anomena le-
gacy filter. Exemples d’aplicacions típiques dels File System Filter Drivers
són utilitats d’antivirus, programes de xifrat i agents de backup.
En la figura 2.6 es veu la localització dels Filter Drivers dins de la jerar-
quia de controladors de Windows i s’il·lustren dos possibles emplaçaments.
Des d’aquests punts els Filter Drivers atendran les peticions d’entrada/sor-
tida segons la seva funcionalitat.
En aquest punt cal deixar del tot clar que un File System Filter Driver
no és un controlador de dispositiu. Un controlador de dispositiu (device dri-
ver) és un software que controla un dispositiu hardware d’entrada/sortida,
per exemple un DVD o una memòria USB. En contraposició, un File System
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Filter Driver treballa conjuntament amb el sistema d’arxius per gestionar les
operacions d’arxiu d’entrada/sortida.
Filter Driver
(Per sobre del sistema d’arxius)
I/O Manager
NTFS o FAT o CDFS ...
Filter Driver
(Per sobre del controlador de disc)
Disc Driver
( o un altre Filter Driver)
User Mode
Kernel Mode
Figura 2.6: Filter Driver en la jerarquia de controladors de Windows.
Entre els problemes que es troben en el model derivat de Filter Drivers
trobem:
• Control mínim en l’ordre de carrega del filtre:
No existeixen els mecanismes necessaris per a poder realitzar la càrrega
(load) dels filtres de forma dinàmica, és a dir, en qualsevol moment.
Usualment el load del filtre s’ha de realitzar durant la càrrega del sis-
tema operatiu.
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• No hi ha suport de descàrrega (unload):
És necessari un reinici del sistema operatiu per tal de poder descarregar
els filtres.
• Un Filter Driver processa totes les operacions del sistema de fitxers,
el que porta a que el seu codi d’inicialització arribi a les 5000 línies
aproximadament.
• Un Filter Driver provoca una sobrecàrrega de la pila del nucli del siste-
ma operatiu degut a que totes les crides hi passen a través i els filtres
generen operacions d’entrada/sortida recursives.
• Generen ineficiències en el sistema a causa del treball redundant en els
filtres: Cada filtre té el seu espai de noms, name caching i implementa
el seu propi suport a contextos.
• Dóna lloc a interfícies complexos degut als problemes anteriors i a la
manca de funcions de suport per la majoria de les tasques més comunes.
2.4.3 File System Minifilter Drivers
Filter Manager és un controlador en mode kernel subministrat per Mi-
crosoft que simplifica el desenvolupament de Filter Drivers i resol molts dels
problemes que existeixen del model derivat del File System Filter model.
El Filter Manager és un legacy file system filter que es troba instal·lat
amb Windows i que només s’activa quant un controlador de tipus minifiltre
es càrrega (load). Un minifilter és un Filter Driver desenvolupat sota el mo-
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del de Filter Manager.
El Filter Manager s’uneix a la pila del sistema d’arxius per a un volum
de destinació determinat del disc, aleshores el minifilter s’uneix a la pila del
sistema indirectament mitjançant el registre amb el Filter Manager per les
operacions d’entrada/sortida que el minifiltre vol filtrar.
D’altre banda cada minifiltre es relaciona amb la resta mitjançant un
identificador únic anomenat altitud que defineix el seu ordre a la pila del
sistema, aquesta altitud determina l’ordre en el que el Filter Manager crida
el minifilter per tractar les operacions d’entrada/sortida. Les altituds són
assignades i administrades per Microsoft.
Cada filtre adjunt a un volum del disc, situat a una altura particular és
una instància del minifilter driver i poden haver-hi múltiples instàncies d’un
mateix minifilte adjuntes a un mateix volum del disc.
En la figura 2.7 es pot veure un flux de petició d’entrada/sortida simpli-
ficat on es veu on es situa el Filter Manager i com tres minifilters drivers
interaccionen amb ell situant-se a la seva altitud corresponent.
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User Mode
Kernel Mode
I/O Manager
Reenvia la petició al sistema 
de fitxers
Filter Manager
Intercepta la petició i crida 
al minifiltre registrat en 
ordre d’altitud
Minifilter A
Utilitat d’antivirus
Altitud 254000
Minifilter B
Agent de backup
Altitud 214000
Minifilter C
Xifrat d’arxius
Altitud 204000
File System Filter Driver
Procesa i reenvia la petició 
modificada
Controlador de pila
d’emmagatzematge pel volum 
de destinació
Processa i reenvia la petició modificada
Hardware
Sol·licitud d’usuari d’entrada/sortida per un arxiu 
Figura 2.7: Flux de petició d’entrada/sortida amb Minifilters
El Filter Manager es pot adjuntar múltiples vegades a la pila d’entrada/-
sortida del sistema, cadascun dels filtres dels dispositius d’objecte del Filter
Manager s’anomena Frame i té com objecte donar suport a la interoperabi-
litat amb els legacy filters.
Cada Filter Manager Frame representa un rang d’altituds. El Filter Ma-
nager gestiona els frames existents ajustant-los o creant nous frames per tal
de permetre als minifillters col·locar-se a una correcta posició.
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La figura 2.8 mostra un esquema on es pot veure un flux de petició d’en-
trada/sortida simplificat amb dos Filter Managers Frames, diverses instàncies
de minifilters i un legacy driver.
User Mode
Kernel Mode
I/O Manager
Reenvia la petició al sistema 
de fitxers
Filter Manager Frame 1
Minifilter A
Utilitat d’antivirus
Altitud 254000
Minifilter B
Agent de backup
Altitud 214000
Minifilter C
Xifrat d’arxius
Altitud 204000
File System Filter Driver
Procesa i reenvia la petició 
modificada
Controlador de pila
d’emmagatzematge pel volum 
de destinació
Processa i reenvia la petició modificada
Hardware
Sol·licitud d’usuari d’entrada/sortida per un arxiu 
Legacy Filter Driver
Backup continu 
(sense altitud)
Filter Manager Frame 1
Minifilter D
Utilitat de compressió
Altitud 54000
Minifilter E
Monitor d’activitat
Altitud 34000
Figura 2.8: Flux de petició d’entrada/sortida amb Minifilter Frames
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Tots els problemes que es derivaven del model de File Sistem Filter Driver
vistos en 2.4.2 es veuen solucionats amb els minifilters tal i com es veu a
continuació:
• Control mínim en l’ordre de càrrega del filtre.
– Els minifiltres es poden carregar en qualsevol moment en l’altitud
que els pertoca.
• No hi ha suport de descàrrega (unload).
– Els minifiltres es poden descarregar en qualsevol moment.
– El Filter Manager sincronitza l’eliminació segura de tots els mini-
filtres.
– El Filter Manager es fa càrrec de les operacions que s’han de com-
pletar abans de la descàrrega del minifiltre.
• Ha de processar totes les operacions.
– El minifiltre registra únicament les operacions que vol tractar.
• Sobrecàrrega de la pila del kernel.
– Filter Manager fa servir un model de devolució de crida (callback)
més eficient que el model de pas a través (call-through).
– Redueix la recursivitat en les operacions d’entrada/sortida, només
són vistes pels filtres situats sota el nostre en l’ordre d’altituds.
– El Filter Manager està optimitzat per reduir la quantitat de pila
que consumeix en comparació amb els legacy drivers.
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• Ineficiències a causa del treball redundant en els filtres.
– Proporciona infraestructura per la generació de noms i de caching
per poder ser usada per més d’un minifiltre.
– El Filter Manager es qui s’encarrega d’adjuntar els volums i ho
notifica als minifiltres.
• Interfícies complexos.
– Proporciona rutines de suport per les operacions més habituals
com ara rutines de naming, de gestió de contextos, de comunicació
entre mode kernel/usuari i d’emmascarament de diferències entre
sistemes d’arxius entre d’altres.
2.5 Desenvolupament de minifilters
Una vegada fixats els conceptes que ens han permès fer una aproximació
al desenvolupament en Windows referent al sistema de fitxers i descobrir que
el camí a seguir és desenvolupar sota el model de minifiters, passarem a veu-
re les seves característiques principals per tal de facilitar la comprensió del
desenvolupament del projecte i també perquè serveixi com una petita guia
introductòria per apropar-se al seu desenvolupament.
L’objectiu d’aquesta secció no es realitzar un manual d’us de totes les
funcions que es fan servir i l’explicació acurada dels seus paràmetres. Es pre-
tén fer un recorregut guiat que permeti el correcte seguiment de la memòria
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i que pot ser ampliable mitjançant la documentació de Microsoft2.
2.5.1 Instal·lació, càrrega i descàrrega del minifilter
La instal·lació dels minifilters drivers es realitza fent servir un fitxer INF
(Information Setup File)3 o el Service Control Manager4 a partir de Windows
2000.
És en aquest fitxer INF on es troba la configuració amb que el mini-
filter s’instal·larà en Windows. Paràmetres de configuració com els de la
instal·lació per defecte, els serveis, informació pel registre i versió s’hi troben
inclosos.
La càrrega (load) del minifilter es pot realitzar mentre el sistema està en
funcionament. En el fitxer INF es trobaran paràmetres que indiquen el tipus
de càrrega (per exemple si la càrrega es realitzarà al inicialitzar el sistema
operatiu) o com s’agruparà (frame en secció 2.4.3).
Quan la càrrega es realitza es crida a la rutina DriverEntry que s’ha de
trobar inclosa en el minifilter. DriverEntry s’encarrega de la incialització de
paràmetres, del registre i d’inicialitzar el filtratge. DriverEntry es defineix
tal i com es mostra en el codi 2.1:
2http://msdn.microsoft.com/en-us/library/ff548137(v=VS.85).aspx
3Tipus de fitxer que fa servir Microsoft per la instal·lació de software i de drivers.
4Servidor de crides a procediments remots (RPC) que gestiona la creació, l’esborrat,
d’inicialització i la finalització dels serveis de Windows.
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1 NTSTATUS
2 (∗PDRIVER_INITIALIZE) (
3 IN PDRIVER_OBJECT DriverObject ,
4 IN PUNICODE_STRING RegistryPath
5 ) ;
Codi explicatiu 2.1: Definició de la rutina DriverEntry
Entre les tasques que DriverEntry ha de realitzar es troba el registre del
minifilter driver que es fa cridant a la funció FltRegisterFilter. Es pot veure
un exemple en el codi 2.2.
1 NTSTATUS s ta tu s ;
2 s t a tu s = F l tR e g i s t e r F i l t e r (
3 DriverObject , //Driver
4 &F i l t e rReg i s t r a t i o n , // Reg i s t r a t i on
5 &MiniSpyData . F i l t e rHand l e ) ; // Re tF i l t e r
Codi explicatiu 2.2: Registre del minifiltre fent servir la funció FltRegisterFilter
Després de registrar el minifilter, DriverEntry normalment s’encarrega
d’iniciar-lo mitjançant una crida a la funció FltStartFiltering. Una vegada
realitzada aquesta crida el minifiltre començarà a filtrar les operacions d’en-
trada/sortida del sistema operatiu. Amb aquesta crida la rutina, DriverEntry
notifica al Filter Manager que el minifilter driver ja es troba preparat per
adjuntar-se (attach) a un volum del disc i començar a filtrar les operacions
d’entrada/sortida que li són notificades. En el codi d’exemple 2.3 es veu com
es realitza.
1 s t a tu s = F l t S t a r t F i l t e r i n g ( MiniSpyData . F i l t e rHand l e ) ;
2 i f ( !NT_SUCCESS( s t a tu s ) ) {
3 F l tUn r e g i s t e rF i l t e r ( MiniSpyData . F i l t e rHand l e ) ;
4 }
Codi explicatiu 2.3: Iniciació del minifiltre mitjançant la crida a la funció
FltStartFiltering
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La descàrrega (unload) del minifilter es pot realitzar o bé parant el seu
servei o be mitjançant una petició explicita de descàrrega. Quan el minifilter
es descàrrega es crida a una rutina FilterUnloadCallback, aquesta rutina tanca
tots els ports de comunicació oberts i crida a una altra rutina que s’encarrega
d’anular el registre del minifilter amb el sistema operatiu i realitza les accions
de neteja del mateix. En el codi 2.4 es pot veure un exemple de declaració
de rutina FilterUnloadCallback.
1 typedef NTSTATUS
2 (∗PFLT_FILTER_UNLOAD_CALLBACK) (
3 FLT_FILTER_UNLOAD_FLAGS Flags
4 ) ;
Codi explicatiu 2.4: Descàrrega del minifiltre mitjançant la crida a una funció
FilterUnloadCallback
2.5.2 Processament d’operacions d’entrada/sortida
Pel processament d’operacions d’entrada/sortida tal i com hem comen-
tat a 2.4.3, a diferència dels legacy filter driver que han de passar totes les
peticions d’entrada/sortida al driver immediatament inferior i tractar cor-
rectament les peticions pendents, els minifiters només han de registrar les
operacions que volen manegar. Per a les operacions d’entrada/sortida, el
Filter Manager només cridarà als minifilters que tinguin registrada una ruti-
na de devolució de crida (Preoperation Callback).
D’altre banda el minifilter també pot cridar a una rutina de devolució de
crida quan els drivers inferiors han finalitzat les seves tasques, una rutina de
Postoperation Callback. En el codi 2.5 es pot veure un exemple de com es re-
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gistren les rutines de preoperation i postoperation per un minifilter. En aquest
exemple es veu com es declara una preoperation i una postoperation per l’ope-
ració d’entrada/sortida de creació (IRP_MJ_CREATE) i una de preopera-
tion per les operacions d’entrada/sortida de neteja (IRP_MJ_CLEANUP)
i d’escriptura (IRP_MJ_WRITE).Tal i com es veu, l’operació de regis-
tre es realitza en un estructura que conté un punter a un array del tipus
FLT_OPERATION_REGISTRATION.
1 const FLT_OPERATION_REGISTRATION Cal lbacks [ ] = {
2 {IRP_MJ_CREATE,
3 0 ,
4 Min i f i l t e rPr eCrea t e ,
5 Min i f i l t e rPo s tCr ea t e } ,
6 {IRP_MJ_CLEANUP,
7 0 ,
8 Mini f i l t e rPreCleanup ,
9 NULL} ,
10 {IRP_MJ_WRITE,
11 0 ,
12 Min i f i l t e rPreWr i t e ,
13 NULL} ,
14 {IRP_MJ_OPERATION_END}
15 } ;
Codi explicatiu 2.5: Exemple de registre de rutines de preoperation i
postoperation callcaback.
Aquestes rutines de preoperation i postoperation callback es defineixen tal
i com es pot veure en els exemples 2.6 i 2.7.
1 typedef FLT_PREOP_CALLBACK_STATUS
2 (∗PFLT_PRE_OPERATION_CALLBACK) (
3 IN OUT PFLT_CALLBACK_DATA Data ,
4 IN PCFLT_RELATED_OBJECTS FltObjects ,
5 OUT PVOID ∗CompletionContext
6 ) ;
Codi explicatiu 2.6: Definició d’una rutina de preoperation callback.
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1 typedef FLT_POSTOP_CALLBACK_STATUS
2 (∗PFLT_POST_OPERATION_CALLBACK) (
3 IN OUT PFLT_CALLBACK_DATA Data ,
4 IN PCFLT_RELATED_OBJECTS FltObjects ,
5 IN PVOID CompletionContext ,
6 IN FLT_POST_OPERATION_FLAGS Flags
7 ) ;
Codi explicatiu 2.7: Definició d’una rutina de postoperacion callback.
2.5.3 Modificació de paràmetres
Un minifilter pot modificar certs paràmetres associats amb una opera-
ció d’entrada/sortida com la instància de destinació, l’objecte del fitxer de
destinació i paràmetres específics com la direcció dels buffers. Un possible
exemple podria ser redireccionar l’operació d’entrada/sortida a un volum del
disc diferent canviant la instància de destinació per l’operació.
Els paràmetres d’una operació d’entrada/sortida es troben en una estruc-
tura de dades anomenada FLT_IO_PARAMETER_BLOCK inclosa en les
dades de devolució de crida FLT_CALLBACK_DATA que les rutines de
preoperation i postoperation calback reben com a punter dintre del paràmetre
d’entrada Data, tal i com es pot veure en els exemples 2.6 i 2.7.
Si un minifilter modifica els paràmetres d’una operació d’entrada/sorti-
da, tots el minifilters per sota en la pila de les instàncies dels minifilters
rebran aquests paràmetres modificats en les seves rutines de preoperation i
postoperation calback. En el codi 2.8 es pot veure la sintaxis de l’estructura
FLT_IO_PARAMETER_BLOCK.
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1 typedef struct _FLT_IO_PARAMETER_BLOCK {
2 ULONG IrpFlags ;
3 UCHAR MajorFunction ;
4 UCHAR MinorFunction ;
5 UCHAR Operat ionFlags ;
6 UCHAR Reserved ;
7 PFILE_OBJECT TargetFi l eObject ;
8 PFLT_INSTANCE Target Instance ;
9 FLT_PARAMETERS Parameters ;
10 } FLT_IO_PARAMETER_BLOCK, ∗PFLT_IO_PARAMETER_BLOCK;
Codi explicatiu 2.8: Sintaxis per FLT_IO_PARAMETER_BLOCK.
Una vegada es modifiquen els paràmetres d’una operació d’entrada/sor-
tida s’ha de cridar a una funció anomenada FltSetCallbackDataDirty que
s’encarrega de notificar al Filter Manager que s’han modificat les dades, si
no es fa la notificació els canvis seran ignorats.
2.5.4 Problemàtica: Complexitat de les interaccions
En aquesta secció es vol donar una visió de la problemàtica del desenvo-
lupament dintre del sistema operatiu Windows des de la perspectiva tant de
File System Filter Drivers com de File System Minifilter Drivers.
Tal i com es pot veure a la figura 2.9 les interaccions entre els diferents
components del sistema operatiu són molt complexes. Els File System Filter
Driver i els File System Minifilter Drivers es troben en mig d’aquest entorn
i han de ser escrits per manegar les ramificacions d’aquestes interaccions.
Els File System Filter Drivers i els File System Minifilter Drivers que es
troben involucrats en operacions d’entrada/sortida han d’entrendre aques-
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tes interaccions, per construir File System Filter Driver robusts és necessari
atendre-les i conviure amb elles.
Amb l’esquema de la figura 2.9 només es pretén donar una visió apro-
ximada d’aquest entorn i les seves connexions. En la figura es troben tant
funcions de crida del nucli, com parts dels subsistemes on es troben involu-
crats els diferents components del sistema operatiu. Queda fora de l’abast
d’aquest projecte donar una especificació concisa de cadascuna d’elles, com
hem comentat, l’objecte de la seva inclusió és per fer-nos una idea del seu
volum i la seva complexitat d’assoliment.
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Figura 2.9: Esquema del conjunt d’interaccions entre els diferents components
del nucli de Windows sota la perspectiva del desenvolupament en el seu sistema
de fitxers.

Capítol 3
Aproximació i anàlisi del
projecte
En aquest capítol s’aborda el projecte i es cerquen possibles altres ante-
cedents de sistemes de fitxers transaccionals.
D’altre banda, es fa un petit resum del marc de desenvolupament del
projecte a mode de síntesis, que es pot ampliar en l’apèndix A, i s’expli-
quen alguna de les seves dificultats en la recollida d’informació. Finalment
analitzarem la factibilitat de la seva realització.
3.1 Aproximació inicial i antecedents
Una vegada establertes les motivacions i els objectius del projecte (secci-
ons 1.1 i 1.2) passem a realitzar una aproximació inicial al projecte, explicant
els passos que s’han seguit i el resultat dels mateixos.
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Seguint el primer punt de la metodologia pròpia de la investigació hem
realitzat un estudi de projectes i una recerca bibliogràfica per després avaluar
quina seria la millor solució pel projecte que ens hem plantejat.
De sistemes de fitxers transaccionals en UNIX existeixen alguns prototips
d’investigació. El sistema de fitxers Valor [9], LFS [8], Amino [14], una ver-
sió transaccional de ext3 implementada sota el kernel del sistema operatiu
TxOS [6] i un d’orientat a sistemes encastats (embedded systems), el TFFS [1].
D’altre banda l’única implementació comercial que dóna suport transacci-
onal és NTFS (New Technology File System), el sistema de fitxers estàndard
de Windows a partir de la versió NT, que des de la versió de Windows Vista
hi dóna suport sota el acrònim de TxF (Transactional NTFS).
TxF està implementat en la part superior del Kernel Transaction Ma-
nager (KTM1), que és un component del nucli que dóna la possibilitat als
programadors de “transaccionar“ els objectes en el nucli mitjançant un marc
de programació (framework) per fer servir en diferents entorns de desenvo-
lupament com .NET o el WDK (Windows Driver Kit). TxF està pensat per
permetre als desenvolupadors de Windows escriure rutines d’escriptura de
fitxers en que o totes les operacions o cap d’elles es realitzaran.
1Per més informació sobre el Kernel Transaction Manger es pot consultar en la
web de la Microsoft Developer Network (MSDN) en http://msdn.microsoft.com/en-
us/library/bb968806(v=VS.85).aspx
3.2 Marc de desenvolupament 45
En aquest punt vam haver d’avaluar si fèiem servir els serveis que el Kernel
Transaction Manager ens oferia o no. Donat que un dels objectius del projecte
era obtenir un aprenentatge sobre com treballar a baix nivell en Windows de
forma general i veure la seva problemàtica i les seves característiques es va
decidir desestimar per no centrar-nos en interaccionar principalment amb un
sol component del kenel. Per altra banda, aproximar-nos a la realització del
projecte des de la nostra pròpia perspectiva ens va resultar més engrescador
i també va ser un factor decisiu.
3.2 Marc de desenvolupament
Una vegada realitzada l’avaluació de projectes existents i una primera
aproximació a l’enfoc de la seva consecució es va fer una avaluació de les
eines i l’entorn necessari pel seu desenvolupament.
Vam decidir fer-ho en aquest punt perquè si primer realitzàvem l’anàlisi i
el model inicial i després veiem que no es podien realitzar alguna de les con-
sideracions preses això ens portaria a una reconsideració o a una re-anàlisi
del model.
El desenvolupament pel sistema de fitxers en Windows es troba inclòs en
el IFS Kit (Installable File System Kit)2 que es distribueix dintre del WDK
(Windows Driver Kit)3. Dintre del IFS Kit es troben las capçaleres (hea-
ders), les llibreries i l’entorn de compilació (build environment) necessaris
2http://www.microsoft.com/whdc/devtools/ifskit/default.mspx
3http://www.microsoft.com/whdc/DevTools/WDK/default.mspx
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pel desenvolupament en el sistema de fitxers.
Realitzant una lectura de les rutines, funcions i característiques incloses
es va poder començar a veure si eren possibles algunes de las idees que ja
teníem i començar a tenir consciència de les possibilitats que ens oferia.
Dintre del WDK també es troba el WinDbg, el debugger general de Mi-
crosoft per poder depurar (debug) tant aplicacions d’usuari, drivers com el
sistema operatiu mateix en mode kernel. Inicialment per poder depurar el
sistema operatiu és necessari disposar de dos màquines físiques, una on re-
sideixi el WinDbg i l’altre on resideixi el Windows a depurar. Totes dues
màquines han d’estar connectades per tal que el WinDbg pugui operar amb
el Windows a depurar, per exemple, mitjançant una connexió pel port sèrie.
Es necessari també modificar els paràmetres d’arrancada del sistema opera-
tiu a depurar per inicialitzar-lo en mode depuració.
Actualment amb la virtualització de les màquines físiques és possible re-
alitzar aquesta tasca amb una sola màquina establint una comunicació en-
capsulada en un túnel (pipe) entre el Windows on resideix el WinDbg i el
Windows a depurar.
Vam buscar si existia algun entorn de desenvolupament integrat (en an-
glès l’acrònim IDE) o algun toolkit de desenvolupament, trobant únicament
els toolkits comercials propietat d’OSR (Open Systems Resources)4, que es
4http://www.osr.com/toolkits.html
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trobaven fora del nostre abast.
Microsoft té el seu propi IDE (Integrated Development Environmet) el
Visual Studio5, creat per realitzar aplicacions d’alt nivell i que integra el seu
propi depurador el qual no permet depurar el sistema operatiu en mode ker-
nel. Existeix però, un plugin pel Visual Studio de caire gratuït desenvolupat
per SysProgs que facilita el desenvolupament en mode kernel, el VisualDDK6.
VisualDDK permet desenvolupar, depurar i compilar directament des de
Visual Studio i realitza la càrrega dels símbols del kernel més ràpid que amb
el WinDbg.
Una explicació més detallada de l’entorn de desenvolupament de device
drivers que proporciona Microsoft i de l’entorn i la configuració feta servir
per la realització d’aquest projecte final de carrera i el camí seguit pel seu
desplegament es troba en l’apèndix A.
Un cop decidit un entorn mínim de desenvolupament per començar, vam
mirar si existien altres fonts d’informació sobre el desenvolupament de sis-
temes de fitxers en Windows més enllà de la documentació oficial de Mi-
crosoft. La comunitat més important (i podríem dir que l’única) és la part
“pública“ d’OSR allotjada en OSR Online7 que publica la revista The NT
5http://msdn.microsoft.com/en-us/vstudio/default.aspx
6http://visualddk.sysprogs.org/
7http://www.osronline.com/
48 Aproximació i anàlisi del projecte
Insider8. OSR Online ofereix alguns articles tècnics, algun aplicatiu d’uti-
litat pel desenvolupament i principalment un fòrum on interaccionar amb
desenvolupadors i membres de Microsoft.
3.3 Factibilitat
Tal i com s’ha vingut dient, el PFC està orientat al desenvolupament de
sistemes de fitxers en Windows, sistema operatiu propietari de Microsoft.
A l’hora de la realització d’aquest projecte final de carrera no s’ha trobat
cap mena de prototipus, filter driver o minifilter driver de caire públic per
tal d’accelerar el procés d’aprenentatge tant en el desenvolupament com en
el coneixement de l’entorn. El fet que els desenvolupaments de sistemes de
fitxers sota Windows siguin de caire propietari dificulta la cerca de documen-
tació per a la resolució de dubtes.
Per altra banda es va buscar informació sobre el cicle de vida en el desen-
volupament de sistemes de fitxers en Windows o experiències sobre el temps
de durada en funció del tipus de projecte. El concepte general que vam ex-
traure és el fet que el desenvolupament de sistemes de fitxers en Windows
conceptualment és factible, però que el seu temps de desenvolupament és
llarg degut a la gran quantitat d’elements que hi intervenen, l’heterogeneïtat
dels entorns i la manca de comunitat i projectes lliures que permetin com-
partir el coneixement existent.
8http://www.osronline.com/section.cfm?section=17
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Per tot l’exposat anteriorment, es podria considerar que la realització to-
tal i completa del problema exposat en aquest projecte no sigui factible en
el marc d’un Projecte Final de Carrera.
No obstant això vam assolir el repte per tal d’obrir camí i realitzar el
màxim de les especificacions dels sistemes transaccionals possibles dins de
l’entorn Microsoft.

Capítol 4
Desenvolupament del projecte
Realitzada ja la recollida d’informació necessària per la realització del
projecte, el seu anàlisi inicial i la valoració de la seva factibilitat, en aquest
capítol explicarem i analitzarem el gruix de la implementació que s’ha portat
a terme.
Abordarem els aspectes més rellevants del seu desenvolupament explicant
i argumentant les decisions preses, així com els camins escollits.
D’altre banda, els conceptes més específics que fan referència al desen-
volupament tècnic es trobaran en aquest capítol, en lloc de trobar-se en el
capítol 2. D’aquesta manera pretenem donar continuïtat de contingut a la
lectura d’aquesta memòria i no omplir el capítol 2 de parts sensiblement des-
lligades.
En aquesta petita introducció al capítol 4 voldríem explicar que el sentit
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general del contingut de les seves seccions és donar la visió conceptual i la
manera d’abordar el seu desenvolupament. No pretenem que aquest capítol
es converteixi en un detall de cadascuna de les variables, comprovacions del
codi o funcions de Windows.
Com ja s’ha pogut veure en la primera part de la memòria i es resu-
meix en la par final, el desenvolupament en el sistema de fitxers és el tipus
de device driver més complicat d’implementar en Windows, la seva dificul-
tat no només rau en la seva codificació si no en la seva conceptualització final.
4.1 Model inicial
A continuació passem a detallar el model inicial que es va decidir seguir
juntament amb el procés del seu desenvolupament i amb els motius que van
portar a desestimar-lo.
Aquest primer model es va realitzar com una aproximació al problema
a efectes de simplificar-ho i veure si era viable. En primera instància no es
van tenir en consideració transaccions simultànies sobre el mateix fitxer ni
aplicacions realitzant més d’una transacció.
El model estava cimentat en dues característiques. Donar suport a les
especificacions transaccionals mitjançant l’emmagatzemament de les opera-
cions (logging) i la modificació dels buffers de lectura i escriptura de les
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operacions dels arxius.
La idea consistia en començar una transacció en el moment de l’obertura
o de la creació d’un fitxer o quan es realitzés una primera escriptura sobre
ell, en aquest moment es capturarien les seves operacions d’escriptura em-
magatzemant el contingut de cadascuna d’elles (els seus buffers) per després
realitzar-les com una unitat en el moment de finalitzar la transacció, en el
seu tancament.
Seguint amb les especificacions dels sistemes transaccionals (veure 2.1) es
van modelitzar les operacions de Begin Transaction i End Transaction. El co-
mençament de la transacció es realitzarà o bé quan rebem una operació d’en-
trada/sortida referent a la obertura o creació d’un arxiu (IRP_MJ_CREATE)
o be quan es realitzi una primera escriptura (IRP_MJ_WRITE) en el fitxer.
D’altre banda l’operació de End Transaction es realitzarà quan es tanqui el
fitxer, operació d’entrada/sortida rebuda pel sistema operatiu IR_MJ_CLEANUP.
A la figura 4.1 es mostra el graf corresponent.
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IRP_MJ_CREATE
1er IRP_MJ_WRITE
Begin_Transaction
IRP_MJ_CLEANUP End_Transaction
Figura 4.1: Begin Transaction i End Transaction
En el codi 4.1 es mostra el registre de les funcions necessàries per portar-
ho a terme.
1 FLT_OPERATION_REGISTRATION Cal lbacks [ ] = {
2
3 { IRP_MJ_CREATE,
4 FLTFL_OPERATION_REGISTRATION_SKIP_PAGING_IO,
5 TxPreCreate ,
6 TxPostCreate } ,
7
8 { IRP_MJ_CLEANUP,
9 FLTFL_OPERATION_REGISTRATION_SKIP_PAGING_IO,
10 TxPreCleanup ,
11 NULL } ,
12
13 { IRP_MJ_WRITE,
14 FLTFL_OPERATION_REGISTRATION_SKIP_PAGING_IO,
15 0 ,
16 TxPreWrite ,
17 NULL } ,
18
19 { IRP_MJ_OPERATION_END }
20 } ;
Codi explicatiu 4.1: Registre de rutines de preoperation i postoperation
callcaback.
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En el pseudocodi que es mostra en 4.2 es veu l’especificació de la rutina de
TxPreCreate. La idea inicial és identificar les comprovacions a realitzar sobre
l’operació i comprovar que sigui un fitxer a tractar. Posteriorment es verifica
si ja existeix un log i en aquest cas es començaria a realitzar la transacció en
cas de tenir accés d’escriptura sobre l’arxiu.
1 TxPreCreate {
2 Comprovacions
3 QueSiguiUnFitxer
4 ! HiHaLog
5 Write_Acces
6 BeginTransact ion ( )
7 ! Write_Acces
8 Fer_Feina?()
9 HiHaLog
10 Continuar_Log ( )
11 }
Codi explicatiu 4.2: Pseudocodi per la primera implementació de TxPreCreate.
L’operació de TxPreCleanup és doncs l’encarregada de finalitzar la transac-
ció i esborrar les entrades del log corresponents. En 4.3 es mostra el seu
pseudocodi.
1 TxPreCleanup {
2 Pertany_a_una_transaccio
3 EndTransaction ( )
4 DeleteLog ( )
5 }
Codi explicatiu 4.3: Pseudocodi per la primera implementació de
TxPreCleanup.
Serà en l’operació de TxPreWrite on identificarem si l’escriptura pertany
a una transacció i en aquest cas substituirem el buffer d’escriptura perquè
l’operació no es realitzi i l’escriurem en el log per tal de realitzar-la en el bloc
de la transacció. En 4.4 es pot veure la seva implementació en pseudocodi.
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1 TxPreWrite {
2 Pertany_a_una_transaccio
3 Subs t i tu i r_Bu f f e r_e s c r i tu ra ( )
4 Escriure_Log ( )
5 }
Codi explicatiu 4.4: Pseudocodi per la primera implementació de TxPreWrite.
Per realitzar l’accés al buffer d’escriptura de l’operació ens podem tro-
bar que les dades es trobin directament en el buffer de l’aplicació o que es
trobin en una Memory Descriptor List (MDL)1. S’ha de comprovar doncs
si hi ha definit una Mdl o no. En el codi 4.5 veiem un exemple comentat
de com es realitza la comprovació. Es pot veure com l’accés als paràmetres
de l’operació d’entrada/sortida es realitzen accedint al paràmetre d’entrada
Data dintre del qual es troba l’estructura FLT_IO_PARAMETER_BLOCK
(veure 2.5.3).
En el mateix codi 4.5 veiem també com es comprova si hem obtingut una
direcció de buffer, si no fos el cas, voldria dir que no tenim suficient memò-
ria i s’ha de marcar l’estatus de l’operació d’entrada/sortida amb recursos
insuficients.
1Estructura de dades que representa una llista de pàgines situades en memòria física.
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1
2 // Mirar s i e l bu f f e r d ’ e s c r i p t u r a conté dades .
3
4 i f (Data−>Iopb−>Parameters . Write . Length != 0) {
5
6 //
7 // Accedir a l a d i r e c c i ó de l bu f f e r d ’ u suar i .
8 // S i h i ha d e f i n i t una MDL es fa s e r v i r ,
9 // s i no es f a s e r v i r e l bu f f e r donat .
10 //
11
12 i f (Data−>Iopb−>Parameters . Write . MdlAddress != NULL) {
13
14 bu f f e r = MmGetSystemAddressForMdlSafe (
15 Data−>Iopb−>Parameters . Write . MdlAddress ,
16 NormalPagePrior ity ) ;
17
18 //
19 // S i tenim una MDL però no podem obten i r l a d i r e c c i ó ,
20 // ens hem quedat sense memoria , r e t o rna r
21 // l ’ e r r o r cor re sponent
22 //
23
24 i f ( bu f f e r == NULL) {
25
26 Data−>IoStatus . Status =
STATUS_INSUFFICIENT_RESOURCES;
27 Data−>IoStatus . In format ion = 0 ;
28 r e turnStatus = FLT_PREOP_COMPLETE;
29 l e ave ;
30 }
31
32 } else {
33
34 //
35 // Fer s e r v i r e l bu f f e r d ’ u suar i
36 //
37
38 bu f f e r = Data−>Iopb−>Parameters . Write . WriteBuf fer ;
39 }
Codi explicatiu 4.5: Comprovació de buffers.
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4.2 Consideracions i reavaluació
Una vegada realitzat el model inicial per tal d’avaluar la viabilitat de
la proposta vam realitzar una primera bateria de tests per detectar com es
comportava el nostre prototipus interaccionant amb diferents aplicacions i
realitzant diferents tasques.
Els primers tests es van realitzar fent servir crides d’escriptura mitjançant
l’aplicació FileTest (veure B.1). Vam decidir que les crides d’escriptura eren
el mètode més transparent i amb més control per realitzar aquesta primera
aproximació. Aquests primers tests van resultar favorables, així doncs, vam
passar a testejar amb altres aplicacions.
Seguidament vam decidir testejar amb algun editor de text per fer proves
en entorn de treball. Es va decidir fer servir el Notepad, software que ve
inclòs amb Windows i és un editor senzill que no fa servir arxius temporals
per l’edició de textos. Malauradament en aquestes proves no vam obtenir re-
sultats positius, les escriptures que es realitzaven no mantenien la coherència.
Per trobar el punt on començaven i la raó de les incoherències es van
rastrejar (tracing) les operacions d’entrada/sortida i les crides que realitzava
el Notepad mitjançant el software FileSpy (veure B.2).
Vam detectar que les operacions d’entrada/sortida variaven d’una exe-
cució a l’altre. Hi havia obertures d’arxius sense operacions de lectura per
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llegir les dades de disc i així tenir la informació necessària per mostrar-la per
pantalla. Després de realitzar una recerca sobre aquest fet vam veure que
això era degut a les Memory Mapped File Functions (veure 2.3.1).
Les modificacions realitzades mitjançant la interfície de la memòria vir-
tual quan es fan servir les memory mapped file functions no es veuen a través
de les operacions normals de IRP_MJ_WRITE de l’aplicació perquè es fan
mitjançant referències de memòria directe a les còpies situades a la cache prò-
pia. D’aquesta forma el sistema de fitxers no es troba involucrat en aquesta
operació. Els canvis, però, han de ser enviats eventualment al sistema de
fitxers per assegurar un emmagatzematge permanent.
Per als minifilters aquests canvis es detecten com operacions d’entrada/sortida
de paginació. La qüestió està en que quan les aplicacions fan servir la inter-
fície normal de lectura i escriptura indiquen les seves operacions mitjançant
IRP_MJ_WRITE i després les modificacions es realitzen (pel sistema de
fitxers) a la còpia a la cache. Seguidament, el contingut de la cache (com en
els memory mapped files) es tornarà a escriure en el sistema de fitxers per
l’emmagatzematge permanent.
La complicació es troba en que fer el seguiment de les operacions d’entra-
da/sortida de paginació combinat amb l’ús d’objectes de fitxer (FileObjects)
ficticis de l’Object Manager (veure 2.2.2) pel sistema de fitxers, porta al fet
que la paginació d’entrada/sortida es realitza sobre un d’aquests objectes de
fitxer.
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En el cas que ens pertoca, té l’efecte que és bastant possible que el No-
tepad obri un fitxer i no obstant això totes les operacions d’entrada/sortida
es realitzin sobre un FileObject diferent del creat pel Notepad.
Per un altre costat, de tota aquesta recerca que es va realitzar arran
dels primers problemes, a més, vàrem arribar a la problemàtica dels Streams
(veure 2.3.2) i a ser més conscients de la dificultat de l’entorn on s’han de
manegar els File System Minifilter Drivers (veure 2.5.4). És per això que
arribats aquest punt vam realitzar una redefinició del model inicial veient
que una solució basada en la substitució dels buffers d’entrada/sortida no
ens era del tot viable en el marc del nostre PFC.
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Per la redefinició del nostre model vàrem decidir centrar-nos en les con-
sideracions del sistema de fitxers NTFS (el principal dels sistemes operatius
Windows). També vam decidir excloure els Windows Streams, ja que la seva
problemàtica (2.3.2) és de caire menys genèric.
El concepte general consisteix en substituir el fitxer que s’ha de tractar
per un altre a on es faran arribar totes les peticions de modificació del fitxer
original.
Es va optar per un model basat en els Reparse Points (veure 2.3.3) en la
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seva versió dels symbolic links. La idea es centra en redireccionar totes les
peticions d’entrada/sortida a un altre fitxer substituint-hi el seu FileObject.
En la obertura del fitxer es substituirà el seu nom (inclòs en el FileObject),
i aquesta obertura es finalitzarà amb un retorn d’estat STATUS_REPARSE.
Una vegada realitzada aquesta substitució, totes les operacions d’entra-
da/sortida que es realitzen sobre el fitxer original es realitzaran ara sobre
el fitxer reparse. Esclarir que el nom que li proporcionem en la substitució
del FileObject correspon a la ruta del fitxer. En la figura 4.2 es mostra un
esquema de la tècnica emprada.
directory\nomoriginal directory\nomreparse
IRP_MJ_WRITE
IRP_MJ_READ.
.
Reparsing
Figura 4.2: Esquema de reparsing
Respecte a la complexitat de les interaccions entre els diferents compo-
nents del sistema operatiu (2.5.4), donat que no hi havia temps per fer un
estudi profund i complet per tal de realitzar un model global, vàrem optar per
invertir un temps determinat en l’estudi de l’entorn (veure 5.1) i realitzar el
prototipus gradualment, començant per les situacions més senzilles. Aquest
procés ens serviria com aprenentatge i podríem realitzar un prototipus esta-
ble per cada entorn aconseguit.
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Per realitzar la substitució del FileObject des de la versió Windows 7 es
compta amb la funció IoReplaceFileObjectName que es defineix tal i com es
mostra en 4.6. Aquesta funció donat un FileObject reemplaça el seu nom
mitjançant un punter a un de nou (NewFileName).
1 NTSTATUS IoReplaceFileObjectName (
2 __in PFILE_OBJECT Fi leObject ,
3 __in PWSTR NewFileName ,
4 __in USHORT FileNameLength
5 ) ;
Codi explicatiu 4.6: Definició de la rutina IoReplaceFileObjectName.
L’única problemàtica resideix en que aquesta funció només es accessible
des de Windows 7 (última versió en la redacció d’aquest PFC). Per versions
anteriors, aquest canvi s’ha de realitzar ”manualment”, en el nostre cas, en
el codi hi ha definida una funció anomenada TxReplaceFileObjectName en-
carregada de realitzar aquesta feina. En les versions en les que no es pot fer
servir IoReplaceFileObjectName, aquesta substitució del nom del FileObject
pot fer que el verificador de drivers de Windows (Driver Verifier) impedeixi
la descàrrega del driver perquè s’està sortint del seu pool.
Una vegada realitzada la substitució del FileObject s’ha d’establir l’esta-
tus de l’operació d’entrada/sortida com a REPARSE, així com la informació
de l’operació d’entrada/sortida i el retorn de la preoperation callback com a
complet (4.7).
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1 FLT_PREOP_CALLBACK_STATUS
2 TxPreCreate (
3 __inout PFLT_CALLBACK_DATA Cbd ,
4 __in PCFLT_RELATED_OBJECTS FltObjects ,
5 __out PVOID ∗CompletionContext
6 )
7 {
8 .
9 .
10 .
11
12 Cbd−>IoStatus . Status = STATUS_REPARSE;
13 Cbd−>IoStatus . In format ion = IO_REPARSE;
14 ca l l ba ckS ta tu s = FLT_PREOP_COMPLETE;
15 .
16 .
17 .
18
19 return ca l l ba ckS ta tu s ;
20 }
Codi explicatiu 4.7: Modificació d’entrada/sortida a REPARSE.
Una vegada realitzat el reparsing del fitxer en la seva creació o en la seva
obertura, totes les operacions d’entrada/sortida del fitxer original es realitza-
ran sobre el fitxer reparse. És responsabilitat nostre mantenir la coherència
de les dades, haurem de fer una còpia de les dades del fitxer original en el
fitxer reparse, els seus atributs, dates, tamany, ...
En la figura 4.3 es mostra el diagrama d’activitat de la preoperation call-
back corresponent al IRP_MJ_CREATE.
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Crear/Obrir Original
Crear/Obrir Reparse
Llegir dades Original
Escriure dades Reparse
Copiar atributs
Establir reparse
[No Dades]
[Si Dades]
Figura 4.3: Diagrama d’activitat precreate callback
El flush de les dades el realitzarem quan es tanqui el fitxer, haurem de re-
alitzar la feina d’actualitzar el fitxer original realitzant totes les modificacions
simultàniament, encarregant-nos de que es realitzin totes o no es realitzi cap,
en forma de transacció. De la mateixa manera, serà responsabilitat nostre
mantenir la coherència en els atributs dels fitxers, així com esborrar el fitxer
reparse.
En la figura 4.4 es mostra el diagrama d’activitat de la preoperation call-
back corresponent al IRP_MJ_CLEANUP.
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Crear/Obrir Original
Crear/Obrir Reparse
Llegir dades Original
Escriure dades Reparse
Copiar atributs
Mark to delete reparse
[No Dades]
[Si Dades]
Figura 4.4: Diagrama d’activitat precleanup callback
Aquest reparsing es va realitzar sobre un directori determinat, per tal de
controlar i acotar el comportament del sistema operatiu quan el nostre mini-
filter estigués en funcionament. En lloc d’establir una ruta de treball dintre
del codi del minifilter, vàrem decidir fer servir el registre de Windows per tal
de veure com es treballa amb ell des de la perspectiva del desenvolupament
de drivers.
El registre es passa com un punter a una estructura UNICODE_STRING
en la rutina DriverEntry (veure 2.1). Per obrir la clau del registre es fa servir
la funció ZwOpenKey, posteriorment per poder consultar els seus valors es fa
servir ZwQueryValueKey.
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En el codi d’exemple 4.8 es mostra la definició de ZwOpenKey. A part
de l’identificador de la clau que ens dóna a la sortida, KeyHandle i la màs-
cara d’accés que defineix el tipus d’accés a la clau, DesiredAccess, tenim un
punter a una estructura del tipus OBJECT_ATTRIBUTES que especifica
el nom de l’objecte i altres atributs, i que s’inicialitza mitjançant la macro
InitializeObjectAttributes (4.9), en que es passa el RegistryPath.
1 NTSTATUS ZwOpenKey(
2 __out PHANDLE KeyHandle ,
3 __in ACCESS_MASK DesiredAccess ,
4 __in POBJECT_ATTRIBUTES Objec tAtt r ibute s
5 ) ;
Codi explicatiu 4.8: Definició de ZwOpenKey
1 VOID In i t i a l i z eOb j e c tA t t r i b u t e s (
2 [ out ] POBJECT_ATTRIBUTES I n i t i a l i z e dA t t r i b u t e s ,
3 [ in ] PUNICODE_STRING ObjectName ,
4 [ in ] ULONG Attr ibutes ,
5 [ in ] HANDLE RootDirectory ,
6 [ in , op t i ona l ] PSECURITY_DESCRIPTOR Secu r i t yDe s c r i p t o r
7 ) ;
Codi explicatiu 4.9: Definició de InitializeObjectAttributes
En el codi d’exemple de la definició de ZwQueryValueKey (4.10) veiem el
paràmetre de sortida opcional KeyValueInformation que ens retorna el valor
de la clau de registre que volem consultar, però per poder fer-ho servir, pri-
merament hem de conèixer el paràmetre Length per tal de poder construir un
buffer de la mida necessària. Així doncs, s’han de fer dos crides a ZwQuery-
ValueKey, una amb KeyValueInformation establerta a NULL i amb Length a
0 per tal d’obtenir la longitud de la clau en ResultLength, i una segona ja amb
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Length amb el valor obtingut de ResultLength i amb KeyValueInformation
amb la variable desitjada. Es pot veure un petit exemple d’ús en 4.11.
1 NTSTATUS ZwQueryValueKey (
2 __in HANDLE KeyHandle ,
3 __in PUNICODE_STRING ValueName ,
4 __in KEY_VALUE_INFORMATION_CLASS
KeyValueInformationClass ,
5 __out_opt PVOID KeyValueInformation ,
6 __in ULONG Length ,
7 __out PULONG ResultLength
8 ) ;
Codi explicatiu 4.10: Definició de ZwQueryValueKey
1 . . .
2
3 Rt l In i tUn i codeSt r ing ( &valueName , L’’NewMapping’’ ) ;
4
5 s t a tu s = ZwQueryValueKey ( driverRegKey ,
6 &valueName ,
7 KeyValuePart ia l Information ,
8 NULL,
9 0 ,
10 &newMappingKeyLength ) ;
11
12 i f ( s t a tu s !=STATUS_BUFFER_TOO_SMALL &&
13 s t a tu s !=STATUS_BUFFER_OVERFLOW) {
14
15 s t a tu s = STATUS_INVALID_PARAMETER;
16 goto TxRepInit ia l izeMappingCleanup ;
17 }
18
19 newMappingBuffer = ExAllocatePoolWithTag (NonPagedPool ,
20 newMappingKeyLength ,
21 TX_STRING_TAG) ;
22 i f ( newMappingBuffer == NULL) {
23
24 s t a tu s = STATUS_INSUFFICIENT_RESOURCES;
25 goto TxRepInit ia l izeMappingCleanup ;
26 }
27
28 s t a tu s = ZwQueryValueKey ( driverRegKey ,
29 &valueName ,
30 KeyValuePart ia l Information ,
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31 newMappingBuffer ,
32 newMappingKeyLength ,
33 &newMappingKeyLength ) ;
34 . . .
Codi explicatiu 4.11: Exemple d’ús de ZwQueryValueKey
Després de treballar amb la clau de registre, es tanca mitjançant ZwClose,
una rutina de tancament d’identificadors d’objecte genèrica (4.12).
1 NTSTATUS ZwClose (
2 __in HANDLE Handle
3 ) ;
Codi explicatiu 4.12: Definició de ZwClose
4.4 Ampliacions i optimitzacions
Una vegada portat a terme el model base vam passar a realitzar algunes
ampliacions i optimitzacions per estendre el model a més situacions, anar
donant-li més consistència, millorar la seva estructura i optimitzar el seu
rendiment.
4.4.1 Contenidor de fitxers
L’objectiu d’aquesta ampliació és fer que el nostre minifilter treballi amb
múltiples obertures del mateix fitxer i alhora amb múltiples fitxers.
Inicialment, per veure el seu comportament, vàrem treballar amb més
d’un fitxer, però fent una única obertura, establint rutes estàtiques dins del
codi font per cada fitxer reparse.
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Una vegada vam veure que treballava adequadament amb més d’un fitxer
alhora vàrem passar a plantejar el problema de realitzar obertures simultà-
nies pel mateix fitxer.
Vàrem solucionar el problema mitjançant un ”contenidor” de fitxers re-
parsings. La idea és crear una entitat que ”guardi” les cobertures que es
realitzen d’un fitxer determinat.
Es va realitzar la seva implementació mitjançant una estructura de dades
que ens emmagatzemés informació per cada obertura a transaccionar. En
aquest contenidor es guarda el fitxer que s’obre i el fitxer sobre el que es fa
el reparse.
Per a cada element del contenidor també s’emmagatzema l’identificador
del procés per reconèixer el programa que opera sobre el fitxer i així identi-
ficar els fitxers alhora del seu tancament. D’altre banda, també guardem un
indicador de tancament del fitxer, que ens informa si el fitxer està marcat
pel seu esborrat o no. En la figura 4.5 es veu un esquema del contenidor.
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Id, originalFile, reparseFile, ProcesId, ToDelete
Figura 4.5: Esquema del contenidor
En 4.13 mostrem la declaració del nostre contenidor.
1 typedef struct _CONTAINER_SPLAY_ELEMENT {
2
3 // Clau i d e n t i f i c a d o r a
4 ULONG Id ;
5
6 // F i txe r o r i g i n a l
7 UNICODE_STRING F i l eO r i g i n a l ;
8
9 // F i txe r r epa r s e
10 UNICODE_STRING Fi leReparse ;
11
12 // I d e n t i f i c a d o r de l procés
13 HANDLE Proces s Id ;
14
15 // Marca d ’ e sbo r ra t
16 BOOLEAN ToDelete ;
17
18 } CONTAINER_SPLAY_ELEMENT, ∗PCONTAINER_SPLAY_ELEMENT;
Codi explicatiu 4.13: Declaració del Contenidor
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Per a la implementació del contenidor vàrem explorar les diferents possi-
bilitats que ens ofereixen les variades estructures de dades disponibles: taules
de hash, arbres binaris, llistes..., cadascuna amb les seves avantatges i els seus
inconvenients. Alhora que ens vàrem plantejar o fer servir alguna llibreria
pública o implementar-la pel nostre compte.
Finalment, vàrem veure que dintre del desenvolupament en mode kernel
Microsoft ofereix una sèrie d’estructures de sistema per poder fer servir, tant
estructures de dades com estructures per donar suport a diferents funciona-
litats.
Trobem, per exemple, una estructura del tipus FILE_LOCK pel bloqueig
de fitxers o una estructura per mapejar un dispositiu d’objecte que represen-
ta un volum muntat del sistema de fitxers, una estructura de bloc de volum
VPB.
D’estructures de dades genèriques ens ofereix Splay trees2 i AVL trees3.
El Splay tree és un arbre binari de cerca auto-balancejat amb la propietat que
els elements accedits més recentment s’accediran més ràpidament. A més re-
alitza les operacions bàsiques d’inserció, cerca i esborrat en temps de l’ordre
de O(log n). Per moltes seqüències d’operacions no uniformes els Splay trees,
es comporten millor que altres arbres.
2http://en.wikipedia.org/wiki/Splay_tree
3http://en.wikipedia.org/wiki/AVL_tree
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L’Splay tree està implementat mitjançant l’estructura de dades anome-
nada RTL_GENERIC_TABLE, que es defineix tal i com es mostra en 4.14.
1 typedef struct _RTL_GENERIC_TABLE {
2 PRTL_SPLAY_LINKS TableRoot ;
3 LIST_ENTRY Ins e r tOrde rL i s t ;
4 PLIST_ENTRY OrderedPointer ;
5 ULONG WhichOrderedElement ;
6 ULONG NumberGenericTableElements ;
7 PRTL_GENERIC_COMPARE_ROUTINE CompareRoutine ;
8 PRTL_GENERIC_ALLOCATE_ROUTINE Al locateRout ine ;
9 PRTL_GENERIC_FREE_ROUTINE FreeRoutine ;
10 PVOID TableContext ;
11 } RTL_GENERIC_TABLE, ∗PRTL_GENERIC_TABLE;
Codi explicatiu 4.14: Definició de RTL_GENERIC_TABLE
Se’ns ofereixen rutines de suport a l’esborrat, l’enumeració, obtenció d’e-
lements, inserció, ... que trobarem anomenades com: RtlDeleteElementGe-
nericTable, RtlEnumerateGenericTable, RtlGetElementGenericTable, RtlIn-
sertElementGenericTable,..
Per fer servir l’Splay tree primerament s’ha d’inicialitzar mitjançant la
rutina RtlInitializeGenericTable, codi 4.15.
1 VOID Rt l I n i t i a l i z eGen e r i cTab l e (
2 __out PRTL_GENERIC_TABLE Table ,
3 __in PRTL_GENERIC_COMPARE_ROUTINE CompareRoutine ,
4 __in PRTL_GENERIC_ALLOCATE_ROUTINE AllocateRout ine ,
5 __in PRTL_GENERIC_FREE_ROUTINE FreeRoutine ,
6 __in_opt PVOID TableContext
7 ) ;
Codi explicatiu 4.15: Definició de RtlInitializeGenericTable
Però és responsabilitat nostra definir les rutines de comparació (Compa-
reRoutine, 4.16), assignació (AllocateRoutine, 4.17) i alliberament (FreeRou-
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tine, 4.18) i passar la seva definició en la crida a RtlInitializeGenericTable.
1 RTL_GENERIC_COMPARE_RESULTS
2 (∗PRTL_GENERIC_COMPARE_ROUTINE) (
3 __in struct _RTL_GENERIC_TABLE ∗Table ,
4 __in PVOID Fi r s tS t ruc t ,
5 __in PVOID SecondStruct
6 ) ;
Codi explicatiu 4.16: Definició de CompareRoutine
1 PVOID
2 (∗PRTL_GENERIC_ALLOCATE_ROUTINE) (
3 __in struct _RTL_GENERIC_TABLE ∗Table ,
4 __in CLONG ByteSize
5 ) ;
Codi explicatiu 4.17: Definició de AllocateRoutine
1 VOID
2 (∗PRTL_GENERIC_FREE_ROUTINE) (
3 __in struct _RTL_GENERIC_TABLE ∗Table ,
4 __in PVOID Buf f e r
5 ) ;
Codi explicatiu 4.18: Definició de FreeRoutine
En el codi d’exemple 4.19 es mostra la nostra implementació de la nostra
rutina de comparació, en la que comparem els identificadors dels elements
del contenidor per tal de retornar les sortides definides en una rutina Com-
pareRoutine: GenericLessThan, GenericGreaterThan i GenericEqual.
1 RTL_GENERIC_COMPARE_RESULTS
2 SplayTableCompare (
3 __in PRTL_GENERIC_TABLE SplayTree ,
4 __in PVOID Fid1 ,
5 __in PVOID Fid2
6 )
7 {
8 ULONG Id1 , Id2 ;
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9 PAGED_CODE() ;
10
11 Id1 = ∗ ( (ULONG UNALIGNED ∗) Fid1 ) ;
12 Id2 = ∗ ( (ULONG UNALIGNED ∗) Fid2 ) ;
13
14 i f ( Id1 < Id2 ) {
15
16 return GenericLessThan ;
17
18 } else i f ( Id1 > Id2 ) {
19
20 return GenericGreaterThan ;
21
22 } else {
23
24 return GenericEqual ;
25 }
26
27 UNREFERENCED_PARAMETER( SplayTree ) ;
28 }
Codi explicatiu 4.19: Implementació de CompareRoutine
Tot això en referència a la definició del Splay tree, pel que fa al seu ús i
la seva implementació s’han definit una operació d’inserció en el contenidor
i una operació de cerca. Per altra banda, la clau identificadora del conte-
nidor es fa coincidir amb el nom del fitxer reparse, el que ens dóna certes
facilitats a l’hora de la implementació ja que el nom del fitxer que trobem
en les interrupcions d’entrada/sortida és la clau que fem servir per les cerques.
El diagrama d’activitat de l’operació d’inserció al contenidor, TxAddTo-
Container, queda de la següent forma, 4.6.
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Crear Reparse FileName Obtenir Element del Contenidor
Insertar Element al Contenidor
Figura 4.6: Diagrama d’activitat de l’operació d’inserció al Contenidor, TxAdd-
ToContainer
Del codi d’implementació de TxAddToContainer cal destacar la part d’ús
del Splay tree (4.20). En aquest exemple, es veu com es declara l’element del
contenidor, ContainerElement, posteriorment es van omplint els seus camps
(que hem vist definits en 4.13) i finalment es fa servir la rutina RtlInsertEle-
mentGenericTable per tal d’inserir-lo en el contenidor fent posteriorment la
comprovació de la correctesa de l’operació.
1 NTSTATUS
2 TxAddToContainer (
3 __in PFLT_FILE_NAME_INFORMATION nameInfo ,
4 __inout PUNICODE_STRING reparseFi leName
5 )
6 {
7 . . .
8
9 CONTAINER_SPLAY_ELEMENT ContainerElement ;
10 . . .
11
12 ContainerElement . Id = f i l e I d ;
13 ContainerElement . Proces s Id = PsGetCurrentProcessId ( ) ;
14 ContainerElement . ToDelete = FALSE;
15 ContainerElement . Wr i t ingLi s t = NULL;
16 . . .
17
18 RtlInsertElementGener icTable ( &Globals . ContainerTable ,
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19 &ContainerElement ,
20 s izeof (
CONTAINER_SPLAY_ELEMENT) ,
21 &boolNewElement ) ;
22
23 i f ( boolNewElement == FALSE ) {
24 s t a tu s = STATUS_SEVERITY_ERROR;
25 goto TxAddToContainerCleanup ;
26 }
27 . . .
28 }
Codi explicatiu 4.20: Implementació de TxAddToContainer
El diagrama d’activitat de l’operació de cerca en el contenidor, TxGet-
ContainerElement, queda de la següent forma, 4.7.
Obtenir Nom Fitxer Buscar Id en Contenidor
Figura 4.7: Diagrama d’activitat de l’operació d’inserció al Contenidor, TxGet-
ContainerElement
De la part del codi d’implementació de TxGetContainerElement referent
a l’ús del Splay tree (4.21) veiem la definició de l’element a buscar, Search-
Container, dins del contenidor, Globals.ContainerTable. També la definició
de Hit, un element del tipus contenidor que rep l’element cercat. Posterior-
ment es fa la comprovació de la cerca sobre Hit.
1 PCONTAINER_SPLAY_ELEMENT
2 TxGetContainerElement (
3 __in PFLT_FILE_NAME_INFORMATION nameInfo ,
4 __in USHORT Locat ion
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5 )
6 {
7 . . .
8
9 CONTAINER_SPLAY_ELEMENT SearchContainer ;
10 PCONTAINER_SPLAY_ELEMENT Hit = NULL;
11 . . .
12
13 SearchContainer . Id = Id ;
14
15 Hit = RtlLookupElementGenericTable ( &Globals .
ContainerTable ,
16 &SearchContainer ) ;
17
18 i f ( Hit == NULL ) {
19 DbgPrint ("ERROR" ) ;
20 goto TxGetContainerElementCleanup ;
21 }
22 . . .
23 }
Codi explicatiu 4.21: Implementació de TxGetContainerElement.
4.4.2 Write mapping
En aquest punt, el nostre minifilter ja és capaç de treballar en un entorn
de múltiples fitxers i múltiples obertures. Seguidament vàrem decidir afegir
una optimització per l’escriptura i la posterior lectura de les modificacions
en els fitxers.
Actualment el nostre minifilter recorre el fitxer reparse sencer alhora de
realitzar la transacció, llegint tot el seu contingut per posteriorment escriure-
ho en el fitxer original.
L’objectiu d’aquesta optimització és emmagatzemar les escriptures que
es realitzen sobre el fitxer per, posteriorment, en el moment de completar la
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transacció, realitzar només l’escriptura d’aquelles parts modificades.
Per realitzar-ho, atendrem a la preoperation callback corresponent a la
interrupció d’escriptura, IRP_MJ_WRITE, per tal d’emmagatzemar on es
realitza l’escriptura (punt de començament -offset- i longitud -length-).
Normalment es realitzen múltiples escriptures sobre un mateix fitxer, per
tant hem de solucionar l’emmagatzematge de totes elles. Com ja vàrem
treballar amb estructures de dades proporcionades per l’entorn de desenvo-
lupament en mode kernel i volíem explorar altres alternatives, vàrem decidir
fer servir una llibreria pública que ens proporcionés una estructura de dades
per guardar-les totes.
S’ha fet servir la llibreria pública SGLIB (apèndix B.3), i dintre de les es-
tructures oferides, les llistes enllaçades de forma ordenada per tal de recórrer
el fitxer reparse de forma seqüencial.
S’han hagut de fer modificacions en la llibreria SGLIB per tal de poder-
la fer servir dintre de l’entorn de desenvolupament en mode kernel. S’han
modificat els tipus de dades int pel tipus LONGLONG i s’han inicialitzat
totes les definicions de tipus (type) a NULL per tal que passi el builder de
compilació. L’ús de SGLIB dintre del nostre minifilter i exemples de la seva
modificació es poden veure en B.3.
L’esquema del Splay tree corresponent al contenidor amb la definició dels
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seus elements queda doncs de la següent forma, 4.8.
Figura 4.8: Diagrama de la llista d’escriptures
El diagrama d’activitat corresponent a la feina a realitzar en la preopera-
tion callback corresponent a la interrupció d’escriptura, IRP_MJ_WRITE,
queda de la següent forma, 4.9.
Obtenir NomFitxer Obtenir Element Contenidor
Guardar offset i length
[procés diferent]
[procés igual]
Figura 4.9: Diagrama d’activitat prewrite callback amb container
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4.4.3 Garbage Collector
Arribats a aquest punt, el nostre minifilter treballa correctament amb ac-
cessos a múltiples fitxers i múltiples escriptures mitjançant FileTest (veure
B.1). Es varen realitzar una bateria de tests en aquestes condicions que van
resultar correctes.
Posteriorment vam analitzar el funcionament del nostre minifilter amb el
Notepad per tal de fer-ho servir sota un programa genèric que a més fa servir
la interfície de les memory mapped file functions. Vàrem detectar el primers
problemes.
Després d’analitzar els problemes mitjançant la depuració en mode ker-
nel de Windows i la informació subministrada per FileSpy es va veure que
el problema actual residia en que degut als accessos directes de les memory
mapped file functions sobre el fitxer, i que notepad obre i tanca el fitxer en
la seva obertura i nosaltres realitzem la finalització de la transacció en el
tancament del fitxer, entrem en conflicte.
S’observa que no es realitza correctament el marcat del fitxer per esborrat
a l’hora del seu tancament, codi explicatiu 4.22, ens trobem que la variable
de control de l’estat, status, ens indica que no es possible esborrar-lo.
1 F i l eDe l e t i on . De l e t eF i l e = TRUE;
2 s t a tu s = F l tS e t In f o rmat i onF i l e ( Cbd−>Iopb−>TargetInstance ,
3 FltObjects−>Fi leObject ,
4 &Fi l eDe l e t i on ,
5 s izeof (FILE_DISPOSITION_INFORMATION) ,
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6 F i l eD i spo s i t i on In f o rma t i on ) ;
Codi explicatiu 4.22: Marcar fitxer per esborrat.
Per solucionar-ho vàrem decidir no treure aquest element del contenidor,
donat que no havia sigut possible esborrar-lo, i crear una rutina d’esborrat
anomenada TxGarbageCollector que s’encarregués d’anar esborrant tots els
fitxers corresponents a elements marcats per esborrat del contenidor cada
cop que es realitzés el tancament d’un fitxer.
Així doncs, dins del codi de la preoperation callback de la interrupció
IRP_MJ_CLEANUP, TxPreCleanup es realitza una crida a TxGarbageCo-
llector en cas de no poder-se esborrar, 4.23.
1 FLT_PREOP_CALLBACK_STATUS
2 TxPreCleanup (
3 __inout PFLT_CALLBACK_DATA Cbd ,
4 __in PCFLT_RELATED_OBJECTS FltObjects ,
5 __deref_out_opt PVOID ∗CompletionContext
6 )
7 {
8 . . .
9
10 F i l eDe l e t i on . De l e t eF i l e = TRUE;
11 s t a tu s = F l tS e t In f o rmat i onF i l e ( Cbd−>Iopb−>TargetInstance
,
12 FltObjects−>Fi leObject ,
13 &Fi l eDe l e t i on ,
14 s izeof (FILE_DISPOSITION_INFORMATION) ,
15 F i l eD i spo s i t i on In f o rma t i on ) ;
16
17 i f ( !NT_SUCCESS( s t a tu s ) ) {
18 ContainerElement−>ToDelete = TRUE;
19 l e ave ;
20 } else {
21 // Esborrar e l s e lements de l conten idor
22 / /marcats per e sbo r ra t
23 TxGarbageCollector ( ContainerElement , Cbd) ;
24 }
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25 . . .
26
27 }
Codi explicatiu 4.23: Marcar fitxer per esborrat amb TxGarbageCollector.
El diagrama d’activitat de la rutina de TxGarbageCollector és de la for-
ma, 4.10.
Enumerar Elements Contenidor
Esborrar fitxer reparse
[últim]
[no últim]
Figura 4.10: Diagrama d’activitat de la rutina del TxGarbageCollector
Del codi d’implementació de la rutina de TxGarbageCollector destaquem
el recorregut que es realitza sobre l’Splay tree contenidor per tal de recór-
rer tots el seus elements, codi 4.24. On es pot veure el bucle for sobre
l’enumeració dels elements del contenidor mitjançant la rutina RtlEnume-
rateGenericTableWithoutSplaying sobre un punter d’element de contenidor,
ptr, que és el que es fa servir en el codi de cada iteració.
1 NTSTATUS
2 TxGarbageCollector (
3 __in PCONTAINER_SPLAY_ELEMENT ContainerElement ,
4 __in PFLT_CALLBACK_DATA Cbd
5 )
6 {
7 . . .
8
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9 PCONTAINER_SPLAY_ELEMENT ptr = NULL;
10 . . .
11
12 for (
13 ptr = (PCONTAINER_SPLAY_ELEMENT)
14 RtlEnumerateGenericTableWithoutSplaying (
15 &Globals . ContainerTable ,
16 &RestartKey ) ;
17 ptr != NULL;
18 ptr = (PCONTAINER_SPLAY_ELEMENT)
19 RtlEnumerateGenericTableWithoutSplaying (
20 &Globals . ContainerTable ,
21 &RestartKey )
22 ) {
23 i f ( ( ptr−>Process Id == Proces s Id ) &
24 ( ptr−>ToDelete == TRUE) ) {
25 . . .
26
27 boo lDe l e t e = RtlDeleteElementGener icTable (
28 &Globals . ContainerTable , ptr )
;
29 . . .
30 }
31 }
32 . . .
33 }
Codi explicatiu 4.24: Implementació rutina TxGarbageCollector.

Capítol 5
Anàlisi temporal i econòmic
A continuació explicarem la planificació que s’ha portat a terme per la
realització d’aquest PFC així com un estudi a grans trets del seu cost econò-
mic.
5.1 Anàlisi temporal
A la figura 5.1 es pot observar el diagrama de Gantt corresponent a la
planificació final del projecte, on es pot veure l’evolució de les diferents eta-
pes que conformen el projecte i la seva interrelació. Aquest diagrama té una
resolució setmanal i comprèn des de mitjans de Gener del 2010 fins Setembre
del mateix any.
L’inici d’aquest projecte va tenir lloc una vegada finalitzades les festes de
nadal del 2009-2010, inscrivint-se al febrer del 2010 amb la idea de finalitzar-
lo al començament del quadrimestre de tardor del 2010. Aquesta data de
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finalització es va prendre com a premissa per la realització de la planificació
del projecte.
La planificació inicial va ser una petita estimació del temps que es va
decidir emprar en cada una de les etapes. Aquesta estimació s’ha respec-
tat en tot moment tret dels ajustos normals per fer quadrar la finalització de
la feina que s’estava realitzant en cada moment, temps que no té consideració.
La divisió de tasques segueix les diferents etapes definides en la metodolo-
gia feta servir per la realització d’aquest projecte final de carrera (veure 1.3)
ampliant-se amb tasques pròpies d’alguna de les fases amb temps destacable,
com és el cas, per exemple, de les optimitzacions.
Les primeres reunions de definició del projecte es van portar a terme al
Gener. Es van mantenir tres reunions per tal de detallar l’abast del projecte.
Una vegada definit el que volíem fer i solucionada tota la logística ne-
cessària vàrem passar a recollir informació i a realitzar l’estudi necessari per
poder-ho portar a bon port. Dintre d’aquesta fase és quan varem realitzar
la inscripció del projecte.
Finalitzada la fase d’estudi del projecte on varem recollir tota la informa-
ció necessària per la seva realització i un bon grapat de documentació que
vam considerar que podria ser d’utilitat en la seva realització, es va realitzar
un estudi del projecte d’on va sorgir el model inicial (4.1) sota el que es va
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començar a treballar.
Amb aquest model inicial com a base es va començar a realitzar la fase
de desenvolupament del projecte. En aquesta fase es va portar a terme una
redefinició del model inicial degut als primers resultats obtinguts (4.2 i 4.3).
Una vegada obtingut un prototipus amb certa consistència, varem prendre
la decisió d’avançar el projecte en la realització d’optimitzacions que esten-
guessin les seves funcionalitat. Així doncs, en aquest punt varem començar
la fase d’optimitzacions.
Finalment varem dedicar un temps a realitzar proves (fase de testing) del
nostre prototipus per conèixer les seves característiques finals dins de l’entorn
de Windows.
Després de finalitzar les proves varem passar a realitzar la memòria del
projecte i a preparar la seva presentació.
88
A
nàlisitem
poralieconòm
ic
Id. Nom de la tasca Començament Finalització Duració
ene 2010 feb 2010 mar 2010 abr 2010
10/1 17/1 24/1 31/1 7/2 14/2 21/2 28/2 7/3 14/3 21/3 28/3 4/4 11/4
1
5
7
10d01/02/201018/01/2010Definició del projecte
20d26/02/201001/02/2010Estudi del projecte
67d04/06/201004/03/2010Desenvol. projecte
6 3d03/03/201001/03/2010Anàlisi del projecte
may 2010
18/4 25/4 2/5 9/5 16/5 23/5 30/5
Id. Nom de la tasca Començament Finalització Duració
jun 2010 jul 2010 ago 2010
30/5 6/6 13/6 20/6 27/6 4/7 11/7 18/7 25/7 1/8 8/8 15/8 22/8 29/8
1
2
3
25d09/07/201007/06/2010Optimitzacions
10d20/07/201007/07/2010Testing
30d27/08/201019/07/2010Memòria / Presentació
2 0d18/01/201018/01/2010Reunió primera
3 0d25/01/201025/01/2010Reunió segona
4 0d01/02/201001/02/2010Reunió tercera
Figura 5.1: Diagrama de Gantt planificació
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5.2 Anàlisi econòmic
Aquest projecte final de carrera no correspon a una implementació de
producte final en la qual l’anàlisi econòmic té certa rellevància donat que
s’ha de fer una estimació del seu cost per, potser, obtenir una rendibilitat
econòmica a curt plaç. De totes formes, la recerca no és gratuïta i s’ha de
fer una estimació del cost econòmic que comporta.
Per altra banda tenim que el PFC en Enginyeria Informàtica té una càrre-
ga lectiva de 600 hores de treball (37.5 crèdits corresponents a un quadrimes-
tre de treball a temps complert1 a 40 hores setmanals durant 15 setmanes).
En el nostre cas després d’analitzar el temps calculat amb el diagrama de
Gantt corresponent a la planificació ens surten 1.264 hores, 664 hores de so-
bre dedicació.
Per fer una estimació del preu hora amb un cert sentit estimarem el sou
mig en 31.200e (24.000e base de cotització més impostos2), més un conjunt
aproximat de 1.738 hores corresponents al calendari laboral del 2010 de la
ciutat de Barcelona3.
Així doncs, amb aquestes dades el cost hora ens queda en:
31.200 e / 1.738 hores = 17, 95 e
1Tal i com es detalla a la guia docent de la FIB http://www.fib.upc.edu/fib/estudiar-
enginyeria-informatica/enginyeries-pla-2003/PFC/normativa/2.html.
2Extret de la web de la seguretat social.
3Calculat a partir del calendari laboral a Catalunya i els festius de Barcelona.
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Per tant, tal i com es mostra a la taula 5.1, el cost de recursos humans
per la realització d’aquest projecte es pot avaluar en, 22.688,8e.
Número hores Cost hora Cost total
1.264 hores 17,95e 22.688,8e
Taula 5.1: Càlcul cost total hores projecte.
Per altre banda, per la realització d’aquest projecte també s’han fet servir
altres recursos de caire material. Aquests altres recursos queden detallats en
la taula 5.2.
Concepte Cost
Ordinador portàtil 1.800e
Pantalla addicional 300e
Altre material 60e
Total 2.160e
Taula 5.2: Càlcul costos recursos materials.
El cost total estimat d’aquest projecte final de carrera queda de la següent
manera, taula 5.3.
Concepte Cost
Recursos humans 22.688,8e
Recursos materials 2.160e
Total 24.848,8e
Taula 5.3: Càlcul total de costos.
Capítol 6
Resultat i conclusions
En aquest capítol realitzarem un petit sumari a mode de resum del pro-
jecte on avaluarem el resultat del projecte i explicarem el camí seguit. Poste-
riorment farem una valoració dels objectius obtinguts.
D’altre banda en la secció de Treball Futur deixarem constància de la
feina que es podria realitzar i que no ha sigut possible realitzar en el marc
d’un PFC.
Finalment tancarem aquest capítol amb la meva valoració personal de la
realització d’aquest projecte final de carrera.
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6.1 Sumari
Hem intentant estructurar la memòria en concordança amb les diferents
etapes que ha anat vivint aquest projecte final de carrera, tant en el seu
moment en el temps com en el seu argument i contingut.
Aquest projecte neix d’una motivació personal que aflora en l’últim perío-
de de realització del gruix de les assignatures de la carrera (1.1). Una vegada
trobat el marc personal necessari per la seva realització es va buscar l’entorn
per la seva elaboració, i aquest va ser el grup de recerca en Storage del BSC
i el seu responsable el Toni Cortés, director d’aquest PFC.
Amb el director vàrem establir el camí a seguir i els objectius a assolir,
així com les seves diferents fases. Una vegada emmarcat el projecte es va
decidir la metodologia a fer servir per tal d’assolir els seus objectius.
Vàrem començar aquest PFC amb l’objectiu d’explorar les possibilitats
del desenvolupament en el sistema de fitxers de Windows, amb la meta de po-
der aconseguir realitzar el desenvolupament d’un prototipus que ens permetés
assolir el comportament del paradigma transaccional sota certes condicions.
Creiem que ho hem aconseguit.
Quan vàrem començar aquest projecte érem conscients que no seria pos-
sible realitzar un desenvolupament complert en el marc d’un PFC, però la
nostra intenció era veure i furgar dins del seu sistema de fitxers i aconseguir
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realitzar un model que sota les màximes de les situacions possibles aconse-
guís assolir la fita. La idea va ser començar a caminar pel recorregut que
ens havíem marcat i veure on ens anava portant, intentant solucionar tots
els problemes que anessin sorgint, veure què ens hi trobàvem i on ens enca-
minava.
Primerament i amb l’objectiu d’aconseguir obtenir una sòlida base abans
de començar a realitzar una primera aproximació a una possible solució, và-
rem dedicar un valuós període de temps a recollir informació i a estudiar
l’entorn i el marc en el que ens endinsàvem. D’aquesta fase sorgeix el capítol
de conceptes bàsics (capítol 2) de la memòria del PFC.
Una vegada assolits els coneixements mínims per poder afrontar la feina
a realitzar es va fer un anàlisi de la situació i es va proposar un primer model
sobre el que treballar i realitzar la implementació per endinsar-nos en el nucli
del PFC.
Pel que fa al període de desenvolupament d’aquest projecte final de carre-
ra, s’ha seguit un procés iteratiu que ha consistit en que una vegada proposat
un model s’ha treballat sobre ell per avaluar la seva correctesa i les seves pos-
sibilitats d’ampliació.
En el nostre cas es va realitzar primerament un model que posteriorment
es va mostrar com insuficient i amb certes mancances que van portar a la
seva redefinició, però que gràcies al coneixement adquirit com a conseqüència
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de la feina realitzada i a un nou període de recollida d’informació i de més
estudi ens va conduir cap a una solució adequada.
Dintre d’aquest procés iteratiu de desenvolupament, una vegada acon-
seguida una implementació del model final hem primat l’ampliació de nou
coneixement dins de l’entorn del kernel de Windows en lloc d’augmentar la
correctesa de la implementació en més situacions de treball.
Sota aquesta premissa i donat que el nostre prototipus funcionava correc-
tament sota un mínim de situacions de treball vàrem preferir en aquest punt
realitzar una sèrie d’optimitzacions sobre la nostra implementació.
De la mateixa manera el criteri seguit en aquestes optimitzacions va ser
l’exploració de les noves possibilitats per assolir-les en lloc de la seva ràpida
realització. Així s’explica, per exemple, la diferència d’implementació alhora
de fer servir estructures de dades tant en el Contenidor de fitxers (secció
4.4.1) com en el Write Mapping (secció 4.4.2).
Aquí és on voldríem destacar una constant en el nostre PFC, la cerca
constant de nous camins a explorar dins la seva realització, donat que l’ob-
jectiu principal és l’exploració en si mateixa i les seves conclusions i resultats.
Finalment hem aconseguit que el nostre prototipus funcionés correcta-
ment sota un entorn de treball amb crides de lectura i escriptura directes i
tanmateix hem aconseguit el seu complert funcionament sota la interacció
6.2 Valoració d’objectius 95
amb un software de tercers que fes servir l’entorn de les memory mapped
functions (el NotePad inclòs en Windows).
6.2 Valoració d’objectius
Així doncs pel que fa a la valoració dels objectius assolits en la realització
d’aquest projecte final de carrera podríem dir que han sigut més que positius.
En el desenvolupament d’aquest projecte hem avaluat i investigat sobre
les diferents possibilitats per desenvolupar en el nucli de Windows en refe-
rència al sistema de fitxers, provant el desenvolupament amb Filter Drivers,
amb minifilter drivers i fins i tot hem donat un cop d’ull a com s’aborda al
desenvolupament d’un sistema de fitxers sencer des de zero.
S’ha proposat un model dintre de l’entorn d’interaccions dels diferents
components del nucli de Windows per tal de gestionar les interrupcions de
modificació dels seus arxius.
També hem aprofundit en la base teòrica del sistemes transaccionals am-
pliant els coneixements adquirits sobre ells en la carrera en les assignatures
de Bases de Dades.
S’ha hagut de fer una bona tasca per arribar a assolir el coneixement
necessari per poder interaccionar amb els diferents elements que componen
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Windows i poder treballar amb ells. També s’han posat en marxa els conei-
xements adquirits en la carrera en referencia als Sistemes Operatius com a
base per la seva realització.
Hem hagut de conviure amb el que representa treballar sota un sistema
operatiu propietari amb totes les limitacions que això representa en termes
de falta de documentació complerta, codi font per consultar i manca d’infor-
mació en general.
Així doncs tal i com es pot comprovar en el sumari del projecte, hem
assolit les fites que ens havíem marcat amb escreix. Tot i això la naturalesa
inconformista fa que sempre vulguem més, però no hem de perdre de vista
el marc de realització d’aquest projecte. Dintre del que representa un PFC
ens donem per més que satisfets.
6.3 Treball futur
Farem servir aquesta secció típica de la memòria de realització d’un PFC
per explicar quina seria la feina a desenvolupar en el cas de continuar amb
el treball realitzat.
Degut al gran volum de treball que porta la realització d’un desenvolu-
pament des de zero en el nucli de Windows per una sola persona i la gran
heterogeneïtat en els entorns de treball, ens han anat sorgint diferents pro-
postes i línies de continuïtat en la feina que voldríem detallar.
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Després d’arribar al punt actual del projecte comencem a veure l’efecte
dels comentaris recollits en la fase inicial del projecte en el que es comentava
que una de les grans dificultats del desenvolupament en el sistema de fitxers
de Windows era la seva correcta adequació a totes les situacions.
En els comentaris de diferents desenvolupadors en aquest entorn sempre
es parlava de la senzillesa conceptual de les solucions que es proposen als
problemes a resoldre, però de les grans dificultats de portar-los a terme per
la gran varietat d’entorns de desenvolupament, llibreries i conjunt de pos-
sibilitats que ofereix Microsoft per la realització del software de tercers que
tracta amb el sistema de fitxers.
Tota aquesta amalgama es tradueix en una gran quantitat d’heterogene-
ïtat de crides i interrupcions dins del kernel de Windows per tal d’interac-
cionar amb el seu sistema de fitxers. En aquest punt ens agradaria fer un
estudi d’un conjunt de programes diferents per veure com interaccionen amb
el sistema operatiu per tal d’extreure conclusions i poder aconseguir que el
nostre model arribés a ser més genèric.
D’altra banda, de les últimes proves realitzades, hem observat la no uni-
formitat en el tipus d’interrupcions dins del mateix software, així com la
impossibilitat d’accedir a alguns FileObjects creats pel mateix programa, al-
hora que un gran volum d’interrupcions corresponents a crides de consulta
tant de fitxers mateixos com al directori on s’hi troben per part dels progra-
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mes que hi estan treballant.
El camí que emprendríem aniria en aquesta línia de treball per tal de
treure més aigua en clar del que està succeint.
6.4 Valoració personal
Deixant de banda el Projecte final de carrera com a exercici de revàlida
per a l’Enginyeria Informàtica per tal de posar de manifest que els estudiants
sabem aplicar els coneixements adquirits durant els estudis per tal d’assolir
coneixements teòrics i pràctics, així com competència professional, el Projec-
te final de carrera esdevé també, una bona experiència personal.
En el meu cas m’ha servit com a vehicle per poder portar a terme el meu
desig de tenir una experiència en la recerca, allunyar-me de la realització
de projectes amb l’únic objectiu del benefici econòmic i posar-me a treballar
amb l’únic objectiu de veure com funcionen les coses, què es pot fer amb elles
i de quina manera les podem fer servir.
Tanmateix m’ha permès treballar en un entorn de creativitat que m’ha
deixat gratament sorprès, on l’objectiu dels seus membres és veure on està el
limit de les coses.
Més enllà dels coneixements adquirits i del resultat obtingut, considero
que la part més important de la realització d’aquest PFC, ha sigut el camí
6.4 Valoració personal 99
en si mateix, que he intentat gaudir en cada moment.
L’experiència viscuda ha sigut molt gratificant i m’ha fet veure un altra
perspectiva de les coses a la que voldria donar continuïtat.

Apèndix A
Entorn de desenvolupament
Amb aquest capítol farem un petit recorregut per les necessitats alhora
de desenvolupar en el nucli de Windows i les seves possibilitats. Es pretén
descriure l’arquitectura, la configuració i els aplicatius utilitzats pel desenvo-
lupament d’aquest projecte final de carrera.
Ampliarem la informació subministrada en la secció 3.2, més orientada al
timeline de realització del projecte.
A.1 Windows Driver Kit
El Windows Driver Kit1 (WDK) i les interfícies del kernel a les que dó-
na suport són el model de programació pels desenvolupadors en el nucli de
Windows. Windows té diferents tipus de device drivers (controladors de dis-
positiu), cadascun amb les seves pròpies interfícies i competències. Saber
1http://www.microsoft.com/whdc/DevTools/WDK/default.mspx
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identificar el tipus de device driver que hem de fer servir és important per-
què, les interfícies de programació poden variar en funció del model, i les
normes relatives a allò que el driver pot fer poden canviar.
Hi ha diverses maneres de classificar els Windows device drivers. Una
possible manera és el rol en la pila de controladors que el driver pot seguir:
• Function drivers: Un function driver proporciona la funcionalitat bà-
sica de la pila de controladors. El function driver defineix la interfície
que la resta de controladors de la pila, el sistema i les aplicacions fan
servir. Per exemple, per un dispositiu físic, de hardware, un function
driver administra la comunicació amb el dispositiu.
• Filter drivers: Un filter driver situat sobre o sota un driver, proporciona
serveis addicionals o modifica el comportament d’un driver estàndard.
Els filter drivers són el tipus de driver utilitzat en aquest PFC. Per
ampliar es pot consultar la secció 2.4.2.
• Bus driver : Un bus driver enumera els dispositius d’un bus2 i arbitra
l’accés al bus. Molts dels bus drivers estan proporcionats pel sistema,
però també són comuns els bus drivers proporcionats per tercers. Un
exemple de bus driver proporcionat per tercers és un driver que crea
múltiples dispositius d’un sol dispositiu de hardware.
2Sistema digital que transfereix dades entre els components s’un ordinador o entre
ordinadors.
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Una altra possible classificació dels Windows device drivers és en funció
del seu model de programació. Els primers dos models de la llista següent
són per varis dispositius, la resta de models són per dispositius específics:
• Windows Driver Model (WDM): WDM és el model tradicional pels
device drivers de Windows, l’original. Era el subconjunt comú entre
Windows 98 i Windows NT, actualment especifica els drivers que han
sigut escrits amb les rutines de suport natives del kernel.
• Windows Driver Fundation (WDF): Amb el progressiu creixement del
WDM es va anar complicant la programació en el kernel de Windows.
Aleshores, Microsoft va decidir llençar un nou model de programació
que solucionés els problemes existents. WDM té dos implementaci-
ons: kernel-mode driver framework (KMDF) i el user-mode driver fra-
mework (UMDF).
• Legacy driver : Similar a WDM, però sense suport per Plug and Play i
administració d’energia.
• File system drivers: Categoria especial i segons Microsoft un dels més
difícils d’escriure. File system minifilters és el model recomanat pel
sistema de fitxers.
• Storage miniport drivers: Els tres conjunts principals de miniports
d’emmagatzematge són: SCSI ports, Storport i ATA port.
• Network drivers: Igual que els controladors d’emmagatzematge, els
controladors de xarxa tenen la seva pròpia interfície de programació.
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• Printer drivers: Els controladors d’impressió són una categoria especial
que s’executen en mode usuari i no s’ajusten al model de programació
de la resta dels controladors.
• Graphics drivers: Els controladors gràfics són una altra categoria es-
pecial de controlador i tenen les seves pròpies regles i interfície de pro-
gramació.
• Kernel-streaming drivers: Aquesta és una altra categoria única de con-
trolador. AVStream i Port Class Adapter són els models més comuns.
A.2 Arquitectura
Per desenvolupar a baix nivell en Windows és necessari un sistema per
testejar i debugar els nostres device drivers i un altre sistema per les tasques
d’implementació. Això és degut a que a l’hora de posar a prova les nostres
implementacions el sistema es pot tornar inestable i fins i tot, en cas d’errada
greu, arribar a ser inoperatiu, perdent així l’entorn d’implementació i havent
de recrear-lo cada cop que ens succeeixi. També ens trobem que debugar
afecta al funcionament normal del sistema operatiu impedint treballar amb
normalitat en la programació del device driver mentre es debuga.
Originalment l’arquitectura típica pel desenvolupament de device drivers
en Windows constava de dos màquines físiques connectades pel port de co-
municacions per tal d’enviar-se missatges i així la màquina de prova ser
controlada per la màquina on es desenvolupava i es debugava.
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Actualment, mitjançant la virtualització de les màquines i amb un hardwa-
re amb la suficient potència, podem configurar una màquina virtual (o un
conjunt d’elles amb les diferents versions de Windows que vulguem testejar)
per provar i debugar el nostre device driver, i fer que la màquina amfitriona
s’encarregui d’allotjar l’entorn de programació i debugació.
A partir d’ara anomenarem a la màquina virtual com a Target i a la mà-
quina amfitriona com a Host.
L’entorn fet servir per la realització del PFC ha sigut, un portàtil que
s’ha fet servir com a màquina Host, amb la següent configuració a destacar:
• Intel Core 2 Duo T7500 a 2.2GHz
• 3 GB de memòria RAM
• Tarja gràfica independent, NVIDIA Quadro FX 570M amb 256 Mb de
memòria RAM dedicada.
• 120 GB de disc dur.
• Windows 7 Ultimate (32-bit) com a sistema operatiu.
On s’ha instal·lat el software de virtualització VMware Player3 per tal de
crear el Windows Target pel testeig i la debugació del nostre minifilter driver.
3http://www.vmware.com/products/player/
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Tanmateix s’ha realitzat una instal·lació complerta del WDK tant en la
màquina Host com en la màquina Target per tal de poder compilar el codi
indistintament.
Passarem ara a detallar la configuració dels dos entorns que s’han fet
servir durant la realització del PFC.
A.3 Configuració
S’ha treballat amb dos entorns de desenvolupament, un de bàsic, simple-
ment amb les eines proporcionades pel WDK, i un altre de definitiu, aconse-
guint fer servir l’IDE (Integrated Develomment Environmet) Visual Studio
mitjançant el plugin de SysProgs, VisualDDK.
A.3.1 Configuració inicial
De la primera tongada de recollida d’informació de l’entorn de desenvolu-
pament i per tal de poder començar a donar un cop d’ull al seu funcionament
i als exemples proporcionats dins del WDK, es va realitzar una configuració
inicial de treball simplement amb les eines proporcionades pel WDK. Això
va ser així perquè vàrem veure que l’IDE de Microsoft, el Visual Studio, es-
tà principalment concebut pel desenvolupament d’aplicacions a alt nivell, i
el seu debugador natiu no permet depurar el sistema operatiu en mode kernel.
Així doncs, les primeres proves es van realitzar fent servir un simple editor
de text per tal de poder escriure codi i directament el depurador en mode
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kernel del WDK, el WinDbg, per tal de depurar-les.
La configuració de l’entorn consta de diferents fases, aquí realitzarem un
petit resum de les parts més significatives portades a terme per nosaltres.
Partirem de la situació inicial en que ja es té configurat un sistema ope-
ratiu Host amb una màquina virtual Target amb el seu sistema operatiu
instal·lat. També assumirem que s’ha instal·lat el WDK en totes dues mà-
quines amb la seva configuració per defecte.
Aleshores s’ha de configurar el Target perquè es pugui comunicar amb el
WinDbg del Host mitjançant una pipe4 que simuli la comunicació pel port
sèrie. Per tal de crear la pipe hem d’obrir els paràmetres de configuració de
la nostra màquina virtual dins el VMware Player i en la finestra del disposi-
tiu Serial Port deixar les diferents opcions tal i com es mostra en la figura A.1.
4Pipe: cadena de processos connectats de forma que la sortida de cada element és
l’entrada del pròxim.
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Figura A.1: Configuració de la pipe de comunicació del Target en VMware.
Una altra part important és configurar el sistema operatiu de la màquina
Target per tal que arrenqui en mode debugger (depuració). Per aconseguir-
ho tenim l’aplicació BCDEdit5 inclosa en Windows 7 que ens permet editar
la configuració de l’arrancada de Windows. BCDEdit substitueix a Bootcfg
des de Windows Vista.
5http://technet.microsoft.com/en-us/library/cc709667(WS.10).aspx
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Primerament s’afegeix l’entrada per l’arrencada:
$> bcded i t /copy { cur rent } /d ’’Remote Debug Entry’’
Que retorna un missatge similar a aquest:
$> The entry was s u c c e s s f u l l y copied
to { f24fd1b9−0a15−11df−a08f−de1b81e30129 } .
On {f24fd1b9-0a15-11df-a08f-de1b81e30129} és l’identificador de la nova
entrada afegida i que després farem servir per tal de configurar-la perquè
actuï de forma remota de la següent manera:
$> bcded i t / s e t { f24fd1b9−0a15−11df−a08f−de1b81e30129}
debugtype s e r i a l
$> bcded i t / s e t { f24fd1b9−0a15−11df−a08f−de1b81e30129}
debugport 1
$> bcded i t / s e t { f24fd1b9−0a15−11df−a08f−de1b81e30129}
baudrate 115200
$> bcded i t /debug { f24fd1b9−0a15−11df−a08f−de1b81e30129} on
Finalment hem de configurar l’arrencada del WinDbg per tal que faci
servir la pipe per rebre els missatges del Target i poder depurar-lo. Hi ha
diverses maneres de fer-ho. En el nostre cas vàrem crear un fitxer script6
d’extensió .bat amb la següent seqüencia de comandes:
cd "C:\Program Files\Debugging Tools for Windows (x86)"
s t a r t windbg . exe −b −k com : pipe , port =\\.\ pipe \com_1 , r e s e t s=0
−y SRV∗c : \Debug\Web∗http : //msdl . m i c ro so f t . com/download/
symbols
6Arxiu de processament per lots. Seqüència de comandes interpretades pel sistema
operatiu i usualment escrites en un fitxer de text pla.
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On amb la primera comanda ens situem en el directori on es troba el
WinDbg:
cd "C:\Program Files\Debugging Tools for Windows (x86)"
Posteriorment cridem al WinDbg amb els paràmetres:
• -b: Que interromp immediatament al Target.
• -k com:pipe,port=\\.\pipe\com_1,resets=0 : Que indica alWinDbg que
faci servir una comunicació de tipus pipe amb el mateix port virtual
establert en el VMware Player.
• -y SRV*c:\Debug\Web*http://msdl.microsoft.com/download/symbols:
Amb el que li diem on ha de guardar els símbols que necessita del
sistema operatiu (c:\Debug\Web) i on ha d’anar a descarregar-los: el
recurs de Microsoft http://msdl.microsoft.com/download/symbols.
I aquesta podríem dir que és la configuració bàsica de treball pel desenvo-
lupament en el kernel de Windows, és el que es troba referenciat a les pàgines
de documentació de Microsoft.
A.3.2 Configuració final
Després de portar un cert temps treballant amb la configuració inicial,
vàrem decidir aprofundir una mica més per tal de poder fer servir el Visual
Studio per la implementació del nostre prototipus.
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En un primer moment vàrem trobar informació per tal de poder canviar
el depurador inclòs amb el Visual Studio pel WindDbg, però al final vàrem
trobar referències del software de lliure distribució VisualDDK 7 de l’empresa
SysProgs. Bàsicament VisualDDK amplia i configura tant el Visual Stu-
dio com la màquina Target virtual per poder desenvolupar en el kernel de
Windows. Entre d’altres coses porta un connector, un monitoritzador de
màquines virtuals, un configurador per l’arrencada del Target i un assistent
per la creació de projectes. La millor manera d’aproximar-se a VisualDDK
és mitjançant la seva pàgina web i la seva documentació.
Gràcies al VisualDDK es poden fer servir algunes de les característiques
del VisualStudio com la inclusió de punts d’interrupció, la consulta de vari-
ables, poder col·locar visualitzadors de l’estat de les variables, el suport en
l’escriptura de codi i la visualització de tots els paràmetres dels objectes que
es fan servir, entre d’altres coses.
7http://visualddk.sysprogs.org/

Apèndix B
Eines de suport al
desenvolupament
En aquest apartat volem fer cinc cèntims de les eines que han servit de
suport en la realització d’aquest PFC.
D’una banda trobarem dos aplicatius realitzats per l’expert en Windows
system software Ladislav Zezula1 alliberats per a la comunitat i eines in-
dispensables pel desenvolupament en el sistema de fitxers de Windows i el
desenvolupament de Filters.
D’altra banda trobarem una petita referència a la llibreria SGLIB2 que
s’ha fet servir per implementar la llista ordenada pels Write mapping (secció
4.4.2).
1http://www.zezula.net
2http://sglib.sourceforge.net/
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B.1 FileTest
FileTest és un aplicatiu que ens permet realitzar crides interactives a les
API (Interfície de programació d’aplicacions) de Win32 i a les NT APIs que
realitzen sol·licituds al sistema de fitxers.
Bàsicament és un conjunt de finestres organitzades en forma de pestanyes
on podem omplir els diferents paràmetres de totes les crides al sistema de
fitxers en forma de camps.
Trobem la interfície per poder realitzar les crides per obrir i/o crear un
fitxer com CreateFile3 i NTCreateFile4, les crides d’escriptura WriteFile5 i
NTWriteFile6 i les de lectura de fitxers ReadFile7 i NTReadFile8 que han
sigut molt utilitzades durant la realització d’aquest PFC.
En la figura B.1 mostrem una captura de pantalla de FileTest on es pot
observar la seva interfície per a la crida de l’API de Win32 CreateFile a mode
d’exemple.
3http://msdn.microsoft.com/en-us/library/aa363858(VS.85).aspx
4http://msdn.microsoft.com/en-us/library/bb432380(VS.85).aspx
5http://msdn.microsoft.com/en-us/library/aa365747(v=VS.85).aspx
6http://msdn.microsoft.com/en-us/library/ff557714(VS.85).aspx
7http://msdn.microsoft.com/en-us/library/aa365467(VS.85).aspx
8http://msdn.microsoft.com/en-us/library/ff556706(VS.85).aspx
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Figura B.1: Captura de la finestra de suport a la crida Createfile per part de
FileTest.
B.2 FileSpy
FileSpy és una interfície gràfica d’usuari pels filter drivers FSpy.sys i
MSpy.sys que ens permet monitoritzar l’activitat del sistema de fitxers de
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Windows.
En entorns Microsoft l’eina més coneguda per la monitorització del sis-
tema de fitxers és FileMon, eina desenvolupada per Mark Russinovich i que
ofereix Microsoft9. FileSpy, però, està més orientada als desenvolupadors i
ofereix més funcionalitats que Filemon pel desenvolupament en el sistema de
fitxers de Windows.
En línies generals FileSpy ens permet escollir entre els diferents processos
que s’estan executant, entre les crides que es volen monitoritzar i entre els
volums que es desitja atendre. Una vegada escollits aquests ítems FileSpy
anirà mostrant en temps real l’activitat del sistema de fitxers on podrem veu-
re informació com el tipus d’interrupció, la IRP que es genera, els elements
afectats, el seu estat, etc.
En les figures B.2 i B.3 es mostra una captura de FileSpy seccionada per
tal de poder mostrar-la amb claredat. En aquesta figura es pot observar
l’obertura, l’escriptura i el tancament d’un fitxer mitjançant FileTest i l’o-
bertura mitjançant el Notepad. Es pot veure les IRPs generades, el path del
fitxer obert, l’estat (STATUS) de cadascuna de les interrupcions i tota la
resta d’informació que ens mostra FileSpy.
9http://technet.microsoft.com/en-us/sysinternals/bb896642.aspx
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Figura B.2: Part I i II d’una captura de FileSpy.
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Figura B.3: Part III d’una captura de FileSpy.
B.3 SGLIB
SGLIB és una llibreria en C que ofereix implementacions per les estruc-
tures de dades: matrius, llistes enllaçades, llistes enllaçades ordenades, llistes
doblement enllaçades, arbres vermell-negre i taules de Hash.
En el nostre projecte hem fet servir la llibreria SGLIB per tal d’imple-
mentar el Write mapping (secció 4.4.2) i de pas veure com poder incloure i
fer servir llibreries alienes en el desenvolupament de minifilter drivers.
En aquest cas la seva implementació ha sigut senzilla, vàrem testejar al-
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tres llibreries que ens eren més complicades de fer servir. Amb SGLIB es van
haver de fer petites modificacions en el seu codi font.
En SGLIB tots els algoritmes estan implementats en forma de macros
parametritzades pel seu tipus d’estructura de dades i per la seva funció de
comparació (comparator function).
En el nostre cas, al fer servir una llista enllaçada ordenada, hem hagut
d’encarregar-nos de la definició del camp ”següent” (next_ptr) tal i com es
pot veure en la declaració del tipus de dades WRITING_LIST que mostrem
en el codi explicatiu B.1.
1 typedef struct _WRITING_LIST {
2
3 LONGLONG o f f s e t ;
4
5 ULONG length ;
6
7 struct _WRITING_LIST ∗next_ptr ;
8
9 } WRITING_LIST, ∗PWRITING_LIST;
Codi explicatiu B.1: Definició de WRITING_LIST.
En el nostre cas hem definit la comparator function mitjançant l’offset de
la WRITING_LIST, tal i com es mostra en B.2.
1 #define ILIST_COMPARATOR( e1 , e2 ) ( e1−>o f f s e t − e2−>o f f s e t )
Codi explicatiu B.2: Definició de la comparator function.
SGLIB permet dos nivells de macros, la interfície level 0 que ens pre-
senta una col·lecció de macros genèriques o la interfície level 1, que genera
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funcions en C per a cada tipus particular. La interfície level 0 generalment
està paramatritzada per algun tipus de C (normalment una estructura de
C ) i és aquest el motiu pel que no poden ser aplicades per funcions de C. La
interfície level 1 només es pot fer servir si el tipus base es declarat mitjançant
un identificador únic o si s’ha definit un typedef per a ell. D’altra banda, per
exemple, les taules de Hash només es poden fer servir sota interfície level 1.
És qüestió de gust i necessitats fer servir una interfície o una altra, nosaltres
hem optat per la interfície level 1 per ser la més complerta, encara que la
més farragosa de fer servir.
La interfície level 1 consta de dues etapes. Primer s’ha d’invocar una ma-
cro genèrica per un tipus de dades determinat i després ja es poden fer servir
una col·lecció de funcions generades per la macro. El nom de les funcions es
composa del nom del tipus base donat per l’usuari.
En el nostre cas, primerament hem definit aquestes macros pels prototips
i les funcions mitjançant el nostre tipus de dades WRITING_LIST, codi
d’exemple B.3.
1 SGLIB_DEFINE_SORTED_LIST_PROTOTYPES(WRITING_LIST,
2 ILIST_COMPARATOR, next_ptr )
3
4 SGLIB_DEFINE_SORTED_LIST_FUNCTIONS(WRITING_LIST,
5 ILIST_COMPARATOR, next_ptr )
Codi explicatiu B.3: Definició de les macros per les funcions de SGLIB.
Una vegada ja tenim el nostre tipus de dades definit (WRITING_LIST ),
la comparator function (ILIST_COMPARATOR) i la definició de les nostres
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macros, ja podem fer servir la nostra llista enllaçada ordenada mitjançant
funcions del tipus: SGLIB_tipus_funcionalitat, com per exemple, el codi per
afegir un nou element a la llista, B.4.
1 FLT_PREOP_CALLBACK_STATUS
2 TxPreWrite (
3 __inout PFLT_CALLBACK_DATA Cbd ,
4 __in PCFLT_RELATED_OBJECTS FltObjects ,
5 __deref_out_opt PVOID ∗CompletionContext
6 )
7 {
8 . . .
9
10 PWRITING_LIST l ;
11 . . .
12
13 sglib_WRITING_LIST_add(&ContainerElement−>Writ ingList , l )
;
14
15 . . .
16 }
Codi explicatiu B.4: Ús de la funció sglib_WRITING_LIST_add.
Per poder fer servir SGLIB en el nostre projecte hem hagut de modificar
algun dels seus tipus de dades pels que es fan servir en el desenvolupament
en mode kernel per part de Microsoft. Aquest ha sigut el cas del tipus int
que ha hagut de ser substituït pel seu equivalent, el tipus LONGLONG. En
l’exemple B.5 es mostra el codi original de la macro de SGLIB per afegir
elements a una llista enllaçada i la seva modificació.
1 #define SGLIB_SORTED_LIST_ADD( type , l i s t , elem , comparator ,
2 next ) {\
3 type ∗∗_e_;\
4 int _cmpres_ ; \
5 SGLIB_SORTED_LIST_FIND_MEMBER_OR_PLACE( type , l i s t , elem ,
6 comparator , next , _cmpres_ , _e_) ; \
7 ( elem )−>next = ∗_e_;\
8 ∗_e_ = ( elem ) ; \
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9 }
Que queda:
1 #define SGLIB_SORTED_LIST_ADD( type , l i s t , elem , comparator ,
2 next ) {\
3 type ∗∗_e_;\
4 LONGLONG _cmpres_ ; \
5 SGLIB_SORTED_LIST_FIND_MEMBER_OR_PLACE( type , l i s t , elem ,
6 comparator , next , _cmpres_ , _e_) ; \
7 ( elem )−>next = ∗_e_;\
8 ∗_e_ = ( elem ) ; \
9 }
Codi explicatiu B.5: Exemple de modificació del codi de SGLIB.
D’altra banda, vàrem haver d’establir el punter al tipus _ce_ a NULL,
en la macro d’obtenció de la longitud d’una llista, per tal que ens passés el
builder de Microsoft, exemple B.6:
1 #define SGLIB_LIST_LEN( type , l i s t , next , r e s u l t ) {\
2 type *_ce_ = NULL; \
3 ( r e s u l t ) = 0 ;\
4 SGLIB_LIST_MAP_ON_ELEMENTS( type , l i s t , _ce_ , next ,
5 ( r e s u l t )++); \
6 }
Codi explicatiu B.6: Segon exemple de modificació del codi de SGLIB.
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