System Identification for Model Predictive Control of Building Region Temperature by Ellis, Matthew J et al.
Purdue University
Purdue e-Pubs
International High Performance Buildings
Conference School of Mechanical Engineering
2016
System Identification for Model Predictive Control
of Building Region Temperature
Matthew J Ellis
Johnson Controls, United States of America, matthew.j.ellis@jci.com
Michael J Wenzel
Johnson Controls, United States of America, mike.wenzel@jci.com
Robert D Turney
Johnson Controls, United States of America, Robert.D.Turney@jci.com
Follow this and additional works at: http://docs.lib.purdue.edu/ihpbc
This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.
Complete proceedings may be acquired in print and on CD-ROM directly from the Ray W. Herrick Laboratories at https://engineering.purdue.edu/
Herrick/Events/orderlit.html
Ellis, Matthew J; Wenzel, Michael J; and Turney, Robert D, "System Identification for Model Predictive Control of Building Region
Temperature" (2016). International High Performance Buildings Conference. Paper 218.
http://docs.lib.purdue.edu/ihpbc/218
3583, Page 1
System Identification for Cascaded Model Predictive Control of Building
Region Temperature Applications
Matthew J. ELLIS1*, Michael J. WENZEL1, Robert D. TURNEY1
1 Johnson Controls Inc.; Technology and Advanced Development, Building Efficiency,




A system identification procedure is presented for identifying the models used in a cascaded model predictive control
(MPC) architecture for airside demand response. In the cascaded MPC approach, the application considered is tem-
perature control of a region, which is a collection of zones served by the same air handling unit. The outer loop MPC
leverages a dynamic model to predict the region temperature and the corresponding power consumption required to
produce the cooling duty for the region. Subsequently, the outer loop MPC determines a power profile that optimizes
the energy costs by appropriately shifting the cooling load while maintaining occupant comfort constraints. The power
profile is sent to the inner loop MPC, which is also formulated with a dynamic model. The inner loop MPC adjusts
the region temperature setpoint to force the actual power consumption to track the desired power profile. In the de-
veloped system identification approach, two grey-box models are developed that capture the relevant dynamics on the
time-scale of interest for the outer and inner loop MPCs. The grey-box models are parameterized, and the resulting
model parameters are fit to input-output data for a particular region application so that the resulting model accurately
predicts the temperature and power consumption of the region. State and disturbance estimation, which is required by
the MPCs, is performed via a Kalman filter with a steady-state Kalman gain.
1. INTRODUCTION
Model predictive control (MPC) is a promising technology for energy cost optimization of buildings because it pro-
vides a natural framework for optimally controlling such systems to minimize the energy cost while meeting system
constraints (Ma et al., 2012; Mendoza-Serrano & Chmielewski, 2012; Touretzky & Baldea, 2014; Patel et al., 2016,
in press). For a review of MPC for heating, ventilating, and air conditioning (HVAC) control systems, refer to (Afram
& Janabi-Sharifi, 2014) and for a general reference on MPC, refer to (Rawlings & Mayne, 2009). In particular, eco-
nomic MPC is an MPC framework where an economically motivated cost function may be specified in the MPC
problem (Rawlings et al., 2012; Ellis et al., 2014, in press), which is desirable in airside demand response since the
ultimate goal is to reduce the energy costs.
In airside demand response (i.e., using building mass as passive thermal energy storage), the cooling load is shifted
through pre-cooling in an optimal way such that energy cost is minimized while meeting the temperature comfort
constraints. In a supervisory control layer (i.e., the control layer above the building automation system and zone
level control layers), the variable that is modulated in order to minimize cost is the temperature setpoint and the
building parameters that are measured are the zone temperatures and the buildings power usage. A model is needed to
implement an economic MPC to predict how changes in the temperature setpoints affect the region temperature and
building power.
In our previous work (Turney & Wenzel, 2012), a cascaded MPC framework capable of performing airside demand
response (i.e., load shifting) to respond to time-varying energy prices was developed. Specifically, the cascaded MPC
provides temperature setpoints to a region of a building to minimize the energy cost where a building region is defined
as a collection of HVAC zones served by the same air handling unit (Turney & Wenzel, 2012). The outer loop MPC
computes a power profile to minimize the energy cost while ensuring that the region temperature is maintained within
its comfort constraints. The inner loop MPC receives the power profile from the outer loop MPC and manipulates
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the region temperature setpoint to ensure that the region power consumption tracks the power profile. The region
temperature setpoint are subsequently sent to the zone-level temperature controllers.
Since both MPCs require a predictive model, a modeling framework and system identification (SI) methodology must
be developed that is capable of accurately predicting the energy usage and region temperature for a diverse range of
building regions. The model is arguably the most important part of MPC because it is used to predict the future system
state and output trajectory to determine the optimal input trajectory. Without an accurate model, the computed control
actions will be suboptimal and may even lead to an unstable closed-loop system. In this work, a system identification
procedure for identifying the models in the outer and inner loop MPCs is developed. The approach leverages two
grey-box models developed to capture the relevant dynamics on the time-scale of interest for the outer and inner loop
MPCs. The grey-box models are parameterized, and the resulting model parameters are fit to input-output data for
a particular region application. State and disturbance estimation, which is required by the MPCs, is performed via a
Kalman filter with a steady-state Kalman gain estimated through the developed SI procedure.
In the developed SI procedure, the model parameters and Kalman gains of each grey-box model are updated in a
sequential fashion. The significant disturbances affecting the region temperature (e.g., outside temperature and occu-
pancy) may typically be considered as slowly varying disturbances with respect to the control time-scale. To prevent
steady-state offset in the identified model caused by the slowly time-varying disturbance, a high-pass filter is applied
to the input-output data to filter out the effect of the disturbance. The model parameters are subsequently computed
from the filtered input-output data without the Kalman filter applied. The Kalman gain is also adjusted as the model
parameters are updated to ensure stability of the resulting state estimator and for optimal estimation. After the model
parameters are computed, the steady-state Kalman gain matrix is parameterized, and the parameters are updated using
the prediction error method with the unfiltered input-output data and the updated model parameters. The Kalman gain
update methodology is advantageous because it avoids the need to estimate the noise statistics. Owing to the fact that
there is only a limited number of model parameters, the overall system identification procedure proves to be a practical
methodology because it does not require several weeks of input-output data to identify the system parameters.
2. PRELIMINARIES
An overview of the SI concepts and the cascaded MPC design for HVAC region temperature control is presented.
2.1 Notation
The set of integers is denoted by I and the set of positive integers is denoted by I≥0. Boldface letters are used to
represent a sequence with cardinality N ∈ I≥0 (i.e., x := {x(0), . . . , x(N − 1)}). The notation x̂(i|k) is used to
represent the predicted value of x at time step i using information (i.e., measurements) obtained at time step k where
i ≥ k. The notation ·∗ (e.g., x∗) denotes an optimal quantity with respect to some optimization problem.
2.2 Background on System Identification
The class of system models used in both the outer and inner loop MPCs is given by the following discrete-time linear
time-invariant system:
x(k + 1) = Ax(k) +Bu(k) (1a)
y(k) = Cx(k) +Du(k) (1b)
where k ∈ I≥0 is the time index, x(k) ∈ Rn is the state vector, y(k) ∈ Rp is the measured output, and u(k) ∈ Rm
is the input vector. The measured output of the system is assumed to be synchronously measured. For simplicity, the
measured outputs of the HVAC region temperature control application considered here are assumed to be the region
temperature and the electrical power consumption. In practice, flow measurements would be used as a proxy for power
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where TR is the region temperature, Tz,i is the ith zone temperature, wi ∈ [0, 1] is a weighting factor such that∑nz
i=1 wi = 1, and nz is the number of zones in the region.
Two issues need to be addressed to use the system model in a predictive controller. First, a methodology to obtain
the model parameters must be developed. Second, a state estimator capable of estimating the state given current and
past input and output values must be designed. Using the state estimate, the model (1) may be initialized to make
predictions of the system evolution for a given input trajectory within the MPC problem. System identification (SI)
is the process used to determine the model and its parameters. SI often relies on manipulating the system inputs in
an open-loop fashion, and observing the outputs of the system to subsequently regress model parameters based on the
input-output data. Usually, it is also desirable to determine the stochastic characteristics of the disturbances, so that a
state estimator, e.g., Kalman filter, may be designed.
Mathematically, SI maps input-output data, denoted by Z, to a modelM∗ where the set of all possible models,M(θ),
is parameterized by the vector θ ∈ DM ⊂ Rd and DM is the domain ofM. For the class of linear models described
by (1), an approach is to parameterize the system matrices and use a linear state estimator where the gain of the state
estimator may also be viewed as parameters that must be determined. The resulting parameterized model,M(θ), is
given by:
x̂(k + 1|k) = A(θ)x̂(k|k − 1) +B(θ)u(k) +K(θ) (y(k)− ŷ(k|k − 1)) , (3a)
ŷ(k|k − 1) = C(θ)x̂(k|k − 1) +D(θ)u(k), (3b)
x̂(0|0) = x0(θ) (3c)
where θ ∈ DM, K(θ) is the parameterized estimation (Kalman) gain, x0(θ) is the parameterized initial state, and
x̂(k|k−1) is a state estimated for the kth time step using a measurement obtained at the (k−1)th time step. While the
state estimator gain may be time-varying in general, a steady-state gain, (i.e., steady-state Kalman gain) is used.
To reduce the space of possible models and model parameters, it is often possible to leverage system knowledge to
develop a general modeling framework (e.g., through first principles) that is capable of describing a class or family
of similar applications. Then, the resulting modeling framework may be parameterized and the model parameters
determined for each specific application through SI. This modeling approach is referred to as grey-box modeling. In
a black-box modeling approach on the other hand, each element of the system matrices of (3) are determined, which
typically results in substantially more model parameters that have to be identified. Because the amount of input-
output data required to properly identify model parameters generally scales with the number of parameters, a grey-box
modeling approach is adopted for the HVAC region temperature control application.
With the parameterization of system matrices (A, B, C, and D), the estimator gain (K), and the initial state (x0) and
through the adoption of a grey-box modeling approach, the SI problem involves determining the parameter vector,
θ, that minimizes prediction error or some function of prediction error using forward prediction procedure with the








`(y(k)− ŷ(k|k − 1)) (5)
where ` is a non-negative cost function of the prediction error or residual and ŷ(k|k − 1) is the predicted output using
the model (3). To summarize, the goal in offline or batch SI is to identify a model, described by the parameter vector,
θ∗, that minimizes the cost function (5), over all the available input-output data Z. This SI approach is referred to as
the prediction error method (PEM) (Ljung, 1999).
The most common cost function used in (5) is the square of the residuals:
`(r(k)) = `(y(k)− ŷ(k|k − 1)) = ‖y(k)− ŷ(k|k − 1)‖22 (6)
where r(k) ∈ Rp is the residual (i.e., the prediction error) at time k. Using the cost function (6), the objective func-
tion (5) represents the standard sum of squares. When the residuals are independently and identically distributed
random variables from a normal distribution, the cost function of (6) is optimal from a statistical point-of-view
(e.g., (Nocedal & Wright, 2006)).
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Figure 1: A block diagram of the cascaded MPC scheme developed for airside demand response.
2.3 Cascaded MPC for Airside Demand Response
A brief overview of the cascaded MPC architecture is given to provide the reader with some background on the
cascaded MPC approach for airside demand response. A block diagram of the approach is shown in Fig. 1. The outer
loop MPC, using the electricity price and demand charge (pc and pd, respectively) and the measurements of the region
temperature and power, is responsible for computing a power profile that minimizes the energy costs over a prediction
horizon. Specifically, the outer loop MPC computes the amount of power the HVAC system should defer, PD, relative
to the predicted power required to maintain the region at a constant temperature. Using this convention, the region
temperature is expected to increase if PD > 0, expected to decrease if PD < 0, and expected to stay constant if
PD = 0. Leveraging historical data, the prediction power required to maintain a constant region temperature, PC may
be predicted. The power required to maintain a constant region temperature is a function of the difference between
the ambient air temperature, TOA, and the region temperature, TR, (PC(TOA − TR, t) where t is the continuous
time). A detailed description of this load calculation is beyond the scope of this paper; see, for example, for one
such load prediction methodology (ElBsat & Wenzel, 2016, in press). From PC and PD, a desired power profile,
Psp = PC − PD, may be computed, which is sent to the inner loop MPC. The inner loop MPC, implemented with
a smaller sampling period, manipulates the region temperature setpoint, Tsp, to force the region power consumption
profile track the desired power profile. The dynamic models used in each MPC are described in the next section where
the SI methodology is described.
The outer loop MPC is an economic MPC formulated with an objective function that represents the predicted electrical








s.t. x(i+ 1) = Ax(i) +Bu(i) (7b)
y(i) = Cx(i) +Du(i) (7c)
Hxx(i) +Huu(i) ≤ g (7d)
x(0) = x̂(k|k − 1) (7e)
where N ∈ I≥0 is the prediction horizon, the input being computed in the problem is the deferred power profile,
pc,i is the electricity usage price, which may be time-varying, and pd is the demand charge. A time-varying weight,
wd,k, may be added to account for a potential discrepancy between the prediction horizon of the MPC and the time
horizon over which the demand charge is imposed. The polyhedral constraint (7d) describes the temperature comfort
constraints, bound constraints on the amount of power that may be deferred, rate of constraints, etc.
With slight abuse of notation, the formulation of the inner loop MPC is presented using similar notation as the outer
loop MPC. Nevertheless, the MPC parameters, model, and constraints used in each formulation are different. The
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r∆u(u(i)− u(i− 1))2 (8a)
s.t. x(i+ 1) = Ax(i) +Bu(i) (8b)
y(i) = Cx(i) +Du(i) (8c)
Hxx(i) +Huu(i) ≤ g (8d)
x(0) = x̂(k|k − 1) (8e)
where the input that is determined is the region temperature setpoint. The temperature setpoints are then provided to
the HVAC zone-level temperature controllers to ensure that the zones of the region track the region temperature. The
cost function used in the inner loop MPC penalizes the deviation of the predicted power from its corresponding desired
power profile and penalizes the rate of change of the input.
The two MPCs operate over different time-scales in the sense that the outer loop MPC operates with a larger sampling
period and longer prediction horizon to account for the time-scale needed for airside demand response (i.e., it requires
a relatively large horizon to properly shift the airside cooling loads). The inner loop MPC operates with a smaller
sampling period to ensure that the region power tracks the profile computed by the outer loop MPC. Both MPC
schemes are implemented in a receding horizon fashion. At each time step k, a state estimate is received from the state
estimator and used to initialize the dynamic model embedded in the optimization problem. The MPC problem is solved
to obtain the input trajectory over the prediction horizon, which is denoted by u∗ = {u∗(0|k), . . . , u∗(N − 1|k)}. The
input, u∗(0|k), is applied to the system and remaining inputs of the trajectory are discarded. At the next time step, the
problem is resolved using an updated state estimate.
3. SYSTEM IDENTIFICATION FOR MODELS IN CASCADED MPC FOR AIRSIDE
DEMAND RESPONSE
The SI procedure adapted for the models used in the cascaded MPC is described in this section. The input-output
data was generated with a higher-order region model. Also, substantial measurement noise was added to the output
measurements to help demonstrate the robustness of the approach.
3.1 Offset from Unknown Disturbances
When identifying the inner and outer loop MPC models, it is important that the models capture the transients induced
by the controlled input. However, the system steady-state is strongly dependent on external forcing factors, which may
be considered as disturbances. The heat load generated by the region occupants, the heat from electrical power dissi-
pation, and the heat exchange with the ambient are all driving forces that influence the region temperature and power
consumption. Since these factors evolve on a slow time-scale and are difficult to directly measure (with exception to
the ambient air temperature), they are considered to be slowly time-varying disturbances. However, these heat sources
need to be captured in the model since they affect the steady-state power usage for a given temperature.
To address slowly varying disturbances, one may include an integrating disturbance model in the system model (1).
This is equivalent to differencing the data (Ljung, 1999). However, differencing the data may amplify high frequency
noise especially near the Nyquist frequency, and the SI algorithm will artificially focus on the high frequency modes.
An alternative method is to use a high-pass filter, which filters out the slowly varying disturbance while having a
constant gain in the passband. This approach is more desirable than differencing the data, because the filter described
by differencing the data has a gain that increases with frequency through the entire spectrum. The high-pass filter
selected to filter out the slowly varying disturbance is a high-pass fourth order Bessel filter given by:
H(s) =
105s4




where ωc is the desired cutoff frequency.
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To help explain the effectiveness of applying the high-pass filter, consider any linear system. Applying the filter to the
input and output only affects the noise and the excited frequencies of the system. If the output for a given input and
disturbance is given by:
y = L{u, d} (10)
where L is the linear system mapping the input and disturbance to the output, then the filtered output after applying
the filter to the input and disturbance is given by:
H(y) = L{H(u), H(d)} . (11)
Thus, the filter, H , may be designed such that H(u) excites the necessary modes of the system, but H(d) is near zero
if the disturbance is sufficiently slowly varying. The result is that the disturbance does not affect the results.
Two important considerations should be accounted for when designing the filter and selecting the input trajectory/signal
that will be used to drive the system during the identification experiment. First, the input should have a frequency spec-
trum outside the stopband of H . In other words, H(u) must be nonzero and excite the modes of the system that are
to be identified. Additionally, it is important to note that it may be difficult to identify any modes that are at the same
frequency as the disturbance. As discussed above, the significant disturbances in the airside demand response models
are slowly moving. Therefore, it is possible to identify the system dynamics in the presence of the disturbances by
using the high-pass filter (9) prior to using the prediction error method for system identification.
3.2 SI Procedure for Models in the Cascaded MPC
The first step in the SI procedure involves exciting the system by varying the system inputs and collecting the measured
outputs. A pseudo-random binary signal (PRBS) is used to generate the setpoint trajectory. Other methods for gener-
ating the excitation signal have also demonstrated to be effective, but are not presented due to space limitations. In the
region temperature control application, it is desirable to make small changes to the setpoint to prevent discomfort of
the region occupants during the identification experiment. However, the magnitude of the region temperature setpoint
variation required to properly identify the model parameters depends on the signal-to-noise ratio. After collecting
input-output data collected from the identification experiment, the input-output data is divided into two sets: a training
data set and a validation data set.
The high-pass filter (9) is applied to the input-output training data to obtain the filtered input-output data (i.e., yf =
H(y) and uf = H(u)). Since the high-pass filter removes the slowly varying disturbance, the resulting system
matrices may be identified with the filtered data. The system matrices A, B, C, and D of the grey-box model are
parameterized. To initialize the dynamic model within the prediction error method, the initial states may either be
estimated or may be pre-specified. The former approach is often a simpler method when prefiltering is used, but adds
additional parameters that need to be identified. In the latter approach, care must be taken if prefiltering is performed
because the state corresponds to the state of the system with the filtered input and output data. This can cause the
states to lose physical meaning making it difficult to supply good initial values. Owing to this reason, the initial states
are parameterized and estimated.
For the inner and outer loop MPCs, a state estimator gain will be required so that the state estimate may be adjusted
based on measurement errors. The estimator gain can be parameterized and estimated along with the parameters of
the system matrix using the prediction error method, which results in an estimate of the optimal steady-state Kalman
gain. Since applying a prefilter to the input and output data changes the noise properties, the Kalman gain computed
for the filtered system is not generally the same as the optimal one for the unfiltered system. Instead of estimating
the system matrices and the Kalman gain simultaneously, the system matrices are computed first. Subsequently, the
optimal Kalman gain with the system matrices of the full model, which may include integrating disturbance models,
is computed.
Let θ1 denote all the parameters including the parameters to describe the system matrices and the initial state. With
the filtered input-output data, the optimal parameter that minimizes the function of (5) is determined. With the optimal
parameter value, θ∗1 , the resulting model is obtained:
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where xf is the state of the system resulting with the filtered inputs and outputs, x0,f is the parameterized initial





1) and augmenting them with appropriate integrating disturbance models, they may be subsequently
used in the predictive model of the MPC (i.e., the constraints of (7b)-(7c) and (8b)-(8c) for the outer and inner loop
MPCs, respectively).
Augmenting the system matrices with the integrating disturbance models, the optimal Kalman gain and initial con-







1), the problem of (4) is solved to compute an estimate of the Kalman gain and initial state for
the following system:
x̂(k + 1|k) = Ã(θ∗1)(θ∗1)x̂(k|k − 1) + B̃(θ∗1)u(k) +K(θ∗2)(ŷ(k|k − 1)− y(k))





where K(θ∗2) is the Kalman gain estimated through the SI procedure.
The SI procedure applied to identify both the inner and outer loop MPC models is summarized by the following
algorithm:
1. Generate input-output data by varying the region temperature setpoint.
2. Split data set into two sets: one data set for training and one data set for validating.
3. With the training data, filter the input-output data to reduce (ideally, remove) the effect of the slowly varying
disturbance by applying the high-pass filter (9) to the input-output data.
4. With the filtered input-output data, apply the prediction error method with the grey-box of (12) to compute θ∗1






1), and the initial state x0,f (θ
∗
1).
5. With the (unfiltered) input-output data, apply the prediction error method with the grey-box of (13) to compute





6. Validate the identified model.
There are a couple of key advantages of the adopted SI procedure for the models of the cascaded MPC for airside
demand response. First, the procedure does not require directly estimating the stochastic characteristics of the noise
disturbances, which may be difficult to obtain in practice. Second, the grey-box modeling approach leads to substan-
tially less parameters that need to be identified, which subsequently reduces the amount of training data that needs to
be collected.
3.3 Inner Model System Identification Results
As previously mentioned, the model used in the inner loop MPC is a grey-box model. Without including the integrat-
ing disturbance models, which are used in the MPC to achieve offset-free control (Rawlings & Mayne, 2009), and
presenting the model in terms of time normalized states, the model used in the inner loop MPC is given by:
TR(k + 1) = (1− θ1,1)TR(k) + θ1,1θ1,2I(k) + θ1,1Tsp(k) (14a)
I(k + 1) = −TR(k) + I(k) + Tsp(k) (14b)
P (k + 1) = P (k) + Ṗ (k) (14c)
Ṗ (k + 1) = θ1,3TR(k)− θ1,3θ1,2I(k)− θ1,4θ1,5P (k) + (1− θ1,4 − θ1,5) Ṗ (k)− θ1,3Tsp(k) (14d)
where TR is the region temperature, Tsp is the region temperature setpoint, P is the power consumed to provide the
cooling duty to the region, and Ṗ is the time-derivative of P , and I is the integral of the error between the temperature
setpoint and the region temperature. Physically, the state I models the dynamics of the zone controllers of the region
(e.g., integral term of a proportional-integral controller). Recall, the input is the temperature setpoint, while the
measured outputs are the region temperature and power (xT = [TR, I, P, Ṗ ], u = Tsp, and yT = [TR, P ]).
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Figure 2: The training input-output data used for the
SI procedure to identify the models.

























Measured Output One-step Prediction
Figure 3: The filtered validation input-output data
used to identify the inner loop model system matrices.



























Figure 4: The validation output data (solid trajectory) and the one-step ahead predicted output (dashed trajec-
tory) using the estimated Kalman gain.
Fig. 2 gives the region temperature and power profile for the PRBS setpoint profile used for model training. The
measured outputs were collected with a thirty second sampling time. For the inner loop model, it was found through
extensive simulation studies that a day of training data and a day of validation data was more than sufficient to properly
identify the model parameters. In practice, it is expected that more training data needs to be collected. Nevertheless,
there is an advantage of the proposed grey-box modeling approach with respect to the amount of training data needed
for the SI procedure because the grey-box model (14) features a limited number of parameters.
To remove the slowly drifting offset, the input-output data is filtered by a high-pass Bessel filter described by the
transfer function of (9). Identification is performed to estimate the five elements of the parameter vector θ1 in (14).
The initial states at the beginning of the estimation experiment may also be estimated. If the system is initially at
steady-state, the states may be set to zero because the high-pass filter will eliminate the steady-state contribution. Fig. 3
shows the two filtered validation input-output data along with the one-step predicted filter outputs using the identified
parameters and the filtered input. A noticeable slowly varying offset is observed in the training and validation power
profiles (Fig. 2 and Fig. 4). The effect of the slowly moving disturbance is removed by the filter (Fig. 3).
The system is identified a second time using the prediction error method to estimate the Kalman gain. The unfiltered
input-output data is used to complete this part to preserve the noise properties. Care must be taken to insure that
the state estimator poles, eigenvalues of A − KC, are inside the unit circle. The System Identification Toolbox in
MATLAB allows one to ensure stability by setting the z-stability threshold less than one, which is applied here. The
Kalman gain is identified for the inner loop MPC model using the training data.
To validate the identified system matrices and Kalman gain, the validation data is used. In particular, convergence of
the state estimator to the actual system state is verified. The one-step predicted values resulting from the model of the
form (3) and the parameters estimated throughout this section are shown in Fig. 4. From Fig. 4, initially the one-step
predicted output do not agree with the measured output owing to the effect of the initial guess on the state. After the
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Measured Output One-step Prediction
Figure 5: The filtered validation input-output data
used to identify the outer loop system matrices.



























Measured Output One-step Prediction
Figure 6: The filtered validation input-output and
the one-step predicted output using the estimated
Kalman gain.





























Figure 7: The validation output data (solid trajectory) compared to the predicted output (dashed trajectory)
over a twelve hour horizon using the identified outer loop model.
state estimator converges, the state estimate is maintained in a neighborhood of the actual state (these results are not
shown). Also, the one-step predicted outputs agree with the measured output (Fig. 4).
3.4 Outer Model System Identification Results
The SI procedure of Section 3.2 is repeated for the outer loop MPC model. The objective of the outer loop MPC
model is to predict how the temperature will change based on how much power is deferred with respect to the power to
maintain a constant temperature. The parameterized model (not including integrating disturbance models) is:
Ts(k + 1) = (1− θ1,1 − θ1,2)Ts(k) + θ1,2Tz(k) + θ1,1Td(k) (15a)
Tz(k + 1) = θ1,3Ts + (1− θ1,3)Tz(k) + θ1,4PD(k) (15b)
P (k) = PC(k)− PD(k) + PD2(k) (15c)
where Td is the temperature of the deep mass, Ts is the temperature of the shallow mass, and TR is the region
temperature. The powers in the system model are: the power required to keep the region temperature constant, PC
(recall, PC is predicted from the temperature difference between the region temperature and the ambient temperature
and the time), the deferred power usage, PD, and a disturbance, PD2, that is not included in PC .
While the training data is synchronously sampled with a sampling period of thirty seconds (this sampling period is
needed for the inner loop model identification), the data is resampled over a longer sampling period since the outer
loop MPC uses a longer sampling period. For the outer loop model, two days of training data (with the larger sampling
period) is needed to properly identify the model parameters. Again, a high-pass filter is designed and applied to the
input-output data. Subsequently, the predictive error method is applied using the filtered input-output data to identify
the system matrices. The filtered validation data collected over one day along with the one-step predicted output
values are shown in Fig. 5. With the system matrices that are identified using the filtered data, the Kalman gain is
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determined. The validation data is again used to compare the one-step predicted outputs with the measured outputs
(Fig. 6). Although the one-step predicted filtered outputs do not follow the measured filtered outputs (Fig. 5), the
one-step predicted outputs in physical coordinates follow closely with the measured outputs (Fig. 6).
Since the outer loop MPC is responsible determining a power profile that optimizes the energy costs, it is important
that the outer loop model accurately predicts the actual system response. Thus, the predicted outputs with the identified
model is compared to the actual response for a given input trajectory over a twelve hour horizon, which is shown in
Fig. 7. Overall, the predicted power trajectory follows closely with the measurements. On the other hand, there is an
apparent lag in the predicted temperature profile. This is subject to further investigation.
4. CONCLUSIONS
This paper presented a method for system identification (SI) of region models towards the goal of leveraging the models
in a cascaded MPC for airside demand response. The SI procedure included a three step process. First, training data
is obtained by modulating the input of the system. The input-output data is then high-pass filtered to remove low
frequency disturbances caused by weather, people, etc. The filtered data is then used to identify the system matrices
of a linear state-space model (A, B, C, D). Once the system matrices are found, the Kalman gain is estimated by
performing system identification on the unfiltered input-output data. Through simulations studies, the SI approach
demonstrated that it is possible to identify the model parameters for the inner and outer loop of the cascaded MPC
with input-output data. Owing to the adoption of a grey-box modeling framework that featured only a few parameters,
a limited amount of training data was needed to identify the model parameters.
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