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Abstract
In wireless systems, radio signals are corrupted due to fading, interference and noise. In
order to handle the effects of fading and interference, modern systems employ various tech-
niques including multi-antenna transceivers. Initially, multi-antenna systems were proposed
only for point-point communication. More recently, multi-antenna transceivers have been
proposed for multiuser (MU) wireless systems. There are various topologies in which multi-
antenna transceivers can be used in a multiuser wireless environment. Among them, macro-
diversity is an important concept driven by many scenarios, including base station coop-
eration, coordinated multipoint (CoMP) transmission and network multiple input multiple
output (MIMO).
A communication system where antenna elements at both source and receiver are widely
(geographically) separated is described as a macrodiversity communication system. For
these macrodiversity systems, every link may have a different average signal to noise ra-
tio (SNR) since the sources and the receive antennas are all in different locations. This
variation in average SNR across the links makes the performance analysis of such systems
more complex. For this reason, most of the results currently available are based on simu-
lation. However, the value of analytical results can be immense for efficient computation
and optimized operation. Therefore, in this thesis we present a comprehensive, and rigorous
analytical investigation of various aspects of multiuser macrodiversity MIMO systems.
Two main aspects of macrodiversity MIMO systems are considered: the multiple access
channel (MAC) and uplink user scheduling. In the earlier chapters of the thesis, we inves-
i
ii
tigate the performance of uplink transmission employing multi-antenna transmitters and
receivers. We analyze the signal-to-interference plus noise ratio (SINR) performance, sym-
bol error rate (SER) and ergodic sum capacity etc. In a later chapter, we consider multiuser
scheduling issues in macrodiversity multiuser MIMO systems. The primary emphasis is on
the MIMO-MAC where we present some systematic performance metrics and approaches
to multiuser scheduling which only require the long term channel state information (CSI).
These methods provide a double advantage over scheduling using instantaneous CSI. First,
the computational burden is lower and secondly, the delay between obtaining and using
channel estimation is reduced.
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Chapter 1
Introduction
From the date when animals on earth started to live in small groups, communication between
individuals became very important. This communication helped the individuals to form and ex-
pand their groups which became the building blocks of animal civilization. Among such animal
groups, humans developed complex languages and communication methods. Until recently, these
communication techniques were extremely tribal.
Since the late 19th century, humans have successfully performed long-haul communication with
the help of technological support. This has gradually expanded and broadened the knowledge
among different groups of people. Ever since this time, the desire for more and more sophisticated
communication technologies has been growing. Among notable milestones, the electrical telegraph,
telephone, radio and television are in the forefront.
In the early 1980s, analog wireless mobile cellular communication systems started to emerge. Soon
after, digital wireless mobile systems were developed, which have pushed modern telecommunica-
tions into a whole new dimension. Digital communication was widely adopted due to its remarkable
capabilities to evolve, on an unprecedented scale. It is now being used not only for voice services
but also for many different services such as data, multimedia etc. Due to these applications, digital
wireless systems have now become an integral part of our life. Since communication became per-
sonal, the demand for high data rates, more reliability and portability has grown rapidly. Today,
wireless communication has grown to a sophisticated space and time communication architecture
1
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which has enabled engineers to support the growing demand for wireless resources [1]. Many mod-
ern wireless systems have very high spectral efficiency and diversity. One of the techniques used
to achieve such a high spectral efficiency and reliability is multiple input multiple output (MIMO)
technology along with smart signal processing to communicate over time varying wireless channels
[1, 2].
MIMO technology is being used and proposed in the near future for many modern wireless systems
in many different scenarios to combat against fading and to improve performance. There are many
different ways to implement MIMO technology in wireless systems. For example, MIMO is used
to improve the spectral efficiency of point to point wireless links by employing multiple co-located
antennas at the transmitter and the receiver. On the other hand, multiple co-located antenna
base stations (BS) are used to improve the link reliability of cellular mobile wireless systems.
Recently, cooperative multipoint (CoMP) transmission and network MIMO concepts have given
rise to macrodiversity MIMO techniques to improve spectral efficiency further in cellular networks
[3, 4, 5]. The benefits of MIMO technology comes at the price of complex transceiver technologies
which need to be designed carefully according to the operating conditions and priorities.
Innovative MIMO designs come as a result of system understanding. Wireless systems, including
MIMO systems, suffer from a phenomenon called multipath fading and it is very important to
quantify their performance in practical fading environments [6, 7]. Performance measures such as
the signal to interference plus noise ratio (SINR), bit error rate (BER), symbol error rate (SER)
and capacity are some of the common measures found in the wireless literature [8, 9]. Analyzing
system performance in general is very important, because it broadens our understanding of the
system.
1.1 Problem Statement and Focus
Performance results for the legacy single input single output (SISO) system are well-known for
a wide variety of scenarios [10]. However, performance analysis of MIMO links is considerably
different from the legacy SISO systems, because it involves vectors and matrices as explained in
Sec. 2.1.3 [11]. Therefore, performance analysis has to go in parallel with linear algebra [12]
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and multivariate statistical theory [13, 14, 15, 16]. Fortunately, we have a very rich and vibrant
multivariate statistical theory which has directly influenced wireless research over many decades.
Because this theory has developed a coherent methodology, the performance analysis of many con-
ventional MIMO systems is now well developed. Multivariate statistical theory, which has been
developed since the early 20th century [17], must be directly credited for some of the rapid devel-
opment in MIMO wireless research. In contrast, performance analysis for macrodiversity MIMO
becomes extremely difficult or impossible due to the lack of coherent, well established resources to
handle the channel matrices that arise in macrodiversity MIMO systems. Simulation results are
possible, but there is a major drawback in simulation results as they do not allow us to identify im-
portant contributing factors. Understanding these contributing factors is very important, because
it allows us to optimize system performance. Therefore, analytical results for SINR, SER and
ergodic capacity are invaluable for understanding, optimized design and rapid evaluation. Hence,
the prime objective of this thesis is to obtain analytical results for the performance of macrodiver-
sity MIMO systems. Therefore, this thesis contains a rigorous investigation of the performance of
macrodiversity MIMO systems in various practically important settings.
1.2 Thesis Outline and Contributions
Despite the lack of a coherent statistical approach to deal with the channel matrices that arise
in macrodiversity multiuser (MU) MIMO systems, we are able to analyze several practically im-
portant macrodiversity MIMO systems, quantifying the link level performance of these systems in
terms of channel distribution information (CDI). These results comprise the first rigorous analyt-
ical investigation in this area of wireless communication for finite system sizes and has led to the
solution of several long standing research problems. In particular, our contributions are as follows.
1.2.1 Macrodiversity Maximal Ratio Combining
The performance of maximal ratio combining (MRC) in Rayleigh channels with co-channel inter-
ference (CCI) is well-known for receive arrays which are co-located, i.e., where the antennas are
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close enough to experience equal average signal to noise ratio (SNRs) from a given source. How-
ever, for macrodiversity systems the situation is much less clear. Hence, in Chapter 3, we consider
MRC performance in Rayleigh channels with CCI and a macrodiversity architecture. We derive
approximate and exact symbol error rate results for M -ary quadrature amplitude modulation (M -
QAM)/binary phase shift keying (BPSK) modulations and use the analysis to provide a simple
power metric and error floor results. The analysis can be applied to wide range of modulations
where the SER can be written in terms of an expected value of the Gaussian Q-function and
Q2-function. Numerical results, verified by simulations, are used in conjunction with the analysis
to gain insight into the effects of the link powers on performance.
1.2.2 Ergodic Sum Capacity of Macrodiversity MIMO Systems
In Chapter 4, we consider a macrodiversity MIMO multiple access channel (MAC) where all sources
and receive antennas are widely separated and all links experience independent Rayleigh fading.
For this system, we consider the ergodic sum capacity, under the assumption of no channel state
information (CSI) at the transmitters. For two sources, we derive the exact ergodic sum capacity.
The result is given in closed form, but the details are complicated and for more than two sources,
it would appear that an exact approach is too complex to be useful. Hence, we develop an approx-
imation and a bound for the general case. The first technique is very accurate, but the functional
form is awkward to interpret. Hence, a second, less accurate but simple bound is developed which
has a familiar and appealing structure. This bound leads to insight into capacity behavior and its
relationship with the average link SNRs.
Note that the methodology developed is for the case of arbitrary powers for the entries in the
channel matrix. There is no restriction due to particular cellular structures. Hence, the results
and techniques may also have applications in multivariate statistics.
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1.2.3 Dual User Macrodiversity MIMO Systems with Linear Re-
ceivers
The performance of linear receivers in the presence of co-channel interference in Rayleigh channels
is a fundamental problem in wireless communications. Performance evaluation for these systems
is well-known for receive arrays which are co-located. In contrast, there are no analytical results
available for macrodiversity systems (such as network MIMO) for finite system sizes (see Sec.
2.1.3) where both the sources and receive antennas are widely separated. In this macrodiversity
layout, receive antennas experience unequal average SNRs from a given source and a single receive
antenna receives a different average SNR from each source. In general, this appears to be an
extremely difficult problem. However, progress is possible for the two-user scenario. In Chapter
5, we derive exact closed form results for the probability density function (pdf) and cumulative
distribution function (cdf) of the output SINR and SNR of minimum mean squared error (MMSE)
and zero forcing (ZF) receivers in independent Rayleigh channels with arbitrary numbers of receive
antennas. The results are verified by Monte Carlo simulations and high SNR approximations for
the SER of MMSE and ZF receivers are also derived. These results lead to a simple metric
Tr P 2
|P 1|Tr
(
P −11 P 2
) , (1.1)
which relates system performance, in particular the SER of user 1, to the average link SNRs
(contained in the P 1, P 2 matrices) and therefore provides insight into the effect of these SNRs.
Definitions of P 1 and P 2 are given in Chapter 5. The results enable further system analysis such
as the evaluation of outage probability, BER and capacity.
1.2.4 Multiuser Macrodiversity MIMO Systems with Linear Re-
ceivers
In Chapter 5, we considered the statistical properties of the output SINR/SNR of MMSE and
ZF receivers in dual user scenarios. How the macrodiversity affects the system performance is
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quantified through a simple performance metric which is only dependent on the average link SNRs.
In Chapter 6, we extend the results in Chapter 5 to the case of arbitrary numbers of sources. For
this general situation, we derive the approximate pdf and cdf of the SINR/SNR for MMSE/ZF
receivers. The final pdf approximation shall be shown to have a remarkably simple form as a
generalized mixture of exponentials. Further, we derive high SNR SER results for MMSE/ZF
receivers. Similar to the dual user analysis, the high SNR analysis leads to a compact metric
Perm (Q2)
|P 1|Perm
(
P −11 Q2
) , (1.2)
which relates the system performance, particularly SER, to the average link SNRs. This metric
provides insight into the effect of these SNRs in general antenna and user configurations. Defini-
tions of P 1, Q2 are given in Chapter 6.
1.2.5 Maximum Likelihood Detection in Macrodiversity MIMO
Systems
In Chapter 7, we present a performance analysis of maximum likelihood detection in a macrodi-
versity MIMO system. First, we consider the base line scenario where an uncoded system operates
in a Rayleigh flat fading environment. Secondly, we consider the extension to a Rician fading
environment. The performance analysis builds on an exact evaluation of the pairwise error proba-
bility (PEP) for both flat Rayleigh and Rician fading which leads to a union bound for SER. The
SER results are shown, as well as diversity order, a high SNR analysis and an investigation of the
impact of macrodiversity.
1.2.6 Uplink Macrodiversity MU-MIMO Scheduling
In Chapter 8, we consider the idea of using long term CSI for user scheduling in a macrodiversity
MU MIMO-MAC channel. In particular, channel distribution information based user scheduling
is beneficial in CoMP systems where a limited backhaul interconnection network is present and
the use of instantaneous CSI is restricted. Despite the analytical difficulty in deriving scheduling
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metrics for user scheduling using CDI, in this chapter we propose several user scheduling criteria
based on information theoretical capacity, linear multiuser receiver processing and maximum likeli-
hood decoding. Furthermore, we derive several systematic group scheduling metrics and individual
scheduling metrics which may allow system designers to design novel scheduling algorithms based
on these scheduling metrics for improved system throughput and user fairness.
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Chapter 2
System Background and Assumptions
When analyzing complex engineering systems, it is usually impossible to consider all the sys-
tem parameters. Instead, we consider an appropriate model that captures the most important
properties of the system for a particular problem of interest. This approach is also true for the
wireless communication systems considered in this thesis. Therefore, in this chapter we present
the background information and assumptions used throughout the thesis. First, the models used
for the time varying wireless channel and the fading environment are described. Then, various
wireless MIMO topologies are described followed by a description of the macrodiversity MU-MIMO
topologies which form the heart of this thesis.
2.1 Wireless Channel and Models
In this section, we explain the basic characteristic of wireless channels using a conventional SISO
wireless link as shown in Fig. 2.1. In Sec. 2.1.3, we extend this to a discussion of MIMO wireless
channels. There are wireless channel characterizations available for over-the horizon communica-
tions [18], digital mobile communication [19] and indoor communication [20]. In this thesis, we
primarily consider digital mobile channel characterization as discussed in [19]. Unlike the additive
white Gaussian noise (AWGN) channel [10], wireless channels suffer from fading which creates a
whole new set of challenges in system design.
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Figure 2.1: Typical outdoor wireless link between a single transmitter and a single receiver.
Consider an electromagnetic (EM) wave with constant power which is equivalent to an unmodu-
lated carrier (say A cos (2pifct)) that is being transmitted from the BS in Fig. 2.1. After prop-
agating through the atmosphere a distance of typically several kilometers, the transmitted wave
reaches the mobile station (MS) on the ground. The received signal in the absence of noise may
be expressed as
y(t) = A
∑
n
αn (t) cos (2pifc (t− τn(t))) , (2.1)
where αn (t) is the time-variant attenuation factor associated with the nth propagation path and
τn(t) is the corresponding propagation delay. We may view the received signal y(t) in equation (2.1)
as the sum of a number of signals each of which has a time-variant amplitude, αn (t), and delay,
τn(t). Also, the delays and amplitudes associated with the different signal paths change at different
rates in a random manner. However, we are able make some fundamental observation as follows.
There is a mean signal strength at the MS along with noise like, rapid variations due to delayed
and scattered signal components. The mean signal strength is present regardless of the presence
of a line of sight (LoS) path. Scattering creates multiple signal paths which are subsequently
received by the MS constructively or destructively causing a highly random fluctuation of signal
power around the mean signal strength. On the other hand, if there is a LoS path between
BS and MS, then there is a non-faded signal component as well. However, the LoS path is not
common in urban wireless mobile systems. The characteristics of receive power vs distance are
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Figure 2.3: Illustration of a power delay profile.
illustrated in Fig. 2.2. The distance from BS to MS is d. This simple example demonstrates some
of the most fundamental limitations of the wireless channel such as large-scale fading (shadowing)
and the small-scale fading, which is commonly known as multipath fading. Large-scale fading is
the change in mean receive power due to the path loss and shadowing [8]. On the other hand,
multipath fading is the rapid fluctuation of instantaneous signal strength around the mean power.
Due to changes in path loss, shadowing and multipath, the strength of the received signal varies
with time. Therefore, the wireless channel is a time varying system.
There are several critical measures in time varying wireless channel characterization which directly
influence data transmission strategies. A wireless channel is completely characterized by its power
delay profile [10]. A typical power delay profile is illustrated in Fig. 2.3. A single impulse at the
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transmitter results in multiple impulses at the receiver at different times. In practice, radarlike
pulses which have a width of the order of nano seconds, are used instead of impulses to measure
the power delay profile. Received impulses are also not exactly impulses but resolvable pulses with
certain widths. A more comprehensive discussion of channel sounding can be found in [20, 21].
If the wireless channel is considered as a system, which is the case in most analysis, the power
delay profile closely resembles the channel transfer function. An important measure deduced from
the power delay profile is called delay spread. The delay spread is the difference between the
time of arrival of the earliest significant multipath component and the time of arrival of the last
multipath component [22, pp. 31]. There are two more important measures which can be deduced
from the power delay profile: channel coherence bandwidth and coherence time. The coherence
bandwidth is the frequency range over which the fading process is correlated. If the transmitted
signal bandwidth is smaller than the channel coherence bandwidth, then the fading is referred to as
frequency flat. If not, the fading is called frequency selective. Inter-symbol interference occurs in
frequency selective channels due to the larger delay spread. In contrast, there is only one impulse
in the power delay profile of frequency flat fading channels. The coherence time determines the
time duration over which the channel impulse response remains unchanged. This in turn gives
rise to the notions of slow fading and fast fading [22, pp. 30]. This thesis consider frequency flat
wireless channels.
Due to the large number of influencing factors on a wireless channel, physical modeling of a generic
link is difficult. There is a large body of research in this area and many standards where wireless
channel models appear [23, 20, 24, 25]. A fairly comprehensive study of physical channel models
can be found in [26]. In this thesis, a simple yet widely accepted stochastic channel modeling is
considered [27]. This is discussed in Sec. 2.1.1. A comparison between complex industrial spatial
channel models and simple stochastic channel models can be found in [28].
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2.1.1 Statistical Channel Models
Path Loss and Shadowing
Transmit power attenuation due to path loss alone is often modeled as
Pr = A
Pt
dγ
, (2.2)
where Pt and Pr are transmit power and received power respectively, γ is the path loss exponent
and A is a unitless constant that accounts for all other contributing factors. In this simplified path
loss model, γ is different from the free space path loss exponent which is equal to 2. In this thesis,
it is taken to be in the range from 2.5 to 4 which models environments from rural to dense urban
areas.
Shadowing due to the shadowing effects of large obstacles such as buildings, is often modeled as a
log normal random variable [8, 19, 29]. Hence, it has the following representation as
Ψ = 10
U
10 , (2.3)
where U ∼ N (0, σ2SF ) and σSF is the standard deviation of the shadowing in dB. Then, the power
falloff due to both path loss and shadowing can be given by
Pr = A
Pt
dγ
Ψ. (2.4)
In this thesis, the power attenuation due to long-term fading is assumed to be known. In digital
communication systems, a wireless channel is observed as a snapshot of a real wireless link between
a transmitter and a receiver in a small time duration which is of the order of microseconds. This
smallest transmission duration in digital wireless communication is called a channel use or a time
slot which has a duration represented by Ts. In such a small time window, the power variation due
to long-term fading is negligible which justifies the deterministic assumption of long-term fading.
Typically long-term fading affect the average link SNRs as the MS moves a distance of the order
of the cell size. Due to fast moving mobile users in rich scattering environment, the multipath
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fading can not be considered as deterministic. Hence it is treated as a random phenomenon which
is more influencing to the design of reliable and efficient communication systems. That is the focus
of following discussion.
Rayleigh Fading
A Rayleigh fading model is commonly used to describe the receive power where there is no line of
sight between transmitter and receiver but there is a dense urban environment containing a large
number of scattering sources which generate a large number of scattered waves at the receiver.
Due to the large number of contributing waves, it is hard to develop a functional relationship
for received power due to multipath fading in such an environment. Hence, in this thesis the
standard statistical model is used. In the Rayleigh fading case, the channel fading amplitude, Y ,
is distributed according to
fY (y) = 2ye
−y2 , y ≥ 0. (2.5)
Here it is assumed that E
{
Y 2
}
= 1.
Rician Fading
A Rician fading model is commonly employed in describing scenarios where a LoS path is present.
In Rician fading, the channel fading amplitude, Y , is distributed according to the pdf
fY (y) =
2y
Θ
e−
y2
Θ
−ν2I0
(
2y
Θ
v
)
, y ≥ 0, (2.6)
where Θ and ν2 are the power of the scattered paths and direct path respectively. An important
parameter in the Rician probability density function is the K factor which is defined as
K =
ν2
Θ
. (2.7)
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Clearly, the average link power, E
{
Y 2
}
= Θ + ν2. There is another representation of the Rician
fading amplitude, in which the average link power is normalized to unity to give Θ + ν2 = 1. This
constraint along with the constraint in (2.7) gives Θ = 1/ (1 +K) and ν2 = K/ (1 +K). These
values for Θ and ν2 give a slightly modified Rician fading amplitude distribution where the average
link power is normalized to unity. So E
{
Y 2
}
= 1. In this thesis we may use both representations
interchangeably.
2.1.2 Modeling SISO Channels
A block diagram of the SISO channel shown in Fig. 2.1 is given in Fig. 2.4. Consider a digital
communication scenario in which the source transmits digital data across a frequency flat slow
fading wireless channel. If the source and the destination stations are assumed to be perfectly
synchronized, the received signal at the receiver in the τ th time slot is given in complex baseband
representation as [8, 30]
r (τ) = h (τ) s (τ) + n (τ) , (2.8)
where s is the transmitted complex data signal, r is the complex receive signal, n is the zero
mean circularly symmetric complex Gaussian (ZMCSCG) thermal noise and h is the complex
channel response. The channel response, h, represents the fading in the wireless channel. In an
AWGN channel, the channel coefficient, h, is essentially equal to unity. In Fig. 2.4, P gives the
average link power. From the previous discussion, it is apparent that both long-term and multipath
fading contribute to the instantaneous link power. Since the long-term fading is assumed to be a
deterministic value in this thesis, the channel response can be decomposed into a product of the
long-term fading and multipath fading. Hence, the channel coefficient in the τ th time slot becomes
Figure 2.4: A block diagram of a SISO channel.
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h (τ) =
√
Phw (τ) , (2.9)
where hw (τ) represents the normalized multipath fading. In a Rayleigh fading environment, hw
is complex Gaussian with zero mean and E
{
|hw|2
}
= 1. We say that hw ∼ CN (0, 1). Therefore,
hw (τ) is called the normalized channel coefficient. In Rician fading, hw (τ) ∼ CN
(√
K
1+KΩ,
1
1+K
)
,
where
√
K
1+KΩ is the complex mean which accounts for the power of the direct path. For the
normalized channel coefficient, |Ω|2 is set to unity. Therefore E
{
|hw (τ)|2
}
= 1 which give rise to
E
{
|h (τ)|2
}
= P . Hence, the power of the LoS path from transmitter to receiver is equal to PK1+K .
2.1.3 Modeling MIMO Channels
In the previous section, wireless links between a single transmitter and a receiver were discussed. In
this section, MIMO links [1, 31, 32] are discussed in a frequency flat fading environment. Consider
a situation where N transmit antennas transmit multiple data symbols (say si for i = 1, . . . N) in
the same resource unit (i.e., the same time slot and frequency) which are received by nR receive
antennas as in Fig. 2.5. In a situation like this, the wireless link between transmit antenna k and
receive antenna i can be modeled in the same way as in (2.8). Then, the set of observations in the
τ th time slot at the nR receivers can be given by [22],
r (τ) =H (τ)s (τ) +n (τ) , (2.10)
where s is a vector of N transmitted data signals, r is a vector of nR received signals, n is a
ZMCSCG noise vector with variance σ2 and H is a nR ×N channel matrix defined by
H (τ) =

h11 (τ) h12 (τ) . . . h1N (τ)
h21 (τ) h22 (τ) . . . h2N (τ)
...
...
. . .
...
hnR1 (τ) hnR2 (τ) . . . hnRN (τ)

. (2.11)
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The entries of H (τ), hik (τ), are complex baseband equivalents of the channel coefficients between
the kth transmit antenna and the ith receive antenna. The channel matrix, H (τ), completely
describes the fading characteristics of the entire MIMO link. The system size of the MIMO link
is defined as nR × N . Note that there are NnR SISO links in a N × nR MIMO link. Therefore,
according to the geographical distribution of these transmit and receive antennas, each individual
SISO link may have a different average link power as discussed in the SISO link example. In
general, the average link powers can be given by
P =

P11 P12 · · · P1N
P21 P22 · · · P2N
· · · · · · . . . · · ·
PnRN PnRN · · · PnRN

. (2.12)
The matrix P contains the power information of the MIMO system and is referred to as the power
matrix or power profile. As will be discussed later in the chapter, this power profile play a major
role in the analysis of the MIMO system. Equation (2.10) can be rewritten as
r (τ) =
(
P ◦
1
2 ◦Hw (τ)
)
s (τ) +n (τ) . (2.13)
The matrix Hw (τ) is a normalized matrix that captures the multipath fading phenomenon of
the MIMO link. In an uncorrelated transmitters and receivers in flat Rayleigh environment, the
entries of Hw (τ) are independent, identically distributed ZMCSCG variables with unit magnitude
variance. Hence, the entries of Hw (τ), satisfy hw,ik (τ) ∼ CN (0, 1). In Rician multipath fading,
hw,ik (τ) ∼ CN
(√
Kik
1+Kik
Ωik,
1
1+Kik
)
. Here, in the normalized channel coefficient, |Ωik|2 is set to
...
...
Figure 2.5: A block diagram of a MIMO channel.
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unity. Therefore E
{
|hw,ik (τ)|2
}
= 1 which gives rise to E
{
|hik (τ)|2
}
= Pik. Hence, the power of
the LoS path from transmitter k to receiver i equal to KikPik1+Kik . The envelope of the channel entries
then follow the Rayleigh distribution or Rician distribution accordingly as in Sec. 2.1.1. Note that
the time index τ in (2.10), (2.11) and (2.13) is usually dropped for brevity.
2.2 Multiuser MIMO Channels
One important deployment scenario for MIMO technology is the multiuser environment. These
are called MU-MIMO scenarios. For example, consider a multiple antenna deployment at the
BS to support multiple users with multiple antennas each. These multiple users have completely
independent and confidential data to be transmitted and received. This is a common and easily
understandable example of many MU-MIMO scenarios. Before moving to the MU-MIMO channels,
some conventional space time (ST) configurations are given in Fig. 2.6 for the sake of completeness.
All the ST configurations in Fig. 2.6 may be used in point to point single user communication
systems. SISO is the legacy system. SIMO is used to introduce receive antenna diversity [2, 33]
while MISO is used to introduce transmit diversity [34, 35]. Single user (SU) MIMO can be used
in diversity mode and spatial multiplexing mode [1, 31]. The power profile that arises in the
SU-MIMO system in Fig. 2.6-(d) is given by
P =

P P · · · P
P P · · · P
· · · · · · . . . · · ·
P P · · · P

, (2.14)
where Pik = P ∀i, k. Now consider MU-MIMO systems [30, 11]. Practical multiuser network
MIMO systems can also be divided into two main categories, MAC and broadcast channel (BC).
Figures 2.7 and 2.8 show block diagrams of MIMO-MAC and MIMO-BC layouts. These MU
configurations refer to the case where a base station with multiple antennas communicates with
multiple distributed users in the uplink for MIMO-MAC and in the downlink for MIMO-BC. Note
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...Tx Rx
P
...Tx Rx
P
Tx Rx
P
...
...Tx Rx
P
(a)
(b)
(c)
(d)
Figure 2.6: (a) SISO system. (b) SIMO system. (c) MISO system. (d) MIMO system.
Note that all antennas are reasonably closely packed (microdiversity) so that the average
link SNR, P, is constant on all branches.
that in both MIMO-MAC and MIMO-BC, the average link powers across the users are different
while the powers across the branches of each user are constant. This is due to the collocated nature
of the antenna elements of the distributed users. Due to the multi element antennas at each end,
each link between a user and the BS creates a MIMO link as in Sec. 2.1.3. Considering all such
links with the BS then creates a larger MIMO link which is called a MIMO-MAC or MIMO-BC.
In a typical microdiversity MAC scenario, distributed users communicate with a single access
point where a collocated multi element receiver is employed. In the BC scenario, an access point
with collocated multi-element transmit antennas, communicates with multiple distributed users.
Hence, these are called microdiversity MIMO-MAC and microdiversity MIMO-BC. The power
profile that arises in the MIMO-MAC system shown in Fig. 2.7 is given in (2.15), where we have
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.
Figure 2.7: Multiple access channel with multiple element antennas at both base station
and users.
BS...
1
...
W
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2
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. 
. 
.
Receivers
PK
P1
P2
Figure 2.8: Broadcast channel with multiple element antennas at both base station and
users.
assumed that user k for k = 1, . . .W has one antenna, giving Pik = Pk for k = 1, . . .W . Hence,
P =

P1 P2 · · · PW
P1 P2 · · · PW
· · · · · · . . . · · ·
P1 P2 · · · PW

. (2.15)
Note that in the MAC, joint processing at the receiver is possible, while in the BC only joint
processing at the transmitter is possible [30, 36]. In this thesis, the MIMO communication sys-
tems discussed so far are referred to as conventional systems. Network MIMO systems which
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form the backbone of the latest 3rd generation partnership project (3GPP) long term evolution
(LTE)-Advanced standards, on which this thesis focuses, will be discussed next.
Definition 2.1. A MIMO communication system where both sources and receivers are widely
(geographically) separated is called a macrodiversity communication system, regardless of whether
the sources/receivers belong to a single user or multiple users. Both the sources and the receivers
may have multiple co-located antennas elements.
In this thesis, it is assumed that either the transmit or receive antennas are connected together
by means of some interconnection mechanism to a backhaul processing unit (BPU) to establish a
collaboration for transmission and/or reception. There is a lot of debate about suitable intercon-
nection links in macrodiversity MU-MIMO systems. Technologies like optical fibre, high power
radio frequency (RF) and Gigabit ethernet links are among the leading candidates, but there are
limitations to such interconnections such as the cost of optical fibre links and the limited capacity
of RF links etc. However, this work assumes there are error free infinite bandwidth interconnection
links to create a perfect virtual distributed antenna system. As far as the level of collaboration and
the capacity and reliability of interconnection links are concerned, there are considerable differences
between the latest proposals. A brief description about practical macrodiversity MU-MIMO sys-
tems is given in Sec. 2.3. Similar to conventional MIMO systems, macrodiversity MIMO systems
also have two main categories, the macrodiversity MIMO-MAC and macrodiversity MIMO-BC
system. In the BC scenario, the sources, and in the MAC scenario, the receivers are in collabora-
tion to create a virtual multi element antenna array as shown in Figs. 2.9 and 2.10. To reduce
the clutter, links from a single user are shown. In this thesis, the macrodiversity MIMO-MAC
is the main focus. In macrodiversity terminology, the locations from where RF signaling starts
and ends, are called transmission points (TPs) and receiving points (RPs) respectively. Hence in
the MIMO-MAC, we may use TPs as users and RPs as BSs, as in the conventional cellular MAC
channel. The type of power profile that arises in a macrodiversity MIMO-MAC system is given in
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Figure 2.9: Macrodiversity MAC with multiple element antennas at receiver end and source
end.
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Figure 2.10: Macrodiversity BC with multiple element antennas at receiver end and source
end.
(2.16) where we have assumed receive BS i and user k have a single antenna each for ∀i, k,
P =

P11 P12 · · · P1W
P21 P22 · · · P2W
· · · · · · . . . · · ·
PM1 PM2 · · · PMW

. (2.16)
A single user, point to point MIMO scenario similar to Fig. 2.6-(d), in a macrodiversity en-
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vironment is not common. However, if distributed sources and receivers do belong to a single
transmitter/receiver pair and are connected for joint transmission and reception, then a virtual
point to point macrodiversity MIMO wireless link is created.
2.3 Macrodiversity MIMO Applications
In this section, we summarize some macrodiversity MIMO deployment scenarios. The discussion so
far has been based on general macrodiversity systems where practical scenarios were deliberately
omitted in order to maintain generality. However, in this section we present some more system spe-
cific descriptions of the kind of macrodiversity MU-MIMO systems proposed in the latest releases
of the 3GPP LTE Advanced standards, namely CoMP transmission. There are various deployment
scenarios and transmission modes identified and proposed in [37, 38, 39, 40, 41]. These deployment
scenarios and transmission modes are described next. In order to facilitate our discussion, we as-
sume a traditional, homogenous, hexagonal, cellular based mobile wireless communication system
as our baseline system. Furthermore, cells with a relatively small coverage area are referred to as
microcells while cells with larger coverage areas are referred to as macrocells henceforth.
2.3.1 CoMP Deployment Scenarios
• Scenario 1: A typical cell BS site is usually comprised of 3 or more sectors. In this scenario, the
macrocell BS controls each of the sectors. This collaboration method is easy to implement as no
backhaul communication to other entities is needed. At the same time, there is a downside to
this method as no coordination with other BSs, diminishes the advantages of full cooperation.
• Scenario 2: Several microcell BSs (usually 3 or 7) are connected together by a macro network
to form a macrocell. This macro network is likely be a fibre network. Though this approach
can coordinate transmission points in a much larger area than the first approach, its practical
implementation is difficult as a fiber infrastructure must be put in place to connect the partic-
ipating BSs with the central BS. This is a homogeneous network topology and is depicted in
Fig. 2.11 for a 3 cell collaboration.
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Figure 2.11: Illustration of deployment Scenario 2. Only the interconnection links of a single
coordination unit is shown for clarity
• Scenario 3: There are many low power remote radio heads (RRH) distributed across a macrocell
to cover certain hotspots. These points have their own cell identity and therefore act as
independent cells. These transmit/receive points are connected to the central macrocell BS in
a coordination unit. This is a heterogeneous network topology and is depicted in Fig. 2.12.
• Scenario 4: This is the same deployment as in Scenario 3, except the transmit/receive points
(RRHs) do not have independent cell identities and create a distributed antenna array under
the control of the macrocell BS.
The above deployment scenarios have not been finalized by standardization bodies like the
3GPP, but are currently being investigated for LTE-Advanced.
2.3.2 CoMP Transmission Modes
Unlike conventional MU-MIMO systems, macrodiversity MU-MIMO may have some limitations in
transmitting and receiving technologies due to the limitations imposed by the backhaul intercon-
nection links. Due to those limitations, transmission modes in the downlink CoMP and combining
modes in the uplink CoMP have to be designed accordingly. A comprehensive description on var-
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Figure 2.12: Illustration of deployment Scenario 3. Only a single macrocell is shown for
clarity
ious transmission modes for both downlink and uplink CoMP is found in [42]. Since our major
focus is on macrodiversity MIMO uplink in this thesis, we only consider uplink CoMP systems in
this section. Currently, there are two major uplink CoMP processing modes under consideration.
• Joint Processing (JP): This is also called MIMO cooperation. In this scenario, received data
at all BSs are transmitted to a central processing unit through high capacity delay free links.
Data processing is done at the central processing unit jointly on received data. Therefore, very
advanced joint signal processing techniques can be used to extract the greatest benefits out of
this form of cooperative communication.
• Coordinated scheduling/coordinated processing (CS/CP): In this processing mode, all the par-
ticipating distributed BSs share channel state information, but user data remains unshared.
This technique approaches the ideal JP gains [43, 44].
Actual implementations of CoMP may be combinations of the above deployment scenarios and
transmission modes depending upon the priorities of manufacturers. Academically, there is a large
body of research devoted to many aspects of the above scenarios. Interested readers are directed
to [40] for a fairly comprehensive overview. However, in this thesis we have made the following
assumption in order to make our analysis more general and in some sense fundamental.
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Assumption 2.2. In this thesis, we assume the MIMO cooperation processing mode (JP) where all
the participating distributed BSs are connected by infinite capacity, delay free interconnection links
and employ coherent reception/transmission, so that all the BSs and MSs create a macrodiversity
MU-MIMO system as defined in Def. 2.1.
Chapter 3
Macrodiversity Maximal Ratio
Combining.
Maximum ratio combining is a well-known linear combining technique that maximizes the SNR in
noise limited systems [9]. In the presence of co-channel interferers, MRC is sub-optimal compared
to MMSE combining. However, MMSE combining requires instantaneous channel knowledge of
both the desired source and the interfering sources. In contrast, MRC only requires a knowledge
of the desired source and hence is simpler to implement. For this reason, there is still interest in
MRC processing in the presence of interference. In [45], MRC is investigated for large systems
where it was shown that in the limit as the number of antennas increases, intercell interference
effects disappear. In [46], a switched MRC/MMSE receiver is proposed where the simplicity of
MRC is preferred when the interference levels drop below a threshold. The performance of MRC
systems with co-located antenna arrays is well known for Rayleigh fading channels with multiple co-
channel interferers [47]. The performance of microdiversity MRC systems with imperfect channel
estimation in the presence of CCI with an arbitrary power interference-to-noise ratio (INR) has
been investigated in [48, 49]. In [50, 51], studies on the performance of MRC diversity schemes
with various fading scenarios (Rician and Nakagami) and cochannel interference were reported, but
macrodiversity MRC makes performance analysis more complex and to the best of our knowledge
no analytical results are currently available for such finite size systems. Hence, in this chapter,
27
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we analyze the SER of macrodiversity MRC systems. In particular, we consider a distributed
antenna array performing MRC combining for a single antenna desired source in the presence of
an arbitrary number of single antenna co-channel interferers. The analysis also covers the case
where both the desired and interfering sources may have multiple antennas. Since the sources and
the receive antennas are not co-located, the channels are normally independent and so the focus
is on independent Rayleigh fading channels where each link has a different SNR. In the scenario
where some sources have multiple antennas, there may be spatial correlation in the channels
corresponding to that position. This is beyond the scope of the current work where independent
channels are considered. However, receiver correlation due to co-located antennas at each BS
can also be handled, but the transmit side correlation due to multiple antennas at each user is
not covered by the current analysis. We provide specific results for BPSK and quadrature phase
shift keying (QPSK) modulations, but the analysis can be applied to M-ary quadrature amplitude
modulation and a wide range of modulations where the SER can be written in terms of an expected
value of the Gaussian Q-function and Q2-function.
3.1 System Model
Consider N single-antenna distributed users communicating with nR distributed BS [38] each with
a single receive antenna over an independent flat fading Rayleigh channel. The system diagram is
given in Fig.3.1. The received signal is given by
r = Hs +n, (3.1)
where r = (r1, r2, . . . , rnR)
T is the CnR×1 receive vector, H = (hik) is the CnR×N channel matrix,
s = (s1, s2, . . . , sN )
T is the CN×1 signal vector and n = (n1, n2, . . . , nnR)T is the CnR×1 AWGN
vector at the receive antennas such that n ∼ CN (0, σ2I). The signals are normalized to be zero-
mean, unit power variables so that E
{|si|2} = 1 for i = 1, 2, . . . , N . The channel matrix, H , has
independent zero-mean, complex Gaussian elements such that E
{|H ik|2} = Pik. Hence, equation
(3.1) can be rewritten as
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Figure 3.1: System diagram. To reduce clutter, only paths from source 2 are shown.
r =
(
Hw ◦P ◦
1
2
)
s +n, (3.2)
where P = (Pik) and the elements, Hw,ik, of Hw satisfy Hw,ik ∼ CN (0, 1) ∀i, k. The matrix, P ,
is the global power matrix for the system and for the kth source, an individual power matrix is also
defined by P k = E
{
hkh
H
k
}
= diag (P1k, P2k, . . . , PnRk), for k = 1, 2, . . . , N . In the microdiversity
case, P k ∝ I . In macrodiversity scenarios, P k is no longer proportional to the identity and these
more general power matrices make the analysis more complex. Assume, without loss of generality,
that user 1 is the desired user. For the purpose of decoding user 1, (3.1) can be rewritten as
r = h1s1 + H˜s˜ +n (3.3)
= h1s1 + i, (3.4)
where h1 is the first column of H , H˜ is all columns of H , excluding the first column, meaning
H =
(
h1, H˜
)
, and s˜ = (s2, . . . , sN )
T . The nR × 1 vector, i is the interference and noise vector.
With MRC processing, the output of the combiner is given by [10]
r˜ =
hH1 r
hH1 h1
= s1 +
hH1 i
hH1 h1
. (3.5)
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The interference and noise term in (3.5) can be written as
Z =
hH1 i
hH1 h1
=
hH1
(
H˜s˜ +n
)
hH1 h1
. (3.6)
Following the standard approach [10], we develop a conditional Gaussian representation for Z as
follows. Since H˜ and n are zero-mean Gaussian and independent of h1 and s˜, it follows that Z is
also zero-mean Gaussian conditioned on h1 and s˜. The conditional variance of Z is given by
E
{
|Z|2 |h1, s˜
}
=E

hH1
(
H˜s˜+n
)(
s˜HH˜
H
+nH
)
h1(
hH1 h1
)2
∣∣∣∣∣∣∣h1, s˜
 , (3.7)
=
hH1 E
{
H˜s˜s˜HH˜
H
+ σ2I
}
h1(
hH1 h1
)2 , (3.8)
=
hH1
(∑N
k=2P k |sk|2 + σ2I
)
h1(
hH1 h1
)2 . (3.9)
Hence, Z has the exact representation
Z =
√
hH1
(∑N
k=2P k |sk|2 + σ2I
)
h1
hH1 h1
U, (3.10)
where U ∼ CN (0, 1). Using this representation in (3.5) gives the combiner output in simplified
signal plus noise form as
r˜ = s1 +
√
Y
X
U, (3.11)
where X = hH1 h1, Y = h
H
1 D (s˜)h1 and D (s˜) =
∑N
k=2P k |sk|2 + σ2I .
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3.2 Performance Analysis
3.2.1 A Simple SER Analysis
With the combiner output given by (3.11), SERs for many modulations can be obtained using
standard methodology [10]. As an example, for BPSK, we have the SER
Ps = Pr
(
−1 +
√
Y
X
Re (U) > 0
)
, (3.12)
= E
{
Q
(√
2X2
Y
)}
, (3.13)
where Q (x) = 1√
2pi
∫∞
x e
− t2
2 dt is the Gaussian Q-function defined in [52]. Defining γ = X2Y −1
gives the BPSK SER as E
{
Q
(√
2γ
)}
. Note that in general γ is a function of s˜ but this dependence
is not shown for convenience. For BPSK, each element of s˜ has unit modulus and so there is no
dependence on s˜ and the SER in (3.13) is valid for any values of s˜. For many modulations [8, 53],
SERs are constructed from similar functions of the form
W1 (a, b, s˜) = E
{
aQ
(√
bγ
)}
, (3.14)
=
∫ ∞
0
aQ
(√
bγ
)
f (γ) dγ, (3.15)
where f (γ) is the probability density function of γ. For some modulations, such as BPSK, the
SER can be given exactly in terms of W1 (a, b, s˜), whereas for other modulations it will provide an
approximation. Using integration by parts on (3.15) gives
W1 (a, b, s˜) = a√
2pi
∫ ∞
0
e−
w2
2 Fγ
(
w2
b
)
dw, (3.16)
where F (.) is the cumulative distribution function of γ. Hence, SER performance for MRC relies
on the evaluation of (3.16) which in turn relies on the cdf of γ.
In the microdiversity case, all the P i matrices are proportional to the identity and γ reduces to a
simplified expression, γ ∝ χ2, where χ2 is a chi-squared random variable [54]. In the macrodiversity
Chapter 3. Macrodiversity Maximal Ratio Combining. 32
case, this reduction does not occur and γ is proportional, not to a simple chi-squared random
variable, but to a ratio of powers of correlated quadratic forms. This is the novel analytical
challenge posed by the macrodiversity scenario. The derivation of the cdf is based on the joint
distribution of X,Y . From [55], the joint distribution of X and Y becomes
fX,Y (x, y) =
nR∑
i=1
nR∑
k 6=i
ξike
− x
Pi1 e
−βik
(
y−Qix
Pi1
)
u
(
y − QiPi1x
)
u (x) for βik > 0
−u
(
Qi
Pi1
x− y
)
u (x) for βik < 0,
(3.17)
where u (x) is the standard unit step function defined as
u (x) =

0 x < 0
1 x > 0,
(3.18)
and
ξik =
PnR−2i1 υik
nR−3∏nR
l 6=i,k (υikνil − νikυil)
, (3.19)
βik =
νik
υik
, (3.20)
υik = Pi1Qk −QiPk1, (3.21)
νik = Pi1 − Pk1, (3.22)
Q =D (s˜)P 1 = diag (Q1, Q2, . . . , QnR) . (3.23)
Note that each term in the summation of (3.17) has its own region of validity depending on the
algebraic sign of βik. The βik = 0 condition has been ignored since the case of distributed users
with a single antenna always yields βik 6= 0.
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The cdf of γ is defined by
Fγ (r) = Pr (γ < r) = Pr
(
X2
Y
< r
)
, (3.24)
= Pr
(
X2 − rY < 0) , (3.25)
=
∫∫
D
fX,Y (x, y) dxdy, (3.26)
where the domain of integration is defined by D = {x, y : x ≥ 0, y ≥ 0 and x2 − ry < 0}. In
Appendix B.1, the integral in (3.26) is computed giving
Fγ (r) =
nR∑
i=1
nR∑
k 6=i
Fik (r) , (3.27)
where Fik (r) = F
1
ik (r) for βik > 0 and Fik (r) = F
2
ik (r) for βik < 0, where F
1
ik (r) and F
2
ik (r) are
given in (B.4) and (B.9) and βik is given in (3.20). For convenience, we expand βik in (3.20) and
also give the result here as
βik=
1
Pi1
− 1Pk1∑N
u=2 (Pku − Piu) |su|2
. (3.28)
Note that the case of βik = 0 is not considered as this is the case when Pi1 = Pk1, an event which
occurs with probability zero when the receive antennas are not co-located. As for the cdf, the SER
analysis is performed separately according to the algebraic sign of βik. Therefore, substituting
(3.27) into (3.16), the final result is
W1 (a, b, s˜) =
nR∑
i=1
nR∑
k 6=i
Psik , (3.29)
where Psik = P
1
sik
for βik > 0 and Psik = P
2
sik
for βik < 0, where P
1
sik
and P 2sik are given in (3.30)
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and (3.31).
P 1sik =
a√
2
Pi1ξikβik
 1√2 − 1
2
√(
1
2 +
Qi
bP 2i1
)
 +
√
b
βik
ξik(
ω2ik − 2bβik
)
√√√√ βik
b
(
1
2 +
Qi
bP 2i1
)αik − 1

 .
(3.30)
P 2sik =
a√
2
Pi1ξikβik
 1√2 − 1
2
√(
1
2 +
Qi
bP 2i1
)

+
√
b
−βik
ξik(
ω2ik − 2bβik
)
√√√√ −βik
b
(
1
2 +
Qi
bP 2i1
)αik + ωik√−2bβik

 . (3.31)
The results in (3.30) and (3.31) are obtained using the following three standard integral identities
[52]
∫ ∞
0
eµx
(
1− Φ (√αx))dx = 1
µ
(√
α
α− µ − 1
)
, for Re (α) > 0; Re (µ) < Re (α) , (3.32)
∫ ∞
0
xe−µx
2
Φ (jax) dx =
ja
2µ
√
µ− a2 , for a > 0; Re (µ) > (Re (a))
2 , (3.33)
∫ ∞
0
e−q
2x2dx =
√
pi
2q
for q > 0, (3.34)
where Φ (x) in (3.32) and (3.33) is the standard error function [52]. For multi-level constellations,
the values of s˜ affect D (s˜) and therefore γ. Hence, SER results must average (3.29) over all
possible values of s˜. This gives
W1 (a, b) =
∑
s˜
W1 (a, b, s˜) Pr (s˜) , (3.35)
where (3.35) may be an exact or approximate SER result, the summation is over all possible s˜ and
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Pr (s˜) is the probability of a particular s˜ value. Finally for BPSK modulation the SER in (3.13)
becomes
Ps =W1 (1, 2, s˜) . (3.36)
3.2.2 Extended SER Analysis
For M -QAM, first order SER approximations can be found via expressions of the form in (3.14).
Exact results involve expectation over the Q2(.) function in addition to (3.14). As an example,
consider 4-QAM where the SER is given by
Ps = Pr
(
− 1√
2
+
1√
γ
Re (U) > 0 or − 1√
2
+
1√
γ
Im (U) > 0
)
(3.37)
Ps = 1− Pr
(
Re (U) <
√
γ
2
)2
(3.38)
= 1− E
{
(1−Q (√γ))2
}
(3.39)
= 2E {Q (√γ)} − E {Q2 (√γ)} . (3.40)
Here, the 2E
{
Q
(√
γ
)}
= W1 (2, 1, s˜) term in (3.40) is a good approximation to Ps [10] and the
remaining term, E
{
Q2
(√
γ
)}
, makes only a small adjustment. However, in other variations of
M -QAM modulation schemes the contribution from Q2 (.) is not negligible [10]. Therefore, for
general M -QAM, the exact SER is useful and this can be written in terms of W1 (a, b, s˜) and
W2 (a, b, s˜) = E
{
aQ2
(√
bγ
)}
. The first expectation is found in (3.29). The second expectation
can be derived as follows. Let,
W2 (a, b, s˜) = a
∫ ∞
0
Q2
(√
bγ
)
f (γ) dγ. (3.41)
Chapter 3. Macrodiversity Maximal Ratio Combining. 36
Using integration by parts on (3.41) gives
W2 (a, b, s˜) = a
√
2
pi
∫ ∞
0
e−
w2
2 Q (w)Fγ
(
w2
b
)
dw. (3.42)
In order to facilitate our analysis we need two fundamental probability integrals. To the best of
our knowledge, there are no equivalent integral forms in the literature. Therefore, we derive both
integrals in Appendix B.2, since they may have applications in other communication problems.
As for the simple SER analysis, the extended analysis is also performed separately according to
the algebraic sign of βik. Therefore, substituting (3.27) into (3.42), the final result is derived in
Appendix B.2 as
W2 (a, b, s˜) =
nR∑
i=1
nR∑
k 6=i
P˜sik , (3.43)
where P˜sik = P˜
1
sik
for βik > 0 and P˜sik = P˜
2
sik
for βik < 0, where P˜
1
sik
and P˜ 2sik are given in (3.44)
and (3.45), respectively.
P˜ 1sik =
a√
2
Pi1ξikβik
 1√8 −
tan−1
(√
1 + 2Qi
bP 2i1
)
pi
√(
1
2 +
Qi
bP 2i1
)
+ ξik√bβikβik I2
(
αik
√
βik
b
,
ω2ik
4bβik
− 1
2
) .
(3.44)
P˜ 2sik =
a√
2
Pi1ξikβik
 1√8 −
tan−1
(√
1 + 2Qi
bP 2i1
)
pi
√(
1
2 +
Qi
bP 2i1
)
 − 1j ξik√−bβikβik
×
(
I1
(
αik
√
−βik
b
,
1
2
− ω
2
ik
4bβik
)
+ I1
(
ωik
2
√−bβik
,
1
2
− ω
2
ik
4bβik
)))
.
(3.45)
Hence, the exact SERs are computable using (3.29) and (3.43) for any M -QAM modulation. As in
Sec. 3.2.1, for multi-level constellations the SER results depend on W1 (a, b) and W2 (a, b) results
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where W1 (a, b) is given in (3.35) and
W2 (a, b) =
∑
s˜
W2 (a, b, s˜) Pr (s˜) . (3.46)
For QPSK modulation the SER in (3.40) becomes
Ps =W1 (2, 1, s˜)−W2 (1, 1, s˜) . (3.47)
3.2.3 A Simple Power Metric
The SER and any other performance metrics are functions of the power matrices P 1,P 2, . . . ,P N .
Although (3.29) and (3.43) give the exact SER as a function of these powers, the result is complex
and does not offer any simple insights into the relationship between performance and the powers.
Hence, we consider (3.5) and (3.9) which give the mean SINR of the combiner as
m˜P , E

(
hH1 h1
)2
hH1
(∑N
k=2hkh
H
k + σ
2I
)
h1
 , (3.48)
where m˜P is a performance metric based on the link powers and we have used E
{
|si|2
}
= 1.
Exact evaluation of (3.48) is possible but it is rather involved and produces complex expressions.
Hence, we prefer the compact approximation based on the first order delta method, similar to the
Laplace approximation [56], given by
mP =
E
{(
hH1 h1
)2}
E
{
hH1
(∑N
k=2hkh
H
k + σ
2I
)
h1
} . (3.49)
Using established results for the moments of quadratic forms [54, pp. 119], we obtain
mP =
Tr (P 1)
2 + Tr
(
P 21
)
Tr
(∑N
i=2P 1P i + σ
2P 1
) . (3.50)
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From (3.50), we observe that while a P 1 matrix with large entries boosts the numerator, hence
improving performance, it also interacts with the interferers in the denominator. Since MRC
is based on weighting the strongest signal, the most advantageous interference profile is for the
stronger interferers to line up with the weaker desired signals and vice-versa. This intuitive result is
precisely captured by (3.50) which increases with Tr (P 1) and also increases as Tr (P 1P i) decreases,
for i = 2, 3, . . . , N .
Although mP captures some of the important relationships between performance and the power
matrices, it is not always an accurate predictor of performance. As the SINR grows, the mean
becomes further from the lower tail which governs error rate performance. Hence, we expect the
mean to carry less information about SER at high SINR. This is discussed in more detail in Sec.
3.3.
3.2.4 Remarks on Systems with Multiple Co-located Receive An-
tennas at BSs
The analysis in Sec. 3.2 is restricted to situations where the BSs have a single antenna each.
However, if the receiver, for example has two co-located antennas at any BS, the system analysis
still can be handled by the same method, but will result in a different joint distribution for (3.17).
Thus, every new scenario for co-located antennas gives a new joint distribution and in turn this
gives a different error rate expression. A pragmatic solution is to use a perturbation approach. If
Pi1 = Pr1 (corresponding to receive antennas i and r of the desired user, being co-located at i
th
BS) then we can use Pi1 and Pi1 +  for the two powers where  is a small perturbation. This
approach provides stable and accurate results as will be shown in Sec. 3.3.
3.3 Numerical and Simulation Results
For the numerical results, we consider a system with three distributed receive antennas and also a
larger system with 6 receive antennas deployed in three sets of co-located pairs. Hence, there are
three positions at which one or two antennas are deployed and these are refereed to as locations.
Chapter 3. Macrodiversity Maximal Ratio Combining. 39
Note that the number of interferers in the system is irrelevant, since, from (3.10), their effect is
governed by
∑N
k=2P k |sk|2. Hence, one interferer with a power matrix equal to
∑N
k=2P k |sk|2 is
equivalent to N − 1 interferers with power matrices P 2 |s2|2 , . . . ,P N |sN |2. Hence, we consider a
single interferer throughout. In this section we consider BPSK and 4-QAM results where |si|2 = 1
∀i. Hence, for both systems, we parameterize the performance by three parameters which are
independent of the transmit symbols. The average received signal to noise ratio is defined by
ρ = Tr (P 1) /nRσ
2. The total signal to interference ratio is defined by ς = Tr (P 1) /Tr (P 2). The
spread of the signal power across the three locations is assumed to follow an exponential profile, as
in [57], so that a range of possibilities can be covered with only one parameter. The exponential
profile is defined by
Pik = Kk (α)α
i−1, (3.51)
for receive location i and source k where
Kk (α) = Tr (P k) /
(
1 + α+ α2
)
, k = 1, 2, (3.52)
and α > 0 is the parameter controlling the uniformity of the powers across the antennas. Note
that as α→ 0 the received power is dominant at the first location, as α becomes large (α 1) the
third location is dominant and as α→ 1 there is an even spread, as in the standard microdiversity
scenario. In Figs. 3.2-3.3 we show SER results for the ten scenarios (S1-S10) given in Table 3.1.
Note that an error floor occurs as ρ → ∞ (σ2 → 0) for fixed ς. The value of the error floor is
obtained by substituting σ2 = 0 in (3.29). In Table 3.1 we report the values of mP and the error
floor for the ten scenarios considered. Note that mp is given for a σ
2 value corresponding to ρ = 20
dB.
Figures 3.2 and 3.3 verify the analytical results in (3.29) for BPSK modulation with simulations
and also explore the effect of different power profiles. In Fig. 3.2, a low SIR is considered with
ς = 1. Here, S1 is the worst case since the desired signal profile is aligned with the interferer and
the profile is rapidly decaying giving little diversity. S3 is the best since the profiles are opposing
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Table 3.1: Parameters for Figures 3.2 and 3.3
Decay Parameter
Sc. No. ς Desired Interfering
mP
(dB) Err. Floor
S1 1 α = 1
65
α = 1
65
3.06 1.36e-1
S2 1 α = 1
65
α = 1 7.68 6.26e-2
S3 1 α = 1
65
α = 65 28.64 1.80e-3
S4 1 α = 1 α = 1 5.97 2.49e-2
S5 1 α = 1 α = 1
65
5.97 2.76e-2
S6 10 α = 1
65
α = 1
65
12.93 1.42e-2
S7 10 α = 1
65
α = 1 17.30 4.90e-3
S8 10 α = 1
65
α = 65 27.62 1.68e-4
S9 10 α = 1 α = 1 15.60 1.21e-4
S10 10 α = 1 α = 1
65
15.60 2.57e-4
Table 3.2: Parameters for Figure 3.4
Decay Parameter
Sc. No. ς Desired Interfering
mP
(dB) Err. Floor
S11 30 α = 1
65
α = 1
65
17.42 1.54e-2
S12 30 α = 1
65
α = 1 21.34 5.20e-3
S13 30 α = 1
65
α = 65 27.68 1.99e-4
S14 30 α = 1 α = 1 19.65 7.68e-5
S15 30 α = 1 α = 1
65
19.64 1.72e-4
and the best desired signal aligns with the weakest interference. Since Fig. 3.2 has a low SIR the
major impact on performance is caused by the presence or absence of a high SIR or low SIR at
each antenna. In Fig. 3.3, the same power profiles are considered but at higher SIR, ς = 10, the
order is changed. S6 is still the worst as this scenario has high interference at all antennas and
little diversity. In contrast S8 is no longer the best with S9 now giving better performance. Note
that S9 has greater diversity with an even spread of power across the antennas and this becomes
more important at high SIR.
Another comparison between scenarios can be seen in Table 3.1. Note that in Fig. 3.2 the
ordering based on mP correctly identifies the best and worst scenarios whereas in Fig. 3.3 the mp
metric suggest that S8 is best whereas S9 is better. The mp metric gives some intuition about
macrodiversity MRC performance, especially at low SIR, but it doesn’t accurately capture diversity
effects (seen in the lower tail of the combiner output) which are needed for accurate performance
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Table 3.3: Parameters for Figure 3.5
Decay Parameter
Sc. No. ς Desired Interfering
mP
(dB) Err. Floor
S16 20 α = 1
65
α = 1
65
17.57 1.50e-3
S17 20 α = 1
65
α = 1 21.69 1.61e-4
S18 20 α = 1
65
α = 65 29.32 5.51e-7
S19 20 α = 1 α = 1 20.57 1.54e-7
S20 20 α = 1 α = 1
65
19.96 1.04e-6
prediction.
In Fig. 3.4, the same power profiles are considered for QPSK transmission. Here, the exact
results from Sec. 3.2.2 are verified by simulation. In particular, the SER expression in (3.40) for
QPSK modulation is used along with (3.29) and (3.43). The relative performance provided by
the 5 scenarios is the same as in Fig. 3.3 except that the cross over of S13 and S15 in Fig. 3.4
(equivalent to the cross over of S8 and S10 in Fig. 3.3) does not occur until SNR > 30 dB.
Finally, in Fig. 3.5 we consider the six antenna receiver where antennas 1,2 are co-located, antennas
3,4 are co-located elsewhere and antennas 5,6 are also co-located and separated from antennas 1-4.
Here, the long term receive SNR of a source at antennas 1 and 2 will be the same. Hence, we
use the perturbation approach of Sec. 3.2.4 to obtain results. Fig. 3.5 validates the perturbation
approach by simulation and shows a large performance improvement relative to Fig. 3.4 due to the
increased number of antennas. Again, the results due to the five scenarios follow the same order
as in Figs. 3.3 and 3.4. Note that when α = 1 for both desired and interfering sources, the system
layout is microdiversity. Hence, scenarios S4, S9, S14 and S19 provide microdiversity results.
3.4 Summary
Exact SER results are derived for BPSK and M -QAM modulations in a Rayleigh fading macrodi-
versity system employing MRC. The results have applications to several systems of current interest
in communications including network MIMO and cooperative communications. The analysis is
used to study the effects of the macrodiversity power profiles on MRC performance. It is shown
that simple power metrics may capture several features of MRC performance but the impact of
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diversity in a distributed system is important at realistic SINR values. Here, the exact results are
necessary to provide an accurate performance measure. In general, performance improves as the
desired signal dominates the interferer at some antennas and as the desired power is spread more
evenly over the receive antennas. The exact balance between these two key features is difficult to
obtain in a simple form but is provided by the exact solutions given.
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Figure 3.2: Analytical and simulated SER values for a MRC receiver with BPSK modulation
in flat Rayleigh fading for scenarios S1-S5 with parameters: nR = 3 and ς = 1.
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Figure 3.3: Analytical and simulated SER values for a MRC receiver with BPSK modulation
in flat Rayleigh fading for scenarios S6-S10 with parameters: nR = 3 and ς = 10.
−5 0 5 10 15 20 25 30
10−5
10−4
10−3
10−2
10−1
100
ρ [dB]
SE
R
 
 
Simulation
Analytical (exact)
S11
S12
S13
S15
S14
Figure 3.4: Analytical and simulated SER values for a MRC receiver with QPSK modulation
in flat Rayleigh fading for scenarios S11-S15 with parameters: nR = 3 and ς = 30.
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Figure 3.5: Analytical and simulated SER values for a MRC receiver with QPSK modulation
in flat Rayleigh fading for scenarios S16-S20 with parameters: nR = 6 and ς = 20.
Chapter 4
Ergodic Sum Capacity of
Macrodiversity MIMO Systems
The information capacity is a fundamental measure which quantify the maximum amount of in-
formation transferable across a channel reliably [1, 31]. Despite our knowledge on the capacity
of other MU-MIMO systems [58], little is known analytically in the macrodiversity MU-MIMO
scenario. There appears to be no work currently available on the capacity of general systems
of this type. Similar work includes the capacity analysis of Rayleigh channels with a two-sided
Kronecker correlation structure [59, 60]. However, the Kronecker structure is much too restrictive
for a macrodiversity layout and such results cannot be leveraged here. Also, there is interesting
work on system capacity for particular cellular structures, including Wyner’s circular cellular array
model [61] and the infinite linear cell-array model [62]. Despite these contributions, the general
macrodiversity model appears difficult to handle [58]. In [63], the ergodic capacity is calculated
using an asymptotic large random matrix approach for point-to-point MIMO systems. Similarly,
an asymptotic approach is used to study cellular systems with multiple correlated BS and US an-
tennas in [64]. The analytical difficulties are caused by the geographical separation of the antennas
which results in different entries of the channel matrix having different powers with an arbitrary
pattern. Also, these powers can vary enormously when shadowing and path loss are considered.
Note that this type of channel model also occurs in the work of [65].
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In this chapter, we consider a MIMO-MAC where all sources and receive antennas are widely
separated and all links experience independent Rayleigh fading. For this system, we consider the
ergodic sum capacity, under the assumption of no CSI at the transmitters. For two sources, we
derive the exact ergodic sum capacity. The result is given in closed form, but the details are com-
plicated and for more than two sources, it would appear that an exact approach is too complex to
be useful. Hence, we develop a compact approximation and a bound for the general case. The first
technique is very accurate, but the functional form is awkward to interpret. Hence, a second, less
accurate but simple bound is developed which has a familiar and appealing structure. This bound
leads to insight into capacity behavior and its relationship with the channel powers. Results are
verified by Monte Carlo simulations and the impact on capacity of various channel power profiles
is investigated.
Note that, the methodology developed is for the case of arbitrary powers for the entries in the
channel matrix. There is no restriction due to particular cellular structures. Hence, the results
and techniques may also have applications in multivariate statistics.
4.1 System Model
Consider a MIMO-MAC link with M base stations and W users operating over a Rayleigh channel
where BS i has nRi receive antennas and user i has ni antennas. The total number of receive
antennas is denoted nR =
∑M
i=1 nRi and the total number of transmit antennas is denoted N =∑W
i=1 ni. An example of such a system is shown in Fig. 4.1, where three BSs are linked by a
backhaul processing unit and communicate with multiple, mobile users. All channels are considered
to be independent since the correlated channel scenario can be transformed into the independent
case as shown in Sec. 4.1.1. The system equation is given by
r =Hs +n, (4.1)
where r is the CnR×1 receive vector, s is the combined CN×1 transmitted vector from the W users,
n is an additive white Gaussian noise vector, n ∼ CN (0, σ2I), and H ∈ CnR×N is the composite
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Figure 4.1: A network MIMO system with a 3 sector cluster. To reduce the clutter, only
paths from a single source are shown.
channel matrix containing the W channel matrices from the W users. The ergodic sum capacity
of the link depends on the availability of channel state information at the transmitter side. In
particular, if no CSI at the transmitter is assumed, the corresponding ergodic sum capacity is [30,
pp. 57]
E {C} = E
{
log2
∣∣∣∣I + 1σ2HHH
∣∣∣∣} , (4.2)
where E
{|si|2} = 1, i = 1, 2, . . . , N , is the power of each transmitted symbol. It is convenient to
label each column of H as hi, i = 1, 2, . . . , N , so that H = (h1,h2, . . . ,hN ). The covariance matrix
of hk is defined by P k = E
{
hkh
H
k
}
and P k = diag (P1k, P2k, . . . , PnRk). Hence, the ik
th element of
H is CN (0, Pik). Using this notation, we can also express hk as hk = P
1
2
kuk, where uk ∼ CN (0, I ).
Note that, for convenience, all the power information is contained in the P k matrices so that there
is no normalization of the channel and, in (4.2), the scaling factor in the capacity equation is
simply 1/σ2.
4.1.1 Correlated Channels
Consider the general scenario where sources and/or BSs have multiple co-located antennas for
transmission and reception. Here, spatial correlation may be present due to the co-located antennas
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[66, 67]. If a Kronecker correlation model is assumed, then the composite channel matrix is given
by
H =
R
1
2
r1 0
...
0 R
1
2
rM

 Hw,11 ... Hw,1W... . . . ...
Hw,M1 ... Hw,MW

R
1
2
t1 0
...
0 R
1
2
tW
 , (4.3)
where the CnRk×ni matrix, Hw,ik, has iid elements since all the channel powers from user k to BS
i are the same. The matrix Rri is the receive correlation matrix at BS i and the matrix Rtk is
the transmit correlation matrix at source k as defined in [66]. Using the spectral decompositions,
Rri = ΦriΛriΦ
H
ri and Rtk = ΦtkΛtkΦ
H
tk and substituting (4.3) into (4.2) it is easily shown that the
capacity with the channel in (4.3) is statistically identical to the capacity with channel
H =
Λ
1
2
r1 0
...
0 Λ
1
2
rM

 Hw,11 ... Hw,1W... . . . ...
Hw,M1 ... Hw,MW

Λ
1
2
t1 0
...
0 Λ
1
2
tW
 . (4.4)
Denoting (4.4) by H = Λ
1
2
rHwΛ
1
2
t , we see that correlation is equivalent to a scaling of the channel
powers by the relevant eigenvalues in Λr and Λt. In particular, the (u, v)
th element of H has power
Λr,uuΛt,vvPuv, where Puv is the single link power from transmit antenna v to receive antenna u.
Hence, correlation can be handled by the same methodology developed in Secs. 4.3-4.5, with
suitably scaled power values 1.
4.2 Preliminaries
In this section we derive some useful results which will be used extensively throughout the chapter.
1Arbitrary fixed transmit power control techniques can also be handled in the same way as for the
correlated scenario.
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Lemma 4.1. Let X be an n× n complex random matrix with,
A=E {X ◦X} ,

E
{|X11|2} . . . E {|X1n|2}
E
{|X21|2} . . . E {|X2n|2}
. . . . . . . . .
E
{|Xn1|2} . . . E {|Xnn|2}

, (4.5)
where ◦ represents the Hadamard product. With this notation, the following identity holds.
E
{∣∣∣XHX ∣∣∣} = perm (A) , (4.6)
where perm(.) is the permanent of a square matrix defined in [68].
Proof. From the definition of the determinant of a generic matrix, X = {Xi,k}i,k=1...n, we have
E
{∣∣∣XHX ∣∣∣} = E{[∑
σ
sgn(σ)
n∏
i=1
X¯σi,i
]
×
[∑
µ
sgn(µ)
n∏
i=1
Xµi,i
]}
, (4.7)
where σ = (σ1, σ2, . . . , σn) is a permutation of the integers 1, . . . , n, the sum is over all permuta-
tions, and sgn(σ) denotes the sign of the permutation. The permutation, µ, in the second summa-
tion of (4.7) is defined similarly. Since all the elements ofX are independent, the only terms giving
non-zero value expectations are
∏n
i=1 X¯ai,i
∏n
i=1Xbi,i, where permutation a = b. Hence, using the
permanent definition in [68] we have
E
{∣∣∣XHX ∣∣∣} = ∑
σ
n∏
i=1
Aσi,i = perm (A) . (4.8)
Corollary 4.2. Let X be an m × n random matrix with, E {X ◦X} = A, where A is an m × n
deterministic matrix and m > n. Then, the following identity holds.
E
{∣∣∣XHX ∣∣∣} = Perm (A) , (4.9)
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where Perm (A) is the permanent of the rectangular matrix A as defined in [68].
Proof. Using the Cauchy-Binet formula for the determinant of the product of two rectangular
matrices, we can expand
∣∣∣XHX ∣∣∣ as a sum of products of two square matrices. Each product of
square matrices can be evaluated using Lemma 4.1. The resulting expression is seen to be the
permanent of the rectangular matrix, A, which completes the proof.
Corollary 4.3. Let X be an m × n random matrix with, E {X ◦X} = A, where A is an m × n
deterministic matrix and m > n. If the m × m deterministic matrix Σ is diagonal, then the
following identity holds.
E
{∣∣∣XHΣX ∣∣∣} = Perm (ΣA) . (4.10)
Proof. The result follows directly from Lemma 4.1, and the fact that Σ
1
2 ◦Σ 12 = Σ for any diagonal
matrix.
4.3 Exact Small System Analysis
In this section, we derive the exact ergodic sum capacity in (4.2) for the N = 2 case. This
corresponds to two single antenna users or a single user with two distributed antennas. Here, the
channel matrix becomes H = (h1,h2) and it is straightforward to write (4.2) as
E {C} ln 2 = E
{
ln
∣∣∣∣I + 1σ2h1hH1
∣∣∣∣}
+E
{
ln
∣∣∣∣∣I+ 1σ2
(
I+
1
σ2
h1h
H
1
)−1
h2h
H
2
∣∣∣∣∣
}
, C1 + C2. (4.11)
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Both C1 and C2 can be expressed as scalars [36], [69, pp. 48], so the capacity analysis simply
requires
C1 = E
{
ln
(
1 +
1
σ2
hH1 h1
)}
, (4.12)
C2 = E
{
ln
(
1+
1
σ2
hH2
(
I+
1
σ2
h1h
H
1
)−1
h2
)}
. (4.13)
In order to facilitate our analysis, it is useful to avoid the logarithm representations in (4.12) and
(4.13). We exchange logarithms for exponentials as follows. First, we note the identity,
1
a
=
∫ ∞
0
e−atdt, for a > 0. (4.14)
Now equation (4.14) can be used to find ln a as below:
∂ ln a
∂a
=
∫ ∞
0
e−atdt, (4.15)∫ ln a
0
d ln a =
∫ a
1
∫ ∞
0
e−atdtda, (4.16)
ln a =
∫ ∞
0
e−t − e−at
t
dt. (4.17)
This manipulation is useful because there are many results which can be applied to exponentials
of quadratic forms, whereas few results exist for logarithms. As an example, using (4.17) in (4.12)
gives
C1 = E

∫ ∞
0
e−t − e−
(
1+ 1
σ2
h
H
1 h1
)
t
t
dt
 . (4.18)
Note that a = 1 + 1
σ2
hH1 h1 has been used in (4.17). Since a ≥ 1, it follows that the integrand in
(4.18) is non-negative. Also, the expected value, C1, is clearly finite and so, by Fubini’s theorem,
the order of expectation and integration in (4.18) may be interchanged. Using the Gaussian integral
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identity (A.18), the expectation in (4.18) can be computed to give
C1 =
∫ ∞
0
e−t
t
− e
−t
t |Σ1|dt, (4.19)
where Σ1 = I +
t
σ2
P 1. Hence, the log-exponential conversion in (4.17) leads to a manageable
integral for C1. Using the same approach and applying (4.17) in (4.13) gives
C2 = E

∫ ∞
0
e−t
t
− e
−t− t
σ2
h
H
2
(
I+ 1
σ2
h1h
H
1
)−1
h2
t
dt
 . (4.20)
The expectation in (4.20) has to be calculated in two stages. First, the expectation over h2 can
be solved using the Gaussian integral identity (A.18) and, with some simplifications, we arrive at
C2 =
∫ ∞
0
e−t
t
− Eh1
 e
−t
(
σ2 + hH1 h1
)
t |Σ2|
(
σ2 + hH1 Σ
−1
2 h1
)
 dt, (4.21)
where Σ2 = I +
t
σ2
P 2. Interchange of the expectation and integral in (4.21) follows from the same
arguments used for C1. Equation (4.21) can be further simplified to give
C2 =
∫ ∞
0
e−t
t
− e
−t
t |Σ2|dt− Eh1
 1σ2
∫ ∞
0
e−thH1 P 2Σ
−1
2 h1
t |Σ2|
(
σ2 + hH1 Σ
−1
2 h1
)dt
 . (4.22)
Defining the third term in (4.22) as Ib, the ergodic sum capacity, E (C) = C1 + C2, becomes
E {C} = 1
ln 2
{
2∑
k=1
Iak − Ib
}
, (4.23)
where
Iak =
∫ ∞
0
(
e−t
t
− e
−t
t |Σk|
)
dt. (4.24)
Chapter 4. Ergodic Sum Capacity of Macrodiversity MIMO Systems 53
Substituting for Σk in (4.24) and expanding (t |Σk|)−1 gives
Iak =
nR∑
i=1
ηik
∫ ∞
0
e−t
t+ σ
2
Pik
dt, (4.25)
where
ηik =
PnR−1ik∏nR
l 6=i (Pik − Plk)
. (4.26)
Note that the first e−t/t term in (4.24) cancels out with one of the terms in the partial fraction
expansion leaving only the linear terms shown in the denominator of (4.25). The integrals in (4.25)
can be solved in closed form [52] to give
Iak =
nR∑
i=1
ηike
σ2
PikE1
(
σ2
Pik
)
. (4.27)
In order to compute Ib we use Lemma 5.1 to give
Ib = −
∫ ∞
0
∫ ∞
0
e−t
|Σ2|
∂E
{
e−θ1z1−θ2z2
}
∂θ1
∣∣∣∣∣
θ1=0
dθ2dt, (4.28)
where z1 = h
H
1 P 2Σ
−1
2 h1 and z2 = σ
2 + hH1 Σ
−1
2 h1. The expectation in (4.28) can be solved using
(A.18), and with some manipulations we arrive at
Ib = −
∫ ∞
0
∫ ∞
0
∂
∂θ1
[
e−σ2t−σ2θ2
|I + tP 2 + θ1P 1P 2 + θ2P 1|
]
θ1=0
dθ2dt. (4.29)
In Appendix C.1, Ib in (4.29) is calculated in closed form and the final result is given by
Ib = − 1|P 1P 2|

nR∑
i=1
nR∑
k 6=i
nR∑
l 6=i,k
ξikl
(
M˜bikl − N˜bikl
)
Ji
 , (4.30)
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where M˜bikl , N˜bikl , Ji and ξikl are given in (C.30), (C.31), (C.8) and (C.18) respectively. Then,
the final result becomes
E {C} = 1
ln 2
{
2∑
k=1
nR∑
i=1
ηike
σ2
PikE1
(
σ2
Pik
)
+
1
|P 1P 2|
 nR∑
i=1
nR∑
k 6=i
nR∑
l 6=i,k
ξikl
(
M˜bikl − N˜bikl
)
Ji
 . (4.31)
4.4 Approximate General Analysis
In this section, we present an approximate ergodic sum rate capacity analysis for the case where
nR ≥ N > 2. Extending this to N ≥ nR is a simple extension of the current analysis. We use the
following notation for the channel matrix,
H =
(
H˜N ,hN
)
(4.32a)
=
(
H˜ k,hk . . . ,hN−1,hN
)
(4.32b)
=
...
= (h1,h2, . . . ,hN ) , (4.32c)
where the nR × (k − 1) matrix, H˜ k, comprises the k− 1 columns to the left of hk in H . Using the
same representation as in (4.11), the ergodic sum capacity is defined by [30] as,
E {C} ln 2 ,
N∑
k=1
Ck, (4.33)
where
Ck=E
{
ln
∣∣∣∣∣I+ 1σ2
(
I+
1
σ2
H˜ kH˜
H
k
)−1
hkh
H
k
∣∣∣∣∣
}
(4.34)
= E
{
ln
(
1 +
1
σ2
hHk
(
I +
1
σ2
H˜ kH˜
H
k
)−1
hk
)}
. (4.35)
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Applying (4.17) to (4.35) gives
Ck=
∫ ∞
0
e−t
t
− E
 e
−t
∣∣∣σ2I + H˜Hk H˜ k∣∣∣
t |Σk|
∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣
 dt, (4.36)
where Σk = I +
t
σ2
P k. In order to calculate the second term in (4.36), the following expectation
needs to be calculated,
I˜k (t) =
1
|Σk|E

∣∣∣σ2I + H˜Hk H˜ k∣∣∣∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣
 . (4.37)
Exact analysis of I˜k (t) is cumbersome, and even the N = 2 case (see the Ib calculation in (4.29))
is complicated. Hence, we employ a Laplace type approximation [56], so that I˜k (t) can be approx-
imated by
I˜k (t) ' 1|Σk|
E
{∣∣∣σ2I + H˜Hk H˜ k∣∣∣}
E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣} . (4.38)
Note that the Laplace approximation is better known for ratios of scalar quadratic forms [56].
However, the identity in both the numerator and denominator of (4.37) can be expressed as the
limit of a Wishart matrix as in [57]. This gives (4.37) as ratio of determinants of matrix quadratic
forms which in turn can be decomposed to give a product of scalar quadratic forms as in Appendix
C.4. Hence, the Laplace approximation for (4.37) has some motivation in the work of [56, 70]. It
can also be thought of as a first order delta expansion [71]. From Appendix C.2, the expectation
in the numerator of (4.38) is given by
E
{∣∣∣σ2I + H˜Hk H˜ k∣∣∣}= k−1∑
i=0
∑
σ
Perm ((Qk)
σi,k−1)
(
σ2
)k−i−1
, (4.39)
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where Qk is defined in (C.36). From Appendix C.3, the expectation in the denominator of (4.38)
is given by
|Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣} = nR∑
l=0
t l ϕkl, (4.40)
where ϕkl is given in (C.46). Therefore, I˜k (t) becomes
I˜k (t) ' Θ (Qk)∑nR
l=0 t
l ϕkl
(4.41)
=
Θ (Qk)
ϕknR
∑nR
l=0
(
ϕkl
ϕknR
)
t l
(4.42)
=
Θ (Qk)
ϕknR
∏nR
l=1 (t+ ωkl)
, (4.43)
where
Θ (Qk) =
k−1∑
i=0
∑
σ
Perm ((Qk)
σi,k−1)
(
σ2
)k−i−1
. (4.44)
Note that ωkl > 0 for all l, k from Descartes’ rule of signs as all the coefficients of the monomial
in the denominator of (4.42) are positive. Also note that, from (C.46), we have Θ (Qk) = ϕk0.
Applying (4.43) in (4.36) gives
Ck '
∫ ∞
0
e−t
t
− ϕk0
ϕknR
e−t
t
∏nR
l=1 (t+ ωkl)
dt. (4.45)
Using a partial fraction expansion for the product in the denominator of the second term of (4.45)
gives
1
t
∏nR
l=1 (t+ ωkl)
=
ζk0
t
−
nR∑
l=1
ζkl
t+ ωkl
, (4.46)
where
ζk0 =
1∏nR
u=1 ωku
=
ϕknR
ϕk0
(4.47)
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and
ζkl =
1
ωkl
∏nR
u6=l (ωku − ωkl)
. (4.48)
Applying (4.46) in (4.36) gives
Ck ' ϕk0
ϕknR
nR∑
l=1
∫ ∞
0
ζkl
t+ ωkl
dt (4.49)
=
ϕk0
ϕknR
nR∑
l=1
ζkle
ωklE1 (ωkl) . (4.50)
Then, applying (4.50) in (4.33) gives the final approximate ergodic sum rate capacity as
E {C} , 1
ln 2
N∑
k=1
(
ϕk0
ϕknR
nR∑
l=1
ζkle
ωklE1 (ωkl)
)
. (4.51)
Note the simplicity of the general approximation in (4.51) in comparison to the two-user exact
results in (4.31).
4.5 A Simple Capacity Bound
In this section, we derive an extremely simple upper-bound for the ergodic capacity in (4.2). This
provides a simpler relationship between the average link powers and ergodic sum capacity at the
expense of a loss in accuracy. Using Jensen’s inequality [72] and γ¯ = 1
σ2
, equation (4.2) leads to
E {C} ≤ log2
(
E
{∣∣∣I + γ¯HHH ∣∣∣}) . (4.52)
From Appendix C.2, (4.52) can be given as
E {C} ≤ log2
(
N∑
i=0
∑
σ
Perm (P σi,N ) γ¯i
)
, (4.53)
= log2
(
N∑
i=0
ϑiγ¯
i
)
. (4.54)
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where P = (Pik). The simplicity of (4.53) is hidden by the permanent form. For small systems,
expanding the permanent reveals the simple relationship between the upper bound and the channel
powers. For nR = N = 2 and nR = N = 3, (4.54) gives the upper bounds in (4.55) and (4.56)
respectively.
E {C} ≤ log2
(
1 + γ¯ (P11 + P12 + P21 + P22) + γ¯
2 (P11P22 + P12P21)
)
. (4.55)
E {C} ≤ log2 (1 + γ¯ (P11 + P12 + P13 + P21 + P22 + P23 + P31 + P32 + P33)
+ γ¯2 (P11P22 + P11P32 + P21P12 + P21P32 + P31P12 + P31P22 + P11P23 + P11P33 + P21P13
+ P21P33 + P31P13 + P31P23 + P12P23 + P12P33 + P22P13 + P22P33 + P32P13 + P32P23)
+ γ¯3 (P11P22P33 + P11P23P32 + P12P21P33 + P12P31P23 + P13P21P32 + P13P22P31)
)
.
(4.56)
These bounds show the simple pattern where cross products of L channel powers scale the γ¯L term.
Hence, at low SNR where the γ¯ term is dominant, log2 (1 + PT γ¯), where PT =
∑
i
∑
k Pik, is an ap-
proximation to (4.54). Similarly, at high SNR, the γ¯N term is dominant and log2
(
1 + Perm (P ) γ¯N
)
is an approximation. These approximations show that capacity is affected by the sum of the chan-
nel powers at low SNR, whereas at high SNR, the cross products of N powers becomes important.
4.6 Numerical and Simulation Results
For the numerical results, we consider three distributed BSs with either a single receive antenna or
two antennas. For a two-source system, we parameterize the system by three parameters [73, 74].
The average received signal to noise ratio is defined by ρ = PT /σ
2. In particular for a two-
source system, ρ = (Tr (P 1) + Tr (P 2)) /σ
2. The total signal to interference ratio is defined by
ς = Tr (P 1) /Tr (P 2). The spread of the signal power across the three BS locations is assumed to
follow an exponential profile, as in [57], so that a range of possibilities can be covered with only
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one parameter. The exponential profile is defined by
Pik = Kk (α)α
i−1, (4.57)
for receive location i ∈ {1, 2, 3} and source k where
Kk (α) = Tr (P k) /
(
1 + α+ α2
)
, k = 1, 2, (4.58)
and α > 0 is the parameter controlling the uniformity of the powers across the antennas. Note
that as α→ 0 the received power is dominant at the first location, as α becomes large (α 1) the
third location is dominant and as α→ 1 there is an even spread, as in the standard microdiversity
scenario. Using these parameters, eight scenarios are given in Table 5.1 for the case of two single
antenna users. In Fig. 4.2, we explore the capacity of scenarios S1-S4 where nR = 3. The capacity
result in (4.31) agrees with the simulations for all scenarios, thus verifying the exact analysis.
Furthermore, the approximation in (4.51) is shown to be extremely accurate. All capacity results
are extremely similar except for S1, where both sources have their dominant path at the first
receive antenna. Here, the system is largely overloaded (two strong signals at a single antenna)
and the performance is lower. The similarity of S3 and S4 is interesting as they represent very
different systems. In S3, the two users are essentially separate with the dominant channels being
at different antennas. In S4, both users have power equally spread over all antennas so the users
are sharing all available channels. Figure 4.3 follows the same pattern with S6 (the overloaded
case) being lower and the other scenarios almost equivalent. In Fig. 4.3, the overall capacity level
is reduced in comparison to Fig. 4.2 as ς = 10 implies a weaker second source.
Figures 4.4 and 4.5 show results for a random drop scenario with M = nR = 3,W = N = 3
and nR = 6,M = 3,W = N = 6 respectively. In each random drop, uniform random locations
are created for the users and lognormal shadow fading and path loss are considered where σSF =
8dB (standard deviation of shadow fading) and γ = 3.5 (path loss exponent). The transmit
power of the sources is scaled so that all locations in the coverage area have a maximum received
SNR greater than 3dB, at least 95% of the time. The maximum SNR is taken over the 3 BSs.
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Hence, each drop produces a different P matrix and independent channels are assumed. The
excellent agreement between the approximation in (4.51) and the simulations in both Fig. 4.4 and
Fig. 4.5 is encouraging as this demonstrates the accuracy of (4.51) over different system sizes as
well as over completely different sets of channel powers. Note that at high SNR, Fig. 4.5 gives
much higher capacity values than Fig. 4.4 since there are 6 receive antenna rather than 3. In
this high SNR region, the γ¯N term in (4.54) dominates and capacity can be approximated by
log2
(
1 + Perm (P ) γ¯N
)
. With nR = N = 3 there are 6 cross products in Perm (P ) whereas with
nR = N = 6 there are 720 cross products. Hence, the bound clearly demonstrates the benefits
of increased antenna numbers. In practice there is a trade-off between the costs of increased
collaboration between possibly distant BSs and the resulting increase in system capacity. In Figs.
4.2 - 4.5, at low SNR the capacity is controlled by PT . Hence, since ρ = PT /σ
2, all four drops have
similar performance at low SNR and diverge at higher SNR where the channel profiles affect the
results. The upper bound and associated approximations are shown in Figs. 4.6 and 4.7 both for
a two user scenario (S3) and a random drop. In Fig. 4.6, the upper bound is shown for scenario
S3 as well as the high and low SNR approximations. The results clearly show the loss in accuracy
resulting from the use of the simple Jensen bound. However, the bound is quite reasonable over
the whole SNR range. The low SNR approximations are quite reasonable below 0 dB and the high
SNR version is as accurate as the bound above 15 dB. In Fig. 4.7, similar results are shown for a
random drop with M = nR = 6,W = N = 6. Here, similar patterns are observed but the low and
high SNR approximations become reasonable at more widely spread SNR values. For example,
the low SNR results are accurate below 0 dB and the high SNR results are poor until around 30
dB. In contrast, the upper bound is reasonable throughout. Hence, although there is a noticeable
capacity error at high SNR, the cross-product coefficients in (4.55) and (4.56) are seen to explain
the large majority of the ergodic capacity behavior.
4.7 Summary
In this chapter, we have studied the ergodic sum capacity of a Rayleigh fading macrodiversity
MIMO-MAC. The results obtained are shown to be valid for both independent channels and
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Table 4.1: Parameters for Figures 4.2 and 4.3
Decay Parameter
Sc. No. User 1 User 2 ς
S1 α = 0.1 α = 0.1 1
S2 α = 0.1 α = 1 1
S3 α = 0.1 α = 10 1
S4 α = 1 α = 1 1
S5 α = 0.1 α = 0.1 10
S6 α = 0.1 α = 1 10
S7 α = 0.1 α = 10 10
S8 α = 1 α = 0.1 10
correlated channels, which may occur when some of the distributed transmit/receive locations
have closely spaced antennas. In particular, we derive exact results for the two-source scenario
and approximate results for the general case. The approximations have a simple form and are
shown to be very accurate over a wide range of channel powers. In addition, a simple upper
bound is presented which demonstrates the importance of various channel power cross products in
determining capacity.
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Figure 4.2: Exact, approximated and simulated ergodic sum capacity in flat Rayleigh fading
for scenarios S1-S4 with parameters: nR = 3, N = W = 2 and ς = 1.
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Figure 4.3: Exact, approximated and simulated ergodic sum capacity in flat Rayleigh fading
for scenarios S5-S8 with parameters: nR = 3, N = W = 2 and ς = 10.
−5 0 5 10 15 20 25 30
0
2
4
6
8
10
12
14
16
18
20
22
ρ [dB]
Er
go
di
c 
Ca
pa
ci
ty
 b
its
/s/
H
z
 
 
Simulation
Original approximation
Figure 4.4: Approximated and simulated ergodic sum capacity in flat Rayleigh fading for
M = nR = 3, W = N = 3 and four random drops.
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Figure 4.5: Approximated and simulated ergodic sum capacity in flat Rayleigh fading for
nR = 6, M = 3, W = N = 6 and four random drops.
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Figure 4.6: Ergodic sum capacity in flat Rayleigh fading for scenario S3 with parameters:
M = nR = 3, W = N = 2 and ς = 1.
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Figure 4.7: Ergodic sum capacity in flat Rayleigh fading for a random drop with parameters:
nR = 6, M = 3 and W = N = 6.
Chapter 5
Dual User Macrodiversity MIMO
Systems with Linear Receivers
Performance analysis of uncoded MIMO systems with linear receivers is a rich branch of research
where many interesting results can be found [57, 75]. Linear combining systems are particularly
common due to their low complexity [76, 77]. However, the performance analysis of macrodiversity
MIMO systems with linear receivers is believed to be a very difficult problem due to the inherent
complexity of the channel matrices that arise in macrodiversity scenarios despite their growing
importance in industry standards like the 3GPP LTE-Advanced [37].
The performance of linear receivers in such a macrodiversity system has been investigated via
simulation [78, 79], but very few analytical results appear to be available. Hence, in this chapter
we consider an analytical treatment of SINR performance for the two user case with two types of
linear receivers: MMSE and ZF receivers. We focus on the baseline case of an uncoded multiuser
macrodiversity MIMO system in a flat fading Rayleigh channel, where the links are all independent
but have different SNRs due to the geographical separation. This subject has been well studied
in the microdiversity case [33, 53, 57, 80] where there may be distributed sources, but the receive
antennas are closely spaced. In [81], the performance of MMSE in Rician fading is studied while,
in [82] the SINR is analyzed using an asymptotic large random matrix approach. The performance
metric of interest is the SINR/SNR distribution, since this also leads to results for BER, SER,
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outage probability and capacity, etc.
For this dual user scenario, the sources are two single antenna users or a single user with two
widely separated transmit antennas. The sources communicate with an arbitrary number of base
stations each with a single receive antenna or a single base station with an arbitrary number of
widely distributed receive antennas. A particular example of this scenario is also considered, where
a three sector cluster in a network MIMO system communicates with two single antenna users. For
the general two-user scenario, we are able to derive the exact closed form SINR/SNR distribution
for both MMSE and ZF receivers. In addition to the exact SINR/SNR analysis, we also derive
high SNR results for the SER of MMSE and ZF receivers. These results lead to a simple metric
which relates system performance to the average link SNRs and therefore provides insight into the
effect of these SNRs.
5.1 System Model and Receiver Types
5.1.1 System Model
Consider two single-antenna users communicating with nR distributed receive antennas in an
independent flat Rayleigh fading environment. The CnR×1 received vector is given by
r = Hs +n, (5.1)
where n is the CnR×1 AWGN vector, s = (s1, s2)T contains the two transmitted symbols from user
1 and user 2 and H is the CnR×2 channel matrix. The complex transmit vector, s, is normalized
so that E
{|s1|2} = E {|s2|2} = 1. The Gaussian noise vector, n ∼ CN (0, σ2I), has independent
entries with E
{|ni|2} = σ2, for i = 1, 2, . . . , nR. The channel matrix contains independent ele-
ments, H ik ∼ CN (0, Pik), where E
{|H ik|2} = Pik.
A particular example of this scenario is shown in Fig. 5.1, where three BSs collaborate via a
central BPU in the shaded three sector cluster to serve two single antenna users. In Fig. 5.1, it is
clear that the geographical spread of users and receivers gives rise to a 3 × 2 channel matrix, H ,
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User 2
Figure 5.1: A network MIMO system with a 3 sector cluster.
where all the Pik values are different.
5.1.2 Receiver Types
At the receiver, the nR distributed antennas perform linear combining. Hence, the output of the
combiner is r˜ = V Hr, where V is an nR × 2 weight matrix. The form of V and the resulting
output SINR/SNR are well known for MMSE and ZF receivers. These results are summarized
below. Without loss of generality, we assume that the index of the desired user is i = 1 and we
denote the first column of V by v1. From [57, 33, 83] the combining vector and output SINR of
the MMSE receiver are given by
v1 = R
−1h1, (5.2)
SINR = hH1 R
−1h1, (5.3)
where R = h2h
H
2 + σ
2I and h1,h2 denote columns 1 and 2 of H . From [33, 84] the combining
Chapter 5. Dual User Macrodiversity MIMO Systems with Linear Receivers 68
matrix V =H
(
HHH
)−1
and output SNR of the ZF receiver for nR ≥ 2 are given by
SNR =
1
σ2
[(
HHH
)−1]
11
, (5.4)
where [B ]11 indicates the (1, 1)
th element of matrix B .
5.2 System Analysis
In this section, we derive the CDFs of the output SINR/SNR of MMSE and ZF receivers. First,
we present some useful results as follows.
5.2.1 Background
The following lemma gives a compact method to calculate the expected value of a ratio of random
variables with arbitrary integer powers [85].
Lemma 5.1. Let U1, U2 and Z be three continuous random variables such that P (U2 > 0) = 1,
Z ≥ 0 and Z = Um1Un2 . Assuming that there exists a joint moment generating function (mgf) for U1
and U2, denoted M(θ1, θ2) = E
(
eθ1U1+θ2U2
)
, then, for all positive integer values of m and n, the
expected value of Z is given by
E
{
Um1
Un2
}
=
1
(n− 1)!
∫ ∞
0
zn−1
∂mM(θ,−z)
∂θm
∣∣∣∣
θ=0
dz.
5.2.2 ZF Analysis
Let Z˜ be the output SNR of a ZF receiver as given in (5.4). Z˜ can be written as [83]
Z˜ =
1
σ2
hH1 Mh1, (5.5)
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where M = I − h2
(
hH2 h2
)−1
hH2 . The characteristic function (cf) of Z˜ is [13, 10]
φZ˜(t) = E
{
ejtZ˜
}
= E
{
e
jt
σ2
h
H
1 Mh1
}
. (5.6)
Note that M and h1 are independent and the pdfs of h1 and h2 are given by from (A.21)
f(hk) =
1
pinR |P k|e
−hHk P
−1
k hk , for k = 1, 2, (5.7)
where the nR × nR matrix P k = diag(P1k, P2,k, . . . , PnR,k). Next, by using integral identity in
(A.18), the cf conditioned on h2 becomes
φZ˜(t|h2) =
1∣∣I − jt 1
σ2
MP 1
∣∣ . (5.8)
Substituting M in (5.8) and rearranging gives
φZ˜(t|h2) =
hH2 h2
|D|
(
hH2 D
−1h2
) , (5.9)
where D = I − 1
σ2
jtP 1. From [10], the full cf can be obtained by averaging the conditional cf in
(5.9) over h2. Using Lemma 5.1, the full cf is given by
φZ˜(t) = −
1
|D|
∫ ∞
0
∂E
{
e−θ1z1−θ2z2
}
∂θ1
∣∣∣∣∣
θ1=0
dθ2, (5.10)
where z1 = h
H
2 h2 and z2 = h
H
2 D
−1h2. Note that the dummy variables are θ1, θ2 ≥ 0 and we
have used a slight variation of Lemma 5.1, in which the joint mgf has negative coefficients, for
convenience. Using the pdf of h2 in (5.7) to evaluate the expectation in (5.10) and using the
Gaussian integral identity in (A.18) and a few simplifications, we obtain the following result.
φZ˜(t) = −
∫ ∞
0
∂
∂θ1
[
1
|D1 − jtD2|
]
θ1=0
dθ2, (5.11)
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where D1 = I + θ1P 2 + θ2P 2 and D2 =
1
σ2
P 1 (I + θ1P 2). From [10], the pdf and cdf of Z˜ are
fZ˜(z) =
1
2pi
∫ ∞
−∞
φZ˜(t)e
−jtzdt, (5.12)
and
FZ˜(z) =
1
2pi
∫ z
0
∫ ∞
−∞
φZ˜(t)e
−jtxdtdx. (5.13)
By substituting (5.11) into (5.12) and (5.13) multiple integral forms for the pdf and cdf of Z˜ are
obtained as
fZ˜(z) = −
1
2pi
∫ ∞
−∞
∫ ∞
0
∂
∂θ1
[
e−jtz
|D1 − jtD2|
]
θ1=0
dθ2dt, (5.14)
FZ˜(z) = −
1
2pi
∫ z
0
∫ ∞
−∞
∫ ∞
0
∂
∂θ1
[
e−jtx
|D1 − jtD2|
]
θ1=0
dθ2dtdx. (5.15)
Since D1 and D2 are diagonal, we can further simplify the expression in (5.15) with the substi-
tutions, ai = 1 + θ1Pi2 + θ2Pi2 and bi =
1
σ2
Pi1 (1 + θ1Pi2). Then, the integrand in (5.15), before
differentiation, can be written as J˜0 =
e−jtx∏nR
i=1(ai−jtbi)
. Hence,
FZ˜(z) = −
1
2pi
∫ z
0
∫ ∞
−∞
∫ ∞
0
∂J˜0
∂θ1
∣∣∣∣∣
θ1=0
dθ2dtdx. (5.16)
Since the limits of integration are independent of θ1, we can interchange the order of differentiation
and first perform the integration over t. To obtain this integral, we use the partial fraction
expansion of J˜0 from (A.11) and apply the following integral identity from (A.19) to give the
result,
FZ˜(z) = −
∫ z
0
∫ ∞
0
∂J˜1
∂θ1
∣∣∣∣∣
θ1=0
dθ2dx, (5.17)
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where J˜1 =
∑nR
i=1Aie
−ai
bi
x
, where
Ai =
bnR−2i∏nR
k 6=i (biak − aibk)
. (5.18)
Differentiating J˜1 term by term and setting θ1 = 0 gives
∂J˜1
∂θ1
∣∣∣∣∣
θ1=0
= σ2
nR∑
i=1
e−α˜ix−β˜ixθ2
×
{
PnR−2i1
(
xθ2σ
2P 2i2P
−1
i1 + (nR − 2)Pi2
)∏nR
k 6=i (n˜ik + θ2m˜ik)
− P
nR−2
i1∏nR
k 6=i n˜ik + θ2m˜ik
 nR∑
k 6=i
γ˜ik + θ2δ˜ik
n˜ik + θ2m˜ik

(5.19)
where
γ˜ik = (Pi1 − Pk1) (Pi2 + Pk2) , δ˜ik = (Pi1 − Pk1)Pi2Pk2, (5.20)
n˜ik = (Pi1 − Pk1) , m˜ik = (Pi1Pk2 − Pk1Pi2) , (5.21)
α˜i =
σ2
Pi1
, β˜i =
σ2Pi2
Pi1
. (5.22)
Using (A.11), the product in the denominator of (5.19) can be expanded as
1∏nR
k 6=i (n˜ik + θ2m˜ik)
=
nR∑
k 6=i
η˜ik
n˜ik + θ2m˜ik
, (5.23)
where
η˜ik =
m˜nR−2ik∏nR
l 6=i,k (n˜ilm˜ik − n˜ikm˜il)
(5.24)
Substituting (5.23) in (5.19) gives (5.25)
∂J˜1
∂θ1
∣∣∣∣∣
θ1=0
= σ2
nR∑
i=1
nR∑
k 6=i
e−α˜ix−β˜ixθ2
{
xθ2σ
2P 2i2P
nR−3
i1 η˜ik
(n˜ik + θ2m˜ik)
− ϕ˜ik
(n˜ik + θ2m˜ik)
− P
nR−2
i1 η˜ikξ˜ik
(n˜ik + θ2m˜ik)
2
}
.
(5.25)
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where the constants are given by
ϕ˜ik = P
nR−2
i1
(
∆˜iη˜ik − (nR − 2)Pi2η˜ik + ζ˜ik
)
, (5.26a)
∆˜i =
nR∑
k 6=i
(Pi1Pi2Pk2 − Pk1Pk2Pi2)
(Pi1Pk2 − Pi2Pk1) , (5.26b)
ξ˜ik =
(Pi1 − Pk1)
(
Pi1P
2
k2 − Pk1P 2i2
)
(Pi1Pk2 − Pi2Pk1) , (5.26c)
ζ˜ik = m˜ik
nR∑
l 6=i,l 6=k
η˜ikξ˜il + η˜ilξ˜ik
(n˜ilm˜ik − n˜ikm˜il) . (5.26d)
Substituting ∂J˜1∂θ1
∣∣∣
θ1=0
from (5.25) in to the cdf expression in (5.17) gives (5.27).
FZ˜(z) = −σ2
∫ z
0
∫ ∞
0
nR∑
i=1
nR∑
k 6=i
e−α˜ix−β˜ixθ2
×
{
xθ2σ
2P 2i2P
nR−3
i1 η˜ik
(n˜ik + θ2m˜ik)
− ϕ˜ik
(n˜ik + θ2m˜ik)
− P
nR−2
i1 η˜ikξ˜ik
(n˜ik + θ2m˜ik)
2
}
dθ2dx. (5.27)
The desired cdf in (5.27) is rewritten in a compact form to obtain
FZ˜(z) = σ
2
nR∑
i=1
nR∑
k 6=i
ϕ˜ikI˜1
(
n˜ik, α˜i, m˜ik, β˜i, z
)
+ ψ˜ikI˜2
(
n˜ik, α˜i, m˜ik, β˜i, z
)
+ ω˜ikI˜3
(
n˜ik, α˜i, m˜ik, β˜i, z
)
, (5.28)
where ψ˜ik = η˜ikξ˜ikP
nR−2
i1 and ω˜ik = −PnR−3i1 η˜ikP 2i2. Note that when nR = 2, ζ˜ik = 0 and η˜ik = 1
for all i, k. The cdf in (5.28) contains three types of double integral defined by
I˜1 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
e−bt−dtθ
a+ cθ
dθdt, (5.29)
I˜2 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
e−bt−dtθ
(a+ cθ)2
dθdt, (5.30)
I˜3 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
tθe−bt−dtθ
a+ cθ
dθdt. (5.31)
Each double integral can be evaluated using standard methods in terms of a sum of exponential
integral functions as shown in (5.35)-(5.37), where E1(x) is defined in (A.14). I˜1 in (5.29) can be
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solved by integrating over t first and making use of the identity in [52]
∫ ∞
0
e−λθ
α+ βθ
dθ =
e
λα
β
β
E1
(
λα
β
)
, (5.32)
and identity in (A.20) to solve the resulting integral over θ. Next, we note that I˜2 follows directly
from I˜1 as I˜2 = −∂I˜1∂a . Hence, by differentiating the expression for I˜1 in (5.35), we obtain (5.36).
In order to differentiate the exponential integral, we use Leibnitz’s integration formula to give
∂ [E1 (αa)]
∂a
= −e
−αa
a
. (5.33)
I˜3 in (5.31) can also be solved by a similar approach as in I˜1 and making use of the following
integral identity from [52] where necessary:
∫ x
0
e−bt
t+ d
dt = ebd [E1(bd)− E1(bx+ bd)] . (5.34)
Hence, (5.28)-(5.37) give a closed form result for the cdf of the output SNR of a ZF receiver in a
two-user macrodiversity environment.
I˜1 (a, b, c, d, x) =
1
bc− ad
[
ln
(
bc
ad
)
− e−bxeadxc E1
(
adx
c
)
+ E1 (bx)
]
, (5.35)
I˜2 (a, b, c, d, x) =
[
dx
c (bc− ad) +
d
(bc− ad)2
]
e−bxe
adx
c E1
(
adx
c
)
− d
(bc− ad)2E1 (bx)−
d+ b (bc− ad)
(bc− ad)2 ln
(
bc
ad
)
+
1− e−bx
a (bc− ad) , (5.36)
I˜3 (a, b, c, d, x) =
[
ax
c (bc− ad) +
a
(bc− ad)2
]
e−bxe
adx
c E1
(
adx
c
)
− a
(bc− ad)2E1 (bx)−
a
(bc− ad)2 ln
(
bc
ad
)
+
a
(
1− e−bx)
bc (bc− ad) +
1− e−bx
bcd
. (5.37)
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5.2.3 MMSE Analysis
Let Z be the output SINR of an MMSE receiver given by (5.3). The cf of Z is [13, 10]
φZ(t) = E
{
ejtZ
}
= E
{
ejth
H
1 R
−1h1
}
. (5.38)
Next, by using the identity (A.18), the cf conditioned on h2 becomes
φZ(t|h2) = 1∣∣I − jtR−1P 1∣∣ . (5.39)
Substituting R in (5.39) and rearranging gives
φZ(t|h2) =
∣∣∣σ2I + h2hH2 ∣∣∣∣∣∣σ2I + h2hH2 − jtP 1∣∣∣ . (5.40)
This determinant ratio can be further simplified by applying the result
∣∣I + xxH ∣∣ = 1 +xHx from
(A.2) to obtain
φZ(t|h2) = σ
2 + hH2 h2
|D|
(
σ2 + hH2 D
−1h2
) , (5.41)
where D = I − 1
σ2
jtP 1. From [10] the full cf can be obtained by averaging the conditional cf in
(5.41) over h2. Using Lemma 5.1, the full cf is given by
φZ(t) = −K0
∫ ∞
0
∂E
{
e−θ1z1−θ2z2
}
∂θ1
∣∣∣∣∣
θ1=0
dθ2, (5.42)
where z1 = σ
2 + hH2 h2, z2 = σ
2 + hH2 D
−1h2 and K0 = 1/|D|. Note that the dummy variables are
θ1, θ2 ≥ 0 and we have used a slight variation of Lemma 5.1 in which the joint mgf has negative
coefficients for convenience. Using the pdf of h2 in (5.7) to evaluate the expectation in (5.42) and
using the Gaussian integral identity in (A.18) and a few simplifications, we can write the cf as
φZ(t) = −
∫ ∞
0
∂
∂θ1
[
e−σ2θ1−σ2θ2
|D1 − jtD2|
]
θ1=0
dθ2, (5.43)
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where D1 = I + θ1P 2 + θ2P 2 and D2 =
1
σ2
P 1 (I + θ1P 2). From [10], the pdf and cdf of Z are
fZ(z) =
1
2pi
∫ ∞
−∞
φZ(t)e
−jtzdt, (5.44)
and
FZ(z) =
1
2pi
∫ z
0
∫ ∞
−∞
φZ(t)e
−jtxdtdx. (5.45)
By substituting (5.43) into (5.44) and (5.45), multiple integral forms for the pdf and cdf of Z are
obtained as
fZ(z)=− 1
2pi
∫ ∞
−∞
∫ ∞
0
∂
∂θ1
[
e−σ2 θ1−σ2θ2−jtz
|D1 − jtD2|
]
θ1=0
dθ2dt, (5.46)
FZ(z)=− 1
2pi
∫ z
0
∫ ∞
−∞
∫ ∞
0
∂
∂θ1
[
e−σ2ν−jtx
|D1 − jtD2|
]
θ1=0
dθ2dtdx, (5.47)
where ν = θ1 + θ2. Since D1 and D2 are diagonal, we can further simplify the expression in (5.47)
with the following substitutions, ai = 1 + θ1Pi2 + θ2Pi2 and bi =
1
σ2
Pi1 (1 + θ1Pi2). Then, the
integrand in (5.47) before differentiation can be written as J0 =
e−σ
2θ1−σ2θ2−jtx∏nR
i=1(ai−jtbi)
. Hence,
FZ(z) = − 1
2pi
∫ z
0
∫ ∞
−∞
∫ ∞
0
∂J0
∂θ1
∣∣∣∣
θ1=0
dθ2dtdx. (5.48)
Since the limits of integration are independent of θ1, we can interchange the order of differentiation.
Hence, we first perform the integration over t. To obtain this integral, we use the partial fraction
expansion of J0 from (A.11) and applying integral identity in (A.19) to give the result,
FZ(z) = −
∫ z
0
∫ ∞
0
e−σ
2θ2 ∂J1
∂θ1
∣∣∣∣
θ1=0
dθ2dx, (5.49)
where J1 =
∑nR
i=1Aie
−σ2θ1−aibi x, where Ai is given in (5.18). Differentiating J1 term by term and
setting θ1 = 0 gives
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∂J1
∂θ1
∣∣∣∣
θ1=0
= σ2
nR∑
i=1
e−αix−βixθ2
×
{
PnR−2i1
(
xθ2σ
2P 2i2P
−1
i1 + (nR − 2)Pi2 − σ2
)∏nR
k 6=i (nik + θ2mik)
− P
nR−2
i1∏nR
k 6=i nik + θ2mik
 nR∑
k 6=i
γik + θ2δik
nik + θ2mik

(5.50)
where,
γik = γ˜ik, δik = δ˜ik, nik = n˜ik,
mik = m˜ik, αi = α˜i, βi = β˜i. (5.51)
Substituting (5.23) in (5.50) gives (5.52)
∂J1
∂θ1
∣∣∣∣
θ1=0
= σ2
nR∑
i=1
nR∑
k 6=i
e−αix−βixθ2
{
xθ2σ
2P 2i2P
nR−3
i1 ηik
(nik + θ2mik)
− ϕik
(nik + θ2mik)
− P
nR−2
i1 ηikξik
(nik + θ2mik)
2
}
.
(5.52)
where ϕik = P
nR−2
i1
(
σ2ηik + ∆iηik + ζik − (nR − 2)Pi2ηik
)
, ηik = η˜ik, ξik = ξ˜ik, ∆i = ∆˜i and
ζik = ζ˜ik. Substituting the simplified
∂J1
∂θ1
∣∣∣
θ1=0
from (5.52) into the cdf expression in (5.49) gives
(5.53).
FZ(z) = −σ2
∫ z
0
∫ ∞
0
nR∑
i=1
nR∑
k 6=i
e−σ
2θ2−αix−βixθ2
×
{
xθ2σ
2P 2i2P
nR−3
i1 ηik
(nik + θ2mik)
− ϕik
(nik + θ2mik)
− P
nR−2
i1 ηikξik
(nik + θ2mik)
2
}
dθ2dx. (5.53)
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The desired cdf in (5.53) is rewritten
FZ(z) = σ
2
nR∑
i=1
nR∑
k 6=i
ϕikI1
(
σ2nik, αi,mik,
βi
σ2
, z
)
+ ψikI2
(
σ2nik, αi,mik,
βi
σ2
, z
)
+ ωikI3
(
σ2nik, αi,mik,
βi
σ2
, z
)
. (5.54)
where ψik = σ
2PnR−2i1 ηikξik and ωik = −P 2i2PnR−3i1 ηik. Note that when nR = 2, ζik = 0 and ηik = 1
for all i, k. The cdf in (5.54) contains three types of double integral defined by
I1 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
e−θ−bt−dtθ
a+ cθ
dθdt, (5.55)
I2 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
e−θ−bt−dtθ
(a+ cθ)2
dθdt, (5.56)
I3 (a, b, c, d, x) =
∫ x
0
∫ ∞
0
tθe−θ−bt−dtθ
a+ cθ
dθdt. (5.57)
Each double integral can be evaluated using standard methods [52] in terms of a sum of exponential
integral functions as shown in (5.58)-(5.60), where E1(x) =
∫∞
x
e−t
t dt.
I1 (a, b, c, d, x) =
1
bc− ad
[
e
a
cE1
(a
c
)
− e bdE1
(
b
d
)
+ e
b
dE1
(
b
d
+ bx
)
− e−bxe (1+dx)ac E1
(
(1 + dx) a
c
)]
. (5.58)
I2 (a, b, c, d, x) =
[
d
(bc− ad)2 +
1 + dx
c (bc− ad)
]
e−bxe
(1+dx)a
c E1
(
(1 + dx) a
c
)
− cd+ bc− ad
c (bc− ad)2
× eacE1
(a
c
)
+
d
(bc− ad)2 e
b
d
[
E1
(
b
d
)
− E1
(
b
d
+ bx
)]
+
1− e−bx
a (bc− ad) . (5.59)
I3 (a, b, c, d, x) =
[
a
(bc− ad)2 +
ax
c (bc− ad)
]
e−bxe
(1+dx)a
c E1
(
(1 + dx) a
c
)
+
ad2 + abd− b2c
d2 (bc− ad)2
× e bd
[
E1
(
b
d
)
− E1
(
b
d
+ bx
)]
− a
(bc− ad)2 e
a
cE1
(a
c
)
+
1− e−bx
d (bc− ad) . (5.60)
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Hence, (5.54)-(5.60) give a closed form result for the cdf of the output SINR of an MMSE receiver
in a two-user macrodiversity environment.
5.3 High SNR Approximations
In this section, we derive high SNR approximations for the SER of MMSE and ZF receivers.
This is motivated by the complexity of the exact analysis and the importance of finding a simple,
functional link between performance and the average link SNRs.
5.3.1 ZF Analysis
The conditional cf in (5.9) is a ratio of quadratic forms in h2. Hence, φZ˜(t) = E{φZ˜(t|h2)} is the
mean of a ratio of quadratic forms which can be approximated by the Laplace approximation [56]
as
φZ˜(t) ≈
E{hH2 h2}
|D|E
{
hH2 D
−1h2
} = Tr (P 2)|D|Tr (D−1P 2) . (5.61)
Note that the second equality in (5.61) follows from the result, E{uHQu} = Tr (Q), where u ∼
CN (0, I ) and Q is a Hermitian matrix. Expanding the denominator of (5.61) gives
φZ˜(t) ≈
Tr (P 2)∑nR
i=1 Pi2
∏nR
k 6=i
(
1− jt
σ2
Pk1
) , (5.62)
which follows since D and P 2 are diagonal and |D| is the product of the diagonal entries of D. As
the SNR grows, σ2 → 0 and keeping only the dominant power of σ2 in (5.62) gives
φZ˜(t) ≈
Tr (P 2)
|P 1|Tr
(
P −11 P 2
) σ2(nR−1)
(−jt)nR−1 . (5.63)
Defining ϑ (P 1,P 2) =
TrP 2
|P 1|Tr
(
P −11 P 2
) gives a metric which encapsulates the effects of the power
matrices P 1 and P 2. For many modulations, the SER can be evaluated as a single integral of the
moment generating function of the SNR [9]. The mgf of the SNR is MZ˜ (s) = φZ˜ (−js). As an
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example, for M -ary phase shift keying (M -PSK) the SER is [9, 8]
P˜s =
1
pi
∫ T
0
MZ˜
(
− g
sin2 θ
)
dθ, (5.64)
where g = sin2 (pi/M) and T = (M−1)piM . Note that linear combinations of equations of the form
given in (5.64) also give SERs for M -QAM in the usual way [9]. Substituting (5.63) in (5.64) gives
the approximation
P˜∞s '
(
G˜aγ¯
)−G˜d
. (5.65)
In (5.65), the average SNR is γ¯ = 1
σ2
, and the diversity gain and array gain are given by
G˜d = nR − 1, G˜a =
(
ϑ (P 1,P 2) I˜
)−1/(nR−1)
.
The constant integral, I˜, is given by
I˜ = 1
pi
∫ T
0
(
sin2 θ
g
)nR−1
dθ. (5.66)
Note that the simple representation in (5.65) shows the diversity order of nR − 1 and the effect of
the link powers on array gain controlled by the metric ϑ (P 1,P 2). The integral I˜ can be solved in
closed form and the final result is given in (5.67).
I˜ = 1
pig nR−1
{
T
22(nR−1)
(
2nR − 2
nR − 1
)
+
(−1)nR−1
22nR−3
nR−2∑
k=0
(−1)k
(
2nR − 2
k
)
sin (2 (nR − k − 1)T )
2 (nR − k − 1)
}
,
(5.67)
5.3.2 MMSE Analysis
By using the Laplace approximation for the expectation of the conditional cf in (5.40), we obtain
φZ(t) ≈ σ
2 + Tr (P 2)
|D| (σ2 + Tr (D−1P 2)) . (5.68)
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As the SNR grows, σ2 → 0 and keeping only the dominant power of σ2 in (5.68) gives
φZ(t) ≈
Tr (P 2)
(
1
−jtγ¯
)nR−1
|P 1|
(
Tr
(
P −11 P 2
)− jt) . (5.69)
As in the ZF analysis, the SER for M -PSK can be approximated by
P∞s ' (Gaγ¯)−Gd , (5.70)
where the diversity gain and array gain are given by
Gd = nR − 1, Ga = (ϑ (P 1,P 2) I (P 1,P 2))−1/(nR−1) . (5.71)
In (5.71), I (P 1,P 2) is given by
I (P 1,P 2) = 1
pi
∫ T
0
g−(nR−1) sin2nR θ
g0 + sin
2 θ
dθ, (5.72)
where g = g0Tr
(
P −11 P 2
)
. The integral, I (P 1,P 2), can be solved in closed form by expanding the
ratio of sin2 θ terms in (5.72) as a polynomial and integrating term by term to get the final result
in (5.73).
I (P 1,P 2) = (−1)nR g
nR−1
0
pignR−1
{√
g0
1 + g0
tan−1
(√
1 + g0
g0
tanT
)
−
nR−1∑
i=0
(−1)i 1
gi0
×
[
T
22i
(
2i
i
)
+
(−1)i
22i−1
i−1∑
k=0
(−1)k
(
2i
k
)
sin (2 (i− k)T )
2 (i− k)
]}
.
(5.73)
We note that, as expected, the diversity order of nR− 1 is observed in both receiver types and the
difference only appears in the array gains.
The approximate, high SNR result for ZF in (5.65) is particularly useful since it is simpler than the
MMSE version in (5.70), and at high SNR the performance of the two schemes is similar anyway.
Hence, (5.65) acts as a useful approximation for both ZF and MMSE and provides a remarkably
compact relationship between SER and the link powers, via the single function, ϑ (P 1,P 2).
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5.4 Exact High SNR Analysis
In this section, we derive exact high SNR results for the SER of MMSE and ZF receivers. The
work in this section does not employ the Laplace type approximation used in (5.61) and (5.68)
and hence produces exact asymptotics at the expense of increased complexity. The mathematical
details are given in brief to avoid unnecessary detail.
5.4.1 ZF Analysis
The conditional cf in (5.9) is a ratio of quadratic forms in h2. As the SNR grows, σ
2 → 0 and
keeping only the dominant power of σ2 in (5.9) gives
φZ˜(t|h2) ≈
hH2 h2
|P 1|
(
hH2 P
−1
1 h2
) ( σ2−jt
)nR−1
. (5.74)
Hence, the unconditional cf, when σ2 → 0, becomes
φZ˜(t) = K˜0
(
σ2
−jt
)nR−1
+ o
(
σ2(nR−1)
)
, (5.75)
where o (.) is the standard ”little-o” notation and represents the fact that only the dominant power
of σ2 is used in the approximation and
K˜0 =
1
|P 1|E
{
hH2 h2
hH2 P
−1
1 h2
}
. (5.76)
Following the same mgf based procedure to obtain the SER as in Sec. 5.3, we arrive at the following
expression
P˜∞s =
(
G˜eaγ¯
)−G˜ed
+ o
(
γ¯−G˜ed
)
, (5.77)
where, the diversity and array gains are given by
G˜ed = nR − 1, G˜ea =
(
K˜0I˜
)−1/(nR−1)
.
Chapter 5. Dual User Macrodiversity MIMO Systems with Linear Receivers 82
The constant, K˜0, can be found using Lemma 1 to obtain the final expression as in (5.78)
K˜0 =
nR∑
i=1
ΥiPi2 +
nR∑
1≤u6=v≤nR
(ΥuPv1 + ΥvPu1)
 ln
(
Pu1
Pu2
)
− ln
(
Pv1
Pv2
)
Pu1
Pu2
− Pv1Pv2
 (5.78)
where
Υi =
PnR−2i2∏nR
k 6=i Pk1Pi2 − Pi1Pk2
. (5.79)
5.4.2 MMSE Analysis
Consider the expectation of the conditional cf expression in (5.40). As the SNR grows, σ2 → 0
and keeping only the dominant power of σ2 in (5.40) gives
φZ(t) = K0 (jt)
(
σ2
−jt
)nR−1
+ o
(
σ2(nR−1)
)
, (5.80)
where
K0 (s) =
1
|P 1|E
{
hH2 h2
hH2 P
−1
1 h2 − s
}
. (5.81)
Following the mgf based procedure in Sec. 5.3, the SER at high SNR becomes
P∞s =
1
pi
∫ T
0
(
σ2 sin2 θ
g
)nR−1
K0
(
− g
sin2 θ
)
dθ. (5.82)
From (5.82), the approximate SER can be written in terms of the diversity gain and array gain as
P∞s = (Geaγ¯)
−Ged + o
(
γ¯−Ged
)
, (5.83)
where
Ged = nR − 1, Gea = (Ie (P 1,P 2))−1/(nR−1) ,
Ie (P 1,P 2)= 1
pi
∫ T
0
(
sin2 θ
g
)nR−1
K0
(
− g
sin2 θ
)
dθ. (5.84)
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Using Lemma 1, K0 (−s) can be given by
K0 (−s) = −
∫ ∞
0
∂
∂θ1
[
e−sθ2
|P 1 + θ1P 2P 1 + θ2P 2|
]
θ1=0
dθ2, (5.85)
which can be simplified to obtain
K0 (−s) =
∫ ∞
0
e−sθ2
(
nR∑
i=1
Pi2Υi
Pi2θ2 + Pi1
)(
nR∑
i=1
Pi1Pi2
Pi2θ2 + Pi1
)
dθ2, (5.86)
where Υi is given in (5.79). Equation (5.86) can be solved in closed form to give
K0 (−s)=
nR∑
i=1
{
e
s
Pi1
Pi2E1
(
s
Pi1
Pi2
)
(Φi − sΥiPi1) + ΥiPi2
}
, (5.87)
where
Φi =
nR∑
k 6=i
Pi2ΥiPk1Pk2 + Pk2ΥkPi1Pi2
Pk1Pi2 − Pk2Pi1 . (5.88)
Substituting s = g/ sin2 θ in (5.87) and then substituting K0
(
− g
sin2 θ
)
in (5.84) and integrating
over θ gives the result in (5.89)
Ie (P 1,P 2) = I˜
(
nR∑
i=1
ΥiPi2
)
+
1
pig nR−1
nR∑
i=1
{
ΦiH
(
nR − 1, gPi1
Pi2
)
−ΥiPi1H
(
nR − 2, gPi1
Pi2
)}
(5.89)
where
H (m, a) =
∫ T
0
e
a
sin2 θE1
( a
sin2 θ
)
sin2m θ dθ. (5.90)
Clearly the exact asymptotics, especially for the MMSE case, are substantially more complex than
the approximations in Sec. 5.3. Also, the relationship between SER and the link powers is far
more involved.
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5.5 Numerical Results
In this section, we verify the analysis by Monte Carlo simulations using the network MIMO scenario
in Fig. 5.1 [74]. We also consider some special cases of P 1 and P 2 in order to investigate the effect
of the macrodiversity powers on performance. For the two-user system in Fig. 5.1, we consider
the desired user to be user 1 and parameterize the system by three parameters. The average
received signal to noise ratio is defined by ρ = Tr (P 1) /nRσ
2. The total signal to interference
ratio is defined by ς = Tr (P 1) /Tr (P 2). The spread of the signal power across the three antennas
is assumed to follow an exponential profile, as in [57], so that a range of possibilities can be covered
with only one parameter. The exponential profile is defined by
Pik = Kk (α)α
i−1, (5.91)
for receive antenna i, source k where
Kk (α) = Tr (P k) /
(
1 + α+ α2
)
, k = 1, 2, (5.92)
and α > 0 is the parameter controlling the uniformity of the powers across the antennas. Note
that as α→ 0 the received power is dominant at the first antenna, as α becomes large (α 1) the
third antenna is dominant and as α→ 1 there is an even spread, as in the standard microdiversity
scenario. Although we consider microdiversity (S4 and S9), this is in the context of exploring the
effect of different P matrix structures. Physically, it is not sensible to directly compare microdi-
versity with macrodiversity as they involve different system structures. In microdiversity, there
may be multiple users communicating with a single array at a single BS. In macrodiversity, the
users may be communicating with distributed antennas located at different BS sites which are
back-hauled together to enable joint transmission/reception. In Figs. 5.2-5.3 we show cdf results
for the ten scenarios given in Table 5.1. In Fig. 5.2, we see that S1 has the worst cdf since the
sharply decaying power profile is identical for both desired and interfering source. Hence, there
is reduced diversity, as most of the signal strength is seen at one antenna, and there is strong
interference at each antenna. Scenario S3 is best at high SINR since in this interference limited
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Table 5.1: Parameters for Figures 5.2 and 5.3
Decay Parameter
Sc. No. Desired Interfering ς
S1 α = 0.2 α = 0.2 1
S2 α = 0.2 α = 1 1
S3 α = 0.2 α = 5 1
S4 α = 1 α = 1 1
S5 α = 1 α = 0.2 1
S6 α = 0.2 α = 0.2 20
S7 α = 0.2 α = 1 20
S8 α = 0.2 α = 5 20
S9 α = 1 α = 1 20
S10 α = 1 α = 0.2 20
situation (ς = 1) it is best to have at least one antenna where there is minimal interference. This
occurs with S3 as the power profiles are opposing and the strongest desired signal aligns with the
weakest interferer. At low SINR, scenarios S4 and S5 are slightly better than S3 as they have
full diversity (equal power at each antenna) which is beneficial in this SINR region. In Fig. 5.3,
similar results are observed with diversity being important at lower SINR (where S9 and S10 are
the best) and interference reduction being important at high SINR (where S8 is best). In Fig. 5.4,
we consider the effect of ς on two different macrodiversity scenarios in Table 5.1. In particular, we
have shown results for S1 and S6 and S3 and S8. As expected, S1 and S3 have lower SINRs than
S6 and S9 due to increased interference. However, S1 is far more sensitive to ς than S3. This is
because S3 has opposing power profiles for the desired and interfering users so that the two sources
are more orthogonal and interference plays a smaller part in performance.
Next, we consider the high SNR results in Secs. 5.3 and 5.4. In Fig. 5.5, the MMSE/ZF receivers
are considered for four drops (D1, D2, D3 and D4) of two users in the shaded coverage area of
Fig. 5.1. Each user is dropped at a different random location (uniformly generated over the cov-
erage area) and random lognormal shadow fading and path loss is considered where σSF = 8dB
(standard deviation of shadow fading) and γ = 3.5 (path loss exponent). Hence, each user has
a different distance and shadow fade to each BS and each drop results in a new P matrix. The
transmit power of the sources is scaled so that all locations in the coverage area have a maximum
received SNR greater than 3dB, at least 95% of the time. The maximum SNR is taken over the 3
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BSs. For all four drops, the high SNR approximations from Sec. 5.3 are shown to be very accurate
for SERs below 10−2, although for drop D2 the results are less tight. Note that drop D2 has the
greatest difference between the MMSE and ZF results. In general, the gap between MMSE and ZF
results [83, 86] can be assessed by a comparison of (5.66) with (5.72). Here, it can be seen that the
approximate asymptotics are the same for ZF and MMSE when g0 = 0. Hence, scenarios where
g0 is large, i.e., Tr
(
P −11 P 2
) ≈ 0, will create substantial differences between the two receivers. In
Fig. 5.5, drop D2 had the smallest value of Tr
(
P −11 P 2
)
and hence showed the greatest difference.
Note that for Tr
(
P −11 P 2
)
to be small, Pi1  Pi2 is required for i = 1, 2, . . . , nR. Hence, the power
profiles for users 1 and 2 must be “parallel” in some sense, with any large value of Pi2 aligning
with an even larger value of Pi1. In these “parallel” scenarios, MMSE and ZF results can exhibit
greater differences.
This methodology is used again in Fig. 5.6 for three drops and ZF results are shown. Again, the
asymptotic results show good agreement at SERs below 10−2. Furthermore, the difference between
the approximations in Sec. 5.3 and the exact asymptotics in Sec. 5.4 is shown to be minor. Hence
the simple SER forms in (5.65) and (5.70) are particularly useful. Note that the power matrices,
P 1 and P 2, are completely general, with the sole constraint being Pik ≥ 0, ∀i, k. As a result, it
is likely that some combinations of powers can be found that will cause the approximate SERs to
lose accuracy. However, in all the scenarios considered and all random drops simulated (see also
[74]) the approximations have shown similar accuracy to the results in Figs. 5.5 and 5.6.
In multiuser systems it is well-known that two users may be successfully detected if their channels
are approximately orthogonal. In the context of a dual user system, where only the channel powers
are considered, the analog would be that Tr (P 1P 2) is small. To investigate this relationship, we
generate a large number of random power matrices with a fixed total power. For user 1, the powers
are generated by (5.91) with α = 0.2. For user 2, the powers are independent uniform random
variables which are scaled so that ς = 1. For each pair, (P 1,P 2), we compute Tr (P 1P 2) and the
approximate SER of user 1 using using (5.70). The results are plotted in Fig. 5.7. As expected,
SER increases with Tr (P 1P 2), although there is wide variation in the band of SER results. In
comparison, the new metric, ϑ (P 1,P 2), has a one-to-one relationship with the approximate SER
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and carries far more information than ad-hoc measures such as Tr (P 1P 2).
5.6 Summary
In this chapter, we derived the exact cdf of the output SINR/SNR for MMSE and ZF receivers
in the presence of a single interfering user with an arbitrary number of receive antennas. To the
best of our knowledge, this represents the first exact analysis of linear combining in macrodiversity
systems. Although not shown for reasons of space, the slightly simpler problem of obtaining the
associated pdf can also be handled since the pdf expression in (5.12) is inherently computed en-
route to the cdf in (5.13). Numerical examples demonstrate the validity of the analysis across
arbitrary drops and channels. This suggests that the analysis is also numerically robust. A high
SNR analysis reveals simple SER results for both MMSE and ZF which provide insights into
both diversity and array gain. It also provides a functional link between the performance of the
macrodiversity system and the link SNRs.
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Figure 5.2: Analytical and simulated cdfs for the output SINR of an MMSE receiver for
scenarios S1-S5 listed in Table 1 at ρ = 5 dB with ς = 1.
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Figure 5.3: Analytical and simulated cdfs for the output SINR of an MMSE receiver for
scenarios S6-S10 listed in Table 1 at ρ = 5 dB with ς = 20.
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Figure 5.4: Analytical and simulated cdfs for the output SINR of an MMSE receiver for
scenarios (S1,S6) and (S3,S8) in Table 1.
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Figure 5.5: SER and high SNR approximations for MMSE/ZF receivers using QPSK mod-
ulation in flat Rayleigh fading for four arbitrary drops.
0 5 10 15 20 25 30 35
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
γ¯ [dB]
SE
R
 
 
Simulation
High SNR (exact)
High SNR (approx)
D3
D2
D1
Figure 5.6: SER of a ZF receiver using QPSK modulation in Rayleigh flat fading for three
arbitrary drops.
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Figure 5.7: SER of a MMSE receiver for QPSK modulation in flat Rayleigh fading at γ¯ = 35
dB.
Chapter 6
Multiuser Macrodiversity MIMO
Systems with Linear Receivers
In the previous chapter, we analyzed the SINR/SNR distribution of MMSE/ZF receivers in dual a
source scenario with arbitrary numbers of receive antennas in a flat Rayleigh fading environment.
We derived exact pdf results for both type of receivers. In this chapter, we extend the results
derived in Chapter 5 to arbitrary numbers of users. We are able to derive the approximate
probability distribution function and cumulative distribution function of the output SINR/SNR
of MMSE/ZF receivers. We also derive high SNR SER results for MMSE/ZF receivers obtaining
the diversity order and array gain of the users in a remarkably compact form. These expressions
are useful for gaining further insights into the effects of channel distribution information on the
performance of macrodiversity MIMO systems.
6.1 System Model
The multiuser MIMO system investigated in this chapter consists of N distributed single antenna
users communicating with nR distributed receive antennas in an independent flat Rayleigh fading
environment. The CnR×1 receive vector is given by
91
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r = Hs +n, (6.1)
where the CN×1 data vector, s = (s1, s2, . . . , sN )T , contains the transmitted symbols from the N
users and it is normalized, so that E
{|si|2} = 1 for i = 1, 2, . . . , N . n is the CnR×1 additive-white-
Gaussian-noise vector, n ∼ CN (0, σ2I), which has independent entries with E {|ni|2} = σ2, for
i = 1, 2, . . . , nR. The channel matrix contains independent elements, Hik ∼ CN (0, Pik), where
E
{|H ik|2} = Pik. A typical macrodiversity MU-MIMO multiple access channel is shown in Fig.
6.1, where it is clear that the geographical spread of users and antennas creates a channel matrixH ,
which has independent entries with different Pik values. We define the CnR×N matrix, P = {Pik},
which holds the average link powers due to shadowing, path fading, etc.
By assuming that perfect channel state information is available at the receiver side, we consider a
. . .
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Figure 6.1: System diagram. To reduce clutter, only paths from a single source are shown.
system where channel adaptive linear combining is performed at the receiver to suppress multiple
access interference [11]. Therefore, the CN×1 combiner output vector is r˜ = V Hr, where V is
an CnR×N weight matrix. In this work, we consider two well-known linear combining schemes:
MMSE and ZF. The structure of V and the resulting output SINR/SNR for MMSE/ZF schemes
are well-known and are given below. Without loss of generality, we assume that the index of the
desired user is i = 1. The combining vector and output SINR of the MMSE receiver for user 1 are
given by [57, 87] as
v1 = R
−1h1, (6.2)
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SINR = hH1 R
−1h1, (6.3)
where
R =
N∑
k 6=i
hkh
H
k + σ
2I , (6.4)
where H = (h1,h2, . . . ,hN ), Defining v2, . . . , vN similarly gives V = (v1, v2, . . . , vN ). The vectors,
hk, clearly play an important role in MMSE combining and it is useful to define the covariance
matrix of hk by P k = E
{
hkh
H
k
}
= diag(P1k, P2k, . . . , PnRk). From [33, 84], the combining matrix,
V , and output SNR of the ZF receiver for nR ≥ N are given by
V =H
(
HHH
)−1
(6.5)
and
SNR =
1
σ2
[(
HHH
)−1]
11
. (6.6)
where [B ]11 indicates the (1, 1)
th element of matrix B .
6.2 ZF Analysis
In this section, we derive an approximate cdf for the output SNR of a ZF receiver and a high SNR
approximation to SER. The pdfs for the columns of the channel matrix H as given in (5.7) are
used throughout the analysis.
6.2.1 CDF Approximations
The output SNR of a ZF receiver in (6.6) can be written as
Z˜ =
1
σ2
hH1
(
I −H 1
(
HH1 H 1
)−1
HH1
)
h1 (6.7)
=
1
σ2
hH1 Mh1, (6.8)
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where M = I −H 1
(
HH1 H 1
)−1
HH1 and H 1 is H with column h1 removed. Following the analysis
in [74], the characteristic function of Z˜ is given by
φZ˜(t) = E
{
ejtZ˜
}
= E
{
e
jt
σ2
h
H
1 Mh1
}
. (6.9)
Conditioning on H 1, the expectation over h1 in (6.9) can be solved as in [74] to obtain
φZ˜(t|H 1) =
1∣∣I − jt 1
σ2
MP 1
∣∣ . (6.10)
Substituting for M in (6.10) gives
φZ˜(t|H 1) =
1∣∣∣∣I − jtσ2P 1 + jtσ2H 1 (HH1 H 1)−1HH1 P 1∣∣∣∣ (6.11)
=
1
|D|
∣∣∣∣I + jtσ2H 1 (HH1 H 1)−1HH1 P 1D−1∣∣∣∣ (6.12)
=
∣∣∣HH1 H 1∣∣∣
|D|
∣∣∣HH1 H 1 + jtσ2HH1 P 1D−1H 1∣∣∣ , (6.13)
where D = I − 1
σ2
jtP 1. Simplifying (6.13) gives
φZ˜(t|H 1) =
∣∣∣HH1 H 1∣∣∣
|D|
∣∣∣HH1 D−1H 1∣∣∣ . (6.14)
The full cf can then be obtained by averaging the conditional cf in (6.14), to give
φZ˜(t) =
1
|D|E

∣∣∣HH1 H 1∣∣∣∣∣∣HH1 D−1H 1∣∣∣
 , (6.15)
where expectation is over H 1. An exact analysis of (6.15) is extremely cumbersome. However,
for the dual source scenario where N = 2, (6.15) can be solved in closed form [88]. Even for
N = 2, the resulting exact expressions are complex. Hence, for arbitrary N we use a Laplace
type approximation as in [74] to approximate and simplify the cf. This approximation has some
Chapter 6. Multiuser Macrodiversity MIMO Systems with Linear Receivers 95
motivation in the work of [56] and [89]. It can also be thought of as a first order delta expansion
[71]. This approach gives
φZ˜(t) '
1
|D|
E
{∣∣∣HH1 H 1∣∣∣}
E
{∣∣∣HH1 D−1H 1∣∣∣} . (6.16)
Applying Lemma 4.1 to (6.16) gives
φZ˜(t) '
Perm (Q1)
|D|Perm (D−1Q1) , (6.17)
where the nR × (N − 1) matrix Q1 is defined by Q1 = E {H 1 ◦H 1}. Q1 is P with column p1
removed and p1 = (P11, P21, . . . , PnR1)
T . From Appendix D.1, the denominator in (6.17) can be
expanded as
|D|Perm (D−1Q1) = L∑
i=0
(−jt)i ϕ˜i, (6.18)
where
ϕ˜i =
∑
σ
Tri
(
(P 1)σ¯L,nR
)
perm
(
(Q1)
{N−1}
σN−1,nR
) (
σ2
)−i
. (6.19)
Since perm
(
(Q1)
{N−1}
σN−1,nR
)
is independent of t, it is clear from (6.19) that |D|Perm (D−1Q1) is a
polynomial in t of degree L. Hence, (6.17) becomes
φZ˜(t) ≈
Perm (Q1)∑L
i=0 (−jt)i ϕ˜i
(6.20)
=
Perm (Q1)
ϕ˜L
∑L
i=0
(
ϕ˜i
ϕ˜L
)
(−jt)i
(6.21)
=
Perm (Q1)
ϕ˜L
∏L
i=1 (ω˜i − jt)
(6.22)
=
Perm (Q1)
ϕ˜L
L∑
i=1
η˜i
ω˜i − jt , (6.23)
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where ω˜i > 0 for all i from Descartes rule of signs for the polynomial in (6.21) and
η˜i =
1∏nR
k 6=i (ω˜k − ω˜i)
. (6.24)
It is clear from (6.17) that φZ˜(0) = 1, since D = I when t = 0. Therefore, the cf will produce a
valid pdf after inversion [90]. From [10], the pdf and cdf of Z˜ are given by
fZ˜(z) =
1
2pi
∫ ∞
−∞
φZ˜(t)e
−jtzdt, (6.25)
FZ˜(z) =
1
2pi
∫ z
0
∫ ∞
−∞
φZ˜(t)e
−jtxdtdx. (6.26)
Substituting (6.23) in (6.25) gives the approximate pdf
fˆZ˜(z) =
Perm (Q1)
2piϕ˜L
L∑
i=1
η˜i
∫ ∞
−∞
e−jtz
ω˜i − jt dt. (6.27)
Applying the integral identity in (A.19), we obtain the approximate pdf of Z˜ as
fˆZ˜(z) =
Perm (Q1)
ϕ˜L
L∑
i=1
η˜ie
−ω˜iz, (6.28)
and the approximate cdf of Z˜ becomes
FˆZ˜(z) =
Perm (Q1)
ϕ˜L
L∑
i=1
η˜i
ω˜i
(
1− e−ω˜iz) . (6.29)
The final pdf approximation in (6.28) has a remarkably simple form as a generalized mixture of L
exponentials where L = nR −N + 1.
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6.2.2 High SNR Approximations
The cf in (6.15) is a ratio of determinants, where D = I − 1
σ2
jtP 1. As the SNR grows, σ
2 → 0 and
keeping only the dominant power of σ2 in (6.15) gives
φZ˜(t) = K˜0
(
σ2
−jt
)nR−N+1
, (6.30)
where
K˜0 =
1
|P 1|E

∣∣∣HH1 H 1∣∣∣∣∣∣HH1 P −11 H 1∣∣∣
 . (6.31)
Following the mgf based approach in [9], the SER of a macrodiversity ZF receiver can be evaluated
for M -PSK modulation as
P˜s =
1
pi
∫ T
0
MZ˜
(
− g
sin2 θ
)
dθ. (6.32)
where MZ˜ (s) = φZ˜ (−js), g = sin2 (pi/M) and T = (M−1)piM . Note that linear combinations of
equations of the form given in (6.32) also give SERs for M -QAM in the usual way [9]. Substituting
(6.30) in (6.32) gives
P˜∞s =
(
G˜aγ¯
)−G˜d
+ o
(
γ¯−G˜d
)
, (6.33)
where o (.) is the standard little-o notation and the average SNR is γ¯ = 1
σ2
. The diversity gain
and array gain in (6.33) are given by
G˜d = nR −N + 1, G˜a =
(
K˜0I˜
)−1/(nR−N+1)
,
where I˜ is given by
I˜ = 1
pi
∫ T
0
(
sin2 θ
g
)(nR−N+1)
dθ. (6.34)
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The high SNR expression derived in (6.33) will be exact, if and only if K˜0 is exact. An exact calcu-
lation of K˜0 for the N = 2 case is presented in [88] and shown to have a complex expression. This
work suggests that in the general case an exact calculation is likely to be either excessively com-
plicated or intractable. Hence, in this work, we use a Laplace type approximation for K˜0 in (6.31)
to obtain a more compact and insightful expression. Hence, we use the following approximation
K˜0 ' 1|P 1|
E
{∣∣∣HH1 H 1∣∣∣}
E
{∣∣∣HH1 P −11 H 1∣∣∣} . (6.35)
Using Corollaries 4.2 and 4.3, (6.35) is given by
K˜0 ' Perm (Q1)|P 1|Perm
(
P −11 Q1
) . (6.36)
Note that when N = 2, approximate K˜0 has simpler expression [74], which gives
K˜0 ' Tr (P 2)|P 1|Tr
(
P −11 P 2
) . (6.37)
6.3 MMSE Analysis
6.3.1 CDF Approximations
In this section, we derive the approximate cdf of the output SINR of an MMSE receiver and a
high SNR approximation to the SER. Let Z be the output SINR of an MMSE receiver given by
(6.3). Following the same procedure as in the ZF analysis, the cf of Z is
φZ(t) = E
{
ejtZ
}
= E
{
ejth
H
1 R
−1h1
}
. (6.38)
Next, the cf conditioned on H 1 becomes [74]
φZ(t|H 1) = 1∣∣I − jtR−1P 1∣∣ . (6.39)
Chapter 6. Multiuser Macrodiversity MIMO Systems with Linear Receivers 99
Since R = σ2I +H 1H
H
1 , the conditional cf in (6.39) becomes
φZ(t|H 1) = 1∣∣∣∣I − jt(σ2I +H 1HH1 )−1P 1∣∣∣∣ (6.40)
=
∣∣∣σ2I +H 1HH1 ∣∣∣∣∣∣σ2I − jtP 1 +H 1HH1 ∣∣∣ . (6.41)
Using the determinant identity in (A.2) as
∣∣∣I +XXH ∣∣∣ = ∣∣∣I +XHX ∣∣∣, where the rank of the
identity matrix is obvious from the context, in (6.41) along with some simple algebra, we get
φZ(t|H 1) =
∣∣∣σ2I +HH1 H 1∣∣∣
|D|
∣∣∣σ2I +HH1 D−1H 1∣∣∣ , (6.42)
where D = I − 1
σ2
jtP 1. Note the similarity of (6.42) with [74, eq. 14]. Then, the full cf can be
solved by averaging the conditional cf in (6.42) over H 1. Hence,
φZ(t) =
1
|D|E

∣∣∣σ2I +HH1 H 1∣∣∣∣∣∣σ2I +HH1 D−1H 1∣∣∣
 . (6.43)
Using a similar approach as in the ZF analysis we approximate (6.43) to get
φZ(t) ' 1|D|
E
{∣∣∣σ2I +HH1 H 1∣∣∣}
E
{∣∣∣σ2I +HH1 D−1H 1∣∣∣} . (6.44)
From (D.7) in Appendix D.2 we obtain the expectation in the numerator of (6.44) as
E
{∣∣∣σ2I +HH1 H 1∣∣∣}=N−1∑
k=0
∑
σ
Perm ((Q1)
σk,N−1)
(
σ2
)N−k−1
. (6.45)
The equation (D.11) in Appendix D.2 gives the denominator of (6.44) as
|D|E
{∣∣∣σ2I +HH1 D−1H 1∣∣∣} = nR∑
i=0
(−jt)i ϕi, (6.46)
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where
ϕi =
N−1∑
k=0
ϕˆik
(
σ2
)N−i−k−1
. (6.47)
Substituting (6.45) and (6.46) in (6.44) we get,
φZ(t) '
∑N−1
k=0
∑
σ Perm ((Q1)
σk,N−1)
(
σ2
)N−k−1∑nR
i=0 (−jt)i ϕi
(6.48)
=
Θ (Q1)
ϕnR
∑nR
i=0
(
ϕi
ϕnR
)
(−jt)i
(6.49)
=
Θ (Q1)
ϕnR
∏nR
i=1 (ωi − jt)
, (6.50)
where ω˜i > 0 for all i from Descartes rule of signs and
Θ (Q1) =
N−1∑
k=0
∑
σ
Perm ((Q1)
σk,N−1)
(
σ2
)N−k−1
. (6.51)
The final expression for φZ(t) then becomes
φZ(t) ≈ Θ (Q1)
ϕnR
nR∑
i=1
ηi
ωi − jt , (6.52)
where
ηi =
1∏nR
k 6=i (ωk − ωi)
. (6.53)
As in the ZF analysis, the pdf and cdf of Z are given by
fZ(z) =
1
2pi
∫ ∞
−∞
φZ(t)e
−jtzdt, (6.54)
FZ(z) =
1
2pi
∫ z
0
∫ ∞
−∞
φZ(t)e
−jtxdtdx. (6.55)
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Using the identity in (A.19) to solve (6.54) and (6.55) we get the approximate pdf of Z as
fˆZ(z) =
Θ (Q1)
ϕnR
nR∑
i=1
ηie
−ωiz, (6.56)
and the cdf of Z becomes
FˆZ(z) =
Θ (Q1)
ϕnR
nR∑
i=1
ηi
ωi
(
1− e−ωiz) . (6.57)
In contrast to (6.28), where the ZF SNR is a generalized mixture of L exponentials, (6.56) can be
identified as a generalized mixture of nR ≥ L exponentials. Since the MMSE SINR has more mixing
parameters (nR rather than L) it might be expected that these increased degrees of freedom will
result in a better approximation. Alternatively, the more concise ZF result may provide a simpler
expression for use in system design and understanding. These issues are considered in Sec. 6.5.
6.3.2 High SNR Approximations
The cf in (6.44) is a ratio of determinants. As the SNR grows, σ2 → 0 and keeping only the
dominant power of σ2 in (6.44) gives
φ(t) = K0 (−jt)
(
σ2
−jt
)nR−N+1
, (6.58)
where
K0 (s) =
1
|P 1|E

∣∣∣HH1 H 1∣∣∣∣∣∣HH1 P −11 H 1 + sI ∣∣∣
 . (6.59)
Hence, from (6.32), the SER at high SNR becomes
P∞s =
1
pi
∫ T
0
(
σ2 sin2 θ
g
)nR−N+1
K0
( g
sin2 θ
)
dθ. (6.60)
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As in the ZF analysis, an exact calculation of K0 appears difficult and we use the Laplace-type
approximation again to give
K0 (s) ' 1|P 1|
E
{∣∣∣HH1 H 1∣∣∣}
E
{∣∣∣sI +HH1 P −11 H 1∣∣∣} . (6.61)
From Corollaries 4.2 and 4.3 and Appendix D.2, we have
K0 (s) ' Perm (Q1)
|P 1|
(∑N−1
i=0 ζi s
N−i−1
) , (6.62)
=
Perm (Q1)
(∏N−1
i=1 ϑi
)
|P 1|
(∏N−1
i=1 ϑi
) ∏N−1
i=1 (ϑi + s)
, (6.63)
=
Perm (Q1)
|P 1| ζN−1
N−1∑
i=1
χi
ϑi + s
, (6.64)
where ζi =
∑
σ Perm
((
P −11 Q1
)σi,N−1) and −ϑi are the roots of ∑N−1i=0 ζi sN−i−1. Since ζN−1 =
Perm
(
P −11 Q1
)
, K0 (s) in (6.64) becomes
K0 (s) ' Perm (Q1)|P 1|Perm
(
P −11 Q1
) N−1∑
i=1
χi
ϑi + s
, (6.65)
where
χi =
ζN−1∏N−1
k 6=i (ϑk − ϑi)
. (6.66)
From (6.60) and (6.65), we obtain
P∞s = (Gaγ¯)
−Gd + o
(
γ¯−Gd
)
, (6.67)
where the diversity order and array gain, Gd and Ga respectively, are given by
Gd = nR −N + 1, (6.68)
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and
Ga =
Perm (Q1)
|P 1|Perm
(
P −11 Q1
)I (P ) , (6.69)
where
I (P )= 1
pigL
N−1∑
i=1
χi
ϑi
∫ T
0
(
sin2 θ
)L+1
g
ϑi
+ sin2 θ
dθ. (6.70)
The integrals in (6.70) can be solved in closed form as in [88]. Hence, the final result becomes
I (P )= 1
gL
N−1∑
i=1
χi
ϑi
JL+1
(
T,
g
ϑi
)
, (6.71)
where
Jm (c, a) =
1
pi
∫ c
0
sin2m θ
a+ sin2 θ
dθ. (6.72)
6.4 Special Cases
In this section we present the special case where nR = N , i.e., the system schedules as many
simultaneous users as the number of receive antennas. In this particular scenario, the ZF cdf
analysis in Sec. 6.2.1 has an intriguing form. From (6.17), the cf of Z˜ becomes
φZ˜(t) '
Perm (Q1)
|D|Perm (D−1Q1) . (6.73)
When nR = N , the denominator of (6.73) simplifies to give,
|D|Perm (D−1Q1) = nR∑
i=1
(
1− jt
σ2
Pi1
)
perm (Qi1) , (6.74)
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where Qi1 is Q1 with the i
th row removed. Then, (6.73) simplifies to
φZ˜(t) '
Perm (Q1)∑nR
i=1 perm (Qi1)− jtσ2
∑nR
i=1 Pi1perm (Qi1)
, (6.75)
=
Perm (Q1)
Perm (Q1)− jtσ2 perm (P )
. (6.76)
Inverting the cf expression in (6.76) gives the approximate pdf of Z˜ as the simple exponential
fˆZ˜(z) = σ
2θe−σ
2θz, (6.77)
where θ = Perm (Q1) /perm (P ).
6.5 Simulations and Numerical Results
In this section, we simulate the macrodiversity system shown in Fig. 5.1, where three base stations
collaborate via a central backhaul processing in the shaded three sector cluster. This simulation
environment was also used in [74] and is sometimes referred to as an edge-excited cell. We consider
the three BS scenario having either a single antenna or two antennas each to give nR = 3 or nR = 6
respectively. In the shaded coverage area of this edge-excited cell, we drop three or four users
uniformly in space giving N = 3 or N = 4. For each user, lognormal shadow fading and path loss
is considered, where the standard deviation of the shadowing is 8dB and the path loss exponent
is γ = 3.5. The transmit power of the sources is scaled so that the best signal received at the
three BS locations is greater than 3dB at least 95% of the time. Even though the analysis in this
chapter is valid for any set of channel powers, the above methodology allows us to investigate the
accuracy of the performance matrices for realistic sets of channel powers.
In Figs. 6.2, 6.3 and 6.4, the case of three single antenna users and three distributed BSs with a
single receiver antenna is considered. Here, we investigate both the approximate SINR distributions
and the approximate SER results for an MMSE receiver. In Fig. 6.2, the approximate cdfs of the
output SINR are plotted alongside the simulated cdfs. Results are shown for four random drops
and, the results are for a particular user (the first of the three). The agreement between the cdfs
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is shown to be excellent. Note that this agreement is good across all drops, from D1 which has a
very poor SINR performance to D4 with a much higher SINR performance. The use of physically
motivated drops rather than ad-hoc scenarios is useful as it assesses the accuracy of the analysis
in plausible channel conditions.
In Fig. 6.3, the approximate SER curve is plotted alongside the simulated values. Results are
shown for three drops and QPSK modulation. The agreement between the SER results is shown
to be excellent across all three drops at SERs below 10−2. Again, this agreement is observed over
a wide range with D1 having much higher SERs than D3. In Fig. 6.3 and also in Figs. 6.5-6.6 the
SER is plotted against the transmit SNR, γ¯. This is chosen instead of the receive SNR to separate
the curves so that the drops are visible and not all superimposed which tends to happen when
SER is plotted against receive SNR.
In Fig. 6.4, the approximate cdfs of the SNR are plotted alongside the simulated cdfs for a ZF
receiver. Results are shown for four random drops. This is the companion plot to Fig. 6.2 with
the same system but a ZF receiver rather than an MMSE receiver. The accuracy of the results in
Fig. 6.2 and Fig. 6.4 is interesting, especially when you observe that the Fig. 6.2 analysis uses
(6.57), a simple mixture of 3 exponentials, and Fig. 6.4 uses (6.29) which is a single exponential
in this case.
In Fig. 6.5 and 6.6, the case of four single antenna users and six distributed receive antennas (two
at each BS location) is considered. High SNR SER curves are plotted alongside the simulated
values. Results are shown for both MMSE (Fig. 6.5) and ZF (Fig. 6.6) with QPSK modulation.
The agreement between the simulated SER and the high SNR approximation is shown to be less
accurate than in Fig. 6.3, with very close agreement requiring low error rates around 10−4. This
is unsurprising, as the greater number of system dimensions gives greater freedom for the channel
powers to vary substantially over the links.
6.6 Summary
The performance of MMSE and ZF receivers in a macrodiversity layout is a long-standing, unsolved
research problem. In this chapter, we make the first major progress towards solving this problem
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for the general case of an arbitrary number of transmit and receive antennas. The analysis is
based on a derivation which targets the characteristic function of the output SINR. This leads to
an expected value which is highly complex in its exact form, but can be simplified by the use of an
extended Laplace type approximation. This methodology is able to produce approximate results
for both the SINR distribution and the SER which are simple enough to be employed as the basis of
a scheduling algorithm. Proportional fair (PF) ideas can be incorporated to overcome unfairness
which can likely affect the CDI based scheduling methods. The SINR distribution is shown to
have a remarkably simple form as a generalized mixture of exponentials. Also, the asymptotic
SER results produce a remarkably compact metric which captures a large part of the functional
relationship between the macrodiversity power profile and SER. In addition, since both SINR and
SER results are available, scheduling can be performed on the basis of either metric.
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Figure 6.2: Approximate and simulated SINR cdf results for the N = 3, nR = 3 scenario.
Results are shown for the first of three users for four arbitrary drops and a MMSE receiver.
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Figure 6.3: Approximate and simulated SER results for the N = 3, nR = 3 scenario with
QPSK modulation. Results are shown for the first of the three users for three arbitrary
drops and a MMSE receiver.
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Figure 6.4: Approximate and simulated SNR cdf results for the N = 3, nR = 3 scenario.
Results are shown for the first of three users for four arbitrary drops and a ZF receiver.
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Figure 6.5: Approximate and simulated SER results for N = 4, nR = 6, i.e., two receive
antennas at each BS with QPSK modulation. Results are shown for the first of four users
for three arbitrary drops and a MMSE receiver.
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Figure 6.6: Approximate and simulated SER results for the N = 4, nR = 6, i.e., two receive
antenna at each BS scenario with QPSK modulation. Results are shown for the first of four
users for four arbitrary drops and a ZF receiver.
Chapter 7
Maximum Likelihood Detection in
Macrodiversity MIMO Systems
The performance of multiple input multiple output maximum likelihood detection (MLD) was
considered in the classic paper by Zhu and Murch [91] for the case of independent and identically
distributed (iid) Rayleigh channels. This work was extended to correlated Rayleigh channels in [92]
and [93]. Note that [92] also considers cases where the noise is colored or a fixed transmit precoder
is used. However, these effects can be accommodated by an equivalent change in the correlation
structure. Hence, both [92] and [93] effectively consider two-sided Kronecker correlation models.
In [94], performance analysis of MLD for space-time coding in correlated Ricean MIMO channels
is considered. Work on MIMO MLD was motivated by the observation that “with small numbers
of transmit antennas and low-order constellations, the complexity of MLD is not overwhelming”
[91]. In [91]-[93], the performance analysis uses a union bound for the SER, based on an exact
evaluation of the PEP.
In this chapter, the motivation and approach are the same, but the system is different. Here, we
assume distributed transmit and receive antennas so that every path from a transmit antenna to
a receive antenna has a different SNR. This assumption is a direct result of macrodiversity system
architecture consider in this thesis. In this context, we derive the exact PEP which leads to a union
bound for the SER in both flat Rayleigh and Rician fading environemnts. Further we analyze the
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high SNR asymptotic for the PEP whereby producing a compact expressions for the analysis of
the effect of macrodiversity power profiles on the performance of macrodiversity ML decoding.
7.1 System Model
Consider a MIMO system with N sources and nR distributed receive antennas. The N sources are
assumed to be N single-antenna users, but could equally well consist of fewer multiple antenna
users or a single user with N distributed antennas. The system equation is given by
r = Hs +n, (7.1)
where r is the CnR×1 receive vector, s is the CN×1 transmit vector and n is the CnR×1 vector of
additive white Gaussian noise terms with E
{
|ni|2
}
= σ2 for i = 1, . . . nR. The CnR×N channel
matrix, H , corresponds to independent, but non-identical, fading and has entries which satisfy
H ik ∼ CN (0, Pik) for Rayleigh fading and H ik ∼ CN
(√
KikPik
1+Kik
Ωik,
Pik
1+Kik
)
for Rician fading. The
Ωik term accounts for the complex LOS phase parameter and we assume |Ωik|2 = 1. The strength
of the LOS component of the ikth path is governed by the K-factor given by Kik. Hence, each
link has a potentially different average SNR given by Pik/σ
2. Assuming perfect channel state
information at the receiver, the MLD approach estimates the transmit vector by [91]
s˜ = arg min
s
‖r −Hs‖2, (7.2)
where s ranges over all possible transmit vectors.
7.2 Pairwise Error Probability
The PEP is the probability that a transmitted codeword vector, si, has a worse detection met-
ric than another codeword vector, sk. In this section, we find the exact PEP for uncoded ML
detection in macrodiversity systems. Let si be the complex transmitted code vector in baseband
notation. The random event that some other code vector, sk, would be decoded in preference to
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the transmitted vector, si, is equivalent to the event Aik where
Aik =
{
‖r −Hsk‖2 ≤ ‖r −Hsi‖2
}
. (7.3)
Note that sk may or may not be the final decoded vector, s˜. Hence, the PEP defined in [95] is
equal to
Pe (si → sk) = Pr (Aik) . (7.4)
After some complex vector manipulations, we arrive at
Aik =
{
2Re
(
nHHcik
) ≤ −cHikHHHcik} , (7.5)
where the CN×1 vector, cik, is the code-word difference vector, defined in [95] as cik = si − sk.
Note that 2Re
(
nHHcik
)
is Gaussian distributed, conditioned on cik and H , with zero mean and
variance 2σ2cHikH
HHcik. Therefore,
Pe (si → sk) = EH
Q
√cHikHHHcik
2σ2
 , (7.6)
where Q (x) = 1√
2pi
∫∞
x e
− t2
2 dt is the Gaussian Q-function defined in [52] and EH {.} denotes the
expectation over the random matrix, H . For notational simplicity we drop the subscripts of cik
when it is clear from the context which codewords are involved.
Next, we decompose the channel matrix, H , into a matrix of row vectors, where HH becomes
HH = (v1, v2, . . . , vnR), and the N × 1 vector, vr, is multivariate Gaussian distributed. Let Z be
defined by
Z = cHHHHc =
nR∑
r=1
X¯rXr, (7.7)
where the random variable, Xr = v
H
r c, for r = 1, 2, . . . nR.
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Rayleigh Fading
In Rayleigh fading, vr is zero mean and has the diagonal covariance matrix,Dr = diag (Pr1, . . . , PrN ),
for r = 1, 2, . . . nR. Hence, Xr is Gaussian distributed with
Xr ∼ CN
(
0, cHDrc
)
, (7.8)
and X¯rXr has an exponential distribution with rate parameter, λr, given by
λr =
1
cHDrc
. (7.9)
Hence, Z is a sum of nR independent exponential random variables. From [96], the expectation in
(7.6) can be evaluated to give
Pe (si → sk) = α
2
nR∑
r=1
1
βrλr
(
1− 1√
1 + 4λrσ2
)
, (7.10)
where α =
∏nR
l=1 λl and βr =
∏nR
l 6=r (λl − λr).
Rician Fading
In Rician fading, Xr is also Gaussian distributed, but with a non-zero mean. From the assumptions
in Sec. 7.1,
E {Xr} = Σr, (7.11)
E
{
X¯rXr
}
= cHD˜rc = 1/λ˜r, (7.12)
where Σr =
(√
Kr1Pr1
1+Kr1
Ωr1, . . . ,
√
KrNPrN
1+KrN
ΩrN
)
c and D˜r = diag
(√
Pr1
1+Kr1
, . . . ,
√
PrN
1+KrN
)
. First,
the characteristic function (cf) of Z is calculated to give [97]
φ˜Z (t) =
nR∏
r=1
exp
(
jt|Σr|2
1− jt
λ˜r
)
1− jt
λ˜r
. (7.13)
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Note the use of ∼ notation to differentiate between Rayleigh results and Rician results in D˜r,
φ˜Z (t) and elsewhere. From [97], the cf in (7.13) can be expanded in an infinite series to give
φ˜Z (t) =
∞∑
r=0
ηr
(1− 2jtθ)nR+r , (7.14)
where θ > 0 is a suitably chosen constant as in [97, pp. 169] and the coefficient, ηr, also defined in
[97, pp. 170]. The cf in (7.14) can be inverted to obtain [52]
f˜Z (z) =
∞∑
r=0
ηrz
nR+r−1e−
z
2θ
(2θ)nR+r Γ (nR + r)
. (7.15)
The PEP in Rician fading can be calculated in closed form using (7.15) in (7.6) giving
Pe (si → sk) =
∞∑
r=0
∫ ∞
0
ηrQ
(√
yθ
σ2
)
ynR+r−1e−y
2θΓ (nR + r)
dy, (7.16)
where each term in the summation can be solved using the following generic integral solution from
[98],
∫ ∞
0
Q
(√
yθ
σ2
)
yue−ydy = Γ (u)
(
1
2
(1− ψ)
)u+1 u∑
k=0
(
u+ k
k
)(
1
2
(1 + ψ)
)k
, (7.17)
where ψ =
√
θ
θ+2σ2
. Hence, the Rician fading PEP can be computed in closed form using (7.16) in
conjunction with (7.17). Details of the size of the remainder term in (7.16) when a finite version
is used can be obtained from [97]. Although [97] specifically computes the remainder for the cdf
of Z, F˜Z (z), since the Q-function in (7.6) is always less than 1 the remainder for F˜Z (z) upper
bounds the remainder for (7.16). Due to the complexity of the PEP expression, we also consider
a high SNR approximation PEP as shown in Sec. 7.3.1.
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7.3 Performance Analysis
7.3.1 Diversity Order and High SNR Results
As in [91], the diversity order is equal to nR, the number of receive antennas and is independent
of N . This result follows from the work in [96] which can be applied to this problem.
Rayleigh Fading
The cf of Z
2σ2
is given by [9]
φZ (t) =
nR∏
r=1
1
1− jt
2λrσ2
. (7.18)
At high SNR, that is when σ2 → 0, (7.18) simplifies to ∏nRr=1 2λrσ2−jt . By making use of the moment
generating function, MZ (s) = φZ (−js), and using well-known techniques in [9], the PEP in
Rayleigh fading at high SNR is obtained as
Pe (si → sj) '
22nR−1Γ
(
nR +
1
2
)2
α
pi (2nR)!
(
σ2
)nR . (7.19)
Rician Fading
The cf of Z
2σ2
in Rician fading can be calculated to give [9]
φ˜Z (t) =
nR∏
r=1
exp
(
jt
2σ2
|Σr|2
1− jt
2λ˜rσ2
)
1− jt
2λ˜rσ2
. (7.20)
At high SNR, that is when σ2 → 0, (7.20) simplifies to
φ˜Z (t) =
nR∏
r=1
exp
(
−λ˜r |Σr|2
)
1− jt
2λ˜rσ2
. (7.21)
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Using the moment generating function method as in the Rayleigh fading case, we obtain the high
SNR approximation for the PEP given by
Pe (si → sj) '
22nR−1Γ
(
nR +
1
2
)2
α˜
pi (2nR)!
(
σ2
)nR , (7.22)
where α˜ =
∏nR
r=1 λ˜r exp
(
−λ˜r |Σr|2
)
.
7.3.2 Symbol Error Rate
A union bound for the SER of the uth user can be found by following similar arguments to those in
[91]. Let {dm,m = 1, 2, . . . ,M} be the set of all possible symbols assuming an M-point constellation
and {s} be the set of all MN symbol vectors that could be sent from the N sources. Define {su,m}
to be the subset of {s} containing dm as the symbol of user u. With this notation, the upper
bound for the SER of user u is given by
Ps ≤M−N
M∑
m=1
∑
i
∑
j
Pe (si → sj) , (7.23)
where index i runs over the set {su,m} and index j runs over the complement, j ∈ {su,m}c. Hence,
(7.23) covers all possible errors, for any symbol, dm, from user u and all vectors, si, containing
dm in the u
th position and all vectors, sj , which do not contain dm in the u
th position. The union
bound in (7.23) is then computed using (7.10) or (7.16) or, if a high SNR approximation is desired,
then (7.19) or (7.22) can be substituted in (7.23). For example, using (7.23) with (7.19) gives the
following high SNR approximation for the SER of user 1 in Rayleigh fading for BPSK modulation
and nR = N = 2:
Ps ' 3
512
[
(P11 + P12) (P21 + P22) + P11P21
(P11 + P12) (P21 + P22)P11P21
](
σ2
)nR. (7.24)
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7.4 Numerical Results
In this section, we investigate the effect of macrodiversity, ie., the impact of the way in which
the channel strengths are distributed. We begin with a microdiversity example as a baseline for
comparison. Consider a single user microdiversity link where the transmitter and receiver both
have three antennas. Here, nR = N = 3 and all channels have the same powers. For this example,
P is given by
P = (3, 3, 3; 3, 3, 3; 3, 3, 3) . (7.25)
We also consider the following macrodiversity scenarios for the same system size and the same
value of PT =
∑
i
∑
j Pij . The average received signal to noise ratio is defined by ρ = PT /σ
2.
Since the SNR is varied by altering the value of σ2, the actual size of the powers in P is irrelevant.
It is the effect of the distribution of powers, the power profile, that is important. Hence, these
scenarios allow us to consider the SER impact of the different channel power profiles. Note that
the SER performance of user 1 is considered throughout.
• Scenario 1 (S1): Diagonal dominance
Interpretation: Here, the 3 users are close to different receive antennas so that only one link is
strong per user.
P =
(
8,
1
2
,
1
2
;
1
2
, 8,
1
2
;
1
2
,
1
2
, 8
)
. (7.26)
• Scenario 2 (S2): Overloaded
Interpretation: Here, the 3 users are close to one antenna so only the 3 links to a single receive
antenna are strong.
P =
(
8, 8, 8;
1
2
,
1
2
,
1
2
;
1
2
,
1
2
,
1
2
)
. (7.27)
• Scenario 3 (S3): Opposite
Interpretation: Here, the 3 users are distributed and the links have opposing trends across the
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receive antennas.
P = (5, 3, 1; 3, 3, 3; 1, 3, 5) . (7.28)
• Scenario 4 (S4): Parallel
Interpretation: Here, the 3 users are distributed and the links have parallel trends across the
receive antennas.
P = (5, 5, 5; 3, 3, 3; 1, 1, 1) . (7.29)
In Figs. 7.1 and 7.2, the union bound in (7.23) using the PEP in (7.10) is verified by simulation.
As expected, the union bound is tight with extremely accurate results below an SER of 10−2 and
results for BPSK (Fig. 7.1) being tighter than QPSK (Fig. 7.2).
In terms of system performance, both Figs. 7.1 and 7.2 have the same ordering with microdiversity
best, followed by S3 (opposite), S4 (parallel), S1 (diagonally dominant) and S2 (overloaded). This
ordering is intuitive, with the lowest SER resulting from microdiversity, which maximizes the
MIMO diversity, and the highest SER due to overloading, where there is little diversity and
strong interference. In between, the opposite and parallel scenarios are second and third best
as they maintain diversity with the opposite scenario being superior as it has less interference.
Diagonal dominance is fourth best since it is essentially three single user links. Within this ordering,
the major performance gap is between microdiversity, S3 and S4, with similar lower SERs, and
scenarios S1 and S2, with similar higher SERs. The first group of three scenarios is superior to
the second group due to diversity, with each user received with reasonable strength at more than
one antenna.
In Fig. 7.3, the same scenarios are shown as in Fig. 7.2 and are compared to the high SNR
approximation to the union bound. Results are obtained for QPSK and follow from (7.23) using
the high SNR PEP given in (7.19). In all cases, results are reasonable for SERs below 10−3 and
accurate below 10−4.
In Fig 7.4, three random drops are simulated incorporating random distances and shadow fading
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according to the methodology in [74]. The Rician K-factors are uniformly generated in [0,8] for
the nine links. Results are obtained for QPSK and follow from (7.23) using (7.22) for the high
SNR PEP. Convergence of the results to the high SNR approximations is seen to be slower in the
Rician case.
7.5 Summary
In this chapter, we have derived exact closed form results for the PEP in a macrodiversity MIMO
context for both Rayleigh and Rician channels. These results have enabled an evaluation of SER
results via the union bound and also high SNR approximations. The diversity order is shown
to be equal to the number of receive antennas as in the microdiversity scenario. In terms of
system performance, the importance of diversity (spreading the received powers over multiple
receive antennas) is demonstrated. Also, channel power profiles which avoid strong interference
for multiple sources are shown to be beneficial.
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Figure 7.1: Simulated SER and union bound for an ML receiver with BPSK modulation in
flat Rayleigh fading for scenarios S1-S4 with parameters: nR = K = 3.
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Figure 7.2: Simulated SER and union bound for an ML receiver with QPSK modulation in
flat Rayleigh fading for scenarios S1-S4 with parameters: nR = K = 3.
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Figure 7.3: Simulated SER and high SNR approximations for an ML receiver with QPSK
modulation in flat Rayleigh fading for scenarios S1-S4 with parameters: nR = K = 3.
Chapter 7. Maximum Likelihood Detection in Macrodiversity MIMO Systems 120
0 5 10 15 20 25 30 35 40
10−7
10−6
10−5
10−4
10−3
10−2
10−1
100
ρ [dB]
SE
R
 
 
High SNR approx.
Simulation
D1
D2
D3
Figure 7.4: Simulated SER and high SNR approximations for an ML receiver with QPSK
modulation in flat Rician fading for three arbitrary random power drops with nR = K = 3.
Chapter 8
Uplink Macrodiversity MU-MIMO
Scheduling
Conventional cellular mobile wireless systems, where, in a given cell site, many users are continu-
ously trying to access radio resources need to manage these users intelligently. Managing users in
such an environment has been investigated in [99], where the authors considered a single antenna
BS scenario. In this work, the BS operates opportunistically to serve the best user (best user in
the sense that its channel power is the best) out of all active users in the system hence extracting
multiuser diversity. Managing users in this way or in a related manner is commonly referred to as
user scheduling. The basic idea is that the user scheduler exploits the randomness of the wireless
channel to select a good outcome. In [100], the performance of scheduling algorithms exploiting
the multiuser selection diversity is studied comprehensively. From the service providers’ point of
view, user scheduling is a very important idea, but if BSs operate primarily on serving the best
user, then some users may suffer from a lack of service. Hence, the two concepts of serving the
best user and maintaining user fairness was incorporated in the Proportional Fair (PF) scheduling
[101, 102, 103, 104]. In this chapter, we consider macrodiversity MU MIMO scheduling in the
MIMO-MAC channel [105].
With the advent of multi-antenna technologies in multiuser environments, the concept of multiuser
scheduling becomes very important. Unlike the case of a single antenna BS, multi-antenna BSs
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can schedule multiple users in the same resource unit (i.e., the same time slot and frequency band)
to improve the overall system throughput [30]. Since the macrodiversity MIMO-MAC also acts
like a multi-antenna receiver, it can necessarily support simultaneous users. This gives rise to the
application of multiuser scheduling ideas to macrodiversity MIMO systems.
The most straightforward and widely adopted uplink user scheduling approach is based on the use
of instantaneous channel state information. However, in the MIMO-MAC channel, this approach
may not scale as economically as in the conventional MIMO-MAC, because the CSI grows as the
number of users grows and all CSI has to be transmitted to the BPU for making scheduling deci-
sions [106, 107]. In a limited capacity backhaul network, this may not be possible. On the other
hand, even with ideal backhaul in terms of the amount of data that can be transmitted, due to
the geographical separation of distributed BSs, the CSI at the BPU will be a delayed version of
the actual channel, which in turn may produce less accurate scheduling decisions.
One way to address the problems in using instantaneous CSI through backhaul networks is to
use long term channel state information [108]. In some texts this is called channel distribution
information [30]. CDI has certain advantages over instantaneous CSI in that it is simpler to ob-
tain and relatively easy to communicate to the BPU. Furthermore, it is very robust to channel
estimation errors and delays, and scales well with the size of the macrodiversity MIMO system.
In LTE, scheduling methods are not fully specified. Hence, the methods proposed in this chapter
have direct applications to these systems. Although CDI has many advantages, it has some dis-
advantages too. It is analytically, extremely difficult to formulate systematic scheduling metrics
in terms of CDI. However, due to the contributions of this thesis, we are able to construct several
novel approaches to metric construction. Also, where instantaneous CSI is available with minimal
delay and estimation error, then it is always better than other alternatives such as CDI, if the
backhaul overhead is neglected.
In this chapter, we consider scheduling in a macrodiversity MIMO-MAC. In order to give a practical
focus to the discussion, we consider the uplink CoMP channel discussed in Sec. 2.3 [41].
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8.1 System Model and Problem Statement
We consider NMS single-antenna distributed MSs attempting to communicate with NBS dis-
tributed BSs [38] each with a single receive antenna over an independent flat fading Rayleigh
channel. Note that NMS >> NBS . An illustration of such an environment is shown in Fig. 8.1.
In such a distributed environment, MSs can be served in many different ways. Some possible
BS
MS
Figure 8.1: Illustration of a clustered CoMP.
scenarios are given below.
• Adaptive Cluster CoMP: In this scenario, in every scheduling interval, the BS set M =
{1, . . . , NBS} is partitioned into A disjoint non-empty subsets, Mi, i = 1, . . . , A and the MS
set {1, . . . , NMS} is partitioned into A disjoint non-empty subsets, Wi, i = 1, . . . , A. Then, all
MSs in the Wi subset are served by BSs in the Mi subset. These partition structures may
change across scheduling intervals. In this scenario a global backhaul network is essential to
adjust the clustering structure dynamically.
• Fixed Cluster CoMP: This scenario is very similar to Adaptive Cluster CoMP, but the BS
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clusters, defined by Mi, are fixed across scheduling intervals. In contrast, MS partitions and
their cardinalities may change. In this scenario, a global backhaul network is not needed, but
as many local backhaul networks as the number of clusters are needed.
• Global CoMP: This scenario is similar to Adaptive Cluster CoMP, but with a single BS and
MS partition, i.e., A = 1. This is only possible if all BSs are connected to a single BPU via
backhaul interconnection links that cover the full coverage area.
Selecting the best MS subset and the best BS and MS partitions in cluster CoMP scenarios is a
complex process. Algorithmic solutions using graph theory are possible, but this is outside the
subject area of this thesis [109, 110]. Note that whatever the method we use in selecting the best
partitions, at the center of any algorithm is a metric which states how well that particular partition
of BSs serves a partition of MSs. In this chapter, we address this problem which is at the heart
of any user scheduling algorithm using CDI [111, 108]. Without loss of generality, our system can
be recast as follows.
Consider a single cluster as in Fig. 8.2, where N single-antenna distributed MSs communicate with
nR distributed BSs in the same time and frequency slot. Each MS and BS has a single receive
antenna and an independent flat fading Rayleigh channel is assumed. In this chapter, we assume
N ≤ nR, but generalization to N > nR is straightforward. In this system, we are interested in
quantifying the performance of N users in terms of CDI in a macrodiversity MIMO-MAC. The
cluster in Fig. 8.2 may receive inter-cluster interference which is assumed to behave as extra
AWGN.
8.2 Group vs Individual Metrics
According to the system description in Fig. 8.2, the RnR×N power profile matrix P = (Pik) for
i = 1, . . . , nR and k = 1, . . . , N carries the full CDI for the system. Therefore, we call it the
system power profile. On the other hand, the RnR×1 column vectors pk for k = 1, . . . , N , where
P = (p1, p2, . . . , pN ), are the user power profiles. Further, we define the diagonal RnR×nR matrices
P k = diag (pk) = (P1k, . . . , PnRk). The interference power profile of user k is given by Qk, where
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BPU
Figure 8.2: Illustration of a single CoMP cluster with N = nR = 3.
Qk is P with pk removed. It is clear that after diversity combining, the N co-channel users have
different link level performance values. Therefore, we define individual scheduling metrics, mk,
for k = 1, . . . , N . Furthermore, we are also interested in finding a group-wise scheduling metric,
Mg. There are pros and cons between individual scheduling metrics and group-wise scheduling
metrics. For example, Mg may provide a simpler way to evaluate the performance of the user
group, but it might not give any sense of the individual performance of the participating users.
Therefore, any scheduling decision based solely on Mg may lack fairness. Furthermore, individual
scheduling metrics provide detailed information about the link level performance of the users in the
MU-MIMO system. In this chapter, we consider both group-wise metrics and individual metrics.
Due to the CDI based scheduling assumption, the scheduling metrics may be defined as
mk = f (pk,Qk) , for k = 1, . . . , N, (8.1)
Mg = f (P ) . (8.2)
The challenge of this approach is that an nRN dimensional variable (the P matrix) has to be
mapped to a real variable in some systematic way which captures the spirit of the communication
Chapter 8. Uplink Macrodiversity MU-MIMO Scheduling 126
system. There are crude approximations used in the literature [112], such as
mk =
∑nR
i=1 Pik∑nR
i=1
∑nR
l 6=k Pil
, (8.3)
for k = 1, . . . , N . Such scheduling metrics do not provide a direct link to any performance metric
and are tractable ad-hoc measures built on basic SINR ideas.
8.3 Proposed Metrics Based on CDI
In this section, we provide several scheduling metrics based on CDI. These metrics are based on
the analytical methods presented in previous chapters and are based on ergodic capacity, linear
diversity combining and joint maximum likelihood decoding.
8.3.1 Information Theoretical Capacity Based Metrics
Sum capacity and rate regions are well known for the MIMO-MAC. Hence, it is straightforward
to calculate the sum capacity and individual rates in terms of instantaneous CSI. However, due to
the overheads associated with instantaneous CSI in macrodiversity systems, we adopt an approach
based solely on CDI where ergodic values are employed.
Group Scheduling Metric
The instantaneous sum capacity has been widely used as a group scheduling metric [113]. The
obvious extension using CDI is to use the mean sum capacity [62] which gives the metric
Mg = E
{
log2
∣∣∣∣I + 1σ2HHH
∣∣∣∣} . (8.4)
In (8.4),H is the aggregate channel matrix of the macrodiversity MIMO-MAC and the expectation
is over the multipath fading. Hence, Mg is a function of the power profile. The expectation in
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(8.4) can be calculated approximately, as in Chap. 4, to give the tight approximation
Mg =
1
ln 2
N∑
k=1
(
ϕk0
ϕknR
nR∑
l=1
ζkle
ωklE1 (ωkl)
)
. (8.5)
The constants in (8.5) are defined in Sec. 4.4. The sum capacity in (8.4) provides the fundamental
MIMO-MAC capacity. Instead of using this theoretical limit, there may be practical interest in
the link level sum capacity [114]. Such a metric can be easily found assuming independent MMSE
linear combining at the BPU for every data stream. This gives
Mg =
N∑
k=1
E
{
log2
(
1 + hHk
(
σ2I +H kH
H
k
)
hk
)}
, (8.6)
where the expectations in (8.6) inside the summation can be approximately computed using the
approach described in Sec. 4.4, where H k is H with column hk removed.
Individual Scheduling Metrics
Following the MMSE combining approach in (8.6), individual scheduling metrics can also be defined
as
mk = E
{
log2
(
1 + hHk
(
σ2I +H kH
H
k
)−1
hk
)}
. (8.7)
Using a combination of individual and group scheduling metrics, it is possible to balance individual
user performance with group performance. This provides the opportunity to maintain fairness and
boost overall system performance [101, 115].
8.3.2 Linear Receiver Based Metrics
The results in Chapters 3, 5 and 6 provide a functional link between the power profiles (CDI) and
the performance of MRC, MMSE and ZF linear receivers. Hence, we are able to propose novel
scheduling metrics based on CDI for systems employing linear receivers, e.g. 3GPP LTE-Advanced
[39].
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Individual Scheduling Metrics/ZF
From the analysis in Sec. 6.2.1, the approximate cdf of the output SNR of user k after ZF combining
is given by
FˆZ˜k(z) =
Perm (Qk)
ϕ˜L
L∑
i=1
η˜i
ω˜i
(
1− e−ω˜iz) , (8.8)
where the constants can be found using the approach described in Sec. 6.2.1 and L = nR−N + 1.
Scheduling metrics may be constructed based on these cdfs. The two obvious approaches are the
outage probability at a given SNR threshold (say SNRTh) and the SNR at which a certain outage
probability threshold (say qTh%) occurs. We discuss both approaches in this section. Equation
(8.8) allows us to directly calculate the approximate outage probability at SNRTh giving the
following SNR threshold based individual scheduling metric as
mk =
Perm (Qk)
ϕ˜L
L∑
i=1
η˜i
ω˜i
(
1− e−ω˜iSNRTh
)
. (8.9)
On the other hand, (8.8) allows us to calculate the approximate qTh% outage SNR (e.g., 5 %
outage SNR). The approximate qTh% outage SNR can be calculated as, z∗k, the solution of
Perm (Qk)
ϕ˜L
L∑
i=1
η˜i
ω˜i
(
1− e−ω˜iz∗k
)
=
qTh
100
. (8.10)
Hence, we can define an individual scheduling metric based on an outage threshold as follows
mk = z
∗
k. (8.11)
For nR = N , equation (8.10) has analytical solution giving the outage threshold based metric, mk,
as
mk =
(
2 lnσ + ln (Perm (Qk))− ln (perm (P ))− ln qTh
)
perm (P )
σ2Perm (Qk)
. (8.12)
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The SER analysis in Sec. 6.2.2 allows us to calculate another scheduling metric which is based on
SER. From the analysis in Chapter 6, the SER of user k can be approximated by
SERk '
(
G˜aγ¯
)−G˜d
, (8.13)
where the diversity order and array gain of the SER of the kth user are given by
G˜d = nR −N + 1, (8.14)
G˜a =
(
1
|P k|
Perm (Qk)
Perm
(
P −1k Qk
) I˜)−1/(nR−N+1) . (8.15)
In (8.15), the constant integral I˜ is given in (6.34) and γ¯ is the transmit SNR. It is clear from
(8.13)-(8.15), that at a fixed transmit SNR
SERk ∝ 1|P k|
Perm (Qk)
Perm
(
P −1k Qk
) . (8.16)
This observation permits us to define the following individual scheduling metric as
mk =
1
|P k|
Perm (Qk)
Perm
(
P −1k Qk
) . (8.17)
Individual Scheduling Metrics/MMSE
In this section, we extend the scheduling metrics obtained in the last section to MMSE based
metrics. Following a similar approach to the ZF case, we obtain the following metrics. The details
are omitted due to the close relationship with the ZF result. The individual scheduling metric of
user k, based on an SINR threshold, SINRTh, becomes
mk =
Θ (Qk)
ϕnR
nR∑
i=1
ηi
ωi
(
1− e−ωiSINRTh
)
, (8.18)
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where the constants can be found using the approach described in Sec. 6.3.1. Furthermore, the
outage threshold based scheduling metric is found from the solution, z∗k, of
Θ (Qk)
ϕnR
nR∑
i=1
ηi
ωi
(
1− e−ωiz∗k
)
=
qTh
100
, (8.19)
which gives mk = z
∗
k. Unlike the ZF receiver, the MMSE outage threshold based scheduling metric
does not have a special case which gives simple results for z∗k. The SER based scheduling metric
becomes
mk =
Perm (Qk)
|P k|Perm
(
P −1k Qk
)I (P ) , (8.20)
where I (P ) can be calculated using method described Sec. 6.3.2.
Group Scheduling Metrics
In independent ZF decoding it is apparent that individual scheduling metrics can be derived fairly
easily, but deducing a group scheduling metric is not trivial. However, we can obtain a simple yet
powerful criterion as follows. For the system described in Sec. 6.1 with a ZF decoding criterion,
the error covariance matrix Ξ is defined as
Ξ = σ2
(
HHH
)−1
. (8.21)
Using the classical D-optimal criterion [116] in statistics, it is straightforward to obtain the fol-
lowing group scheduling metric as
Mg = E
{∣∣∣HHH ∣∣∣} = Perm (P ) . (8.22)
From (8.22), the group of MSs and BSs which have the largest power matrix permanent is the
best set to be scheduled together. This approach is further established in the analysis of Sec. 4.5.
Hence, this approach gives a simple scheduling metric, although in comparison with (8.5) it is less
tightly linked to system performance.
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In the MMSE case we can also apply the D-optimal criterion on the error covariance matrix, Ξ, of
MMSE decoding. This result is very similar to the sum capacity criterion in (8.4) and is given by
Mg = E
{∣∣∣σ2I +HHH ∣∣∣} = N∑
i=0
∑
σ
Perm ((P )σi,N )
(
σ2
)N−i
. (8.23)
8.3.3 Maximum Likelihood Criterion Based Metrics
The optimum ML criterion is known to have high computational complexity and poor scaling with
a growth in the number of users. However, it gives the best performance of all decoding algorithms.
Whether or not ML decoding is actually employed, the theoretical performance of ML processing
can still be used as a scheduling metric since good ML performance is likely to be linked with good
performance of other sub-optimal approaches. Hence, we propose a group scheduling metric based
on frame error rate (FER) and individual scheduling metrics based on the SER of each user.
Group Scheduling Metrics Based on FER
The frame defined in this chapter is the N × 1 symbol vector transmitted by all the MSs. If the
decoded vector, sk, is different (in the sense that any element of the vector is different from the
corresponding element of the transmitted vector) from the transmitted vector si, an error occurs.
Following the same procedure for the SER in Sec. 7.3.2, the FER can be upper bounded to give
FER ≤M−N
∑
i
∑
k 6=i
Pe (si → sk) , (8.24)
where Pe (si → sk) is the pair wise error probability as defined in Sec. 7.2. In Chapter 7,
Pe (si → sk) has been calculated in closed form for both Rayleigh and Rician fading scenarios.
However, these results are not particularly compact and may impose some unwanted computational
burden in scheduling. Therefore, in this section we exploit the simple high SNR approximations
for the scheduling metric derivations. This permits us to define the following group scheduling
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metric for Rayleigh fading environment as
Mg = M
−N∑
i
∑
k 6=i
αik, (8.25)
where αik =
∏nR
l=1 λl, M is the number of constellation points, and the λl terms are defined as
1
λl
= cHikD lcik, (8.26)
with the variables in (8.26) defined in Sec. 7.2. Both summations run over all possible MN
transmit vectors. For a Rician fading environment, the corresponding metric is
Mg = M
−N∑
i
∑
k 6=i
α˜ik, (8.27)
where α˜ik =
∏nR
r=1 λ˜r exp
(
−λ˜r |Σr|2
)
and the constants are defined in Sec. 7.2. The double
summation in (8.25) and (8.27) can be regarded as an expectation operation over the discrete con-
stellation points. Therefore, it is clear that Mg is a function of the elements of the power profile
matrix, P .
Individual Scheduling Metrics Based on SER
Individual scheduling metrics based on SER can be calculated following the same procedure as in
Sec. 7.3.2. In the SER upper bound expression, the PEP is replaced by high SER approximations
of PEP which give compact tractable expressions. These high SNR approximations are found in
Sec. 7.3.1. For the sake of completeness, we provide the final result here. For Rayleigh fading,
mk = M
−N
M∑
m=1
∑
i
∑
k
αik, (8.28)
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and for Rician fading,
mk = M
−N
M∑
m=1
∑
i
∑
k
α˜ik. (8.29)
Note that the summations in (8.28) and (8.29) have a slightly different domain than the FER
based scheduling metrics discussed in Sec. 7.3.2.
Note that the summations that appear in the group and individual metrics grow exponentially
with the number the of users. Therefore, with larger numbers of users and BSs, ML criterion
based scheduling metrics may become computationally inefficient. However, they are simple and
efficient for small systems.
8.4 Summary
In this chapter, we have considered the idea of using long term CSI for user scheduling in a macro-
diversity MU MIMO-MAC channel. In particular, CDI based user scheduling may be beneficial in
CoMP systems where a limited backhaul interconnection network is present and the use of instanta-
neous CSI is restricted by delays and communication overheads. Despite the analytical difficulty in
deriving scheduling metrics using CDI, in this chapter we have proposed user scheduling methods
based on ergodic capacity, linear multiuser receivers and maximum likelihood decoding. Fur-
thermore, we have derived several systematic group scheduling metrics and individual scheduling
metrics.
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Chapter 9
Conclusions and Future Work
Broadly speaking, the main focus of this thesis is the analytical investigation of fundamental
performance measures for the macrodiversity MIMO-MAC. This investigation considers finite sized
systems with completely arbitrary average link gain profiles, in contrast to simplified channel
matrix assumptions, such as the classical Wyner model, widely used in network MIMO. Therefore,
the results in this thesis may have applications in other areas where similar multivariate statistical
problem arise. The analytical results can be useful in many different applications, such as:
• In contrast to previous ad-hoc approximations, our results reveal a direct functional link be-
tween fundamental performance measures and the average link gains. In some systems, the
results give a remarkably simple, yet sophisticated relationship, while in other systems, the re-
sults may be rather complex. These functions gives system designers a greater range of options
to optimize the performance of macrodiversity links.
• Analytical results can be used for efficient computation rather than using inefficient Monte-
Carlo simulations which can greatly reduce the system design time. The exact results presented
in the thesis can be used instead of simulation based methods for faster calculation of perfor-
mance measures, even though analytical expressions are lengthy.
• If there is a requirement to further examine the statistical behavior over random average link
gains (i.e., system level simulations involving averaging over the P matrix), our results save
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hours of computation time. If Monte-Carlo simulation is used for averaging over both fast
fading and slow fading, then this is highly inefficient. In contrast, the analytical results can be
used for averaging over fast fading and simulation based methods can be used to average over
slow fading.
• The analytical work fills a gap in our knowledge of wireless communication. The results are
very attractive on some fronts, as far as their practical applications are concerned, while on
other fronts, they turn out to be complex, but intriguing. We believe this will inspire future
research for better, simpler and faster results in this area of communication and beyond.
More specific comments on the analytical methodologies and the results achieved in this research
are summarized below followed by a brief description of potential future research.
9.1 Summary of Analysis and Key Results
9.1.1 MRC
Multiuser MRC receiver performance in a macrodiversity layout has been investigated in Chapter
3. We have considered a distributed antenna array performing MRC combining for a single antenna
desired source in the presence of an arbitrary number of single antenna co-channel interferers. The
analysis also covers the case where both the desired and interfering sources have multiple antennas.
In particular, SER performance was derived in closed form for BPSK and QPSK modulations, but
the analysis can be applied to M -QAM and a wide range of modulations where the SER can be
written in terms of an expected value of the Gaussian Q-function and Q2-function. Furthermore,
the exact error floor and a simple power metric have been derived which provide some intuition
about macrodiversity MRC performance. This analysis is based on identifying a simpler represen-
tation for the interference and noise terms in the combiner output. Analysis has shown that the
macrodiversity MRC combiner can not resolve multiple interferers, but sense a single aggregate
interferer, and the system performance is governed by the power trends of the desired user and
aggregate interferer. In low SIR, the ratio of powers of the desired user against the aggregate
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interferers plays the dominant role in SER performance. Here, good performance is achieved by
opposing power trends which give some high ratios. However, in the high SIR scenario, greater
diversity with an even spread of power across the antennas becomes more important. Even if some
intuition concerning system performance can be gained using the power profiles, error floor and
simple power metric, exact results are still necessary to provide an accurate performance measure.
As a byproduct of the investigation of this chapter, we have presented two new probability inte-
grals which have been solved in Appendix B.
9.1.2 Ergodic Sum Capacity
In Chapter 4, we have investigated the information theoretic capacity of the macrodiversity MU
MIMO-MAC. In particular, the ergodic sum capacity has been considered in a Rayleigh flat fading
environment with no CSI at the transmitter. The results obtained are shown to be valid for both
independent channels and correlated channels, which may occur when some of the distributed
transmit/receive locations have closely spaced antennas. The results remain valid for scenarios
where the multiple antenna sources employ fixed per-antenna power control based on CDI. We
derived exact results for the two-source scenario and approximate results for the general source
case. Exact and approximate analytical results have been compared with simulation results and
show good agreement. Furthermore, in the two-source scenario we have investigated the effect
of macrodiversity on the ergodic capacity and found that, for equally strong (in the sense of the
sum of the average link SNRs) users the ergodic sum capacity is greater than with very strong
user and very weak user case. This suggests that balanced users (in the sense of link SNRs) may
give better overall system performance. The general user approximations have a simple form and
are shown to be very accurate over a wide range of channel powers. In addition, a simple upper
bound is presented which demonstrates the importance of various channel power cross products
in determining ergodic capacity. These bounds show that ergodic sum capacity is affected by the
sum of the channel powers at low SNR, whereas at high SNR, the permanent of the channel power
profile matric becomes important.
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9.1.3 Dual User MMSE and ZF
In Chapter 5, we investigated more sophisticated linear combining systems, namely MMSE and
ZF, in the macrodiversity MIMO-MAC. This diversity combining is particularly important be-
cause it has been proposed for future wireless standards such as those in 3GPP LTE-Advanced.
However, the analytical investigation of MMSE/ZF receivers in a macrodiversity environment is
a very difficult problem. Therefore, in Chapter 5, we have considered the dual user scenario with
arbitrary numbers of distributed receive antennas where an exact analysis is possible. This anal-
ysis is possible for dual user scenarios because the characteristic function based analysis leads
to an expected value of a ratio of correlated quadratic forms which can be calculated in closed
form. For the dual user or dual source scenario, we have derived the exact cdf and pdf of the
output SINR/SNR of MMSE/ZF receivers in a Rayleigh flat fading environment. Furthermore,
we have presented exact and approximate high SNR SER performance results for commonly found
modulation schemes which provide insights into both diversity and array gain. These high SNR
SER results provide a sophisticated functional link between the performance of the macrodiver-
sity system and the average link SNRs. Moreover, the approximate high SNR SER calculations
revealed a compact power metric, in contrast to the exact high SNR SER results which gave an
accurate, but relatively complex power metric. How the power trends of desired and interfering
users interact with each other was investigated for some typical power trends to gain insight into
system performance. Through the analysis, we identified that there is a considerable difference
between the SER performance of MMSE and ZF receivers in the high SNR region before their per-
formance converges at very high SNR values. This difference was successfully quantified through
a metric and its accuracy was confirmed by simulation results. It was shown that parallel power
trends for the users give greater differences in the SER performance of MMSE and ZF receivers in
macrodiversity MIMO systems in Rayleigh flat fading.
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9.1.4 Multi User MMSE and ZF
The analytical investigation in Chapter 6 extends the dual user results in Chapter 5 to arbitrary
numbers of mutually interfering users. The exact performance of MMSE and ZF receivers in a
macrodiversity MIMO layout is a long-standing, unsolved research problem. In this chapter, we
made the first major progress towards solving this problem for the general case of an arbitrary
number of transmit and receive antennas. The analysis was based on a derivation which targets
the characteristic function of the output SINR. This led to an expected value which is highly
complex in its exact form, but can be simplified by the use of an extended Laplace approximation.
This methodology was able to produce approximate results for both the SINR distribution and the
SER. The calculation of the SINR/SNR distributions of MMSE/ZF receivers allows us to calculate
outage SINR/SNR and outage link level capacity with independent MMSE/ZF decoding. In ad-
dition, SER performance results for commonly found modulation schemes, provides insights into
both diversity and array gain. The array gain results in turn have provided a direct functional link
between the performance of the macrodiversity system and the link SNRs. We also investigated
some special cases of the output SNR of ZF where the analysis collapses to simple forms reveal-
ing interesting links between the link SNRs and the SNR distribution. However, no such special
cases could be found for the MMSE receiver performance. Furthermore, we have investigated the
accuracy of the extended Laplace type approximation used at the heart of our analysis for both
receiver types. We found that the MMSE receiver is more robust against extreme power profiles
while the ZF results may be vulnerable to extreme link SNR scenarios. However, simulation results
considered in this chapter show a similar accuracy for both receiver types under typical conditions.
Note that the results presented in this chapter are simple enough to be employed as the basis of a
scheduling algorithm. Since both SINR and SER results are available, scheduling can be performed
on the basis of either metric.
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9.1.5 MLD
In Chapter 7, we investigated the effect of macrodiversity on the performance of maximum like-
lihood detection. In particular, we considered the macrodiversity effect in Rayleigh and Rician
fading environments. The analysis is based on the pairwise error probability. User SER perfor-
mance has then been calculated using the exact PEP along with the well-known union bound for
both Rayleigh and Rician fading. In order to get a simpler intuition about the link performance,
high SNR approximations for the SER were also derived, which confirmed the well-known result
that the diversity order of the ML receiver is equal to the number of receive antennas. Analytical
results were checked with simulation results and shown to give good agreement. Various macrodi-
versity power profiles were compared through analysis and simulation and the behavior of the SER
as a function of the power profiles was investigated. In terms of system performance, the impor-
tance of diversity (spreading the received powers over multiple receive antennas) is demonstrated.
Also, channel power profiles which avoid strong interference for multiple sources are shown to be
beneficial.
9.1.6 Multiuser Scheduling
Despite the analytical difficulty of analyzing macrodiversity MIMO systems, we have presented
several performance results for the macrodiversity MIMO-MAC channel in terms of CDI. This
opens up a mechanism to explore the performance of users in a macrodiversity system in terms of
long term channel state information. Motivated by such results, in Chapter 8, we have extended
the idea of using long term CSI for user scheduling in a macrodiversity MU MIMO-MAC channel.
In particular, CDI based user scheduling is beneficial in CoMP systems where a limited backhaul
interconnection network is present and the use of instantaneous CSI is restricted. We have pro-
posed several user scheduling criteria based on information theoretical capacity, linear multiuser
receivers and maximum likelihood decoding. Furthermore, we have presented several systematic
group scheduling metrics and individual scheduling metrics which can be used at the heart of any
scheduling algorithm. The suitability and applicability of these scheduling metrics requires further
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investigation through large scale industry simulations, but it is likely that these metrics will per-
form well as they have a firm foundation and a strong functional relationship with fundamental
performance measures like SER, SINR and information theoretic capacity.
9.2 Future Work
In this area, there are a vast number of additional problems which need further attention. Hence,
we have identified below some particular topics that would be a useful basis for future work.
• Explore Further Insights: The analysis contained in the thesis covers a wide range of
systems in modern wireless communication systems and reveals several insights. However, on
some fronts, exploring further insights is restricted due to the complexity of the results. It will
be exciting to explore methods to refine and simplify these results to obtain further insights.
• Power Adaptation: It is known that sum rate capacity can be further improved by a knowl-
edge of CSI at the transmitters. Acquiring exact CSI is not realistic, but long term CSI can be
acquired relatively easily. Therefore, further investigations to improve the ergodic sum rate by
exploiting long term CSI such as the average link powers will be highly beneficial. This work
will directly lead to power allocation methods in macrodiversity scenarios.
• Limited Backhaul Systems: Several distributed antenna elements are connected to form
macrodiversity MIMO systems. In our system analysis, we have assumed that these links are
perfect, high speed and lossless. In reality, these links will impose extra challenges for system
analysis such as delays and other imperfections. It will be interesting to explore these factors
and their effect on system performance.
• Statistical Properties: There are a large number of statistical properties of the macrodiver-
sity channel matrix which are unknown. Eigenvalue and eigenvector distributions are two such
examples. These statistical problems are very important in analyzing macrodiversity systems
and beyond, but are known to be very difficult to tackle. Therefore, any statistical methods
to deal with such random quantities will be invaluable.
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Appendix A
Preliminary Mathematical Results
In this chapter we provide some basic results, concepts and related identities which are useful
throughout this thesis.
A.1 Matrix Identities
• Laplace expansion of the determinant : Let X be an n × n matrix with (i, j)th element Xi,j .
Then the determinant
det(X ) =
∑
{α}
(−1)per(α)
n∏
k=1
Xk,αk (A.1)
where α = {α1, . . . , αn} is a permutation of {1, . . . , n} with sign (−1)per(α), and the sum is
over all such permutations. The expression per(α) is the number of permutations needed to
convert α in to its natural order.
• Sylvester identity for the determinant : Let X and Y be n×m and m×n matrices respectively.
Then
det(In +XY ) = det(Im +Y X ). (A.2)
• Let X and Y be n× n matrices. Then
det(XY ) = det(X )det(Y ) = det(Y X ). (A.3)
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• Let A be an n × n matrix and x and y be n × 1 vectors. Then, the following identity holds
provided that the matrix (A + xyH) is non-singular.
det(A ± xyH) = det(A)(1± yHA−1x). (A.4)
• Let A, B and C be matrices of arbitrary dimension. Then
Tr(ABC ) = Tr(CAB) = Tr(BCA) (A.5)
• Let A be an n × n matrix and x and y be n × 1 vectors. Then the following identity holds
provided that the matrix (A + xyH) is non-singular.
(A± xyH)−1 = A−1 ∓ A
−1xyHA−1
1± yHA−1x . (A.6)
A.2 Permanent Identities
• Let A = (aik) be an m × n matrix over the commutative ring, m ≤ n. The permanent of A,
written Perm (A), is defined by
Perm (A) =
∑
σ
a1,σ1a2,σ2 . . . am,σm , (A.7)
where the summation extends over all one-to-one functions from {1, . . . ,m} to {1, . . . , n}. The
sequence (a1,σ1a2,σ2 . . . am,σm) is called a diagonal of A, and the product a1,σ1a2,σ2 . . . am,σm is
a diagonal product of A. Thus the permanent of A is the sum of all diagonal products of A.
• Let A be an arbitrary m× n matrix, then
∑
σ
Perm
(
(A)σk,m
)
=
∑
σ
Perm ((A)σk,n) , (A.8)
where σk,n is an ordered subset of {n} = {1, . . . , n} of length k and the summation is over all
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such subsets. σk,m is also defined in similar fashion.
In general, A
µ`,n
σ`,n denotes the submatrix of A formed by taking only the rows and columns
indexed by σ`,n and µ`,n respectively, where σ`,n and µ`,n are length ` subsets of {1, 2, . . . , n}.
If either σ`,n or µ`,n contains the complete set (i.e., σ`,n = {1, 2, . . . , n} or µ`,n = {1, 2, . . . , n}),
the corresponding subscript/superscript may be dropped. When σ`,n = µ`,n, only one sub-
script/superscript may be shown for brevity.
• Let A be an arbitrary m× n matrix, then
∑
σ
Perm ((A)σ0,n) =
∑
σ
Perm
(
(A)σ0,m
)
= 1. (A.9)
• For an empty matrix, A,
Perm (A) = 1. (A.10)
A.3 Algebraic Identities
•
1∏nR
i=1 (ai − jtbi)
=
nR∑
i=1
Ai
ai
bi
− jt , (A.11)
where
Ai =
bnR−2i∏nR
k 6=i (biak − aibk)
.
• Let ek (X1, X2, . . . , Xn) be the kth degree esf, then
ek (X1, X2, . . . , Xn) =
∑
1≤l1<l2<···<lk≤n
Xl1 . . . Xlk . (A.12)
It is apparent from (A.12) that e0 (X1, X2, . . . , Xn) = 1 and en (X1, X2, . . . , Xn) = X1X2 . . . Xn.
In general, the esf of degree k in n variables, for any k ≤ n, is formed by adding together all
distinct products of k distinct variables.
Appendix A. Preliminary Mathematical Results 146
• let X be an n × n complex symmetric positive definite matrix with eigenvalues λ1, . . . , λn.
Then, the following identity holds.
ek (λ1, λ2, . . . , λn) = Trk (X ) ,
where
Trk (X ) =

∑
σ
∣∣Xσk,n∣∣ 1 ≤ k ≤ n
1 k = 0
0 k > n.
(A.13)
A.4 Integral Identities
• Exponential Integral
E1(x) =
∫ ∞
x
e−t
t
dt. (A.14)
• Gamma Function
Γ(p) =
∫ ∞
0
tp−1e−tdt [Re(p > 0)]. (A.15)
• Error Function
Φ(x) =
2√
pi
∫ x
0
e−t
2
dt. (A.16)
• Incomplete Gamma Function
Γ(a, x) =
∫ ∞
x
ta−1e−tdt. (A.17)
• n-dimensional complex Gaussian integral : Let A be an arbitrary n × n complex Hermitian
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positive definite matrix. Then, the following integral identity holds.
∫ ∞
−∞
. . .
∫ ∞
−∞
e−x
HAxdx1 . . . dxn =
pin
|A| , (A.18)
where x is a complex n× 1 vector, x = [x1, . . . , xn]T and dxi = dxiIdxiQ, where xiI = Re(xi)
and xiQ = Im(xi).
•
∫ ∞
−∞
e−jpx
(β − jx)v dx =

2pipv−1e−βp
Γ(v) p > 0
0 p < 0,
[Re(v) > 0, Re(β) > 0] . (A.19)
•
∫ ∞
0
dx
(x+ α) (x+ β)
=
ln (β/α)
β − α . (A.20)
A.5 Complex Gaussian Vector Distribution
Denote CN n(µ,Σ) to be the n-variate complex Gaussian (Normal) distribution with mean vector,
µ ∈ Cn×1, and positive definite covariance matrix, Σ ∈ Cn×n. Then, the complex Gaussian vector
distribution is defined as below.
Definition A.1. [13] The n-variate random vector xn is said to have a multivariate vector Gaus-
sian distribution with mean µ and covariance Σ where Σ > 0, if the elements of xn have the joint
pdf
f(xn) =
1
pin|Σ|e
−(xn−µ)HΣ−1(xn−µ). (A.21)
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Appendix B
Results for Chapter 3.
B.1 Calculation of the cdf of γ
Since each term in the summation of (3.17) depends on the algebraic sign of βik, the final cdf has
two parts as below
Fγ (r) =
nR∑
i=1
nR∑
k 6=i
Fik (r) , (B.1)
where Fik (r) = F
1
ik (r) for βik > 0 and Fik (r) = F
2
ik (r) for βik < 0. In subsection B.1.1 we derive
F 1ik (r) followed by the derivation of F
2
ik (r) in subsection B.1.2.
B.1.1 Derivation of F 1ik (r)
From the joint pdf in (3.17), when βik > 0, F
1
ik (r) is given by
F 1ik (r) =
∫∫
F1
fX,Y (x, y) dxdy, (B.2)
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where F1 =
{
x, y : x, y ≥ 0, y − QiPi1x ≥ 0, y − x
2
r ≥ 0
}
. By using standard methods for 2-D inte-
grals we arrive at
F 1ik (r) =
Pi1ξik
βik
− ξik
∫ ∞
rQi
Pi1
∫ x2
r
xQi
Pi1
e
− x
Pi1 e
−βik
(
y−Qix
Pi1
)
dydx. (B.3)
The final result then becomes
F 1ik (r) =
Pi1ξik
βik
(
1− e−
rQi
P2
i1
)
+
ξik
2βik
√
pir
βik
e
rω2ik
4βik
(
1− Φ
(√
rβikαik
))
, (B.4)
where
ωik =
1− βikQi
Pi1
, (B.5a)
αik =
Qi
Pi1
+
ωik
2βik
. (B.5b)
The expression in (B.4) follows using standard methods of integration in (B.3) and employing
the following integral identity [52] where necessary:
∫ ∞
α
e−βx
2
dx =
1
2
√
pi
β
(
1− Φ
(√
βα
))
. (B.6)
B.1.2 Derivation of F 2ik (r)
From the joint pdf in (3.17), when βik < 0, F
2
ik (r) is given by
F 2ik (r) =
∫∫
F2
fX,Y (x, y) dxdy, (B.7)
where F2 =
{
x, y : x, y ≥ 0, y − QiPi1x ≤ 0, y − x
2
r ≥ 0
}
. By using standard methods for 2-D inte-
grals we arrive at
F 2ik (r) = −ξik
∫ rQi
Pi1
0
∫ xQi
Pi1
x2
r
e
− x
Pi1 e
−βik
(
y−Qix
Pi1
)
dydx. (B.8)
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The final result then becomes
F 2ik (r) =
Pi1ξik
βik
(
1− e−
rQi
P2
i1
)
− ξik
2βik
√
pir
−βik e
rω2ik
4βik
(
erfi
(√
−rβikαik
)
+ erfi
(
1
2
√
r
−βikωik
))
,
(B.9)
where
erfi (x) =
Φ (jx)
j
. (B.10)
The function erfi (.) is the error function with a complex argument defined in [52]. Note that
the square roots appearing in (B.9) are the positive square root of βik. The expression in (B.9)
follows using standard methods of integration and employing the following integral identity [52]
where necessary:
∫
eax
2
dx =
1
2
√
pi
a
erfi
(√
ax
)
. (B.11)
B.2 Derivation of the exact SER
The integral in (3.42) is required for the exact SER analysis. Substituting Fγ
(
w2/b
)
from (3.27)
into (3.42) gives two new integrals involving F 1ik
(
w2/b
)
or F 2ik
(
w2/b
)
, which are given in (B.4)
and (B.9). These two integrals can be written in terms of known functions and two fundamental
probability integrals that we denote I1 (α, β) and I2 (α, β). These integrals are computed below.
B.2.1 Integral Form I
Consider the integral,
I1 (α, β) =
∫ ∞
0
xe−βx
2
Q (x) Φ (jαx) dx. (B.12)
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Applying the integral forms of Q(.) and Φ(.) gives
I1 (α, β) =
2j
pi
∫ ∞
0
∫ ∞
x√
2
∫ αx
0
xe−βx
2−t21+t22dt2dt1dx. (B.13)
Using the substitutions, t1 = r cos θ and t2 = r sin θ, the integral then becomes
I1 (α, β) =
2j
pi
∫ ∞
0
∫ φ
0
∫ r2
r1
xre−βx
2−r2cos2θ drdθdx, (B.14)
where tanφ = α
√
2, r1 = x/
√
2 cos θ and r2 = αx/ sin θ. Using standard methods of integration
with some simplifications we obtain
I1 (α, β) =
j
2piβ
∫ α√2
0
dt
t2 − 1− 2β −
jα2
2piβ
∫ α√2
0
dt
(α2 − β) t2 − α2 . (B.15)
Defining
I11 (α, β) =
∫ α√2
0
dt
t2 − 1− 2β , (B.16)
I12 (α, β) =
∫ α√2
0
dt
(α2 − β) t2 − α2 , (B.17)
allows (B.15) to be rewritten as
I1 (α, β) =
j
2piβ
I11 (α, β)− jα
2
2piβ
I12 (α, β) . (B.18)
The integral in (B.16) and (B.17) can be solved in closed form to give
I11 (α, β) = − 1√
2β + 1
tanh−1
(
α
√
2√
2β + 1
)
(B.19)
and
I12 (α, β)=

−
√
2
α β = α
2
− 1
α
√
β−α2 tan
−1
(√
2 (β − α2)
)
otherwise.
(B.20)
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Note that some intermediate steps in the derivation show that 1 + 2β > 2α2 is required for the
existence of (B.12). This constraint is satisfied by the current problem. This can easily be seen
by substituting the arguments of both I1 (., .) functions in (3.45) in to 1 + 2β > 2α
2 followed by
simplifications using (B.5).
B.2.2 Integral Form II
Consider the integral,
I2 (α, β) =
∫ ∞
0
xeβx
2
Q (x) (1− Φ (αx)) dx. (B.21)
Applying the integral forms of Q(.) and Φ(.) we obtain
I2 (α, β) =
2
pi
∫ ∞
0
∫ ∞
x√
2
∫ ∞
αx
xeβx
2−t21−t22dt2dt1dx. (B.22)
Following the same procedure as in Appendix B.2.1 and with some simplifications we arrive at
I2 (α, β) =
α2
2piβ
∫ φ
0
dθ
α2 − β sin2 θ +
1
2piβ
∫ pi/2
φ
dθ
1− 2β cos2 θ −
1
4β
, (B.23)
where tanφ =
√
2α. Making another substitution as t = tan θ in (B.23) gives
I2 (α, β) =
α2
2piβ
∫ √2α
0
dt
(α2 − β) t2 + α2 +
1
2piβ
∫ ∞
√
2α
dt
t2 + 1− 2β −
1
4β
. (B.24)
Defining
I21 (α, β) =
∫ √2α
0
dt
(α2 − β) t2 + α2 , (B.25)
I22 (α, β) =
∫ ∞
√
2α
dt
t2 + 1− 2β , (B.26)
allows (B.24) to be rewritten as
I2 (α, β) =
α2
2piβ
I21 (α, β) +
1
2piβ
I22 (α, β)− 1
4β
. (B.27)
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The integrals in (B.25) and (B.26) can be solved in closed form to give
I21 (α, β)=

√
2
α α
2 =β
1
α
√
α2−β tan
−1
(√
2 (α2−β)
)
otherwise
(B.28)
and
I22 (α, β) =

1√
2α
1 = 2β
1√
2β−1 coth
−1
( √
2α√
2β−1
)
otherwise.
(B.29)
As for I1 (α, β) there is an associated region of validity, 1 + 2α
2 > 2β, which is satisfied by the
problem.
Appendix C
Results for Chapter 4.
C.1 Derivation of Ib
From (4.29), Ib can be written as
Ib =
∂I˜b
∂θ1
∣∣∣∣∣
θ1=0
, (C.1)
where
I˜b = −
∫ ∞
0
∫ ∞
0
e−σ2t−σ2θ2∏nR
i=1 (1 + tPi2 + θ1Pi1Pi2 + θ2Pi1)
dθ2dt. (C.2)
From (C.2), Lb becomes
Lb =
∫ ∞
0
∫ ∞
0
e−σ2t−σ2θ2∏nR
i=1
(
θ1 +
θ2
Pi2
+ tPi1 +
1
Pi1Pi2
)dθ2dt. (C.3)
Defining
Lb = − |P 1P 2| I˜b, (C.4)
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we use a partial fraction expansion in θ1 to give
Lb =
nR∑
i=1
∫ ∞
0
∫ ∞
0
Ai (θ2, t) e
−σ2t−σ2θ2(
θ1 +
θ2
Pi2
+ tPi1 +
1
Pi1Pi2
)dθ2dt, (C.5)
where
Ai (θ2, t) =
1∏nR
k 6=i (αikθ2 + βikt+ γik)
(C.6a)
αik =
1
Pk2
− 1
Pi2
(C.6b)
βik =
1
Pk1
− 1
Pi1
(C.6c)
γik = Rk −Ri (C.6d)
Ri =
1
Pi1Pi2
. (C.6e)
To compute (C.5), the following substitutions are employed
u = σ2t+ σ2θ2 (C.7a)
vi =
t
Pi1
+
θ2
Pi2
. (C.7b)
The Jacobian of the transformation in (C.7b) can be calculated as
Ji = σ
2
(
1
Pi2
− 1
Pi1
)
. (C.8)
Substituting (C.7b) and (C.8) in (C.5) gives
Lb =
nR∑
i=1
∫ ∞
0
∫ u
Pi2σ
2
u
Pi1σ
2
Ai (u, vi) e
−u
Ji (vi + θ1 +Ri)
dvidu, (C.9)
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where
Ai (u, vi) =
1∏nR
k 6=i (aikvi + biku+ γik)
(C.10a)
aik =
σ2
Ji
(αik − βik) (C.10b)
bik =
1
Ji
(
βik
Pi2
− αik
Pi1
)
. (C.10c)
The term Ai (u, vi) in (C.10a) can be written as a summation using partial fractions, to give
Ai (u, vi) =
nR∑
k 6=i
Bik (u)
vi + qiku+ rik
, (C.11)
where
Bik (u) =
(aik)
nR−3∏nR
l 6=i,k (ciklu+ dikl)
(C.12a)
cikl = bilaik − ailbik (C.12b)
dikl = aikγil − γikail (C.12c)
qik =
bik
aik
(C.12d)
rik =
γik
aik
. (C.12e)
Substituting (C.11) in (C.9) and simplifying gives
Lb =
nR∑
i=1
nR∑
k 6=i
∫ ∞
0
∫ u
Pi2σ
2
u
Pi1σ
2
Bik (u) e
−u
Ji
dvidu
(vi + θ1 +Ri) (vi + qiku+ rik)
. (C.13)
First, we integrate over vi in (C.13) to give
Lb =
nR∑
i=1
nR∑
k 6=i
∫ ∞
0
Cik (u, θ1) e
−u
Ji
ln

(
u
Pi2σ2
+ θ1 +Ri
)
(λiku+ rik)(
u
Pi1σ2
+ θ1 +Ri
)
(µiku+ rik)
 du, (C.14)
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where
Cik (u, θ1) =
Bik (u)
qiku+ rik − θ1 −Ri (C.15a)
λik =
1
Pi1σ2
+ qik (C.15b)
µik =
1
Pi2σ2
+ qik. (C.15c)
Let
Dik (u, θ1) = ln

(
u
Pi2σ2
+ θ1 +Ri
)
(λiku+ rik)(
u
Pi1σ2
+ θ1 +Ri
)
(µiku+ rik)
 , (C.16a)
then Bik (u) in (C.12a) can be rewritten as the summation
Bik (u) =
nR∑
l 6=i,k
ξikl
ciklu+ dikl
, (C.17)
where
ξikl =
(aikcikl)
nR−3∏nR
z 6=i,k,l (dikzcikl − cikzdikl)
. (C.18)
Substituting (C.17) and (C.15c) in (C.14) gives
Lb =
nR∑
i=1
nR∑
k 6=i
nR∑
l 6=i,k
∫ ∞
0
Dik (u, θ1)
ξikl
Ji
du
(ciklu+ dikl) (qiku+ rik − θ1 −Ri) . (C.19)
Equation (C.19) can be further simplified to give
Lb =
nR∑
i=1
nR∑
k 6=i
nR∑
l 6=i,k
ξikl (Mbikl −Nbikl)
Ji
, (C.20)
where
Mbikl =
∫ ∞
0
Dik (u, θ1)
f1 (θ1)
du
(u+ εikl)
, (C.21)
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Nbikl =
∫ ∞
0
Dik (u, θ1)
f1 (θ1)
du
(u+ f2 (θ1))
, (C.22)
and εikl = dikl/cikl. Next, we introduce the following linear functions of θ1:
f1 (θ1) = nikl − ciklθ1 (C.23)
f2 (θ1) = mikl − θ1
qik
, (C.24)
where
nikl = rikcikl − diklqik − cikl
Ri
(C.25)
mikl =
γik
bik
− 1
qikRi
. (C.26)
Next, we can differentiate Mbikl and Nbikl and integrate over u to give the final result along with
(C.1) and (C.4). Hence, from (C.23) and (C.16a) we get (C.27). Substituting (C.27) in (C.21) and
(C.22) we get (C.28) and (C.29). (C.28) and (C.29) can be solved in closed form to give (C.30)
and (C.31), where we have used the two integrals defined as follows
H1 (a, b, c) =
∫ ∞
0
e−t ln (ct+ a)
t+ b
dt (C.32)
H2 (a, b, c) =
∫ ∞
0
e−t ln (ct+ a)
(t+ b)2
dt (C.33)
and the constants are given by
ε′ikl =
1(
εikl − σ2Pi1
) , ε′′ikl = 1(
εikl − σ2Pi2
) ,
m′ikl =
1(
mikl − σ2Pi1
) , m′′ikl = 1(
mikl − σ2Pi2
) .
Both H1 and H2 can be solved in closed form as
H1 (a, b, c) = e
b
[
E1 (b) ln c+D1
(a
c
− b, b
)]
,
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∂
∂θ1
[
Dik (u, θ1)
f1 (θ1)
]
θ1=0
=
cikl
n2ikl
ln

(
u
Pi2σ2
+Ri
)
(λiku+ rik)(
u
Pi1σ2
+Ri
)
(µiku+ rik)
+ 1
nikl
 Pi2σ2(
u+ σ
2
Pi1
) − Pi1σ2(
u+ σ
2
Pi2
)

(C.27)
M˜bikl =
∂Mbikl
∂θ1
∣∣∣∣
θ1=0
=
∫ ∞
0
∂
∂θ1
[
Dik (u, θ1)
f1 (θ1)
]
θ1=0
du
(u+ eikl)
(C.28)
N˜bikl =
∂Nbikl
∂θ1
∣∣∣∣
θ1=0
=
∫ ∞
0
∂
∂θ1
[
Dik (u, θ1)
f1 (θ1)
]
θ1=0
du
(u+mikl)
+
∫ ∞
0
[
Dik (u, θ1)
f1 (θ1)
]
θ1=0
1/qik
(u+mikl)
2du
(C.29)
M˜bikl =
cikl
n2ikl
[
H1
(
Ri, εikl,
1
Pi2σ2
)
+H1 (rik, εikl, λik)−H1
(
Ri, εikl,
1
Pi1σ2
)
−H1 (rik, εikl, µik)
]
+
ε′ikl
nikl
[
e
σ2
Pi1E1
(
σ2
Pi1
)
− eεiklE1 (εikl)
]
− ε
′′
ikl
nikl
[
e
σ2
Pi2E1
(
σ2
Pi2
)
− eεiklE1 (εikl)
]
, (C.30)
N˜bikl =
cikl
n2iklqik
[
H2
(
Ri,mikl,
1
Pi2σ2
)
+H2 (rik,mikl, λik)−H2
(
Ri,mikl,
1
Pi1σ2
)
−H2 (rik,mikl, µik)
]
+
cikl
n2ikl
[
H1
(
Ri,mikl,
1
Pi2σ2
)
+H1 (rik,mikl, λik)−H1
(
Ri,mikl,
1
Pi1σ2
)
−H1 (rik,mikl, µik)
]
+
m′ikl
nikl
[
e
σ2
Pi1E1
(
σ2
Pi1
)
− emiklE1 (mikl)
]
− m
′′
ikl
nikl
[
e
σ2
Pi2E1
(
σ2
Pi2
)
− emiklE1 (mikl)
]
, (C.31)
H2 (a, b, c) = ln c
[
1
b
− ebE1 (b)
]
− 2ebD1
(a
c
− b, b
)
+
1(
a
c − b
) [ebE1 (b)− eacE1 (a
c
)]
,
where D1(a, b) is defined by
D1(a, b) =
∫ ∞
b
e−t ln (t+ a)
t
dt, for b 6= 0.
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C.2 Calculation of E
{∣∣∣σ2I + H˜Hk H˜ k∣∣∣}
Let λ1, λ2, . . . , λk−1 be the ordered eigenvalues of H˜
H
k H˜ k. Since nR ≥ (k − 1), all eigenvalues are
non zero. Then,
E
{∣∣∣σ2I + H˜Hk H˜ k∣∣∣} = E
{
k−1∏
i=1
(
σ2 + λi
)}
=E
{
k−1∑
i=0
Tri
(
H˜
H
k H˜ k
) (
σ2
)k−i−1}
, (C.34)
where (C.34) is from (A.12) and (A.13). Therefore, the building block of this expectation is
E
{
Tri
(
H˜
H
k H˜ k
)}
. From (A.13)
Tri
(
H˜
H
k H˜ k
)
=
∑
σ
∣∣∣∣(H˜Hk H˜ k)σi,k−1
∣∣∣∣ . (C.35)
Therefore, from Lemma 4.1,
E
{
Tri
(
H˜
H
k H˜ k
)}
=
∑
σ
Perm ((Qk)
σi,k−1) ,
where the nR × (k − 1) matrix, Qk, is given by
E
{
H˜ k ◦ H˜ k
}
=Qk. (C.36)
Note that summation in (C.36) has
(
k−1
i
)
terms. Then, the final expression becomes
E
{∣∣∣σ2I + H˜Hk H˜ k∣∣∣}=k−1∑
i=0
∑
σ
Perm ((Qk)
σi,k−1)
(
σ2
)k−i−1
. (C.37)
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C.3 Calculation of |Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣}
A simple extension of (4.39) allows the expectation in the denominator of (4.38) to be calculated
as
E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣}=k−1∑
i=0
ψki (t)
(
σ2
)k−i−1
, (C.38)
where
ψki (t) =
∑
σ
Perm
((
Σ−1k Qk
)σi,k−1) , (C.39)
and (A.9)
ψk0 (t) = 1.
The term in (C.39) can be simplified using (A.8) to obtain
ψki (t) =
∑
σ
Perm
(
(Qk)
{k−1}
σi,nR
)
∣∣∣(Σk)σi,nR ∣∣∣ . (C.40)
Then,
|Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣}=k−1∑
i=0
ξki (t)
(
σ2
)k−i−1
, (C.41)
where ξki (t) = |Σk|ψki (t). From (C.40), we obtain
ξki (t) =
∑
σ
∣∣∣(Σk)σ¯nR−i,nR ∣∣∣Perm((Qk){k−1}σi,nR ) , (C.42)
where σ¯nR−i,nR is the compliment of σi,nR . Therefore, it is apparent that ξki (t) is a polynomial of
degree nR−i. Clearly |Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣} is a polynomial of degree nR, since ξk0 (t) = |Σk|
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is the highest degree polynomial term in t in (C.41). Then,
∣∣∣(Σk)σ¯nR−i,nR ∣∣∣ =
nR−i∑
l=0
(
t
σ2
)l
Trl
(
(P k)σ¯nR−i,nR
)
. (C.43)
Hence, applying (C.43) in (C.42),
ξki (t) =
∑
σ
nR−i∑
l=0
(
t
σ2
)l
Trl
(
(P k)σ¯nR−i,nR
)
Perm
(
(Qk)
{k−1}
σi,nR
)
,
and ξki (t) becomes
ξki (t) =
nR−i∑
l=0
(
t
σ2
)l
ϕˆkli (C.44)
=
nR∑
l=0
(
t
σ2
)l
ϕˆkli, (C.45)
where
ϕˆkli =
∑
σ
Trl
(
(P k)σ¯nR−i,nR
)
Perm
(
(Qk)
{k−1}
σi,nR
)
,
and from (A.9), ϕˆkl0 simplifies to give
ϕˆkl0 = Trl (P k) .
Equation (C.45) follows from (C.44) due to the fact that
Trl
(
(P k)σ¯nR−i,nR
)
= 0 for l > nR − i.
Therefore, (C.38) can be written as
|Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣} = k−1∑
i=0
nR∑
l=0
t l ϕˆkli
(
σ2
)k−l−i−1
,
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which in turn can be given as
|Σk|E
{∣∣∣σ2I + H˜Hk Σ−1k H˜ k∣∣∣} = nR∑
l=0
t l ϕkl,
where
ϕkl =
k−1∑
i=0
ϕˆkli
(
σ2
)k−l−i−1
. (C.46)
C.4 Extended Laplace Type Approximation
Note the well-known fact that, σ2I = E
{
AHA
}
, for an iid complex Gaussian matrix ensemble,
A, of CN
(
0, σ
2
κ
)
random variables, where A is a κ × k − 1 matrix as in [57]. This result can be
rewritten in the limit to give σ2I = limκ→∞
{
AHA
}
. Using this in (4.37) gives
I˜k (t) =
1
|Σk| limκ→∞E

∣∣∣AHA + H˜Hk H˜ k∣∣∣∣∣∣AHA + H˜Hk Σ−1k H˜ k∣∣∣
 , (C.47)
=
1
|Σk| limκ→∞E

∣∣∣(AH , H˜Hk )( A˜H k)∣∣∣∣∣∣∣(AH , H˜Hk Σ− 12k )( AΣ− 12k ˜H k
)∣∣∣∣
 , (C.48)
=
1
|Σk| limκ→∞E

∣∣∣BHk Bk∣∣∣∣∣∣BHk Σ¯kBk∣∣∣
 , (C.49)
where Σ¯k = diag
(
I ,Σk
− 1
2
)
and Bk =
(
A
˜H k
)
. Using the well-known fact
∣∣∣BHk Bk∣∣∣ = k−1∏
i=1
bHki
(
I − B˜ki
(
B˜
H
kiB˜ki
)−1
B˜
H
ki
)
bki, (C.50)
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from standard linear algebra, where bki is the i
th column ofBk, B˜ki isBk with columns 1, 2 . . . i−1,∣∣∣B˜Hk1B˜k1∣∣∣ = 1 and B˜k1 (B˜Hk1B˜k1)−1 B˜Hk1 = 0, we can approximate (C.49) by
I˜k (t) ' 1|Σk|
k−1∏
i=1
E

bHki
(
I − B˜ki
(
B˜
H
kiB˜ki
)−1
B˜
H
ki
)
bki
bHki
(
Σ¯k − Σ¯kB˜ki
(
B˜
H
kiΣ¯kB˜ki
)−1
B˜
H
kiΣ¯k
)
bki
 , (C.51)
where bki and Bk correspond to a large but finite value of κ. Approximation (C.51) assumes
that the terms in the product in (C.50) are independent. This is only true when bki contains iid
elements. However, in the macrodiversity case, all the elements of bki are not iid. Nevertheless,
part of bki (the contribution from A) is iid. This motivates the approximation in (C.51). Next, we
apply the standard Laplace type approximation [56] in (C.51) to give
I˜k (t) ' 1|Σk|
k−1∏
i=1
E
{
bHki
(
I − B˜ki
(
B˜
H
kiB˜ki
)−1
B˜
H
ki
)
bki
}
E
{
bHki
(
Σ¯k − Σ¯kB˜ki
(
B˜
H
kiΣ¯kB˜ki
)−1
B˜
H
kiΣ¯k
)
bki
} , (C.52)
' 1|Σk|
E
{∏k−1
i=1 b
H
ki
(
I − B˜ki
(
B˜
H
kiB˜ki
)−1
B˜
H
ki
)
bki
}
E
{∏k−1
i=1 b
H
ki
(
Σ¯k − Σ¯kB˜ki
(
B˜
H
kiΣ¯kB˜ki
)−1
B˜
H
kiΣ¯k
)
bki
} , (C.53)
=
1
|Σk|
E
{∣∣∣BHk Bk∣∣∣}
E
{∣∣∣BHk Σ¯kBk∣∣∣} . (C.54)
Hence, a combination of approximate independence, the Laplace approximation for quadratic forms
and the limiting version in (C.47) gives rise to the approximation used in Sec. 4.4. The accuracy
of this approach is numerically established in the simulation results in Sec. 4.6.
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Appendix D
Results for Chapter 6.
D.1 Calculation of |D|Perm (D−1Q1)
The permanent of the denominator in (6.17) can be expanded as
Perm
(
D−1Q1
)
=
∑
σ
perm
((
D−1Q1
){N−1}
σN−1,nR
)
, (D.1)
where σN−1,nR is an ordered subset of {nR} = {1, 2, . . . , nR} of length N − 1 and the sum is over
all
(
nR
N−1
)
such subsets. Noting the fact that perm (ΣX ) = |Σ| perm (X ), for a square diagonal
matrix Σ and (A.8), (D.1) can be further simplified to give
Perm
(
D−1Q1
)
=
∑
σ
perm
(
(Q1)
{N−1}
σN−1,nR
)
∣∣∣D{N−1}σN−1,nR ∣∣∣ . (D.2)
Using (D.2), the denominator in (6.17) becomes
|D|Perm (D−1Q1) = ∑
σ
∣∣∣D σ¯L,nR ∣∣∣perm((Q1){N−1}σN−1,nR) , (D.3)
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where σ¯L,nR is the ordered subset of length L of {1, 2, . . . , nR} which does not belong to σN−1,nR
and L = nR −N + 1. Expanding
∣∣∣D σ¯L,nR ∣∣∣ gives
∣∣∣D σ¯L,nR ∣∣∣ = L∑
i=0
(−jt
σ2
)i
Tri
(
(P 1)σ¯L,nR
)
. (D.4)
Substituting (D.4) in (D.3) gives the desired result
|D|Perm (D−1Q1) = L∑
i=0
(−jt)i ϕ˜i, (D.5)
where
ϕ˜i =
∑
σ
Tri
(
(P 1)σ¯L,nR
)
perm
(
(Q1)
{N−1}
σN−1,nR
) (
σ2
)−i
. (D.6)
D.2 Calculation of Expectations Required for MMSE
Analysis
The expectation, E
{∣∣∣σ2I +HH1 H 1∣∣∣}, can be computed adapting Appendix C.2 to handle H 1
instead of H˜ k to give
E
{∣∣∣σ2I +HH1 H 1∣∣∣}=N−1∑
i=0
∑
σ
Perm ((Q1)
σi,N−1)
(
σ2
)N−i−1
. (D.7)
Following the same approach the expectation, |D|E
{∣∣∣σ2I +HH1 D−1H 1∣∣∣}, can also be computed
adapting Appendix C.3 using the substitutions
t→ −jt, (D.8)
Σk →D, (D.9)
H˜ k →H 1, (D.10)
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to give
|D|E
{∣∣∣σ2I +HH1 D−1H 1∣∣∣} = nR∑
i=0
(−jt)i ϕi, (D.11)
where
ϕi =
N−1∑
k=0
ϕˆik
(
σ2
)N−i−k−1
. (D.12)
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