ABSTRACT. We prove that Burenkov's Extension Operator preserves 
INTRODUCTION
The extension problem is a classical problem in the theory of function spaces with important applications in many fields of mathematical analysis, in particular harmonic analysis and the theory of partial differential equations. Broadly speaking, the problem consists in extending to the whole of R n the elements of a space of functions defined on a given subset of R n , with preservation of certain differentiability and summability properties. The analysis of such problem goes back to the works of Whitney [9, 10] and Hestenes [5] who considered spaces of continuously differentiable functions. In the case of Sobolev spaces W l,p (Ω), with l ∈ N and p ∈ [1, ∞] , defined on open sets Ω in R n with minimal boundary regularity, i.e. Ω in the Lipschitz class C 0,1 , the problem received important contributions by Calderon [4] , Stein [7, 8] and Burenkov [1, 2] . They constructed three different linear bounded extension operators from W l,p (Ω) to W l,p (R n ). Compared with the classical extention operator by Hestenes [5] , the main striking feature of Calderon's, Stein's and Burenkov's operators consists in the fact that Ω is not required to be of class C l with l > 1. For a discussion concerning the differences between those operators, as well as for historical remarks and other references, we refer to Burenkov [2, 3] , and to the earlier Stein's book [8] . For the convenience of the reader, we briefly mention here the main properties of such operators. Calderon's Extension Operator is based on an integral representation formula involving singular integral operators, hence it does not allow to deal with the cases p = 1, ∞. Stein's Extension Operator concerns all exponents p ∈ [1, ∞] and is universal in the sense that the same operator can be used for all orders of smoothness l. Burenkov's Extension Operator is not universal but allows dealing with all exponents p ∈ [1, ∞], and also with anisotropic Sobolev spaces. Moreover, Burenkov's operator provides functions which are C ∞ outside Ω and the order of growth of the derivatives of such functions, when approaching the boundary, is the best possible in some sense. We also mention that Burenkov's operator allows to deal with open sets of class C 0,γ with γ < 1, in which case the target space is not W l,p (R n ) but W γl,p (R n ). We denote Burenkov's Extension Operator by T and we refer to formula (4) for its definition in the case of an elementary Lipschitz domain Ω given by the subgraph of a Lipschitz function, and to formula (25) for the case of general bounded or unbounded Lipschitz domains. For simplicity, we do not emphasize the dependence of T on l in the notation, but it is always understood. Burenkov's Extension Operator is also described in great detail in Burenkov's book [3, Chap. 6] , to which we shall refer in this paper for any result required in our proofs.
We note that the operator T in (4) is defined by means of a sequence of mollifiers with variable steps and has a local nature in the sense that the values of the extended function T f around a point in R n \ Ω depend only on the values of f localized around certain 'reflected' points inside Ω.
The main aim of the present paper is to exploit the local nature of Burenkov's Extension Operator in order to prove that such operator preserves also Sobolev-Morrey spaces.
Given Given l ∈ N, p ∈ [1, ∞[ and δ ∈ [0, ∞[, the main result of the paper is the following estimate
for all f ∈ W l,p (Ω) and |α| ≤ l, where c > 0 is independent of f . See Theorem 3.1. Moreover, we also prove that if Ω is a bounded or an elementary unbounded domain, then c can be chosen to be independent of δ, hence in these cases estimate (1) holds also if δ = ∞. See Corollary 2.1 for the case of elementary unbounded domains.
In
This paper is organized as follows. In section 2, we consider the case of elementary Lipschitz domains defined by the subgraphs of Lipschitz continuous functions. Section 3 is devoted to the case of general Lipschtz open sets.
For another contribution in this field of investigation, we refer to Khidr and Yeihia [6] which obtain results radically different from ours.
BURENKOV'S EXTENSION OPERATOR ON ELEMENTARY LIPSCHITZ

DOMAINS
In this paper the elements of R n are denoted by x = (x, x n ) with x ∈ R n−1 and x n ∈ R.
If Ω is an open subset of R n , we denote by
2.1. The case of unbounded Lipschitz subgraphs. In this subsection we consider elementary Lipschitz domains Ω in R n of the form
where ϕ :
The best constant M in inequality (3) is the Lipschitz constant of ϕ and is denoted by Lipϕ.
Let G = R n \ Ω. For every k ∈ Z, we set
In the sequel, we need the following Partition of Unity's Lemma from [3, Lemma 18] . Here N 0 denotes the set of natural numbers including zero.
Lemma 2.1. There exists a sequence of nonnegative functions
, for all k ∈ Z, satisfying the following conditions:
(ii) G = ∪ ∞ k=−∞ suppψ k and the covering {suppψ k } k∈Z has multiplicity equal to 2;
We are now ready to recall the definition of Burenkov's Extension Operator for an elementary Lipschitz domain Ω as in (2) .
Let l ∈ N and 1 ≤ p ≤ ∞. For every f ∈ W l,p (Ω), we set
where
Following [3] , for every k ∈ Z we set
We prove now the following
where M is in (3) .
Hence, by taking y, w ∈ B r with y n − ϕ(ȳ) = 2 −h−2 and w n − ϕ(w) = 2 −k+1 we have
Then we need the following lemma. Here and in the sequel by B r (x) we denote a ball with center x and radius r. Moreover, M is the constant in (3). Lemma 2.3. Let B r and h ∈ Z be as in Lemma 2.2 , and E > 0. Then there exists a positive constant S depending only on M, E such that for every η ∈ R n , with |η| < E, there exists a ball B Sr (x η ), such that
Moreover, there exist K ∈ N depending only on n, M, E, and K balls
Finally, x η and x (i) η can be chosen to depend with continuity on η for all i = 1, . . . , K.
Proof. We suppose directly that B r ∩G h+3 = ∅, otherwise the unions in the left hand-sides of (5) and (6) are empty, and the statement is trivial. Let k ≥ h + 3 be such that B r ∩G k = ∅. Let a ∈ B r ∩G h+3 and b ∈ B r ∩G k .
Then by Lemma 2.2, for all η ∈ R n , with |η| < E, we have
Then, choosing S = 2[2 + (M + 1)E], the ball B Sr (x η ), with radius Sr
Finally, it is obvious that each ball B Sr (x η ) can be covered by a finite number of balls of radius r as in (6) . Moreover, the fact that the centers x (i) η can be chosen to depend with continuity on η can be deduced by the continuous dependence on η of x η = a − 2 −(h+3) η via a simple but lenghty argument which is not worth including here.
As in [3, Chap. 6], for every k ∈ Z we set
where b = 10A.
We can now prove the following lemma.
In the proof of the following lemma and of the other statements in the sequel, the value of the constant c may change from line to line but is always independent of the function f and of the radius r.
Lemma 2.4. Let f ∈ W l,p (Ω) and B r a ball in R n of radius r such that
The following statements hold:
(i) There exists c > 0 depending only on n, l, p, M, ω and there exists H ∈ N, depending only on n and M such that for every z ∈ B 1 (0),
for all k ∈ Z, and α ∈ N n 0 , with |α| ≤ l.
n be a fixed measurable set and let d = sup{ρ n (x) :
x ∈ B r ∩ U}. Assume that d < ∞. There exists c > 0 depending only on n, l, p, M, ω, there exists H U ∈ N depending only on n, M, d, and for every α ∈ N n 0 with |α| ≤ l there exists a function g α independent of r, U, such that for every z ∈ B 1+cd (0) there exist
for all k ∈ Z.
Moreover, in both statements points x (i)
z can be chosen to depend with continuity on z.
Proof. We begin with proving statement (i). By differentiating under integral sign and using Minkowskii inequality we get
Let h ∈ Z be the minimum integer such that B r ∩ G h = ∅. By Lemma 2.3, there exists K ∈ N depending only on n and M such that for every z ∈ R n ,
where we have set H = K + 4 and B r (x
Now we observe that for all k ∈ Z and z ∈ B 1 (0) with z n > 1/2 we have
By (9) and (10) we deduce that
which, combined with (8), proves the validity of (7).
We now prove statement (ii). By differentiating under integral sign, changing variables and integrating by parts, we get
We set x * = (x, x N − 9 4
Aρ n (x)),x = (x − 2 −kz , x n − A2 −k z n ) and we denote by Vx the conic body with vertex inx constructed on the ball B 4ρn(x) (x * ), i.e., Vx = ∪ y∈B 4ρn (x) (x * ) (x * , y) (where (x * , y) is the 'open' segment joining x * and y). Let µ ∈ C ∞ c (B 1 (0)) be such that B 1 (0) µdx = 1,
. By the Sobolev Integral Representation Formula (cf. [3, Theorems 4, 5, Chap. 3]), we get
where w γ,x is the appropriate kernel associated with ω appearing in the formula as in [3, (3.38) ]. By (11) and (12) we deduce that
We set
We note that function g α does not depend on k (see [3, p. 280 
]).
We now estimate
.
To do so, we proceed as follows
Using Minkowskii inequality and the fact that V x ⊂Ω k and that diamV x ≤ 20A2 −k (cf. [3, (6.83 ) and pp. 278-279]), we get
, from which it follows that (14)
By (14) and (13) we obtain
If we denote byk the minimum k ∈ Z such that B r ∩ U ∩G k = ∅, then we easily see that 20A2 −k ≤ cd and
Now by Lemma 2.3 and its proof we obtain that for all z ∈ B 1+cd (0) z ), i = 1, . . . , H U , defined for all z ∈ B 1+cd (0) as in the statement such that
By (15) and (17) we get
Then we have the following Theorem 2.1. Let B r a ball in R n with radius r such that B r ∩ G = ∅. The following statements hold:
(ii) Let U ⊂ R n be a fixed measurable set and let
Proof. We begin with statement (i). Since the multiplicity of the covering {suppψ k } k∈Z is equal to 2, by (7) with α = 0 and Hölder inequality, we get 
with ρ n (x) > 8D and let k ∈ Z be such that x ∈G k . By [3, Remark 11 and (6.83)], it follows that the value of f k (x) depends only on the values of f |Ω k and in particular, if f |Ω k = 0 then f k (x) = 0. Since ρ n (x) > 8D and
x ∈G k , we have that 2 −k+1 > 8D, hence 2 −k−2 > D which implies that
M if H can be represented as
. . , n, diamH < D and ϕ : W → R is a Lipschitz function such that a n + d < ϕ and Lipϕ ≤ M.
We note that if ϕ is a Lipschitz function as in Definition 2.1, then ϕ can be extended to the whole of R n−1 by means of a Lipschitz function F ϕ such that LipF ϕ = Lipϕ. In particular, given an elementary domain H represented as in (22), we can define the following open set Ω H = {x ∈ R n : x n < F ϕ (x)}.
We find it convenient to set
Given a function f ∈ W l,p (H) then the extension-by-zero f 0 of f (defined by f 0 (x) = f (x) for all x ∈ H and f 0 (x) = 0 for all x ∈ Ω H ) belongs to W l,p (Ω H ), because the distance of suppf from the boundary of Π Proof. The proof immediately follows by Corollary 2.1 and by observing that for all f ∈ W l,p (H) we have that suppf 0 ⊂ {x ∈ Ω H : |ρ n (x)| < D}.
Wchanging variables in integrals and applying the chain rule, we immediately deduce from Corollary 2.1 that
