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Abstract
A generalization of coherent states has been developed in the context of supersymmetric quan-
tum mechanics. For many cases, no link has been made with the corresponding classical system.
In this work, we consider a very simple superpotential and compare the classical and quantum
trajectories.
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1 Introduction
Coherent states and their applications in theoretical and technological fields have
been the subject of many studies [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17], [18] , [19] and [20].
Coherent states play an important role in quantum physics. Among their impor-
tant properties is the fact that the mean value of the position operator in these
states perfectly reproduce the classical behavior in the case of the harmonic oscil-
lator. These states also saturate the Heisenberg inequality. Many generalizations
have been proposed for the notion of coherent states for systems which are more
complex than the harmonic oscillator. The path taken by supersymmetric quantum
mechanics is a very simple one. When a Hamiltonian can be written as a product
of an operator and its adjoint (plus a constant), one is basically in the situation of
the harmonic oscillator with a creation and a destruction operator. The coherent
states in this context are defined as the eigenvectors of the destruction operator. It
has been shown that these states saturate a generalized uncertainty relation which
is not the Heisenberg one [1].
For some potentials which play an important role in Physics and Chemistry
(For example the Morse potential), the SUSY coherent states have been computed
using a clever trick which bypasses the resolution of the Riccati equation for the
determination of the superpotential [1]. But when it comes to the study of the
mean value of the position or the momentum operator, one is confronted by the fact
that these coherent states are not normalizable. One may try an approach using
wave packets but the analysis becomes cumbersome.
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The path taken here is the following. For the harmonic oscillator, the coherent
states are normalizable. The superpotential is a one degree polynomial. To get an
insight into the subject, we study an ad hoc system whose superpotential is polyno-
mial. For simplicity and to ensure normalizability, we take it to be of third degree.
The physical potential is then a sixth degree polynomial whose classical trajectories
can be computed. The coherent states can be obtained in closed form. We than
proceed to the calculation of the mean value of the position operator for these states.
Comparison is then made with the classical trajectories.
The paper is organized as follows. The second section is a quick reminder of the
formalism of SUSY coherent states that we need. The third section deals with the
calculation of the mean value of the position operator in general. We apply it to a
simple toy model in the fourth section. The treatment of the harmonic oscillator is
put in the Appendix and shows that the analysis captures what is known by other
methods.
2 A Quick Reminder of Coherent States and SUSYQM
There are many definitions of coherent states which are not exactly equivalent.
Let us first consider the case of the harmonic oscillator [26]. One has the following
properties :
• The map C 3 z −→ |z〉 ∈ L2(R) is continuous.
• |z〉 is an eigenvector of the annihilation operator : a|z〉 = z|z〉.
• The coherent states family resolves the unity 1
pi
∫
C|z〉〈z|d2z = 1.
• The coherent states saturate the Heisenberg inequality : ∆q ∆p = 1
2
.
• The coherent states family is temporally stable.
• The mean value (or ” lower symbol ”) of the Hamiltonian mimics the classical
energy-action relation : Hˇ(z) = 〈z|Hˆ|z〉 = ω|z|2 + 1
2
.
• The coherent states family is the orbit of the ground state under the action of
the Weyl-Heisenberg displacement operator : |z〉 = e(za†−zz)|0〉 ≡ D(z)|0〉.
• The coherent states provide a straightforward quantization scheme : Classical
state z −→ |z〉〈z| Quantum state.
• The mean value of the position operator in these states reproduce the classical
trajectories.
One studies a system which admits an infinite set of discrete energies obeying the
”partition” of unity.
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Let us consider a system with an infinite set of eigen energies which resolves
unity.
Hˆ|ψn〉 = En|ψn〉,
〈ψm|ψn〉 = δm,n,
+∞∑
m=1
|ψm〉〈ψm| = 1.
(1)
One introduces the raising and lowering operators by the relations
A−|ψn〉 =
√
k(n)|ψn−1〉,
A+|ψn〉 =
√
k(n+ 1)|ψn+1〉,
ρ(n) =
n∏
i=1
k(i), ρ(0) = 1.
(2)
For the harmonic oscillator k(i) = i.
The coherent states can be defined as the eigenvectors of the lowering operator [30].
A−|z, α〉 = z|z, α〉. (3)
It is possible to show that the time evolution sends a coherent state to another co-
herent state, with different parameters.
All coherent states can be obtained by acting on the ground state by the displace-
ment operator.
The definition adopted by Klauder [16] is that the coherent states are given by
|ψ(z)〉 = 1√N (|z|2) ∑
n∈I
zn√
ρ(n)
|ψn〉, (4)
where N is the normalization factor.
The general squeezed coherent states for a quantum system with an infinite
discrete energy spectrum was defined in [23] by the relation
(A− + γA+)ψ(z, γ) = zψ(z, γ), (5)
with z, γ ∈ C.
For a system whose discrete spectrum is finite (Example : The Morse potential)
another generalization was studied [23].
It ressembles (4) but now the sum runs on a finite number of indices.
Let us now turn to SUSYQM. Consider a system described by a potential V0
which admits a ground state energy satisfying the Schroedinger equation
− 1
2
u(0)
′′
+ V0u
(0) = εu(0). (6)
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Introduce the function
α1 =
u(0)
′
u(0)
(7)
and the new potential
V1 = V0 − α1. (8)
Looking at the Hamiltonians
H0 = −1
2
d2
dx2
+ V0(x), H1 = −1
2
d2
dx2
+ V1(x), (9)
one sees that they can be factorized in the following way
H0 = A1A
+
1 + ε,
H1 = A
+
1 A1 + ε,
(10)
where the operators involved are given by the formulas
A1 =
1√
2
[
d
dx
+ α1(x)
]
, A+1 =
1√
2
[
− d
dx
+ α1(x).
]
. (11)
One has the intertwining relations
H1A
+
1 = A
+
1H0, H0A1 = A1H1, (12)
from which one finds the spectrum of H1 (knowing that of H0) and the link between
their eigenstates. So far for factorization and intertwining. The introduction of
SUSYQM can then proceed as follows. One introduces the operators
Q =
(
0 0
A1 0
)
, Q+ =
(
0 A+1
0 0
)
, (13)
and sees that the Hamiltonian takes the form
HSUSY =
{
Q,Q+
}
=
(
H1 − ε 0
0 H0 − ε
)
.
(14)
Introducing
Q1 =
1√
2
(
Q+ +Q
)
,
Q2 =
1
i
√
2
(
Q+ −Q) , (15)
one has
[Qi, HSUSY ] = 0,{
Q+i , Qj
}
= δijHSUSY , i, j = 1, 2.
(16)
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3 Our Approach
We are studying a one dimensional system with a rescaled undimensional coor-
dinate q. Suppose one can write the physical potential V (q) of such a system in
terms of a function x(q) by the relation
V (q)− E0 = 1
2
[
x2(q) +
dx(q)
dq
]
. (17)
Then one can factorize the Hamiltonian
Hˆ = Aˆ†Aˆ+ E0, (18)
where the operators A and Aˆ† have the form
Aˆ =
1√
2
[ d
dq
− x(q)
]
; Aˆ† =
1√
2
[
− d
dq
− x(q)
]
; (19)
so that [
Aˆ, Aˆ†
]
= −dx(q)
dq
. (20)
The function x(q) is called the superpotential. Eq.(19) and (20) are reminiscent of
the harmonic oscillator. Using that similarity, the coherent states are defined as
the eigenfunctions of the ”annihilation operator” Aˆ. Using Eq.(19) one is led to an
equation of separable variables. The solution reads
ψH(q, α) = N exp
[√
2αq +
∫ q
0
x(ξ) dξ
]
. (21)
In Eq.(21), α is a complex variable which characterizes the coherent states. When
trying to implement the SUSY treatment to a system whose physical potential is
known, the difficult part is the resolution of the Riccati equation given in Eq.(17).
For the harmonic oscillator, one introduces the rescaled variables
Q =
√
~
mω
q ; P =
√
mω~ p, (22)
and the rescaled potential
U(Q) = ~ω V (q). (23)
The superpotential is given by
x(q) = −q, (24)
so that the coherent state takes the form
ψH(q, α) = N exp (
√
2αq − 1
2
q2), (25)
which is normalizable.
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For the Morse potential, the superpotential is given by [1]
x(q) =
−s+ exp (−q √2χe)√
2χe
+
√
χe
2
, (26)
the parameters s and χe are related to the Morse potential’s energy levels:
En = s
(
n+
1
2
)
− χe
(
n+
1
2
)2
. (27)
So, the coherent states takes the form
ψH(q, α) = exp
[
− 1
2χe
exp (−q
√
2χe)− s− χe√
2χe
q +
√
2αq
]
. (28)
Clearly, such a function in not square integrable and the mean values can not be
computed.
The aim of this paper is to construct a superpotential such that the corresponding
coherent states are normalizable and the computation of the mean values not too
complicated. The quantity we are interested in is the mean value
〈qˆ〉 = 〈ψS,t|qˆ|ψS,t〉〈ψS,t|ψS,t〉 . (29)
One has to realize that the states given in Eq.(21) were obtained in the Heisenberg
picture : the wave function does not depend on time. To pass to the Schrodinger
picture one has to use the evolution operator
|ψS,t〉 = exp (− i~Hˆt)|ψH〉, (30)
where the Hamiltonian takes the form
Hˆ = ~ω
[ pˆ2
2
+ Vˆ (q)
]
. (31)
The factorization of the Hamiltonian and the evolution operator can be used to
obtain the wave function in the Schrodinger picture as a power series
|ψS,t〉 = exp(− i~E0t).
n∑
k=0
(−i)k (ωt)
k
k!
(Aˆ+Aˆ)k|ψH〉. (32)
The mean value then reads
〈ψS,t|qˆ|ψS,t〉 =
∞∑
m=0
∞∑
n=0
(−1)mim+n
m!n!
tm+n〈ψH |HˆnqˆHˆm〉ψH〉. (33)
The relation
Aˆ† = −Aˆ−
√
2x(q) (34)
is obtained by adding the two relations given in Eq.(19).
With the fact that the wave function, we are studying, is an eigenvector of the
”annihilation operator”, we find
6
Aˆ†Aˆ|ψH〉 = α
[
− α−
√
2x(q)
]
|ψH〉. (35)
Subtracting the relations in (19), we similarly find
∂
∂q
|ψH〉 =
[√
2α + x(q)
]
|ψH〉. (36)
This allows us to obtain the second order contribution of the wave function
(Aˆ†Aˆ)2|ψH〉 =
[
α
√
2
2
d2x(q)
dq2
+
(
2α2 +
√
2αx(q)
) dx(q)
dq
+
(√
2αx(q) + α2
)2 ]
|ψH〉.
(37)
This suggests the introduction of special functions fn such that
(Aˆ†Aˆ)n|ψH〉 = fn(q, α)ψH〉. (38)
From the previous considerations, one derives the recurrence formula
fn+1 = −1
2
∂2fn
∂q2
−
[√
2α + x(q)
]∂fn
∂q
−
[√
2αx(q) + α2
]
fn. (39)
Note that
f0(q, α) = 1. (40)
Working in the position representation, the time dependent wave function
ψS(q, t, α) = exp (− i~E0t)
∞∑
m=0
(−iωt)m
m!
[
(Aˆ†Aˆ)mψH(q, α)
]
(41)
takes the form
ψS(q, t, α) = exp (− i~E0t)
∞∑
m=0
(−iωt)m
m!
fm(q, α)ψH(q, α). (42)
The position mean value is then given by an infinite double sum
S〈ψ|qˆ|ψ〉S =
∞∑
m=0
∞∑
n=0
im+n(−1)n
m!n!
Cm,n (ωt)
m+n (43)
where the coefficients Cm,n are the integrals
Cm,n =
∫ +∞
−∞
dq.qf ∗m(q, α)fn(q, α)ψ
∗
H(q, α)ψH(q, α) . (44)
The double summation can be rewritten as a power series in the time parameter
S〈ψ|qˆ|ψ〉S =
∞∑
l=0
(ωt)lΩl, (45)
with
7
Ωl = i
l(−1)l
l∑
m=0
(−1)m
m!(l −m)!Cm,l−m. (46)
Explicitly, we can write
Ω0 = C0,0,
Ω1 = −i (C0,1 − C1,0) ,
Ω2 =
1
2!
(−C0,2 + 2C1,1 − C2,0) ,
Ω3 = i[
1
2!
(C2,1 − C1,2) + 1
3!
(C0,3 − C3,0) ],
Ω4 =
1
4!
(C0,4 + C4,0)− 1
3!
(C1,3 + C3,1) +
1
2! 2!
C2,2,
· · ·
(47)
Eq.(45) is written with the fact the quantity S〈ψ|ψ〉S is an unessential constant.
One can consider that Eq.(45) and Eq.(46) gives the answer to our question about
the mean value of the position operator in this context. For any practical case, one
has to compute the integrals of Eq.(44) and makes the appropriate summation.
At this point one has to point technical difficulties. The first one is that the recur-
sion relations of Eq.(39) can quickly leads to large formulas even for simple super-
potentials. The second one is that it is not always possible to have an analytical
expression for the integrals appearing in Eq.(44). Third, one has to be careful about
the order at which one can stop to in the series Eq.(45) to obtain a reliable estimate.
To test our approach, we first used it on the harmonic oscillator. The results are
good and reproduce some important characteristics of the coherent states as known
in the literature.
The solution to the classical equations of motion is given by
qclass(t) = C1 cosωt+ C2 sinωt, (48)
where C1 and C2 are constants.
This can be written as a power series
q(t) = A0 + A1ωt+ A2(ωt)
2 + · · · (49)
where one has
A2
A0
= −1
2
,
A3
A1
= −1
6
, · · · (50)
We can write the ”quantum trajectory” as
〈ψS,t|qˆ|ψS,t〉 =
+∞∑
l=0
Ωl.(ωt)
l. (51)
It can be shown that the classical trajectory verifies the same relations i.e.
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Ω2
Ω0
= −1
2
,
Ω3
Ω1
= −1
6
, · · · (52)
To keep our presentation light, we have put this treatment in the Appendix.
4 A Toy Model
The generalization of coherent states considered here was introduced in [1]. For
many potentials used in theoretical chemistry, the corresponding states are not nor-
malizable and this leads to technical difficulties when one is interested in mean
values. We want to restrict ourselves to systems with square integrable generalized
coherent states. In the context of quantum supersymetry, the most important ingre-
dient is the superpotential. For the harmonic oscillator, the superpotential in linear
in the position. The next non trivial thing is to study a polynomial superpotential.
A second degree superpotential is readily seen to lead to a non normalizable gener-
alized coherent state. This leads us to study a toy model whose superpotential is
given by
x(q) = x1q − 1
3
x21q
3, (53)
with
x1 < 0, (54)
where x1 is a free parameter.
The corresponding physical potential is a sixth degree polynomial (See Eq.(17))
U(Q) = ~ω(U0 + U2Q2 + U4Q4 + U6Q6). (55)
Its coefficients are related to those of the rescaled superpotential by
U0 = 0; U2 = 0; U4 = −( ~
mω
)2
x31
3
; U6 = (
~
mω
)3
x41
18
. (56)
It has to be noted that if one begins with the potential, the characteristic frequency
is given by
~ω =
U34
U26
. (57)
This potential has the form given in Fig.1 given in the next page.
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Figure 1: A Potential for the Toy Model for the values U4 = 1 and U6 = 1.
Classically, all the trajectories are bounded and periodic, with the period
Tclass = 4
√
2
m
∫ Q+
0
1√
E − U(Q)dQ (58)
which depends on the energy of the system because Q+ is such that E−U(Q+) = 0.
We now analyze the mean value of the position operator for the corresponding
coherent states and compare them with the classical trajectories. From Eq.(39) one
easily sees that the functions fn will be polynomial in the the variable q. This will
highly simplify the computations. We thus introduce the coefficients f˜n(α) by
fn(q, α) =
3n∑
k=0
f˜n,k(α)q
k (59)
with
f˜0,0 = f˜
?
0,0 = 1. (60)
The coefficients we have introduced obey the following recursion relations which
naturally come from Eq.(39):
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f˜n+1,0 = −f˜n,2 −
√
2αf˜n,1 − α2f˜n,0;
f˜n+1,1 = −3f˜n,3 − 2
√
2αf˜n,2 − (x1 + α2)f˜n,1 −
√
2αx1f˜n,0;
f˜n+1,2 = −6f˜n,4 − 3
√
2αf˜n,3 − (2x1 + α2)f˜n,2 −
√
2αx1f˜n,1;
f˜n+1,l = −1
2
(l + 1)(l + 2)f˜n,l+2 −
√
2α(l + 1)f˜n,l+1 − (x1l + α2)f˜n,l −
√
2αx1f˜n,l−1
+
1
3
x21(l − 2)f˜n,l−2 +
√
2
3
αx21f˜n,l−3 (3 < l < 3n− 2);
f˜n+1,3n−1 = −3n
√
2αf˜n,3n − [(3n− 1)x1 + α2]f˜n,3n−1 −
√
2αx1f˜n,3n−2
+
1
3
x21(3n− 3)f˜n,3n−3 +
√
2
3
αx21f˜n,3n−4;
f˜n+1,3n = −(3nx1 + α2)f˜n,3n −
√
2αx1f˜n,3n−1 +
1
3
x21(3n− 2)f˜n,3n−2 +
√
2
3
αx21f˜n,3n−3;
f˜n+1,3n+1 = −
√
2αx1f˜n,3n +
1
3
x21(3n− 1)f˜n,3n−2 +
√
2
3
αx21f˜n,3n−2;
f˜n+1,3n+2 = nx
2
1f˜n,3n +
√
2
3
αx21f˜n,3n−1;
f˜n+1,3n+3 =
√
2
3
αx21f˜n,3n.
(61)
We know have to compute
Cm,n =
m∑
k=0
n∑
p=0
∫ +∞
−∞
dq.qk+p+1f˜ ?m,k(α)f˜n,p(α) exp (2βq + x1q
2 − 1
6
x21q
4) . (62)
From Eq.(62), we have
C0,0 =
∫ +∞
−∞
dq.q exp (2βq + x1q
2 − 1
6
x21q
4) . (63)
The integrals in Eq.(62) have the generic form
Jn =
∫ +∞
−∞
dq.qn exp (2βq + x1q
2 − 1
6
x21q
4) . (64)
At this point, there are two ways to tackle the computation. The first insight is that
one may need to compute only the integral J0. The second one will use recursion
relations.
We begin with the first approach. Its main interest relies in the fact that it leads to
analytical expressions. Its main limitation is that it works only for big values of the
real part of the parameter α describing th coherent state.
In short, from Eq.(64) it can be shown that
Jn =
1
2n
dn
dβn
J0. (65)
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For convenience, we introduce the function
g(q) = 2βq + x1q
2 − 1
6
x21q
4. (66)
Our integral then becomes
J0 =
∫ ∞
−∞
dq exp [g(q)]. (67)
To evaluate J0, we shall use the saddle point approximation. This is due to the fact
that the exponential is a very rapidly decaying function, due to the fourth degree
term with a negative sign in the exponential. The extrema of the integrand satisfy
the equation
q3 − 3
x1
q − 3β
x21
= 0. (68)
This equation is a particular case of the following
q3 + a1q
2 + a2q + a3 = 0. (69)
The solution to such an equation can be recast using the Cardan formula. One
introduces the intermediate quantities
Q =
−1
x1
;R =
3β
2x21
; (70)
D = Q3 +R2;S =
3
√
R +
√
D; T =
3
√
R−
√
D. (71)
The only real extremum (actually a maximum) is found at
q0 = S + T − 1
3
a1. (72)
One finally arrives at the following expression
q0 =
3
√√√√ 3β
2x21
+
√
9β2
4x41
− 1
x31
+
3
√√√√ 3β
2x21
−
√
9β2
4x41
− 1
x31
. (73)
Let us first expand the function g, given by (66), near its minimum
g(q) = g(q0) +
1
2!
g′′(q0)(q− q0)2 + 1
3!
g′′′(q0)(q− q0)3 + 1
4!
g(4)(q0)(q− q0)4 + · · · (74)
Introducing the centered and rescaled variable y by
q = q0 +
y√−g′′(q0) (75)
one obtains
g(q) = g(q0)− 1
2!
y2 + Ay3 +By4 + · · · (76)
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where the parameters A and B are given by
A =
1
3!
g(3)(q0)
[−g′′(q0)] 32
, B =
1
4!
g(4)(q0)
[−g′′(q0)]2 . (77)
This leads to a sum of gamma functions
J0 ' exp[g(q0)]√−g′′(q0)
∫ +∞
−∞
dy exp
(
−1
2
y2
)
exp
(
Ay3 +By4 + · · · ) (78)
From this, we shall derive the domain of validity of our approach. To have an asymp-
totic series for the quantity under investigation, we need A et B to be negligible. A
plot of these functions shows this to be true for big values of the parameter β.
Figure 2: Plot of the functions A and B for x1 = −1.
We use this to simplify our formulas. For large values of β, one has that the
maximum of the function g occurs at
q0 '
(
3β
x21
) 1
3
, (79)
(which comes from Eq(73)) because in that limit
A ∼ 1
β
1
3
, B ∼ −4x
2
1
β
4
3
. (80)
One then finds the dominant contribution (in the limit β −→∞) to be given by
J0 '
√
pi exp
(
z0β
2
3 + z1β
4
3
)
.
(
z2 + z3β
2
3
)− 1
2
(81)
where the constants coefficients are given by
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z0 = −x1
(
3β
x21
) 2
3
, z1 =
x21
2
(
3β
x21
) 4
3
, z2 = −x1, z3 = x21
(
3β
x21
) 2
3
. (82)
For the rest of our treatment, it appears more simple to write this result directly in
terms of q0 :
J0 =
√
pi
(−x1 + x21q20)− 12 exp (−x1q20 + 12x21q40). (83)
One can now use the relation between Jn and J0. For example, for the first two
following, one gets
J1 =
√
pi
2
q−10
(−x1 + x21q20)− 32 (1− 4x1q20 + 2x21q40) exp (−x1q20 + 12x21q40),
J2 =
√
pi
4
x−11 q
−4
0
(−x1 + x21q20)− 52
× (1 + 2x1q20 − 10x21q40 + 22x31q60 − 16x41q80 + 4x51q100 ) exp (−x1q20 +
1
2
x21q
4
0).
(84)
It should be noted that only the dominant term in the polynomial expression is rel-
evant. This is justified by the fact the contribution coming from the coefficients A
and B in Eq.(78) are ignored when computing the dominant term. This approach,
which gives analytical formula, will be used later in the computation of the time
scale where the classical solution begins separating from the mean value of the po-
sition operator for the coherent states studied here.
The second approach uses integration by parts. One has
Jn =
∫ +∞
−∞
dq qn exp [g(q)]. (85)
If one introduces u = qn exp (x1q
2 − 1
6
x21q
4) and dv = exp (2β q)dq, one gets
J3 =
3
x1
J1 +
3β
x21
J0,
Jn+3 =
3n
2 x21
Jn−1 +
3β
x21
Jn +
3
x1
Jn+1 ;n ≥ 1.
(86)
These relations are exact. They apply to small as well as to large values of β. They
can be used in the following way. For a given value of β, one computes numerically
J0, J1 and J2. All the others are then obtained by the preceding recursion formulas.
Finally, we use the mean value of the position operator given in Eq.(45). We
first write explicitly the relation contained in Eq.(46)
Cm,n =
3m∑
k=0
3n∑
p=0
f˜ ?m,k f˜n,p Jk+p+1. (87)
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The expressions of the Cm,n (Eq.(87)) then leads to
Ω0 = J1,
Ω1 = i
[ (
−f˜1,0 + f˜ ?1,0
)
J1 +
(
−f˜1,1 + f˜ ?1,1
)
J2
]
,
Ω2 = −1
2
{ (
f˜2,0 + f˜
?
2,0 − 2f˜ ?1,0f˜1,0
)
J1
+
[
f˜2,1 + f˜
?
2,1 − 2
(
f˜ ?1,0f˜1,1 + f˜1,0f˜
?
1,1
) ]
J2 +
(
f˜2,2 + f˜
?
2,2 − 2f˜ ?1,1f˜1,1
)
J3
}
,
Ω3 =
i
6
{ [(
f˜3,0 − f˜ ?3,0
)
+ 3
(
−f˜ ?1,0f˜2,0 + f˜1,0f˜ ?2,0
) ]
J1
+
[ (
f˜3,1 − f˜ ?3,1
)
+ 3
(
−f˜ ?1,0f˜2,1 − f˜2,0f˜ ?1,1 + f˜1,0f˜ ?2,1 + f˜1,1f˜ ?2,0
) ]
J2
+
[ (
f˜3,2 − f˜ ?3,2
)
+ 3
(
−f˜ ?1,0f˜2,2 − f˜2,1f˜ ?1,1 + f˜1,0f˜ ?2,2 + f˜1,1f˜ ?2,1
) ]
J3
+
[ (
f˜3,3 − f˜ ?3,3
)
+ 3
(
−f˜ ?1,1f˜2,2 + f˜1,1f˜ ?2,2
) ]
J4
}
,
· · ·
(88)
On the other hand, the classical trajectories are analytical functions of time. Rather
than relying on their periodic character, we shall consider the equation of motion
q′′(t)− µq3(t)− σq5(t) = 0, (89)
with µ = −4
3
ω2x31 and σ =
1
3
ω2x41.
One sees that a power series solution of the form
qclass(t) =
∞∑
i=0
Ai.(ωt)
i (90)
leads to the following relation between the coefficients
A2 =
1
6
(A50 − 4A30);
A3 =
1
18
(5A1A
4
0 − 12A1A20);
A4 =
1
216
(5A90 − 32A70 + 48A50 + 60A21A30 − 72A21A0);
A5 =
1
1080
(85A1A
8
0 − 432A1A60 + 432A1A40 + 180A31A20 − 72A31);
· · ·
(91)
The trajectories will be identical if the equations Eq.(91) are still satisfied when the
constants A(i) are replaced by the coefficients Ωi. For our case, this amount to the
vanishing of the following quantities∣∣∣qcl(t)− qmoy(t)
qcl(t)
∣∣∣ ≈ ε 1 (92)
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|ωt| ≤ ε 12
∣∣∣ x21
f(x1, β)
∣∣∣ 12 (93)
f(x1, β) =6x1
[
− 4γ2 (3x1β4) 13 − (9x21β2) 13 (β2 + γ2)− 2β2γ2 + x1 (β2 − γ2) ]
+ pi2 exp
[
4
(
−x1q20 +
1
2
x21q
4
0
)]
− 4pix21 exp
[
2
(
−x1q20 +
1
2
x21q
4
0
)]
.
(94)
|ωt| ≤ ε 12
∣∣∣ 6Ω0
Ω50 − 4Ω30 − 6Ω2
∣∣∣ 12 (95)
This will hold true for times very small compared to the intrinsic frequency of the
system.
Conclusions
In this paper, we devised a general method for the computation of the quan-
tum trajectories of generalized coherent states in the supersymmetric context. Our
approach was successfully applied to the harmonic oscillator. We then applied it
to one of the simplest superpotentials whose coherent states are normalizable. We
found for this specific case the timescale after which the classical and quantum tra-
jectories begin having significant differences. Although technical difficulties arise,
our approach can be used to analyze the product of the uncertainties in physical
position and momentum operators and see how it evolves in view of the absolute
bound given by the Heisenberg inequality.
Some mathematical issues have not been addressed here. One of them is the
convergence of the series obtained for the position operator mean value. This is a
very difficult point since we do not have the explicit formula for the coefficient Ωl.
But in principle, since the problem is well posed, the results should be meaningful.
The method we followed here gives the position as an analytic series in time. One
has to sum a finite number of terms to obtain an approximation. Such a finite sum
is polynomial. This explains why after some time the graph goes to infinity; this
simply means we are out of the domain where the approximation is valid.
The SUSY structure has been extensively used (see Eq.(34), Eq.(35),Eq.(36)).
This culminated in the recurrence formula of Eq.(39) which gives the nth contribu-
tion to the wave function. The superpotential x(q) appears many times because it is
the result of the commutation relations between the operators A and A† (Eq.(20)).
The coefficients Cm,n are not easy to find analytically, even for simple superpotentials
like the one we studied here. We devised recipes which can tackle this successfully.
This was the case of the saddle point approximation whose domain of validity was
explicitly given.
It should be emphasized that the coherent states studied here were not constructed
as superposition of the quantum energy eigenstates . So it does not make sense to
question its normalisability. It is normalizable in the Heisenberg picture ; since the
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evolution operator which relates it to the Schr0dinger picture is unitary ; its time
evolved equivalent has the same norm.
Let us finish with some considerations concerning formal remarks which can
be misleading. It has been argued in the case of coherent states defined as infinite
superpositions of energy eigenstates that in most cases the wave function so obtained
is only formal i.e it does not converge when considering for example imaginary times.
First, we have no reason to turn to imaginary times in this work. Secondly, the
definition of coherent states adopted here is a priori different so that there is no
reason the claim made above, if true , should apply here.
To finish, our work can be seen as a particular illustration of the Ehrenfest
theorem i.e in most general cases, the classical and quantum trajectories are not the
same.
Appendix : The Harmonic Oscillator
We give here the results obtained by our treatment when applied to the harmonic
oscillator. The functions fn are polynomial
fn(q, α) =
n∑
k=0
f˜n,k(α)q
k; f˜0,0 = f˜
?
0,0 = 1. (96)
The coefficients we need are given by the following integrals
Cm,n =
m∑
k=0
n∑
p=0
∫ +∞
−∞
dq.qk+p+1f˜ ?m,k(α)f˜n,p(α)ψ
?
H(q, α)ψH(q, α) ;
Cm,n =
m∑
k=0
n∑
p=0
∫ +∞
−∞
dq.qk+p+1f˜ ?m,k(α)f˜n,p(α) exp (2βq − q2)
(97)
where, by definition, the coefficient β is given by
2β =
√
2(α + α?). (98)
We have fewer recursion relations
f˜n+1,0 = −f˜n,2 −
√
2αf˜n,1 − α2f˜n,0;
f˜n+1,l = −1
2
(l + 1)(l + 2)f˜n,l+2 −
√
2α(l + 1)f˜n,l+1 + (l − α2)f˜n,l +
√
2αf˜n,l−1;
f˜n+1,n−1 = −
√
2αnf˜n,n + (n− 1− α2)f˜n,n−1 +
√
2αf˜n,n−2;
f˜n+1,n = (n− α2)f˜n,n +
√
2αf˜n,n−1;
f˜n+1,n+1 =
√
2αf˜n,n.
(99)
Our coefficients Cm,n are given by integrals of the product of an exponential and a
power of the variable q (See Eq.(97)). Actually, the only thing one needs is
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J0 =
∫ +∞
−∞
dq. exp (−q2 + 2βq) (100)
because
∫ +∞
−∞
dq.qk+p+1 exp (2βq − q2) = √pi 1
2k+p+1
∂k+p+1
∂βk+p+1
[
exp (β2)
]
. (101)
The coefficients can now be recast in the form
Cm,n =
√
pi exp β2
m∑
k=0
n∑
p=0
f˜ ?m,k(α)fn,p(α)
1
2k+p+1
Pk+p+1(β). (102)
The polynomials Ps are defined by the property
ds
dβs
exp (β2) = exp (β2) Ps(β). (103)
One readily finds that they obey the recursion relations
Ps+1(β) = 2βPs(β) +
d
dβ
Ps(β); (104)
P0(β) = 1.
Let us now compare the quantum and the classical trajectories for the harmonic
oscillator using our approach.
For the quantum behavior on the other side, one finds
Ω0 =
√
pi β exp (β2),
Ω1 = i
√
pi
2
β exp (β2),
Ω2 = −1
2
√
pi exp (β2),
Ω3 = − i
6
√
pi
2
β exp (β2),
Ω4 =
1
24
√
pi exp (β2),
· · ·
(105)
The following ratios
Ω2
Ω0
= −1
2
,
Ω4
Ω0
=
1
24
,
Ω6
Ω0
= − 1
720
,
Ω8
Ω0
=
1
40320
,
Ω10
Ω0
= − 1
3628800
, · · ·
Ω3
Ω1
= −1
6
,
Ω5
Ω1
=
1
120
,
Ω7
Ω1
= − 1
5040
,
Ω9
Ω1
=
1
362880
, · · ·
(106)
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drives us to conclude that the behavior of the classical trajectory given in Eq.(48)
is recovered, at least in the lowest order. One can go to higher order and verify this
still works.
Figure 3: Plot of q(t) for the Harmonic Oscillator, for the value α = 10, an approximation to the
8th order.
The same calculation done in section 3 for our toy model shows the plot of q(t)
below. The Figure 3 shows a kind of oscillation for a small interval of time.
We were able to plot the function q(t) for the parameters x1 = −1 and β = 43 . But
this was not sufficient to completely determine the coherent state’s parameter α,
the unique information was Re(α) = 2
√
2
3
and Im(α) ≤ 0. The ”kind of oscillations”
appeared for the smallest values of Im(α) and the smallest times, as shown in the
Figure 3.
Figure 4: Plot of q(t) for the Toy for the values α = 100
√
2
3 − i10000 and x1 = −1.The calculation
was done to the 4th order.
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