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1. Introduction
In this paper, we consider the nonlinear full Marguerre–von Kármán shallow shell model with
a dissipative mechanism of memory type. The model depends on one small parameter. The main
result of the article shows that as the parameter approaches zero, the limiting system is the well-
known full von Kármán model with memory for thin plates.
Systems described by von Kármán or Marguerre–von Kármán type of models have been studied
for many years. However, the majority of the results were on the static or semistatic models (see
[1,3,8,9] and references therein), where the mathematical analysis were very different. In the dy-
namic case, the model that has attracted many attentions is the so called modiﬁed von Kármán model
with clamped boundary conditions. Problems related to boundary stabilization of von Kármán equa-
tions have attracted considerable attentions in recent years. Indeed, starting with [10] and followed
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boundary dissipation were established. We recall that in the case of the modiﬁed von Kármán system,
the in-plane displacements are not accounted for and the system can be decoupled via the Airy stress
function (thus it is reduced to a scalar equation).
The full von Kármán system is much more complicated (due to the strong coupling between hyper-
bolic equations). In fact, the very ﬁrst analysis of full von Kármán model was presented in [11], where
energy decay for the one-dimensional full von Kármán model was ﬁrst derived. The two-dimensional
version of this model was subsequently treated in [12], where the uniform decay rates were proved
for a combination of static/dynamic models with a nonlinear boundary dissipation, a linear growth at
the inﬁnity and of a polynomial growth at the origin. The dynamic von Kármán system accounting
for in-plane accelerations was treated in [2,5,13–15,21,26].
The decay rate of viscoelastic modiﬁed von Kármán plate equations was proved in [23]. A full
viscoelastic von Kármán plate model was considered in [24], where the uniform decay rates were
proved. In [19], we showed the energy functional associated with the model treated in this paper
decays exponentially to zero as time goes to inﬁnity.
The modiﬁed Marguerre–von Kármán equations can degenerate to membrane equation and plate
equation under suitable conditions, respectively (see [7,22]). The so-called Timoshenko and Berger
models for plates may be obtained as limits of full von Kármán system when suitable parameters
tend to zero (see [20]).
We have proved that the so-called two-dimensional membrane and ﬂexural models for shells can be
obtained as limits of three-dimensional linear viscoelastic shell systems (see [16,17]) and the Koiter
shell equations converge to the membrane or ﬂexural shell models under some conditions, respec-
tively (see [18]).
Let Ω be a bounded domain of R2 with a suﬃciently smooth boundary Γ = Γ0 ∪ Γ1. We shall
assume that Γ0 ∩ Γ1 = ∅ and Γ0 = ∅, θ ∈ C3(Ω,R) such that ∂αθ = 0 along Γ (α = 1,2). The vector
ν = (ν1, ν2) is the unit exterior normal and τ = (−ν2, ν1) represents the tangential direction on Γ .
Here, the variables w and u = (u1,u2) represent, respectively, the vertical and in-plane displacement
of a shallow shell occupying the domain Ω . The model of the nonlinear full Marguerre–von Kármán
shallow shell with a dissipative mechanism of memory type is given by
u′′(t) − DivN(t) = 0 in Ω × (0,∞), (1.1)
w ′′(t) − γ	w ′′(t) + 	2w(t)
+ 	2
∞∫
0
h′(s)wt(s)ds − div[N(t)∇(θ + w(t))]= 0 in Ω × (0,∞), (1.2)
where the stress resultants N(t) are given by
N(t) := C[e(u(t))+ f (∇(θ + w(t)))− f (∇θ)]
+
∞∫
0
g′(s)C[e(ut(s))+ f (∇(θ + wt(s)))− f (∇θ)]ds.
We introduce notations wt(s) = w(t − s), ′ = ∂t . g(t) and h(t) are relaxation functions. In (1.1)–(1.2),
Div denotes the vector valued divergence of a matrix and div stands for scalar divergence of a vector
ﬁeld, C is a linear operator deﬁned on M with value on M , the space of 2 × 2 symmetric matrices,
and deﬁned as
C(σ ) = E
d(1− μ2)
[
(μ trσ)I+ (1− μ)σ ]
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density of the shell, E > 0 denotes the Young modulus and μ (0< μ < 12 ) is the Poisson’s ratio. On the
other hand, e(u) = 12 (∇u + ∇uT ) and the nonlinear function f :R2 → M is deﬁned as f (s) = 12 s ⊗ s,
for all s ∈R2. The positive constant γ is the proportional to the thickness of the shallow shell. Clearly,
N(t) is symmetric.
With (1.1) and (1.2), we associate the boundary conditions on the portion of the boundary Γ0,
u = 0, w = ∂νw = 0 on Γ0 × (0,∞), (1.3)
and the boundary conditions on the remaining portion of the boundary Γ1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N(t)ν = 0 on Γ1 × (0,∞),
B1w(t) + B1
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
B2w(t) − γ ∂νw ′′(t) + B2
∞∫
0
h′(s)wt(s)ds − N(t)ν · ∇(θ + w(t))= 0 on Γ1 × (0,∞),
(1.4)
where
B1w = 	w + (1− μ)B1w, B2w = ∂ν	w + (1− μ)∂τ B2w,
and the boundary operators B1 and B2 are deﬁned by
B1w = 2ν1ν2wxy − ν21wyy − ν22wxx, B2w =
(
ν21 − ν22
)
wxy + ν1ν2(wyy − wxx).
With (1.1) and (1.2), we also associate the initial conditions
{
u(0+) = u0, u′(0+) = u1, w(0+) = w0, w ′(0+) = w1 in Ω,
u(s) = ϑ(s), w(s) = χ(s), −∞ < s < 0, (1.5)
where
(
ϑ(s),ϑ ′(s)
) ∈ L∞c (−∞,0; H2 × H1), (χ(s),χ ′(s)) ∈ L∞c (−∞,0; H3 × H2),
the symbol L∞c denotes the subspace of L∞ such that there exists a constant T when t the functions
vanish as s < −T .
We assume that the relaxation functions g(t) and h(t) satisfy
g,h ∈ C3[0,∞), g(t),h(t) > 0, g′(t),h′(t) < 0, g′′(t),h′′(t) 0. (1.6)
Hypotheses (1.6) assure that the viscoelastic energy (deﬁned below) is non-increasing. g∞(resp. h∞) :=
g(∞)(resp. h(∞)) and g′∞(resp. h′∞) := g′(∞)(resp. h′(∞)) both exist, g∞(resp. h∞)  0 and
g′∞(resp. h′∞) := g′(∞)(resp. h′(∞)) = 0. We suppose that (cf. [10])
g(∞) > 0, h(∞) > 0, g(0) = h(0) = 1. (1.7)
Assumption (1.7) means that the material behaves like a viscoelastic solid at t = +∞.
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To simplify notation we denote σ by the expression
σ := e(u) + f (∇(θ + w))− f (∇(θ)). (1.8)
Nonlinear viscoelastic full von Kármán model of plate is given by
u′′(t) − DivN(t) = 0 in Ω × (0,∞), (1.9)
w ′′(t) − γ	w ′′(t) + 	2w(t)
+ 	2
∞∫
0
h′(s)wt(s)ds − div[N(t)∇w(t)]= 0 in Ω × (0,∞), (1.10)
where
N(t) := C[e(u(t))+ f (∇w(t))]+
∞∫
0
g′(s)C[e(ut(s))+ f (∇wt(s))]ds.
We complete the system (1.9)–(1.10) with initial–boundary conditions as (1.3), (1.5) and boundary
conditions on Γ1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N(t)ν = 0 on Γ1 × (0,∞),
B1w(t) + B1
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
B2w(t) − γ ∂νw ′′(t) + B2
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞).
(1.11)
We suppose that g(t) and h(t) satisfy (1.6)–(1.7).
2. Main result
In order to achieve our results, we perturb system (1.1)–(1.2) by a parameter ε > 0 which later will
tends to zero. More precisely, instead of (1.1)–(1.2) we consider
u′′ε(t) −DivNε(t) = 0 in Ω × (0,∞), (2.1)
w ′′ε(t) − γ	w ′′ε(t) + 	2wε(t)
+ 	2
∞∫
0
h′(s)wtε(s)ds − div[Nε(t)∇(εθ + wε(t))]= 0 in Ω × (0,∞) (2.2)
with boundary conditions on the portion of the boundary Γ0,
uε = 0, wε = ∂νwε = 0 on Γ0 × (0,∞). (2.3)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Nε(t)ν = 0 on Γ1 × (0,∞),
B1wε(t) + B1
∞∫
0
h′(s)wtε(s)ds = 0 on Γ1 × (0,∞),
B2wε(t) − γ ∂νw ′′ε(t) + B2
∞∫
0
h′(s)wtε(s)ds = 0 on Γ1 × (0,∞).
(2.4)
With (2.1)–(2.2), we associate the initial conditions
{
uε(0+) = u0, u′ε(0+) = u1, wε(0+) = w0, w ′ε(0+) = w1 in Ω,
uε(s) = ϑ(s), wε(s) = χ(s), −∞ < s < 0, (2.5)
where
(
ϑ(s),ϑ ′(s)
) ∈ L∞c (−∞,0; H2 × H1), (χ(s),χ ′(s)) ∈ L∞c (−∞,0; H3 × H2).
Here, the stress resultants Nε(t) are given by
Nε(t) := C[e(uε(t))+ f (∇(εθ + wε(t)))− f (∇(εθ))]
+
∞∫
0
g′(s)C[e(utε(s))+ f (∇(εθ + wtε(s)))− f (∇(εθ))]ds
with wtε(s) = wε(t − s). g(t) and h(t) are relaxation functions satisfying (1.6)–(1.7).
Formally, as ε = 0, model (2.1)–(2.2) change into system (1.9)–(1.10). As we said above, the main
goal of this paper is to analyze the proximity of these two models. Our result is based on the following
theorem.
Theorem 2.1. Assume that g(t) and h(t) satisfy conditions (1.6)–(1.7). For any initial data
(
u0,u1
) ∈ [H2(Ω)]2 × [H1(Ω)]2, (w0,w1) ∈ H3(Ω) × H2(Ω)
subject to the compatibility conditions satisﬁed on the boundary Γ ,
u0 = ∇w0 = ∇w1 = 0, w1 = w0 = 0 on Γ0,
N(0)ν = 0 on Γ1,
B1
(
w0 +
∞∫
0
h′(s)w(−s)ds
)
= 0 on Γ1.
Then for any T > 0, there exists a unique global solution to (2.1)–(2.5) satisfying
(
uε,u′ε,u′′ε
) ∈ L∞(0, T ; [H2(Ω)]2 × [H1(Ω)]1 × [L2(Ω)]2),(
wε,w ′ε,w ′′ε
) ∈ L∞(0, T ; H3(Ω) × H2(Ω) × H1(Ω)).
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Our main result is formulated as follows.
Theorem 2.2. Let the small parameter ε > 0 and consider the unique solution (uε,wε) of system (2.1)–(2.5).
Then
(
uε,u′ε,u′′ε
) ∗
⇀
(
u,u′,u′′
)
weak-star in L∞
(
0, T ; [H1(Ω)]2 × [L2(Ω)]2 × [H−1(Ω)]2),(
wε,w ′ε,w ′′ε
) ∗
⇀
(
w,w ′,w ′′
)
weak-star in L∞
(
0, T ; H2(Ω) × H1(Ω) × L2(Ω))
as ε → 0, where (u,w) is the unique (weak) solution of (1.9)–(1.10) with
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u(0) = u0, u′(0) = u1, w(0) = w0, w ′(0) = w1,
u = 0, w = ∂νw = 0 on Γ0 × (0,∞),
N(t)ν = 0 on Γ1 × (0,∞),
B1w(t) + B1
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
B2w(t) − γ ∂νw ′′(t) + B2
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞).
3. Preliminaries
To prove the main result, we give some important preliminaries in this section. We adopt the
following notations (u, v) := (u, v)L2(Ω) , 〈u, v〉 := (u, v)L2(Γ1) , ‖u‖s,Ω := ‖u‖Hs(Ω) . Denote |A(t)|2 :=∑
i, j a
2
i j(t),
d
dtA(t) := A′(t) = (a′i j(t)), A(t) · B(t) :=
∑
i, j ai j(t)bij(t), (A(t),B(t)) :=
∑
i, j(aij(t),bij(t)), for
any pair of tensors A(t) = (aij(t)) and B(t) = (bij(t)).
First the “energy” of the system must be properly deﬁned. The total energy can be expected to
consist of two parts. One part involves the current kinetic and strain energies, and the other will
involve the past history of stains. To obtain the appropriate expression, we ﬁrst rewrite system (2.1),
(2.2) and (2.4) in the form
u′′ε(t) − Div
[
g∞C
(
σε(t)
)+
∞∫
0
g′(s)
[C(σ tε(s))− C(σε(t))]
]
= 0 in Ω × (0,∞), (3.1)
w ′′ε(t) − γ	w ′′ε(t) + h∞	2wε(t) + 	2
∞∫
0
h′(s)
[
wtε(s) − wε(t)]ds
− div
{[
g∞C
(
σε(t)
)+
∞∫
0
g′(s)
[C(σ tε(s))− C(σε(t))]
]
∇(εθ + wε(t))
}
= 0
in Ω × (0,∞), (3.2)
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
g∞C
(
σε(t)
)+
∞∫
0
g′(s)
[C(σ tε(s))− C(σε(t))]
]
ν = 0 on Γ1 × (0,∞),
h∞B1wε(t) + B1
∞∫
0
h′(s)
[
wtε(s) − wε(t)]ds = 0 on Γ1 × (0,∞),
h∞B2wε(t) − γ ∂νw ′′ε(t) + B2
∞∫
0
h′(s)
[
wtε(s) − wε(t)]ds = 0 on Γ1 × (0,∞),
(3.3)
where
σε(t) := e(uε(t))+ f (∇(εθ + wε(t)))− f (∇εθ).
We deﬁne the energy functional Eε(t) of the system (2.1)–(2.2) as
Eε(t) = Eεk (t) + Eεp(t), (3.4)
where
Eεk (t) =
1
2
{∥∥u′ε(t)∥∥20,Ω + ∥∥w ′ε(t)∥∥20,Ω + γ ∥∥∇w ′ε(t)∥∥20,Ω},
Eεp(t) =
1
2
{
g∞
(C(σε(t)),σ ε(t))−
∞∫
0
g′(s)
(C(σ tε(s))− C(σε(t)),σ tε(s) − σε(t))ds
}
+ 1
2
{
h∞a
(
wε,wε
)−
∞∫
0
h′(s)a
(
wtε(s) − wε(t))ds
}
,
and the functional a(w, v) is deﬁned as
a(w, v) =
∫
Ω
{
wxxvxx + wyyv yy + μ(wxxv yy + wyyvxx) + 2(1− μ)wxyvxy
}
dΩ. (3.5)
For simplicity, we denote a(w,w) by a(w). In the following, ci and c denote positive constants.
Lemma 3.1. Assume w ∈ W (Ω) = {w ∈ H2(Ω), w = ∂νw = 0 on Γ0}, tensor σ(t) and functional a(w) are
deﬁned in (1.8) and (3.5), respectively. Then
c1
∥∥∇2w∥∥20,Ω  a(w) c2∥∥∇2w∥∥20,Ω, (3.6)
‖∇w‖2L4(Ω)  c3a(w), (3.7)
c4
∣∣σ(t)∣∣2  C(σ(t)) · σ(t) c5∣∣σ(t)∣∣2, (3.8)[C(σ(t))]′ · σ(t) = C(σ(t)) · [σ(t)]′. (3.9)
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‖∇w(t)‖2
L4(Ω)
 c‖w(t)‖22,Ω . Combining with ‖w(t)‖22,Ω ∼ a(w) we obtain (3.7). Let
σ :=
(
σ11 σ12
σ21 σ22
)
.
Hence
C(σ ) = α
(
σ11 + μσ22 (1− μ)σ12
(1− μ)σ21 σ22 + μσ11
)
,
and
C(σ ) · σ = α[σ 211 + σ 222 + 2μσ11σ22 + (1− μ)(σ 212 + σ 221)].
Combining with 0 < μ < 12 and noticing α = Ed(1−μ2) > 0, we get (3.8).
[C(σ(t))]′ · σ(t) = α
(
σ ′11 + μσ ′22 (1− μ)σ ′12
(1− μ)σ ′21 σ ′22 + μσ ′11
)
·
(
σ11 σ12
σ21 σ22
)
= C(σ(t)) · [σ(t)]′.
The proof is completed. 
Lemma 3.2. Let w and v be functions in H4(Ω) ∩ W . Then, we have∫
Ω
	2wv dΩ = a(w, v) +
∫
Γ1
{
(B2w)v − (B1w)∂ν v
}
dΓ.
Proof. The deﬁnition of a(w, v) gives∫
Ω
	w	v dΩ = a(w, v) +
∫
Ω
{
(1− μ)(wxxv yy + wyyvxx) − 2(1− μ)wxyvxy
}
dΩ.
Using Green’s formula we see∫
Ω
(
	2w
)
v dΩ =
∫
Γ1
(∂ν	w)v dΓ −
∫
Γ1
	w∂ν v dΓ + a(w, v)
+
∫
Ω
{
(1− μ)(wxxv yy + wyyvxx) − 2(1− μ)wxyvxy
}
dΩ. (3.10)
Since ∫
Ω
{
(wxxv yy + wyyvxx) − 2wxyvxy
}
dΩ
=
∫
Γ1
(wxxv yν2 + wyyvxν1)dΓ −
∫
Ω
(wxxy v y + wxyy vx)dΩ
−
∫
Γ
(wxyv yν1 + wxyvxν2)dΓ +
∫
Ω
(wxyy v y + wxyy vx)dΩ. (3.11)
1
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∂ν v = vxν1 + v yν2, ∂τ v = −vxν2 + v yν1,
we get
vx = ∂ν vν1 − ∂τ vν1, v y = ∂ν vν2 + ∂τ vν1. (3.12)
Inserting (3.11) and (3.12) into (3.10) and noticing
∫
Γ1
f ∂τ v dΓ = −
∫
Γ1
∂τ f v dΓ,
we obtain the conclusion. 
Lemma 3.3. Under the above notations and assumptions (1.6) and (1.7), we have that
d
dt
Eε(t) = −1
2
∞∫
0
h′′(s)a
(
wtε(s) − wε(t))− 1
2
∞∫
0
g′′(s)
(C(σ tε(s))− C(σε(t)),σ tε(s) − σε(t))ds
 0.
Proof. Multiplying (3.1) by u′ and integrating the result over Ω and adding the Green’s formula yields
(
u′′ε(t),u′ε(t)
)+ g∞(C(σε), e(u′ε))+
∞∫
0
g′(s)
([C(σ tε(s))− C(σε)], ε(u′ε))ds = 0. (3.13)
Multiplying (3.2) by w ′ and integrating the result over Ω and using the Green’s formula yields
(
w ′′ε(t),w ′ε(t)
)+ γ (∇w ′′ε(t),∇w ′ε(t))+ h∞a(wε(t);w ′ε(t))
+
∫
Γ1
[
w ′ε(t)
(
h∞B2wε(t) − γ ∂w
′′ε(t)
∂ν
)
− h∞ ∂w
′ε(t)
∂ν
B1wε(t)
]
dΓ
+
∞∫
0
h′(s)
(
	2wtε(s) − 	2wε(t),w ′ε(t))ds + g∞(C(σε(t)),∇(εθ + wε(t))⊗ ∇w ′ε(t))
+
∞∫
0
g′(s)
([C(σ tε(s))− C(σε(t))],∇(εθ + wε(t))⊗ ∇w ′ε(t))= 0. (3.14)
Clearly,
(
	2wtε(s) − 	2wε(t),w ′ε(t))
= (	2wtε(s) − 	2wε(t),w ′ε(t) − w ′ tε(s))+ (	2w ′ tε(s) − 	2wε(t),w ′ tε(s)). (3.15)
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−1
2
∂
∂t
a
(
wtε(s) − wε(t))− ∫
Γ1
[(
w ′ tε(s) − w ′ε(t))B2(wtε(s) − wε(t))
− ∂
∂ν
(
w ′ tε(s) − w ′ε(t))B1(wtε(s) − wε(t))
]
dΓ. (3.16)
In the same way, the second term on the right-hand side of (3.15) equals
−1
2
∂
∂s
a
(
wtε(s) − wε(t))
+
∫
Γ1
[
w ′ tε(s)B2
(
wtε(s) − wε(t))− ∂
∂ν
(
w ′ tε(s)
)B1(wtε(s) − wε(t))
]
dΓ. (3.17)
Therefore, from (3.15)–(3.17), we have
(
	2wtε(s) − 	2wε(t),w ′ε(t))
= −1
2
∂
∂t
a
(
wtε(s) − wε(t))− 1
2
∂
∂s
a
(
wtε(s) − wε(t))
+
∫
Γ1
[
w ′ε(t)B2
(
wtε(s) − w(t))− ∂w ′ε(t)
∂ν
B1
(
wtε(s) − wε(t))]dΓ. (3.18)
Consequently, we conclude that
∞∫
0
h′(s)
(
	2wtε(s) − 	2wε(t),w ′ε(t))ds
= −1
2
∂
∂t
∞∫
0
h′(s)a
(
wtε(s) − wε(t))+ 1
2
∞∫
0
h′′(s)a
(
wtε(s) − wε(t))
+
∞∫
0
h′(s)
∫
Γ1
[
w ′ε(t)B2
(
wtε(s) − wε(t))− ∂w ′ε(t)
∂ν
B1
(
wtε(s) − wε(t))]dΓ ds. (3.19)
Summing (3.13) and (3.14), using (3.19) and the boundary conditions (3.3) together with the sym-
metric of σ(t) yields
1
2
d
dt
[∥∥u′ε(t)∥∥2 + ∥∥w ′ε(t)∥∥2 + γ ∥∥∇w ′ε(t)∥∥2 + g∞(C(σε(t)),σ ε(t))+ h∞a(wε(t))
−
∞∫
0
h′(s)a
(
wtε(s) − wε(t))ds
]
+
∞∫
0
g′(s)
([C(σ tε(s))− C(σε(t))],σ ′ε(t))ds
+ 1
2
∞∫
h′′(s)a
(
wtε(s) − wε(t))= 0. (3.20)0
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(C(σ tε(s))− C(σε(t)),σ ′ε(t))= (C(σ tε(s))− C(σε(t)),σ ′ε(t) − σ ′ tε(s))
+ (C(σ tε(s))− C(σ(t)),σ ′ tε(s)). (3.21)
Thus
∞∫
0
g′(s)
([C(σ tε(s))− C(σε(t))],σ ′ε(t))ds
= −1
2
d
dt
∞∫
0
g′(s)
(C(σ tε(s))− C(σε(t)),σ tε(s) − σε(t))ds
+ 1
2
∞∫
0
g′′(s)
(C(σ tε(s))− C(σε(t)),σ tε(s) − σε(t))ds. (3.22)
We insert (3.22) into (3.20) to conclude the proof. 
Lemma 3.4 (Korn’s inequality). A domain Ω in R3 is an open, bounded, connected subset of R3 with Lipchitz-
continuous boundary Γ = ∂Ω . Let Γ0 be a measurable subset of the boundary Γ such that areaΓ0 > 0. There
exists a constant c(Ω,Γ0) such that
‖u‖1,Ω  c(Ω,Γ0)
∥∥e(u)∥∥0,Ω, for all u ∈ H1(Ω) vanishing on Γ0.
Proof. See Theorem 1.1(2) in [4]. 
Lemma 3.5. If (uε,wε) is the solution of system (2.1)–(2.5). Then
∥∥uε(t)∥∥1,Ω  c, ∥∥wε(t)∥∥2,Ω  c.
Proof. Applying Lemmas 3.1 and 3.3, we obtain
∥∥wε(t)∥∥22,Ω  ca(wε(t)) cEε(0) c,
which implies
{
wε(t)
}
ε>0 is bounded in L
∞(0, T ; H2(Ω)).
Thus
{∇wε(t)}
ε>0 is bounded in L
∞(0, T ; H1(Ω)).
Combining with embedding relation H1(Ω) ↪→ Lp(Ω), p  2 yields
{ {∣∣∇wε(t)∣∣2}
ε>0 is bounded in L
∞(0, T ; L2(Ω)),{
wεwε (t)
}
is bounded in L∞
(
0, T ; L2(Ω)). (3.23)x y ε>0
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σε =
(
σε11 σ
ε
12
σε21 σ
ε
22
)
, (3.24)
where
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
σε11 = uεx +
1
2
∣∣(εθ + wε)x∣∣2 − 12
∣∣(εθ)x∣∣2,
σ ε22 = vεy +
1
2
∣∣(εθ + wε)y∣∣2 − 12
∣∣(εθ)y∣∣2,
σ ε12 = σε21 =
1
2
[
uεy + vεx +
(
εθ + wε)x(εθ + wε)y − (εθ)x(εθ)y].
(3.25)
Using Lemmas 3.1 and 3.3, we have
∫
Ω
2∑
i, j=1
∣∣σεi j ∣∣2 dΩ  c(C(σε),σ ε) cEε(0) c.
Combining with (3.23) yields
{ {
uεx
}
ε>0 and
{
vεy
}
ε>0 are bounded in L
∞(0, T ; L2(Ω)),{
uεy + vεx
}
ε>0 is bounded in L
∞(0, T ; L2(Ω)). (3.26)
Applying Lemma 3.4, we get from (3.26) that ‖uε(t)‖1,Ω  c. 
4. The proof of main result
Applying Lemmas 3.3, 3.5 and noticing the deﬁnition of Eε(t), we have
{
uε(t)
}
is bounded in L∞
(
0, T ; H1(Ω)), (4.1){
vε(t)
}
is bounded in L∞
(
0, T ; H1(Ω)), (4.2){
u′ε(t)
}
is bounded in L∞
(
0, T ; L2(Ω)), (4.3){
v ′ε(t)
}
is bounded in L∞
(
0, T ; L2(Ω)), (4.4){
wε(t)
}
is bounded in L∞
(
0, T ; H2(Ω)), (4.5){
w ′ε(t)
}
is bounded in L∞
(
0, T ; H1(Ω)). (4.6)
From (4.1)–(4.6), there exist sequences (which will be denoted by the same symbol) and functions
u, v , w (which depend on x, y and t) such that
uε
∗
⇀ u weak-star in L∞
(
0, T ; H1(Ω)), (4.7)
vε
∗
⇀ u weak-star in L∞
(
0, T ; H1(Ω)), (4.8)
u′ε ∗⇀ u weak-star in L∞
(
0, T ; L2(Ω)), (4.9)
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(
0, T ; L2(Ω)), (4.10)
wε
∗
⇀ w weak-star in L∞
(
0, T ; H2(Ω)), (4.11)
w ′ε ∗⇀ w weak-star in L∞
(
0, T ; H1(Ω)), (4.12)
as ε → 0.
Applying Aubin compactness lemma (see [25]), from (4.11)–(4.12), we obtain
wε → w strongly in L∞(0, T ; H2−δ(Ω)), ∀δ > 0, as ε → 0, (4.13)
which implies
∇wε → ∇w strongly in L∞(0, T ; H1−δ(Ω)), as ε → 0. (4.14)
Recalling
H1−δ(Ω) ↪→ L4(Ω). (4.15)
Combining with (4.14) yields
∇wε → ∇w strongly in L∞(0, T ; Lp(Ω)), as ε → 0. (4.16)
Therefore
∣∣∇wε∣∣2 → |∇w|2 strongly in L∞(0, T ; L2(Ω)), as ε → 0. (4.17)
From (4.7)–(4.8), we have
uεx + vεy
∗
⇀ ux + v y weak-star in L∞
(
0, T ; L2(Ω)), as ε → 0. (4.18)
Introduce the following notations
F ε = uεx + vεy +
1
2
∣∣∇(εθ + wε)∣∣2 − 1
2
∣∣∇(εθ)∣∣2, F = ux + v y + 1
2
|∇w|2. (4.19)
Then, the above relations (4.17)–(4.18) show
F ε
∗
⇀ F weak-star in L∞
(
0, T ; L2(Ω)), as ε → 0. (4.20)
Introduce the notations σεi j as in (3.25) and
σ11 = ux + 1
2
|wx|2, σ22 = v y + 1
2
|wy|2, σ12 = σ21 = 1
2
(uy + vx + wxwy). (4.21)
Then (4.16)–(4.18) show
σεi j
∗
⇀ σi j weak-star in L
∞(0, T ; L2(Ω)), as ε → 0. (4.22)
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C(σ ε) that
C(σε)= α
{
μ
(
σε11 + σε22 0
0 σε11 + σε22
)
+ (1− μ)
(
σε11 σ
ε
12
σε21 σ
ε
22
)}
,
which implies
C[σε]∇(εθ + wε)=
(
Dε1
Dε2
)
, (4.23)
where ⎧⎨
⎩
Dε1 = α
[
μF ε
(
εθ + wε)x + (1− μ)(σε11(εθ + wε)x + σε12(εθ + wε)y)],
Dε2 = α
[
μF ε
(
εθ + wε)y + (1− μ)(σε21(εθ + wε)x + σε12(εθ + wε)y)]. (4.24)
Using (4.16), (4.20) and (4.22), we deduce that
⎧⎨
⎩
F ε
(
εθ + wε)x ∗⇀ F wx weak-star in L∞(0, T ; Lq(Ω)),
F ε
(
εθ + wε)y ∗⇀ F wy weak-star in L∞(0, T ; Lq(Ω)), (4.25)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
σε11
(
εθ + wε)x ∗⇀ σ11wx weak-star in L∞(0, T ; Lq(Ω)),
σ ε12
(
εθ + wε)y ∗⇀ σ12wy weak-star in L∞(0, T ; Lq(Ω)),
σ ε21
(
εθ + wε)x ∗⇀ σ21wx weak-star in L∞(0, T ; Lq(Ω)),
σ ε22
(
εθ + wε)y ∗⇀ σ11wx weak-star in L∞(0, T ; Lq(Ω)),
(4.26)
as ε → 0, for any 1 q < 2.
Thus
C[dεi j]∇(εθ + wε) ∗⇀
(
D1
D2
)
weak-star in L∞
(
0, T ; [Lq(Ω)]2), (4.27)
as ε → 0, for any 1 q < 2 with
D1 = α
[
μF wx + (1− μ)(σ11wx + σ12wy)
]
, D2 = α
[
μF wy + (1− μ)(σ21wx + σ12wy)
]
.
In the similarly way, we conclude that
∞∫
0
g′(s)C[σ tεi j (s)]ds∇(εθ + wε(t)) ∗⇀
∞∫
0
g′(s)
(C[σ ti j(s)]ds∇w(t))
weak-star in L∞
(
0, T ; [Lq(Ω)]2), (4.28)
as ε → 0, for any 1 q < 2.
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u′′ε = Div
{
C[σε(t)]+
∞∫
0
g′(s)C[σ tε(s)]ds
}
.
Combining with (4.22), we have that there exist subsequences (still denoted by the same symbol)
such that
u′′ε ∗⇀ u′′ weak-star in L∞
(
0, T ; [H−1(Ω)]2), as ε → 0. (4.29)
Eq. (2.2) can be written as
(I − γ	)w ′′ε = −	2wε − 	2
∞∫
0
h′(s)wtε(s)ds + div[Nε∇(εθ + wε)]. (4.30)
Combining with (4.5) and (4.25), we have that there exist subsequences (still denoted by the same
symbol) such that
w ′′ε ∗⇀ w ′′ weak-star in L∞
(
0, T ; L2(Ω)), as ε → 0. (4.31)
Now, we can pass to the limit as ε → 0 in (2.1)–(2.2) to conclude (u,w) is a weak solution of
u′′(t) −DivN(t) = 0 in Ω × (0,∞), (4.32)
w ′′(t) − γ	w ′′(t) + 	2w(t)
+ 	2
∞∫
0
h′(s)wt(s)ds − div[N(t)∇w(t)]= 0 in Ω × (0,∞), (4.33)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N(t)ν = 0 on Γ1 × (0,∞),
B1w(t) + B1
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
B2w(t) − γ ∂νw ′′(t) + B2
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
(4.34)
with σ(t) = e[u(t)] + f (∇w(t)).
It remains to prove that (u,w) verify the initial data. In view of (4.1)–(4.4), (4.29) and Aubin–Lions
compactness lemma, we have
uε(t) → u strongly in C([0, T ]; [L2(Ω)]2),
u′ε(t) → u′ strongly in C([0, T ]; [H−1(Ω)]2), as ε → 0.
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uε(0) → u(0) strongly in [L2(Ω)]2,
u′ε(0) → u′(0) strongly in [H−1(Ω)]2, as ε → 0,
which imply u(0) = u0, u′(0) = u1.
In view of (4.5)–(4.6) and Aubin–Lions compactness lemma, we have
wε(t) → w(t) strongly in C([0, T ]; H1(Ω)).
Thus
wε(0) → w(0) strongly in H1(Ω),
which implies w(0) = w0.
In order to prove that w ′(0) = w1, we will use Eq. (4.30). Since {wε} is bounded in L∞(0, T ;
H2(Ω)) then {	2wε} is bounded in L∞(0, T ; H−2(Ω)). We already know (see the analysis of (4.24))
that the term {Nε∇(εθ + wε)} is bounded in L∞(0, T ; [Lq(Ω)]2) for all 1 q < 2. Consequently, it is
also bounded in L∞(0, T ; [H−δ(Ω)]2) for any δ > 0. It follows that {div[Nε∇(εθ + wε)]} is bounded
in L∞(0, T ; H−1−δ(Ω)). According to (4.30), {w ′′ε} is bounded in L∞(0, T ; L2(Ω)). By Aubin–Lions
compactness lemma, we can extract a subsequence of {wε} such that
w ′ε → w ′ strongly in C([0, T ]; L2(Ω)), as ε → 0.
Thus
w ′ε(0) → w ′(0) strongly in L2(Ω), as ε → 0,
which yields w ′(0) = w1.
5. Comments
The convergence above hold along suitable subsequences. However, taking into account that the
limit (u,w) as been identiﬁed as the unique solution of limiting problem, we deduce that the whole
family converges as ε → 0.
We have considered here the case where the initial data (u0,u1,w0,w1) and (ϑ(s),χ(s)) do not
depend on the parameter ε. It is easy to see that the same results hold if we consider the sequences
(u0,ε,u1,ε,w0,ε,w1,ε) and (ϑε(s),χε(s)) such that
(
u0,ε,u1,ε
)
⇀
(
u0,u1
)
weakly in
[
H2(Ω)
]2 × [H1(Ω)]2,(
w0,ε,w1,ε
)
⇀
(
w0,w1
)
weakly in H3(Ω) × H2(Ω),(
ϑε(s),ϑ ′ε(s)
) ∗
⇀
(
ϑ(s),ϑ ′(s)
)
weak-star in L∞c
(−∞,0; H2 × H1),(
χε(s),χ ′ε(s)
) ∗
⇀
(
χ(s),χ ′(s)
)
weak-star in L∞c
(−∞,0; H3 × H2),
as ε → 0.
In [19], we have proved that the energy functional associated with the model treated in this
manuscript decays exponentially to zero as time goes to inﬁnity. On the similar way, the same re-
sult in [19] can be obtained as time goes to inﬁnity and the parameter approaches zero.
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