Introduction
Around 1980, many northern and western European countries reached their peak in female-male differences in life expectancy at birth. During the following two decades, these gender differences 1 started to decline, particularly in Norway, Sweden, Denmark, the Netherlands and the UK. Female-male differences in life expectancy at birth dropped in these countries between 1.3 and 2.0 years, i.e., from between 6 and 7 years to between 4 and 5 years (Council of Europe 2003) . Several authors have related this narrowing of the gender mortality gap to the significant changes that during the same period occurred in the life style, education, family roles and employment of women (see e.g., Annandale and Hunt 2000 for a review). Nowadays, women are almost as likely as men to be employed, and educational levels have converged with those of men. Changes in employment and education have been accompanied by changes in the family and household situation of women: the number of children per woman has decreased, more women remain childless, childbearing is postponed, marriage rates have decreased, and divorce rates increased. The domestic division of labour has partly adapted to the changes in women's paid employment and as a consequence, gender differences in time spent in housework have decreased.
Although the changes in the role and position of men and women have affected all countries in northern and western Europe, the extent of and the speed in the changes in the position of men and women vary considerably between regions. Changes in the position of women could spread more rapidly in areas that are both culturally and socially receptive to these changes. The geographic variation in, for example, female employment rates, family and household situation and educational level might have led to geographic variation in the size of the mortality gap between men and women. The effect of the changing position of men and women on the gender gap in mortality might empirically be tested by using information about various indicators of the position of men and women for geographical units on one hand and about male/female mortality levels on the other. This can be done by using information on one point in time and by studying changes over time in both the gender and mortality indicators. Examples of studies along these lines include work by Kawachi et al. (1999) at the US state level and Anson (2003) on Belgium municipalities. In our study, we use regional data for the Netherlands to analyse the factors behind the changing male/female mortality gap. We study a period with the highest gender differences in life expectancy and compare that with the period 1996-99, in which gender differences had decreased strongly. In terms of regional mortality differences in the Netherlands, "the geographical variation in mortality is still not negligible" (Mackenbach et al. 1991) , although there has been a tendency towards a convergence. We also study the changes between these two cross-sections. To link the changes in the position of women to changes in gender differences in mortality, we take a series of hypotheses formulated by Waldron (2000) as our starting point. These hypotheses particularly relate to gender-specific changes in smoking behaviour, labour force participation, emancipation, and general role modernisation.
In what might be called a "Smoking Hypothesis", Waldron suggested that the trends in gender differences in cigarette smoking have been a major cause of the trends in gender differences in mortality. Since the 1980s, in many countries gender differences in smoking have decreased and this is seen as a factor contributing to the decrease in gender differences in mortality due to lung cancer and chronic obstructive pulmonary disease.
A second hypothesis suggests that decreasing gender differences in labour force participation result in decreasing gender differences in mortality. This hypothesis assumes that women who are employed experience increased mortality risks because they are exposed to occupational hazards and job stresses, and are more prone to adopt risky behaviours such as heavy drinking and smoking, due to increased independence and personal income.
A related hypothesis, which Waldron called the Women's Emancipation Hypothesis, proposes that the changes in female roles and a general liberalisation of norms concerning women's behaviour have resulted in decreasing gender differences in health-related behaviour and consequently have decreased gender differences in mortality. Increased participation by women in the labour force is assumed to have had indirect effects on women's health-related behaviour, contributing to a general shift in cultural norms and to a relaxation of restrictions on women's behaviour. A point in case is the decreasing social disapproval of women smoking, consuming alcohol and driving.
A more general hypothesis, the Gender Roles Modernisation Hypothesis, assumes that fundamental aspects of traditional gender roles have interacted with recent changes in socio-economic, cultural and material conditions to influence behavioural trends. To illustrate this hypothesis, Waldron refers to trends in time devoted to housework. Due to decreased childbearing, increased female labour force participation, greater proportions of children living with only their mothers and changes in allocation of time by parents who live with children, the gender differences in time devoted to employment and housework have decreased. Yet there appears to have been little change in gender differences in time devoted to child care, which continues to be seen primarily as the responsibility of women. A second example relates to health behaviour. Women are more likely to adopt health-related behaviours that are seen as compatible with traditional female roles. Thus, since heavy drinking may interfere with a woman's ability to meet traditional female roles in child care and sexual restraint, women are not expected to adopt heavy drinking and therefore gender differences in heavy drinking are not expected to decrease; on the other hand, women's driving serves many functions within the family and thus one might expect to see increases in women's driving and decreases in gender differences in driving. Female road exposure is also likely to augment due to the disruption of traditional values and the ensuing role ambiguity that has allowed women to integrate into the world of work and social life outside the family. This will as a consequence result in convergence over time in male and female deaths in traffic accidents (Pampel 2001 ).
The analysis is split into three parts. First, we describe the regional differences in the gender gap in life expectancy for the early 1980s and late 1990s and the age groups and causes of death that were responsible for these differences. Next, we test cross-sectionally for the two periods our assumption that the emancipation of Dutch women in work and social life outside the family has been detrimental to their health. This is done by analysing the association between regional differences in the gender mortality gap and regional differences in genderinequality-related factors that have been selected from the theoretical framework developed by Waldron (2000) . We finish our analysis by investigating changes in regional gender differences over time. A map of the regions that are analysed is given in Figure 1 . Despite the small size of the country, the Netherlands has historically shown regional diversity in its cultural, social and economic characteristics. Until the 1960s, religion had a prominent position in Dutch society, whereby Catholics, Protestants (Orthodox-Calvinists and Dutch Reformed) and an increasing group without religious affiliation tended to be concentrated in distinct parts of the country (Sobotka and Adigüzel 2002) . Each denomination provided a comprehensive institutional framework, with distinct schools, media, political parties and community organisations. This compartmentalisation has shaped the attitudes and regulated the behaviour of its members towards for example sexuality and gender roles that subsequently influenced their socio-demographic behaviour. For instance, the area that stretches from the north to the southwest of the Netherlands contains most of the religious and conservative Protestant municipalities of the so-called "Bible Belt" that throughout most of the 20th century were characterised by higher fertility levels, lower divorce rates and lower mortality than what was average for the country. The Randstad area in the west 2 , the economic and cultural centre of the country which is wealthier, more urbanised and culturally more diverse, is strongly secularised, contains a higher proportion of immigrants, and has lower fertility (Mackenbach et al. 1990; Mackenbach and Kunst 1995; Sobotka and Adigüzel 2002; RPD 1999) . The south was until recently predominantly Catholic and poorer, two factors that have been associated with higher mortality in this part of the country since the late 19th century (Van Poppel 1992; Mackenbach et al. 1991) .
Regional diversity in the relative position of men and women in the Netherlands also remains present. This applies to a variety of factors that have a potential effect on mortality differences between men and women. Smoking is by far the most important of these. Valkonen and Van Poppel (1997) estimated that in 1970-74 of the 5.2 years that the life expectancy at age 35 differed between men and women, 3.8 years out could be attributed to smoking. In 1985-89 this had declined to 3.2 years, even though the total difference had increased to 6.0 years. Geographic differences in relative smoking levels of men and women clearly exist. For instance, in 1972 male smoking levels were highest in the south and east of the country, while for women the highest levels were found in the west and northwest. The resulting gender differences in smoking were typically lowest north and west of Amsterdam (just 9% in IJmond in 1972 and 1% in Amsterdam in 1980) and highest in a zone stretching from the northeast of the country to the southwest (the excess male smoking prevalence in ZeeuwsVlaanderen was 48% in 1972 and still 35% in 1980). 2 This is the name given to a large, almost contiguous, horseshoe-shaped area with a polynuclear structure in the west of the Netherlands. It comprises the agglomeration of the four largest cities (Amsterdam, Rotterdam, The Hague and Utrecht), as well as a number of smaller cities. The 1999 population was about 6 million within an area of approximately 4500 km 2 .
The position of women in the labour force showed a greater convergence with men. In 1973 the highest levels of female labour force participation, up to 24% of the working-age population, were found in the Randstad, compared to less than 15% in several northern regions. By 1981 this had increased to 39% and 25%, respectively. As male labour force participation levels only increased slightly during this period (from 68% to 72% for the country as a whole), gender differences declined. During the 1980s and 1990s female levels continued to increase quite substantially across the country. As male rates increased on average just by a few percentage points, the ensuing gender differences declined further still. The lowest gender differences in labour force participation are currently found in the larger urban regions of the west, though still with a male excess of at least 15%.
The family position of men and women also changed over time. For instance the increase in the proportion of divorced persons aged 45-74 between the early 1980s and the late 1990s, affected women more than men. The largest gender discrepancies were found in the Randstad, where absolute levels of divorce were highest during both periods (e.g., in Groot-Amsterdam in 1996-99 17.5% of the female population aged 45-74 were divorced, compared to 14.7% among men.
Another family-related indicator that could have an effect on mortality differences between men and women is the fertility level: a higher level of fertility would suggest that, on average, gender roles and values were more traditional, which could inhibit women from adopting certain risky behaviours. Even in the 1960s there were still marked differences in fertility levels. This was particularly the case between the most urbanised regions of the Randstad (the period total fertility rate/TFR in the Amsterdam area was just 2.2) and the "BibleBelt" (with a maximum value of 3.9 in Zuidwest-Friesland). The TFRs for 1985 were used for the second study period. Both absolute fertility and regional differences had declined, but the regional pattern was similar. Fertility rates were between 1.3 children per childbearing women in Groot-Amsterdam and 1.9 in Noord-Overijssel.
Material and methods
The data used refers to 40 so-called 'COROP' regions in the Netherlands. These are statistical regions between the administrative levels of the province and the municipality. The median population size was about 270 thousand inhabitants in 1980 and 317 thousand in 1999. 3 This subdivision, which was introduced in the early 1970s, is based on the relationship between one central (urban) place and the surrounding area that is focused on this central place (or node) (Vliegen 1999) . The numbers of deaths by age, sex, year of death, region of residence and cause of death were extracted from a large data file supplied by Statistics Netherlands (CBS). Causes of death were selected based on the level of sex differences in mortality (a male/female mortality ratio of 1.5 or more) and a minimum number of deaths (at least 1% of all deaths). This resulted in the selection of five of the most important cause-of-death groups plus eight specific diseases for the initial analysis. During the time period covered, deaths were classified according to two different International Classifications of Diseases (ICD-9 for the period 1980-83 and ICD-10 for the period 1996-99). The change in cause-of-death classification in 1996 did not have any significant effect on the mortality trend of the causes of death relevant for this research (see Figure  Annex 1 ). The selected causes of death and corresponding ICD codes are given in Table 1 . * Pertains to gender-specific total # Although these two causes did not record a sex ratio of more than 1.5, the reason for their inclusion was that they both contributed almost 10% of all deaths. ^ Not in study In order to reduce random fluctuations in the regional figures, data were aggregated into two four-year periods: 1980-83, and 1996-99. The data distinguished seven age groups: <1, 1-24, 25-44, 45-64, 65-74, 75-84 and 85+ . Details of the total population at risk by sex and age were obtained from unpublished CBS data. For each of the two cross-sections as well as between the two periods male-female mortality differences were analysed using the method of Pollard (1989) that decomposes differences in life expectancy at birth in terms of years of life into specific age-and cause-of-death-specific contributions.
The exogenous variables chosen for the multivariate analysis were obtained from various sources and publications mainly by CBS (see Table Annex 1). They may be distinguished into four types, the first three of which are indicative of the changes that have occurred in the position of men and women and may therefore shed some light on the observed changes in gender differences in mortality. These are a) socioeconomic factors that relate to the changing employment and educational status of men and women (unfortunately, no reliable data could be obtained on sex-specific income levels for regions); b) factors that are associated with familial gender roles (fertility levels and divorce); and c) behavioural factors (smoking, alcohol consumption and three driving-related indicators). As no agespecific smoking data could be obtained, we used gender differences in lung cancer mortality for several of the analyses. Lung cancer is considered to be a good alternative as it is almost exclusively caused by smoking and therefore a good indicator of smoking intensity (Barendregt et al. 2002) . Finally, we used information on some contextual factors that might confound the regional gender differences in mortality: wage and income inequality (see e.g., Kennedy et al. 1996) , indicators of relative deprivation (see e.g., Phillimore et al. 1994) , urbanisation level (see e.g., Mackenbach and Kunst 1995) , religious beliefs (see e.g., Jarvis and Northcott 1987) and ethnic composition (see e.g., Van Wersch et al. 1997) . 4 4 The variables overcrowded housing, urbanisation and the proportion of ethnic minorities were excluded from the multivariate analysis due to a high (>0.8) zero-order correlation with one or more of the other variables. Urbanisation remained in the analysis for traffic accidents on the theoretical ground that higher urbanisation would be associated with better roads, more public transport and therefore fewer fatal traffic accidents with lower sex differences. As the variable divorce was highly associated with urbanisation it was excluded from this analysis. The proxy for income inequality was excluded from all analyses due to measurement bias, because the highest levels were often found in the wealthiest regions with low levels of deprivation and favourable mortality. Indeed, the literature suggests that the Gini coefficient may be more useful when testing the effects on health of extreme deprivation (Kennedy et al. 1998) . Instead, an index of deprivation was constructed similar to that of Phillimore et al. (1994) by aggregating the standardised z-scores of three non-gender-specific variables that reflect distinctive aspects of material well-being, namely unemployment, housing tenure and the availability of central heating. Lack of data on total alcohol consumption prevented its effect on lung cancer to be tested. Finally, it was decided to eliminate the variable gender differences in unemployment from all analyses after none of the multivariate results showed any significant effect on gender differences in mortality. One reason could be because of low gender As for many of these indicators no time series data could be obtained or reconstructed, the analysis is restricted to a comparison between the periods 1980-83 and 1996-99 and an analysis of the change over time 5 . Given the time lag that exists between exposure and outcome, earlier data were obtained for a number of socioeconomic and gender-role variables 6 . In some instances the information on the independent variable applied to the same cohort for which information on the dependent variable was available at a later moment in time 7 . Summary statistics of the final variables are listed in Table 2 .
Ordinary least squares (OLS) regression was used to examine the statistical associations between the indicators of the changing social and economic position of men and women and gender differences in mortality for each region and period. Gender differences in mortality were measured by the age-and causespecific contributions to the gender differences in life expectancy. Although none of the remaining variables showed a zero-order correlation of more than 0.8 with any other individual variable (see Table 3 ), regressor variables may still show severe multicollinearity, a condition that complicates estimating the separate effects of each variable via regression analysis. As this did not appear to be the case after analysing the Variance Inflation Factors 8 no other variables were removed from the analysis, while for the multivariate regression analysis the stepwise technique 9 could be employed in order to obtain reduced models that differences in unemployment, meaning that only a very strong effect of unemployment on mortality at the individual level could provoke an effect at the regional level.
5
With regard to the latter, we controlled for the average gender difference in mortality between the two periods. This was to adjust for the possible bias of regression towards the mean, as regions with high levels of gender inequality in mortality in 1980-83 are statistically more likely to experience larger declines in gender differences in mortality than regions with already low levels of gender inequality.
6
No time lags were considered for traffic accident mortality. This led to the exclusion of the variable secondary sector employment from this analysis because no data could be obtained for the second cross-section, while the lack of sex-specific COROP data on total consumption patterns meant that the effect of alcohol on sex differences in traffic accidents could not be tested.
7
For example, the effect of labour force participation and unemployment among 35-64 year olds in, respectively 1973 and 1987, was tested on mortality among 45-74 year olds in 1980-83 and 1996-99. 8 Variance Inflation Factor scores (VIFs) will be quite large if the regressor variable has a strong linear association with the remaining regressors. This supplies the user with an indication of which coefficients are adversely affected and to what extent. In case a VIF score exceeds 10 one should consider variable deletion to combat the problem (see also Myers 1990 ). The test for multicollinearity was carried out for the sex difference analyses only, as the same variables were later used in the sex-specific analyses in order to be able to compare the results.
only include statistically significant variables. 10 The robustness and reliability of the model was verified by comparing the regression coefficients with the model that included all variables. It was decided not to reduce the number of variables by creating a small set of scales because of the difficulties for both the interpretation and comparability of the generated components.
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Although the inherent presence of multicollinearity did allow several variables either to become significant or insignificant after excluding those variables that observed the least association with the dependent variable, changes in the regression coefficient were generally small and on no occasion did the direction of the association between a significant variable and a mortality indicator change. 
Results
4.1 Regional changes in the female/male mortality gap and changes in the mortality sex ratio
Although life expectation increased for both sexes, the male-female mortality gap declined in the Netherlands between 1980-83, the peak period of excess male mortality, and 1996-99. Gender differences between regions varied between 5.8 and 7.3 years in 1980-83 and 4.9 and 6.4 years in 1996-99. With a few exceptions, regions in the south of the country displayed the smallest differences in the earlier period and regions in the northwest and west in the latter period. There was no unequivocal geographical pattern of large gender differences in life expectancy.
Between the early 1980s and the late 1990s, male and female life expectancy increased in all studied regions. With the exception of one region (ZeeuwsVlaanderen), the increase in life expectancy between the two periods was larger everywhere for men than for women. For the entire country, men closed the gap on women in the life expectancy at birth by 1.2 years. In central and western parts of the country the decline in the gender gap ranged between 1.4 and 2.0 years, while in all southern regions it was less than average.
Age groups 45-64 and 65-74 were mainly responsible for gender difference in life expectancy in the first period, each age group contributing just over two years (61% of the total difference; see Table 4 ). In the period 1996-99, this age pattern had shifted, as the highest contributions were found among age groups 65-74 and 75-84. The contributions were 1.7 and 1.5 years, respectively, equalling 57% of the total difference in life expectancy at birth between men and women.
In terms of causes of death, diseases of the circulatory system contributed most to excess male mortality in the period 1980-83 (2.9 years), particularly ischaemic heart disease (IHD) (2.1 years).
12 Cancer followed with 1.8 years, lung cancer being the largest contributor within this cause-of-death category (1.5 years), although the two groups of cancers that only affect women, i.e., breast cancer 13 and cancer of the female genital organs, reduced excess male mortality by no less than 0.9 years. Prostate cancer was responsible for 0.3 years of the excess male mortality. The third major group was external causes of death. Just over half of the 0.6 years that this group contributed to the higher life expectancy of women was from traffic accidents. Diseases of the respiratory system were responsible for a similar part of the total life expectancy difference as external causes.
The absolute contributions of the most important causes of death to the gender difference in life expectancy in 1996-99 were lower than in the first period. The Cause-of-death results relate to the total for all ages.
13
The average number of male deaths for breast cancer is very small (about 30 per year).
rank order of the causes of death remained similar. Circulatory system diseases contributed 2.1 years, cancer 1.5 years, followed by diseases of the respiratory system (0.7 years) and external causes (0.5 years).
There were also spatial variations in the contribution that each cause of death made to the difference in gender mortality. As for IHD, the northern regions showed the largest gender differences in both periods while the west and southwest of the country showed the least. A similar pattern was found for traffic accidents. Gender mortality differences from both lung cancer and respiratory system diseases were highest in the southwest and lowest in the north and west (1996-99) of the country.
The difference between male and female mortality between the two periods declined in all but the last two age categories. The largest part of the decline in excess male mortality occurred between ages 45 to 74 (about 1.2 years). Concurrently, the gender-gap increased about a quarter of a year for those above age 75. In age group 0-44 mortality differences declined by a quarter of a year. In terms of causes of death, the largest contributors were IHD (0.9 years) and lung cancer (0.5 years), while traffic accidents made a small contribution (0.1 years). The aggregate of these three specific causes of death was actually greater than the total reduction of 1.2 years, as developments in the incidence of cancer of the female genital organs, other heart diseases, prostate cancer, chronic lower respiratory diseases and suicide actually all slightly enhanced the female advantage, though each less than 0.1 years.
As developments in IHD, lung cancer and traffic accident mortality caused a decline in mortality differences between females and males, we limited our further analyses to these three causes of death. The aetiology of these diseases already indicates that behavioural factors play an important role in this changing pattern. 
Note:
Only the main cause of death categories and those causes used in the multivariate analyses (in italics) are shown. Age-specific contributions less than ± 0.05 are not given. Sum of parts may not add up to total due to rounding.
When the decline in the female advantage in life expectancy between the two periods is decomposed into contributions from lung cancer, IHD and traffic accidents, the spatial pattern that arises diverges from the pattern observed for total mortality. A decline in excess male mortality due to lower incidence of lung cancer was particularly evident in the western regions. Here contributions were all -0.5 years or lower, while male lung cancer mortality compared to that of females only marginally improved in the north of the country (Figure 2a) . With respect to IHD, the pattern was somewhat different as most northern regions recorded the highest declines (Figure 2b ). Even so, the regions with the lowest declines still showed at least a half-year reduction of the female mortality advantage, thus indicating the importance of this cause of death in the general decline in gender differences in mortality. For traffic accidents, the results were less clear-cut. Figure 2c indicates that both the north and the west had regions that recorded close to no decline in gender differences in mortality as well as declines greater than -0.1 years in adjacent regions.
Cross-sectional multivariate analysis of the periods 1980-83 and 1996-99
Cross-sectional analyses were conducted for the periods 1980-83 and 1996-99. It should be noted that as it is a regression analysis of spatial units, spatial autocorrelation may cause a problem (Anselin 1988) . Spatial autocorrelation of the error terms in the regression equation occurs if omitted variables that affect mortality show a spatial pattern. In that case, the error terms are not independent, but correlated, whereby the correlation depends on the distance between the regions. We tested, using the model with all selected variables, irrespective of their significance, whether the residual terms were spatially correlated for each cause of death, but this turned out not to be the case and therefore standard multiple regression techniques could be employed.
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Total mortality
The multivariate results showed that the smoking proxy lung cancer contributed strongly to excess male mortality between ages 45 and 74 for the period 1980-83 (Table 5 2 ). Some support was also given to the effect of socioeconomic variables, as gender differences in both labour force participation and education were 1 This test was performed using a binary matrix of inter-regional linkages, whereby the link between neighbouring regions in the matrix is 1, and for non-neighbouring regions it is 0. + P < 0.20 * P < 0.10; ** P < 0.05; *** P < 0.01. In the analysis of sex differences the dependent variable is the contribution of the age-and cause-of-death category to the sex difference in years of life expectancy, with the COROP region as the unit of analysis (N=38).
Notes continue on the next page
Notes
As women have lower mortality rates than men with regard to the age-and cause-of-death categories selected for these analyses, this value is always positive. Therefore, a positive regression coefficient signifies that the higher the value of the independent variable, the larger the female advantage in life expectancy, i.e., the higher the excess male mortality. The interpretation becomes slightly more complicated when the independent variable is also a gender difference variable (i.e., the value for women subtracted by the value for men). For instance, a positive coefficient indicates that the higher the value for women compared to that for men (e.g., in both models for total mortality, the gains in life expectancy from lower lung cancer (i.e., less smoking)) or the lower the female deficit (as in the case of labour force participation in the 1980-83 model for IHD) the larger the gender difference in mortality.
In the sex-specific column for each period, the dependent variable is the difference in mortality between the national average and the COROP region, also expressed in terms of years of life expectancy. This value is positive when the region has lower than average mortality in this cause-of-death category. The dependent variable is more straightforward, as it pertains to the gender-specific value. Therefore, in the case of the 1980-83 total mortality model for men, higher labour force participation is associated with lower mortality. The model coefficient is positive, because lower mortality is expressed in terms of life expectancy. In the sex difference column for the analysis over time, the value of the dependent variable is usually negative, because females have lost part of their advantage in life expectancy over time, while gender differences in some of the independent variables are also converging, as women are catching up on men (e.g., regarding labour force participation in the model for total mortality), or the situation of women has become worse (e.g., regarding divorce in the model for IHD). In these cases, the values of the independent variables are mostly positive, as the gender difference in the earlier period is subtracted from the gender difference of the latter period. Hence, the model coefficients are for instance positive when the decline in female-male life expectancy differences was associated with an increase in the male value for the independent variable in comparison to the female value (e.g., lower gender differences in IHD as women lost ground in terms of gender differences in education).
In the sex-specific column for the analysis over time, the dependent variable related to the change over time in mortality of a region relative to the country's average, i.e., if a region improved more or weakened less than the average, the value of the dependent variable is positive. In terms of the multivariate analysis this means that a positive coefficient indicates that the relative improvement in life expectancy was associated with an increase (or a smaller decrease) in the independent variable. For instance, regions where lung cancer mortality declined more than average between 1980-83 and 1996-99, the TFR declined less than average between 1969 and 1985. b Equivalent to R 2 adjusted, which is lower than the standard R 2 as it takes into account those regressors that do not contribute to the explanatory power of the model. The value may be negative in poorly fitted models. c Education was included here even though it was only significant at the 0.2 level, because if data for the more appropriate age group 35-64 were to be included, it would have been significant at the 0.1 level. However, for comparative purposes this was not done, as no such data were available for the second study period. Regarding the other coefficients, there were few differences in the results if education for ages 15-64 or 35-64 were used, with the exception that wages would now also have been significant at the 0.1 level.
negatively associated with gender differences in total mortality, albeit only at the 20% significance level. In the sex-specific analyses we observe that labour force participation appeared to have protective properties for men, but a detrimental effect for women. Education only had an effect on female mortality, though a protective one. The gender role variables divorce and TFR made no contribution to the explanation of the male/female mortality gap. Of the contextual factors, wages appear to reduce gender differences in mortality (although the female coefficient is slightly higher, the male coefficient has a higher elasticity, i.e., income benefits male health more than that of females, thus reducing gender differences). Deprivation increased gender differences in total mortality as it appeared to be positively associated with female life expectancy. This suggests that it is not an accurate measure of relative deprivation for a country with little extreme deprivation (see also footnote 5). The main driving force behind the gender differences in total mortality in 1996-99 was smoking, TFR and wages. Although it appears that the sign of the coefficient for TFR is in the wrong direction, the sex-specific analysis indicated that higher fertility levels protected male, not female health. The result for wages was similar to the earlier period.
Lung cancer
Although the results seem to suggest that regional gender differences in smoking were not responsible for regional gender differences in lung cancer, a more likely explanation is that the smoking data are unreliable or unsuited for the analysis (e.g., no age-and cohort-specific data could be obtained). It is nonetheless possible to demonstrate the role of smoking in gender differences in lung cancer mortality in an indirect way, because each of the tested variables has a known smoking gradient.
In the analysis of 1980-83, two socioeconomic variables were associated with gender differences in lung cancer mortality. Gender differences in labour force participation were negatively associated with gender differences in lung cancer mortality, which according to the sex-specific analysis occurred because paid work increased male lung cancer more than that of women. Likewise, gender differences in middle and high-level education were negatively associated with female-male differences in lung cancer mortality, although the sex-specific analyses did not provide any further insights. One gender role factor was significant in this analysis, namely TFR. Although for both men and women a larger than average number of children in a region was associated with lower mortality about 15 years later, the effect was greatest among men, and thus gender differences in lung cancer were lowest in regions with higher levels of fertility. The contextual factors wages (protective for men and thus a lowering effect on male-female mortality differences) and religion (detrimental for men and thus an increasing effect on female-male mortality differences) were also important variables. With respect to the latter, this is consistent with similar regional studies on the association between religion and regional mortality differences in the Netherlands (e.g., Mackenbach and Kunst 1995) .
In the 1996-99 analysis, divorce was associated with smaller gender differences in lung cancer mortality, as it appeared to have a detrimental effect among women. Although no effect was found for men, the result was consistent with the literature. A study showed that the relative risk of dying from lung cancer for divorced women in comparison to married women was higher than for men (Joung et al. 1996) . Education, thought to lower the possible psychosocial need to smoke by increasing the knowledge on health-damaging behaviour and promoting self-esteem (Davey Smith et al. 1998) , was incorporated in the gender differences model because it was clearly associated with lower male lung cancer mortality and thus lower gender differences. The sex difference analysis also showed that deprivation was negatively associated with gender difference in lung cancer mortality.
Ischaemic heart disease
In both 1980-83 and 1996-99 gender differences in smoking (measured by the proxy lung cancer) were associated with gender differences in IHD mortality, although in the early 1980s there was no effect of regional smoking differences on the spatial pattern of female IHD. This is quite plausible, as smoking became widespread among women only later. During both periods the gender role factor TFR also appeared to play a significant role in the gender gap of IHD mortality. The apparent association, however, changed over time from positive due to a damaging effect for men (i.e., increasing gender differences), to negative, as in the latter period it appeared to protect men from certain health-damaging behaviour (thus narrowing gender differences). Of the socioeconomic factors, labour force participation protected against both male and female IHD mortality in the 1980-83 period, while in the analysis for 1996-99 none of the socioeconomic factors was significant. Regarding the contextual factors, in 1980-83 religion reduced the gender differences in IHD. The sex-specific analysis revealed that this was because religion appeared to protect males, but not females against IHD mortality. Also significant was the context variable wages in the 1996-99 analysis, as it appeared that in the more wealthy areas gender differences were smallest. Both sex-specific results revealed that income protected against IHD.
Traffic accidents
In the analysis of traffic accidents, mortality from all ages was included, as gender differences were particularly large below age 45. The exogenous variables were not lagged and pertained to the entire population or working-age population. Results showed that in the 1980-83 analysis higher fertility levels were associated with higher gender differences in traffic accidents. The sex-specific results indicated that this variable had a detrimental effect on male mortality, but not on female mortality. The context variable urbanisation was also significant, and had a narrowing effect on gender differences in traffic accident mortality. There was a positive association with survival among each sex, but this effect was larger for men. In the latter period, the number of cars per capita and urbanisation were the two only significant variables that could explain the gender differences in traffic accident mortality, even though the two other traffic variables included in this analysis, gender differences in average daily distance travelled and gender differences in holding a drivers' licence should have given more explanatory power as they were gender-specific variables. Nevertheless, cars per capita may still be a good proxy for gender differences in road exposure, as in family households with one car men are more likely than women to have one at their disposal, while among those who live alone, men have a higher disposable income than women, making it easier for them to own a car. Regarding the urbanisation variable, roads are often better and safer in high-density populations, where public transport is also more extensive. As these factors reduce the number of motor vehicle traffic accidents, it favours men more than women because their average level of displacement is higher (cf. the gender-specific coefficients 16 ).
4.3 The decline in the gender mortality gap between 1980-83 and 1996-99 The results of the analysis of changing gender differences over time for total mortality showed that the narrowing of the gender gap of mortality was greatest in regions with the largest declines in gender differences in labour force participation as well as secondary sector employment. This would suggest that the converging patterns in the workforce also entail coalescing patterns in occupational hazards and job stresses. No explanation could be given for the regional pattern in gender-specific characteristics that were observed. With regard to lung cancer, results showed that two of the four socioeconomic variables explained part of the decline in the gender difference in lung cancer, with the results for labour force participation and secondary sector employment being the same as for total mortality. With regard to the only gender role factor that was significant, the TFR, smaller declines in fertility were associated with larger declines in lung cancer differences between men and women. From the sexspecific analysis it seems that TFR has a protective effect on men but none on women. The only contextual factor that was significant was the religion proxy.
Results showed that the largest declines in gender differences in lung cancer occurred in those regions with the largest declines in the affinity for political parties with a religious basis. In the IHD-specific analysis, the decline in the gender mortality gap was associated with both gender role factors. In the case of the TFR, the association was opposite to that for lung cancer, i.e., larger declines in fertility were associated with larger declines in gender differences in IHD mortality. Sex-specific results revealed that regions with larger declines in fertility also observed a worsening in the level of female lung cancer mortality with respect to the country's average. There was no such effect among men. With regard to divorce, increases in excess female proportion of divorcees aged 45-74 were associated with a lowering of gender differences in IHD mortality in the same age group. This might be explained by the fact that a relative worsening in the level of female IHD mortality occurred in those regions with the highest increases of divorce, as indicated by the sex-specific analysis. The only significant context variable was religion, where the largest declines in IHD mortality differences occurred in areas with the lowest reduction in the affinity to a political party with a religious basis. The fact that this result is opposite to that of lung cancer may be because the less religious north of the country was the region where male IHD was last to decline (Mackenbach et al. 1990 ). The
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While strictly speaking elasticities ought to be calculated and compared when making such gender-specific comparisons, we assume that male and female urbanisation levels are similar.
analysis of traffic accident mortality showed no significant contribution of any of the labour force or gender role variables to the decline in male-female differences.
Only the context variable wages showed a small statistical association, with regions with the highest wage increases showing the smallest reduction in excess male traffic accident mortality. It should be mentioned that the poor explanation for the decline in gender differences in traffic accident mortality is likely due to the fact that regional differences were very small. To remove the possible effect of regression to the mean, the average gender difference in life expectancy of both periods was also included. This factor had a negative significant effect on both IHD and traffic accidents. It indicates that the larger the average gender differences in mortality for the earliest period, the larger the decline in the gender gap. While there were some minor alterations in the coefficients as a result of this additional factor, it did not change the models.
Additional insights into the decline in the gender mortality gap can be obtained when the coefficients of each period are compared. For example, we observed a significant decrease in the value of the TFR coefficients in the case of IHD mortality. During 1996-99, the regions with high fertility levels (i.e., more women fulfilling traditional gender roles) recorded the lowest difference in mortality while in the earlier period, TFR showed the opposite effect, as it changed from protecting women to protecting men. On the other hand, the association between urbanisation and traffic accident mortality changed little over time, both in terms of the sex differences analysis and the sex-specific one.
Summary and discussion
Between the periods 1980-83 and 1996-99, the gender gap in mortality declined in the Netherlands by -1.2 years. Particularly the 45-74 age group was responsible for the compression of this difference, whereas male-female mortality differences actually increased beyond age 75. IHD and lung cancer were the two largest causes of death responsible for the decline. Regional changes in the gender mortality gap for all causes ranged from +0.1 to -2.0 years.
The impetus for this search for an explanation of the changes in gender differences in mortality was a study by Waldron (2000) , who used several causal hypotheses to predict changing sex ratios in mortality. Although it is certain that at the ecological level her proposed hypotheses may prove difficult to be operationalised and tested in an unbiased manner, we feel that they can still contribute to the interpretation of our research findings. We therefore used her hypotheses to identify behavioural, socioeconomic and gender role factors for which we could obtain data and tested them for statistical association in a multivariate regression model. The models were also applied to the genderspecific data in order to ascertain if the association between a variable and the mortality indicator was the same for men as for women.
Even though the exogenous variables were carefully selected, it was not possible to provide an overall explanation of trends in gender differences in mortality that was in line with Waldron's hypothesis. We could show, though, how important smoking was in explaining gender mortality differences during each of the two study periods. Although we were not able to confirm this with gender-specific data on smoking prevalence, the role of smoking in gender differences in total and IHD mortality was demonstrated when using lung cancer mortality as a proxy. The lack of a direct association between smoking and lung cancer mortality was probably due to the fact that we lacked cohort and smoking intensity data and because of the relatively small time lag that we could consider (just 10 years in the 1980-83 analysis, while research indicates that a substantial decline in smoking levels would bring about a decline in lung cancer only approximately 30 years later (Ruwaard 1993) ).
Waldron suggested that the increased propensity of women to smoke (and to other types of behaviour with negative health effects) has been the negative consequence of interrelated changes in socioeconomic, cultural and material conditions that have contributed to female emancipation and the modernisation of gender roles which, in turn, has shifted cultural norms and relaxed restrictions on women's behaviour (Waldron 2000) . Our analysis provided support to the effect of other indicators for this gender role change, though not consistently. In both cross-sectional analyses the importance of one or both gender role variables was evident in three of the four models. With regard to the socioeconomic variables, one or two of the four tested were significant in each of the models for the 1980-83 analysis, an exception being made for traffic accidents. As this included labour force participation in the models for total mortality and lung cancer, it seems to contradict the suggestion made by Waldron that "trends in women's labour force participation have had little effect on trends in gender differences in health-related behaviour or mortality" (ibid., p. 174). Nevertheless, as socioeconomic variables were only once significant in the second period, there is the possibility of a change in pathways to almost exclusively gender role variables being associated with gender differences in mortality. In terms of changes in gender differences in mortality over time, both types of variables that were tested, i.e., socioeconomic and gender role ones, were simultaneously associated with declining gender gaps in lung cancer and IHD.
With regard to the premise by Pampel (2001) -that the disruption of traditional values and the ensuing role ambiguity which allowed women to integrate into the workforce and caused the convergence in male and female deaths in traffic accidents-a likely reason why the tested variables provided little support was that the gender differences in terms of life expectancy were very small and that it was decided to analyse all ages instead of the working age group.
A final comment about the results is that we cannot dismiss the importance of the context variables wages, deprivation and religion. This was particularly the case for the period 1980-83, where in the total mortality and traffic accident models a significant negative association was found for wages and the indicator for religion was significant with regard to lung cancer and IHD. The result for traffic accidents could be explained by the fact that wealthier regions are likely to contain more cars and in particular second cars tend to be driven by women. Sexspecific results for religion revealed that it had no effect on female mortality. It must be said, however, that religion appears to have lost its role in the explanation of mortality differences, as in the 1996-99 analysis it was no longer significant. In the analysis for 1996-99, deprivation was the only contextual factor that played a significant role, and only for lung cancer. Sex-specific analyses revealed that the gender difference reducing effect was due to the negative effect on female health.
By comparing associations in the female-male difference analyses with the sex-specific results, we were able to obtain some additional insights. For instance, the suggested associations of some of the studied changes in the position of the sexes were different for men and women. This was the case of the gender role indicator, TFR. Rather than the expected negative association between fertility and female mortality (the contribution of maternal mortality was considered to be insignificant), and thus a positive association with the female-male mortality gap, the results for 1996-99 revealed that TFR was associated with a lower gender gap in total mortality and IHD mortality, because there was a negative association between fertility and male mortality but no association among women. One may therefore tentatively conclude that in those regions with more traditional households it is the men who retain some of the protection offered by traditional gender roles.
Although this geographical study has provided a good opportunity to study the association of changes in the position of the sexes and mortality, it nonetheless has had some serious limitations. One problem with ecological studies is the general one of establishing associations that may not be consistent over time or space, as much of the disease-related mortality is the result of an accumulation of exposures across the life course (Davey Smith 1997) . Potential effects of indicators such as unemployment, divorce and smoking on mortality thus depend on the duration and time of the exposure. The fact that gender differences in mortality in the Netherlands were largest in the early 1980s does not imply that gender differences in factors affecting mortality were also largest in this period. We have tried to accommodate this by incorporating time lags in several of the variables, in some instances even with matching cohorts, but the data were still quite limited, as we were only able to lag for a fixed period. Moreover, we also lacked data for specific variables that may have been relevant in the context of gender mortality differences, including gender-specific data on income, labour force participation in terms of hours worked and more detailed data on dietary factors, alcohol and smoking patterns. (Huisman and Van Wissen 1998) . For the analysis of external causes of death the period that the explanatory data pertained to was approximate to the analytical period. The first author can be contacted for the exact publications and more precise definitions of the variables. Due to declines in the population density of several regions between the two periods, no natural log was taken for the analysis over time. The unstandardised values were normally distributed with only a few outliers.
