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Riemannin zeeta-funktio on laajasti tunnettu ja käytetty funktio, jolla on yhteyksiä
alkulukuihin. Tämän yhteyden tutkiminen on erityisesti saanut alkunsa noin 1800-
luvun puolivälissä saksalaisen Bernhard Riemannin ansiokkaasta työstä. Riemann
teki lukuteorian kannalta mullistavia otaksumia, jotka kuitenkin usein jäivät mui-
den todistettaviksi ja esimerkiksi kuuluisaa Riemannin hypoteesia ei vieläkään olla
todistettu.
Alkuluvut ovat keskeisessä roolissa lukuteoriassa ja tämä opitaan yleensä hyvin ai-
kaisessa vaiheessa, kun kokonaislukujen ominaisuuksia tutkitaan. Jaollisuussäännöil-
tään ainutlaatuiset alkuluvut voivat kiehtoa mystisyydellään, sillä niiden kaikkia sa-
laisuuksia ei olla onnistuttu selvittämään. Alkulukujen tarkan lukumäärän laskemi-
nen tietyllä välillä osoittautuu työlääksi ongelmaksi, sillä mitään helppoa kaavaa ei
tähän ongelmaan ole tarjolla.
Tässä tutkielmassa osoitetaan Riemannin zeeta-funktion avulla erityisesti funktio-
teoriaa hyödyntämällä, että alkulukujen jakautumisella ja zeeta-funktiolla on selvä
yhteys. Tämä yhteys tiivistyy lopulta hyvin eleganttiin muotoon. Havaitaan, että
alkulukujen jakautuminen liittyy suoraan joukkoon kompleksilukuja, joilla zeeta-
funktio saa arvon nolla.
Tutkielman erityinen tavoite on johtaa alkulukulause, joka tarkoittaa sitä, että al-
kulukujen jakautumista voidaan ennustaa menestyksekkäästi. On siis mahdollista
johtaa kaava, jonka antama arvio alkulukujen lukumäärästä annetun lukuarvon ala-
puolella lähestyy tämän lukuarvon kasvaessa suhteellisesti alkulukujen todellista lu-
kumäärää. Tämä tarkoittaa, että arvion virhe prosentteina lähestyy nollaa. Lopussa
tarkastellaan myös Riemannin hypoteesia ja zeeta-funktion merkitystä lukuteorias-
sa.
Asiasanat: analyyttinen lukuteoria, alkuluvut, alkulukulause, alkulukujen jakautu-
minen, funktioteoria, zeeta-funktio
MERKINTÄTAVOISTA
Tässä tutkielmassa käytetään seuraavia merkintöjä:
N = {1, 2, 3, . . . } luonnollisten lukujen joukko
n ∈ N luonnollinen luku
P = {2, 3, 5, 7, 11, . . . } alkulukujen joukko





s = σ + it kompleksinen muuttuja, missä
s ∈ C, Re(s) = σ ∈ R ja Im(s) = t ∈ R
arg z kompleksiluvun z argumentti
log z = ln |z|+ i arg z kompleksinen logaritmi
µ : N → {−1, 0, 1} Möbiuksen funktio (ks. alla)
ϕ : N → N Eulerin ϕ-funktio (ks. alla)
luku (n,m) syt(n,m)
Olkoon ω(n) luvun n jakavien alkulukujen lukumäärä. Tällöin Möbiuksen
funktion arvo määritellään seuraavasti:
µ(n) =
{︄
(−1)ω(n), kun n on neliövapaa
0, kun n ei ole neliövapaa.
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Tässä johdantoluvussa käydään läpi tutkielman tavoitteita ja käsitellään joi-
takin oleellisia matemaattisia käsitteitä, joita tarvitaan, tai joiden ymmärtä-
minen auttaa tutkielman keskeisten tulosten ymmärtämisessä. Tutkielmassa
oletetaan hyvä ymmärrys lukuteoriasta sekä funktioteoriasta. Eräiltä osin
matemaattinen osuus voi olla hyvinkin syvällistä, mutta esimerkiksi tutkiel-
man johdanto- ja johtopäätöslukujen yhdistäminen voi olla riittävää uteli-
aalle lukijalle.
1.1 Tutkielman aiheesta ja tavoitteista
Tutkielman keskeisenä motivaationa voidaan ajatella olevan alkulukujen ja-
kautumisen ymmärtäminen. Alkuluvut eli lukua 1 suuremmat kokonaislu-
vut, jotka ovat jaollisia vain itsellään ja luvulla 1, ovat ainutlaatuisten omi-
naisuuksiensa takia hyvin merkittäviä luonnollisten lukujen ominaisuuksiin
liittyvien kysymyksien selvittämisessä. Alkulukuja on äärettömän monta ja
ne ovat keskeisessä roolissa diskreetissä lukuteoriassa ja algebrassa. Niiden
etsiminen on periaatteessa helppoa esimerkiksi jaollisuussääntöjä soveltamal-
la. Eräs klassinen tapa etsiä alkulukuja joltakin lukuväliltä on Eratostheneen
seula, jossa listasta poistamalla tiedettyjen alkulukujen monikertoja, voidaan
jäljelle jäävistä luvuista löytää vielä löytämättömiä alkulukuja.
Eratostheneen seula on kuitenkin hyvin työläs tapa etsiä alkulukuja erityi-
sesti pitkiltä lukuväleiltä. Tämän takia olisi kätevää, jos voitaisiin määritellä
funktio, joka antaa annettua lukuarvoa pienempien alkulukujen lukumäärän,
ja jonka arvon laskeminen olisi helppoa. Annettua lukuarvoa pienempien al-
kulukujen lukumäärää laskevaa funktiota kutsutaan alkulukufunktioksi. Al-
kulukufunktion kaavan määrääminen osoittautuu nopeasti hyvin hankalak-
si ongelmaksi, sillä alkulukujen jakautumiselle ei oikein näytä löytyvän mi-
tään säännönmukaisuutta. Diskreetistä lähtökohdasta tarkasteltuna tällaisen
kaavan löytäminen on erityisen vaikea ongelma, sillä esimerkiksi peräkkäis-
ten alkulukujen etäisyys toisistaan vaihtelee ilman, että sillä tuntuisi ole-
van minkäänlaista logiikkaa. Nykyään tiedetään, että tämä etäisyys voi olla
mielivaltaisen suuri, mutta toisaalta niin sanotun alkulukukaksoskonjektuurin
mukaan arvellaan, että tämä etäisyys saa arvon 2 äärettömän monta kertaa.
Alkulukufunktion yksinkertaisen kaavan löytäminen tai edes sen arviointi
sekä alkulukujen jakautumisen ymmärtäminen on pitkään ollut tavoitteena
matematiikan historiassa ja valistuneitakin arvioita on tehty pidemmän ai-
kaa (ks. [4]: pykälä 1.1). Merkittäviä edistysaskelia on sittemmin otettu ja
alkulukujen jakautumista on mahdollista tutkia, kun asian tutkimisille löy-
detään täysin uusi perspektiivi, joka poikkeaa diskreetistä ajattelutavasta.
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1.2 Matemaattinen johdanto
Tämä ei valitettavasti tarkoita helpon ja yksinkertaisen kaavan löytämistä
alkulukufunktiolle, mutta analyysin avulla on kuitenkin mahdollista osoittaa
alkulukufunktion noudattavan tietynlaista asymptotiikkaa. Tätä tulosta kut-
sutaan alkulukulauseeksi ja se käytännössä tarkoittaa, että alkulukufunktion
arvoa voidaan arvioida funktiolla, jonka suhteellinen virhe alkulukufunktion
todelliseen arvoon verrattuna pienenee nollaan, kun näiden funktioiden arvot
kasvavat kohti ääretöntä.
Tässä tutkielmassa asiaa tarkastellaan saksalaisen 1800-luvulla vaikutta-
neen matematiikon Bernhard Riemannin aloittaman tutkimustyön pohjalta.
Riemannin vuoden 1859 julkaisu Ueber die Anzahl der Primzahlen unter ei-
ner gegeben Grösse eli vapaasti käännettynä Annettua lukuarvoa pienempien
alkulukujen lukumäärästä näyttää, kuinka sittemmin Riemannin mukaan ni-
metyllä zeeta-funktiolla eli ζ-funktiolla on merkittäviä yhteyksiä alkulukujen
jakautumiseen. Huolimatta Riemannin ansiokkaasta tutkimustyöstä, hän ei
julkaisussaan täysin aukottomasti todistanut kaikkia väittämiään, vaan tu-
loksia todistettiin vielä vuosikymmeniä myöhemmin ja esimerkiksi kuuluisaa
Riemannin hypoteesia ei olla vieläkään todistettu. Riemannin julkaisun aloit-
taman tutkimustyön eräs huipentuma on Jacques Hadamardin ja Charles
Jean de la Vallée Poussinin todistus alkulukulauseelle vuonna 1896. Alkulu-
kulauseen todistus on tämän tutkielman päätavoite ja sitä varten johdetaan
muita tärkeitä tuloksia. Tutkielman pääasiallisena lähteenä on käytetty H.
M. Edwardsin kirjaa Riemann's Zeta Function [4].
1.2 Matemaattinen johdanto
Tässä pykälässä on tarkoitus tarkastella erilaisia matemaattisia käsitteitä,
joita tarvitaan tutkielmassa tai joiden ymmärtämien voi helpottaa asioiden













. . . , Re(s) > 1 (1)







, Re(s) > 1. (2)
Tämä ominaisuus mahdollistaa sen, että alkulukujen jakautumista voi tutkia
ζ-funktion avulla ja ζ-funktion määrittelyalueen laajentaminen analyyttisella




Alkulukufunktion kaavan määrääminen on hankalaa jo senkin takia, että se
on laskentafunktio eli funktio, joka laskee alkulukujen lukumäärää. Tällainen
funktio ei ole jatkuva, mikä tuntuu lisäävään ongelman hankaluutta.
Asiaa voidaan tarkastella myös siltä kannalta, että tavoitteena olisi löy-
tää funktio, joka laskee luonnollisten lukujen lukumäärän annetun lukuarvon
alapuolella. Intuitiivisesti tämä on helppoa, sillä annetun lukuarvon ollessa
positiivinen reaaliluku, tämän funktion arvo on kyseinen reaaliluku pyöris-





1, x > 0.
Matemaattisesti lattiafunktion kaavan määrääminen ei ole niin intuitiivis-
ta, sillä pyöristäminen on tapauskohtainen toimenpide. Tällainen funktio on
kuitenkin selvästi jaksollinen ja jakson pituus on 1 ja tässä ongelmassa voi-
daan hyödyntää Fourier'n sarjoja, jossa jaksolliset trigonometriset funktiot
ratkaisevat tämän ongelman.










, x ̸∈ Z, (ks. liite A).
Tämä kaava saa arvon 1/2, jos x ∈ Z, joten määritelmä ei ole aivan täydel-



















, x > 0.
Lattiafunktion Fourier'n sarjaesitys on eräs esimerkki siitä, että diskreetti
laskentafunktio voidaan esittää myös eksplisiittisessä kaavamuodossa trigo-
nometrisiä funktioita hyödyntäen. Alkulukufunktion kannalta on pohditta-



















Funktion S määrittelemä sarja suppenee, kun |z| < 1 ja sen arvo voidaan
laskea geometrisen sarjan kaavalla, joka johdetaan seuraavasti:
1 + z + z2 + z3 + . . . = S(z),
=⇒ z + z2 + z3 + z4 + . . . = zS(z),
=⇒ S(z)− 1 = zS(z),
=⇒ S(z) = 1
1−z .
Nyt kuitenkin voidaan havaita, että koska 1
1−z on määritelty aina, kun z ̸= 1,
niin funktio S voidaan määritellä laajemmin kuin aiemmin, mutta se saa
silti täsmälleen samat arvot kuin ennenkin tapauksessa |z| < 1. Näin funk-
tion S määrittelemää sarjaa jatkettiin analyyttisesti ja tällöin esimerkiksi
hajaantuvan sarjan
1 + 2 + 22 + 23 + . . .
analyyttisesti jatkettu arvo on −1.
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1.2 Matemaattinen johdanto
Määritelmä 1.1. Funktio f : C → C on analyyttinen kohdassa z = z0
jos ja vain jos on olemassa sellainen ε > 0, että f on derivoituva joukos-
sa {z : |z − z0| < ε}. Jokaisessa määrittelypisteessään analyyttista funktiota
kutsutaan holomorseksi funktioksi. Tällainen koko kompleksitasolla määri-
telty holomornen funktio on kokonainen ja yksittäisiä pisteitä lukuunotta-
matta koko kompleksitasolla määritelty holomornen funktio on meroformi-
nen.
Kompleksitason alue on sen polkuyhtenäinen avoin osajoukko.
Lause 1.2. Olkoot f ja g holomorsia funktioita alueellaD ja alueella S ⊆ D
on voimassa f = g. Tällöin f = g koko alueella D (ks. [10]: pykälä 3.2.3).
Lause 1.2 tarkoittaa siis sitä, että analyyttinen jatkaminen on yksi-
käsitteistä. Analyyttinen jatkaminen on erittäin keskeisessä roolissa, kun
erään alkulukuihin liittyvän laskentafunktion kaavaa johdetaan Riemannin
ζ-funktion ominaisuuksien avulla. Aluksi ζ-funktio määritellään sarjana (1),
jolle voi johtaa yhteyksiä alkulukuihin kaavan (2) mukaan, mutta nämä yh-
teydet alkulukuihin ovat voimassa vain silloin, kun tämä sarjamuoto on voi-
massa.
Analyyttinen jatkaminen voi kuitenkin kertoa funktion ominaisuuksista
jotain keskeistä myös jonkin tarkastelualueen ulkopuolelta. Esimerkiksi pe-











Yleistämällä funktion f koko kompleksitasolle kaavalla f(z) = z2/2 + z/2
saadaan kokonainen funktio f . Tällä funktiolla on kaksi nollakohtaa z = −1
ja z = 0. Kumpikaan nollakohta ei ole luonnollinen luku, mutta tästä huoli-







Edellä käydyn esimerkin tarkoitus oli osoittaa, että analyyttinen jatkami-
nen voi esimerkiksi mahdollistaa sen, että tutkitulla funktiolla on nollakohtia,
jotka voivat esimerkiksi algebran peruslauseen mukaisessa hengessä paljastaa
jotain oleellista funktion ominaisuuksista. Juuri tämä on tässä tutkielmassa
tavoitteena ζ-funktion kanssa. ζ-funktion yhteydet alkulukuihin on voimassa
vain tietyssä osassa määrittelyaluetta, mutta tuon alueen ulkopuolella olevat
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1.3 Γ-funktio
ζ-funktion nollakohdat tarjoavat mahdollisuuden määritellä ζ-funktion sellai-
sessa muodossa, että nuo nollakohdat liittyvät keskeisellä tavalla alkulukujen
jakautumiseen.











arvon lausuminen pykälässä 1.2.1 esitetyllä tyylillä, mutta siinä ζ-funktion
nollakohdat esiintyvät muodostuvassa sarjaesityksessä. Tämä tulos on mer-
kittävä työkalu varsinaisen alkulukufunktion tutkimisen kannalta.
1.3 Γ-funktio
Gammafunktio eli Γ-funktio on kertoman yleistys kaikille kompleksiluvuil-
le lukuunottamatta negatiivisia kokonaislukuja. Se on myös eräs esimerk-
ki analyyttisesta jatkamisesta. Γ-funktion johtaminen onnistuu derivoimalla
























joka suppenee kun n > −1.




xs−1e−xdx, kun Re(s) > 0.
Tällöin siis Γ(n) = (n− 1)!, kun n ∈ N.
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1.3 Γ-funktio
Lause 1.4. Seuraavat Γ-funktion identiteetit ovat voimassa (ks. liite B):






































Yhtälöllä (3) voidaan yleistää Γ-funktio määritellyksi koko kompleksita-




Tässä luvussa määritellään Riemannin ζ-funktio ja jatketaan sitä analyytti-
sesti kompleksitasolla. Samalla myös tutkitaan joitakin ominaisuuksia, joita
ζ-funktiolla on.
2.1 Määrittely ja ominaisuuksia, kun Re(s) > 1






suppenee alueessa Re(s) > 1. Olkoon δ > 0. Tällöin tämä sarja suppenee
tasaisesti alueessa Re(s) ≥ 1 + δ.































































dx→ 0, kun N → ∞.






, kun Re(s) > 1.
ζ-funktio on tasaisesti suppeneva sarja, jonka termit ovat jatkuvia funktioita,
joten ζ-funktio on siten jatkuva.
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2.1 Määrittely ja ominaisuuksia, kun Re(s) > 1
Lause 2.3. Funktio ζ(s) on holomornen alueessa Re(s) > 1.
Todistus. Funktio ζ(s) voidaan derivoida termeittäin:






Olkoot δ > 0 ja s ∈ C sellaisia, että Re(s) = 1 + δ ja olkoon
z0 alueella |z − s| < δ/2. Sarjan suppenemisen kannalta oleellista on tar-
kastella kompleksisen muuttujan reaaliosaa. Tällöin riittää tutkia tapaus
Re(z0) > 1 + δ/2 ja tällaisessa pisteessä z0















e−(δ/2) log x → 0,
kun N → ∞. Siten sarja ζ ′(s) suppenee tasaisesti δ/2 -säteisessä ympäris-
tössä ja tällöin ζ ′(s) on jatkuva.








, kun Re(s) > 1,
missä p käy läpi kaikki alkuluvut.
Todistus. Olkoon N ∈ N ja N joukko niitä luonnollisia lukuja n, joiden

















joka on itseisesti suppeneva sarja. Väite todistuu, kun käytetään geometrisen
summan kaavaa ja N → ∞.
Eulerin tulokaava on olennainen osa ζ-funktion ja alkulukujen yhteyttä.
Sitä voidaan hyödyntää funktion log ζ(s) laskemisessa.








, kun Re(s) > 1,
missä µ on Möbiuksen funktio.
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2.1 Määrittely ja ominaisuuksia, kun Re(s) > 1



































Lemma 2.6. ζ(s) ̸= 0, kun Re(s) > 1.

















<∞, kun Re(s) > 1
mistä seuraa, että 1|ζ(s)| ei voi hajaantua ja siten ζ(s) ̸= 0.
Tällöin log ζ(s) on määritelty, kun Re(s) > 1.
Lause 2.7. Olkoon Re(s) > 1. Tällöin seuraava identiteetti funktiolle









kun limσ→∞ log ζ(σ + it) = 0, missä arvo t on kiinnitetty.
































missä kN on kokonaislukuarvoinen funktio. Käyttämällä Maclaurinin sarja-
kehitelmää































ja oikean puoleinen sarja suppenee myös silloin, kun N → ∞. Tällöin myös











































on muuttujan s suhteen jatkuva funktio. Siten k(s) = 0 ja lause on yhtälöiden












































Väite seuraa siitä, että limσ→1+ log ζ(σ) = ∞, sillä limσ→1+ ζ(σ) = ∞.
2.2 Analyyttinen jatkaminen
Tähän asti ζ(s) on määritelty vain, kun Re(s) > 1. Tämän pykälän tavoittee-
na on laajentaa määrittelyalue analyyttisesti pistettä s = 1 lukuunottamatta
koko kompleksitasolle, milloin tuloksena on meromornen funktio, jolla on
kuitenkin voimassa jo aiemmin määritellyt ominaisuudet. Tämä voidaan nyt
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2.2 Analyyttinen jatkaminen
esitettävän tavan lisäksi tehdä usealla muullakin tavalla ja lause 1.2 takaa,












Lemma 2.9. Oletetaan funktiojonon (fn) funktiot ei-negatiivisiksi ja in-
tegroituviksi välillä [0,∞). Tällöin, jos ∑︁n fn suppenee ja ∫︁∞0 ∑︁n fn suppe-










Todistus. Lebesguen dominoidun konvergenssilauseen seuraus.


















ex − 1dx, kun σ > 1. (9)
Koko kompleksitasolle laajentamista varten määritellään ensin kompleksita-
son tie C, joka kulkee äärettömyydestä aivan positiivisen reaaliakselin ylä-
puolella lähelle origoa, minkä jälkeen se pyörähtää vastapäivään origon ym-
päri ja palaa takaisin äärettömyyteen aivan positiivisen reaaliakselin alapuo-






























Kuva 2: Tie C, kun kiertosuunta on vastapäivään ja δ → 0+.
Tämän kolmivaiheisen integraalin ensimmäisessä vaiheessa arg (−z) = −π,
kun z kulkee positiivisen reaaliakselin päällä. Tämän jälkeen, kun tie C pyö-
rähtää yhden kokonaisen ympyrän kierroksen ympäri, on tällöin voimas-
sa arg (−z) = π. Huomioidaan myös, että (−z)s = es log (−z), kun valitaan
































Näistä jokainen integraali suppenee kaikilla arvoilla s ∈ C, koska δ > 0 ja eks-
ponenttifunktion kasvunopeus on huomattavasti polynomia suurempi. Sup-
peneminen on vieläpä tasaista. Seuraavaksi pyrkimyksenä on tutkia tapausta
δ → 0+.
Lemma 2.10. Olkoot C1 ja C2 kaksi yksinkertaista sulkeutuvaa tietä, joista
C1 on kokonaan tien C2 sisäosassa. Olkoon f(z) analyyttinen alueessa, joka






Todistus. Lause on esitetty luentomonisteessa (ks. [12]: lause 6.19) ja se on
jatkoa Cauchyn integraalilauseelle (ks. [10]: pykälä 2.3).
13
2.2 Analyyttinen jatkaminen
Lemman 2.10 mukaan luvun δ valinnalla ei pitäisi siis olla vaikutusta































































































Nyt integraali tien C yli suppenee kuitenkin kaikilla s ∈ C, sillä C kiertää
origon ja eksponenttifunktion kasvunopeus on aina huomattavasti suurempi
kuin polynomilla. Suppeneminen on vieläpä tasaista jokaisessa kompleksi-
tason kompaktissa alueessa, joten integraali on muuttujan s suhteen holo-
mornen funktio. On huomioitava kuitenkin, että Γ(1 − s) hajaantuu, kun
s on jokin positiivinen kokonaisluku. ζ-funktio on kuitenkin määritelty, kun
14
2.2 Analyyttinen jatkaminen
Re(s) > 1 aiemman määritelmän perusteella, joten integraalin nollakohtien
on kumottava Γ-funktion hajaantumisen vaikutus tässä alueessa.
Tapauksessa s = 1 arvo Γ(1− s) hajaantuu, mutta vanhankaan määritel-











Koska −1/(ez − 1) on holomornen lukuunottamatta origoa, jossa sillä on
yksinkertainen napa, on residylaskennan mukaan voimassa∮︂
|z|=δ
−1
ez − 1dz = 2πi limz→0
−z
ez − 1 = −2πi.
Siten lims→1 ζ(s) hajaantuu.
Määritelmä 2.11. Olkoon tie C kuten aiemmin tässä pykälässä määritelty.










alueessa s ̸= 1.
Lause 2.12. ζ-funktio on holomornen alueessa s ̸= 1 eli kompleksitasolla






, Re(s) > 1.
2.2.1 Vaihtoehtoinen tapa, kun Re(s) > 0
































Re(s) > 1. (10)
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2.3 Funktionaaliyhtälö
Alternoivaa sarjaa η kutsutaan Dirichlet'n eta-funktioksi. Todetaan vielä,























mikä kuitenkin suppenee myös silloin, kun Re(s) > 0. Integraalin suppene-
minen on tasaista, sillä eksponenttifunktion kasvunopeus on jälleen huomat-
tavasti suurempi kuin polynomin ja siten se on myös holomornen funktio
muuttujan s suhteen. Tällöin siis
ζ(s) =
1
1− 21−sη(s), kun Re(s) > 0. (11)
Aikaisempi analyyttinen jatkaminen osoittaa, että η-funktiolla on tällä alu-
eella nollakohtia vain samoissa kohdissa kuin ζ-funktiolla lukuunottamatta
suoran Re(s) = 1 pisteitä, joissa funktio
1
1− 21−s
hajaantuu paitsi kohdassa s = 1, kun η(1) = log 2. Tällöin η(s) = 0, kun
s = 1± k2πi
log 2
, kun k ∈ N.
2.3 Funktionaaliyhtälö
Funktionaaliyhtälöllä tarkoitetaan tässä tapauksessa ζ-funktion arvojen ζ(s)
ja ζ(1 − s) kytkemistä toisiinsa. Tällä tuloksella on merkittäviä seurauksia,









2πx x > 0.


























, missä Re(s) > 1.








ϑ(x)xs/2−1dx Re(s) > 1. (12)






















































s(1− s) . (13)
Nyt yhtälön (13) oikean puolen arvo ei selvästi muutu, kun tehdään sijoitus
s = 1− s.
Yhtälön (13) oikea puoli suppenee tasaisesti, sillä kun x → ∞, niin in-
tegroitava funktio suppenee kohti nollaa hyvin nopeasti. Yhtälön molemmat












Lause 2.15. ζ-funktion funktionaaliyhtälö. Seuraava yhtälö on voimassa kai-
killa s ∈ C:
































































Toisaalta (6):n ja (3):n mukaan






































Funktionaaliyhtälö on tärkeä tulos, sillä nyt ζ-funktion arvot liittyvät
kompleksitason suoran eli niin sanotun symmetriasuoran Re(s) = 1
2
molem-
min puolin toisiinsa. Erityisen tärkeä funktionaaliyhtälö on ζ-funktion nol-
lakohtien kannalta. Nimittäin on helppo nähdä, että jokaisen negatiivisen ja
parillisen kokonaisluvun arvolla s on voimassa ζ(s) = 0, sillä sinifunktio saa
tällöin arvon 0 ja funktioilla Γ(1− s) tai ζ(1− s) ei kummallakaan ole napaa
tällaisessa kohdassa. Muiden nollakohtien tapauksessa yhden nollakohdan
löytäminen tarkoittaa välittömästi toisenkin nollakohdan löytämistä.
Määritelmä 2.16. ζ-funktion funktionaaliyhtälön mukaan ζ(−2n) = 0, aina
kun n ∈ N. Tällaista nollakohtaa kutsutaan ζ-funktion triviaaliksi nollakoh-
daksi. Muita mahdollisia nollakohtia kutsutaan epätriviaaleiksi nollakohdiksi
ja sellaisen nollakohdan edustajaa merkitään symbolilla ρ.
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2.3 Funktionaaliyhtälö
Lause 2.17. ζ-funktion epätriviaalille nollakohdalle ρ on voimassa
0 ≤ Re(ρ) ≤ 1 ja Im(ρ) ̸= 0 sekä
ζ(ρ) = 0 ⇐⇒ ζ(1− ρ) = 0,
Todistus. Nollakohtien ρ ja 1 − ρ relaatio on suora seuraus funktionaaliyh-
tälöstä ja nollakohdan ρ reaaliosan rajaus on seuraus lemmasta 2.6, jonka
mukaan ζ(s) ̸= 0 kun Re(s) > 1. Pykälän 2.2.1 mukaan johdetun ζ-funktion
esitysmuodon (10) perusteella pitäisi reaalivälillä (0, 1) olevan epätriviaalin






dx > 0, kun σ > 0,






















niin ρ ̸= 0.
Lause 2.18. ζ-funktiolla on seuraava ominaisuus:
ζ(s) = ζ(s)
ja tästä seuraa, että ζ(ρ) = 0.
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ζ(s) = Σ∞n=1n
−s




ρRH Re(ρRH) = 1/2
1− ρRH = ρRH





Kuva 3: ζ-funktio kompleksitasolla. Väritetty alue on niin sanottu kriittinen
kaista, jossa kaikki epätriviaalit nollakohdat ρ ovat. Tässä ρRH on Riemannin
hypoteesin eli ehdon Re(ρ) = 1/2 toteuttava nollakohta ja toistaiseksi muita
kuin Riemannin hypoteesin toteuttavia nollakohtia ei ole löydetty.
Luvussa 5 todistetaan, että Re(ρ) ̸= 1, mistä seuraa funktionaaliyhtälön
mukaan myös se, että Re(ρ) ̸= 0 eli 0 < Re(ρ) < 1. Riemannin hypoteesista
huolimatta tämän lukuvälin kaventaminen on kuitenkin osoittautunut hyvin
haastavaksi. On osoitettu vahvempia tuloksia kuin Re(ρ) < 1 (ks. luku 6),
mutta mikään niistä ei poista sitä mahdollisuutta, että nollakohtia voisi olla




Riemannin ζ-funktion ja erityisesti sen nollakohtien yhteys alkulukuihin
on kuuluisa etenkin johdantoluvussa esitetyn Riemannin hypoteesin vuoksi.
Edellisessä luvussa todettiin, että ζ-funktiolla on triviaaleja ja epätriviaaleja
nollakohtia. Näistä juuri epätriviaalit nollakohdat liittyvät olennaisesti alku-
lukujen jakautumiseen. Tässä luvussa tarkastellaan Riemannin ξ-funktiota,
jonka nollakohdat ovat yhteisiä ζ-funktion epätriviaalien nollakohtien kanssa.
3.1 Määrittely
Määritellään ξ-funktio ja tarkastellaan sen nollakohtien merkitystä.









Lause 3.2. Seuraava funktionaaliyhtälö on voimassa:
ξ(s) = ξ(1− s).
Todistus. Suora seuraus yhtälöstä (14).
ξ-funktio on siis muodostettu käyttämällä apuna yhtälöä (13). Näin tulok-
sena on yksinkertaistetumpi funktionaaliyhtälö, joka on parempi ζ-funktion
epätriviaalien nollakohtien käsittelyä varten.
Lause 3.3. ξ(s) on määritelty kaikilla s ∈ C ja ξ(s) = 0 jos ja vain jos s = ρ,
missä ρ on ζ-funktion epätriviaali nollakohta.
Todistus. Väite ξ(ρ) = 0 seuraa suoraan ξ-funktion määritelmästä. Tällöin
on tarkistettava, että muita nollakohtia ei ole ja että ξ(s) on määritelty kaikil-
la s ∈ C. ζ-funktion triviaalien nollakohtien tapauksissa Γ-funktion hajaan-
tuminen kumoaa nollakohdan muodostumisen, mikä nähtiin jo ζ-funktion
funktionaaliyhtälöstä. Pisteiden s = 0 ja s = 1 tarkastelemista varten huo-
























Suoraan sijoittamalla havaitaan, että ξ(0) = ξ(1) = 1/2 ja lause on siten
todistettu.
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3.2 Tulokaavan todistus Hadamardin lauseella
Seuraava askel on pohtia erilaista esitysmuotoa ξ-funktiolle. Algebran pe-
ruslauseen mukaan äärellisasteisella polynomilla on sen astelukua vastaava
määrä kompleksisia juuria ja polynomin voi esittää tulomuodossa, jossa esiin-









mutta koska ξ(s) ei ole polynomi ja juuria ρ voi olla ääretön määrä, niin
tämän esitysmuodon olemassaolo ei ole varmaa.
Määritelmä 3.4. ζ-funktion epätriviaalien nollakohtien eli ξ-funktion kaik-
kien nollakohtien joukossa toistuu sama nollakohdan arvo sen kertalukua







tulkitaan, että ρ käy läpi koko ζ-funktion epätriviaalien nollakohtien joukon.
Joskus on tarpeellista huomioida summattavien tai kerrottavien termien jär-
















jolloin erityisesti jokaisen nollakohdan ρ määräämä termi lisätään sarjaan
samanaikaisesti sitä vastaavan nollakohdan 1− ρ määräämän termin kanssa.
3.2 Tulokaavan todistus Hadamardin lauseella
Riemann ei omassa julkaisussaan onnistunut osoittamaan aukottomasti tu-
lokaavan pätevyyttä. Vasta vuonna 1893 ranskalainen Jacques Hadamard
todisti, että kokonainen funktio voidaan esittää algebran peruslauseelle tyy-
pillisessä tulomuodossa mikäli se täyttää tietyt ehdot.
Lause 3.5. Hadamardin tekijälause. Oletetaan, että f on kompleksitasolla
kokonainen funktio. Olkoon q kokonaisluku ja oletetaan, että on olemassa
sellainen positiivinen luku t < q+1, että on voimassa |f(z)| ≤ exp (|z|t), kun











3.2 Tulokaavan todistus Hadamardin lauseella
Tässä joukko {zk} on funktion f nollasta poikkeavien juurien joukko, jossa
jokainen tällainen juuri esiintyy sen kertalukua vastaavan monta kertaa. Luku
m on nollakohdan z = 0 aste, h(z) on polynomi, jonka aste on enintään q ja








Todistus. (ks. [9]: Theorem 9 ja [10]: pykälät 8.2 ja 9.3)
Nyt tarkoituksena on todistaa tulokaavan (15) voimassaolo Hadamardin
tekijälauseen avulla. Lähtemällä yhtälön (13) tarkastelusta voidaan havai-
ta ξ-funktiolla olevan sarjaesitys, joka mahdollistaa tekijälauseen vaatiman
































































































Toisaalta lauseen 2.14 eli funktion ϑ funktionaaliyhtälön mukaan
1 + 2ϑ(x) = x−1/2(1 + 2ϑ(x−1)),
jolloin
2ϑ′(x) = − 1
2x5/2
(4ϑ′(x−1) + 2xϑ(x−1) + x)
=⇒ 2ϑ′(1) = −1
2
(4ϑ′(1) + 2ϑ(1) + 1)
23












































































Sarja (17) suppenee, sillä (2n)! kasvaa paljon nopeammin kuin mikään eks-
ponenttifunktio ja tämä viittaisi mahdollisesti siihen, että ξ-funktiota voi-
taisiin käsitellä ääretönasteisena polynomina ja että algebran peruslauseen






< 0 ja termi
n2x3/2
en2πx
on vähenevä funktio kun n ∈ N ja x ≥ 1, niin funktio x3/2ϑ′(x) on siten
kasvava, kun x ≥ 1. Tällöin sen derivaatta on positiivinen ja siten kertoimet
a2n ovat kaikki positiivisia reaalilukuja.
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3.2 Tulokaavan todistus Hadamardin lauseella
Lemma 3.6. Kaikilla riittävän suurilla R ∈ R on voimassa |ξ(1
2
+ω)| ≤ RR,
kun |ω| ≤ R.
Todistus. Koska sarjassa (17) kertoimet ovat kaikki positiivisia, on ξ-funktio
kasvava välillä [1
2
,∞). Samasta syystä arvo |ξ(1
2
+ ω)| on kiekossa |ω| ≤ R
suurimmillaan kun ω = R. Olkoon N ∈ N sellainen, jolle on voimassa
1
2
+R ≤ 2N ≤ 1
2
+R + 2. Koska ξ on kokonainen funktio, niin sarjaesitys







≤ ξ(2N) = N !π−N(2N − 1)ζ(2N).
Koska ζ-funktio on vähenevä välillä [2,∞), on sen arvo rajoitettu. Samoin
rajoitettu on myös π−N , joten on olemassa sellainen k ∈ R, että









kun R on riittävän suuri.
Lemman 3.6 välitön seuraus on, että |ξ(1
2
+ω)| ≤ exp (|ω|3/2), kun |ω| on
riittävän suuri, sillä RR = eR lnR ≤ eR3/2 , kun R on riittävän suuri. Koska
ξ(1
2
) ̸= 0, mikä voidaan todeta esimerkiksi siitä, että lauseen 2.17 mukaan
ζ(1
2
) ̸= 0, niin Hadarmardin lauseen tilanteessa m = 0. Näin ollen ξ(1
2
+ ω)























missä h(ω) on enintään ensimmäisen asteen polynomi ja α käy läpi funktion
ξ(1
2
+ω) juuret. Merkitään epätriviaalia nollakohtaa ρ = 1
2
+α. Tällöin lauseen
2.17 mukaan jokaista juurta α kohtaan löytyy sitä vastaava toinen juuri −α.















Koska ξ-funktion funktionaaliyhtälön perusteella tämän yhtälön vasemmalla
puolella oleva funktio ja oikealla puolella oleva tulo ovat molemmat parillisia
funktioita muuttujan ω suhteen, täytyy siten termin eh(ω) olla myös parilli-
nen, mikä tässä tapauksessa tarkoittaa että sen on oltava vakio, jota mer-





































Lauseen 3.3 mukaan ξ(0) = 1/2, eli täten on esitetty seuraavan lauseen to-
distus:











missä siis ρ käy läpi kaikki ζ-funktion epätriviaalit juuret.
3.3 Nollakohtien jakautumisesta
Tämän pykälän tavoitteena on tutkia funktioteorian tulosten avulla ζ-
funktion epätriviaalien nollakohtien jakautumista kriittisellä kaistalla ja näitä
nollakohtia merkitään symbolilla ρ tässä pykälässä. Jakautumisen tarkaste-
lu on olennaista monissa suppenemistarkasteluissa myöhemmässä vaiheessa
tutkielmaa. Pykälässä käytetty tulos funktioteoriasta on seuraava Jensenin
lause.
Lause 3.8. Jensenin lause. Olkoon R ≥ 0. Oletetaan, että f : C → C on
holomornen kompleksitason kiekossa |z| ≤ R. Oletetaan, että funktiolla f ei
ole nollakohtia ympyrällä |z| = R. Olkoon joukko {z1, z2, . . . , zn} funktion f
kiekossa |z| < R olevien nollakohtien joukko, jossa jokainen nollakohta esiin-
tyy astelukuaan vastaavan monta kertaa. Kun oletetaan vielä, että f(0) ̸= 0,

















Todistus. (ks.[4]: Pykälä 2.2).
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3.3 Nollakohtien jakautumisesta
Määritelmä 3.9. Olkoot R ≥ 0 ja N : R → N ∪ {0} funktio, jonka arvo
N(R) on ξ-funktion kiekossa |s− 1/2| ≤ R olevien nollakohtien ρ astelukujen
summa.
Lause 3.10. Olkoon R ≥ 0. Tällöin N(R) ≤ 3R logR, kun R on riittävän
suuri.
Todistus. Koska ξ-funktio on kokonainen ja se ei ole identtisesti nolla, niin sen
nollakohtien joukolla ei analyyttisen jatkamisen nojalla voi olla kasautumis-
pistettä. Tällöin niitä on oltava jokaisessa kompleksitason kiekossa äärellinen
määrä. Voidaan olettaa, että ympyrällä |s−1/2| = 2R ei ole nollakohtia, sillä
jos näin olisi, niin Jensenin lausetta voisi seuraavaksi kuvattavalla tavalla so-
veltaa kiekossa |s− 1/2| ≤ 2R + ε, kun ε > 0 on pieni. Lemman 3.6 mukaan





log ((2R)(2R))dθ = log ((2R)(2R)),













|ρ− 1/2| ≤ log ((2R)
2R).
Tässä ehdossa vasemmalla puolella olevan sarjan termit ovat kaikki positii-
visia ja kiekossa |ρ− 1/2| ≤ R on voimassa ehto
log
2R
|ρ− 1/2| ≥ log 2.
Siten

















+ 2R ≤ 3R logR,
kun R on riittävän suuri. Näin ollen lause on todistettu.







Todistus. Olkoon {ρ1, ρ2, ρ3, . . . } kaikkien epätriviaalien nollakohtien joukko,
jossa kaikilla k ∈ N on voimassa ehto |ρk − 1/2| ≤ |ρk+1 − 1/2|. Tässä
joukossa jokainen nollakohta esiintyy jälleen astelukuaan vastaavan monta
kertaa. Olkoon {R1, R2, R3, . . . } vastaavasti joukko positiivisia reaalilukuja,
joille on voimassa 4Rk logRk = k kaikilla k ∈ N.
Lauseen 3.10 mukaan on olemassa sellainen luonnollinen luku n0, että





eli nollakohta ρn ei ole kiekossa |s− 1/2| < Rn, joten |ρn−1/2| ≥ Rn. Tällöin

























Nyt log k = logRk+log 4+log logRk > logRk kaikilla isoilla luvuilla k. Siten
(4 logRk)











ja väite seuraa tästä.
Lause 3.12. Ehdon T ≤ Im(ρ) ≤ T+1 toteuttavien nollakohtien lukumäärä
on pienempi kuin 2 log T , kun T > 0 on riittävän suuri.











mikä on voimassa, jos sarja nollakohtien ρ yli suppenee tasaisesti muuttujan
s suhteen. Oletetaan, että ehdot δ > 0 ja Re(s) ≥ 1+δ ovat voimassa, milloin
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3.3 Nollakohtien jakautumisesta



















(s− 1/2)− (ρ− 1/2) +
1

















kun K ja c ovat reaalisia vakioita. Edellinen epäyhtälö on voimassa termeit-
täin silloin, kun |ρ| kasvaa riittävän suureksi ja s on mielivaltainen. Näin
ollen yhtälö (18) on lauseen 3.11 mukaan perusteltu.


















= Im (log (2 + i(T + 1)− ρ)− log (2 + iT − ρ))
= arg (2 + i(T + 1)− ρ)− arg (2 + iT − ρ),
mikä on siis janan [2 + iT, 2 + i(T + 1)] määräämä kulma nollakohdan ρ
suhteen katsottuna (Kuva 4).











Olkoon n ehdon T ≤ Im(ρ) ≤ T + 1 toteuttavien nollakohtien ρ lukumäärä.
Kaikkien nollakohtien määräämät kulmat ovat positiivisia, mistä seuraa, että










Analyysin peruslauseen mukaisesti tämän integraalin arvon voi laskea jatku-
valla funktiolla log ξ(s), jolle on määritelmän 3.1 ja Γ-funkton identiteetin
(3) sovelluksen (s/2)Γ(s/2) = Γ(s/2 + 1) mukaan voimassa
log ξ(s) = −s
2










Re(s) = 1 Re(s) = 2
ρ
2 + i(T + 1)
2 + iT
2 + i(T + 1)− ρ
2 + iT − ρ
O
Kuva 4: Kuvan kolmiot ovat yhdenmuotoisia, milloin kärjet origossa ja pis-
teessä ρ voidaan rinnastaa toisiinsa.
Käytetään Γ-funktion logaritmin arvioimiseen Stieltjesin versiota Stirlingin
kaavasta: (ks. [4]: pykälä 6.3)
log Γ(s+ 1) = (s+
1
2















log 2π − s
2







Koska tarkasteltavassa tilanteessa Re(s) = 2 ja |ζ(2+ it)− 1| ≤ ζ(2)− 1 < 1,
niin arvo log ζ(2 + it) on rajoitettu. Nyt, kun T → ∞, niin
Im(log ξ(2 + iT )) =
1
2































22 + (T + 1)2√













log T +O(1), (21)
kun T on riittävän suuri. Tällöin kaavan (19) mukaan jollakin C ∈ R




log T + C, eli
n ≤ (1/2) log T + C
arctan (1/2)
< 2 log T,
mikä todistaa lauseen.
Nollakohtien lukumäärälle voidaan antaa vielä tarkempikin arvio, joka
esitetään seuraavassa lauseissa, mutta se ei ole tämän tutkielman tavoitteiden
kannalta ensisijaisen tärkeä, joten sitä ei todisteta.










Todistus. (ks. [8]: pykälä 1.4)
31
4 ψ-FUNKTION VON MANGOLDTIN KAAVA
4 ψ-funktion von Mangoldtin kaava
Tässä tutkielmassa on tähän asti osoitettu, että Riemannin ζ-funktiolla on
ainakin jonkinlainen yhteys alkulukuihin ja että ζ-funktioon liittyy hyvin
olennaisesti sen epätriviaalit nollakohdat algebran peruslauseen mukaisessa
hengessä. Tämän luvun tavoitteena on johtaa eräälle alkuluvuista riippuval-
le funktiolle elegantti laskentakaava, jonka arvon laskeminen ei vaadi tietoa
alkuluvuista vaan ζ-funktion epätriviaaleista nollakohdista ja koska näiden
nollakohtien ominaisuuksista ja jakautumisesta tiedetään jo jotain, niin tämä
luo merkittävällä tavalla mahdollisuuksia tutkia alkulukujen jakautumista.
Kaava on nimetty saksalaisen Hans von Mangoldtin mukaan.
4.1 ψ-funktio ja sen yhteys ζ-funktioon
Määritellään ψ-funktio ja esitetään tavoiteltava von Mangoldtin kaava.





















log (1− x−2)− log 2π. (22)
Lause todistetaan tässä tutkielman luvussa.
Kaavan johtamista varten ψ-funktio on ensin saatava liittymään ζ-
funktioon. Määritellään tarkasteluja varten uusia apufunktioita.
Määritelmä 4.3. Olkoon u : R → {0, 1
2




0, x < 0
1
2
, x = 0
1, x > 0.
Määritelmä 4.4. Olkoon Λ von Mangoldtin funktio, jonka määrittelee kaava
Λ(m) =
{︃
log p, m = pn jollain p ∈ P ja n ∈ N
0, muulloin.
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4.1 ψ-funktio ja sen yhteys ζ-funktioon
Näin määritelty Λ-funktio on siis ψ-funktion täyden askeleen arvo kohdassa


















, Re(s) > 1









Re(s) > 1. (24)
Tavoitteena on johtaa yhtälön (24) avulla ζ-funktion ja ψ-funktion välinen
yhteys. Se voidaan tehdä käyttämällä eräitä funktioteorian aputuloksia.























πh| log t| .
Todistus. (ks. liite D)
























, a > 1.
Termeittäin integrointi on perusteltua äärellisellä välillä, sillä sarja suppenee














































πh| log x− logm| , kun x ̸= m.
Summataan m kaikkien luonnollisten lukujen yli. Tämä sarja suppenee,
sillä (x/m)a on summattavissa, koska a > 1, x on vakio ja termin



















missä K on jokin vakio. Tämä ehto toteutuu myös tapauksessa x = m ja se





























= ψ(x), kun a > 1. (25)
Näin ζ-funktiolla on ψ-funktioon selkeä yhteys, joka muistuttaa eräänlaista
Fourier'n muunnosta. Tällaista muunnosta kutsutaan Mellin muunnokseksi,
joka on nimetty suomalaisen matemaatikon Hjalmar Mellin mukaan.
4.2 Kaavan johtaminen











toinen muoto, jolloin yhteys ψ-funktioon on selvä yhtälön (25) mukaan. Ole-
tus Re(s) = a ≥ 1 + δ, missä δ > 0, on voimassa koko pykälän ajan. Käyttä-















































































































































kun käytetään log-funktion Maclaurinin sarjaa. Oletetaan että s kuuluu jo-
honkin kompleksitason kompaktiin osajoukkoon. Sarjan suppenevuuden kan-
nalta riittää tutkia tapaus k = 1, jolloin on olemassa riittävän suuri n0, että








, jollain vakiolla c ∈ R.
Täten Γ-funktiosta johdettu sarja suppenee tasaisesti kompleksitason kom-




























Yhtälö (27) on voimassa, jos jokainen sarja suppenee siinä tasaisesti komplek-
sitason kompakteissa osajoukoissa (ks. liite A: (∗)). Sarja, jossa esiintyy ζ-
funktion epätriviaalit nollakohdat perusteltiin jo lauseen 3.12 todistuksessa
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yhtälön (18) tarkastelussa eli yhtälön (27) voimassaolo on siten perusteltu.



















Nyt tavoitteena on siis onnistua perustelemaan yhtälön (25) mukaan, että

















































jotta ψ-funktio saa uuden muodon. Kuten tälläkin hetkellä nähdään, yhtä-
lössä (28) mielivaltaisesti valitun arvon s tapauksessa ainoastaan ζ-funktion
epätriviaalien nollakohtien joukko ja sen ominaisuudet vaikuttavat arvon
−ζ ′(s)/ζ(s) laskemisessa ei-triviaalilla tavalla, sillä kaavassa vain nollakoh-
tien joukko ei ole täysin tunnettu. Termeittäin integroinnin perustelua ja
arvojen laskemista varten tarvitaan muutamia funktioteorian aputuloksia.








Todistus. (ks. liite D)











(a+ c)| log t| .
Todistus. (ks. liite D)
Tarkastellaan yhtälön (28):n integrointia termi kerrallaan. Lemman 4.6








































termeittäin integrointi on perusteltua, sillä sarja suppenee tasaisesti alueen























































































, kun x ≥ 1 + δ. (31)














jonka jo valmiiksi tiedetään suppenevan koska yhtälön (28) kaikki muut ter-
mit on pystytty integroimaan. Tarkasteltavaksi jää siis se, että millaisen muo-
don tämä integraali saa. Lauseen 3.12 todistuksessa olleen yhtälön (18) tar-






























ja että onko se haettu




















⎞⎠ = 0. (32)





















































γ(γ − h+ c) ,
missä c = a− 1, jolloin 0 ≤ c ≤ a− β.
Oletetaan sitten, että h on riittävän suuri, jotta lausetta 3.12 voidaan
soveltaa aina kun T ≥ h. Jaetaan summassa nollakohdat joukkoihin, joissa
on voimassa h+ j ≤ γ ≤ h+ j + 1 ja j käy läpi ei-negatiiviset kokonaisluvut.
















kun A on riittävän suuri vakio. Olkoon h riittävän suuri, jotta













kun B on riittävän suuri vakio. Täten raja-arvoyhtälö (32) toteutuu, sillä
h−1/4 → 0, kun h→ ∞.

















⎞⎠ = 0. (33)
Samalla tavalla kuten aiemmin arvioitiin, niin nyt integraalipolkujen additii-

























































































γ(c+ h− γ) ,
missä c = a − 1. Olkoon h0 niin suuri, että lausetta 3.12 voidaan sovel-
taa kun T > h0. Oletetaan, että 10h0 < h. Tällöin summan termit, joissa
0 < γ ≤ h0 < h tuottavat suuruusluokkaa O(1/h) olevan kontribuution sum-
maan. Jaetaan termit, joissa h0 < γ ≤ h kuten aiemmin raja-arvoyhtälön
(32) osoituksessa väleihin, joissa on voimassa h0 + j ≤ γ < h0 + j + 1, missä
j käy läpi kaikki ei-negatiiviset kokonaisluvut. Tällöin viimeisintä lauseketta
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log (h0 + j)




log (h0 + j)
(h0 + j)(c+ h− h0 − j − 1)
,
kun A ja B ovat vakioita. Samanlaisella tarkastelulla kuin raja-arvoyhtälön
(32) voimassaolon osoittamisessa, voidaan todeta että molempien sarjojen






























































, kun x > 1. (34)
Yhdistämällä identiteetit (25), (28), (29), (30), (31) sekä (34) on johdettu














, kun x > 1. (35)
Vakion ζ ′(0)/ζ(0) tarkkaa arvoa ei tässä tutkielmassa johdeta, mutta se on




on funktion − log (1− x−2)/2 Maclaurinin sarja.
4.3 Graanen esitys
Hahmotellaan ψ-funktion ja sen von Mangoldtin kaavan mukaista esitystä
graasesti hyödyntämällä valmiiksi laskettuja Riemannin ζ-funktion nolla-
kohtia. Muutetaan ensin kaava helpommin laskettavaan muotoon. Olkoon
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(i cos (log x · γ)− sin (log x · γ))
)︃
.
Imaginääriosat kumoutuvat sarjassa yli kaikkien nollakohtien, sillä lauseen
2.18 mukaan ζ-funktion nollakohdan liittoluku on myös nollakohta. Samoin
koska kaikilla tiedetyillä nollakohdilla on Riemannin hypoteesin mukainen









log (1− x−2)− log 2π,
kuvaaja. Tämä määritelmä arvolle f(x) on voimassa vain tässä pykälässä.
Ehto |γ| < 405 toteutuu 205:llä nollakohtaparilla.
Kuva 5: Käyrän y = f(x) kuvaaja.




Tutkielmassa on päästy siihen vaiheeseen, että aiemmin hyvin satunnaisen
alkulukujen jakautumisen tutkimukselle onkin löydetty lähestymistapa, jo-
ka mahdollistaa tämän jakautumisen kuvaamisen uudella tavalla. Aiempien
tuloksien valossa voidaan todeta, että jokainen Riemannin ζ-funktion epätri-
viaali nollakohta liittyy koko alkulukujen jakautumiseen, mikä on merkittävä
edistysaskel alkulukufunktion tavoitellun kaavan löytämisen kannalta. Vaik-
ka täydellisen kaavan kuvaaminen on hyvin hankalaa, niin tämän luvun tar-











Taulukko 1: Alkulukufunktion ja sen alkulukulauseen mukaisten asymptoot-





(dt/ log t) →virhe x/ log x →virhe
100 25 29 16 % 22 −12 %
500 95 101 6,3 % 80 −16 %
1 000 168 177 5,4 % 145 −14 %
5 000 669 683 2,1 % 587 −12 %
10 000 1 229 1 245 1,3 % 1 086 −12 %
50 000 5 133 5 166 0,64 % 4 621 −10 %
100 000 9 592 9 629 0,39 % 8 686 −9,4 %
500 000 41 538 41 605 0,16 % 38 103 −8,3 %
1 000 000 78 498 78 627 0,16 % 72 382 −7,8 %
5 000 000 348 513 348 637 0,036 % 324 150 −7,0 %
10 000 000 664 579 664 917 0,051 % 620 421 −6,6 %
Alkulukulause todistetaan tässä luvussa osoittamalla ensin, että Rieman-
nin ζ-funktion epätriviaaleja nollakohtia ei ole suoralla Re(s) = 1. Tästä seu-
raa von Mangoldtin kaavan avulla arvio ψ(x) ∼ x, jota käytetään alkulu-
kulauseen todistamisessa. Alkulukulauseen ovat ensimmäisenä todistaneet
Jacques Hadamard sekä Charles Jean de la Vallée Poussin vuonna 1896.
42
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5.1 Re(ρ) ̸= 1
Ehto Re(ρ) ̸= 1 osoitetaan oikeaksi vastaoletuksen avulla. Vastaoletuksesta
seuraava ristiriita voidaan johtaa tutkimalla sarjaa log ζ(s) lähellä suoraa
Re(s) = 1, kun Re(s) > 1.








, Re(s) ≥ 1.








+B(s), Re(s) > 1. (37)
Tällöin ζ-funktion logaritmin reaaliosaa voidaan arvioida seuraavasti:













Tehdään vastaoletus, jonka mukaan on olemassa ζ-funktion epätriviaali
nollakohta muotoa ρv = 1 + ik. Symbolit ρv ja k liittyvät koko pykälän ajan
tähän nollakohtaan.





cos (k log p)
pσ
= −∞. (39)
Käyttämällä ξ-funktion määritelmää saadaan



















π/2. (ks. lause 3.3 ja liite B)
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[Re(log ζ(σ)) + log (σ − 1)] = 0, (40)



















niin Re[log ζ(σ + ki) − log (σ − 1)] on ylhäältä rajoitettu pisteen s = ρv lä-
hiympäristössä. Tällöin ehdon (38) mukaan samassa tilanteessa kuin (41) on
lähellä pistettä ρv voimassa:∑︂
p∈P
cos (k log p)
pσ
= log (σ − 1) +O(1) → −∞, σ → 1+. (42)
Ehtojen (41) ja (42) olisi siis toteuduttava samanaikaisesti, jos olisi olemas-
sa nollakohta ρv. Näissä ehdoissa esiintyvät hajaantuvat sarjat siis tavallaan
hajaantuvat samaa tahtia, mutta eri suuntiin. Ehdossa (42) tämä tarkoit-
taisi, että lähes jokaisella alkuluvulla olisi voimassa cos (k log p) ≈ −1, mikä
kertoisi hyvin säännöllisestä alkulukujen jakautumisesta, ja mikä ei vaikuta
intuition mukaiselta lopputulokselta. Koska ehto (41) tiedetään varmuudella
oikeaksi, niin tavoitteena on nyt osoittaa, että ehtoa (42) toteuttavaa lu-
kua k ei ole olemassa. Olkoon δ > 0 pieni reaaliluku. Olkoon P ′ sellaisten
alkulukujen p joukko, jossa toteutuu ehto
|(2n+ 1)π − k log p| < δ jollakin n ∈ Z. (43)


















5.1 Re(ρ) ̸= 1
Kaikilla p ∈ P \ P ′ on voimassa cos (k log p) > − cos δ. Ehdon (42) mukaan
−S ′ − cos δ · S ′′ < log (σ − 1) +O(1).
Yhtälöstä (41) saadaan ehto log (σ − 1) = −S ′ − S ′′ +O(1), milloin
−S ′ − cos δ · S ′′ < −S ′ − S ′′ +O(1),
⇐⇒ (1− cos δ)S ′′ < O(1).
Tällöin sarja S ′′ siis suppenisi, kun taas S ′ + S ′′ hajaantuu eli suurin osa




S ′ + S ′′
= 0 ja lim
σ→1+
S ′
S ′ + S ′′
= 1. (44)
Ehdosta (42) voidaan intuitiivisesti arvioida, että koska cos (k log p) ≈ −1
suurimmalle osalle alkuluvuista, niin cos (2k log p) ≈ 1 myös suurimmalle
osalle alkuluvuista ja∑︂
p∈P
cos (2k log p)
pσ
→ +∞, σ → 1+
eli Re(log ζ(σ + 2ki)) → +∞. Kuitenkin, koska ζ-funktiolla ei voi olla napaa
tällaisessa pisteessä, niin pisteen s = 1 + 2ki lähiympäristössä Re(log ζ(s))
on ylhäältä rajoitettu ja seuraava täsmällinen, mutta ehdosta (42) johdetun
intuitiivisen päättelyn kanssa ristiriitainen ehto on voimassa:∑︂
p∈P
cos (2k log p)
pσ
= O(1). (45)
Ristiriita täsmällisellä tarkastelulla voidaan johtaa siitä, että koska jokai-
sella p ∈ P ′ on voimassa 0 < cos (2δ) < cos (2k log p) ≤ 1 ja sarjassa S ′′
kaikilla p on voimassa cos (2k log p) ≥ −1 eli ehdon (45) mukaan
S ′ cos (2δ)− S ′′ < O(1),
josta seuraa, että
S ′′
S ′ + S ′′
> cos (2δ)
S ′
S ′ + S ′′
− O(1)
S ′ + S ′′
,
mikä on ristiriita ehdon (44) kanssa. Täten nollakohtaa ρv ei voi olla olemassa
ja näin ollen on todistettu seuraava lause:
Lause 5.2. ζ-funktion epätriviaaleille nollakohdille on voimassa
0 < Re(ρ) < 1.
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5.2 ψ(x) ∼ x
Tämän pykälän tavoitteena on osoittaa, että ψ(x) ∼ x. Ensimmäinen vaihe






Muistetaan von Mangoldtin kaava (35) sekä identiteetti (25):














































































joka lemman 4.5 mukaan saa arvon 0, jos x ≤ m sekä muussa tapauksessa
arvon x−m. Osamurtohajotelmassa alkuperäinen summa käsitellään kahtena




















































































































































Jokainen sarja suppenee tasaisesti kompleksitason kompakteissa osajoukois-
sa, kuten pykälässä 4.1 todettiin yhtälöä (28) vastaavien termien tapaukses-
sa. Osassa sarjoista termien nimittäjä poikkeaa vain hieman, kun tuloissa
toinen luku eroaa itseisarvoltaan luvun 1 verran. Nämä muutokset eivät vai-
kuta suppenevuuteen. Kun jokainen termi integroidaan nyt erikseen kuten




















kun x > 1.































milloin kaikki muut termit paitsi sarja nollakohtien ρ yli suppenevat triviaa-
listi kohti nollaa kun x → ∞. Lauseen 3.11 mukaan sarja ∑︁ρ ρ−1(ρ + 1)−1

































⃓⃓ < ε2 .
Olkoon sitten luku c ∈ [1/2, 1) ehdon Im(ρ) ≤ h toteuttavien nollakohtien





















Tämä todistaa väitteen (46).
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Seuraavaksi osoitetaan tämän avulla, että ψ(x) ∼ x. Olkoon ε > 0 ja x0



















Olkoon y > x. Koska ψ on kasvava funktio, niin tällöin
(y − x)ψ(x) ≤
∫︂ y
x







Tehdään sijoitus y = βx, kun β = 1 + ε1/2. Tällöin on voimassa
ψ(x)
x





β − 1 = 1 +
ε3/2 + 2ε+ 3ε1/2
2
→ 1, kun ε→ 0+
Arvon ψ(x)/x alarajaa voidaan arvioida vastaavalla menetelmällä ja tästä
seuraa, että
ψ(x) ∼ x, (50)
jonka osoittaminen oli tämän pykälän tavoite.
5.3 Alkulukulauseen todistus
Tämän pykälän tavoitteena on johtaa pykälän 5.2 tuloksen ψ(x) ∼ x avulla
alkulukulause eli väittämä (36).







, x ≥ 2.












kun x ∈ R ja p käy läpi kaikki alkuluvut.




θ(x1/n) = θ(x) + θ(x1/2) + θ(x1/3) + . . . . (51)
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Mikäli x1/k < 2, niin sarjan (51) kaikki termit, joissa n ≥ k, ovat nollia.
Olkoon tällainen luku k = log x/ log 2. Tällöin





ψ(x)− θ(x1/2) log x
log 2




→ 0, x→ ∞,
niin ominaisuuden (50) mukaan
θ(x) ∼ x. (53)
Olkoon ε > 0 ja x0 ∈ R sellainen, että epäyhtälö
(1− ε)y ≤ θ(y) ≤ (1 + ε)y



























































+ (1 + ε)(Li(y)− Li(x0)).












≤ 1 + 2ε,
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+ (1− ε)(Li(y)− Li(x0)) ≤ π(y)− π(x0)
ja tästä saadaan, että riittävän suurella y
1− 2ε ≤ π(y)
Li(y)
.
Koska jokaista ε > 0 kohti on olemassa riittävän suuri x0, niin π(y)/Li(y) →
1, kun y → ∞ ja ε→ 0. Tämä todistaa alkulukulauseen eli
π(x) ∼ Li(x). (55)
Osittaisintegroimalla voidaan johtaa myös, että π(x) ∼ x/ log x.














y = x/ log x
y = Li(x)
Kuva 6: Alkulukulauseen tarkastelua graasesti.
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6 ARVIOIDEN TARKKUUKSISTA JA RIEMANNIN HYPOTEESISTA
6 Arvioiden tarkkuuksista ja Riemannin hypo-
teesista
Alkulukulauseen todistaminen on ollut merkittävä saavutus alkulukujen ja-
kautumisen tutkimisen kannalta. Alkulukufunktion asymptoottinen arvio on
nyt ratkaistu ja alkulukufunktio voidaan esittää muodossa
π(x) = Li(x) + o(Li(x)). (56)
Seuraava luonnollisesti kiinnostava ongelma on virhetermi π(x) − Li(x) =
o(Li(x)) ja sen tutkiminen. Tähän kysymykseen liittyy vielä tänäkin päivänä
ratkaisemattomia olettamuksia, sillä Riemannin hypoteesin seuraus olisi, että
tämä virhetermi olisi mahdollisimman hitaasti kasvava.
Tämän luvun tavoite on tarkastella alkulukulauseen mukaisen alkuluku-
funktion arvioinnin virherajoja sekä siihen liittyvää Riemannin hypoteesia
kirjallisuuslähteiden pohjalta ilman täsmällistä matemaattista todistamista.
6.1 Arvioinnin virherajoista









log (1− x−2)− log 2π.
Kaavasta voidaan havaita, että ζ-funktion epätriviaalien nollakohtien reaa-
liosilla on oleellinen vaikutus siihen, että kuinka nopeasti sarja nollakohtien
yli kasvaa arvoltaan, kun x kasvaa. Tämän voi todeta esimerkiksi siitä, että
|xρ| = xRe(ρ). Alkulukulauseen todistuksessa riitti osoittaa, että Re(ρ) < 1,
jotta pystyttiin toteamaan kyseisen sarjan arvon kasvavan riittävän hitaasti,
jolloin ψ(x) ∼ x.
Alkulukulauseen todistamisen jälkeen de la Vallée Poussin osoitti, että
nollakohtien reaaliosaa voidaan rajata paremmin ja tällä on merkittävä seu-
raus virherajojen arvioinnissa.
Lause 6.1. On olemassa sellaiset vakiot c > 0 ja K > 1, että ehto
Re(ρ) < 1− c
log (Im(ρ))




Todistus. (ks.[4]: Pykälä 5.2)
Lause 6.1 on vahvempi tulos kuin lause 5.2 vaikka edelleen mielival-
taisen nollakohdan reaaliosalle ei tiedetä ylärajaa alueella [1/2, 1) sillä
c/ log (Im(ρ)) → 0, kun |Im(ρ)| → ∞. Tämän lauseen ansiosta voidaan
kuitenkin havaita, että epätriviaalien nollakohtien reaaliosat ovat riittävän
monen nollakohdan tapauksessa riittävän rajattuja, jotta sen avulla voidaan
tämän tutkielman pykälän 5.2 tapaisilla menetelmillä osoittaa seuraava lause:








Todistus. (ks. [4]: Pykälät 5.1 ja 5.3).
Erityisesti mahdollisimman pieni luku nollakohtien reaaliosien ylärajaksi
olisi optimaalisinta sen kannalta, että arvioiden virherajat olisivat mahdolli-
simman pieniä. Tätä käsitellään seuraavassa pykälässä.
6.2 Riemannin hypoteesi
Riemannin hypoteesi on epätriviaalien nollakohtien reaaliosaa koskeva ole-
tus, jonka mukaan ehto Re(ρ) = 1/2 on voimassa kaikilla epätriviaaleilla
nollakohdilla. Tätä oletusta ei ole onnistuttu todistamaan oikeaksi, mutta
miljardeista etsityistä nollakohdista huolimatta sitä ei ole osoitettu vääräksi-
kään. Yleinen uskomus onkin, että hypoteesi on oikein ja sen seuraukset ovat
yksi lukuteorian tutkimuksen kohde. Riemannin hypoteesin oikeaksi osoitta-
minen on yksi Clay-instituutin miljoonan dollarin Millenium-ongelmista [1].
Riemannin hypoteesin seuraus olisi, että tässä luvussa tutkittu alkuluku-
funktion ja logaritmisen integraalin välinen erotus kasvaisi mahdollisimman
hitaasti [6]. Tällöin olisi voimassa
|π(x)− Li(x)| < 1
8π
√
x log x, kun x ≥ 2657. [13] (57)
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6.3 Nollakohdat kriittisellä suoralla
Riemannin hypoteesin toteuttavien nollakohtien sanotaan sijaitseman kriit-
tisellä suoralla eli suoralla Re(s) = 1/2. Riemannin hypoteesin todistaminen
on osoittautunut hyvin vaikeaksi ongelmaksi, mutta asiaa voidaan silti lähes-
tyä esimerkiksi todennäköisyyksien kannalta tutkimalla kriittisellä suoralla
olevien nollakohtien suhteellista osuutta verrattuna kaikkiin kriittisen kaistan
nollakohtiin.
Vuonna 1914 G. H. Hardy osoitti, että ζ-funktiolla on äärettömän mon-
ta nollakohtaa kriittisellä suoralla. Atle Selberg osoitti vuonna 1942, että
suoralla olevien nollakohtien lukumäärän suhde kaikkien epätriviaalien nol-
lakohtien lukumäärään on positiivinen (ks. [4]: Pykälä 11.1).
Nykyään tiedetään, että vähintään reilu 2/5 kaikista epätriviaaleista nol-
lakohdista sijaitsee kriittisellä suoralla [3]. Tämän hetkisessä tutkimukses-
sa tulosta pyritään parantamaan, mutta vaikka osoitettaisiin, että Rieman-
nin hypoteesin ehdon toteuttavien nollakohtien suhteellinen osuus kaikista
epätriviaaleista nollakohdista olisi 1, niin se ei silti riittäisi todistamaan Rie-
mannin hypoteesia. Epätriviaaleja nollakohtia, jotka eivät sijaitse kriittisellä
suoralla, voisi silti olla äärettömänkin monta. Ne olisivat vain hyvin paljon
harvemmassa kuin kriittisellä suoralla olevat nollakohdat.
Muita kysymyksiä on myös epätriviaalien nollakohtien asteluvut. Tois-
taiseksi kaikki tiedetyt epätriviaalit nollakohdat ovat olleet yksinkertaisia, ja
myös näiden suhteellinen osuus on hyvin lähellä tiedettyä Riemannin hypo-




Tutkielmassa on käsitelty niitä kysymyksiä, joita johdantoluvussa pohdittiin.
Tässä viimeisessä luvussa on tarkoitus tarkastella saavutettuja tuloksia ja
pohtia niiden merkitystä.
7.1 Yhteenveto
Alkuperäinen motivaatio tämän aihepiirin kannalta oli selvittää alkulukujen
jakautumista ja etsiä mahdollisesti laskennallisesti helppoa muotoa alkulu-
kufunktiolle. Diskreetissä lähtökohdassa hyvin hankala kysymys alkulukujen
jakautumisesta on saanut täysin uuden perspektiivin analyysin kautta. Al-













, Re(s) > 1













































= ψ(x), a > 1, x > 1.
Analyyttisen jatkamisen avulla ζ-funktion määrittelyaluetta laajennettiin
alueelle Re(s) ≤ 1. Alueella 0 < Re(s) < 1 ζ-funktiolla on epätriviaaleja

















































ja lopulta saadaan von Mangoldtin kaava
















log (1− x−2)− log 2π,
mikä oli se tavoiteltu laskentafunktion esitysmuoto, joka oli johdantoluvun
pykälässä 1.2.2 mainittu. Pykälässä 4.3 voi tarkastella graasta esitystä ja
todeta tämän muodon muistuttavan pykälän 1.2.1 laskentafunktion esitys-
muotoa sekä graasta approksimaatiota.
Koska 0 < Re(ρ) < 1, niin on mahdollista johtaa tulos ψ(x) ∼ x. Tästä






























Graanen havainnollistus on esitetty pykälän 5.3 kuvassa 6.
Lopputuloksena voidaan todeta, että Riemannin ζ-funktio muutti alku-
lukujen jakautumisen perspektiiviä merkittävästi. Asian tarkastelu nollakoh-
tien kautta on asian tutkimisen kannalta parempi kuin diskreetti ajattelu-
tapa. Alkulukujen jakautumisen mysteerit liittyvät nyt suoraan nollakohtien
jakauman mysteeriin. Vaikka von Mangoldtin kaava on erittäin elegantti tu-
los, niin se sisältää silti tuntemattomana tekijänä nollakohtien jakautumisen.
Lattiafunktion Fourier'n sarjassa ei ole vastaavaa ongelmaa, sillä luonnollis-
ten lukujen jakautuminen on triviaalia. Onneksi nollakohtien reaaliosa on to-
distetusti kuitenkin niin rajattu, että alkulukulause on voimassa ja vaikealta




Riemannin ζ-funktiolla ja alkulukulauseella on hyvin suuri merkitys lukuteo-
riassa. Alkulukulause tarjoaa erilaisia sovelluksia lukuteorian tutkimusta var-
ten, Riemannin hypoteesin seurauksia tutkitaan paljon ja teoriaa voi yleistää
esimerkiksi aritmeettisten lukujonojen alkulukujen jakautumisen tutkimises-
sa.
Lukuteoriassa kokonaisluvun tekijöihinjaolla on suuri merkitys ja alkulu-
kulauseen sovellukset mahdollistavat tietyin edellytyksin halutut ehdot täyt-
tävien luonnollisten lukujen jakautumisen tutkimisen. Erityisesti sileys- ja
karkeusehtojen määrääminen onnistuu asymptoottisesti.
Määritelmä 7.1. Luonnollinen luku n on m-sileä, jos jokainen luvun n ja-
kava alkuluku p toteuttaa ehdon p ≤ m. Vastaavasti luku n on k-karkea, jos
jokainen luvun n jakava alkuluku q toteuttaa ehdon k ≤ q.
Määritelmä 7.2. Olkoon ρ Dickmanin funktio, joka määritellään rekursii-
visesti kaikilla u ≥ 0 seuraavasti:⎧⎨⎩
ρ(u) = 1, 0 ≤ u ≤ 1
d
du
(ρ(u)) = −ρ(u− 1)/u, u > 1.
Lause 7.3. Sileiden lukujen jakautumiselle on voimassa ehto∑︂
m≤x
p|m=⇒p≤x1/u
1 ∼ x ρ(u).
Todistus. (ks. [11]: pykälä 7.1, Theorem 7.2)
Määritelmä 7.4. Olkoon ω Buchstabin funktio, joka määritellään rekursii-
visesti kaikilla u ≥ 1 seuraavasti:⎧⎨⎩
ω(u) = 1/u, 1 ≤ u ≤ 2
d
du
(uω(u)) = ω(u− 1), u > 2.










Aritmeettisissa lukujonoissa olevia alkulukuja voidaan tutkia ζ-funktiota
yleistävillä L-funktioilla.
Määritelmä 7.6. Funktiota χ : Z → C kutsutaan Dirichlet'n karakteriksi
modulo d, kun kaikilla n ∈ N se täyttää ehdot
1. χ(n) = χ(n+ d),
2. χ(n) = 0, kun (n, d) > 1,
3. |χ(n)| = 1, kun (n, d) = 1,
4. χ(n)χ(m) = χ(nm).







, Re(s) > 1,
kun χ on jokin Dirichlet'n karakteri modulo d.
L-funktioille voidaan yleistää useat tulokset, jotka on johdettu tässä tut-
kielmassa ζ-funktiolle. Niin sanottu yleistetty Riemannin hypoteesi tarkoit-
taa, että analyyttisesti jatketun L-funktion epätriviaaleilla nollakohdilla on
aina sama reaaliosa. Dirichlet'n L-funktion tapauksessa se on hypoteesin mu-
kaan aina 1/2.
Analyyttisen lukuteorian ensimmäisiä saavutuksia 1800-luvulla oli
lauseen 2.8 yleistys L-funktioilla. Tällä voitiin todistaa, että aritmeettisis-
sa lukujonoissa, joissa on enemmän kuin yksi alkuku, on oltava äärettömän
monta alkulukua. Tätä tulosta kutsutaan Dirichlet'n alkulukulauseeksi (ks.
[11]: pykälä 4.3, Corollary 4.10). Lause voidaan siis todistaa osoittamalla,
että tällaisten alkulukujen resiprookkisumma hajaantuu.
Erityisesti alkulukulause voidaan yleistää aritmeettisilla lukujonoilla
määrittelemällä, että πa,b(x) on lukua x pienempien ja muotoa b+an olevien









Tähän liitteessä on koottu tarkennuksia ja huomautuksia, joilla on tarkoitus
selittää paremmin eräitä tutkielmassa olleita kohtia.
Pykälä 1.2.1
Fourier'n sarjat on yleisesti tunnettu tapa esittää jaksollisia funktioita trigo-
nometristen sarjojen avulla. Olkoon funktio f : R → R jaksollinen ja tämän









































dx, kun c ∈ R.








x sin (2πnx)dx = − 1
πn










Tapauksessa x ∈ Z edellä oleva kaava saa arvon 1/2, koska sin(2πkx) = 0
aina, kun k, x ∈ Z.
Tasainen suppenevuus
Monisteen [7] todistukset tasaisesti suppeneville reaaliarvoisille funktioille
voidaan yleistää myös kompakteissa osajoukoissa suppeneville kompleksisille
funktioille, sillä itseisarvoepäyhtälöt pätevät niissäkin tapauksissa.
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Lause A.1. Olkoon funktiojono (fn) sellainen, että limn→∞ fn = f tasaisesti.
Tällöin f on jatkuva.
Todistus. (ks. [7]: Theorem 5.16)
Lause A.2. Olkoon derivoituvien funktioiden jono (fn) sellainen, että fn →
f tasaisesti ja f ′n → g tasaisesti. Tällöin f ′ = g.
Todistus. (ks. [7]: Theorem 5.18)
Lauseesta A.2 seuraa, että jos tasaisesti suppenevan sarjan integroi ter-
meittäin ja tämä sarja suppenee tasaisesti, niin tällöin alkuperäisen sarjan
arvon integraali saa saman arvon kuin termeittäin integroinnissa.
Pykälä 4.2
(∗)
Sarjojen tasaisesta suppenevuudesta seuraa, että johdettu esitysmuoto
arvolle ζ ′(s)/ζ(s) on termeittäin derivoituva siten, että näiden derivaat-
tafunktioiden summa on sarjan raja-arvofunktion derivaatta lauseen A.2
mukaan. Koska ζ ′(s)/ζ(s) on analyyttinen, niin tämä esitysmuoto on voi-
massa.
(∗∗)
Sarjan tasaisesta suppenevuudesta seuraa, että se on termeittäin integroituva
(∗ ∗ ∗)
Koska suppeneminen on tasaista, niin se voidaan integroida termeit-
täin, kuten kohdassa (∗∗).
Pykälä 4.3
Pykälän 4.3 kuvan 5 kuvaaja on piirretty sivulla www.desmos.com ja kuvaa-
jaa voi tarkastella sivulla https://www.desmos.com/calculator/yixfqqoui3
(luotu 10.2.2020). Kuvaajan tarkastelussa komentorivillä parametri h on lu-
ku, jolla voi säätää huomioitavien nollakohtaparien lukumäärää 205:een pa-
riin asti. Koordinaatiston pystyakseli on y-akseli ja vaaka-akseli x-akseli.
Kuvaajan piirtämisessä käytetyt ζ-funktion nollakohtien imaginääriosat
on etsitty sivulta http://www.dtc.umn.edu/ odlyzko/zeta_tables/ [Andrew
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Odlyzko: Tables of zeros of the Riemann zeta function: The rst 100,000




B Γ-funktion identiteettien todistukset




xs−1e−xdx, Re(s) > 0
identiteetit (3), (4), (5) ja (6) sekä osoitetaan, että Γ(1/2) =
√
π. Todistuk-
sien lähteenä on käytetty Jan-Hendrik Evertsen luentomonistetta [5].
Lause B.1. Seuraava identiteetti on voimassa:
Γ(s+ 1) = sΓ(s).






















mikä todistaa lauseen ja siten identiteetin (3).
Identiteetin (4) osoittamista varten määritellään:








xs−1dx, Re(s) > 0.
































1 · 2 · · ·n















































Tämä osoittaa identiteetin (4) oikeaksi.
Seuraavaksi johdetaan (5) eli
π = Γ(1− s)Γ(s) sin (πs), s ̸∈ Z















, n ∈ N.
Tämä riittää, koska edellisen yhtälön molemmat puolet ovat meroformisia,
kun n korvataan kompleksisella muuttujalla, ja kummatkin puolet lähestyvät




































v/(v + 1) u/(v + 1)2




















































































mistä seuraa (5), josta puolestaan seuraa Γ(1/2) =
√
π.























































(2n+ 1)! · (2n+ 1)2s
2s(2s+ 1) . . . (2s+ 2n+ 1)
. (62)







2s(2s+ 1) . . . (2s+ 2n+ 1)
· 2s(2s+ 1) . . . (2s+ 2n+ 1)
































ja (6) seuraa, kun käytetään identiteettiä (3) ja tehdään sijoitus s→ s/2.
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C Luvun 4 lemmojen todistuksia
Käydään tässä liitteessä von Mangoldtin kaavan johtamisessa käytettyjen in-
tegraaleihin liittyvien lemmojen 4.5, 4.6 ja 4.7 todistukset. Näissä todistuk-
sissa alkuperäisissä lemmoissa esiintyvä integrandin muuttuja t on vaihdet-











, x > 0, a > 0.
Tapauksessa 0 < x < 1 funktiolla xs/s ei ole napaa alueella {a ≤ Re(s) ≤ K,
−h ≤ Im(s) ≤ h}, kun K on suuri vakio. Tällöin Cauchyn integraalilauseen
mukaan tämän funktion integroiminen kyseisen suorakulmion muotoisen alu-




























Yhtälön oikealla puolella viimeisimmän integraalin itseisarvon yläraja on



































Koska 0 < x < 1 ja kun K → ∞, niin epäyhtälön oikean puoleisin termi
suppenee kohti nollaa. Lemman 4.5 tapaus 0 < t < 1 on nyt todistettu.

















































































mikä oli käytetty ominaisuus pykälässä 4.1.
Seuraavaksi on vielä tutkittava vielä tapausta x > 1, mikä on hyvin
samanlainen kuin aiempi tapaus, jossa 0 < x < 1. Tarkastellaan tasoa
{−K ≤ Re(s) ≤ a, −h ≤ Im(s) ≤ h}, johon kuuluu piste s = 0. Koska xs/s
on meroforminen tämän alueen sisällä ja sillä on napa kohdassa s = 0, voi-









































































































, a > 0, x > 1,
milloin lemman 4.5 kohdat ovat kaikki todistettuja. Lemman 4.6 todistus
































































Koska |a + id| ≥ |a + ic| ≥ (a + c)/
√
2, niin epäyhtälön oikealla puolella
olevien kahden ensimmäisen termin summan yläraja on 2
√
2xa/((a+c) log x).





























































(a+ c) log x
,
milloin lemma 4.7 on todistettu.
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D Bernoullin luvuista ja ζ-funktion arvoista
kokonaislukupisteissä
Bernoullin luvuilla tarkoitetaan rationaalilukujen joukkoa, jolla on oleellinen
yhteys esimerkiksi peräkkäisten luonnollisten lukujen potenssien summien
laskemisessa. Tässä liitteessä näytetään kuinka Bernoullin luvut liittyvät ζ-
funktion arvoihin sen kokonaislukupisteissä.
Määritelmä D.1. Bernoullin luvut generoi funktio
x







jossa Bn on järjestykseltään n. Bernoullin luku.
Tällöin esimerkiksi B0 = 1, B1 = −1/2, B2 = 1/6, B3 = 0 ja B4 =



















kun m ∈ N ja n ∈ N (ks. [2]: pykälä 3.2, Theorem 3.2.4).











missä tie C kulkee äärettömyydestä aivan positiivisen reaaliakselin yläpuo-
lella lähelle origoa, minkä jälkeen se pyörähtää vastapäivään origon ympäri
ja palaa takaisin äärettömyyteen aivan positiivisen reaaliakselin alapuolella.
Koska n on kokonaisluku, niin tie C muuttuu δ-säteiseksi kiekoksi origon

























































sillä identiteetin (3) mukaan Γ(−1/2) = −2 · Γ(1/2) = −2π1/2.
Lause D.2. Neliövapaiden luonnollisten lukujen osuus kaikista luonnollisista
luvuista on 6/π2.
Todistus. Neliövapaiden luonnollisten lukujen suhteellinen osuus saadaan
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