We solve a time-optimal control problem in a linear chain of three coupled spins 1/2 with unequal couplings. We apply the Pontryagin maximum principle and show that the associated Hamiltonian system is the one of a three-dimensional rigid body. We express the optimal control fields in terms of the components of the classical angular momentum of the rigid body. The optimal trajectories and the minimum control time are given in terms of elliptic functions and elliptic integrals.
I. INTRODUCTION
Recent years have been witness to intense progress in the development of quantum optimal control theory [1] [2] [3] [4] [5] [6] . While dynamical systems of low dimensions can be attacked by geometric and analytic optimal control techniques [7] [8] [9] [10] , a variety of numerical optimization algorithms have been built to design control fields suited to different experimental setups and constraints [11] [12] [13] [14] [15] with applications extending from photochemistry [3, 5, [16] [17] [18] [19] to nuclear magnetic resonance [20] [21] [22] [23] [24] [25] . Originally applied in closed quantum systems with two or three levels [6, [26] [27] [28] , different studies have shown the potential of geometric methods, which can now describe dissipative two-level quantum systems [29] [30] [31] [32] [33] [34] , but also spin dynamics [35, 36] with applications in nuclear magnetic resonance [37] [38] [39] and magnetic resonance imaging [40] . Such questions can be considered as relatively simple compared with those of coupled spins in view of applications in quantum computing and quantum information science [41] . In this context, a benchmark problem used to test the efficiency of new methods is the linear chain of spins [42] [43] [44] [45] [46] [47] [48] [49] . Geometric techniques have been applied with success in the case of one [50, 51] , two [52] [53] [54] [55] [56] [57] , and three coupled spins [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] . Similar systems in classical and quantum mechanics have also been investigated recently in mathematics [70] [71] [72] .
In this work, we propose to use geometric optimal control techniques, and in particular the Pontryagin maximum principle (PMP), to address one of the fundamental questions in systems of coupled spins, namely, the time-optimal control of a linear chain of three spins. In order to show the generality of our approach, we will consider the case of unequal couplings, the problem with equal couplings being a trivial limiting case of this general situation. Even though this control problem has already been treated both in physics [61, 62, 73] and in mathematics [70] [71] [72] , the use of the PMP allows us to give a beautiful geometric interpretation of the optimal control dynamics. Roughly speaking, the PMP transforms the optimal control problem into a generalized pseudo-Hamiltonian system depending on the control fields and subject to a * dominique.sugny@u-bourgogne.fr maximization condition. This latter condition allows us to express the fields in terms of the state and the adjoint state of the control problem, and thus to describe the dynamics of the system by a true Hamiltonian system (see below for details). Using this formalism, we then show that the control of a linear chain of three spins is equivalent to the analysis of the free rotation of a three-dimensional rigid body in classical mechanics. Our work complements the first study on the subject [62] by giving a Hamiltonian point of view on the dynamics. In particular, we show that the Hamiltonian system is Liouville integrable, leading therefore to an integration by quadrature of the dynamical equations. The optimal control fields can be expressed in terms of the components of the classical angular momentum of the rigid body. We also give explicit formulas of the optimal trajectories as a function of the constants of motion of the dynamical system. Notably, the value of the constants of motion is determined here by directly solving an equation given in the Theorem as compared to more indirect methods employed in Ref. [62] . We emphasize that the integrability analysis is also crucial to extend such results to a chain with four spins, which is briefly discussed in the last section. Finally, it is worth mentioning that the aim of this paper is also to render these mathematical tools more accessible to a broad audience in the context of quantum control. In this respect, this paper can be viewed as a pedagogical introduction to this geometric approach. The interested reader could find in recent mathematical studies the details of some proofs which are skipped here [70] [71] [72] .
The remainder of this paper is organized as follows. The model of the system is presented in Sec. II, together with a specific choice of coordinates which allows us to reduce the dimension of the control problem. In Sec. III we show how to apply the PMP to this quantum system in the case of the minimization of the control duration. Special attention is paid to the relationship of this dynamical system to the free rotation of a three-dimensional rigid body. In particular, the optimal control fields can be expressed in terms of the components of the angular momentum of this body. Section IV is devoted to the computation of the optimal trajectories. Explicit timeoptimal solutions are given for some initial and target states in Sec. V. The limit of equal couplings is investigated in Sec. VI. We discuss the extension of this approach to four coupled
Note that we suppress a factor of π in H d following Ref. [62] . Therefore, all times are given in units of 1/(πJ ) where J denotes a certain coupling strength. The parameters J 12 and J 23 are the coupling constants between the spins 1 and 2 as well as 2 and 3, respectively. We assume that only one magnetic field, corresponding here (up to a scaling factor) to u(t), is applied to the second spin along the y direction. By restricting the available controls from the set of arbitrary local controls on all spins to one control on the second spin along the y direction, the control system is in particular for J 12 = J 23 no longer fully controllable (cf. Ref. [74] ). But the generated Lie algebra is still large enough such that the desired transfers can be performed. Although the minimum time for achieving a desired transfer might grow when the set of controls is reduced, preceding numerical analysis [49] suggests that the minimum transfer time is not affected for the transfer from I 1x to 4I 1y I 2y I 3z considered here.
We choose to study the density matrix ρ of the system, which is a 8 × 8-matrix living in a 63-dimensional space. As shown in Ref. [60] , the dimension and the complexity of the dynamics can be drastically reduced by considering the vector X = (x 1 ,x 2 ,x 3 ,x 4 ) where x 1 = I 1x , x 2 = 2I 1y I 2z , x 3 = 2I 1y I 2x and x 4 = 4I 1y I 2y I 3z . Solving a control problem in the four-dimensional space associated with the vector X provides an efficient synthesis of a CNOT gate in the original state space [58, 60] . The computation of the dynamical system governing the evolution of the components of X can be made by using the Liouville-von Neumann equatioṅ
Note that units such that = 1 are used throughout the paper. 
The same kind of computations for the coordinates x 2 , x 3 , and x 4 allows us to derive the following system:
The dimension of the system under study can be reduced by one if one applies the change of variables
which results iṅ
Using the coordinates (r 1 ,r 2 ,r 3 ), the dynamical system is controlled by the angle θ . With unbounded controls, this angle can be manipulated arbitrarily fast by a judicious choice of u. We set u 3 := cos θ and u 1 := sin θ , and observe u 
III. OPTIMAL CONTROL PROBLEM

A. Pontryagin maximum principle
Fixing two points on the sphere parameterized by the coordinates (r 1 ,r 2 ,r 3 ), the goal is to bring the system from one point to the other one in minimum time. We solve this time optimization control problem by using the PMP [7, 8] . The first step consists in introducing a pseudo-Hamiltoniañ H p , which can be written as
where p is the adjoint state and r := (r 1 ,r 2 ,r 3 ) is the state of the system. In the regular case, p 0 is a negative constant and H p = 0 as the total control duration is not fixed. We recall that p and p 0 cannot be simultaneously equal to 0. 
The pseudo-Hamiltonian H p can be transformed into
. (4) 013409-2
Introducing L = r × p, the classical angular momentum, Eq. (4) becomes
Using Eq. (3), one can check that d[ r · p]/dt = 0. In the following, we will choose p such that r · p = 0, which is a condition expressing the fact that d r 2 /dt = 0. The PMP states that in the optimal case, the problem can be restricted to the study of a classical Hamiltonian
The maximization condition is satisfied if
, which is assumed to be nonzero. The classical Hamiltonian H can be interpreted as a Hamiltonian describing the free rotation of a threedimensional rigid body, which is usually written as
The coefficients (I 1 ,I 2 ,I 3 ) are the moments of inertia of the rigid body and L i is a component of the angular momentum vector in a moving frame associated with its principal inertia axes. Here a straightforward identification leads to I 1 = 1/k 2 , I 2 = +∞ and I 3 = 1, i.e., the motion of a singular free asymmetric body with one moment going to infinity. This analogy is particularly fruitful since all the classical mechanics machinery can be used to solve this problem [75, 76] , known as the Euler-Poinsot problem. Since H does not depend explicitly on time, we deduce that H is a constant of motion. We can also check that the square modulus of the total angular momentum,
, is a constant of motion, leading therefore to an integrable Hamiltonian. In the rest of the paper, we consider without loss of generality only the level set H = 1 [7, 8] .
B. Geometric interpretation
In the computation of the maximization condition, the control fields u 1 and u 3 are replaced by the components L 1 and L 3 of the angular momentum.
Recall that the coordinates L i are related to each other via the Poisson bracket {·,·}:
We have used the convention {r i ,p i } = 1 [75] . Using the formula
In the (L 1 ,L 2 ,L 3 ) space, the solution of the differential equations (9) emerges from the intersection of the two surfaces
which are associated with the two constants of motion of the problem, H = 1 and L 2 = 2 . The surface S 1 is a "crushed cylinder" with radius 1/k r 1, and S 2 is a sphere of radius . This intersection depends on the relation between the different radii; i.e., it depends on the value of with respect to k and 1. Figure 1 
space. This figure corresponds to the case k > 1. The case k < 1 can be determined along the same lines by inverting the roles of L 1 and L 3 . In Fig. 1 (c) we have plotted some trajectories lying on the surface S 1 for different values of the angular momentum . We recognize a standard pendulum phase portrait projected onto the surface of S 1 .
C. Discussion of the pendulum equation
We assume in the following that H = 1 and recall that
Applying (9), the first derivative of θ (t) is computed aṡ
The second derivative of θ (t) is given by
which corresponds to the pendulum equation. Setting ν(t) = 2θ (t), one deduces that
where c is a constant. Substituting Eqs. (11) and (12) 
As in Ref. [62] , we arrive at a formula for the final time:
For the particular transfer from (r 1 (0),r 2 (0),r 3 (0)) = (1,0,0) to (r 1 (t f ),r 2 (t f ),r 3 (t f )) = (0,0,1), we can deduce from the formula [see Eq. (9) of [62] ]
that θ (0) = 0 and θ (t f ) = π/2. Thus, Eq. (16) can be integrated in terms of elliptic integrals. We conclude that the final time for the given transfer is equal to
(for notation refer to Appendix A). But this direct approach will not work for general transfers, which provides a motivation for the techniques presented below.
D. Optimal control fields
We return in this section to the description of the Hamiltonian formulation. We obtain two families of solutions for the differential system (9), the oscillating and the rotating ones, respectively, in the cases 1/k < < 1 and > 1 > 1/k. The explicit solutions are given in terms of Jacobi-elliptic functions (see Appendix A for the main properties of these functions). Standard computations lead to the following results [70] [71] [72] : The oscillating extremals are determined by L 3 (9) with H = 1, and Appendix A, we arrive at
Note that ψ 0 and are parameters whose optimal values will be determined below. The rotating extremals are given by
Note that the sign of the amplitudes of L 1 (t) and L 2 (t) have to agree. A solution with a minus (resp. plus) sign is denoted as the negative (resp. positive) solution. For oscillating trajectories, the negative solution is the extremal below the (L 1 ,L 3 ) plane. For rotating extremals, the negative solution corresponds to the extremal behind the (L 2 ,L 3 ) plane.
Plugging our results into Eq. (7) with H = 1, we can finally deduce the control fields
for the oscillating extremals (1/k < < 1) and the ones
for the rotating extremals ( > 1 > 1/k).
Remark. The general solutions given in (21) and (22) describe all possible time-optimal controls for the system of Eq. (1). Depending on the boundary conditions for r(t) we have to choose one of the possibilities and determine the values of the constants and ψ 0 .
IV. SOLUTIONS FOR ROTATING EXTREMALS
In the current and the following section, we determine explicit solutions for the case of rotating extremals. This is motivated by transfers starting from (r 1 (0),r 2 (0),r 3 (0)) = (1,0,0), which will be analyzed in Sec. V. Consequently, we obtain that θ (0) = 0 (see Sec. III C). Applying Eq. (15), it follows thatθ (0) = ±k √ 2 − 1 and, most importantly, that > 1. Therefore, only the case of rotating extremals will be relevant for this particular application.
A. Differential equations
Having determined the control fields u 1 and u 3 , we are now interested in the solutions r 1 (t), r 2 (t), and r 3 (t) of Eq. (1). The Hamiltonian can be written as
where u 1 and u 3 denote the optimal control fields of Sec. III D. Since r · p = 0, the relations
hold and ( r, p/ , L/ ) is a basis of R 3 . The differential equations satisfied by r, p, and L are the same as for the three-dimensional vector x wherė
and x is either r, L, or p. One solution of Eq. (24) has been computed in Sec. III D for L, which is also a solution for r and p. But since (23) has to be satisfied, this solution cannot be simultaneously used for r, p, and L.
We denote by z the solution calculated in Sec. III D normalized by , that is (for rotating extremals),
and R(t) = ( x(t), y(t), z(t)) the orthogonal matrix such that x(t) and y(t) are also solutions of Eq. (24).
B. Rotation matrix
The problem consists in finding the motion of the frame ( x, y, z) in an arbitrary Euclidian frame ( e 1 , e 2 , e 3 ) . This is the well-known Euler-Poinsot rigid body problem, where R(t) is the orthonormal frame attached to the rigid body. In our case, the matrix R(t) satisfies
The standard method to solve this differential system is to consider the Euler angles φ 1 , φ 2 , and φ 3 (refer to Fig. 2 for their definition), which allow us to get an explicit expression for R(t). We introduce the matrices 
Equation (26) can be written as
The control fields u 1 and u 3 are rotations, respectively, around the axes e 3 and e 1 , while there is no control along the e 2 direction. We define the Euler angles as in Ref. [9] in the ZYZ convention, but in our case the Euclidian frame is the rotating one. The transformation from the Euclidian coordinates to the rotating coordinates is given by
which corresponds to a first rotation around the e 3 axis of angle φ 3 , a second one around the new e 2 axis of angle φ 2 , and a last one around the new direction e 3 (see Fig. 2 for details). The columns of R(t) correspond to the projection of x, y, and z onto the axes of the frame E = {e i }, and we get
G(t)R(t) = Id
and consequently obtain
where (·) T denotes matrix transposition. Knowing φ 1 (t), φ 2 (t), and φ 3 (t), we have access to x(t) and y(t), which are, respectively, the first and the second columns of R(t) (and 
C. Computing Euler angles
We recall that the last column of R(t) is z(t), which is given by (25) . Using Eqs. (28) and (29), we find that
which leads to
. The sign of sin φ 2 is given by the initial conditions of the control problem (see below for an example). The angle φ 1 (t) can be determined [and also the trajectories x(t) and y(t)] by computing the angular velocity along each axis. This method is described in Ref. [76] , where the control fields replace here the angular velocity. Since we consider a rotation on SO(3), the differential equation satisfied by r can be written
In our case, we have
This observation allows us to compute φ 1 (t) by solving a differential equation. We refer the reader to Appendix B1, which follows the approach of Ref. [76] to determine φ 1 (t). The aforementioned differential equation is
, and its solution is explicitly given by
where ( 
, x(t), y(t), and z(t).
The choice for the solution is determined by the initial conditions of the control problem. Indeed, the choice of the initial state r 0 fixes p 0 and L 0 with Eq. (23). However, some initial conditions are unattainable by certain families of solutions. For example, the initial state r 0 = (0,1,0) cannot correspond to the z(t) solution because two different Jacobi elliptic functions cannot simultaneously be zero. The x and y solutions are equivalent since y (φ 1 ,φ 2 ,φ 3 ) = x(φ 1 − π/2,φ 2 ,φ 3 ) ; the same states are accessible in both cases.
V. EXAMPLES OF ROTATING EXTREMALS
In this section, we show how the preceding material can be used to solve a particular optimal control problem. The goal is to transfer the state of the system from the initial state r 0 = (1,0,0) to a target state r f = (0, cos β, sin β) on the meridian. For the reasons explained above, r(t) cannot be given by z(t). In order to have a direct frame, we choose the solution
R(t) = ( x(t), y(t), z(t)) = ( r(t), p(t)/ , L(t)/ ).
(36)
The components of r, p/ , and L/ are, respectively, the ones of x, y, and z given by Eqs. (30)- (32) . Moreover, we need to use the case > 1 > 1/k (rotating extremals). Indeed, at t = 0 we have
In the case of oscillating extremals, we recall that |L 1 (0)| = dn(ψ 0 ), which is strictly greater than zero for any value of ψ 0 . As a consequence the state r = (1,0,0) is not reachable in this case, which complements the argument at the beginnig of Sec. IV. For simplicity, we consider a northern hemisphere target state, that is, β ∈ [0,π/2]. To fix the ideas, we plot in Fig. 3 the time evolution for each axis of R(t) on the sphere. Using Eq. (23), we have The relation z 1 (0) = 0 leads to the condition cn(ψ 0 ,m) = 0 on the phase ψ 0 . From Appendix A, we choose
where K(m) is a complete elliptic integral of the first kind. To evolve toward a state belonging to the northern hemisphere, we have to select either the negative or the positive solution in Eq. (25) . We recall that x = r satisfieṡ r = (ku 1 A 1 + u 3 A 3 ) r.
An approximation for a small time dt gives
Thus, with the initial state r 0 = (1,0,0), one arrives at
Since cn(ω dt + ψ 0 ) < 0 and sn(ω dt + ψ 0 ) > 0 we get r 3 (dt) < 0 for the positive solution. Then r starts moving towards the southern hemisphere of the sphere. In the optimal case, the sign of r 3 (t) remains the same for a transfer from the equator to a meridian state with r 1 = 0. Hence, the optimal solution for reaching the north pole is the negative one, i.e.,
In order to determine the final time some tedious computations are necessary. For a target state r f = (0, cos β, sin β), Eq. (23) leads to
Using Appendix A and the fact that ψ 0 = K(m), we get the relation
.
Straightforward computations lead to the time t f for transferring the system from r 0 to r f (referring for the mathematical details to Appendix B2):
F(a,b) is an incomplete elliptic integral of the first kind. Note that starting from r 0 , β has to be chosen such that
Moreover, the duration of the control is bounded. Indeed, for a fixed value of m, F(h(β),m) is a strictly increasing function with h(β). Therefore, the control time is maximal when h(β) is maximal. We recall that β ∈ [0,π/2], and the duration is maximal for β = π/2, i.e., h(π/2) = 1. Finally, we get t f K(m)/ω, which leads to the relation ωt + ψ 0 2K(m). The components of the angular momentum satisfy the boundary conditions
Substituting (40) into Eq. (33), we can write r 0 as
The sign of sin[φ 2 (t)] has to remain constant for continuous solutions in Eq. (33) [L 2 (t) < 0]. Thus, the condition r(0) = (1,0,0) is satisfied for φ 1 (0) = π/2 and sgn( sin[φ 2 (t)]) = 1.
Plugging (25) into (30), we obtain
as a function of the time t. Equation (35) becomes
where [f (t )] t =t t =0 :=f (t) − f (0). The specific value of has to be determined for each β of the final state r f = (0, cos β, sin β). It can be found by following the same approach as before while assuming that t = t f . We have
Theorem. Consider the time-optimal transfer from r 0 = (1,0,0) to r f = (0, cos β, sin β) governed by Eq. (1). Given k and β, we get the optimal value of by solving
Substituting the value of into Eqs. (39) and (42), one arrives at the optimal transfer time t f and the time evolution r(t), respectively. Equation (44) is quite complicated, but it sometimes simplifies according to the choice of r f (see below). However, the third order elliptic integral is present in all cases. Having determined the parameter , the problem is completely solved. We emphasize that the possibility to directly solve Eq. (44) significantly simplifies our approach as compared to [62] where the integration constants could only determined by numerically optimizing over numerical solutions of a given differential equation.
We start from r 0 = (1,0,0) and the goal is to reach the north pole of the sphere, that is, r f = (0,0,1). The solution is obtained by substituting π/2 for the parameter β. This special value leads to h(β) = 1. Thus, the optimal control time becomes [cf. Eq. (39) and Appendix A] t f = K(m)/ω, and the value of (and also of ω and m) can be computed by substituting 1 for h(β) in Eq. (44) . Finally, one has to solve the equation
A qualitative description of the function f k ( ) is given in Fig. 4 for different values of k. We also plot the solutions for r 1 , r 2 , and r 3 on S 2 given by Eq. (42) for the corresponding values of k. We find the same results as in Ref. [62] . Figure 4(d) shows the minimum time to realize the transfer from (1,0,0) to (0,0,1) as a function of k. We now consider the same initial state, but the target state defined by r f = (0,1/ √ 2,1/ √ 2). We obtain that β = π/4 and h(β) = √ 2 − 2 . The control time is
and is determined by solving the equation
VI. THE LIMITING CASE OF EQUAL COUPLINGS
A. Direct approach
Here we directly determine the time-optimal transfer from r 0 = (1,0,0) to r f = (0,0,1) in the case of equal couplings (i.e., k = 1). Asθ(t) = 0, we have θ (t) =θ (0)t + θ (0). But we know that θ (0) = 0 from Sec. III C. Thus, These equations can be directly integrated into
Specializing Eq. (18) to the case of k = 1, it follows
This agrees with Fig. 4 , Sec. 4.1 of Ref. [73] , and the results summarized in Table I of Ref. [58] . The more general transfer to (r 1 (t f ),r 2 (t f ),r 3 (t f )) = (0, cos β, sin β) is discussed next.
B. Reducing the general approach to
where k 3 = J 23 /J 12 and k 5 = J 34 /J 12 . It follows from d(
The dimension of the control problem can be reduced by applying the following change of coordinates:
Using the notation
we get˙
where u
2. Note that the control fields u 1 , u 2 , and u 3 are not independent since they are connected by the two angles θ 2 and θ 3 . Nevertheless, we assume that the three fields can be chosen independently in order to apply the PMP.
We introduce the angular momentum tensor L μν = r μ p ν − p μ r ν with ν,μ ∈ {1,2,3,4}, which has the following properties:
For μ = ν = i = j , we have the Poisson bracket relations
and consequently
The pseudo-Hamiltonian of the PMP takes the form 
Substituting these expressions into H p , we arrive at the classical Hamiltonian
. It is straightforward to show that the square modulus
of the classical angular momentum L is also a constant of the motion. Note that L is a six-dimensional vector which satisfies the differential system
In the general case, this classical system with three degrees of freedom is not integrable as only two constants of motion can be determined. An analytical resolution of this control problem is therefore not straightforward. However, the preceding geometric analysis can be combined with some numerical approaches such as the shooting method [8, 12] . This method aims at numerically computing the initial adjoint state such that the corresponding Hamiltonian trajectory given by the PMP reaches the target state in minimum time. Such methods based on Newton-type algorithms can only be used if one has a sufficiently good approximation of the initial adjoint state.
Note that a more direct numerical approach was used in [49] .
VIII. CONCLUSION
We show that the optimal control of a chain of three spins with unequal coupling can be completely interpreted geometrically. The state, the adjoint state, and the angular momentum of the dynamical system form a rotating frame, which allows us to approach the optimal control problem as a Euler-Poinsot rigid body problem, with no angular velocity along one of the axis. Note that the components of one axis in the rotating frame are given by solving a pendulum equation. We can also deduce the components of the two other axes, leading therefore to a complete description of the control problem. This work gives the minimum time to transfer a one-spin state to a three-spin state. In this setting, this physical limit can be interpreted as the quantum speed limit for bringing the system from one state to the other one [15, 78] . We hope that our method can be used to solve more complex systems, such as chains with four or more coupled spins. 
