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Computer simulation models are regarded as important tools to address concerns 
about the environmental impact of agricultural activities and have increasingly been used to 
complement field research. The CERES-Maize and CROPGRO-Soybean, two of the main 
crop growth models incorporated into the Decision Support System for Agrotechnology 
Transfer (DSSAT), were developed to simulate the effects of environmental conditions, 
different management strategies, and genetics on crop growth and development. These 
models currently do not have an option for calculating erosion and phosphorus (P) dynamics. 
In this study, the Modified Universal Soil Loss Equation (MUSLE) and sediment-bound P 
model were incorporated into CERES-Maize and CROPGRO-Soybean models. The 
évapotranspiration component of the CERES-Maize model was also evaluated to test the 
ability of the model to simulate the effects of shelterbelts on com transpiration. Two years of 
sap flow data collected from corn plants in a sheltered (3H) and unsheltered (25H) areas in a 
field near Ogden, Iowa, were used for model testing. Results showed that the CERES-Maize 
model simulated daily plant transpiration well in both sheltered and unsheltered areas with 
RMSE of 0.53 mm d"1 (3H) and 0.75 mm (25H) in 2001, and 0.85 mm d"1 (3H) and 0.59 mm 
d"1 (25H) in 2002. Average coefficient of determination (r2) for 2001 and 2002 was 0.90 and 
0.73, respectively, indicating good correlation between simulated and observed transpiration. 
After erosion and sediment-bound P subroutines were incorporated into CERES-Maize and 
CROPGRO-Soybean, the models were calibrated and tested using five years of data collected 
from two field sites in a watershed in Tama County, Iowa. Results showed that generally both 
models tended to over or underpredict daily sediment and sediment bound P losses from 
vii 
fields, but they simulated seasonal values reasonably well. For CERES model, the error 
between simulated and measured seasonal sediment losses was less than 10 % in three out of 
the five years, while in four out of the five years, the difference between simulated and 
measured sediment loss was less than 15% for the CROPGRO. The study indicated that both 
models did not seem to give good estimates of daily sediment and P losses, but they can be 
used to simulate the long-term (seasonal) losses with reasonable accuracy. 
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CHAPTER 1. GENERAL INTRODUCTION 
Soil erosion, described as the removal of soil material by wind or water, is an 
important social and economic problem. Soil erosion by water is of a great concern in the 
Midwest regions of the United States, unlike western regions where soils are more 
susceptible to wind erosion (U.S. EPA, 1994). Soil eroded from agricultural fields may carry 
many contaminants to surface waters resulting in water quality degradation and damage to 
aquatic life. Although a wide range of agricultural chemicals find their way into watercourses 
as the result of erosion and runoff, current water quality concerns focus on two major crop 
nutrients: nitrogen (N) and phosphorus (P). Generally N, in nitrate form (NO/), readily 
moves down through the soil profile and enters ground water, although some of it moves 
with surface water. High N levels in groundwater and surface water can lead to the ingestion 
of N in its NO3" form, which can cause health problems in humans and livestock (U.S. EPA, 
1994). 
Phosphorus is the second major plant nutrient added to soils to maintain economic 
crop production. Phosphorus exists in the environment as a particulate or dissolved form, and 
is lost from agricultural soils mainly by erosion and runoff (Sharpley et al., 1996). As a result 
of erosion, much of the soil P finds its way into rivers, lakes, and other water bodies 
promoting the growth of algae and water plants. This can accelerate eutrophication, a process 
by which high P concentrations stimulate blooms of algae and eventually lead to decreased 
dissolved oxygen (Rowe, 2001). Lowered oxygen levels in the water make it difficult for fish 
and other aquatic organisms to survive. Therefore, knowledge and preventive measures of 
soil erosion are very important in limiting P movement into surface waters. 
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Dynamic simulation models are regarded as important tools to address concerns about 
the environmental impact of agricultural activities. Crop growth models have evolved from 
simple empirical relationships to highly sophisticated process-based models (Jones and 
Richie, 1990). The CERES-Maize (Jones and Kiniry, 1986) and CROPGRO-Soybean models 
(Hoogenboom et al., 1994) were developed to simulate the effects of environmental 
conditions, different management strategies, and genetics on crop growth and development. 
The models require inputs including daily weather (maximum and minimum temperature, 
rainfall and solar radiation), field management information (planting date, tillage, 
fertilization, irrigation etc.), soil properties, and crop genetic traits. CERES-Maize and 
CROPGRO-Soybean are two of the main crop growth models incorporated into the Decision 
Support System for Agrotechnology Transfer (DSSAT). DSSAT is a computer software 
package in which a collection of simulation models, data base management programs, and 
crop model application programs are integrated to facilitate the application of crop simulation 
models in research and decision-making (IBSNAT, 1994). 
The soil water balance module of the DSSAT models computes, on a daily basis, all 
processes that directly affect the water content in the soil profile throughout the simulation 
period. It's based on Ritchie's model in which the concept of drained upper limit (DUL) and 
lower limit (LL) of the soil is used as the basis of the available soil water (Ritchie 1972). The 
approach is simple water accounting in each soil layer considered in the soil profile, and the 
water in the upper layer cascades to the lower layers mimicking the process of a series of 
linear reservoirs. Infiltration is calculated as the difference between rainfall and/or irrigation 
and runoff. Runoff is computed using the modified USDA-SCS curve number method 
(Williams 1991). Upward water flow can be caused by root water uptake due to transpiration 
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and soil evaporation. Drainage takes place if the infiltration and the soil water present in the 
layer exceed the DUL. 
DSSAT models currently do not have an option for calculating erosion and P 
dynamics. Daroub et al. (2003) have developed a P dynamics model and linked it to CERES 
and CROPGRO models. However, the model was developed for humid tropical and semiarid 
conditions where P deficiencies are common. Moreover, the model does not simulate P loss 
with sediment, and it was incorporated into a model version that is currently not available. 
Therefore there is a need for the DSSAT models to have sediment and sediment-bound P loss 
prediction capability so that they can be used to simulate crop growth and development as 
well as environmental impacts of crop production. 
The objectives of this research were to: 
1) test the évapotranspiration component of the water balance module of the CERES-Maize 
model, 
2) incorporate a water erosion and a sediment-bound P subroutines into the CERES-Maize 
and CROPGRO-Soybean models 
3) calibrate and test the new integrated model. 
Dissertation Organization 
This dissertation is a compilation of three journal manuscripts to be submitted to 
refereed scientific journals. The first manuscript (Chapter 2) addresses the evaluation of 
évapotranspiration (ET) component of CERES-Maize model. The purpose of this work was 
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to test the ability of the model to simulate corn transpiration and yield under two conditions: 
when corn is under the effects of shelterbelts and when it is not. The first author played the 
major role in conducting the experiment, collecting and analyzing data, and writing the 
manuscript. The second manuscript (Chapter 3) focuses on incorporating MUSLE (Modified 
Universal Soil Loss Equation) and P loss subroutines into CERES maize model. The chapter 
also includes a detail description of the erosion and P models. 
Chapter 4, the third manuscript, outlines the incorporation of MUSLE and sediment-
bound P models into CROPGRO model. Both CERES and CROPGRO models were 
calibrated and tested using 5 years of data collected from two sites in the Four-Mile Creek 
Watershed in Tama County, Iowa. The references cited for each manuscript are listed at the 
end of each chapter. Finally, in Chapter 5, general conclusions from the three papers and 
recommendations for future work are presented. Appendix A contains the FORTRAN source 
code of the soil and P loss subroutine, incorporated into the crop models. Input parameters 
for the erosion subroutine are described in appendix B. Finally, appendix C and D contain 
input files for the CERES and CROPGRO models, respectively. 
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CHAPTER 2. SIMULATING THE EFFECTS OF SHELT ON CORN 
TRANSPIRATION AND YIELD 
A paper to be submitted to the Agroforestry Systems Journal 
M. H. Egeh, W. D. Batchelor, C. W. Mize, and G. Horvath 
Abstract 
Shelterbelts increase crop water use efficiency by reducing wind speed, which results 
in decreased évapotranspiration. Recently, researchers have used process-oriented models, 
such as CERES-Maize, to simulate the interaction of wind speed and transpiration to estimate 
plant response to improved water use efficiency under sheltered conditions. The purpose of 
this work was to test the ability of the CERES-Maize model to simulate the effects of 
shelterbelts on plant transpiration and yield. An experiment was conducted in 2001 and 2002 
to measure sap flow in individual com plants in sheltered and unsheltered areas in a field in 
central Iowa. The shelterbelt is on the south side of the field and runs from east to west. 
Dynamax sap flow sensors were connected to eight corn plants at a distance of 3H (H is 
shelterbelt height), where maximum wind protection is expected, and eight plants at a 
distance of 25H, where the crop is not affected by the shelterbelt. Half-hourly sap flow was 
recorded during grain filling, and soil moisture was measured twice per week at 3H and 25H. 
Crop yield, temperature, wind speed, relative humidity, precipitation, and solar radiation data 
were also collected on site. The CERES-Maize model was run for each experiment and 
comparisons were made between observed and simulated soil water content plant 
transpiration, and crop yield. Some soil parameters, such as drained upper and lower limits of 
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soil moisture, were adjusted so that simulated soil water content matched measured values. 
Results show that the model simulated daily plant transpiration well in both sheltered and 
unsheltered areas with RMSE of 0.53mm d"1 (3H) and 0.75mm d"1 (25H) in 2001, and 
0.85mm d"1 (3H) and 0.59mm d"1 (25H) in 2002. Average coefficient of determination (r2) 
for 2001 and 2002 was 0.90 and 0.73, respectively, indicating good correlation between 
simulated and observed transpiration. Comparisons between measured and simulated corn 
yield at 3H in both years also showed that the model responded well to the microclimate 
change due to the shelterbelt. Analysis of the evaluation of the simulated long-term yield 
response to shelter indicated that the yield increase at 3H ranged from less than 1 % in wet 
years to more than 20% for generally dry years. Based on these results, it appears that the 
model simulates the effects of shelterbelts on corn transpiration and yield with reasonable 
accuracy. 
INTRODUCTION 
Shelterbelts are one or more rows of trees or shrubs planted to provide protection 
against harmful effects of high wind speeds. The primary effect of shelterbelts on 
microclimate is a reduction of wind speed, which in turn affects other factors, such as air 
temperature and humidity (McNaughton, 1988), as the result of a reduction in turbulent 
mixing in the area under the shelterbelt effect. Wind speed affects the rate of evaporation of 
soil moisture and plant transpiration because the boundary layer is thicker under lower wind 
speed, resulting in higher resistance to water leaving plants or soil. Long and Persaud (1988) 
have shown that shelterbelts can reduce evaporation by 10-40%. In another study Miller et al. 
(1973) reported 20% reduction in evaporation over a period of one week where they 
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measured évapotranspiration (ET). 
Work has been done to use computer models to simulate the effects of shelterbelts on 
crop production. Qi at al. (2001) combined a simple tree model with the CROPGRO soybean 
model (Hoogenboom et al., 1994) to simulate the effect of shelterbelts on crop yields. Mize 
et al. (2004) have tested the ability of the CERES-Maize (Jones and Kiniry, 1986) and 
CROPGRO soybean models to simulate corn {Zea mays) and soybean {Glycine max) yields 
under the effect of the shelterbelts. The results of both studies demonstrated the potential for 
using a process-oriented crop model, such as CERES and CROPGRO, to simulate crop yield 
response to the microclimatic changes induced by shelterbelts. Easterling et al. (1997) have 
applied the EPIC model (Williams et al. 1984) to study the effect of climate change on com 
productivity using shelterbelts as the climate change inducing factor. They concluded that 
shelterbelts are potentially an important tool for investigating the adaptation of agricultural 
production under climate change. 
To accurately simulate the effect of shelterbelts on crop growth, accurate simulation 
of plant transpiration is important. Wang et al. (2001) developed and used a shelterbelt 
aerodynamic turbulence model to understand how évapotranspiration is affected by 
shelterbelts. They found that the relationship between shelterbelts and évapotranspiration is a 
process with complicated spatial and temporal variability. They also reported that soil 
moisture controls, to a great extent, the magnitude of évapotranspiration, and that shelterbelts 
increase ET in wet years and decrease ET in dry years. But they had no measured data to 
compare to the simulated results. 
The objectives of this study were to 
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1) measure corn transpiration (sap flow) rate in the field for sheltered and 
unsheltered conditions, 
2) evaluate the capability of CERES-Maize model to simulate the effect of 
shelterbelts on corn transpiration and yield, and 
3) assess the long-term effect of shelterbelts on crop yield. 
METHODS AND MATERIALS 
CERES-Maize Model 
CERES-Maize is a continuous, physiologically based model that simulates corn leaf, 
stem, grain, and root growth using carbon, water, and N balance concepts. After emergence, 
the model computes daily photosynthesis and daily increases in leaf, stem, root and grain 
mass by partitioning daily photosynthate to vegetative, reproductive, and root components. 
The water balance module calculates potential root water uptake for each soil layer and the 
total for the soil profile. The model computes the potential root water uptake using the law of 
the limiting approach, where the larger of the soil or the root resistance determines the flow 
rate of the water into roots (Jones and Kiniry, 1986). Then it calculates potential 
évapotranspiration (ET0) by using the F AO-Penman equation. The F AO-Penman equation 
expresses ET0 as a function of three components: the net radiation, wind function, and 
atmospheric vapor pressure deficit. 
=-^K, + _e) (1) 
7 + A A + 7 J 
where: 
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ET0, potential évapotranspiration, mm/day 
-1 
X, latent heat of vaporization, J kg 
-1 
y, psychometric constant, Pa K 
A, slope of the saturation vapor pressure-temperature curve 
es, saturated vapor pressure of the air, Pa 
e, actual vapor pressure of the air, Pa 
G, soil heat flux, MJ m~2 
Rn, net radiation, MJ m-2 
iWf, wind function 
The model uses a wind function (Doorenbos and Pruit, 1977), which is an empirical 
relationship that accounts for the effects of wind on potential évapotranspiration. 
Wf = 0.0027 *(1.0 + 0.01) * wind!) (2) 
where wind2 is wind speed, km/day, measured at a 2-m height. After calculating ET0_ the 
model computes potential soil evaporation and potential plant transpiration. The model 
calculates potential plant transpiration (PT) based on the fraction of the solar radiation 
captured by the plant canopy, ET0, and crop surface and aerodynamic resistance parameters. 
PT = ET0 * CINT * RES (3) 
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where PT is the potential plant transpiration, mm day"1, CINT is the canopy light interception 
factor and RES is the crop surface and aerodynamic resistance parameters, s m"1. Finally, PT 
is reduced to actual plant transpiration by multiplying by a soil water stress factor, which is 
calculated based on the ratio of root water uptake to potential transpiration. The amount of 
water removed from the soil profile by the plant (actual transpiration) is the minimum of the 
total root water uptake and the potential transpiration. A detailed description of CERES 
model is given in Jones and Kiniry (1986). 
Heat Balance Method for Sap Flow 
When measurement of crop transpiration is required, sap flow methods have an 
important advantage over other techniques, such as stomatal conductance, plant chambers, 
etc. (Smith and Allen, 1996). Stem heat balance is one of the commonly used methods to 
determine sap flow by measuring the components of the energy balance into and out of a 
heated segment of the stem. Heat is applied electronically to the stem area encircled by a 
stem heat balance gauge. A typical stem heat balance gauge has a flexible heater wrapped 
around the stem and is enclosed in a layer of cork. To ensure that heat input to the stem 
section is limited to the power supplied to the heater, there are foam insulation and weather 
shield layers around the sensor. A pair of thermocouples is positioned inside and outside of 
the cork and measures the radial temperature gradient away from the heater. There are also 
two more pairs of thermocouples, one below and one above the gauge to measure the vertical 
temperature gradients. The heat balance of the heated stem is given by the following 
equation (Baker and van Baven, 1987): 
Pin = Qv + Qr + Qf (4) 
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where Qv is the rate of vertical heat loss by conduction, Qr is radial heat loss by conduction, 
Qf is the heat uptake by the moving sap flow, and P;n is the power input supplied to the 
heater. The value of the Qf is determined by subtracting Qr and Qv from Pjn. The value of Pin 
is calculated from the resistance and voltage across the heater. Qv is calculated by applying 
Fourier law of heat flow (Baker and van Bavel, 1987). 
Qv = Kst * A * dt/dx (5) 
where Kst is the thermal conductivity of the stem (W m"1 K"1), A is the cross sectional area of 
the heated section of the stem (m2), and dt/dx is the temperature gradient (K m"1). Two pairs 
of thermocouples, one located above and the other below the heater at predetermined 
distance (dx), determine the temperature gradient. A Kst value of 0.54 W m"1 has been 
established for herbaceous plants (Sakuratani, 1984). The radial heat loss component (Qr) is 
related to the voltage output of a thermopile (E) located between the heater and the foam 
insulation of the gauge. 
Qr = K s „ * E  ( 6 )  
where KSh is the effective thermal conductance of the sheath of the materials surrounding the 
heater. It usually changes with each installation and should be determined every time gauges 
are installed on a new plant. The value of KSh is determined from the energy balance equation 
when a plant establishes a non-flow condition (Baker and van Bavel, 1987). Such a 
condition can be met during rain or early morning (between 2:00 and 4:00 am). Once all the 
components are determined, the mass flow rate (f) is calculated by dividing the heat sap (qf) 
by the heat capacity of the water (Cw) and temperature difference between the sap flowing 
into and out of the heated segment (dt). Because 99% of the content of sapflow is water, it 
13 
safe to assume the heat capacity of the sap to be equal to that of water (Baker and van Bavel, 
1987) 
f= ( P i n - Q v - Q r )/Cw*dT(g/s) (7) 
where; 
Pin, heat input, Watts 
Qv, heat lost vertically by conduction, Watts 
Qr, heat lost radially by conduction, Watts 
Cw, heat capacity of water, 4.186 J/g °C 
dT, temperature increase, °C 
Site Description 
An experiment was conducted in 2001 and 2002 to measure sap flow in individual 
com plants in sheltered (3H) and unsheltered (25H) areas of a field near Ogden, Iowa. There 
are three soil types at this site: Canisteo silty clay loam (Fine-loamy, mixed, mesic, Typic 
Hapludolls), Clarion loam (Fine-loamy, mixed, mesic, Typic Hapludolls), and Nicollet loam 
(Fine-loamy, mixed, mesic, Aquic Hapludolls). The soils are gently sloping, and somewhat 
poorly (Nicollet and Canisteo) and moderately (Clarion) drained (USDA 1981). Some of the 
soil characteristics are summarized in Table 1. The 3H plots were located on the area of the 
field with Clarion soil in both 2001 and 2002, while the 25H location had Canisteo soil in 
2001 and Nicolet soil in 2002. The locations changed each year because the field is in a corn-
soybean rotation. 
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The shelterbelt, planted in 1994, is on the south side of the field and runs from east to 
west. It consists of a row of silver maple (Acer saccharinum) and a row of poplar trees 
(Carolina poplar 'Eugenei'), and a row of small shrubs consisting of ninebark (Physocarpus 
spp.), highbush cranberry (Viburnum spp.) and dogwood (Cornus spp.). Rows of shelterbelt 
were oriented with the shrubs to the predominant windward side (south), followed by the 
maples and the poplars. Average heights of the poplars were 9.1 m, while the maples and 
shrubs were 7.6 m, and 1.5 m tall, respectively. All rows were 3.3 m apart, and poplar and 
maples trees were 1.5 and 3 m apart, respectively. The field was divided in half along a 
north-south line in both 2001 and 2002. The eastern half of the field was planted to corn and 
the other to soybean in 2001, and crops were rotated in 2002. Crops were planted on normal 
planting dates during the spring of both 2001 and 2002. 
Plant Selection 
Individual plant sap flow rates must be converted to estimates of transpiration per unit 
area of land to compare to that of the crop model. There are two commonly used methods to 
scale up the transpiration from individual plants to crop transpiration. In uniform stands, in 
which the majority of the plants are of similar sizes, such as corn, crop transpiration can be 
calculated from plant density (Ham et al., 1990). In cases where crop stand is not uniform 
and significant variation in sizes exist, the transpiration per unit area can be calculated based 
on the ground area occupied by individual plants (Smith and Allen, 1996). In the latter 
method intensive leaf area sampling is usually required. 
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Bethenod et al. (2000) introduced a method of determining the dominant plant 
diameter of plants in the field and then using plant density to scale up the transpiration. They 
studied the relationship between plant stem diameter and leaf area, and found they are 
strongly correlated. In our study, 15 plants were randomly chosen in 2001 in order to test 
correlation between plant leaf area and stem diameter in our field conditions. Maximum 
length and maximum width of the leaves of each plant were manually measured, and leaf 
area was estimated with the following equation (Bethenod et al. 2000): 
A = L x W x 0.75 (8) 
where A is the leaf area, cm2, L is the maximum length of the leaf, cm, and W is the 
maximum width the leaf, cm. 
Before taking individual sap flow measurements, we analyzed the spatial variability 
of plant diameters in the field in order to determine dominant plant diameters. Stem 
diameters of 50 randomly chosen plants in 2001 and 35 plants in 2002 were measured. Sap 
flow gauges were then installed on plants found to be dominant. Finally, sap flow on a land 
area basis was determined by the following relationship (Bethenod et al., 2000): 
FS = f * D (9) 
where FS (g m"2) is water flux or sap flow, f (g plant"') is the mean sap flow calculated from 
sampled plants, and D (plants m"2) is the plant density at the time of sampling. 
Sap Flow Measurements 
Sap flow sensors (SGA-19, Dynamax Inc., Houston, TX) were connected to the stems 
of eight corn plants at 3H, where the maximum wind protection is expected (Figure 1), and 
eight plants at 25H, where it is assumed that wind speed is not altered by shelterbelt. There 
were two transects, 30m apart, in each of the 3H and 25H areas. Two groups of 4-sensors 
were installed at each 3H and 25H locations. Sap flow sensors were installed at the third 
intemode above the soil surface to minimize the heat conduction of energy stored in the soil, 
as suggested by Weibal and Vos (1994). The leaves at these intemodes were detached and 
allowed to heal before attaching sensors. One layer of plastic film (food wrap) was wrapped 
around the stem where the gauges were to be installed to avoid a direct contact, which can 
lead to corrosion, with the heater. Silicon based G4 compound was applied conservatively to 
the stem to improve thermal contact and prevent fungal growth, as recommended by the 
manufacturer (Dynamax Inc., 1994). To protect the sensors from rain, dew or direct solar 
radiation, aluminum foil was placed just above the gauges. 
The 16 sensors were connected to a Flow32 system (Dynamax) composed of two 
multiplexers AM416 (Campbell Scientific Corp., Logan, UT). The multiplexers were then 
connected to a CRT OX datalogger (Campbell Scientific Corp., Logan, UT) from which data 
were collected periodically. The data logger scanned the gauges every 30 s and computed 
and stored the average readings every 30 min. Sap flow readings were recorded for three 
weeks during grain filling in 2001 (from Julian day 213 to 232) and six weeks in 2002 (from 
Julian day 194 to 240). 
Soil Moisture and Weather Measurements 
Soil moisture was measured twice per week using TDR probes installed at the 3H and 
25H sites. The probes measured water content at depths of 0 to 15, 15 to 30, 30 to 60, 60 to 
90, and 90 to 120 cm. Two automated weather stations, one at the 3H and the other at 25H, 
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were established at the beginning of the growing season to measure hourly temperature, wind 
speed, relative humidity, precipitation, and solar radiation data on site. Precipitation and solar 
radiation were measured only at 25H because they are relatively uniform across the field. 
Because corn plants grow so tall (more than two meters), weather stations were established in 
soybean plots near the com. Any missing data were obtained from a nearby weather station. 
Dew point temperature, one of the input variables to the model, was calculated with air 
temperature and relative humidity data. 
Crop Yield Sampling 
Sampling areas were located along three transects across the field. Samples were 
taken from plots established along each transect at distance of 3H and 25H from the 
shelterbelt. Ten ears were pulled off from ten plants in each sampling area. Three ears were 
then selected from each sample as a subsample. Both large samples (7 ears) and subsamples 
were dried to approximately 0% moisture. Three ears in each subsample were then carefully 
hand-shelled and weighed. Yield (dry-0%) was calculated based on the grain weigh per 
sampling area, then converted to yield per ha. 
Evaluation of Transpiration Simulations 
Analysis of the model accuracy in simulating transpiration was carried out by using 
Root Mean Square Error (RMSE; Willmott, 1982), Mean Difference (MD; Addiscott and 
Whitmore, 1987), and coefficient of determination (r2). RMSE is calculated by: 
RMSE (10) 
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where Oj and Pj are the observed and simulated values and n is the number of samples. 
RMSE is a measure of the deviation of the simulated from the measured values, and is 
always positive. The lower the value of the RMSE, the higher the accuracy of the model. The 
MD is a measure of the average deviation of the simulated and observed values and is 
calculated by: 
^ = (I,, 
N 
Positive and negative signs of the MD reflect that, on average, the model is overestimating or 
underestimating the observed values, respectively. Finally, r2 measures the strength of the 
linear relationship between simulated and measured values. 
Evaluation of Long-term Yield Response to Shelter 
To evaluate the ability of CERES-Maize model to predict long-term yield for a 
sheltered field, microclimatic data from locations across the sheltered field are required. 
Solar radiation and rainfall are relatively uniform across a sheltered field, but the shelter 
affects other microclimatological factors, such as wind speed and maximum and minimum 
temperatures. Microclimate models that use data from open-field measurements to simulate 
microclimate at different locations across a sheltered field are currently under development 
(Horvath et al., 2004). In this study, only the model that was developed to predict wind speed 
at 3H using the wind speed data at 25H was used. The model uses hourly wind speed and 
wind direction data, collected from open field or at 25H, to estimate hourly windrun at 3H. 
Daily windrun, which is used by the crop model, at 3H was determined by summing the 
hourly windrun. A detailed description on the model is given in Horvath et al. (2004). A data 
set consisting of 18 years (1986-2003) of open-field hourly microclimatic data collected from 
weather station near the experimental field was used for the long-term evaluation of the 
model. 
RESULTS AND DISCUSSION 
The Effect of Shelterbelt on Microclimate. 
Solar radiation and rainfall are relatively uniform across a sheltered field, but the 
shelter affects other microclimatological factors, such as wind speed, temperature and 
relative humidity. Daily wind run was significantly reduced by the shelter in 3H plot. In 
2001, during the sampling period, average daily wind run was 182 km in the unsheltered 
area, but in the 3H area average daily wind was reduced by almost 60%. In 2002, the 
magnitude of wind reduction was not as much as in 2001. Average daily wind runs at 25H 
and 3H were 178 km and 117 km, respectively, corresponding to a 34% reduction. Data on 
wind directions (not shown here) revealed that during the sampling period in 2002 the wind 
was blowing from different directions during the course of the day, while in 2001 it was 
predominantly blowing from southwest (shelterbelt is on the south of the field). Other studies 
also have reported similar magnitudes of wind reduction (Rosenberg et al. 1983, Miller et al. 
1975). Maximum and minimum air temperatures at 3H were generally found to be higher 
than in the unsheltered (25H) area as the result of the reduction in turbulent mixing. The 
relative humidity was usually higher in the sheltered areas due to the fact that evaporated 
vapor water was not transported away as much by the wind as in the open field. The 
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magnitude of measured differences in daytime air temperature, wind run, and relative 
humidity over the sampling period in the field is shown in Figures 2 and 3. It seems that 
these differences were higher in 2001 than 2002 mainly because of the greater wind run 
reduction. These changes in temperature, relative humidity, and wind run under shelter were 
also reported in other studies (Rosenberg, 1983; Skidmore et al. 1972; van Eimern et al. 1964 
etc.). 
Spatial Variability of Plant Stems in the Field 
Figure 4 shows that the plant leaf area and stem diameters were highly correlated with 
a coefficient of determination (r2) of 0.84. This result is in agreement with Bethenod et al. 
(2000) findings, where the relationship between leaf area and stem diameter had an r2 of 
0.77. About 70% of the plants sampled (during silking) to determine the dominant plant 
diameter on which sap flow gauges were to be installed fell within the range of 19 to 22 mm 
(Figure 5) in both 3 and 25H areas. This suggests that plants in this range were good 
representatives of the field. It also means the transpiration is unlikely to vary significantly 
among the members of plant stems that fall within this range of diameters. 
Transpiration Simulations 
The CERES-Maize model was run for each year and location (3H and 25H), and 
comparisons were made between observed and simulated soil water contents. Because the 
focus of this work was on simulating plant transpiration, soil properties, including drained 
upper and lower limits of soil water holding capacity, were adjusted to minimize error 
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between simulated and observed soil water content at different depths. After soil parameters 
were adjusted, the model was run to simulate daily transpiration. Table 2 gives RMSE, MD, 
and r2 between measured and simulated daily transpiration. Average coefficient of 
determination (r2) for 2001 and 2002 was 0.90 and 0.73, respectively, indicating good 
correlation between simulated and observed transpiration. The model gave higher RMSE and 
MD for 25H in 2001 and 3H in 2002, while it simulated transpiration reasonably well for 3H 
(2001) and 25H (2002) conditions. 
The model's slight underprediction of transpiration at 25H in 2001 (Figure 6) and 3H 
in 2002 (Figure 7) may be related to the fact that both these areas had higher soil water 
contents throughout the growing season (Figure 8). Higher soil water content at 25H in 2001 
could most likely be the result of differences in elevation because the area was located at the 
lower side of the field. In the case of the 3H plot in 2002, this may be the result of soil type 
differences as variation in soil texture often influences soil water content. The model 
appeared to not keep up with the transpiration simulations at 25H 2001 (Figure 9) and 3 H 
2002 (Figure 10) where soil water contents were higher. Wang et al. (2001) also reported that 
soil water content controls, to a great extent, the magnitude of the évapotranspiration. 
Although shelterbelts are reported to reduce évapotranspiration in water limiting conditions, 
they can also increase or have no affect at all. Rosenberg (1966) reported that crops grown 
near shelter often have larger leaf areas and more open stomata and therefore may use more 
water if water is available. Wang et al. (2001) have also observed that shelterbelts increase 
the ET in wet years, and decrease it in dry years. This may be the case for the 3H (2002) 
area, where more soil moisture was available compared to 25H area. 
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Analysis of regression between simulated and measured transpiration indicate that 
regression slopes and intercepts are not statistically different from 1 and 0, respectively, at 
the 95% confidence level at 25H area in 2002 (Figure 11). Although the model slightly 
underpredicted daily transpiration at 25H in 2001 the intercept and slope were not 
statistically different from 1 and 0, respectively. This confirms that the model performed well 
in simulating transpiration in both of these areas. In the case of 3H in 2001 and 2002, the 
results were mixed. The intercept was not statistically different from 0 at 3H 2001, but slope 
was different from 1. In 3H 2002 both slope and intercept were statistically different from 1 
and 0, respectively. Because simulated and measured transpiration were well correlated, the 
consistent slight underprediction of the model when soil moisture was high may also be 
related to error in calculating leaf area index (LAI). Lizaso et al. (2003) reported that this 
model has a tendency to underpredict LAI. They developed a new leaf area model and linked 
it to CERES-Maize, which then resulted an improvement in LAI simulations by the model. A 
possible extension of this work includes using the CERES model with the new leaf area sub 
model to see if the accuracy of the transpiration simulations improves. 
Corn Yield Simulations 
Comparisons between measured and simulated com yield at 3H and 25H in 2001 and 
2002 are presented in Table 3. The CERES-Maize model responded well to the microclimate 
change due to the shelterbelt. Because the model was not calibrated for yield, it overpredicted 
the yield in 2001 and underpredicted yield in 2002. However, the model accurately simulated 
the yield trend at 3H and 25H. Simulated and measured yield increases at 3H were 7.7 and 
7.1%, respectively, in 2001 (Figure 12). For 2002, measured yield at 3H location had a 1% 
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increase over the 25H, while the model did not simulate any yield gain. The field received 
higher seasonal rainfall in 2002 than in it did in 2001 (Figure 13). In general, in years of high 
water stress, shelterbelts tend to have the greatest positive impact on crop yields, while they 
have little or no effect in years with adequate seasonal rainfalls (Rosenberg, 1966), and 
CERES-Maize model appeared to simulate this trend. 
Figure 13 shows the simulated yield response to shelter over long-term simulations. 
Most of the 18 years showed an increase in corn yield at 3H with an overall average increase 
of 5.2% when compared to those at 25H. The yield increase ranged from less than 1% in wet 
years to more than 20% for generally dry years. Most of the research conducted around the 
world reports yield increases due to field shelterbelts. Some of these studies reported yield 
increases of 30 to 40% at about 3 to 5H area of the sheltered field during years of moisture 
stress (Stoeckeler 1962). There were few years that showed a decrease in yield at 3H 
distance. In one of these years, 1989, the growing seasonal (April 1st to September 30th) 
rainfall was more than 1160 mm. The slight higher yield at 25H was likely the result of the 
high rainfall and the lack of moisture stress, which translated into higher transpiration and 
higher yields. 
CONCLUSIONS 
To accurately simulate the effect of shelterbelt on crop growth and development, 
accurate simulations of the plant transpiration is important. The purpose of this work was to 
test the ability of CERES-Maize to simulate the effects of shelterbelts on com transpiration 
and yield. Average coefficient of determination (r2) between measured and simulated daily 
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transpiration for both 2001 and 2002 was high, indicating good correlation between 
simulated and observed transpiration. The model simulated transpiration reasonably well for 
3H (2001) and 25H (2002), while it slightly underpredicted for 25H in 2001 and 3H in 2002. 
Both areas, where the model tended to underpredict transpiration, had higher soil water 
contents throughout the growing season. The model appeared to not keep up with the 
transpiration simulations when soil water content was high. Despite the slight 
underprediction, the model simulated reasonably well the effects of shelterbelts on crop 
transpiration. The model also simulated well the effects shelterbelts on yield by responding to 
the microclimate change due to the shelter. Based on these results, it can be argued that the 
model can be used to simulate the effects of shelterbelts on plant transpiration with 
reasonable accuracy. 
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Table 1. Some soil properties of the field as used in the model simulations. 
Soil Type Depth BD LL DUL SAT OC pH 
cm gem"3 3 -3 - cm cm % 
Canisteo 0-15 1.38 0.20 0.35 0.48 2.57 6.9 
15-30 1.39 0.22 0.35 0.45 1.05 7.4 
30-60 1.43 0.22 0.36 0.45 0.45 7.5 
60-90 1.48 0.21 0.33 0.44 0.10 7.6 
Nicollet 0-15 1.30 0.14 0.21 0.45 2.68 6.5 
15-30 1.29 0.14 0.30 0.44 1.64 6.4 
30-60 1.30 0.14 0.28 0.45 0.75 7.3 
60-90 1.31 0.13 0.28 0.45 0.13 7.5 
Clarion 0-15 1.42 0.16 0.27 0.47 1.71 5.8 
15-30 1.39 0.20 0.30 0.47 1.26 5.4 
30-60 1.42 0.24 0.32 0.46 0.70 5.7 
60-90 1.45 0.20 0.32 0.45 0.28 6.7 
LL, DUL and SAT : lower limit, drained upper limit, and saturated water holding 
capacity, respectively; OC, organic carbon content; BD, bulk density. 
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Table 2. MD, RMSE and r2 between measured and simulated daily transpiration (mm day"1) 
of corn in sheltered (3H) and unsheltered (25H) areas of the field 
2001 2002 
MD RMSE r2 MD RMSE r2 
(mm day"1) (mm day"1) (mm day"1) (mm day"1) 
3H 0.25 0.53 0.91 0.59 0.85 0.78 
25H 0.53 0.75 0.89 0.06 0.59 0.68 
Averages 0.39 0.64 0.90 0.32 0.72 0.73 
Table 3. Measured and simulated yield of corn in sheltered (3H) and unsheltered (25H) areas 
of the field. 
2001 2002 
Measured Simulated Measured Simulated 
(kg ha"1) (kg ha"1) (kg ha"1) (kg ha"1) 
3H 9476 12627 12010 10346 
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Figure 1. The effect of shelterbelts on microclimatological factors and crop growth 
(Rosenberg et al. 1983). 
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Figure 2. The effect of the shelterbelt on microclimatological factors during the sampling 
period in 2001. 
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Figure 3. The effect of the shelterbelt on microclimatological factors during the sampling 
period in 2002 
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Figure 5. Spatial variability of plant diameters at 3H and 25H in 2001 at silking. 
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Figure 8. Volumetric soil water content, at 30-45cm depths, during sap flow sampling 
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Figure 9. Simulated and measured cumulative transpiration during the sampling period in 
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Figure 10. Simulated and measured cumulative transpiration during the sampling period in 
2002. 
Measured Transpiration, rrmVday Measured Transpiration, mm/day 
Figure 11. Regression between measured and simulated transpiration at 3H (a) and 25H (b) 
in 2001, and 3H (c) and 25H (d) in 2002. a, b, and r: regression slope, intercept and 
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Figure 12. Measured and simulated yield increase at 3H and 25H in 2001 and 2002. 
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Figure 12. Simulated yield response to shelter over long-term (1986-2003) simulations. 
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CHAPTER 3. MODELING SEDIMENT AND P TRANSPORT WITH THE CERES 
MAIZE MODEL 
Egeh, M. H, W. D. Batchelor, J. L. Baker, and C. W Mize 
Abstract 
Some recent studies have estimated that about 90 % of US cropland is currently 
losing soil at an unsustainable rate. Nutrients and other agricultural chemicals are frequently 
transported with sediment and contaminate surface waters leading to diminished water 
quality and damage to aquatic life. CERES-Maize model has been used worldwide to study 
the effects of environmental conditions, different management strategies, and genetics on 
crop growth and development. Currently the model does not have an option for calculating 
erosion and phosphorus (P) dynamics. The objectives of this study were to incorporate the 
Modified Universal Soil Loss Equation (MUSLE) and a sediment-bound P model into 
CERES-Maize, and calibrate and test the integrated model. Five years of data (1976-1980) 
collected from two field sites rotated between com and soybeans in Four Mile Creek 
watershed, east central Iowa, were used for model evaluation. Data collected in 1977 and 
1978, com years for sites 1 and 2, respectively, were used for calibrating the model. The 
remaining years were used for testing the model. Results showed that model tended to over 
or underpredict individual storm sediment and sediment-bound P losses from field, but the 
model simulated total seasonal values reasonably well. The percent error between simulated 
and measured seasonal sediment losses was less than 10 % in 1977, 1978, and 1980 while it 
was more than 10% in extreme years (1976 and 1979). The study indicates that the model 
can be an effective tool for simulating seasonal sediment and P loss, which are important in 
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studying the effectiveness of different management practices on the environment and water 
quality. 
INTRODUCTION 
Soil erosion is an important economic and environmental problem. Some recent 
studies have estimated that about 90% of US cropland is presently losing soil above the 
sustainable rate (Pimentel et al. 1995). Some of richest farming land is severely impacted by 
the soil loss due to erosion. In Iowa, on average the topsoil is lost to erosion at 30 times the 
rate of soil formation, and one-half of Iowa's topsoil has been lost in 150 years of farming 
(Pimentel et al. 1995). Besides the loss of soil from productive land, erosion has a direct 
impact on water quality. Agricultural chemicals frequently transported along with the eroding 
soil can contaminate or pollute downstream water bodies and recreational areas. Other 
pollutants that can be transported with sediments include bacteria, salts, suspended solids, 
and toxic materials such as pesticides. 
Phosphorus is primarily a surface water quality problem, rather than a groundwater 
problem. Phosphorus exists in the environment either as a particulate or in the dissolved 
form. Particulate form of P can attach to soil and organic matter particles and move into 
surface waters through soil erosion. About 75% or more of the P that generally moves into 
surface water is particulate P (Schuman et al., 1973; Sharpley et al., 1993). Phosphorus 
movement into surface water can cause eutrophication, which is enrichment of surface waters 
with nutrients that leads to an increase in algal growth, and eventually decreased dissolved 
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oxygen (Rowe, 2001). Therefore, knowledge and preventive measures of soil erosion are 
very important in limiting P movement into surface waters. 
Because of the cost, time, and difficulty involved in conducting field experiments, 
simulation models are often used as an alternative method of evaluating management or 
conservation practices. CERES-Maize (Jones and Kiniry, 1986) is a continuous, 
physiologically based model that simulates corn leaf, stem, grain, and root growth using 
carbon, water, and nitrogen (N) balance concepts. The model has been used worldwide to 
study the effects of environmental conditions, different management strategies, and genetics 
on crop growth and development. CERES-Maize currently does not have an option for 
calculating erosion and P dynamics. Daroub et al. (2003) have developed a P dynamics 
model and incorporated it into CERES-Maize. But the model was developed for soils with 
high P limitations, particularly calcareous and highly weathered soils. Combining a dynamic 
robust crop growth model, such as CERES-Maize, a soil erosion model, and a sediment-
bound P model would be a useful tool in studying the effectiveness of different management 
practices on crop growth, soil loss, and water quality. 
The Modified Universal Soil Loss Equation (MUSEE) (Williams and Bemdt, 1977) has 
been developed for simulating water-induced erosion by rainfall and runoff. It is incorporated 
into such models as SWAT (Neitsch et al., 2002) and EPIC (Williams et al. 1995). Both of 
these models use the Soil Conservation Service (SCS) curve number (USDA, SCS 1972) 
method for estimating direct runoff from rainfall events. The method is a simple and widely 
used technique, but rainfall intensity and duration are not taken into account. Because of this 
weakness, most of the calibrations and validations of the SWAT and other models that use 
SCS curve number approach were based on average monthly or annual runoff flows 
(Srinivasan et al., 1998; Rosenthal and Hoffman, 1999; Arnold et al., 2000; Santhi et al., 
2001; Shirmohammadi et al., 2001; Stone et al., 2001; and Vache et al., 2002). On the other 
hand, there are other studies, such as Peterson and Hamlett (1998), Benaman et al. (2001), 
Spruill et al. (2000), and King et al. (1999), where daily simulations of the models were 
evaluated. Results showed that comparisons of simulated and observed daily runoffs were 
much less accurate than monthly or annual values; yet some of these studies concluded that 
SWAT daily simulations of runoff volumes were satisfactory. 
The physically based process models, such as Green-Ampt, are known to perform better 
in computing runoff volume compared to the curve number method. However, these models 
require sub-daily precipitation data, which are difficult to obtain. Moreover, much of the 
advantage gained by using physical theories in the model may be lost by the regression 
equations needed to parameterize the model (Wilcox et al., 1990). Studies conducted in 
Arizona, Idaho, Nebraska, Oklahoma, and Texas showed that runoff results obtained with 
curve number and Green-Ampt methods were similar (Wilcox et al., 1990). King et al. 
(1999) have also compared the performance of Green-Ampt and curve number methods in 
the SWAT model, and concluded that Green-Ampt method had no significant advantage over 
curve number for daily runoff simulations for large basins. 
Iowa State University (ISU) crop modeling lab developed a web-based soybean decision 
support system (WebGro), which can help soybean producers understand how various 
stresses (soybean cyst nematode (SCN), herbicide injury, Rhizoctonia root rot incidence, and 
hail damage) interact to reduce soybean yield. It also allows soybean producers to examine 
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how different management scenarios, such as the effect of different planting dates, row 
spacing, and maturity groups under specific weather conditions, affect crop yield. The 
WebGro decision support system is based on the CROPGRO-Soybean model (version 3.5). 
The ISU crop-modeling lab is planning to develop a similar decision support system for com 
producers. To make these decision support systems useful to study both the effects of 
different management practices on crop growth and yield, and the environmental impacts of 
P management strategies, surface soil and nutrient transport models are needed. The goal of 
this study was to incorporate MUSLE and sediment P transport models into CERES-Maize 
model as a precursor to developing web-based decision support systems. The specific 
objectives of this study were to: 
1) Incorporate MUSLE into the CERES-Maize model, 
2) Incorporate a function that relates sediment-bound P to sediment loss, and 
3) Calibrate and test the new model's ability to simulate sediment loss and sediment-
bound P for single events and seasonal losses using five years of data collected in 
eastern Iowa. 
METHODS AND MATERIALS 
Study Site 
The study site is located in the upper part of the Four-Mile Creek watershed in 
northwest Tama County, Iowa. Data used for model development and testing were obtained 
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from a five-year (1976-1980) research project conducted by Iowa State University and 
funded in part by the United States Environmental Protection Agency (EPA). The aim of the 
study was to collect detailed data on the field-to-stream transport of sediment, nutrients, and 
pesticides in order to develop/test water quality models. On average, the area receives about 
823 mm of precipitation per year. The area received a total annual precipitation of 558 mm in 
1976, well below the long-term average. In 1979, annual precipitation of 1009 mm was well 
above the long-term average resulting in very high surface runoff and sediment losses. 
Annual precipitation amounts in 1977, 1978, and 1980 were closer to the long-term average. 
Two soil types are found in the experimental area: Tama silty clay loam (Fine-silty, mixed, 
mesic, Typic Argiudolls), and Colo silt loam (Fine-silty, mixed, mesic, Cumulic Haplaquolls) 
(USDA 1996). Tama soil covers most of the fields, while the Colo soil type is only found 
along the channels and tributaries through the fields. Some of the soil physical properties of 
Tama soil, as used in the model simulations, are summarized in Table 1. 
Data used for this simulation study were collected from two fields (site 1 and site 2), 
within the Four-Mile Creek watershed, in a com {Zea mays)/soybean {Glycine max) rotation. 
Data for com years for 1977 and 1979 were collected from site 1 (5 ha), while the data for 
the remaining com years (1976, 1978 and 1980) were collected from site 2 (6.4 ha). During 
rainfall-runoff events, samples of surface runoff were collected by automatic pumping 
samplers, or on-site personnel, depending on the magnitude of the event. Soil water content 
was sampled several times each year throughout the growing season. Samples were taken 
down to 150 cm depth at eight locations each for sites 1 and 2. Conventional tillage was used 
at both sites in all years, and no specific erosion control practices were in place. Sites 1 and 2 
were in a soybean-com rotation. Soybean residue was disked each year in preparation for 
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corn planting. Detailed descriptions of the research site, agronomic and cultural practices, 
methods for sampling of soil and water for sediment and nutrient analysis, and results can be 
found in the reports compiled by Johnson and Baker (1982, 1984). 
MUSLE 
MUSLE, Modified Universal Soil Loss Equation, is a water erosion model that 
predicts soil loss caused by rainfall and runoff. While the original USLE (Wischmeier and 
Smith, 1978) predicts soil loss using rainfall as an indicator of erosive energy, MUSLE uses 
only runoff data to simulate erosion and sediment yield. MUSLE can be used to estimate 
single storm sediment yields, where USLE gives only annual yield estimates. The MUSLE 
model operates in time steps of one day. 
Y = 11.8 (V*qP)0 56 (K) (C) (P) (LS) [1] 
where 
Y, sediment yield from the field, metric tons 
V, surface runoff volume, m3 
qp, peak runoff rate, m3 s"! 
K, soil erodibility factor 
C, crop and cover management factor 
P, erosion control practice factor 
LS, slope length and steepness factor 
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The soil erodibility factor was calculated following the Williams (1995) method. 
K = fsand* fcl-si * forg * fhsand [2] 
where 
fSand, factor that gives effect of sand content on K 
fc]„si, factor that gives effect of silt-clay ratio on K 
forg, factor that gives effect of organic carbon on K 
fhsand, factor that gives effect of extremely high sand content on K 
Percent silt, sand and clay in the top 15 cm of soil are the inputs required to calculate these 
factors. Details on how the above factors are calculated can be found in Williams (1995). 
To estimate the C factor, an empirical relationship used in the EPIC (Williams et 
al. 1995) and SWAT (Neitsch et al., 2002) models was used. This approach enables the C 
factor to vary within the season and due to changes in soil cover. 
C = exp ((-0.2231-Cmin) * exp (-0.00115 * Res) + Cmin) [3] 
Cmin = 1.463 ln(Caa) + 0.1034 [4] 
where Res is the amount of residue on the soil surface plus above ground biomass of the crop 
(kg ha"1), Cmin is minimum value of C, Caa is average annual C factor for the field. Caa 
factor was obtained from the tables presented in Wischmeier and Smith (1978). 
The LS factor was calculated with the equation (Wischmeier and Smith, 1978) 
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LS = (1/22.13) m (0.065 + 0.045 s + 0.0065s2) [5] 
m = 0.3 * s/(s + exp(-l.47-61.09 s)) + 0.2 [6] 
where 1 is slope length in m, and s is slope gradient in m m"1. 
The P factor was obtained from tables (Wischmeier and Smith, 1978). This factor is 
determined based on slope-length limits and contouring, strip cropping, or terrace systems in 
place. No specific conservation practice was in place in either crop fields; therefore, P factor 
was based on the field slope. 
Surface Runoff 
CERES-Maize model (version 3.5) uses the Williams-Soil Conservation Service 
(SCS) curve number technique (Williams 1991) to calculate the daily surface runoff volume 
using readily available daily precipitation as input. The curve number technique is usually 
chosen because it is simple, required inputs are generally available, and it relates runoff to 
land use, soil type, and management practices. The curve number varies non-linearly with 
soil moisture content near the surface. It decreases as the soil approaches the lower limit and 
increases to near 100 as the soil approaches saturation. While the SCS curve number uses the 
antecedent rainfall to determine the soil wetness, the Williams modified version uses wetness 
of the soil in the top layers. The model calculates runoff with the following equations: 
SMX = 254.0 * (100.0/CN-1.0) [7] 
PB = RAIN - 0.2 * SMX [8] 
RUNOFF = PB * PB / (RAIN+0.8*SMX) [9] 
where, 
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SMX is maximum available soil moisture storage (cm3 cm"3); PB is an intermediate 
parameter. No runoff occurs if PB is less than zero. RAIN is daily rainfall, mm, and CN is 
the curve number, ranging from 0 to 100, used to calculate daily runoff. It is calculated using 
equations that relate the user-input curve number and antecedent soil moisture conditions of 
the soil layers near the surface. The model calculates antecedent soil moisture for dry (CN,) 
and wet (CN3) conditions. Detailed descriptions on how CNi and CN3 are calculated can be 
found in the CERES model. 
Slope Adjustment 
About 60% of the area of the experimental fields (site 1 and 2) has slopes ranging 
from 3 to 8%, and when cultivated crops are grown, erosion hazard is of great concern. The 
rest of the fields has an average slope of 2% or less. The SCS curve number is assumed to be 
appropriate for a 5% slope. To adjust the curve number to different slopes, the following 
equation, developed by Williams (1995), which considers varying slopes in the field was 
used. 
CNS = (CN3-CN)/3 * (1-2* exp (-13.86*S)) + CN [10] 
where 
CNS, curve number adjusted for slope 
CN3, curve number for wet conditions 
S, average slope of the field, %. 
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Peak Runoff 
In addition to runoff volume, peak runoff rate is another variable that MUSLE uses to 
predict sediment loss. Peak runoff rate is the maximum runoff flow that occurs in a given 
rainfall event. It's an indicator of the erosive power of a storm. The CERES model does not 
calculate peak runoff rate. The modified rational method was used to calculate peak runoff 
rate. 
qp = (a * Q * A)/(360 * Tc) [11] 
where 
qp, the peak runoff rate, m3 s"1 
a, fraction of daily rainfall that occurs during the time of concentration 
Q, surface runoff depth, mm 
A, drainage area, ha 
Tc, time of concentration, h 
A detail description on how to calculate each of the above parameters has been 
described elsewhere (Williams et al., 1984; Neitsch et al., 2002). Only final equations are 
briefly discussed here. To improve the simulation of peak runoff rates, a stochastic element is 
included in the rational equation. The fraction of rain occurring during the time of 
concentration, a, was estimated using fraction of daily rain that falls during the half-hour of 
the highest rainfall intensity. 
a = 1-exp (2*Tc * In (1- a0 5)) [12] 
where 
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a is the fraction of rain occurring in the time of concentration, and cto.5 is maximum half-hour 
rainfall reported as a fraction of total daily rainfall. It's the most the extreme 30-minute 
rainfall intensity recorded in entire period of record. 
To determine ao.5, four variables are required: monthly maximum half-hour rainfall 
fraction, maximum value for half-hour rainfall fraction, minimum value for half-hour rainfall 
fraction, and a random number between 0.0 and 1.0. These parameters can be calculated from 
monthly maximum rainfall intensities or they can be obtained from SWAT model database 
(Neitsch et al., 2002). The database contains collections of weather generator parameters for 
many weather stations in the United States. A random number generator (with uniform 
probability distribution) included in the CERES model was used to generate a random 
number between 0.0 and 1.0 for our simulations. This random number generator is included 
in the weather generator (WGEN) subroutine of the CERES model. 
Estimating Sediment-bound Phosphorus 
To simulate sediment transport of P, the following equation, which relates P loss with 
the eroded sediment, was used: 
Pioss = ER * Psoil * Sed [13] 
where 
Pioss is the total P loss with eroded soil (mg ha"1), Psoii is the total P concentration in the soil 
(mg kg"1), Sed is sediment loss in (kg ha"1), and ER is the enrichment ratio, a factor that 
relates the concentration of P in the soil to that in the eroded sediment. Eroded sediments 
tend to have higher P concentrations than soil it has been eroded from (Alberts et al., 1981). 
ER is assumed to be logarithmically related to sediment loss as described by Menzel (1980). 
ln(ER) = 2-0.2 * ln(Sed) [14] 
Total P in the soil was estimated by using an equation developed for the Iowa 
Phosphorus Index (Mallarino et al., 2002). According to this equation, total P in the soil can 
be calculated by estimating the concentration of P in the top layer (15 cm) of soil. 
Total P = 500 + (3.0 x STP) [15] 
where 
500 is average value of soil P in the top 15 cm of low-testing Iowa soils (500 ppm), 3.0 is a 
factor that reflects that a 1 ppm increase in soil test P (STP), measured with the Bray-P 1 or 
Mehlich-3 P, corresponds to an increase of 3 ppm in the total soil P (Mallarino et al., 2002). 
In this study, STP values were obtained by calculating the average available P in the top 15 
cm of the soil surface. The available P was measured in the field several times each year 
throughout the growing season (Table 2). 
Model Calibration and Evaluation Criteria 
Data collected in 1977 and 1978 were used for calibrating the model for field sites 1 
and 2, respectively. These years were chosen for calibration because annual precipitation data 
were relatively close to the long-term average (823 mm). Precipitation amounts in 1977 and 
1978 were 830 and 847 mm, respectively. The first step in the calibration process was to 
adjust some soil properties, including drained upper (DUL) and lower limits (LL) of soil 
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water holding capacity to obtain the most accurate simulation of soil water content at 
different depths. The model was then calibrated with sediment loss data from individual 
storms. Parameters used for calibrating the model with sediment data include curve number, 
annual value of the cover management (Caa) factor, and erosion practice factor (P). A trial 
and error method was used to determine best values that minimize the difference between 
measured and simulated sediment losses. 
To evaluate the model performance, three statistical parameters were used: root mean 
square error (RMSE; Willmott, 1982), coefficient of determination (R2), and percent 
difference (PD). RMSE is calculated by: 
where O and P are the observed and simulated values and n is the number of samples. RMSE 
is a measure of the deviation of the simulated from the measured values. The lower the value 
of the RMSE, the higher the accuracy of the model. R2 measures the strength of the linear 
relationship between simulated and measured values. PD is computed to assess the error 
associated with model simulations. 
A sensitivity test of the model to several model input parameters was performed using 
the 1980 conditions. This year was selected for the sensitivity analysis because the weather 
patterns were less extreme than other years. The model sensitivity was defined as the 
percentage change in soil and P loss due to a variation in input parameters. The percentage 
change was calculated by the difference in output value divided by the base output value and 
multiplied by 100. Positive sign of the percentage change reflects an increase in output, while 
RMSE [16] 
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a negative sign means a decrease. During the procedure, all other model inputs remained 
unchanged, while one parameter at a time was varied to see the effect of that particular 
parameter on the model output. 
RESULTS AND DISCUSSION 
Soil Water Content 
Results of the comparison between simulated and measured soil water contents for 
field site 1 and 2 are presented in Figure 1 (calibration years) and 2 (validation years) for the 
depths of 0-5, 5-15, 15-30, and 30-45 cm. Although measurements of deeper depths were 
available, only shallow depths are shown because they are the most important in affecting 
runoff and sediment losses. The model simulated soil water content quite well in both 
calibration and validation years, and the results are comparable to those reported in other 
studies (Jara and Stockle, 1999; Garrison et al., 2000). For most of years, the model 
simulated slightly higher soil water content at the beginning of the season for all depths 
except the top layer (Figures 1 and 2). It's interesting to note that the model simulated soil 
water content well even in extreme years, 1976 (dry) and 1979 (wet). 
Simulations of Individual Storm Sediment Losses 
Calibration years 
Results of the model calibration years (1977 and 1978) are presented in Table 3. The 
model generally under or over predicted the individual event sediment losses in 1977. For 
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example, the field received less rainfall on day 109 compared to day 227 (Table 3), yet runoff 
depths were similar, and the measured sediment yield on day 109 was five times that of day 
227. This is mainly due to the differences in actual storm duration and intensity, which are 
not taken into consideration in the SCS curve number method in the CERES-Maize model. 
The storm duration on day 227 was almost four times the duration on day 109 (Table 3), and 
rainfall peak intensity of 163 mm h"1 was recorded on day 109. Sediment concentration in 
runoff water varies with rainfall intensity, and it's generally highest during the high intensity 
rainfall period of a storm. In fact, a sediment concentration of 100,957 ppm in the runoff was 
recorded on day 109. This explains the high sediment loss on this day despite relatively low 
rainfall and runoff amounts. The model also simulated high sediment loss on day 109 even 
though the simulated runoff was only 7.25 mm. This may likely be the result of the wet 
conditions in the days prior to day 109 storm. 
In 1978, storm duration and intensity were also the factors causing over or 
underprediction of the simulated individual event runoff and sediment losses. For instance, 
rainfall on day 108 was 54 mm (Table 3), while on day 147, only about half of this amount 
was recorded, and yet the latter day had measured sediment loss of more than 18 times that of 
day 108 (Table 3). A peak rainfall intensity of up to 189 mm h"1 was recorded on day 147. 
Although matching simulated and measured daily sediment loss and runoff from storms with 
high intensity proved to be difficult, both calibration years showed a good correlation 
between measured and simulated data (Figure 3 and 4). 
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Testing years 
Tables 4 and 5 present the results of the years (1976, 1979, and 1980) for which 
model testing were performed. Most of the simulated sediment and runoff events in 1976 and 
1979 were over or underpredicted. Both of these years can be considered as extreme years as 
the precipitation varied significantly from normal patterns. The field received total 
precipitation of 558 mm in 1976, well below average annual of 823 mm, but the first few 
months were characterized with several storms of high or very high intensity. In fact, all the 
storm events with sediment losses occurred only through June (Table 4). 
With 1009 mm of annual rainfall, 1979 was a very wet year, and there were 13 
rainfall-runoff events of varying magnitude. For some of these events, runoff ranged from 30 
to 59% of the precipitation. There were four particularly severe events with return intervals 
from 5 to 100 years for different durations, which resulted in large amounts of runoff and soil 
loss (Table 5). Therefore, it is not surprising that the model failed to accurately simulate 
runoff and sediment loss for such an extremely wet year. However, the model captured the 
trend, as there was a good correlation between simulated and measured runoff and sediment 
yield (Figures 3 and 4). 
The model gave the best results for 1980, which had an annual rainfall relatively 
close to the long-term average. There was a very good correlation between measured and 
simulated sediment loss and runoff data (Figure 5). The model gave good results when storm 
events were not characterized by high intensities. Sediment concentrations in runoff water 
are usually highest during the peak intensity periods of the storm. Despite frequent storm 
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events, runoff flows in 1980 did not contain concentrations of sediment as high as 1976 and 
1979, because there were far less high-intensity periods. 
In addition to storm duration and intensity, crop cover had a large effect on surface 
runoff and soil loss. As crop cover increased, the measured surface runoff and erosion 
decreased, one notable exception being 1979 in which the severe events from the end of June 
to mid July resulted in high surface runoff regardless of the crop cover or canopy. As shown 
in Tables 4 and 5, runoff volumes at the end the growing season, when crop was fully 
developed, were underpredicted. For example, for day 240 and 261 in 1977 simulated runoffs 
were 2.33 and 2.06 mm, while respective measured runoff amounts were only 0.17 and 0.31 
mm. One of the weaknesses of the SCS curve number approach is that the cover or canopy of 
the growing crop does not affect the simulated runoff. 
Sediment-bound P Simulations for Single Events 
Results of the simulations of P loss associated with sediment are presented in Tables 
3, 4, and 5. Since P loss with sediment was estimated with equations that relate sediment loss 
with P concentration in the soil, the dynamics of simulated and measured sediment-bound P 
were similar to those of soil loss, but some differences were observed. These differences 
were due to the fact that P concentrations in sediment generally decreased with increasing 
sediment concentrations in the runoff even though storms with highest sediment losses 
resulted also the highest P loss. 
The model over or underpredicted P loss in most of the storm events in the extreme 
years (1976 and 1979). In 1979, the several particularly severe events in June and July 
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resulted in the highest P loss and greatest differences between measured and model 
simulations. The model did a good job in simulating P loss in most of the events in 1978, 
except on day 147 where a peak rainfall intensity of up to 189 mm h"1 was recorded. As in 
the case for soil loss, 1980 was the best year for model simulations of P loss (Table 4). The 
precipitation pattern had a definite effect on the magnitude of P losses with the sediment. For 
instance, 1976 had the lowest total rainfall, but surface runoff in 1977 and 1978, which had 
much higher annual rainfall, was unusually low due to an abnormally low amount of rainfall 
during the spring and the summer. This resulted in overall simulated and measured P losses 
being lower in 1977 and 1978 than in 1976. 
Seasonal Sediment and P Simulations 
Considerable differences between simulated and measured sediment and P losses 
were observed in most of the events. The percent difference (PD) and RMSE were high 
because generally some of the simulated sediment and P losses were too high while others 
were too low compared to measured values. Similar results were found in other simulation 
studies conducted using models that use SCS curve number for runoff calculations. Peterson 
and Hamlett (1998) have compared daily simulated and observed runoff from a watershed in 
Northeastern Pennsylvania using SWAT model. Daily stream flows were simulated poorly 
with Nash-Sutcliffe Coefficient (NSC) (Nash and Sutcliffe, 1970) of 0.2 while monthly flows 
yielded NSC of 0.55. Spruill et al. (2000) have also conducted research in north central 
Kentucky to evaluate the SWAT model's performance in daily and monthly stream flow 
from small watershed, and have shown that daily stream flow was poorly simulated (NSC 
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ranging from -0.04 and 0.19). Monthly simulated and measured values were much closer 
with NSC values ranging from 0.58 to 0.89. 
The under or over predictions of individual storm sediment and P losses by the model 
are primarily due to the SCS curve number's inaccuracy in representing runoff dynamics of 
individual storm events. It is also the result of the peak runoff computations that require 
maximum half-hour rainfall. The maximum half-hour rainfall is calculated from a triangular 
distribution and a random number using monthly maximum half-hour rainfall. Because of the 
use of a stochastic element (random number), the timing of the simulated peak runoff rate did 
not necessarily coincide with the actual peak runoff time for most of the storm events; hence 
the model simulated soil and P losses that were typically higher or lower than measured 
values. The model was originally run with the default seed number (0). Then it was run with 
ten more different seed numbers to see the effects of the random number on the peak runoff 
rate. The seed numbers for the random number generator were chosen as ten numbers 
between 150 and 4650. The mean and the standard deviations of the peak runoff rates 
calculated from the model runs are shown in Tables 3, 4, and 5. The measured peak runoff 
rates were generally over or under predicted by the model. However, measured values were 
close to or within one standard deviation of the simulated mean on days when storm 
durations were longer, and therefore, intensity was low. Examples of these days include days 
227, 108, and 150 in 1977, 1978, and 1980, respectively (Tables 3 and 4). To improve the 
accuracy of peak runoff simulations, large number of model runs with different seed numbers 
will probably be required. 
Given the above limitations of the SCS curve number for individual storm events, 
values of seasonal sediment and P losses may be more appropriate in evaluating the model, 
hi fact, most of the literature on models that use the SCS curve number approach for runoff 
prediction use monthly or annual values for model calibration and evaluation. Vache et al. 
(2002) found that the SWAT model predicted well annual sediment loss from Walnut and 
Buck Creek watersheds in Iowa. In another simulation study, by Chung et al. (2002), the 
EPIC (another model that uses SCS curve number) model was calibrated and tested with data 
collected from a site near Nashua in Iowa. The results showed that simulated annual tile flow 
and nutrient loading were within 10% of the measured values. Saleh et al. (2001), Ahmed et 
al. (2003), and Jha et al. (2003) are among others that used monthly or annual values for 
validating models that use the SCS curve number method for estimating runoff. 
A comparison of measured and simulated seasonal soil and P losses is shown in 
Tables 6 and 7. The model gave very good simulations of seasonal sediment losses except for 
the two extreme years (1976 and 1979). The percent error between simulated and measured 
sediment losses were less than 10% in the three non-extreme years (1977, 1978, and 1980). 
Simulated seasonal P loss patterns were different from those of sediment loss in all years 
except in the extreme years (1976 and 1979). The model slightly underpredicted sediment 
loss in 1977, 1978, and 1980, while it slightly overpredicted the P loss during these years 
(Tables 6 and 7). The model greatly underpredicted sediment and P losses in 1979 mainly 
due to the extreme nature of several storm events. These events had return periods of 5 to 100 
years for different durations, and resulted in large amounts of runoff and soil loss. In one 
event (day 163), the storm was so severe that it accounted for more than 14 kg ha"1 of P loss, 
almost half of the total loss for the year, and close to 24,000 kg ha"1 of sediment. After the 
1979 (high outlier) year was excluded, the model performed reasonably well in simulating 
both sediment and P losses (Tables 6 and 7). The average seasonal measured and simulated 
sediment and P losses had a PD of 5.5 and 19.9%, and RMSE of 962 and 0.70 kg ha"1, 
respectively. Based on the results in this study, the model did not seem to be appropriate for 
representing individual storm events, but it can be used to simulate for long-term (seasonal) 
sediment and P losses with reasonable results. 
Model Sensitivity 
Figure 6 shows the percent change in sediment and P losses as the result of changs in 
selected model input parameters. The parameters selected for sensitivity analysis were curve 
number (CN), erosion practice factor (P), average annual factor for the land cover (Caa), 
average rainfall for the month (ARAINM), maximum half-hour rainfall for the month 
(MXHHRM), and average number of wet days for the month (DA Y WET). ARAINM, 
MXHHRM, and DAYWET are parameters required by the model to estimate peak flow rates 
for individual storm events. Simulated sediment and P losses were most sensitive to the 
changes in CN. A 5% increase in CN resulted in 66% and 57% increase in sediment and P 
losses, respectively. The sediment and P loss increase jumped to 220 and 187% by increasing 
the CN by 10% (Figure 6). Decreasing the CN by 5 and 10% had also large effect in both 
sediment and P losses. The P concentration in the sediment decreased as the magnitude of an 
erosion event increased (Alberts et al., 1981), which was likely why the rate of P loss 
increase was lower than the rate sediment loss when CN value was increased by 10%. 
Next to CN, the model was found to be sensitive to changes in P and Caa factors. A 5 
and 10% increase or decrease in P factor resulted in around 5 and 10% change for the 
sediment loss, and 4 and 8% change in the P loss (Figure 6). The model simulations were 
least sensitive to the changes in ARAINM, MXHHRM, and DAYWET parameters. The 
sediment and P losses were increased or decreased by less than 1% when these parameters 
were changed by 10%. 
SUMMARY AND CONCLUSIONS 
MUSLE, a water erosion model, and a sediment bound P model were incorporated 
into the CERES-Maize crop model to simulate soil loss and P transport with sediment using 
five years of data collected from a watershed in Tama County, Iowa. The performance of the 
integrated model was tested with single event and seasonal soil and P losses. The model over 
or under predicted sediment and P losses for most of the individual storm events, especially 
in the extreme years (1976 and 1979). Events in these years caused large amounts of runoff 
and soil loss, and resulted in the greatest differences between measured and model 
simulations. 
The poor performance of the model in the individual events is the result of SCS curve 
number approach's inaccuracy when it comes to simulating individual storm runoffs with 
high intensities. Storms vary both spatially and temporally, and the curve number technique 
was developed to approximate runoff when only daily rainfall data are available. If greater 
accuracy is required, more information regarding storm duration and intensity will be 
necessary. Another weakness of the SCS curve number approach was that simulated runoff 
was not affected by the growing crop. Simulated runoffs at the end the growing season were 
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much higher than measured, and consequently significant differences between measured and 
simulated losses were observed. 
The model performance was greatly improved by validating it with seasonal sediment 
and P loss data. Simulated values were close to measured in most years except the two 
extreme years (1976 and 1979). The model's underpredictions in 1979 were mainly due to 
the several severe events. In fact, in one of these events the storm was so severe that one-day 
alone accounted for almost half of the seasonal P and sediment losses. Although two out of 
the three years used for model validations were extreme years, as the precipitation varied 
significantly from normal patterns, the overall performance of the model was satisfactory. 
The study indicated that the integrated model can potentially be an effective tool for 
simulating water-induced soil erosion and P transport with sediment, which are important in 
studying the effectiveness of different management practices on soil loss and water quality. 
However, the results of this study must be viewed considering the fact that only three years 
of data were available for model testing, and two out of this three were from extreme years. 
Therefore, there is a need to further test the model with more years of data. Further more, the 
results from the study site may or may not be applicable to other sites, and therefore, the 
model performance should be tested at more sites. Future research should also include adding 
to the CERES model more subroutines that simulate other forms of P losses so that the model 
can simulate the complete P dynamics. 
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Table 1. Some soil properties of the Tama soil as used in the model simulations. 
Site Depth BD LL DUL SAT OC PH 
cm gem"3 3 -3 cm cm - % 
Site 1 0-15 1.30 0.17 0.32 0.57 4.0 6.2 
15-30 1.30 0.17 0.34 0.58 3.0 6.2 
30-60 1.30 0.18 0.34 0.58 1.5 5.8 
60-90 1.40 0.18 0.35 0.57 1.0 5.8 
Site 2 0-15 1.30 0.17 0.34 0.51 4.0 6.2 
15-30 1.30 0.18 0.34 0.51 3.0 6.2 
30-60 1.30 0.18 0.35 0.50 1.5 5.8 
60-90 1.40 0.16 0.33 0.50 1.0 5.8 
LL, DUL and SAT : lower limit; drained upper limit and saturated water holding 
capacity, respectively. OC, organic carbon content. BD, bulk density. 
Table 2. Average soil available P (avl-P), mg kg"1, in the top 15 cm soil profile at sites 1 and 2. 
Soil 1976 1977 1978 1979 1980 
layer 










28-May 24-May 15-May 7-Jun 10-Jun 
0-1 22.1 29.1 27.1 21.9 27.1 










0-1 20.3 31.6 19.8 26.2 -










0-1 23.0 30.2 20.0 26.0 -










0-1 17.0 27.7 15.5 25.5 -
1-7.5 8.4 19.4 9.9 19.7 -
7.5-15 - 8.1 8.3 12.9 -
- Sampling not done 
Table 3. Storm characteristics, measured and predicted runoff, peak runoff, sediment and P losses for single events in calibration years. 
Date Storm Runoff Peak runoff Sediment loss P loss 
Year DOY Amount Duration Meas. Simul. Meas. Simul. Mean simul. Meas. Simul. Meas. Simul. 
mm h mm mm m"3 s"1 ni 3 s"1 m"3 s ' kg ha"1 kg ha"1 kg ha" 1 kg ha"1 
1977 109 20.1 1.5 4.65 7.25 0.494 0.170 0.094 (0.050) 3873 2220 3.40 1.62 
227 35.7 5.8 4.83 12.49 0.284 0.038 0.185 (0.107) 776 416 0.78 0.42 
240 15.3 10.1 0.17 2.33 0.006 0.052 0.034 (0.011) 20 200 0.02 0.23 
261 13.9 3.0 0.31 2.06 0.007 0.038 0.027 (0.013) 46 158 0.05 0.19 
1978 108 54.0 12.2 5.24 4.15 0.059 0.035 0.069 (0.029) 101 608 0.09 0.47 
147 28.4 0.8 10.23 5.25 0.607 0.026 0.082 (0.044) 1840 555 1.89 0.44 
151 14.8 2.0 0.73 1.16 0.067 0.008 0.018 (0.008) 142 121 0.14 0.13 
166 23.9 3.6 2.41 1.24 0.091 0.028 0.019 (0.009) 160 158 0.16 0.16 
171 20.0 4.0 1.86 0.99 0.044 0.021 0.014 (0.006) 97 97 0.10 0.11 
Values in parenthesis are standard deviations of the mean peak runoff rates calculated from the model runs using different seed numbers. 
Table 4. Storm characteristics, measured and predicted runoff, peak runoff, sediment and P losses for single events in testing years (1976 and 1980). 
Date Storm Runoff Peak runoff Sediment loss P loss 
Year DOY Amount Duration Meas. Simul. Meas. Simul. Mean simul. Meas. Simul. Meas. Simul. 
mm h mm mm m"3 s"1 m"3 s"' m"3 s"' kg ha"' kg ha"' kg ha"1 1 kg ha"' 
1976 109 36.0 19.4 1.31 10.26 0.043 0.094 0.146 (0.074) 127 1518 0.14 1.24 
114 23.9 9.2 6.01 6.97 0.086 0.034 0.109 (0.043) 411 674 0.44 0.65 
150 30.7 1.8 11.4 9.19 1.043 0.042 0.150 (0.075) 3989 772 3.82 0.88 
165 35.6 3.3 1.18 12.66 0.019 0.219 0.170 (0.058) 51 1904 0.05 1.55 
1980 150 50.0 10.6 15.77 21.16 0.294 0.421 0.314(0.089) 4157 5507 2.81 4.04 
151 10.0 3.1 0.84 0.80 0.050 0.009 0.001 (0.005) 70 105 0.06 0.17 
154 39.0 2.0 20.56 16.77 0.110 0.081 0.247 (0.109) 3954 1812 2.88 1.66 
159 16.0 0.5 1.69 1.99 0.100 0.023 0.017 (0.009) 488 373 0.36 0.25 
165 20.0 2.8 2.84 1.98 0.139 0.040 0.023 (0.012) 474 247 0.37 0.34 
167 16.0 4.4 5.62 2.58 0.332 0.030 0.037 (0.017) 1012 230 0.75 0.31 
219 58.0 2.1 15.11 15.36 0.570 0.236 0.243 (0.102) 96 1003 0.13 1.04 
224 22.0 4.2 1.45 6.19 0.081 0.156 0.083 (0.052) 31 500 0.03 0.59 
Values in parenthesis are standard deviations of the mean peak runoff rates calculated from the model runs using different seed numbers. 
Table 5. Storm characteristics, measured and predicted runoff, peak runoff, sediment and P losses for single events in testing years (1979). 
Date Storm Runoff Peak runoff Sediment loss P loss 
Year DOY Amount Duration Meas. Simul. Meas. Simul. Mean simul. Meas. Simul. Meas. Simul. 
mm h mm mm m"3 s"' m"3 s"1 m"3 s"' kg ha"' kg ha ' kg ha"' kg ha"1 
1979 110 36.3 10.0 1.19 16.63 0.004 0.284 0.260 (0.096) 85 5477 0.04 3.29 
155 17.3 9.0 1.17 1.05 0.057 0.029 0.015 (0.008) 101 307 0.08 0.33 
160 15.7 5.3 0.03 2.22 0.002 0.023 0.033 (0.015) 7 376 0.00 0.38 
163 62.0 5.0 36.21 30.85 2.356 0.421 0.477 (0.154) 23880 7563 14.38 4.25 
170 11.2 1.2 0.49 0.40 0.028 0.003 0.005 (0.002) 54 37 0.03 0.06 
178 41.0 1.3 12.86 9.24 0.911 0.129 0.129 (0.045) 3359 1137 2.22 0.93 
184 79.0 3.3 34.33 45.60 1.300 0.556 0.643 (0.204) 13851 3941 10.13 2.89 
194 63.0 15.5 34.78 30.37 0.885 0.354 0.427 (0.207) 8813 2485 6.23 1.72 
231 71.0 21.3 3.97 28.45 0.075 0.565 0.397 (0.137) 301 3208 0.26 2.03 
233 28.4 1.6 8.58 9.99 0.389 0.185 0.161 (0.074) 833 921 0.76 0.78 
Values in parenthesis are standard deviations of the mean peak runoff rates calculated from the model runs using different seed numbers. 
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Table 6. Percent difference (PD) and RMSE between measured and simulated seasonal sediment 
losses from sites 1 and 2. 
Year Measured Simulated PD RMSE 
kg ha"1 kg ha"1 % 
kg ha 1 
1976 4577 6678 45.9 
1977* 4715 4597 -2.5 
1978* 2361 2128 -9.9 
1979 51315 28727 -44.0 
1980 10282 9936 -5.3 
Mean 14650 10035 -29.2 10903 
Mean excluding 5484 5785 5.5 962 
1979 
""Calibration years 
Table 7. Percent difference (PD) and RMSE between measured and simulated seasonal sediment-
bound P losses from sites 1 and 2. 
Year Measured Simulated PD RMSE 
kg ha"' kg ha"1 % 
kg ha"1 
1976 4.44 6.44 44.9 
1977* 4.25 4.41 3.7 
1978* 2.39 2.61 8.9 
1979 34.13 19.25 -43.4 
1980 7.39 8.70 17.7 
Mean 10.49 8.28 -21.1 7.71 
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Figure 1. Simulated and measured soil water content (+/- 1 standard deviation) at different 
depths for calibration years. 
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Figure 3. Measured and simulated runoff for individual storms for calibration (1977 and 
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Figure 4. Measured and simulated sediment losses from individual storms for calibration 
(1977 and 1978) and testing (1976, 1979, and 1980) years. 
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Figure 5. Measured and simulated (individual events) runoff and sediment loss in 1980. 
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Figure 6. Sensitivity of simulated sediment and P loss to some model input parameters. 
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CHAPTER 4. SIMULATING SURFACE SOIL AND PHOSPHORUS TRANSPORT 
USING CROPGRO MODEL 
Egeh, M. H, W. D. Batchelor, J. L. Baker, and C. W Mize 
Abstract 
According to some recent studies approximately 90% of US cropland is currently 
losing soil above the sustainable rate. Soil eroded from agricultural fields may transport 
nutrient contaminants to surface waters resulting in degradation of water quality and aquatic 
life. The CROPGRO-Soybean model has been demonstrated to adequately simulate soybean 
growth, development, and yield, and it is being used to aid producers in developing optimum 
management strategies. However, the current version of the model does not have an option 
for simulating erosion and phosphorus (P) dynamics, which limits its ability to aid in 
estimating environmental impacts of management practices. Combining a well established 
crop growth model such as CROPGRO-Soybean with an erosion model would be a useful 
tool in studying the effectiveness of different management practices on crop growth, soil 
loss, and water quality impacts. The objective of this study was to incorporate the Modified 
Universal Soil Loss Equation (MUSLE) and a sediment-bound P transport model into the 
CROPGRO-Soybean model to enhance the model's utility to estimate environmental impacts 
of management practices. Five years of data (1976-1980) collected from two field sites in the 
Four Mile Creek watershed, east-central Iowa, were used for model evaluation. Data 
collected in 1977 and 1978 were used for calibrating the model for sites 2 and 1, respectively. 
The remaining years were used to test the model. Results show that the integrated model 
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generally tends to over or underpredict individual event sediment and sediment-bound P 
losses from fields, but the model simulated seasonal values reasonably well. 
INTRODUCTION 
Soil erosion has increasingly become a global environmental and economic problem. 
Some recent studies have estimated that about 90% of US cropland is currently losing soil 
above the sustainable rate (Pimentel et al. 1995). In Iowa, the topsoil is being lost to erosion 
30 times faster than the rate of soil formation, and about one-half of the topsoil has been lost 
over 150 years of farming (Pimentel et al. 1995). In addition to topsoil loss from productive 
land, erosion has a direct impact on water quality. Soil eroded from agricultural fields may 
carry many contaminants to surface waters resulting in degradation of water quality and 
aquatic life. These contaminants include nutrients, pesticides, bacteria, salts, suspended 
solids, and toxic materials. 
Phosphorus (P) is an important nutrient for crop production and soils usually need P 
additions to maintain economic crop production. However, there is an increasing concern 
about the P losses from agricultural soils. Phosphorus movement into surface water can 
accelerate eutrophication, a process by which high nutrient concentrations stimulate blooms 
of algae and eventually lead to decreased dissolved oxygen (Rowe, 2001). Lowered oxygen 
levels in the water make it difficult for other aquatic organisms to survive. Phosphorus exists 
in the environment in either a particulate or dissolved form, and is lost from agricultural 
fields mainly by runoff and erosion (Sharpley et al., 1996). The particulate form of P is 
attached to mineral and organic matter particles as it moves with runoff water, while 
dissolved P moves in the water solution. Although particulate P is less available to algae than 
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dissolved P, it can represent a long-term source of P. Generally, more than three-quarters of 
the P that moves into surface water is particulate P (Schuman et al., 1973; Sharpley et al., 
1993). 
Because of the cost, time, and difficulty involved in conducting field experiments, 
computer simulation models have increasingly been used as an alternative method of 
evaluating the effects of management or conservation practices on soil and P losses to the 
environment. The CROPGRO-Soybean model (Hoogenboom et al., 1994) is a continuous, 
physiologically based model that simulates soybean leaf, stem, grain, and root growth using 
carbon, water, and nitrogen balance concepts. The model requires inputs including daily 
weather (maximum and minimum temperatures, rainfall, and solar radiation), field 
management information (planting date, tillage, fertilization, irrigation etc.), soil properties, 
and crop genetic parameters. The model has been used worldwide to study the effects of 
environmental conditions, different management strategies, and genetics on crop growth and 
development (Jones et al., 2003). 
CROPGRO-Soybean currently does not have an option for calculating erosion and P 
dynamics. Daroub et al. (2003) developed a P dynamics model and incorporated it into 
CROPGRO-Soybean. However, the model is applicable only to soils with high P limitations, 
particularly calcareous and highly weathered soils. Combining a well established crop growth 
model, such as CROPGRO-Soybean, with a soil erosion model would be an effective tool to 
study the impact of different management practices on crop growth, soil loss, and water 
quality. 
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MUSLE, Modified Universal Soil Loss Equation, (Williams and Bemdt, 1977) is a water 
erosion model that computes sediment yield in terms of runoff volume, peak flow, and 
Universal Soil Loss Equation (USLE) (Wischmeier, 1978) factors. The MUSLE model is 
incorporated into such models as SWAT (Neitsch et al., 2002) and EPIC (Williams et 
al. 1995). Both of these models use the Soil Conservation Service (SCS) curve number 
(USDA, SCS 1972) approach for estimating runoff. The SCS curve number method is a 
simple and widely used technique for computing direct runoff volume for design and natural 
rainfall events in small watersheds. A major drawback of this method is that rainfall intensity 
and duration are not considered. Calibration and validation procedures in most of the SWAT 
applications found in the literature are based on average monthly or annual runoff flows 
(Srinivasan et al., 1998; Rosenthal and Hoffman, 1999; Arnold et al., 2000; Santhi et al., 
2001; Shirmohammadi et al. 2001; Stone et al., 2001; and Vache et al. 2002). However, there 
are other studies where the model was validated against daily runoff events. These include 
Peterson and Hamlett (1998), Benaman et al. (2001), Spruill et al. (2000), and King et al. 
(1999). Comparisons of simulated and observed daily runoffs were much less accurate than 
monthly or annual values; nevertheless, some of these studies concluded that SWAT daily 
simulations of runoff were satisfactory. 
Time-based physical models, such as Green-Ampt, which consider intensity and duration, 
are known to perform better in computing excess rainfall or runoff volume compared to the 
curve number method. However, these models require break-point rainfall data, which are 
difficult to obtain. Moreover, much of the advantage gained by using physical theories in the 
model may be lost by the regression equations needed to parameterize the model (Wilcox et 
al. 1990). Studies by Wilcox et al. (1990) in Arizona, Idaho, Nebraska, Oklahoma, and Texas 
showed that excess rainfall results obtained with curve number and Green-Ampt methods 
were similar. King et al. (1999) have also compared the performance of Green-Ampt and 
curve number methods in the SWAT model. They concluded that Green-Ampt method had 
no significant advantage over the curve number for daily runoff simulations. 
Iowa State University (ISU) crop modeling lab has developed a web-based soybean 
decision support system (WebGro). The aim for developing this decision support system was 
to help soybean producers understand how various stresses (soybean cyst nematode (SCN), 
herbicide injury, Rhizoctonia root rot incidence, and hail damage) interact to reduce soybean 
yield. It also allows soybean producers to examine how different management scenarios, 
such as the effect of different planting dates, row spacing, and maturity groups under specific 
weather conditions, affect crop yield. The WebGro decision support system is based on the 
CROPGRO-Soybean model (version 3.5). The goal of the ISU crop-modeling lab is to make 
the WebGro an effective tool to study not only the effects of different management practices 
on crop growth and yield, but also the environmental impacts of different nutrient 
management strategies. As the first step in this direction, the focus of this study was to 
incorporate MUSLE and sediment P transport models into CROPGRO-Soybean model. The 
specific objectives were to: 
1) Incorporate MUSLE into the CROPGRO-Soybean model, 
2) Incorporate a function that relates sediment-bound P to the sediment loss into the 
CROPGRO-Soybean model, and 
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3) Calibrate and test new model's ability to simulate sediment and sediment-bound P 
loss for single events and seasonal losses. 
METHODS AND MATERIALS 
Study Site 
Data used in this study were obtained from a five-year (1976-1980) research project 
carried out by Iowa State University and funded in part by the United States Environmental 
Protection Agency (EPA). The site was located in the upper part of the Four-Mile Creek 
watershed in the northwest Tama County, Iowa. The research was conducted to collect 
detailed data on the field-to-stream transport of sediment, nutrients, and pesticides in order to 
develop and test water quality models. Data used for this simulation study were collected 
from two fields (site 1 and site 2), within the Four-Mile Creek Watershed, cropped with 
soybean (Glycine max)lcom (Zea mays) rotation. Data for soybean years of 1977 and 1979 
were collected from site 2 (6.4 ha), while the data for the remaining years (1976, 1978 and 
1980) were collected from site 1 (5 ha). Two soil types are found in the study area: Tama 
silty clay loam (Fine-silty, mixed, mesic, Typic Argiudolls), and Colo silt loam (Fine-silty, 
mixed, mesic, Cumulic Haplaquolls) (USDA 1996). Tama soil covers most of the fields, 
while Colo soil type is only found along the channels and tributaries through the field. Some 
of the soil physical properties of Tama soil as used in the model simulations are summarized 
in Table 1. 
The area received a total annual precipitation of 558 mm in 1976, which was well 
below the long-term average of 823 mm. 1979 was a very wet year with annual precipitation 
of 1009 mm, well above the long-term average, and there were four severe events that 
resulted in very high surface runoff and sediment losses. Annual precipitation amounts in 
1977, 1978, and 1980 were closer to the long-term average. Samples of surface runoff at the 
field outlet were collected manually or by automatic pumping samplers depending on the 
magnitude of the event. Soil samples were periodically taken from 8 locations in each field 
throughout the growing season for moisture and nutrient analysis. Conventional tillage was 
used at both sites in all years, and no specific erosion control practices were in place. Both 
site 1 and 2 were in a soybean-corn rotation. Corn residue was chisel plowed each year in 
preparation for soybean planting. Detailed description of the research site, agronomic and 
cultural practices, methods for sampling of soil and water for sediment and nutrient analysis, 
and results can be found in the reports compiled by Johnson and Baker (1982, 1984). 
MUSLE 
MUSLE, Modified Universal Soil Loss Equation, is a water erosion model that 
estimates sediment yield in terms of runoff volume, peak flow, and USLE (Wischmeier, 
1978) factors. While the original USLE predicts soil loss using rainfall as an indicator of 
erosive energy, MUSLE uses only runoff to simulate erosion and sediment yield. MUSLE 
can be used to estimate single storm sediment yields where USLE gives only annual yields 
estimates. The MUSLE model operates in time steps of one day, following the equation: 
Y = 11.8 (V*qp) ^  (K) (C) (P) (LS) [1] 
where 
Y, sediment yield from the area of interest, metric tons 
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V, surface runoff volume, m3 
qp, peak runoff rate, m3 s"1 
K, soil erodibility factor 
C, crop and cover management factor 
P, erosion control practice factor 
LS, slope length and steepness factor 
Soil erodibility factor was calculated following Williams (1995): 
K = fSand* fcl-si * forg * fhsand [2] 
where 
fsand, factor that gives effect of sand content on K 
fci.si, factor that gives effect of silt-clay ratio on K 
forg, factor that gives effect of organic carbon on K 
fhsand, factor that gives effect of extremely high sand content on K 
Details on how the above factors are calculated can be found in Williams (1995). Percent silt, 
sand and clay in the top 15 cm of soil are the inputs required to calculate these factors. 
An empirical relationship used in both the EPIC (Williams et al. 1995) and SWAT 
(Neitsch et al., 2002) models, was used to estimate the C factor. This approach enables the C 
factor to vary during the growth cycle of the plant. 
C = exp ((-0.2231-Cmin) * exp (-0.00115 * Res) + Cmin) [3] 
Cmin = 1.463 ln(Caa) + 0.1034 [4] 
where Res is the amount of residue on the soil surface plus above ground biomass of the crop 
(kg ha"1), Cmin is minimum value of C, Caa is average annual C factor for the field. Caa 
factor was obtained from the tables presented in Wischmeier and Smith (1978). 
The LS factor was calculated using the equation (Wischmeier and Smith, 1978) 
LS = (1/22.13) m (0.065 + 0.045 s + 0.0065s2) [5] 
m = 0.3 * s/(s + exp(-1.47-61.09 s)) + 0.2 [6] 
where 1 is slope length in m, and s is slope gradient in m m"1. 
The P factor was obtained from tables in (Wischmeier and Smith, 1978). This factor 
is determined based on slope-length limits and contouring, strip cropping, or terrace systems 
in place. No specific conservation practice was in place in either crop fields; therefore the P 
factor was based on the field slope. 
Surface Runoff 
CROPGRO-Soybean model (version 3.5) uses the Williams Soil Conservation 
Service (SCS) curve number technique (USDA, SCS, 1972) to calculate the daily surface 
runoff volume by using daily precipitation as input. The curve number varies non-linearly 
with the soil water content and it relates runoff to land use, soil type, and management 
practices. It decreases as the soil approaches the lower limit and increases to near 100 as the 
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soil approaches saturation. While the SCS curve number uses the antecedent rainfall to 
determine the soil wetness, the Williams modified version uses wetness of the soil in the top 
layers. The model calculates runoff with the following equations 
S MX = 254.0 * (100.0/CN-1.0) [7] 
PB = RAIN - SWABI * SMX [8] 
RUNOFF = PB * PB / (RAIN+ (1.0- SWABI) * SMX) [9] 
where, 
SMX is the maximum available soil moisture storage (cm3 cm"3); PB is an intermediate 
parameter. SWABI is factor to modify SMX based on current soil moisture conditions of the 
top two layers. No runoff occurs if the PB is less than zero. RAIN is daily rainfall, mm, and 
CN is the SCS curve number, ranging from 0 to 100, used to calculate daily runoff. It is 
calculated using equations that relate to the user-input curve number and antecedent soil 
moisture conditions of the soil layers near the surface (Jones and Kiniry, 1986). 
Slope Adjustment 
The SCS curve number is assumed to be appropriate for a 5% slope. About 60% of 
the experimental field area (site 1 and 2) has an average slope ranging from 3 to 8 %, and 
when cultivated crops are grown, erosion is of great concern. The rest of the field area has 
average slopes of 2% or less. To adjust the curve number to different slopes the following 
equation (Williams, 1995) was used. 
CNS - (CN3-CN)/3 * (1-2* exp (-13.86*S)) + CN [10] 
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where 
CNs, curve number adjusted for slope 
CN], curve number for wet conditions 
S, average slope of the field, %. 
To adjust the curve number to varying slopes in the field CN] (curve number for dry 
conditions) and CN3 (curve number for wet conditions) parameters are necessary. This 
version of the model does not have equations to calculate CNi and CN3. These equations were 
extracted from CERES-Maize (Jones and Kiniry, 1986) model and incorporated into runoff 
subroutine of CROPGRO model. Detail descriptions on how CNi and CN3 are calculated can 
be found in Jones and Kiniry (1986). 
Peak Runoff 
Peak runoff rate is another variable that MUSLE uses to estimate sediment loss. It's 
an indicator of the erosive power of a storm and can be defined as the maximum runoff flow 
that occurs in a given rainfall event. CROPGRO model does not calculate peak runoff rate. 
The modified rational method was used to calculate peak runoff rate. 
qp = (a * Q * A)/(360 * Tc) [11] 
where 
qp, the peak runoff rate, m3 s"1 
a, fraction of daily rainfall that occurs during the time of concentration 
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Q, surface runoff depth, mm 
A, drainage area, ha 
Tc, time of concentration, h 
A detail description on how to calculate each of the above parameters can be found in 
Williams et al. (1984) and Neitsch et al. (2002). Only final equations are discussed here. 
To improve the simulation of peak runoff rates, a stochastic element was included in 
the rational equation. The fraction of rain occurring during the time of concentration, a, was 
estimated using fraction of daily rain that falls during the half-hour of the highest rainfall 
intensity. 
a = 1-exp (2*Tc * In (1-a0 5)) [12] 
where 
a is the fraction of rain occurring in the time of concentration, and oto.5 is maximum half-hour 
rainfall reported as a fraction of total daily rainfall. It is the most extreme 30-minute rainfall 
intensity recorded in entire period of record. 
Four variables are required to determine ao.5; monthly maximum half-hour rainfall 
fraction, maximum value for half-hour rainfall fraction, minimum value for half-hour rainfall 
fraction, and a random number between 0.0 and 1.0. These parameters can be calculated from 
monthly maximum rainfall intensities or they can be obtained from the SWAT model 
database (Neitsch et al., 2002). The database contains collections of weather generator 
parameters for many weather stations in the United States. A random number generator (with 
uniform probability distribution) included in the CROPGRO model was used to generate a 
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random number between 0.0 and 1.0 for each rainfall event in our simulations. This random 
number generator is included in the weather generator (WGEN) subroutine of the 
CROPGRO model. 
Estimating Phosphorus Loss with Sediment 
To simulate sediment-bound P the following equation that relates P loss with the 
eroded soil was used. 
Pioss = ER * PSOii * Sed [13] 
where 
Pioss is the total P loss with eroded soil (mg ha"1), ER is the enrichment ratio, a factor that 
relates the concentration of P in the soil to that in the eroded sediment. Psoii is the total P 
concentration in the soil (mg kg"1), and Sed is sediment loss in (kg ha"1). Eroded sediments 
tend to have higher P concentrations than the soil it was eroded from (Alberts et al., 1981). 
Enrichment ratio is the concentration of P in the sediment divided by that in the soil and is 
assumed to logarithmically related to sediment loss (Menzel, 1980). 
ln(ER) = 2-0.2 * ln(Sed) [14] 
An equation developed for the Iowa Phosphorus Index (Mallarino et al., 2002) was 
used to estimate the total P in the soil. According to this equation, total P in the soil can be 
calculated by estimating the concentration of P in the top layer (15 cm) of soil. 
Total P = 500 +(3.0 xSTP) [15] 
where 
500 is average value of soil P in the top 15 cm of low-testing Iowa soils (500 ppm), 3.0 is a 
factor that reflects that a 1 ppm increase in soil test P (STP), measured with the Bray-P 1 or 
Mehlich-3 P, corresponds to an increase of 3 ppm in total soil P (Mallarino et al., 2002). In 
this study STP values were obtained by calculating the average available P in the top 15 cm 
of the soil surface. The available P in the soil was measured in the field several times each 
year during the growing season (Table 2). 
Model Calibration and Evaluation Criteria 
The first step in the calibration process was to adjust several soil properties, including 
drained upper (DUL) and lower limits (LL) of soil water holding capacity to fit simulated 
and measured soil water content at different depths. The model was calibrated for site 1 and 
site 2 with data collected in 1978 and 1977, respectively. These years were chosen for 
calibration because annual precipitation data were relatively closer to the long-term average. 
The model was then calibrated with individual event sediment data. Parameters used for 
calibrating the model with sediment data include curve number, annual value of the cover 
management (Caa) factor, erosion practice factor (P), and Manning's roughness coefficient. 
A trial and error method was used to determine best values that minimize the difference 
between measured and simulated sediment losses. 
To evaluate the model performance, two statistical parameters were used: root mean 
square error (RMSE; Willmott, 1982), and percent difference (PD). RMSE is calculated by: 
where O and P are the observed and simulated values and n is the number of samples. RMSE 
RMSE [16] 
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is a measure of the deviation of the simulated from the measured values. The lower the value 
of the RMSE, the higher the accuracy of the model. The PD is computed to assess error 
associated with model simulations. 
A sensitivity test of the model to several model input parameters was performed using 
conditions in the 1980 experiment. This year was selected for the sensitivity analysis because 
the weather patterns were less extreme than other years. The model sensitivity was defined as 
the percentage change in soil and P loss due to a variation in input parameters. The 
percentage change was calculated by the difference in output value divided by the base 
output value and multiplied by 100. Positive sign of the percentage change reflects an 
increase in output, while a negative sign means a decrease. During the procedure, all other 
factors remained unchanged, while one parameter at a time was varied to see the effect of 
that particular parameter on the model output. 
RESULTS AND DISCUSSION 
Soil Water Content 
Figures 1 and 2 show the results of the comparison between simulated and measured 
soil water contents for site 1 and 2. The simulation results for the depths of 0-5, 5-15, 15-30, 
and 30-45 cm are presented here because of their importance in affecting runoff and sediment 
losses. The model simulated soil water content quite well in both calibration and testing 
years, and the results are comparable to those reported in other studies (Jara and Stockle, 
1999; Garrison et al., 2000). The model simulations were quite consistent with almost all 
simulated soil water contents being within one standard deviation (Figures 1 and 2) of the 
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measured values for both calibration and testing years. Simulated soil water contents were in 
very good agreement with measured values even in 1979 where extreme weather (very wet) 
conditions occurred. 
Model Simulations for Single Events 
Calibration years 
Results of the model calibration years (1977 and 1978) are presented in Table 3. 
Runoff and sediments from snowmelt events were excluded because the model currently 
does not calculate runoff from snowmelt. During the calibration, it was difficult to match 
event based measured and simulated sediments loss because some of the simulated results 
were too high, while others were too low compared to measured. The reason for this can 
primarily be attributed to the storm duration and intensity not being considered in the SCS 
curve number method. On day 108 in 1978, the field received 54 mm of rainfall with only 
1.28 mm and 83 kg ha"1 of measured runoff and sediment, while the model simulated 8.82 
mm and 904 kg ha"1 of runoff and soil loss. The storm duration on this day was more than 12 
h, and there were no significant bursts of high intensity rainfall on this day. 
In addition to storm duration and intensity, tillage practices had an effect on the 
differences between simulated and measured surface runoff and soil loss. Daily runoff and 
sediment losses in both of these years were much lower than those measured from an 
adjacent corn field for the same days. For instance, 20 mm of rainfall on day 109 in 1977 
resulted in no surface runoff (Table 3) from the field planted with soybean, while as much as 
4.65 mm of surface runoff were measured in the adjacent com field (Table 3 in Chapter 3). 
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Similarly, 35 mm of rainfall on day 227 in 1977 caused considerably different amounts of 
runoff of 4.83 and 0.8 mm from the corn and soybean fields, respectively. In the corn field, 
soybean stubble was disked prior to planting corn, where corn stalks were plowed with 
moldboard in the spring in preparation of soybean planting. In addition, the soybean field 
was cultivated twice (once in June and once in July) each year, but the cornfield was not 
cultivated. 
Timing of the tillage also played an important role in the amount of runoff and 
sediment loss. There was no measured sediment loss from the soybean field on day 109 in 
1977 (Table 3), while close to 4,000 kg ha"1 (Table 3 in Chapter 3) of sediment was lost from 
the cornfield. The storm came just a week after the field was plowed for seed preparation, 
and because of the high tillage-induced roughness on the soil surface there were no runoff 
nor sediment loss from the soybean field. Roughness on tilled fields often directs runoff 
along the micro tillage contours instead of in the predominant topographic direction resulting 
in enhanced infiltration and drastically reduced runoff (Souchère et al., 1998). The model 
currently does not update the curve number daily based upon tillage operations or timing of 
the tillage; and therefore, individual storm sediment losses were not accurately simulated. 
Testing years 
Table 4 shows the results of the years (1976, 1979, and 1980) for which model testing 
was performed. As in the case of the calibration years, most of the simulated sediment and 
runoff events were either too high or too low compared to measured values. Precipitation 
varied significantly from normal patterns in two out of the three testing years, 1976 and 
1979. The field received total precipitation of 558 mm in 1976, well below the average 
annual value of 823 mm. There were only two storm events with measured sediment losses, 
one in May and the other in June (Table 4). Model simulations of runoff were close to 
measured values, but sediment losses were underpredicted on day 150 and overpredicted on 
day 165. The model underpredicted sediment losses in most of the events in 1979 due to the 
extreme nature of the precipitation patterns. This was a very wet year with 1009 mm of 
annual rainfall, and there were 13 measured rainfall- runoff events of varying magnitude. In 
some of these events, measured runoff ranged from 30 to 59% of the precipitation. There 
were four particularly severe events with return intervals from 5 to 100 years for different 
durations, resulting in large amounts of runoff and soil loss. Therefore, it is not surprising 
that the model failed to accurately simulate runoff and soil loss for such an extremely wet 
year. 
Crop cover had also a significant effect on the difference between simulated and 
measured runoff and soil loss. As crop cover increased, the measured surface runoff and 
erosion decreased, one notable exception being 1979 where the severe events from the end of 
June to mid July resulted in high surface runoff regardless of the crop cover or canopy. As 
shown in Tables 3 and 4, runoff at the end the growing season, when crop was fully 
developed, was greatly underpredicted by the model. For example, for day 231 in 1979 and 
224 in 1980, simulated runoff amounts were 24.07 and 6.49 mm, while respective measured 
runoff amounts were only 0.77 and 0.36 mm. One of the weaknesses of the SCS curve 
number approach is that the cover or canopy of the growing crop does not affect the 
simulated runoff. 
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Results of measured and simulated P losses associated with sediment are also 
presented in Tables 3 and 4. Because P loss with sediment was estimated with equations that 
relate sediment loss with P concentration in the soil, the dynamics of simulated and measured 
sediment-bound phosphorus was similar to that of soil loss, and therefore P losses were 
generally under or overpredicted. For some events, the P loss patterns were different from the 
dynamics of sediment loss. This likely occurred because the P concentration in sediment 
normally decreases with increasing sediment concentration in the runoff, though storms with 
highest sediment losses also result in the highest P loss. As in the sediment loss simulations, 
storm duration and intensity, tillage practice, and crop cover had an effect on the differences 
between simulated and measured P losses. The precipitation pattern also had a definite effect 
on the magnitude of P losses with the sediment. For instance, 1976 had the lowest total 
rainfall, but surface runoff in 1977 and 1978, which had much higher annual rainfall, was 
unusually low due to an abnormally low amount of rainfall during the spring and the 
summer, and as a result, the overall simulated and measured P losses were lower in 1977 and 
1978 than in 1976. 
Model Simulations of Seasonal Sediment and P losses 
Substantial differences between simulated and measured event based sediment and P 
losses were observed in this study. The percent difference (PD) and RMSE between 
measured and simulated soil and P losses were high because generally some of the simulated 
values were too high while others were too low compared to measured values. These results 
were consistent with other simulation studies conducted using models that use the SCS curve 
number method for runoff calculations. Peterson and Hamlett (1998) have compared daily 
simulated and observed runoff from a watershed in northeastern Pennsylvania using SWAT 
model. Daily flows were simulated poorly with Nash-Sutcliffe Coefficient (NSC) (Nash and 
Sutcliffe, 1970) of 0.2 while monthly flows yielded NSC of 0.55. Spruill et al. (2000) have 
conducted a research in north-central Kentucky to evaluate the SWAT model ' s performance 
in daily and monthly stream flow, and have shown that daily stream flow was poorly 
simulated (NSC ranging from -0.04 to 0.19). Monthly simulated and measured values were 
much closer with NSC values ranging from 0.58 to 0.89. 
The SCS curve number approach's inaccuracy in representing runoff dynamics of 
individual storm events was the main reason for the discrepancy between the individual 
storm simulated and measured sediment and P losses for most of the events. It is also the 
result of the peak runoff computations, which use a triangular distribution and a random 
number. Because of the use of a stochastic element (random number), the timing of the 
simulated peak runoff rate did not necessarily coincide with the actual peak runoff time for 
most of the storm events; hence the model was simulating soil and P losses that were higher 
or lower than measured values. The model was initially run with the default seed number (0) 
and resulting simulated runoff, sediment, and P losses are shown in Tables 3, 4, and 5. The 
model was then run with ten more different seed numbers to see the effects of the random 
number on the peak runoff rate. The seed numbers for the random number generator were 
chosen as ten numbers between 150 and 4650. The mean and the standard deviations of the 
peak runoff rates calculated from the model runs are shown in Tables 3, 4, and 5. The 
measured peak runoff rates were generally too high or too low compared to the simulated 
values. Nevertheless, measured peak runoff rates were within one or two standard deviations 
of the mean in some of the days. Such days include day 150 and 165 in 1976, and day 233 in 
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1979 (Table 4). Because of these limitations of the SCS curve number for individual storm 
events, seasonal sediment and P losses may be more appropriate for model evaluation. 
As shown in Tables 5 and 6, comparisons between measured and simulated seasonal 
soil and P losses were much closer than individual storm event losses, except in 1979. The 
dynamics of seasonal P loss simulations were somewhat different from those of sediment 
loss. The model performed well in simulating seasonal sediment losses for both calibration 
and testing years, except 1979, while simulated P losses were not as good. In four out of the 
five years, the difference between simulated and measured sediment loss was less than 15%, 
and the error in simulated P loss was less than 15% in only two years out of the five. The 
simplicity of the equations used for P loss simulations may be a factor leading to this over 
estimations in P losses. The model considerably underpredicted the total sediment and P 
losses in 1979 mainly due to the extreme nature of several storm events. The storm in June 
12 was so severe that it caused the soybean crop to be replanted. On July 3, another severe 
storm occurred in the field causing more than 18 kg ha"1 of P loss, almost half of the total loss 
for the year, and more than 32,000 kg ha"1 of sediment loss. These two days combined 
represent more than 70% of the total seasonal sediment and P losses. 
After 1979 (the extreme weather year) was excluded from the data set, the model 
performed well, giving a low percent error and RMSE in simulating both sediment and P 
losses (Table 5 and 6). The difference between the average seasonal measured and simulated 
sediment and P losses was only 4.9 and 13.2 %, respectively. Similarly, The RMSE between 
the average seasonal measured and simulated sediment and P losses was 84 and 0.16 kg/ha. 
Based on the results in this study, the model did not seem to give good estimates of daily 
losses, but it simulated the long-term (seasonal) sediment and P losses reasonably well. Most 
of the literature on models that use the SCS curve number for runoff simulations use monthly 
or annual values for model calibration and testing. Vache et al. (2002) have found that the 
SWAT model predicted well annual sediment loss from Walnut and Buck Creek watersheds 
in Iowa. In another simulation study by Chung et al. (2002), the EPIC (another model that 
uses SCS curve number method) was calibrated and tested with data collected from a site 
near Nashua in Iowa. The results showed that simulated annual tile flow and nutrient loading 
were within 10% of the measured values. 
Model Sensitivity 
Figure 3 shows percentage changes in sediment and P losses as the result of changing 
in selected model input parameters. The parameters selected for sensitivity analysis were 
curve number (CN), erosion practice factor (P), average annual factor for the land cover 
(Caa), average rainfall for the month (ARAINM), maximum half-hour rainfall for the month 
(MXHHRM), and average number of wet days for the month (DA Y WET). ARAINM, 
MXHHRM, and DAYWET are parameters required by the model to estimate peak flow rates 
for individual storm events. Simulated sediment and P losses were most sensitive to the 
changes in CN. A 5% increase in CN resulted in 50% and 43% increase in sediment and P 
losses, respectively, while a 5% decrease caused the sediment and P losses to decrease by 55 
and 31%, respectively. The sediment and P loss increase to 100 and 86% by increasing the 
CN by 10% (Figure 6). Decreasing the CN by 10% had also significant effect in both 
sediment and P losses. P concentration in the sediment decreases as the magnitude of an 
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erosion event increases (Alberts et al., 1981), which is likely why a 10% increase in CN 
doubled the sediment loss, while it resulted in 86% increase in the P loss. 
Next to CN, the model was found to be sensitive to changes in P and Caa factors. A 5 
and 10% increase or decrease in both of these factors resulted in around 5 and 10% change 
for the sediment loss, and 4 and 8% change in the P loss (Figure 3). The model simulations 
were least sensitive to the changes in ARAINM, MXHHRM, and DAYWET parameters. The 
sediment and P losses were increased or decreased by less than 1% when these parameters 
were changed by 10%. 
SUMMARY AND CONCLUSIONS 
Erosion and sediment-bound P subroutines were incorporated into the CROPGRO-
Soybean crop model to simulate soil and sediment-bound P losses using five years of data 
collected from a watershed in Tama County, Iowa. The integrated model was evaluated with 
sediment and P loss data on both event-based and seasonal simulations. The model over or 
under predicted sediment and P losses in most of the individual storm events, especially in 
the extreme year (1979). The poor performance of the model was the result of the storm 
duration and intensity not being considered in the SCS curve number approach. The SCS 
method was designed for long term averaging, not event-based simulations. If greater 
accuracy is required, information regarding storm duration and intensity will be necessary. 
Another weakness of the SCS curve number is that simulated runoff was not affected by the 
growing crop. When crops were fully developed, simulated runoff volumes were much 
higher than measured and, consequently, significant differences between measured and 
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simulated losses were observed. In addition, tillage practice and timing of the tillage, which 
are not accounted for properly in the model, had a significant effect on the differences 
between simulated and measured sediment and P losses. 
The model performance was greatly improved by validating it with seasonal sediment 
and P loss data. Simulated values were close to those measured in all years except 1979 (an 
extreme year). The model's underpredictions in 1979 were mainly due to several severe 
events. Soil and P losses resulting from only two of these events accounted more than 70% of 
the seasonal losses. The model simulations of P loss were somewhat less accurate than the 
sediment losses, but the overall performance of the model was satisfactory. The study 
indicated that the integrated model can potentially be an effective tool for simulating water-
induced soil erosion and P transport with sediment, which are important in studying the 
effectiveness of different management practices on soil loss and water quality. However, the 
results of this study must be viewed considering the fact that the only three years of data 
were available for model testing, and two out of this three were from extreme years. 
Therefore, there is a need to further test the model with more years of data. Further more, the 
results from the study site may or may not be applicable to other sites, and therefore, the 
model performance should be tested at more sites. Future research should also include adding 
to the CERES model more subroutines that simulate other forms of P losses so that the model 
can simulate the complete P dynamics. 
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Table 1. Some soil properties of the Tama soil as used in the model simulations. 
Site Depth BD LL DUL SAT OC PH 
cm gem"3 cm3 cm3 - % 
Site 1 0-15 1.30 0.17 0.30 0.57 4.0 6.2 
15-30 1.30 0.17 0.30 0.57 3.0 6.2 
30-60 1.30 0.18 0.32 0.58 1.5 5.8 
60-90 1.40 0.18 0.35 0.58 1.0 5.8 
Site 2 0-15 1.30 0.17 0.30 0.51 4.0 6.2 
15-30 1.30 0.17 0.30 0.51 3.0 6.2 
30-60 1.30 0.18 0.33 0.50 1.5 5.8 
60-90 1.40 0.16 0.35 0.50 1.0 5.8 
LL, DUL and SAT : lower limit; drained upper limit and saturated water holding 
capacity, respectively. OC, organic carbon content. BD, bulk density. 
Table 2. Average soil available P (avl-P), mg kg"1, in the top 15 cm soil profile at sites 1 and 2. 
Soil 1976 1977 1978 1979 1980 
layer 










28-May 24-May 14-May 7-Jun 10-Jun 
0-1 8.3 11.2 9.4 17.1 27.0 










0-1 14.1 10.5 11.1 19.6 -










0-1 12.3 9.9 15.8 19.6 -










0-1 13.6 9.0 19.1 16.1 -
1-7.5 9.0 13.3 16.4 21.4 -
7.5-15 - 10.9 17.6 21.9 -
- Sampling not done 
Table 3. Storm characteristics, measured and predicted runoff, peak runoff, sediment and P losses for events in calibration years (1977 and 1978). 
Date Storm Runoff Peak runoff Sediment loss P loss 
Year DOY Amount Duration Meas. Simul. Meas. Simul. Mean simul. Meas. Simul. Meas. Simul. 
mm h mm mm m"3 s"1 m"3 s ' m"3 s"' kg ha"1 kg ha"1 kg ha" 1 kg ha"1 
1977 109 20.1 1.5 0.00 0.37 0.000 0.004 0.003 (0.001) 0 38 0.00 0.05 
168 20.6 1.2 0.22 0.17 - 0.001 0.001 (0.000) 40 9 0.04 0.02 
227 35.7 5.8 0.80 5.49 0.057 0.013 0.026 (0.004) 166 116 0.16 0.14 
1978 108 54.0 12.2 1.28 8.82 0.006 0.003 0.060 (0.001) 83 904 0.09 0.07 
133 14.8 2.0 0.13 0.07 0.001 0.001 0.004 (0.000) 5 5 0.00 0.01 
147 28.4 0.8 1.19 0.61 0.057 0.002 0.001 (0.001) 297 34 0.29 0.06 
166 23.9 3.6 0.87 0.06 0.016 0.001 0.004 (0.001) 84 5 0.09 0.01 
171 20.0 4.0 3.52 0.01 0.061 0.000 0.000 (0.000) 285 1 0.30 0.01 
Values in parenthesis are standard deviations of the mean peak runoff rates calculated from the model runs using different seed numbers. 
Table 4. Storm characteristics, measured and predicted runoff and sediment losses for events in testing years (1976, 1979 and 1980). 
Date Storm Runoff Peak runoff Sediment loss P loss 
Year DOY Amount Duration Meas. Simul. Meas. Simul. Mean simul. Meas. Simul. Meas. Simul. 
mm h mm mm m"3 s"1 m3 s ' m"3 s"1 kg ha"1 kg ha"' kg ha"1 kg ha"1 
1976 150 30.7 1.8 3.89 3.22 0.053 0.009 0.023 (0.008) 508 237 0.47 0.31 
165 35.6 3.3 8.23 8.07 0.108 0.069 0.059 (0.014) 812 1193 0.84 1.12 
1979 110 36.3 10.0 0.01 7.51 0.00 0.084 0.076 (0.016) 0 1231 0.00 1.19 
163 62.0 5.0 35.79 18.63 2.689 0.183 0.190 (0.035) 22841 2979 12.09 2.42 
178 41.0 1.3 12.71 6.36 0.893 0.064 0.061 (0.014) 5959 705 3.44 0.76 
184 79.0 3.3 40.29 30.04 1.968 0.274 0.291 (0.062) 32202 2909 18.10 2.38 
194 63.0 15.5 28.23 20.56 1.053 0.182 0.189 (0.062) 13689 1286 8.65 1.24 
231 71.0 21.3 0.77 24.07 0.012 0.128 0.120 (0.008) 28 962 0.03 0.98 
233 28.4 1.6 1.78 3.90 0.081 0.021 0.019 (0.060) 119 127 0.11 0.19 
1980 150 50.0 10.6 3.11 9.06 0.188 0.085 0.071 (0.013) 500 1520 0.51 1.44 
151 10.0 3.1 0.08 .010 0.005 0.000 0.000 (0.000) 4 1 0.00 0.00 
154 39.0 2.0 9.16 4.96 0.241 0.017 0.038 (0.011) 1328 430 1.69 0.53 
165 20.0 2.8 0.12 0.01 0.006 0.001 0.001 (0.000) 9 1 0.01 0.01 
167 16.0 4.4 0.30 0.08 0.192 0.001 0.001 (0.000) 11 7 0.01 0.02 
219 58.0 2.1 0.52 10.34 0.028 0.042 0.041 (0.003) 58 364 0.06 0.46 
224 22.0 4.2 0.36 6.49 0.025 0.006 0.005 (0.001) 21 39 0.02 0.08 
Values in parenthesis are standard deviations of the mean peak runoff rates calculated from the model runs using different seed numbers. 
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Table 5. Percent difference (PD) and RMSE between measured and simulated seasonal sediment 
losses from sites 1 and 2. 
Year Measured Simulated PD RMSE 
kg ha"1 kg ha"1 % kg ha"1 
1976 1320 1431 
1977* 207 225 
1978* 827 950 
1979 69714 10414 
1980 2356 2372 
Mean 14889 3075 -79.3 
Mean excluding 1182 1240 1182 
1979 
^Calibration years 
Table 6. Percent difference (PD) and RMSE between measured and simulated seasonal sediment-
bound P losses from sites 1 and 2. 
Year Measured Simulated PD RMSE 


































simulated o measured 
Figure 1. Simulated and measured soil water content (+/- 1 standard deviation) at 








simulated o measured 
On 
Day of Year 
Figure 2. Simulated and measured soil water content (+/- 1 standard deviation) at different depths for testing years. 
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Figure 3. Sensitivity of simulated sediment and P loss to some model input parameters. 
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CHAPTER 5. GENERAL CONCLUSIONS 
The following are the major conclusions from this study: 
1) The ability of the ET component of the CERES-Maize model to simulate the effect 
of shelterbelts (field windbreaks) on corn transpiration was tested with two years (2001 and 
2002) of sap flow (transpiration) data collected from corn plants in sheltered (3H) and 
unsheltered (25H) areas in a field in central Iowa. Results show that the model simulated 
daily plant transpiration well in both sheltered and unsheltered areas with RMSE of 0.53 mm 
(3H) and 0.75 mm (25H) in 2001, and 0.85 mm (3H) and 0.59 mm (25H) in 2002. Average 
coefficients of determination (R2) for 2001 and 2002 were 0.90 and 0.73, indicating good 
correlation between simulated and observed transpiration. The model simulated transpiration 
better for 3H in 2001 and 25H in 2002, whereas it slightly underpredicted for 25H in 2001 
and 3H in 2002. Both these areas, where the model tended to underpredict transpiration, had 
higher soil water contents throughout the growing season. The model also simulated the 
effects shelterbelts on yield very well by responding well to the microclimate change due to 
the shelter, and therefore, it can be concluded that the model can be used to simulate the 
effects of shelterbelts on plant transpiration and yield with reasonable accuracy. 
2) The Modified Universal Loss Equation (MUSLE) and sediment-bound P model 
were incorporated into the CERES-Maize model to simulate soil loss and P transport with 
sediment using five years of data collected from a watershed in Tama county, Iowa. Results 
show that the model over or under predicted sediment and P losses for most of the individual 
storm events, especially in the extreme years (1976 and 1979). The poor performance of the 
model was the result of the fact that storm intensity and duration is not taken into account by 
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the SCS curve number method. Another weakness of the SCS curve number approach is that 
the growing crop did not affect simulated runoff, and then simulated runoff depths at the end 
the growing season were much higher than measured; therefore, significant differences 
between measured and simulated losses were observed. The model performance was much 
better when tested with seasonal sediment and P losses. The percent difference between 
simulated and measured sediment losses were less than 10 % in the three non-extreme years 
(1977, 1978 and 1980). The model also did a good job in simulating seasonal P losses though 
the patterns were different from that of sediment loss in all years except in 1979. 
The study indicates that the model can be an effective tool for simulating water-
induced soil erosion and P transport with sediment, which are important in studying the 
effectiveness of different management practices on soil loss and water quality. There is a 
need, however, to further test the model with more years of data and also assess the 
performance of the model for other sites. 
3) Erosion and sediment-bound P subroutines were also incorporated into the 
CROPGRO-Soybean model to simulate soil and sediment-bound P losses using five years of 
data collected from a watershed in Tama County, Iowa. The model was evaluated with 
sediment and P loss data on both event-based and seasonal simulations. As in the case for the 
CERES model, the CROPGRO model performed poorly in simulating daily sediment and P 
losses, but seasonal values were simulated much better by the model except in 1979. The 
model performed well in simulating seasonal sediment losses for both calibration (1977 and 
1978) and testing (1976 and 1980) years while simulated P losses were not as good. In four 
out of the five years, the difference between simulated and measured sediment loss was less 
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than 15%, and the PD in simulated P loss was less than 15% in two years out of the five. The 
simplicity of the equations used for P loss simulations may be a factor leading to this over or 
under estimation in P losses. 
After 1979 (the extreme weather year) was excluded from the analysis, the model 
performed well, giving a low percent error and RMSE in simulating both sediment and P 
losses. The difference between the average seasonal measured and simulated sediment and P 
losses was only 4.9 and 13.2 %, respectively. The RMSE between the average seasonal 
measured and simulated sediment and P losses was 84 and 0.16 kg/ha. Based on these results, 
the model did not seem to give good estimates of individual storm losses, but it can be used 
to simulate the long-term (seasonal) sediment and P losses reasonably well. 
4) Tillage practices had substantial effect on the differences between the surface 
runoff and soil losses from corn and soybean fields. The single storm runoff and sediment 
losses from the soybean field were much lower than those measured from the field planted 
with com for the same days. For instance, there was no surface runoff from a 20 mm rainfall 
on day 109 in 1977 in the soybean field, while 4.65 mm of surface runoff were measured in 
the com field. In the com field, soybean stubble was disked prior to planting com, where 
com stalks were plowed with moldboard in the spring in preparation of soybean planting. In 
addition, the soybean field was cultivated twice (once in June and once in July) each year, 
but the cornfield was not cultivated. Timing of the tillage had also an important role in the 
amount of runoff and sediment loss. There was no sediment loss from the soybean field on 
day 109 in 1977, whereas close to 4,000 kg ha"1 of sediment was lost from the com field. The 
storm came just a week after the field was plowed for seed preparation, and because of the 
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high tillage-induced roughness on the soil surface there were no runoff nor sediment loss 
from the soybean field. The model currently does not update the curve number daily based on 
the tillage operations or timing of the tillage. 
Recommendations for Future Research 
The results of the testing of the ET component of the CERES-Maize model to 
simulate the effect of shelterbelts (field windbreaks) on corn transpiration showed that the 
consistent slight underprediction of the model when soil moisture was high may be related to 
error in calculating leaf area index (LAI), as also reported by Lizaso et al. (2003). A possible 
extension of this work includes testing the CERES model with the new LAI model developed 
by Lizaso et al. (2003). 
Future research should also include adding the CERES and CROPGRO models more 
subroutines that simulate other forms of P losses, so that the models can simulate the 
complete P dynamics. This simulation study did not account the interaction between crop and 
P in the soil, and including this in the models would give more accurate predications of the P 
losses. Finally, there is also a need to further test the models with more years of data and also 
assess their performances in other sites. 
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APPENDIX A. FORTRAN SOURCE CODE FOR THE SOIL AND SEDIMENT-BOUND PHOSPHORUS 
LOSS SUBROUTINE 
£*********************************************************************** 
C EROSION Subroutine, M. H. Egeh 
C Calculates daily soil loss using Modified Soil Loss Equation (MUSLE) 
C 
C REVISION HISTORY 
C 08/20/03 MHE Written 
C 
C INPUT : PRECIP,RUNOFF,YRSIM,YRDOY,CLAY(1) , SILT(1) , OC{1) 











C SANDF - Factor that gives effect of sand content on K 
C HSANDF - Factor that gives effect of extremely high sand content 
C on K 
C SICLF - Factor that gives effect of silt-clay ratio on K 
C SAND - sand content in the layer, % 
C CLAY - clay content in the layer, % 
C SILT - silt content in the layer, % 
C OCF - Factor that gives effect of organic carbon on K 
C orgC - organic carbon content of the layer, % 
C oc(1) - organic carbon content in layer 1, % 
C Cmin - minimum C factor 
C Caa - average annual C factor for the field determined from tables 
C by Wischmeier 
C P - conservation practice factor 
C and Smith (1978), Ag Hand Book 537 
C RES - amount of residue on the soil surface, kg/ha. It is the 
C above-ground biomass calculated by the model plus any residue 
C on the soil surface 
C S - slope, m/m 
C L - slope length, m. 
C m - exponential term for calculating LS factor 
C Tc = time of concentration, hr 
C n - mannings roughness coefficient 
C RAINTc - Fraction of the total rainfall that occurs during Time of 
C concentration (a) 
C ARAINM - Average monthly rainfall for the month, mm 
C ADRAIN - Average daily rainfall for the month, mm 
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c RAIND -- daily rainfall, mm 
c MXHHRF - Maximum half-hour rainfall fraction for the day (a0.5) 
c AMHHRF - Average monthly half-hour rainfall fraction 
c MXHHRM - Maxiumum half-hour rainfall for the month in the period of 
c record, mm 
c ADRAIN - Average daily rainfall for the month, mm 
c RAINYS - Number of years used to get extreme rainfall data 
c DAYWET - Average number of wet days for the month 
c HMHHRF - Highest value for half-hour rainfall fraction for the month 
c LMHHRF - Lowest value for half-hour rainfall fraction for the month 
c n f - manning's roughness coefficient for the field 
c n ch - manning's roughness coefficient for the channel 
c S~f - field slope, m/m 
c S ch - channel slope, m/m 
c L f = field slope length, m 
c L ch = channel slope length, m 
c AREA = field area, ha 
C Declaring and reading input files 
integer*4 timeArray(3) 
real precip, runoff 
Character*12 Filei 
Character*12 Fileo 
real P, Caa, n_f, n_ch, S_f, S_ch, L_f, 




& LS,Tov,Tch,Tc,a,qp,SEDM, ADRAIN 
integer yr, doy 
Integer i,j 
Real ARAINM(12), MXHHRM(12), DAYWET(12) 
integer yrdoy,yrsim 
IF (FIRST.NE.1.993) THEN 
FIRST = 1.993 
Filei = 'F0UR7 601' // '.ero' 
open (Unit=3, File=Filei, Status='Unknown') 
read (3,500) P 
read (3,500) Caa 
read (3,500) n_f 
read (3,500) n_ch 
read (3,510) S_f 
read (3,510) S_ch 
read (3,520) L_f 
read (3,520) L_ch 
read (3,520) AREA 
read (3,520) SILT 
read (3,520) CLAY 
124 
read (3,530) RAINYS 
do i = 1, 12 
read(3,54 0) ARAINM(i), MXHHRM(i), DAYWET(i) 
end do 
200 fileo = 'EROSION' // '.OUT' 







write (4, 500) n f 
write (4, 500) n ch 
write (4, 510) S f 
write (4, 510) S_ch 
write (4, 520) L_f 
write (4, 520) L ch 
write (4, 520) AREA 
write (4, 520) SILT 
write (4, 520) CLAY 
write (4,610) RAINYS 
do i=l,12 
write (4, 540) ARAINM(i), MXHHRM(i), DAYWET(i) 
end do 






610 format(' RAIN_YRS = ',F6.2) 
ENDIF 
EROCUM = 0.0 
orgC = oc(1) 
C residue, kg/ha biomass. Need to pass it in through arguments 
RES = BIOMAS*10 + residue(1) 
RAIND = PRECIP 
125 
c 
C Compute Soil Erodibility factor (K) using Williams (1995) method 
C 
SAND = 100 - (SILT + CLAY) 
SANDF = 0.2+0.3 * exp(-0.256 * SAND * (l-SILT/100)) 
SICLF = (SILT/(CLAY + SILT))**0.3 
OCF = 1-(0.25*orgC/ (orgC + exp(3.72-2.95*orgC))) 
HSANDF = 1- ( 0 . 7 * (1-SAND/100)) / ((l-SAND/100) + exp(-5.51 + 22.9 * 
& (l-SAND/100))) 
K = SANDF * SICLF * OCF * HSANDF 
C 
C Compute cover and management factor (C) 
C Source : SWAT and EPIC models 
C 
Cmin = 1.463 * LOG(Caa) + 0.1034 
C = exp((-0.2231-Cmin) * exp(-0.00115 * RES) + Cmin) 
Compute topographic (slope length and steepness) factor 
m = 0.3 * S_f/(S_f + exp(-1.47-61.09 * S_f)) +0.2 
C m = exponential term 
C S_f = field slope gradient, m/m. 
C LS is computed by using Wischmeier and Smith (1978) equation 
LS = (L f/22.13)**m * (0.065 + 4.565 * S f + 65.41 * S f**2) 
Compute conservation practice factor (P) 
C Conservation practices include contour tillage, strip cropping, and 
C terrace systems. 
C This factor is determined from tables (Wischmeier and Smith, 1978) 
C based on the slope-length limits and contouring, strip cropping and 
C terrace systems in place. It's a user input parameter. 
Compute peak runoff (qp) using modified rational method 
C qp = (a*Q*AREA)/360*Tc, modified rational method 
C 




















To calculate a05 The SWAT model uses the following four monthly 
variables : 
To calculate a (alpha), variation in the rainfall patterns of the 
area under consideration is needed. 
1) Average monthly ^  hour rainfall fraction, AMHHRF 
2) Max value for % hour rainfall fraction for the month, HMHHRF 
3) Min value for ^  hour rainfall fraction for the month, LMHHRF 
4) A random number between 0.0 and 1.0 (RAND) 
a05 (maximum % hour rainfall fraction for the day, MXHHRF) takes 
into account the variation of the rainfall pattern. 
a = 1-exp(2*Tc*ln(l- a05)) 
Following equations were used to compute AMHHRF, HMHHRF and LMHHRF 
IF ((YR/4)*4 == YR) THEN ! FOR LEAP YEARS 
CALL YR_DOY (YRDOY,YR,DOY) 
if (doy.ge.1.and.doy.le.31) then 
i=l 
endif 
if (doy.ge.32.and.doy.le.60) then 
i=2 
endif 
if (doy.ge.61.and.doy.le.91) then 
i=3 
endif 
if (doy.ge.92.and.doy.le.121) then 
i=4 
endif 
if (doy.ge.122.and.doy.le.152) then 
i=5 
endif 
if (doy.ge.153.and.doy.le.182) then 
i=6 
endif 
if (doy.ge.183.and.doy.le.213) then 
1=7 
endi f 
if (doy.ge.214.and.doy.le.244) then 
i=8 
endif 
if (doy.ge.245.and.doy.le.274) then 
1=9 
endif 




if (doy.ge.306.and.doy.le.335) then 
i=ll 
endif 





CALL YR_DOY (YRDOY,YR,DOY) 
if (doy.ge.1.and.doy.le.31) then 
i=l 
endif 
if (doy.ge.32.and.doy.le.59) then 
i=2 
endif 
if (doy.ge.60.and.doy.le.90) then 
i=3 
endif 
if (doy.ge.91.and.doy.le.120) then 
i=4 
endif 
if (doy.ge.121.and.doy.le.151) then 
i=5 
endif 
if (doy.ge.152.and.doy.le.181) then 
i=6 
endif 
if (doy.ge.182.and.doy.le.212) then 
i=7 
endif 
if (doy.ge.213.and.doy.le.24 3) then 
1=8 
endif 
if (doy.ge.244.and.doy.le.273) then 
1=9 
endif 
if (doy.ge.274.and.doy.le.304) then 
1=10 
endif 
if (doy.ge.305.and.doy.le.334) then 
1=11 
endif 




FOR NON LEAP YEARS 
ADRAIN = 0 
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AMHHRF = 0 
HMHHRF = 0 
ADRAIN = ARAINM(i)/DAYWET(i) 
AMHHRF=1.0-exp(MXHHRM(i)/(ADRAIN* L0G(Q.5/(RAINYS * DAYWET(i))))) 
HMHHRF = 1-exp(-125/(RAIND + 5)) 
LMHHRF = 0.02083 ! assumed to be 0.02083 (Williams, 95)) 
C 
C The random number generator included in DSSAT models was called to 
C generate a random number between 0 and 1 
C 
do j = 1, yrdoy 
call randn (rseed,rn) 
RN = ABS (RN) 
end do 
C Now to calculate MXHHRF (a0.5) 
IF (RN <= ((AMHHRF - LMHHRF)/ (HMHHRF - LMHHRF))) THEN 
MXHHRF = LMHHRF + (RN * (HMHHRF- LMHHRF) * ( AMHHRF - LMHHRF) )**0. 5 
ELSE 
MXHHRF = HMHHRF - (HMHHRF - AMHHRF ) * ((HMHHRF * (1- RN)-
& LMHHRF * (1-RN))/(HMHHRF - AMHHRF))**0.5 
ENDIF 
C 
C Compute time of concentration, Tc (h) 
C 
Tov = (L_f * n_f)**0.6/(18 * S_f**0.3) !(Source: SWAT model) 
Tch = (0.0011 * L_ch * n_ch**0.75)/(AREA**0.125 * S_ch**0.375) 
C Tov and Tch = time of concentrations for overland flow and channel 
C flow, hr 
C L_ch is the channel length, m, from the most distant point to the 
C outlet (edge of the field). 
C AREA, drainage area in ha. 
C S_ch channel slope, m/m. 
Tc = Tov + Tch 
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C Values of n for fields can be obtained from published tables, i.e, 
C Engman (1983) 
a = 1-exp(2 * Tc * log(1 -MXHHRF)) 
Q = RUNOFF 
C Finally the peak runoff (qp) is calculated 
qp = (a * Q * AREA)/(360 * Tc) 
C Compute runoff volume 
V = AREA*10 *Q ! 10 is a coversion factor 
! qp = peak runoff, cms 
! Q = runoff depth, mm 
! AREA = drainaga area, ha 
! V = runoff volume, mA3 
C Finally soil loss (tons) is computed 
SEDM = 11.8 * (V * qp)**0.56 *K*LS*C*P 
C 
C Sediment-bound phosphorus loss computations 
C 
C parameters needed to calculate P loss : 
C P - concentration in soil 
C ER- enrichment ratio (ratio of P conc in sediment to that in soil) 
C SEDM - soil loss 
C P concentration is calculated by using Mallarino et al. equation 
C 
C Pconc-soil = 500 + 3 * STP (for Iowa soils, Mallarino and Baker), 
C 
C STP being soil test P 
C 
C ER is calculated by using Menzel's equation 
C 
C In(ER) = 2-0.2*ln(sed,kg/ha) 
C 
C Then P loss = ER * P con-soil * Sed 
CALL YR_DOY (YRDOY,YR,DOY) 
if (yr == 76) then 
STP = 15.8 
130 
elseif (yr ==77) then 
STP = 24.8 
elseif (yr == 78) then 
STP = 21.1 
elseif (yr == 7 9) then 
STP = 24.08 
else 
STP = 24.8 
endif 
Psl = 500+3*STP ! (STP was taken as avg values in available P) 
C STP value of 20ppm can be assumed for Iowa soils (Baker) if avail P 
C was not measured in the field 
if (sedm > 0) then 
ER = exp(2-0.2*log(sedm*1000/area)) 
PP = (ER * Psl * (Sedm*1000/area))/10**6 
else 
PP = 0 
end if 
write (4,550) sedm,EROCUM,YRDOY,Q,RES,RN,PP 
550 format('SEDIMENT YIELD = ',F10.6,lx, ' EROCOM= ' , 
& F10.5,IX,'DATE = ',16, lx, 'RUNOFF=',F10.5,lx, 
& 'BIOMAS= ',F12.3,x,'random number=',F10.6,x, 




APPENDIX B. INPUT PARAMETERS FOR THE EROSION SUBROUTINE 
! The following is an example of an input file (FOUR7 6Û1.ERG) f o r  the 
! erosion subroutine 
P value = 0 500 Conservation practice factor 
Caa value = 0 3 Average annual C factor for the field 
Manning field 0 022 Manning's roughness coefficient, field 
Manning channel 0 062 Manning's roughness coefficient, channel 
Fslope = 0 02 Field slope, m/m 
Cslope = 0 06 Channel slope, m/m 
Fsleng = 400 0 Field length, m 
Csleng = 320 0 Channel length, m 
Area = 6 4 Drainage area, ha 
SILT = 64 0 Silt content in the layer, % 
CLAY = 28 0 Clay content in the layer, % 
Rainyrs = 20 0 Number of years usee to calculate rainfall 
intensity parameters 
! Below are parameters needed to calculate average half-hour rainfall 
! fraction for each month 
ARAINM MXHHRM DAYW 
22 , .20 2 . 30 5 . 47 
26. . 70 3. .30 5. , 00 
49. .90 5. .60 7 . ,56 
78 .  80 15 . 70 9. 40 
105 .  60 19. .00 11. 24 
117 . . 00 31. 20 10. . 24 
106. .80 24 . 90 8 . ,76 
94 . 50 30 . 70 8 . , 65 
80. 70 12 . 40 8 . , 15 
61. ,20 9. 40 6. ,89 
39. . 60 4 . 60 6. , 00 
27 . 00 3 .  60 5 . 60 
! ARAINM - average monthly rainfall for the month, mm 
! MXHHRM - maximum half-hour rainfall for the month in the period of 
record, mm 
! DAYWET - average number of wet days for the month 
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APPENDIX C. CERES-Maize INPUT FILES 
Experimental Details Files (FILEX) 
*EXP.DETAILS: FQUR7 602MZ FOUR MILE CREEK WATERSHED 
*GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
@SITE 
Four Mile Creek Watershed, IA 
0 PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO HLEN HARM 
10000 -99 -99 -99 -99 -99 -99 -99 -99 -99 
* TREATMENTS FACTOR LEVELS 
@N R O C TNAME CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0  0  1 9 7 6  S I T E  2  1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
0C CR INGENO CNAME 
! 1 MZ IB0166 PIO 3489 Early ! 
! 1 MZ PC0003 2650-2700 GDD 
! 1 MZ IB1066 PIO 3489,average 
! 1 MZ IB0069 PIO 3563 
! 1 MZ PC0004 Dekalb 559 
1 MZ PC0004 2700-2750 GDD 
! 1 MZ PC0005 2750-2800 GDD 
^FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD FLDS FLST SLTX SLDP ID_SOIL 
1 FOUR0002 FOUR?601 -99 0 DR002 200 30 00000 CL -99 FOUR?60002 
*SOIL ANALYSIS 
@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
2 
* INITIAL CONDITIONS 
@C PGR ICOAT ICRT 
1 SB 76091 200 
ICND ICRN ICRE 
-99 1.00 1.00 
@C ICBL SH20 SNH4 SN03 
1 15 0.34 -99 -99 
1 30 0.34 -99 -99 
1 60 0.35 -99 -99 
1 90 0.35 -99 -99 
1 120 0.33 -99 -99 
1 150 0.33 -99 -99 
1 180 0. 33 -99 -99 
*PLANTING DETAILS 
0P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 76118 -99 5.60 -99 S R 76 0 4.0 -99 -99 -99.0 -99.0 
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*FERTILIZERS (INORGANIC) 
@F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOOD 
1 76092 FE006 AP002 15 135 39 65 -99 22 S 
*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 















NYERS NREPS START SDATE RSEED SNAME. 
S 76091 -99 1976 FOUR MILE CREEK 
WATER NITRO SYMBI PHOSP POTAS DISES 
Y Y N N 
WTHER INCON LIGHT EVAPO INFIL 




PLANT IRRIG FERTI RESID HARVS 
R R R R R 
FN AME OWEW SUMRY FROPT GROUT CAOUT WAOUT NI OUT MIOUT DIOUT 
N Y N N 
LONG 
Y 
@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IREFF 
1 IR 30 50 100 GS000 IR001 10 1 . 00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 FE001 GS000 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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*EXP.DETAILS: FOUR77Q1MZ FOUR MILE CREEK WATERSHED 
^GENERAL 
8ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
@ PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




@N R O C TNAME 
1 1 0  0  1 9 7 7  S I T E  1  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 1 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@c CR INGENO CNAME 
! 1 MZ IB0166 PIO 3489 Early ! 
1 MZ PC0003 2650-2700 GDD 
! 1 MZ IB1066 PIO 3489,average 
! 1 MZ IB0069 PIO 3563 
! 1 MZ PC0004 Dekalb 559 
! 1 MZ PC0004 2700-2750 GDD 
! 1 MZ PC0005 2750-2800 GDD 
^FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT 
1 FOUROOOl FOUR77Q1 -99 0 DR002 
FLDD FLDS FLST SLTX 




@A SADAT SMHB SMPX SMKE 
1 -99 SA001 SA001 SA001 
^INITIAL CONDITIONS 
0C PCR ICOAT ICRT 
1 SB 77105 200 
ICND ICRN ICRE 
-99 1.00 1.00 
ec ICBL SH20 SNH4 SN03 
1 15 0.32 -99 -99 
1 30 0.34 -99 -99 
1 60 0.34 -99 -99 
1 90 0.35 -99 -99 
1 120 0.35 -99 -99 
1 150 0.34 -99 -99 
1 180 0.34 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT 
1 77122 -99 5.60 -99 S R 76 0 4.0 -99 
PAGE PENV PLPH 
-99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0 F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 77109 FE006 AP002 15 135 39 65 -99 22 S 
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*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 











NYERS NREPS START SDATE RSEED SNAME. 
1  S 77091 -99 1977 FOUR MILE CREEK 
WATER NITRO SYMBI PHOSP POTAS DISES 
Y Y N N N 
WTHER INCON LIGHT EVAPO INFIL PHOTO 
M M R C 




R R R R R 
FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT 
N Y Y 1 Y Y Y Y N N  
LONG 
Y 
@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IRE FF 
1 IR 30 50 100 GS000 IROOl 10 1.00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 FE001 GS000 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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*EXP.DETAILS : FOUR7 8 02MZ FOUR MILE CREEK WATERSHED 
-"GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
0 PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




@N R O C TNAME 
1 1 0  0  1 9 7 8  S I T E  2  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 1 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
0C CR INGENO CNAME 
! 1 MZ IB0166 PIO 3489 Early ! 
! 1 MZ PC0003 2650-2700 GDD 
! 1 MZ IB1066 PIO 3489,average 
! 1 MZ IB0069 PIO 3563 
! 1 MZ PC0004 Dekalb 55 9 
1 MZ PC0004 2700-2750 GDD 
! 1 MZ PC0005 2750-2800 GDD 
^FIELDS 
@L ID_FIELD WSTA FLSA FLOB FLDT FLDD FLDS FLST SLTX SLDP ID_SOIL 
1 FOUR0002 FOUR78Q1 -99 0 DR002 200 30 00000 CL -99 FGUR760002 
*SOIL ANALYSIS 
0A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
* INITIAL CONDITIONS 
0C PCR ICDAT ICRT 
1 SB 78102 200 
ICND ICRN ICRE 
-99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0.34 -99 -99 
1 30 0.34 -99 -99 
1 60 0.35 -99 -99 
1 90 0.35 -99 -99 
1 120 0.33 -99 -99 
1 150 0.33 -99 -99 
1 180 0.33 -99 -99 
0C ICBL SH20 SNH4 SN03 
1 15 0.27 -99 -99 
1 30 0. 62 -99 -99 
1 60 0.49 -99 -99 
1 90 0.48 -99 -99 
1 120 0.50 -99 -99 
1 150 0.50 -99 -99 
1 180 0.50 -99 -99 
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*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1  7 8 1 2 2  - 9 9  5 . 6 0  - 9 9  S  R  7 6  0  4 . 0  - 9 9  - 9 9  - 9 9 . 0  - 9 9 . 0  
* FERTILIZERS (INORGANIC) 
@ F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 78121 FE006 AP002 15 135 39 65 -99 22 S 
*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 















NYERS NREPS START 
1 1 S  






























FNAME OWEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT 
N N N 
LONG 
Y 
0 AUTOMATIC MANAGEMENT 
0N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
0N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IREFF 
1 IR 30 50 100 GS000 IR001 10 1.00 
0N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 FE001 GS000 
0N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
0N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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*EXP.DETAILS : FOUR79Q1MZ FOUR MILE CREEK WATERSHED 
^GENERAL 
©ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
@ PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO HLEN HARM 
10000 -99 -99 -99 -99 -99 -99 -99 -99 -99 
*TREATMENTS 
@N R O C TNAME 
1 1 0  0  1 9 7 9  S I T E  1  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MB SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@C CR INGENO CNAME 
! 1 MZ IB0166 PIO 3489 Early ! 
! 1 MZ PC0003 2650-2700 GDD 
! 1 MZ IB1066 PIO 3489,average 
! 1 MZ IB0069 PIO 3563 
! 1 MZ PC0004 Dekalb 559 
1 MZ PC0004 2700-2750 GDD 
! 1 MZ PC0005 2750-2800 GDD 
^FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD FLDS FLST SLTX SLDP ID_SOIL 
1 FOUROOOl FOUR7901 -99 0 DR002 200 30 00000 CL -99 FQUR760001 
* SOIL ANALYSIS 
@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
^INITIAL CONDITIONS 
0C PCR ICOAT ICRT 
1 SB 79108 200 
ICND ICRN ICRE 
-99 1.00 1.00 
@C ICBL SH20 SNH4 SN03 
1 15 0.32 -99 -99 
1 30 0.34 -99 -99 
1 60 0.34 -99 -99 
1 90 0.35 -99 -99 
1 120 0.35 -99 -99 
1 150 0.34 -99 -99 
1 180 0.34 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 79127 -99 5.60 -99 S R 76 0 4.0 -99 -99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0 F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 79124 FE006 AP002 15 135 39 65 -99 22 S 
139 
*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 





@N GENERAL NYERS NREPS START SDATE RSEED 
1  G E  1 1 S  7 9 1 0 7  - 9 9  
@N OPTIONS WATER NITRO SYMBI PHOSP POTAS 
1 OP Y Y Y N N 
@N METHODS WTHER INCON LIGHT EVAPO INFIL 
1 ME M M E P S 
0N MANAGEMENT PLANT IRRIG FERTI RESID HARVS 
1 MA R R R R R 
@N OUTPUTS FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT 
1  O U  N Y Y 1 Y Y Y Y N  
SNAME 







@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IREFF 
1 IR 30 50 100 GS000 IR001 10 1.00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 FE001 G2000 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST HLAST HPCNP HPCNR 
1 HA 0 365 100 0 
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*EXP.DETAILS: FOUR8 002MZ FOUR MILE CREEK WATERSHED 
* G E N E R A L  
©ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
0 PAREA PRNO PLEN PLDR PLSP PLAY HAREA 






@N R O C TNAME 
1 1 0  0  1 9 8 0  S I T E  2  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@C CR INGENO CNAME 
! 1 MZ IB0166 PIO 3489 Early ! 
! 1 MZ PC0003 2650-2700 GDD 
! 1 MZ IB1066 PIO 3489,average 
! 1 MZ IB0069 PIO 3563 
! 1 MZ PC0004 Dekalb 559 
1 MZ PC0004 2700-2750 GDD 
! 1 MZ PC0005 2750-2800 GDD 
* FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUROOQ2 FOURS001 -99 0 DR002 200 
FLDS FLST SLTX 
3 0  0 0 0 0 0  C L  
SLOP ID_SOIL 
- 9 9  F Q U R 7 6 0 0 0 2  
* SOIL ANALYSIS 
0A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
^INITIAL CONDITIONS 
0C PGR ICOAT ICRT ICND ICRN ICRE 
1 SB 80120 100 -99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0.34 -99 -99 
1 30 0.34 -99 -99 
1 60 0.35 -99 -99 
1 90 0.35 -99 -99 
1 120 0.33 -99 -99 
1 150 0.33 -99 -99 
1 180 0.33 -99 -99 
* PLANTING DETAILS 
BP PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT 
1  8 0 1 2 2  - 9 9  5 . 6 0  - 9 9  S  R  7 6  0  4 . 0  - 9 9  
PAGE PENV PLPH 
-99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 80121 FE006 AP002 15 135 39 65 -99 22 S 
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*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 











NYERS NREPS START SDATE RSEED SNAME. 
1  1  S 80119 -99 1980 FOUR MILE CREEK 
WATER NITRO SYMBI PHOSP POTAS DISES 
Y Y N N N 
WTHER INCON LIGHT EVAPO INFIL PHOTO 
M M R C 




R R R R R 
FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT 
N N N 
LONG 
Y 
0 AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
0N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IRE FF 
1 IR 30 50 100 GSOOO IR001 10 1.00 
0N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 FE001 GSOOO 
0N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
0N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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Time Series Data Files (FILET) 
*EXP.DATA (T): FOUR7 602MZ FOURMILECREEK W/SHED 
! SOIL MISTURE AT DIFFERENT DEPTHS (1976) SITE 2 
8TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 76149 0.242 0.259 0.275 0.270 0 .279 0.269 0 .293 0 .304 -99 
1 76173 0.120 0.226 -99 -99 -99 -99 -99 -99 -99 
1 76195 0.169 0.181 0.196 0.199 0 .228 0.255 0 .279 0 .290 -99 
1 76244 0.083 0.134 -99 -99 -99 -99 -99 -99 -99 
1 76328 0.146 0.208 0.199 0.183 0 .184 0.196 0 .219 0 .238 7860 
*EXP.DATA (T) FOUR7 7 01MZ FOURMILECREEK W/SHED 
! 1977 --SITE 1 
8TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 77144 0.171 0.236 0.240 0.256 0 .250 0.257 0 .218 0 .214 -99 
1 77171 0.137 0.187 0.185 -99 -99 -99 -99 -99 -99 
1 77196 0.114 0.174 0.169 0.171 0 .171 0.184 0 .214 0 .249 -99 
1 77230 0.237 0.233 0.236 -99 -99 -99 -99 -99 -99 
1 77307 0.339 0.294 0.299 0.292 0 .287 0.288 0 .291 0 .284 7340 
* EX P. DATA (T) FOUR7 £ 302MZ FOURMILECREEK W/SHED 
! 1978 — SITE 2 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 78102 0.218 0.269 0.297 0.293 0 .285 0.278 0 .275 0 .283 -99 
1 78135 0.213 0.294 0.323 -99 -99 -99 -99 -99 -99 
1 78163 0.135 0.244 0.268 -99 -99 -99 -99 -99 -99 
1 78188 0.254 0.214 0.223 -99 -99 -99 -99 -99 -99 
1 78208 0.276 0.268 0.256 0.235 0 .226 0.243 0 .266 0 .289 -99 
1 78241 0.278 0.276 0.282 -99 -99 -99 -99 -99 -99 
1 78313 0.213 0.272 0.289 0.296 0 .273 0.274 0 .278 0 .289 8140 
*EXP.DATA (T) FOUR7 901MZ FOURMILECREEK W/SHED 
! 1979 --SITE 1 
@TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D 
1 79158 0.237 0.271 0.271 0.291 0 .281 0.278 0 .296 0 .299 GWAD 
1 79180 0.235 0.255 0.264 -99 -99 -99 -99 -99 -99 
1 79197 0.249 0.258 0.266 -99 -99 -99 -99 -99 -99 
1 79226 0.254 0.230 0.216 0.210 0 .214 0.228 0 .255 0 .276 -99 
1 79320 0.325 0.291 0.293 0.288 0 .277 0.265 0 . 259 0 . 281 8070 
*EXP.DATA (T) : FOUR8002MZ FOURMILECREEK W/SHED 
! 1980 --SITE 2 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 80162 0.262 0.267 0.288 0.294 0 .272 0.278 0 .288 0 .297 -99 
1 80309 0.264 0.261 0.276 0.290 0 .271 0.251 0 .205 0 .239 8110 
S O I L  F I L E S  
I  * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
I  
! SOIL FILE FOR TAMA SERIES, TAMA COUNTY 
; 
! Tama Silty Clay Loam 
!LAT & LONG from Grundy Center location 
!DUL,LL, SAT, SSKS calculated from Saxton triangle 
! Root growth factor set to 1.000 
! Soil bulk density, Soil organic carbon, Clay (SLCL), silt (SLSI), 
! and pH obtained from Tama County soil survey 
! Calibrated for site 1 
*FOUR760001 FOUR MILE CREEK 0 Tama silty clay loam 
0SITE COUNTRY LAT LONG SCS FAMILY 
-99 -99 42.40 -92.72 -99 -99 
@ SCOM SALB SLU1 SLDR SLRO SLNF SLPF SMHB SMPX SMKE 
-99 0.23 10.0 0.55 90.0 0.5 1, .00 IB001 IB001 IB001 
0 SLB SLMH SLLL S DUL S SAT SRGF SSKS SBDM SLOC SLCL SLSI SLCF SLNI SLHW SLHB SCEC 
5 -99 0 . 170 0 .320 0 .570 1.000 99, .20 1. .30 4 . 00 28 , . 0 64, .0 -99 -99 6. 2 -99 -99 
15 -99 0 . 170 0 .320 0 . 570 1.000 99, .20 1. .30 4 . 00 28. 0 64 . 0 -99 -99 6. . 2 -99 -99 
30 -99 0 . 170 0 .340 0 . 570 1. 000 99, .20 1 . 30 3, .00 28, .0 64 . 0 -99 -99 6. , 2 -99 -99 
45 -99 0 .180 0 .340 0 .580 1. 000 99, .20 1 . . 30 1. .52 31, .0 62. . 0 -99 -99 5. , 8 -99 -99 
60 -99 0 .180 0 .340 0 .580 1.000 99. , 20 1. , 30 1. 52 31. .0 62. , 0 -99 -99 5. . 8 -99 -99 
90 -99 0 .180 0 .350 0 .580 1.000 99, . 20 1. .30 1. .00 31. 0 62. .0 -99 -99 5. , 8 -99 -99 
120 -99 0 .160 0 .350 0 . 570 1. 000 99, .20 1. 40 0. 80 25. .0 66. , 0 -99 -99 6. , 2 -99 -99 
150 -99 0 .160 0 .340 0 . 570 1. 000 79. 20 1. 40 0. 80 25. .0 66, , 0 -99 -99 6. ,2 -99 -99 
180 -99 0 .160 0 .340 0 .570 1.000 79. ,20 1 . ,40 0. 80 25 . 0 66, . 0 -99 -99 6. ,2 -99 -99 
200 -99 0 . 177 0 .340 0 .578 1.000 79. 20 1. , 40 0. 80 30. 0 60. . 0 -99 -99 6. . 7 -99 -9 
! Calibrated for site 2 
*FOUR760002 FOUR MILE CREEK 0 Tama silty clay loam 
0SITE COUNTRY LAT LONG ses FAMILY 
-99 -99 42 .40 -92, .72 -99 99 
0 SCOM SALE SLU1 SLDR SLRO SLNF SLPF SMHB SMPX SMKE 
-99 0.23 10.0 0.55 90.0 0.5 1, .00 IBOOl IBOOl IBOOl 
0 SLB SLMH SLLL SDUL S SAT SRGF SSKS SBDM SLOC SLCL 
5 -99 0 . 170 0 .340 0 . 510 1 .000 79, .20 1 . 30 4 . 00 28.0 
15 -99 0 . 170 0 .340 0 . 510 1 .000 79, .20 1 . 30 4 , .00 28.0 
30 -99 0 . 170 0 .340 0 .510 1 .000 79. 20 1 . 30 3. . 00 28.0 
45 -99 0 . 180 0 .350 0 .500 1 .000 79. , 20 1 . 30 1, .52 31.0 
60 -99 0 . 180 0 .350 0 .500 1 .000 79. .20 1. 30 1. .52 31.0 
90 -99 0 .180 0 .350 0 .500 1 . 000 9. 20 1. 30 1. 52 31.0 
120 -99 0 .160 0 .330 0 .500 1 .000 1. 20 1. 40 0. 80 25.0 
150 -99 0 .160 0 .330 0 .500 1 .000 1. ,20 1 . 40 0. 80 25.0 
180 -99 0 . 160 0 .330 0 .500 1 .000 1. . 20 1. 40 0. 80 25.0 
200 -99 0 . 177 0 .330 0 . 510 1 .000 1. . 20 1. 40 0. 80 30.0 
SLSI SLCF SLNI SLHW SLHB SCEC 
64.0 -99 -99 6. 2 -99 -99 
64.0 -99 -99 6. , 2 -99 -99 
64.0 -99 -99 6. , 2 -99 -99 
62.0 -99 -99 5. .8 -99 -99 
62.0 -99 -99 5. .8 -99 -99 
62.0 -99 -99 5. .8 -99 -99 
66.0 -99 -99 6. 2 -99 -99 
66.0 -99 -99 6. , 2 -99 -99 
66.0 -99 -99 6. , 2 -99 -99 
60.0 -99 -99 6. , 7 -99 -99 
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APPENDIX 0. CROPGRO-Soybean INPUT FILES 
Experimental Details Files (FILEX) 
*EXP.DETAILS: FQUR7601SB FOUR MILE CREEK WATERSHED 
^GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
@ PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




@N R O C TNAME 
1 1 0  0  1 9 7 6  S I T E  1  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@C CR INGENO 
!1 SB 990001 
!1 SB 990003 
!1 SB 990004 
!1 SB 990005 













0L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUROOOl FOUR?601 -99 0 DR002 200 
FLDS FLST SLTX 
30 00000 CL 
SLDP ID_SOIL 
-99 FOUR7 60001 
+SOIL ANALYSIS 
@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
* INITIAL CONDITIONS 
@C PCR ICDAT ICRT ICND ICRN ICRE 
1 MZ 76120 200 -99 1.00 1.00 
ec ICBL SH20 SNH4 SN03 
i 15 0.30 -99 -99 
i 30 0.30 -99 -99 
i 60 0.30 -99 -99 
i 90 0.34 -99 -99 
î 120 0.35 -99 -99 
l 150 0.34 -99 -99 
î 180 0.34 -99 -99 
* PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT 
1 76139 -99 36 -99 S R 75 0 5.0 -99 
PAGE PENV PLPH 
-99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
@F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 76092 FE013 AP002 15 0 34 56 -99 -99 -99 
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*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 





NYERS NREPS START SDATE RSEED SNAME. 
1  S 76091 







@N MANAGEMENT PLANT IRRIG FERTI RESID HARVS 
-99 1976 FOUR MILE CREEK 
Y Y N N N 
WTHER INCON LIGHT EVAPO INFIL PHOTO 




R R R R R 
FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT 
N Y Y 1 Y Y Y Y N N  
LONG 
Y 
@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH I RAMT IREFF 
1 IR 30 50 100 IBOOl IBOOl 10 1.00 
0N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 IBOOl IBOOl 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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*EXP.DETAILS: FOUR77Q2SB FOUR MILE CREEK WATERSHED 
*GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
0 PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




0N R O C TNAME 
1 1 0  0  1 9 7 7  S I T E  2  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
0C CR INGENO 
! 1 SB 990001 
!1 SB 990003 
!1 SB 990004 
!1 SB 990005 








@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUR0002 FOUR77Q1 -99 0 DR002 200 
FLDS FLST SLTX 
30 00000 CL 
SLOP ID_SOIL 
-99 F O U R ? 6 0 0 0 4  
*SOIL ANALYSIS 
0A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
*INITIAL CONDITIONS 
0C PCR ICDAT ICRT ICND ICRN ICRE 
1 MZ 77120 200 -99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0 .  30 -99 -99 
1 30 0 .  30 -99 -99 
1 60 0 .  35 -99 -99 
1 90 0 .  35 -99 -99 
1 120 0 .  33 -99 -99 
1 150 0 .  33 -99 -99 
1 180 0 .  33 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 77129 -99 36 -99 S R 75 0 5.0 -99 -99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 77090 FE013 AP002 15 0 34 56 -99 -99 -99 
*RESIDUES AND OTHER ORGANIC MATERIALS 
0R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 










@ N  
1  













O U  
NYERS NREPS 
1  1  
WATER NITRO 
START SDATE RSEED 
S 77091 -99 
SYMBI PHOSP POTAS 
Y Y Y N N 
WTHER INCON LIGHT EVAPO INFIL 
M M E P S 
PLANT IRRIG FERTI RESID HARVS 
R  R  R  R  R  
FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT 
N Y Y 1 Y Y Y Y N N  
SNAME 







@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH IRAMT IREFF 
1 IR 30 50 100 IBOOl IBOOl 10 1.00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 IBOOl IBOOl 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST HLAST HPCNP HPCNR 
1 HA 0 365 100 0 
149 
*EXP.DETAILS: FOUR78Q1SB FOUR MILE CREEK WATERSHED 
*GENERAL 
GADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
©SITE 
Four Mile Creek Watershed, IA 
@ PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




0N R O C TNAME 
1 1 0  0  1 9 7 8  S I T E  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@C CR INGENO 
! 1 SB 990001 
!1 SB 990003 
!1 SB 990004 
!1 SB 990005 







! see the variety 
* FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUROOOl FOUR?801 -99 0 DR002 200 
FLDS FLST SLTX 




@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
^INITIAL CONDITIONS 
@C PCR ICDAT ICRT ICND ICRN ICRE 
1 MZ 78105 200 -99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0 .  30 -99 -99 
1 30 0 .  30 -99 -99 
1 60 0. 30 -99 -99 
1 90 0 .  34 -99 -99 
1 120 0 .  35 -99 -99 
1 150 0 .  34 -99 -99 
1 180 0 .  34 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 78137 -99 36 -99 S R 75 0 5.0 -99 -99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
@ F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 78103 FE013 AP002 15 0 34 56 -99 -99 -99 
*RESIDUES AND OTHER ORGANIC MATERIALS 
@R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 






@N GENERAL NYERS NREPS START SDATE RSEED 
1  G E  1 1 S  7 8 1 0 0  - 9 9  
@N OPTIONS WATER NITRO SYMBI PHOSP POTAS 
1  O P  Y  Y  Y  N  N  
@N METHODS WTHER INCON LIGHT EVAPO INFIL 
1 ME M M E R S 
@N MANAGEMENT PLANT IRRIG FERTI RESID HARVS 
1 MA R R R R R 
@N OUTPUTS FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT LONG 
1  O U  N Y Y 1 Y Y Y Y N N Y  
@ AUTOMATIC MANAGEMENT 
@ N  PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 2 0 0  40 100 30 40 10 
@ N  IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH I RAMT IREFF 
1 IR 30 50 100 IBOOl IBOOl 10 1.00 
@ N  NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 IBOOl IBOOl 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 1 0 0  1 20 
@ N  HARVEST HFRST HLAST HPCNP HPCNR 
1 HA 0 3 6 5  100 0 
SNAME 






*EXP.DETAILS: FOUR7 9Q2SB FOUR MILE CREEK WATERSHED 
*GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
@ PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




0N R O C TNAME 
1 1 0  0  1 9 7 9  S I T E  2  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
@C CR INGENO 
!1 SB 990001 
!1 SB 990003 
!1 SB 990004 
!1 SB 990005 







! see the variety 
^FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUR0002 FOUR7 901 -99 0 DR002 200 
FLDS FLST SLTX 
30 00000 CL 
SLOP ID_SOIL 
- 9 9  F O U R ? 6 0 0 0 2  
*SOIL ANALYSIS 
@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
^INITIAL CONDITIONS 
@C PCR ICDAT ICRT ICND ICRN ICRE 
1 MZ 79120 200 -99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0 .  30 -99 -99 
1 30 0 .  30 -99 -99 
1 60 0 .  35 -99 -99 
1 90 0 .  35 -99 -99 
1 120 0 .  33 -99 -99 
1 150 0 .  33 -99 -99 
1 180 0 .  33 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 79139 -99 36 -99 S R 75 0 5.0 -99 -99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0 F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 79108 FE013 AP002 15 0 34 56 -99 -99 -99 
*RESIDUES AND OTHER ORGANIC MATERIALS 
0R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 






@N GENERAL NYERS NREPS START SDATE RSEED 
1  G E  I I S  7 9 0 9 1  - 9 9  
@N OPTIONS WATER NITRO SYMBI PHOSP POTAS 
1 OP Y Y Y N N 
@N METHODS WTHER INCON LIGHT EVAPO INFIL 
1 ME M M E P S 
@N MANAGEMENT PLANT IRRIG FERTI RESID HARVS 
1 MA R R R ' R R 
@N OUTPUTS FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT LONG 
1  O U  N Y Y 1 Y Y Y Y N N Y  
@ AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL I THRU IROFF IMETH IRAMT IREFF 
1 IR 30 50 100 IBOOl IBOOl 10 1.00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 IBOOl IBOOl 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST HLAST HPCNP HPCNR 
1 HA 0 365 100 0 
SNAME 






*EXP.DETAILS: FQUR8001SB FOUR MILE CREEK WATERSHED 
*GENERAL 
0ADDRESS 
IOWA STATE UNIVERSITY, AMES, IA 
0SITE 
Four Mile Creek Watershed, IA 
0 PAREA PRNO PLEN PLDR PLSP PLAY HAREA HRNO 




0N R O C TNAME 
1 1 0  0  1 9 8 0  S I T E  1  
FACTOR LEVELS 
CU FL SA IC MP MI MF MR MC MT ME MH SM 
1 1 0 0 1 0 1 1 0 0 0 1 1  
*CULTIVARS 
0C CR INGENO 
!1 SB 990001 
!1 SB 990003 
!1 SB 990004 
!1 SB 990005 







! see the variety 
^FIELDS 
@L ID_FIELD WSTA.... FLSA FLOB FLDT FLDD 
1 FOUROOOl FOURS001 -99 0 DR002 200 
FLDS FLST SLTX 




@A SADAT SMHB SMPX SMKE 
1 -99 SAO01 SAO01 SAO01 
* INITIAL CONDITIONS 
0C PCR ICDAT ICRT ICND ICRN ICRE 
1 MZ 80120 200 -99 1.00 1.00 
0C ICBL SH20 SNH4 SN03 
1 15 0.30 -99 -99 
1 30 0.30 -99 -99 
1 60 0.30 -99 -99 
1 90 0.34 -99 -99 
1 120 0.35 -99 -99 
1 150 0.34 -99 -99 
1 180 0.34 -99 -99 
*PLANTING DETAILS 
@P PDATE EDATE PPOP PPOE PLME PLDS PLRS PLRD PLDP PLWT PAGE PENV PLPH 
1 80141 -99 36 -99 S R 75 0 5.0 -99 -99 -99.0 -99.0 
*FERTILIZERS (INORGANIC) 
0F FDATE FMCD FACD FDEP FAMN FAMP FAMK FAMC FAMO FOCD 
1 80107 FE013 AP002 15 0 34 56 -99 -99 -99 
*RESIDUES AND OTHER ORGANIC MATERIALS 
0R RDATE RCOD RAMT RESN RESP RESK RINP RDEP 






@N GENERAL NYERS NREPS START SDATE RSEED SNAME 
1  G E  1 1 S  8 0 0 9 1  - 9 9  1 9 8 0  F O U R  M I L E  C R E E K  
@N OPTIONS WATER NITRO SYMBI PHOSP POTAS DISES 
1  O P  Y Y Y N N N  
@N METHODS WTHER INCON LIGHT EVAPO INFIL PHOTO 
1  M E  M M E P S C  
@N MANAGEMENT PLANT IRRIG FERTI RESID HARVS 
1 MA R R R R R 
@N OUTPUTS FNAME OVVEW SUMRY FROPT GROUT CAOUT WAOUT NIOUT MIOUT DIOUT LONG 
1 OU N Y Y 1 Y Y Y Y 
0 AUTOMATIC MANAGEMENT 
@N PLANTING PFRST PLAST PH20L PH20U PH20D PSTMX PSTMN 
1 PL 155 200 40 100 30 40 10 
@N IRRIGATION IMDEP ITHRL ITHRU IROFF IMETH I RAMT IREFF 
1 IR 30 50 100 IBOOl IBOOl 10 1.00 
@N NITROGEN NMDEP NMTHR NAMNT NCODE NAOFF 
1 NI 30 50 25 IBOOl IBOOl 
@N RESIDUES RIPCN RTIME RIDEP 
1 RE 100 1 20 
@N HARVEST HFRST H LAST HPCNP HPCNR 
1 HA 0 365 100 0 
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Time Series Data Files (FILET) 
*EXP.DATA (T): FOUR7601SB FOURMILECREEK W/SHED 
! SOIL MISTURE AT DIFFERENT DEPTHS (1976)—SITE 1 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 76149 0.210 0.285 0.285 0.283 0.270 0.277 0.297 0.304 -99 
1 76173 0.110 0.224 -99 -99 -99 -99 -99 -99 -99 
1 76195 0.250 0.205 0.191 0.204 0.209 0.223 0.275 0.281 -99 
1 76244 0.070 -99 -99 -99 -99 -99 -99 -99 -99 
1 76328 0.130 0.209 0.191 0.175 0.180 0.188 0.200 0.239 2320 
*EXP.DATA (T): FOUR77Q2SB FOURMILECREEK W/SHED 
! 197 7—SITE 2 
@TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 77144 0 .168 0.272 0 .277 0.282 0.267 0.261 0.229 0.236 -99 
1 77171 0 . 118 0.186 0 .212 -99 -99 -99 -99 -99 -99 
1 77207 0 . 161 0.191 0 .189 0.181 0.180 0.185 0.204 0.243 -99 
1 77230 0 .250 0.243 0 .258 -99 -99 -99 -99 -99 -99 
1 77307 0 .334 0.305 0 .305 0.304 0.293 0.278 0.286 0.279 2500 
*EXP.DATA (T): FOUR78Q1SB FOURMILECREEK W/SHED 
! 1978—SITE 1 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 78104 0 . 187 0.280 0.297 0.300 0.289 0.284 0.280 0.283 -99 
1 78163 0 . 142 0.250 0.274 -99 -99 -99 -99 -99 -99 
1 78207 0 .257 0.252 0.252 0.251 0.245 0.253 0.272 0.292 -99 
1 78241 0 .265 0.264 0.272 -99 -99 -99 -99 -99 -99 
1 78313 0 .183 0.272 0.300 0.287 0.245 0.271 0.297 0.290 2970 
*EXP.DATA (T): FOUR79Û2SB FOURMILECREEK W/SHED 
I 1979—SITE 2 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D GWAD 
1 79158 0.202 0.297 0.308 0 .298 0.282 0.287 0 .292 0.309 -99 
1 79180 0.209 0.274 0.287 -99 -99 -99 -99 -99 -99 
1 79197 0.181 0.270 0.288 -99 -99 -99 -99 -99 -99 
1 79226 0.247 0.230 0.231 0 .233 0.241 0.249 0 .276 0.290 -99 
1 79320 0.313 0.277 0.300 0 .293 0.284 0.278 0 .276 0.284 2720 
* E X P . D A T A  (T): FOUR8OOISB FOURMILECREEK W/SHED 
! 1980—SITE 1 
0TRNO DATE SW1D SW2D SW3D SW4D SW5D SW6D SW7D SW8D 
1 80162 0.178 0.266 0.278 0.284 0.288 0.283 0.291 0.288 





! SOIL FILE FOR TAMA SERIES, TAMA COUNTY 
i  
! Tama Silty Clay Loam 
!LAT & LONG from Grundy Center location 
!DUL,LL, SAT, SSKS calculated from Saxton triangle 
! Root growth factor set to 1.000 
! Soil bulk density, Soil organic carbon, Clay (SLCL), silt (SLSI), 
! and pH obtained from Tama County soil survey 
! site 1 
*FOUR760001 FOUR MILE CREEK 0 Tama silty clay loam 
0SITE COUNTRY LAT LONG ses FAMILY 
-99 -99 42 .40 -92, .72 -99 99 
0 S C O M  SALE SLU1 SLDR SLRO SLNF SLPF SMHB S M P X  SMKE 
-99 0.23 10.0 0.55 75.0 0.5 1 .  , 00 IBOOl IBOOl IBOOl 
0 SLB SLMH SLLL SOUL SSAT SRGF S S K S  SBDM SLOC SLCL SLSI 
5 -99 0 . 170 0 .300 0 . 570 1 .000 99, .20 1 . 30 4 . 00 28, .0 64 , .  0 
15 -99 0 . 170 0 .300 0 .570 1  .000 99, .20 1 .  30 4 . 00 28 , .  0  64 , .  0 
30 -99 0 . 170 0 .300 0 .570 1 .000 99, .20 1 .  30 3. 00 28. .  0 64 . , 0 
45 -99 0 . 180 0 .300 0 .580 1 .000 99, .20 1  . 30 1 .  52 31. .  0 62, , 0 
60 -99 0 .180 0 .340 0 .580 1 .000 99, .20 1  . 30 1. 52 31. .  0 62, .0 
90 -99 0 .180 0 .350 0 .580 1 .000 99, . 20 1 . 30 1. 52 31. . 0 62, .0 
120 -99 0 .160 0 .350 0 . 570 1  .000 99, .20 1 .  40 0 .  80 25. , 0 66, , 0 
150 -99 0 .160 0 .340 0 .570 1 .000 79. ,20 1 . 40 0 .  80 25. 0 66. . 0 
180 -99 0 .160 0 .340 0 . 570 1 .000 79. 20 1  . 40 0 .  80 25. . 0 66. 0 
























6 . 2  
6 . 2  




6 . 2  
6 . 2  
























! site 2 
*F0UR760002 FOUR MILE CREEK 0 Tama silty clay loam 
©SITE COUNTRY LAT LONG ses FAMILY 
-99 -99 42 .40 92, .72 -99 99 
@ SCOM SALE SLU1 SLDR SLRO SLNF SLPF SMHB SMPX SMKE 
-99 0.23 10.0 0.55 78.0 0 . 5 1. 00 IBOOl IBOOl IBOOl 
0 SLB SLMH SLLL SOUL SSAT SRGF SSKS SBDM SLOC SLCL SLSI SLCF SLNI SLHW SLHB SCEC 
5 -99 0 . 170 0.300 0 .510 1 .000 99. 20 1 . 30 4 . 00 28, .0 64 . 0 -99 -99 6. 2 -99 -99 
15 -99 0 .170 0.300 0 .510 1 .000 99, .20 1. 30 4 , . 00 28. .0 64 , . 0 -99 -99 6. , 2 -99 -99 
30 -99 0 . 170 0.300 0 . 510 1 .000 99. 20 1. 30 3. 00 28, .0 64 . 0 -99 -99 6. . 2 -99 -99 
45 -99 0 .180 0.300 0 .500 1 .000 99. 20 1 . 30 1. .52 31. .0 62, .0 -99 -99 5. . 8 -99 -99 
60 -99 0 .180 0.350 0 .500 1 .000 99. 20 1 . 30 1. .52 31. , 0 62, .0 -99 -99 5. 8 -99 -99 
90 -99 0 . 180 0.350 0 .500 1 . 000 99. 20 1. 30 1, .52 31. 0 62, .0 -99 -99 5. , 8 -99 -99 
120 -99 0 .160 0.330 0 .500 1 . 000 79. 20 1 . 40 0. .80 25. .0 66, .0 -99 -99 6. , 2 -99 -99 
150 -99 0 . 160 0.330 0 .500 1 .000 1. 20 1 . 40 0. 80 25. .0 66, .0 -99 -99 6. ,2 -99 -99 
180 -99 0 .160 0.330 0 .500 1 . 000 1. 20 1 . 40 0. 80 25. . 0 66, .0 -99 -99 6. 2 -99 -99 
200 -99 0 . 177 0.330 0 .510 1 .000 1. 20 1 . 40 0. 80 30. , 0 60. . 0 -99 -99 6. 7 -99 -99 
i n  
- J  
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