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Abstract
We show that any nonsingular (real or complex) square matrix can be factor-
ized into a product of at most three normal matrices, one of which is unitary,
another selfadjoint with eigenvalues in the open right half-plane, and the
third one is normal involutory with a neutral negative eigenspace (we call
the latter matrices normal neutral involutory). Here the words normal, uni-
tary, selfadjoint and neutral are understood with respect to an indefinite
inner product.
Keywords: Indefinite inner product, Polar decomposition, Sign function,
Normal matrix, Neutral involution
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1. Introduction
We consider two kinds of indefinite inner products: a complex Hermitian
inner product and a real symmetric inner product. Let K denote either the
field of complex numbers K = C or the field of real numbers K = R. Let
the nonsingular matrix H ∈ Kn×n be either a complex Hermitian matrix
H ∈ Cn×n defining a complex Hermitian inner product [x, y]H = x¯THy for
x, y ∈ Cn, or a real symmetric matrix H ∈ Rn×n defining a real symmetric
inner product [x, y]H = x
THy for x, y ∈ Rn. Here x¯T indicates the complex
conjugate transpose of x and xT indicates the transpose of x.
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In a Euclidean space, H ∈ Kn×n is the identity matrix. In general, if the
integers p and q denote the numbers of positive and negative eigenvalues of
H ∈ Kn×n, respectively, one defines the inertia and the signature of the non-
degenerate indefinite inner product [x, y]H as the pair (p, q) and the integer
p− q, respectively.
Extending the definitions in a Euclidean space to an indefinite inner
product space, the H-adjoint A[H] of a matrix A ∈ Kn×n is defined as
[Ax, y]H = [x,A
[H]y]H for all x, y ∈ Kn, that is
A[H] = H−1A†H (1)
with
A† =
{
A¯T , for the complex Hermitian inner product,
AT , for the real symmetric inner product.
(2)
A matrix A ∈ Kn×n is called selfadjoint (Hermitian forK = C, and symmetric
for K = R) if A† = A. A matrix L ∈ Kn×n is called H-unitary (for K = R,
also called H-orthogonal) if L[H]L = LL[H] = In or L
†HL = H . A matrix
S ∈ Kn×n is called H-selfadjoint (H-Hermitian for K = C, and H-symmetric
for K = R) if S [H] = S or S†H = HS. Finally a matrix A ∈ Kn×n is called
H-normal if it commutes with its H-adjoint, i.e., AA[H] = A[H]A.
There are several kinds of matrix factorizations in a Euclidean space. In-
spired by the polar form of nonzero complex numbers, a square matrix admits
a polar decomposition into a product of a unitary matrix and a positive-
semidefinite selfadjoint matrix. The individual matrix factors in a polar
decomposition are normal matrices. Here, as usual, a matrix A is normal if
A†A = AA†.
In this paper, we present a way to decompose any nonsingular matrix into
matrix factors that are normal with respect to a predefined inner product
(i.e., if the matrix H defines the inner product, a matrix A is H-normal if
A[H]A = AA[H]). Our H-normal factorization is close to the polar decom-
position in a Euclidean space. We start by mentioning the classical polar
decomposition and studies of polar decompositions in indefinite inner prod-
uct spaces, and then we present our results.
To simplify the language, we have extended the definition of positive-
definite matrices to matrices with nonreal eigenvalues as follows.
Definition 1.1. (r-positive-definite) A matrix is r-positive-definite if all of
its eigenvalues have positive real part, or equivalently if all of its eigenvalues
lie in the open right half-plane.
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We use A1/2 to denote the principal square root of a square matrix A ∈
Cn×n defined as follows.
Definition 1.2. (Principal square root; Thm. 1.29 in [12]) For a nonsingular
matrix A ∈ Cn×n with no negative real eigenvalues, the principal square root
A1/2 of A is the unique r-positive-definite solution S of S2 = A.
We have defined positive eigenspace, negative eigenspace and nonreal
eigenspace of a matrix A ∈ Cn×n through the Jordan decomposition as fol-
lows.
Definition 1.3. The positive (negative) eigenspace of a matrix A ∈ Cn×n is
defined as the subspace spanned by a set of generalized eigenvectors belonging
to all the positive (negative) real eigenvalues of A. The nonreal eigenspace
of A is defined as the subspace spanned by a set of generalized eigenvectors
belonging to all the nonreal eigenvalues of A.
In the following, the concept of hyperbolic subspace will play an impor-
tant role. We use the definition of hyperbolic subspace that appears in the
context of quadratic forms and Witt’s decomposition theorem as follows.
Definition 1.4. (Hyperbolic subspace) A hyperbolic subspace is defined as
a nondegenerate subspace with signature zero.
A hyperbolic subspace has necessarily an even number of dimensions.
A hyperbolic subspace of dimension 2m has a basis (u1, . . . , um, v1, . . . , vm)
such that [ui, uj]H = [vi, vj]H = 0 and [ui, vj ]H = δij , where δij is Kronecker
delta and i, j = 1, . . . , m. The two subspaces spanned by (u1, . . . , um) and
(v1, . . . , vm), respectively, are neutral subspaces. See, e.g., [21, 22]. Let
wi =
1√
2
(ui+vi) and zi =
1√
2
(ui−vi), then (w1, . . . , wm, z1, . . . , zm) is another
basis that [wi, wj]H = δij , [zi, zj ]H = −δij and [wi, zj]H = 0. It is clear
that the inertia of this hyperbolic subspace is (m,m), i.e., the signature is
zero. Moreover, it is an orthogonal sum of m hyperbolic planes, which are
hyperbolic subspaces of dimension 2.
For nonsingular matrices, the classical concept of polar decomposition in
a Euclidean space is expressed by the following statement. Any nonsingular
square matrix F ∈ Kn×n has unique right and left polar decompositions
F = US = S ′U, (3)
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where the matrix U ∈ Kn×n is unitary and the matrices S, S ′ ∈ Kn×n are
selfadjoint positive-definite (i.e., all of their eigenvalues are real and positive).
The matrices S, S ′, and U are given by S = (F †F )1/2, S ′ = (FF †)1/2, and
U = FS−1 = S ′−1F .
It is a longstanding and interesting question to generalize the classical po-
lar decomposition in a Euclidean space to an indefinite inner product space.
Generalized polar decomposition, H-polar decomposition and semidefinite
H-polar decomposition are defined and studied. All of these definitions al-
low for singular matrices. Also a generalized polar decomposition is defined
in an indefinite scalar product space, where the product matrix is not nec-
essarily selfadjoint. Considering in this paper we study decompositions for
nonsingular matrices in indefinite inner product spaces, here we quote their
results only in the same situation.
Let H ∈ Kn×n be a selfadjoint matrix and F ∈ Kn×n be a nonsingular
square matrix. Write F ∈ Kn×n into a product of factors L ∈ Kn×n and
S ∈ Kn×n as
F = LS. (4)
In the form of Equation (4), F ∈ Kn×n has a generalized polar decom-
position if L ∈ Kn×n is H-unitary and S ∈ Kn×n is r-positive-definite H-
selfadjoint (see [6, 10, 11, 13, 17]). Necessary and sufficient conditions for
the existence of generalized polar decomposition are given in[11, 13] as fol-
lows. A nonsingular matrix F has a generalized polar decomposition if and
only if F [H]F has no negative real eigenvalues. When such a factorization
exists, it is unique.
In the form of Equation (4), F ∈ Kn×n has an H-polar decomposition
if L ∈ Kn×n is H-unitary and S ∈ Kn×n is H-selfadjoint. In this case S is
not necessarily r-positive-definite. Necessary and sufficient conditions for the
existence of an H-polar decomposition are given in[1, 2, 3, 4, 5, 16, 18] as
follows. A nonsingular matrix F has an H-polar decomposition if and only if
either F [H]F has no negative real eigenvalues or the negative-real-eigenvalue
Jordan blocks in the canonical form of (F [H]F,H) come in pairs of opposite
sign characteristic, that is, by Theorem 4.4 in [4], the part of the canonical
form (J,K) of (F [H]F,H) corresponding to the negative eigenvalues λl of
F [H]F is (⊕
l
(
Jsl(λl)
Jsl(λl)
)
,
⊕
l
(
Zsl
−Zsl
))
. (5)
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In the form of Equation (4), F ∈ Kn×n has a semidefinite H-polar de-
composition if L ∈ Kn×n is H-unitary and S ∈ Kn×n is H-selfadjoint and
H-nonnegative, i.e., HS is selfadjoint and positive-semidefinite (in a non-
singular case, HS is positive-definite). Necessary and sufficient conditions
for the existence of a semidefinite H-polar decomposition are given in [5] as
follows. A nonsingular matrix F has a semidefinite H-polar decomposition
if and only if F [H]F has only positive real eigenvalues and is diagonalizable.
A semidefinite H-polar decomposition is a particular case of an H-polar de-
composition.
As seen from the statements above, if F has a semidefinite polar decompo-
sition, then F has a generalized polar decomposition. If F has a generalized
polar decomposition, then F has an H-polar decomposition.
In our previous work [20], we found a unique indefinite polar decomposi-
tion in an indefinite inner product space Kn, which is close to the generalized
polar decomposition that the H-selfadjoint factor is r-positive-definite. By
introducing a proper sign function, a square root of a negative eigenvalue is
avoided. The decompositions apply to all the nonsingular matrices. The re-
sult in [20] is more general which is studied for both bilinear and sesquilinear
forms in indefinite scalar product spaces. Here we quote the results only in
indefinite inner product spaces. Any nonsingular matrix F ∈ Kn×n can be
uniquely decomposed as
F = WS = S ′W, (6)
where, with Σ = Sign(F [H]F ) and Σ′ = Sign(FF [H]), W ∈ Kn×n is (H,HΣ)-
unitary and (HΣ′, H)-unitary, S ∈ Kn×n is r-positive-definite H-selfadjoint
and HΣ-selfadjoint, and S ′ ∈ Kn×n is r-positive-definite H-selfadjoint and
HΣ′-selfadjoint. Both right and left decompositions are unique. S is given
by S = (ΣF [H]F )1/2 and S ′ is given by S ′ = (Σ′FF [H])1/2. Here Sign is a
sign function defined in Section 2.
In this paper, we first show that any square matrix W ∈ Kn×n such that
W [H]W = Φ, where Φ is H-selfadjoint involutory with a hyperbolic negative
eigenspace, can be factorized into a product
W = LX, (7)
where L ∈ Kn×n is H-unitary and X ∈ Kn×n is H-normal H-neutral in-
volutory. We call a matrix H-neutral involutory if it is involutory with an
H-neutral negative eigenspace (see Definition 4.3). Properties of H-normal
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H-neutral involutory matrices are presented in Section 4. Similarly, for a ma-
trix W ∈ Kn×n such that WW [H] = Φ, where Φ is H-selfadjoint involutory
with a hyperbolic negative eigenspace, there exists a left decomposition
W = XL, (8)
where L ∈ Kn×n is H-unitary and X ∈ Kn×n is H-normal H-neutral involu-
tory. The decompositions (7) and (8) are not unique.
We show thatW in (6) satisfies the conditions for the decompositions (7)
and (8). Therefore, any nonsingular square matrix F ∈ Kn×n can be factor-
ized into a product of at most three H-normal matrices
F = LXS, (9)
where L ∈ Kn×n is H-unitary, X ∈ Kn×n is H-normal H-neutral involu-
tory, and S ∈ Kn×n is H-selfadjoint and r-positive-definite. Other similar
decompositions exist,
F = S ′L1X1 = S
′X ′L′ = X ′1L
′
1S, (10)
where L1, L
′, L′1 ∈ Kn×n are H-unitary, X1, X ′, X ′1 ∈ Kn×n are H-normal
H-neutral involutory, and S, S ′ ∈ Kn×n are H-selfadjoint and r-positive-
definite. The factors S and S ′ are uniquely determined by F (given H),
while the other matrices satisfy LX = L1X1 = X
′L′ = X ′1L
′
1.
In Section 2, we define a sign matrix function of a matrix A ∈ Kn×n. In
Section 3, we review the canonical form of a pair (A,H), where H ∈ Kn×n is
a selfadjoint matrix and A ∈ Kn×n is an H-selfadjoint matrix. In Section 4,
we introduce H-normal H-neutral involutory matrices and give some of their
properties. In Section 5, we present the factorizationsW = LX andW = XL
in (7) and (8) respectively. In Section 6, we present the decompositions
F = LXS = S ′L1X1 = S ′X ′L′ = X ′1L
′
1S, in (9) and (10) for any nonsingular
square matrix F ∈ Kn×n.
2. A sign function
We start by recalling some facts about primary matrix functions (see,
e.g., [7, 12, 14]). A primary matrix function f of a matrix A ∈ Kn×n can
be defined by means of a function f : C → C (denoted by the same letter)
defined on the spectrum of A and called the stem function of the matrix
function f .
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Definition 2.1. (chapter V in [7] or Definition 1.1 in [12]) A function f :
C → C is said to be defined on the spectrum of a matrix A ∈ Kn×n if its
value f(λk) and the values of its sk − 1 derivatives
f (j)(λk), j = 0, . . . , sk − 1, k = 1, . . . , t, (11)
exist at all eigenvalues λk of A. Here sk is the size of the Jordan blocks
Jsk(λk) in the Jordan decomposition of A.
As remarked in [12] right after Definition 1.1, arbitrary numbers can be
chosen and assigned as the values of f(λk) and its derivatives f
(j)(λk), j =
1, . . . , sk − 1, at each eigenvalue λk of A.
A primary matrix function f(A) of a matrix A ∈ Kn×n is well defined in
the sense that it is unique. Since every primary matrix function of A is a
polynomial in A (see Thm. 1.12 in [14]), all primary matrix functions f(A)
commute with the matrix A and also commute with each other.
Moreover, f(AT ) = f(A)T and f(Q−1AQ) = Q−1f(A)Q for a nonsingular
matrix Q ∈ Kn×n hold for any primary matrix function f of a matrix A ∈
Kn×n. It follows that for a real symmetric inner product defined by a real
symmetric matrix H ∈ Rn×n, f(A[H]) = f(A)[H] always holds, while for a
complex Hermitian inner product defined by a complex Hermitian matrix
H ∈ Cn×n, f(A[H]) = f(A)[H] if and only if f(A¯) = f(A) (see Thm. 3.1
in [11]). If the stem function in Equation (11) satisfies f (j)(λ¯) = f (j)(λ),
then f(A¯) = f(A), and f(A) is real when A is real (see e.g. [14]).
For an H-selfadjoint matrix A ∈ Kn×n, if f(A[H]) = f(A)[H], then both
f(A) and f(A)A are H-selfadjoint.
The matrix sign function in Roberts [19], commonly used in the mathe-
matical literature on control theory, eigendecompositions, and roots of ma-
trices (see, e.g., [9, 15]), is defined as the primary matrix function associated
to the scalar function
f(λ) =


+1, for Reλ > 0,
−1, for Reλ < 0,
undefined, for Reλ = 0.
(12)
Here we introduce a different sign function of a nonsingular matrix A
through a scalar function Sign(λ) as follows.
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Definition 2.2. The function Sign is defined as
Sign(λ) =


undefined, for λ = 0,
−1, for Reλ < 0, Imλ = 0,
+1, otherwise,
(13)
and all derivatives of Sign(λ) at λ are equal to zero, i.e.,
Sign (j)(λ) = 0, j ≥ 1. (14)
With the stem function (13), one can define the corresponding matrix sign
function through the definition of primary function (see, e.g., [7, 12, 14]).
The matrix sign function Sign(A) is a primary matrix function of matrix
A ∈ Kn×n and thus is unique.
For a general complex matrix A, Sign(A) is complex in general. For a
real matrix A, Sign(A) is real, since Sign(λ) = Sign λ¯.
The matrix Sign(A) is an involutory matrix, i.e.,
[Sign(A)]2 = In. (15)
The negative eigenspace of Sign(A) (i.e., the eigenspace with eigenvalue −1)
is the negative eigenspace of A. The positive eigenspace of Sign(A) (i.e.,
the eigenspace with eigenvalue +1) is the sum of the positive eigenspace and
nonreal eigenspace of A.
3. Canonical form of a pair (A,H)
In this section, we review some facts about the canonical form of a pair of
matrices (A,H), where H ∈ Kn×n is a selfadjoint matrix and A ∈ Kn×n is an
H-selfadjoint matrix. Then for a nonsingular matrix F ∈ Kn×n, we present
a proposition of an H-selfadjoint matrix F [H]F through the canonical form
of (F [H]F,H).
Definition 3.1. (Unitarily similar pairs in [8] pp. 55 and 133) Let H1, H2 ∈
Kn×n be invertible selfadjoint matrices. Let A1, A2 ∈ Kn×n be two n × n
matrices. The pairs (A1, H1) and (A2, H2) are said to be unitarily similar
(for K = R, also called r-unitarily similar or orthogonally similar) if there
exists an invertible matrix Q ∈ Kn×n such that
A1 = Q
−1A2Q and H1 = Q
†H2Q. (16)
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If (A1, H1) and (A2, H2) are unitarily similar, it follows that if A1 is H1-
selfadjoint, then A2 is H2-selfadjoint, and that if A1 is H1-unitary, then A2
is H2-unitary.
If H1 = H2, then the transformation matrix Q is an H-unitary matrix.
Definition 3.2. (H-unitarily similar matrices in [8] pp. 83 and 133) Let
H ∈ Kn×n be an invertible selfadjoint matrix. Two matrices A1, A2 ∈ Kn×n
are said to be H-unitarily similar (for K = R, also called H-orthogonally
similar) if there exists an H-unitary matrix L such that
A1 = L
−1A2L. (17)
Let Zs be the s× s matrix
Zs =


1
1
...
1
1

 . (18)
Theorem 3.3. (Complex canonical form; Thm. 5.1.1 in [8]) Let H ∈ Cn×n
be a nonsingular Hermitian matrix and A ∈ Cn×n be an H-Hermitian matrix.
Then the pair (A,H) is unitarily similar to a canonical pair (J,K) through
an invertible transformation Q ∈ Cn×n, i.e.,
Q−1AQ = J and Q¯THQ = K, (19)
where J is the complex Jordan form of A, namely
J = Js1(λ1)⊕ . . .⊕ Jsp(λp)⊕ Jsp+1(λp+1; λ¯p+1)⊕ . . .⊕ Jsp+q(λp+q; λ¯p+q),
(20)
with real eigenvalues λ1, . . . , λp and nonreal eigenvalues λp+1, . . . , λp+q, and
K = ǫ1Zs1 ⊕ . . .⊕ ǫpZsp ⊕ Zsp+1 ⊕ . . .⊕ Zsp+q , (21)
with ǫ1 = ±1, . . . , ǫp = ±1.
For a pair (A,H) of real matrices A,H ∈ Rn×n, there is a real canonical
form (J,K) given by the following theorem.
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Theorem 3.4. (Real canonical form; Thm. 6.1.5 in [8]) Let H ∈ Rn×n be
a nonsingular symmetric matrix and A ∈ Rn×n be an H-symmetric matrix.
Then the pair (A,H) is orthogonally similar to a real canonical pair (J,K)
through an invertible real transformation matrix Q ∈ Rn×n, i.e.,
Q−1AQ = J and QTHQ = K, (22)
where J is the real Jordan form of A, namely
J = Js1(λ1)⊕ . . .⊕ Jsp(λp)⊕ Jsp+1(α1, β1)⊕ . . .⊕ Jsp+q(αq, βq), (23)
with real eigenvalues λ1, . . . , λp and nonreal eigenvalues α1±iβ1, . . . , αq±iβq,
and
K = ǫ1Zs1 ⊕ . . .⊕ ǫpZsp ⊕ Zsp+1 ⊕ . . .⊕ Zsp+q , (24)
with ǫ1 = ±1, . . . , ǫp = ±1.
Notice that K has the same block structure as J . The canonical form
of a pair (A,H) is unique up to the order of the blocks. The ordered set
of signs (ǫ1, . . . , ǫp) is called the sign characteristic of the pair (A,H). The
signs ǫk (k = 1, . . . , p) are uniquely determined by (A,H) up to permutation
of signs in the blocks of K corresponding to equal Jordan blocks of J .
In Theorems 3.3 and 3.4, A ∈ Kn×n represents any H-selfadjoint matrix.
Let H ∈ Kn×n be a nonsingular selfadjoint matrix and F ∈ Kn×n be a
nonsingular matrix, then F [H]F is an H-selfadjoint matrix. By Theorems 2.1
and 2.2 in [1], F [H]F belongs to a particular kind of H-selfadjoint matrices.
We now prove that the negative eigenspace of F [H]F and of Sign(F [H]F )
is a hyperbolic subspace. And similarly, the negative eigenspace of FF [H]
and of Sign(FF [H]) is a hyperbolic subspace.
Theorem 3.5. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and F ∈
Kn×n be a nonsingular matrix. Then the negative eigenspace of F [H]F and
of Σ = Sign(F [H]F ) is a hyperbolic subspace.
Proof. The negative eigenspace of F [H]F is the subspace spanned by all the
generalized eigenvectors of F [H]F belonging to negative eigenvalues. It coin-
cides with the negative eigenspace of Σ = Sign(F [H]F ) through definition of
the sign function.
Let (J,K) be the Jordan canonical form of (F [H]F,H) in Theorem 3.3
or 3.4. Table 1 lists the inertia and signature of each possible block pair in
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Table 1: Properties of possible block pairs (Js,Ks) that may appear in the canonical form
(J,K) of (F [H]F,H), where s indicates the size of Js and Ks. For a real eigenvalue λ,
Js = Js(λ) and Ks = ǫZs, where ǫ is the sign characteristic corresponding to λ. For a pair
of complex conjugate eigenvalues λ and λ¯, the size s is even, Ks = Zs, and Js = Js(λ; λ¯)
for the complex form (J,K), Js = Js(α, β) with λ = α ± iβ for the real form (J,K).
Moreover, σ = Sign(λ). The last column indicates the number of blocks of kind (Js,Ks)
appearing in (J,K).
λ σ ǫ s inertia of Ks signature of Ks
number of
blocks
< 0 -1 +1 odd
(
s+1
2
, s−1
2
)
1 No−+
< 0 -1 −1 odd (s−1
2
, s+1
2
)
-1 No−−
< 0 -1 +1 even
(
s
2
, s
2
)
0 N e−+
< 0 -1 −1 even ( s
2
, s
2
)
0 N e−−
> 0 +1 +1 odd
(
s+1
2
, s−1
2
)
1 No++
> 0 +1 −1 odd (s−1
2
, s+1
2
)
-1 No+−
> 0 +1 +1 even
(
s
2
, s
2
)
0 N e++
> 0 +1 −1 even ( s
2
, s
2
)
0 N e+−
nonreal +1 - even
(
s
2
, s
2
)
0 Nn++
(J,K). By Theorems 2.1 and 2.2 in [1], for the nonsingular matrix F [H]F ,
one has
No−+ = N
o
−−, (25)
where No−+ is the number of odd Jordan blocks with negative real eigenvalue
and sign characteristic +1 and No−− is the number of odd Jordan blocks with
negative real eigenvalue and sign characteristic −1. The total dimension of
the negative eigenspace of F [H]F is, from Table 1,
n− = sh + . . .+ sl︸ ︷︷ ︸
No
−+ terms
+ si + . . .+ sj︸ ︷︷ ︸
No
−−
+ su + . . .+ sv︸ ︷︷ ︸
Ne
−+
+ sw + . . .+ sz︸ ︷︷ ︸
Ne
−−
, (26)
where the numbers under the braces indicate the number of terms in the
respective sums. Since (i) the sizes su, . . . , sv and sw, . . . , sz are even integers,
11
(ii) the sizes sh, . . . , sl and si, . . . , sj are odd integers, and (iii) N
o
−+ = N
o
−−,
it follows that n− is an even integer. Similarly, the signature of the negative
eigenspace of F [H]F is
sig− = 1 + . . .+ 1︸ ︷︷ ︸
No
−+
terms
+ (−1) + . . .+ (−1)︸ ︷︷ ︸
No
−−
+0 + . . .+ 0︸ ︷︷ ︸
Ne
−+
+0 + . . .+ 0︸ ︷︷ ︸
Ne
−−
= 0, (27)
since No−+ = N
o
−−. In addition, each matrix ǫkZsk is nonsingular, and thus its
corresponding invariant subspace is nondegenerate. Therefore the negative
eigenspace of F [H]F is a hyperbolic subspace.
The proof that the negative eigenspace of Σ′ = Sign(FF [H]) is a hyper-
bolic subspace for a nonsingular matrix F ∈ Kn×n follows from Theorem 3.5
by replacing F with F [H].
4. H-normal H-neutral involutory matrices
In this section we define H-normal H-neutral involutory matrices, and
give some of their basic properties together with some canonical forms.
Let H ∈ Kn×n be a nonsingular selfadjoint matrix. We recall that two
subspaces U , V ⊆ Kn are said to be orthogonal (or H-orthogonal) to each
other if [u, v]H = 0 for all u ∈ U and v ∈ V. If U and V are orthogonal
subspaces we write U ⊥ V.
We also recall that a subspace N ⊂ Kn is called neutral (or H-neutral)
if [u, v]H = 0 for all u, v ∈ N , i.e., N ⊥ N . An equivalent definition of a
neutral subspace N is [u, u]H = 0 for all u ∈ N .
4.1. Involutions
A matrix X ∈ Kn×n is involutory if X2 = In. Any involutory matrix is
diagonalizable, and its eigenvalues are +1 and −1. For an involutory matrix
X ∈ Kn×n, let
pos(X) = {v ∈ Kn|Xv = v} (28)
indicate the positive eigenspace of X , and let
neg(X) = {v ∈ Kn|Xv = −v} (29)
indicate the negative eigenspace of X .
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Lemma 4.1. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and let
X ∈ Kn×n be an involutory matrix. Then X [H] is also an involutory matrix.
Proof. By direct calculation, one has (X [H])2 = (X2)[H] = I
[H]
n = In. There-
fore X [H] is an involutory matrix.
The projection matrix onto neg(X) is PX = (In −X)/2. The projection
matrix onto pos(X) is P ′X = (In +X)/2. One has
im(PX) = ker(P
′
X) = neg(X), ker(PX) = im(P
′
X) = pos(X). (30)
Lemma 4.2. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and let
X ∈ Kn×n be an involutory matrix. Then
(a) pos(X) = (negX [H])⊥,
(b) neg(X) = (posX [H])⊥,
(c) pos(X [H]) = (negX)⊥,
(d) neg(X [H]) = (posX)⊥.
Proof. Let PX = (In − X)/2. By (30), one has ker(PX) = pos(X) and
im(PX) = neg(X). Since X is involutory, by Lemma 4.1, X
[H] is involutory
and P
[H]
X = (In − X [H])/2, one has ker(P [H]X ) = pos(X [H]) and im(P [H]X ) =
neg(X [H]).
(a, b) Since ker(PX) = (imP
[H]
X )
⊥ and im(PX) = (kerP
[H]
X )
⊥ (see, e.g.,
Proposition 4.1.1 in [8]), we have pos(X) = (negX [H])⊥ and neg(X) =
(posX [H])⊥.
(c, d) Replace X with X [H] in (a, b).
4.2. H-neutral involutions
Definition 4.3. (H-neutral involutory matrix) Let H ∈ Kn×n be a non-
singular selfadjoint matrix. An involutory matrix X ∈ Kn×n is called H-
neutral if its negative eigenspace is H-neutral or {0}. The neutral index
mX of X is defined as the dimension of the negative eigenspace neg(X), i.e.,
mX = dim(negX). The identity matrix In is H-neutral involutory of neutral
index 0.
Lemma 4.4. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and let
X ∈ Kn×n be an H-neutral involutory matrix. Then neg(X) ⊆ pos(X [H]).
Proof. Since neg(X) is neutral, neg(X) ⊆ (negX)⊥. By Lemma 4.2(c),
(negX)⊥ = pos(X [H]). Therefore neg(X) ⊆ pos(X [H]).
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Lemma 4.5. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and let X ∈
Kn×n be an H-neutral involutory matrix. Then neg(X) ∩ neg(X [H]) = {0}.
Proof. By Lemma 4.4, neg(X) ⊆ pos(X [H]). Since pos(X [H]) ∩ neg(X [H]) =
{0}, it follows that neg(X) ∩ neg(X [H]) = {0}.
Proposition 4.6. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. A
matrix X ∈ Kn×n is H-neutral involutory if and only if X2 = In and
X [H]X = X [H] +X − In.
Proof. Sufficiency: Let an involutory matrix X ∈ Kn×n, satisfy X [H]X =
X [H] +X − In. Let u, v ∈ negX . Then
[u, v]H =[−Xu,−Xv]H = [Xu,Xv]H = [u,X [H]Xv]H
=[u, (X [H] +X − In)v]H = [Xu, v]H + [u,Xv]H − [u, v]H
=[−u, v]H + [u,−v]H − [u, v]H = −3[u, v]H , (31)
thus [u, v]H = 0, i.e., neg(X) is H-neutral. By Definition 4.3, X is H-neutral
involutory.
Necessity: Let X ∈ Kn×n be an H-neutral involutory matrix, then X2 =
In. By Lemma 4.4, neg(X) ⊆ pos(X [H]). It follows that, using (30), im(In−
X) = im(PX) = negX ⊆ pos(X [H]) = ker(P [H]X ) = ker(In − X [H]). Thus
(In−X [H])(In−X)v = 0 for all v ∈ Kn. Therefore X [H]X−X [H]−X+ In =
0.
4.3. H-normal H-neutral involutions
Definition 4.7. (H-normal H-neutral involutory matrix) Let H ∈ Kn×n be
a nonsingular selfadjoint matrix. An involutory matrix X ∈ Kn×n is called
H-normal H-neutral if it is both H-neutral and H-normal.
Theorem 4.8. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and let
X ∈ Kn×n be an n× n matrix. The following statements are equivalent.
(a) X is H-normal H-neutral involutory.
(b) X and X [H] are H-neutral involutory.
(c) X2 = In and X
[H]X = XX [H] = X [H] +X − In.
Proof. (a)→(b): Since X is involutory, by Lemma 4.1, X [H] is involutory.
Since X is H-neutral, by Proposition 4.6, X [H]X = X [H] + X − In. Since
X is H-normal, X [H]X = XX [H]. Therefore, XX [H] = X +X [H] − In. By
Proposition 4.6 with X replaced by X [H], X [H] is H-neutral.
14
(b)→(c): Since X is H-neutral involutory, by Proposition 4.6, X2 =
In and X
[H]X = X [H] + X − In. Since X [H] is H-neutral involutory, by
Proposition 4.6, XX [H] = X [H]+X − In. Combining the equalities, we have
X [H]X = XX [H] = X [H] +X − In.
(c)→(a): Since X [H]X = XX [H], X is H-normal. Since X2 = In and
X [H]X = X [H] +X − In, by Proposition 4.6, X is H-neutral involutory. So
X is H-normal H-neutral involutory.
Proposition 4.9. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. If X ∈
Kn×n is H-normal H-neutral involutory, so is its H-adjoint X [H]. Moreover,
X and X [H] have the same neutral index.
Proof. That X [H] is H-normal H-neutral involutory follows directly from
Theorem 4.8. That X and X [H] have the same neutral index follows from the
fact that X [H] = H−1X†H is similar to X†, and X† has the same eigenvalues,
with the same multiplicities, as X , since the eigenvalues of X are real.
Proposition 4.10. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. If
X ∈ Kn×n is an H-normal H-neutral involutory matrix of neutral index m,
then the H-selfadjoint matrix X [H]X is involutory and its negative eigenspace
is hyperbolic of dimension 2m.
Proof. By direct calculation, (X [H]X)2 = X [H]XX [H]X = X [H]X [H]XX =
In, so X
[H]X is involutory. It follows that X [H]X has eigenvalues +1 and −1
only. Let n+ and n− denote the number of positive (i.e., +1) and negative
(i.e., −1) eigenvalues. One has n+ + n− = n and tr(X [H]X) = n+ − n−. On
the other hand, since X is involutory of neutral index m, it has m negative
eigenvalues equal to −1 and n −m positive eigenvalues equal to +1. Thus
tr(X) = (n − m) − m = n − 2m. Hence, using tr(X [H]) = tr(X) and
X [H]X = X [H] +X − In, one has
tr(X [H]X) = tr(X [H] +X − In) = tr(X [H]) + tr(X)− n
=n− 2m+ n− 2m− n = n− 4m. (32)
Thus, from n+ + n− = n and tr(X [H]X) = n+ − n− = n − 4m, it follows
that n− = 2m, that is the negative eigenspace of X [H]X has dimension 2m.
Moreover, by Theorem 3.5, the negative eigenspace of X [H]X is hyperbolic.
Therefore, the negative eigenspace of X [H]X is hyperbolic of dimension 2m.
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We now prove two lemmas to be used in the derivation of the canonical
forms of an H-normal H-neutral involutory matrix X .
Lemma 4.11. Let H ∈ Kn×n be a nonsingular selfadjoint matrix, let X ∈
Kn×n be an H-normal H-neutral involutory matrix, and let Φ = X [H]X =
XX [H]. Then,
(a) pos(Φ) = pos(X) ∩ pos(X [H]),
(b) neg(Φ) = neg(X)+˙ neg(X [H]).
Proof. (a) Let v ∈ pos(Φ), then Φv = v, then XX [H]v = v. Multiplying both
sides byX on the left, and usingX2 = In, one hasX
[H]v = Xv. We now show
that Xv = v. Using Theorem 4.8(c), calculate v = XX [H]v = X [H]v +Xv−
v = 2Xv−v, from which 2Xv = 2v, Xv = v, i.e., v ∈ pos(X). From X [H]v =
Xv, one has v ∈ pos(X [H]). Therefore, pos(Φ) ⊆ pos(X) ∩ pos(X [H]). On
the other hand, let v ∈ pos(X) ∩ pos(X [H]), then Xv = v and X [H]v = v.
Using Theorem 4.8(c), calculate Φv = X [H]Xv = (X [H]+X−In)v = X [H]v+
Xv − v = v. That is v ∈ pos(Φ). Therefore, pos(X) ∩ pos(X [H]) ⊆ pos(Φ).
Combining the two results, one has pos(Φ) = pos(X) ∩ pos(X [H]).
(b) Assume X has neutral index m, i.e., dim(negX) = m. Let v ∈
neg(X), by Lemma 4.4, v ∈ pos(X [H]). Then Φv = X [H]Xv = −X [H]v = −v,
i.e., v ∈ neg(Φ). Therefore neg(X) ⊆ neg(Φ). Replacing X with X [H], one
finds neg(X [H]) ⊆ neg(Φ). Combining the two results, one has neg(X) +
neg(X [H]) ⊆ neg(Φ). Since, by Lemma 4.5, neg(X) ∩ neg(X [H]) = {0},
then neg(X) + neg(X [H]) = neg(X)+˙ neg(X [H]). Since, by Proposition 4.9,
dim(negX [H]) = dim(negX), then dim(negX+˙ negX [H]) = dim(negX) +
dim(negX [H]) = 2m. Since by Proposition 4.10, dim(neg Φ) = 2m, it follows
neg(Φ) = neg(X)+˙ neg(X [H]).
Lemma 4.12. Let H ∈ Kn×n be a nonsingular selfadjoint matrix, let X ∈
K
n×n be an H-normal H-neutral involutory matrix, and let Φ = X [H]X =
XX [H]. Then,
(a) neg(X) ⊥ pos(Φ),
(b) neg(X [H]) ⊥ pos(Φ).
Proof. Φ isH-selfadjoint, so neg(Φ) ⊥ pos(Φ). By Lemma 4.11(b), neg(X) ⊆
neg(Φ) and neg(X [H]) ⊆ neg(Φ) . Thus neg(X) ⊥ pos(Φ) and neg(X [H]) ⊥
pos(Φ) .
Theorem 4.13. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and
X ∈ Kn×n be an H-normal H-neutral involutory matrix. Then the pair
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(X,H) is unitarily similar to a canonical pair (J,K) through an invertible
transformation Q ∈ Kn×n, i.e.,
Q−1XQ = J and Q†HQ = K, (33)
where J ∈ Kn×n is the Jordan form of X,
J =


−Im
Im
Ip−m
Iq−m

 , (34)
and K ∈ Kn×n is the nonsingular selfadjoint matrix
K =


Zm
Zm
Ip−m
−Iq−m

 . (35)
Here m is the neutral index of X and (p, q) is the inertia of H.
Proof. Since X is H-neutral, the negative eigenspace neg(X) is neutral. By
the definition of neutral index, the dimension of neg(X) is m. Let v1, . . . , vm
be a basis of neg(X), then [vi, vj ]H = 0 (i, j = 1, . . . , m). By Proposi-
tion 4.9, X [H] is H-neutral. The negative eigenspace neg(X [H]) is neutral
and the dimension of neg(X [H]) is m. Let u1, . . . , um be a basis of neg(X
[H]),
then [ui, uj]H = 0 (i, j = 1, . . . , m). By Proposition 4.10, the dimension of
the negative eigenspace neg(Φ), where Φ = X [H]X , is 2m. Thus the di-
mension of the positive eigenspace pos(Φ) is n − 2m. Let w1, . . . , wn−2m
be a basis of pos(Φ). By Lemma 4.11(a), w1, . . . , wn−2m ∈ pos(X). By
Lemma 4.12, neg(X) ⊥ pos(Φ) and neg(X [H]) ⊥ pos(Φ), i.e., [vi, wj]H =
0 (i = 1, . . . , m; j = 1, . . . , n − 2m) and [ui, wj]H = 0 (i = 1, . . . , m; j =
1, . . . , n− 2m).
Let E1 be the n×n matrix with columns equal to the components of the
basis vectors v1, . . . vm, u1, . . . , um, w1, . . . , wn−2m, in this order. In this basis,
the matrices X and H assume the form
E−11 XE1 =

−Im Im
In−2m

 and E†1HE1 =

 BB†
C

 , (36)
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where B ∈ Km×m and C ∈ K(n−2m)×(n−2m) are the matrices with elements
Bij = v
†
iHuj (i = 1, . . . , m; j = 1, . . . , m), (37)
and
Cij = w
†
iHwj (i = 1, . . . , n− 2m; j = 1, . . . , n− 2m). (38)
Since H is nonsingular, also B and C are nonsingular. Moreover, C is
selfadjoint, and since neg(Φ) = span(v1, . . . vm, u1, . . . , um) is a hyperbolic
subspace, the signature of C is equal to the signature of H , i.e., p− q. Thus
C can be diagonalized as (recall that C has dimension n − 2m and that
p+ q = n)
C = D† ηp−m,q−mD, (39)
where ηp−m,q−m ∈ K(n−2m)×(n−2m) is the diagonal matrix
ηp−m,q−m =
(
Ip−m
−Iq−m
)
, (40)
and D ∈ K(n−2m)×(n−2m) is a nonsingular (n− 2m)× (n− 2m) matrix. Let
E2 =

Im B−1
D−1

 , (41)
and let E ′ = E1E2. Then, by direct computation,
E ′−1XE ′ =

−Im Im
In−2m

 , (42)
and
E ′†HE ′ =

 ImIm
ηp−m,q−m

 . (43)
Let
E3 =

Im Zm
In−2m

 , (44)
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and let Q = E ′E3 = E1E2E3. Then,
Q−1XQ =

−Im Im
In−2m

 = J, (45)
and
Q†HQ =

 ZmZm
ηp−m,q−m

 = K, (46)
where J and K are the matrices in the statement of the theorem.
Corollary 4.14. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and
X ∈ Kn×n be an H-normal H-neutral involutory matrix. Then the pair
(X,H) is unitarily similar to a canonical pair (P,M) through an invertible
transformation Q′ ∈ Kn×n, i.e.,
Q′−1XQ′ = P and Q′†HQ′ =M, (47)
where P ∈ Kn×n is the M-normal M-neutral involutory matrix
P =


Zm
Zm
Ip−m
Iq−m

 , (48)
and M ∈ Kn×n is the nonsingular selfadjoint matrix
M =


−Im
Im
Ip−m
−Iq−m

 . (49)
Here m is the neutral index of X and (p, q) is the inertia of H.
Proof. Let
E =


−Im/
√
2 Zm/
√
2
Zm/
√
2 Im/
√
2
Ip−m
Iq−m

 . (50)
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Then, for J and K as in Theorem 4.13,
E−1JE = P and E†KE =M. (51)
The choice Q′ = QE, with Q as in Theorem 4.13, proves the corollary.
The forms of X [H] and Φ = X [H]X in the same basis as in the canonical
forms of (X,H) in Theorem 4.13 and Corollary 4.14 respectively are
Q−1X [H]Q = J [K] =


Im
−Im
Ip−m
Iq−m

 , (52)
Q′−1X [H]Q′ = P [M ] =


−Zm
−Zm
Ip−m
Iq−m

 , (53)
Q−1X [H]XQ = Q′−1X [H]XQ′ =


−Im
−Im
Ip−m
Iq−m

 . (54)
The first 2m rows and columns of the canonical forms (J,K) and (P,M)
in Theorem 4.13 and Corollary 4.14 correspond to the negative subspace
of X [H]X . By decomposing it into m hyperbolic planes, it is easy to see
that alternative canonical forms of the pair (X,H) are the pairs (J ′, K ′) and
(P ′,M ′) where
J ′ =
(−1
1
)
⊕ . . .⊕
(−1
1
)
︸ ︷︷ ︸
m terms
⊕
(
Ip−m
Iq−m
)
, (55)
K ′ =
(
1
1
)
⊕ . . .⊕
(
1
1
)
︸ ︷︷ ︸
m terms
⊕
(
Ip−m
−Iq−m
)
, (56)
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and
P ′ =
(
1
1
)
⊕ . . .⊕
(
1
1
)
︸ ︷︷ ︸
m terms
⊕
(
Ip−m
Iq−m
)
, (57)
M ′ =
(−1
1
)
⊕ . . .⊕
(−1
1
)
︸ ︷︷ ︸
m terms
⊕
(
Ip−m
−Iq−m
)
. (58)
Proposition 4.15. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. Let
X1 and X2 be two H-normal H-neutral involutory matrices. Then X1 and
X2 have the same neutral index if and only if they are H-unitarily similar.
Proof. Sufficiency: Since X1 and X2 are H-unitarily similar, they have the
same number of negative eigenvalues, thus X1 and X2 have the same neutral
index.
Necessity: LetX1 andX2 be twoH-normalH-neutral involutory matrices
having neutral index m. The pairs (X1, H) and (X2, H) can be put into
the same canonical form (J,K) in Theorem 4.13 through some invertible
transformations Q1 and Q2 respectively. Then,
Q−11 X1Q1 = Q
−1
2 X2Q2 and Q
†
1HQ1 = Q
†
2HQ2. (59)
So X1 and X2 are H-unitarily similar through the matrix Q1Q
−1
2 .
Corollary 4.16. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. If X ∈
Kn×n is H-normal H-neutral involutory, then X and X [H] are H-unitarily
similar.
Proof. By Proposition 4.9, X [H] is H-normal H-neutral involutory of the
same neutral index as X . By Proposition 4.15, X and X [H] are H-unitarily
similar.
Proposition 4.17. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and
X1, X2 ∈ Kn×n be H-unitarily similar. If X1 is H-normal H-neutral in-
volutory, then X2 is also H-normal H-neutral involutory and has the same
neutral index.
Proof. Since X1 is H-normal H-neutral involutory, by Theorem 4.8, X
2
1 = In
and X
[H]
1 X1 = X1X
[H]
1 = X
[H]
1 + X1 − In. If X1 and X2 are H-unitarily
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similar, then there exists an H-unitary matrix L such that X1 = L
−1X2L.
Then X22 = (LX1L
−1)(LX1L−1) = In. Moreover,
X
[H]
2 X2 =(LX
[H]
1 L
−1)(LX1L
−1) = L(X [H]1 X1)L
−1, (60)
X2X
[H]
2 =(LX1L
−1)(LX [H]1 L
−1) = L(X1X
[H]
1 )L
−1, (61)
X
[H]
2 +X2 − In =L(X [H]1 +X1 − In)L−1. (62)
Through (60-62), one has X
[H]
2 X2 = X2X
[H]
2 = X
[H]
2 +X2− In, thus X2 is H-
normal H-neutral involutory. By Proposition 4.15, X2 has the same neutral
index as X1.
5. W = LX and W = XL factorizations
Let H1, H2 ∈ Kn×n be two congruent nonsingular selfadjoint matrices. A
matrix W ∈ Kn×n is called (H1, H2)-unitary if
W †H1W = H2 (63)
(see [1, 8], where they are referred to as H2-H1-unitary or (H2, H1)-unitary).
This terminology arises from
[Wx,Wy]H1 = [x, y]H2 for all x, y ∈ Kn. (64)
Note that any (H1, H2)-unitary matrix so defined is nonsingular. Equa-
tion (63) can be written asW [H1]W = H−11 H2. By Theorem 3.5, the negative
eigenspace of H−11 H2 is hyperbolic. In particular, for an involutory matrix
Φ such that H and HΦ are congruent, W is (H,HΦ)-unitary if and only if
W [H]W = Φ, and W is (HΦ, H)-unitary if and only if WW [H] = Φ.
This section is devoted to (non-unique) factorizations of (H,HΦ)-unitary
and (HΦ, H)-unitary matrices, where Φ is anH-selfadjoint involutory matrix
with a hyperbolic negative eigenspace. An (H,HΦ)-unitary matrix W can
be factorized into a product LX of an H-unitary matrix L ∈ Kn×n and an H-
normal H-neutral involutory matrix X ∈ Kn×n. An (HΦ, H)-unitary matrix
W can be factorized into a product XL of an H-unitary matrix L ∈ Kn×n
and an H-normal H-neutral involutory matrix X ∈ Kn×n.
Theorem 5.1. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. Let
Φ ∈ Kn×n be an H-selfadjoint involutory matrix that its negative eigenspace
is hyperbolic of dimension 2m. Then there exists an H-normal H-neutral
involutory matrix X ∈ Kn×n of neutral index m such that X [H]X = Φ.
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Proof. Φ is involutory, so the Jordan form JΦ of Φ is a diagonal matrix with
entries +1 and/or −1. Since Φ is H-selfadjoint, by Theorem 3.3 or 3.4,
the pair (Φ, H) is unitarily similar to a canonical pair (JΦ,M) through some
suitable transformation matrix Q ∈ Kn×n. The matrixM has the same block
structure as JΦ, that is, each block in M is size 1 × 1. Since the negative
eigenspace of Φ is hyperbolic of dimension 2m, so there are 2m blocks of −1
in JΦ, where m blocks are corresponding to +1 in M and the other m blocks
are corresponding to −1 in M . Therefore, we can write (JΦ,M) as follows.
Q−1ΦQ =JΦ =

−Im −Im
In−2m

 , (65)
and
Q†HQ =M =

−Im Im
ηp−m,q−m

 , (66)
with ηp−m,q−m = Ip−m ⊕−Iq−m. Let
X = QPQ−1, (67)
where
P =

 ZmZm
In−2m

 . (68)
We are going to show that X [H]X = Φ and X is H-normal H-neutral in-
volutory of neutral index m. By direct computation, X2 = In, thus X is
involutory. Moreover,
Q−1X [H]Q = P [M ] =

 −Zm−Zm
In−2m

 , (69)
and it can be verified that
P [M ]P = PP [M ] = P [M ] + P − In. (70)
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Using Equations (66-70) in a direct calculation of X [H]X , XX [H] and X [H]+
X − In gives
X [H]X = XX [H] = X [H] +X − In = Φ. (71)
By Theorem 4.8, X is H-normal H-neutral involutory.
Finally, diagonalizing (68), X has m negative eigenvalues −1 and n−m
positive eigenvalues +1. Thus X is H-normalH-neutral involutory of neutral
index m.
The matrix X in Theorem 5.1 is not unique. It is clear that if X is an
H-normal H-neutral involutory solution, then X [H] is also a solution. More
general, all the H-normal H-neutral involutory solutions of X [H]X = Φ are
H-unitarily similar to each other as proved in the following statements.
Lemma 5.2. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. Let Φ ∈
Kn×n be an H-selfadjoint involutory matrix that its negative eigenspace is
hyperbolic of dimension 2m. Then all the H-normal H-neutral involutory
solutions of X [H]X = Φ have neutral index m.
Proof. Let X be a solution. Assuming the neutral index of X is m′, by
Proposition 4.10, the negative eigenspace of Φ = X [H]X has dimension 2m′,
thus 2m′ = 2m and so m′ = m.
Theorem 5.3. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and Φ ∈
Kn×n be an H-selfadjoint involutory matrix that its negative eigenspace is
hyperbolic. Let X1 ∈ Kn×n be an H-normal H-neutral involutory solution
of X [H]X = Φ. Then X2 is an H-normal H-neutral involutory solution
of X [H]X = Φ if and only if X2 is H-unitarily similar to X1, where the
similarity matrix commutes with Φ.
Proof. Sufficiency: Let X2 = LX1L
−1, where L[H]L = In and LΦ = ΦL.
Since X2 is H-unitarily similar to X1, then by Proposition 4.17, X2 is H-
normal H-neutral involutory. Furthermore,
X
[H]
2 X2 =(LX
[H]
1 L
−1)(LX1L
−1) = LΦL−1 = Φ. (72)
Necessity: By Lemma 5.2, X1 and X2 have the same neutral index. By
Proposition 4.15, X1 and X2 are H-unitarily similar, that is, there exists
an H-unitary matrix L such that X2 = LX1L
−1. Since Φ = X [H]2 X2 =
LX
[H]
1 L
−1LX1L−1 = LΦL−1, thus L commutes with Φ.
24
Now we present the decompositions of (H,HΦ)-unitary and (HΦ, H)-
unitary matrices.
Theorem 5.4. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and Φ ∈
Kn×n be an H-selfadjoint involutory matrix that its negative eigenspace is
hyperbolic. Any (H,HΦ)-unitary matrix W ∈ Kn×n can be factorized (non-
uniquely) as
W = LX, (73)
where L ∈ Kn×n is H-unitary and X ∈ Kn×n is H-normal H-neutral involu-
tory.
Proof. Let X be an H-normal H-neutral involutory solution of X [H]X = Φ
as obtained in Theorem 5.1. Let L = WX−1. Using W [H]W = X [H]X = Φ,
we compute L[H]L = X−[H]W [H]WX−1 = X−[H]ΦX−1 = In. Thus L is
H-unitary, X is H-normal H-neutral involutory and W = LX .
Theorem 5.5. Let H ∈ Kn×n be a nonsingular selfadjoint matrix and Φ ∈
Kn×n be an H-selfadjoint involutory matrix that its negative eigenspace is
hyperbolic. Any (HΦ, H)-unitary matrix W ∈ Kn×n can be factorized (non-
uniquely) as
W = XL, (74)
where L ∈ Kn×n is H-unitary and X ∈ Kn×n is H-normal H-neutral involu-
tory.
Proof. Let X be an H-normal H-neutral involutory solution of XX [H] = Φ
as obtained in Theorem 5.1. Let L = X−1W . Using WW [H] = XX [H] = Φ,
we compute LL[H] = X−1WW [H]X−[H] = X−1ΦX−[H] = In. Thus L is
H-unitary, X is H-normal H-neutral involutory and W = XL.
6. F = LXS = X1L1S = S
′X ′L′ = S′L′
1
X ′
1
decompositions
In Theorems 6.1 and 6.2, we quote the results we proved in [20].
Theorem 6.1. Given a nonsingular scalar product defined by N ∈ Kn×n
and a generalized sign function σ : Kn×n → Kn×n, a matrix F ∈ Kn×n has a
decomposition
F =WS, (75)
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where, with Σ = σ(F [N ]F ), the matrix W ∈ Kn×n is (N,NΣ−1)-unitary with
(W [N ])[N ] =W and the matrix S ∈ Kn×n is r-positive-definite, N-selfadjoint
and NΣ-selfadjoint, if and only if F is nonsingular and (F [N ])[N ] = F . When
such a decomposition exists it is unique, with S given by S = (ΣF [N ]F )1/2
and W = FS−1.
Similarly, there exists a unique left decomposition.
Theorem 6.2. If a nonsingular matrix F ∈ Kn×n has a decomposition F =
WS in Theorem 6.1, then F also has a decomposition
F = S ′W, (76)
where, with Σ′ = σ(FF [N ]), the matrix S ′ ∈ Kn×n is r-positive-definite,
N-selfadjoint and NΣ′-selfadjoint, and the matrix W ∈ Kn×n is (NΣ′, N)-
unitary. When such a decomposition exists it is unique, with S ′ given by
S ′ = (Σ′FF [N ])1/2 and W = S ′−1F . W in (75) and (76) is the same one.
In Theorems 6.1 and 6.2, the generalized sign function σ is defined in [20].
Here we specify that the generalized sign function σ is the sign function
defined in Section 2. Moreover, we specify that the matrix H ∈ Kn×n is
a nonsingular selfadjoint matrix defining an indefinite inner product. Then
one has the following theorem.
Theorem 6.3. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. Any
nonsingular matrix F ∈ Kn×n can be factorized uniquely as
F = WS = S ′W, (77)
where, with Σ = Sign(F [H]F ) and Σ′ = Sign(FF [H]),
S = (ΣF [H]F )1/2 ∈ Kn×n (78)
is r-positive-definite H-selfadjoint and HΣ-selfadjoint,
S ′ = (Σ′FF [H])1/2 ∈ Kn×n (79)
is r-positive-definite H-selfadjoint and HΣ′-selfadjoint, and
W = FS−1 = S ′−1F ∈ Kn×n (80)
is (H,HΣ)-unitary and (HΣ′, H)-unitary.
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By Theorem 3.5, the negative subspaces of Σ and Σ′ are hyperbolic. We
now prove the following factorization of a nonsingular square matrix into
H-normal matrices.
Theorem 6.4. Let H ∈ Kn×n be a nonsingular selfadjoint matrix. Then any
nonsingular matrix F ∈ Kn×n can be factorized (non-uniquely) as
F = LXS = S ′L1X1 = S
′X ′L′ = X ′1L
′
1S, (81)
where, with Σ = Sign(F [H]F ) and Σ′ = Sign(FF [H]),
S = (ΣF [H]F )1/2 ∈ Kn×n (82)
is r-positive-definite H-selfadjoint and HΣ-selfadjoint,
S ′ = (Σ′FF [H])1/2 ∈ Kn×n (83)
is r-positive-definite H-selfadjoint and HΣ′-selfadjoint, the matrices L, L1,
L′, L′1 ∈ Kn×n are H-unitary, the matrices X, X1, X ′, X ′1 ∈ Kn×n are
H-normal H-neutral involutory, and
LX = L1X1 = X
′L′ = X ′1L
′
1. (84)
Proof. By Theorem 6.1, one has F = WS = S ′W , where W is (H,HΣ)-
unitary and (HΣ′, H)-unitary with Σ = Sign(F [H]F ) and Σ′ = Sign(FF [H]).
Through the definition of Sign function, Σ and Σ′ are H-selfadjoint. More-
over, by Theorem 3.5, Σ and Σ′ satisfy the condition in Theorem 5.4 and
Theorem 5.5, so W = LX = X ′L′, where L, L′ are H-unitary and X,X ′ are
H-normal H-neutral involutory. Therefore, taking into account that L, X ,
X ′ and L′ are not unique, one has F = LXS = S ′L1X1 = S ′X ′L′ = X ′1L
′
1S,
where LX = L1X1 = X
′L′ = X ′1L
′
1.
Notice that in (81), S and S ′ are unique, but L, X , L1, X1, X ′, L′, X ′1
and L′1 are not unique, because the factorizations W = LX = X
′L′ are not
unique. In (81), one can choose L = L1, X = X1 and L
′ = L′1, X
′ = X ′1.
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