In this paper we propose a block shrinkage method in the wavelet domain for estimating an unknown function in the presence of Gaussian noise. This shrinkage utilizes an empirical Bayes, block-adaptive approach that accounts for the sparseness of the representation of the unknown function. The modeling is accomplished by using a mixture of two normal-inverse gamma
Introduction
The problem of interest is to estimate the function 
where
, is a sequence of equispaced points,
is an unknown noise level, and the errors 5 H % are i.i.d. standard normal random variables. Wavelet-based procedures have shown to be well suited for such settings and non-parametric estimators are obtained by applying simple shrinkage rules on the wavelet-transformed data. A rapidly growing literature on this problem is available, see Antoniadis (1997) , Vidakovic (1999) , and Percival and Walden (2000) , among others for a general overview.
A variety of shrinkage methods based on classical and Bayesian statistical models in the wavelet domain have been proposed and studied since Donoho and his coauthors (Donoho and Johnstone, 1994; Donoho et al., 1995) first introduced VisuShrink, SureShrink, and their modifications. In this broad context of function estimation, Bayesianly justified procedures have proved efficient for their capability of incorporating prior information about the unknown signal. According to the Bayesian paradigm, a location model in the wavelet domain is assumed and a prior distribution is imposed on the location and other unknown parameters of the model. Since unknown locations correspond to the signal in the time domain an estimator of the signal is obtained by inversely transforming Bayes estimators of the locations. Priors on the signal part in the wavelet domain can incorporate information about smoothness, periodicity, selfsimilarity, and some other characteristics of Abramovich, Besbeas and Sapatinas (2000) who develop empirical Bayes block shrinkage estimators.
We propose the Bayesian Block Shrinkage (BBS) method, in which non-linear block-shrinkage rules are obtained via a Bayesian modeling approach. Specifically, wavelet coefficients at each resolution level are grouped in blocks of a given size and a Bayesian model is defined on each block, by taking into account both the sparseness of wavelet representations of the noiseless signal and the magnitude of the error affecting the sample. The need to model dependence between neighboring coefficients and their spareness is accomplished by a mixture of two normal-inverse gamma (NIG) distributions with different "scales", mixed in a proportion which depends on the level in a wavelet decomposition. This is in accordance with well established Berger-Müller priors in the wavelet domain consisting of two components: point mass or almost point mass that models non-energetic coefficients, and the "spread" distribution modeling large wavelet coefficients. By considering this model in the wavelet domain we can also match the marginal (predictive) model and observed empirical distribution of wavelet coefficients. In our setting the marginal distribution of each block of wavelet coefficients turns out to be a balanced combination of two multivariate Student I distributions one of which being very concentrated around zero. Such marginal "matching" modeling is impossible if plug-in estimators of 3 Q P are used; see the argument in Vidakovic and Ruggeri (2001) .
The normal-inverse gamma priors have previously been used in the wavelet context because of their conjugacy with respect to normal conditional models, see Vidakovic and Müller (1995) , Vannucci and Corradi (1999), and De Canditiis (2001) .
The paper is organized as follows. Section 2 describes the model, prior selection and provides derivation of the shrinkage rule. Section 3 discusses a simple and automatic choice for the prior parameters, which works well for standard simulation contexts. Finally, Section 4 contains the simulational study performed on the battery of standard test functions and comparison with some standard waveletbased methods.
The Model
We consider the following regression model:
is a vector of equispaced observations, 
Normal-Inverse Gamma Prior
From a Bayesian viewpoint, the model (4) is completed with a prior distribution for parameters m ! 3 6 P §
. When the joint prior is given by
is the normal-inverse gamma distribution defined by
then, by the conjugate structure, the posterior is still normal-inverse gamma (8) is an affine transformation of g . Vidakovic and Müller (1995) and Vannucci and Corradi (1999) utilize this estimator in wavelet shrinkage with x =0 and conveniently defined
Note that g appears in (9) through s . See O'Hagan (1994) for a detailed discussion.
Although the
prior is suitable for modeling correlation structure among wavelet coefficients, a shortcoming of resulting rules is that they shrink "linearly", which is believed to be suboptimal in the wavelet context. Also, unlike the empirical distributions of wavelet coefficients, the marginal distribution (9) is not peaked at 0.
Instead of a single
prior for locations and variances of all detail coefficients, we consider a mixture of two
priors on small, non-overlapping blocks of coefficients. Motivation and description for this selection is provided next.
Prior Selection
We restrict our modeling only to coefficients corresponding to wavelets (detail coefficients in g ). The scaling coefficients (c of them, corresponding to scaling functions) carry the information mostly about the underlining signal and in the process of wavelet shrinkage these coefficients are usually left unchanged. ) the wavelet coefficients are grouped into 
are selected depending on the problem (data); an automatic selection of parameters is possible and will be discussed later.
The first component in the mixture (11) is a spread distribution that models large wavelet coefficients (
) while the second component describes small coefficients (! is small). Parameter is the proportion of large wavelet coefficients at each resolution level , and should decrease with increase of The proposed model can be thought as a generalization of the model used in Chipman, Kolaczyk and McCulloch (1997) .
Derivation of the Shrinkage Rule.
Utilizing equation (9), we find the marginal distribution for each data block
where symbols and 0 indicate the associated posterior parameters of the components corresponding to "large" and "small" coefficients respectively, as given in (8).
By using the marginal distribution (9) and the conjugate structure of
priors discussed earlier, we obtain the posterior. For related results see Berger, 1985, page 207 .
After straightforward, but tedious algebra we obtain that the posterior is a mixture of
distributions, as the prior was, but with data-dependent mixing weights,
and
is a nuisance parameter and after integrating it out from (13) we obtain
According to Bayesian paradigm, the posterior distribution carries all the information about the modeled parameters. The Bayes rule (when the underlying loss is the squared error) is the mean of the posterior
The posterior variance, important in assessing the variability of the estimator is also explicit
Eliciting the Hyper-parameters
Given the potential vast variability of functions © we propose an automatic procedure for determining the hyperparameters and thus, the shrinkage rule. It is commonly believed that the selection of hyperparameters must depend on data, and a formal way of incorporating such an information is the empirical Bayes paradigm.
In order to give a default selection of hyperparameters procedure for the estimates in (16), here we propose a data dependent specifications of the prior parameters, ). Purely subjective elicitations of prior could be done only when the extensive knowledge about the underlining signal is available but, even in this case, "well scrambled" wavelet domain makes the elicitation difficult.
Next, we propose an empirical parameter specification that works well for standard test cases and discuss the sensitivity with respect to this specification. Three additional hyperparameters have to be specified for each resolution level V ! i
9
. Hyperparameters¸P and P are variances of the "concentration" and "spread" parts respectively in the prior mixture distribution, while is the level-dependent probability that a given block is of high energy . Our recommendations are the following:
is an arbitrary wavelet coefficient at level . Finally, for we follow recommendation of Chipman, Kolaczyk, and McCulloch (1997) ; is defined as the proportion of wavelet coefficients with locations corresponding to the "spread" part,
The "universal threshold value",
, is the probabilistic upper-bound for the size of normal noise at resolution level , as given in Donoho, Johnstone, Kerkyacharian and Picard (1995) . The main advantages of these selections, fully defining the BBS method, are their intuitive appeal and computational simplicity.
Described prior selection works well when the signal © is normalized such that the added noise with variance
makes a prescribed signal-to-noise ratio (SNR). In real-life examples, when the level of noise is not known, some information on SNR will be useful for rescaling the problem so that the noise level is close to 1.
Alternative proposals can be given for a general case. An example is the choice of 7
andḨ as in Chipman, Kolaczyk and McCulloch (1997) . We tested the BBS method using their hyperparameter proposals and with slightly increased computational time obtained comparable results.
Simulations
In this section we show simulated numerical results obtained by applying the estimator given in (16) on a standard battery of test functions blocks, bumps, doppler, and heavisine. We denote .
To assess the performance of the procedure we compared the AMSE, variance and squared bias of the proposed estimator to those tabulated in Vidakovic and Ruggeri (2001) (Tab.1 VisuShrink, SureShrink, ABWS, BAMS) . The standard test functions are re-scaled so that an added standard normal noise produces a signal-to-noise ratio (SNR) of 7; the sample size was n=1024, and the wavelets used were: Symmlet 8 for heavisine and doppler, Haar for blocks and Daubechies with 3 vanishing moments for bumps. Results are presented in Tab.1, where M=1000 simulation runs are summarized. Improvements in AMSE are notable for functions possessing significant spatial variability such as bumps and doppler; however, to achieve better results for blocks and heavisine a reduction of block lengths is necessary. All simulations summarized in Tab. 1 are performed using block size . The size of blocks plays an important rule in estimation and related theoretical results have been addressed in Cai (1999b) . By empirically tuning the block-size, we found that runs, we present AMSE for four different SNR's (3, 5, 7, 10) and five sample sizes B (256, 512, 1024, 2048, 4096) , using the choice 
Conclusions
In this paper we proposed and explored wavelet shrinkage method capable of modeling dependence of neighboring wavelet coefficients and addressing local changes in the data. The proposed non-linear Bayesian Block Shrinkage (BBS)is adaptive in scale and time since the prior distribution on the signal part is (i) leveldependent and (ii) defined in coefficients belonging to short blocks. An additional time-adaptivity can be incorporated by specifying different priors block-wise via the parameters gives SNR=7.
in the posterior
mixture. This flexibility can be utilized when appropriate prior knowledge on the underlying function © is available; in the case when such prior information is absent, the BBS procedure, with an automatic selection of hyperparameters, performs well. Implementation of the method and simulations are done in MATLAB. In the spirit of Donoho's initiative for reproducible research, all m-files used in producing the tables and figures are available on request from the authors. 
