We provide a recursive construction of all the semi-Heyting algebras that can be defined on a chain with n elements. This construction allows us to count them easily. We also compare the formula for the number of semi-Heyting chains thus obtained to the one previously known.
(SH4) x → x ≈ 1.
We will denote by SH the variety of semi-Heyting algebras. Let C n = {0 = a 0 , a 1 , · · · , a n−2 , a n−1 = 1} be the chain with n elements, with a 0 < a 1 < . . . < a n−1 . We denote with |X| the cardinality of a set X, and if X is a poset, and y ∈ X, then we write [y) to denote the set {x ∈ X : y ≤ x}. Therefore,
We denote with N(n) the number of different implication operations that may be defined on the chain C n so that it becomes a semi-Heyting algebra.
If (C n , →) is in SH, then we associate to it a matrix of size n × n, M = (m (i,j) ) where m (i,j) = a i → a j , for 0 ≤ i, j ≤ n − 1, this is the table of the implication operation. Then m (i,i) = a i → a i (SH4) = 1. We know from [San08] Lemma 4.2, (iii) that: If a j < a i then a i → a j = a j .
Therefore m (i,j) = a j for j < i, and since 0 < a i for i ≥ 1 then a i → 0 = 0, so m (i,0) = 0 for i ≥ 1. 
As a particular case:
If 0 → 1 = a i then for a j > 0 : 0 → a j = a i for i < j and 0
For n ≥ 2, let S(n − 1) be the set of matrices of size (n − 1) × (n − 1) such that they define an algebra in SH over the chain a 1 < a 2 < · · · < a n−1 = 1 and let M(n) be the set of matrices of size n × n defining a semi-Heyting algebra over C n .
Proof. It is clear that C n \ {a 0 }, ∧, ∨ is a sublattice of C n , with top element 1 = a n−1 and bottom element a 1 . We need to prove that for all a, b ∈
contradicting the fact that a and b are not 0.
Since the identities (SH2), (SH3), and (SH4) hold in C n , they hold in S n−1 as well.
It follows from Lemma 1.3 that if M ∈ M(n) then the submatrix S = (s (i,j) ) of M defined by s (i,j) = m (i,j) , for 1 ≤ i, j ≤ n − 1 belongs to S(n − 1). 
Construction and counting
In this section we will give a recursive construction to obtain all the semiHeyting algebras definable on the chain with n elements, or equivalently, all the matrices in M(n). This will provide with a simple way of counting them. It is clear that renaming the elements in a finite chain, there is a bijection between the sets M(n) and S(n) for every natural number n ≥ 2, so they have the same number of elements.
Given S = (s (i,j) ) ∈ S(n − 1), we denominate → S the implication operation on the chain a 1 < a 2 < · · · < a n−1 = 1 defined by the table given by S. Starting from S we will define matrices M = M(S) of size n × n, so that they verify the conditions:
0 → M 0 = 1 and (6)
We may depict the part of the new matrix we have defined so far: From conditions (5) and (6) it follows that (SH4) holds. Now we want to check that the identity (SH2): x ∧ (x → M y) ≈ x ∧ y holds as well. If x = 0 or x, y ∈ {a 1 , · · · a n−1 = 1}, (SH2) holds and if x = a i with i > 0,
holds, we consider the following cases:
• If x = 0 or x, y, z = 0 then clearly the equation holds.
• If x > 0 and y > 0, and z = 0 then x ∧ (y → M 0)
=x ∧ 0 = 0 and
For the remaining case, when x > 0, y = 0 and z > 0 we must prove that
Here we need to consider how the first row of the matrix is defined. Using as a guide for the definition the Lemma 1.2, and more precisely, its consequence indicated in (4), we define the operation → M and prove that (SH3) holds. This proves that all the implication operations thus defined yield semi-Heyting algebras. This, together with Lemma 1.2, proves that all the finite semi-Heyting chains are obtained this way.
For a fixed j with 0 Let x = a i > 0, y = 0 and z = a k > 0.
• If i ≤ k, we have:
We now count how many of different possible definitions there are. For each fixed j, 0 ≤ j ≤ n−1, n−(j +1) places in the first row are filled with the value a j , the first place is filled by 1, and there remain j places corresponding to the values of 0 → M a i with 1 ≤ i ≤ j. Each of these last places can be filled with any element in [a i ), so there are n − i possibilities. We have then, for each j, (n − 1)(n − 2) · · · (n − j) = Since N(n) = |M(n)|, it is clear that N(1) = 1 and that if we add the same first row to two different matrices in S(n − 1), we get two different matrices in M(n).
Thus we have proved the following Lemma: Assume now that n ≥ 3. Writing out the first factor in the product, we get: We give names to these two factors: (n − 1)! k! N(n − 1).
