Abstract. In this paper we consider the large genus asymptotics for two classes of Siegel-Veech constants associated with an arbitrary connected stratum H(α) of Abelian differentials. The first is the saddle connection Siegel-Veech constant c m i ,m j sc H(α) counting saddle connections between two distinct, fixed zeros of prescribed orders m i and m j , and the second is the area Siegel-Veech constant carea H(α) counting maximal cylinders weighted by area. By combining a combinatorial analysis of explicit formulas of Eskin-Masur-Zorich that express these constants in terms of Masur-Veech strata volumes, with a recent result for the large genus asymptotics of these volumes, we show that c + o(1), both as |α| = 2g − 2 tends to ∞. The former result confirms a prediction of Zorich and the latter confirms one of Eskin-Zorich in the case of connected strata.
1. Introduction 1.1. Siegel-Veech Constants. Fix a positive integer g > 1, and let H = H g denote the moduli space of pairs (X, ω), where X is a Riemann surface of genus g and ω is a holomorphic one-form on X. Equivalently, H is the total space of the Hodge bundle over the moduli space M g of complex curves of genus g; H is typically referred to as the moduli space of Abelian differentials.
For any (X, ω) ∈ H, the one-form ω has 2g − 2 zeros (counted with multiplicity) on X. Thus, the moduli space of Abelian differentials can be decomposed as a disjoint union H = α∈Y2g−2 H(α), where α = (m 1 , m 2 , . . . , m n ) is ranged over all partitions 1 of 2g − 2, and H(α) ⊂ H denotes the moduli space of pairs (X, ω) where X is again a Riemann surface of genus g and ω is a holomorphic differential on X with n distinct zeros of multiplicities m 1 , m 2 , . . . , m n . These spaces H(α) are orbifolds called strata, which need not be connected. In fact, it was shown in [12] that H(α) is connected for g ≥ 3 if and only if α = (g − 1, g − 1) and at least one part of α is odd.
The one-form ω induces a flat metric on X away from a finite set of conical singularities (also called saddles), which constitute the zeros {p 1 , p 2 , . . . , p n } of ω; this makes (X, ω) into a translation surface. A saddle connection on (X, ω) is a geodesic on X connecting two saddles with no saddle in its interior, and a maximal cylinder on (X, ω) is a Euclidean cylinder isometrically embedded in X whose two boundaries are both unions of saddle connections. We will be interested in the (weighted) enumeration of saddle connections and maximal cylinders on a typical flat surface in some connected stratum of large genus.
More specifically, let L > 0 be a real number. For any integers 1 ≤ i = j ≤ n, let N where C ranges over all maximal cylinders of (X, ω) of width at most L, and A(X) and A(C) denote the areas of X and C, respectively. Stated alternatively, N area L; (X, ω) counts maximal cylinders on (X, ω) of width at most L, weighted by their area proportion
A(C)
A(X) . One might view a maximal cylinder as a "thickening" of a closed geodesic (namely, one whose two endpoints coincide), in which case N area (L) can be viewed as a count for closed geodesics weighted by "thickness."
It was shown by Eskin-Masur in [6] (based on the earlier work [20] of Veech) that, for a typical (by which we mean full measure subset with respect to the Masur-Veech volume; see Section 2.2 for definitions) flat surface (X, ω) in some connected component of a stratum C ⊆ H(α), the quantities N sc (L) and N area (L) grow quadratically in L with asymptotics These two numbers c sc and c area fall into a class of quantities known as Siegel-Veech constants, and the latter is sometimes specifically referred to as an area Siegel-Veech constant. The quantity c sc does not depend on the specific choice of p i = p j but rather on the orders of the zeros of ω at these two points.
In addition to enumerating geometric phenomena, some Siegel-Veech constants also contain information about dynamics on the moduli space H g . To explain one such example, first recall that each stratum H(α) admits an SL 2 (R) action, under which an element A ∈ SL 2 (R) acts on a translation surface (X, ω) ∈ H(α) by composing the local coordinate charts on X with A.
The Teichmüller geodesic flow on H(α) is the action of the diagonal one-parameter subgroup e t 0 0 e −t on this stratum. This flow lifts to any connected component of the Hodge bundle and, by Oseledets theorem, one can associate this flow with 2g Lyapunov exponents, denoted by λ 1 (C) ≥ λ 2 (C) ≥ · · · ≥ λ 2g (C). These exponents are symmetric with respect to 0, that is, λ i + λ 2g−i+1 = 0 for each integer i ∈ [1, 2g] . We refer to the surveys [11, 22, 24] and references therein for more information on the Teichmüller geodesic flow and its applications in the theory of dynamical systems.
It was shown as Theorem 1 in the work [5] of Eskin-Kontsevich-Zorich that the sum of the first g (the nonnegative) Lyapunov exponents associated with some connected component C of a stratum H(α), for some partition α = (m 1 , m 2 , . . . , m n ) of 2g − 2, can be expressed explicitly in terms of the area Siegel-Veech constant c area (C) through the identity Thus, knowledge of the area Siegel-Veech constant of some connected stratum enables one to evaluate the sum of the associated positive Lyapunov exponents of the Teichmüller geodesic flow.
1.2. Large Genus Asymptotics. Although [6] shows that the limits (1.1) defining the above Siegel-Veech constants exist, it does not indicate how to evaluate them. This was done in the work [7] of Eskin-Masur-Zorich, which evaluates these constants 2 as a combinatorial sum involving the Masur-Veech volumes of (connected components) of strata. These strata volumes were evaluated through a (sort of intricate) algorithm of Eskin-Okounkov [8] , and a similar algorithm for evaluating the volumes of connected components of strata was later proposed by Eskin-OkounkovPandharipande [9] ; the forthcoming work of Chen-Möller-Sauvaget [4] provides an alternative way to access these volumes through a recursion.
Once it is known that these constants can in principle be determined, a question of interest is to understand how they behave as the genus g tends to ∞. For example, in the similar context of Weil-Petersson volumes, such questions were investigated at length in [15, 16, 23] , and they were also considered in algebraic geometry to understand slopes of Teichmüller curves in [2] . From the perspective of flat geometry, large genus asymptotics have also been studied in a number of recent works [1, 3, 10, 14, 17] .
Towards this direction, Eskin-Zorich posed a series of predictions (apparently in 2003, although the conjectures were not published until over a decade later in [10] ) for the behavior of two geometric quantities associated with the strata H(α), namely, their Masur-Veech volumes and the area SiegelVeech constants of their connected components. The former prediction was based on numerical data provided by a program written by Eskin that implements the algorithm of Eskin-Okounkov to evaluate volumes of strata of genus g ≤ 10. This prediction was established in the cases of the principal and minimal strata (see below) in the works of Chen-Möller-Zagier [3] and Sauvaget [17] , respectively; it was later confirmed in general in [1] . These results were recently used by MasurRafi-Randecker [14] to analyze the diameter of a generic translation surface in the minimal stratum of large genus.
The latter prediction was based on numerical data coming from two sources. The first was from combining the explicit formulas of Eskin-Masur-Zorich [7] with the volumes tabulated by the above mentioned program to obtain explicit values of c area (C) for connected components C ⊆ H(α) of strata of genus g ≤ 9; the second, which seemed to be more useful in higher genus, was based on combining (1.2) with computer experiments approximating the Lyapunov exponents for the Teichmüller geodesic flow.
In any case, the prediction of Eskin-Zorich for the area Siegel-Veech constant states (see Main Conjecture 2 of [10] ) that
where C ranges over all non-hyperelliptic connected components 3 of the stratum H(α). Observe here that (1.3) predicts that c area (C) should converge to 1 2 as the genus corresponding to C tends to ∞, independently of C.
Before this work, the asymptotic (1.3) had been verified in two cases. First, the work of ChenMöller-Zagier [3] established (1.3) if H(m) is the principal stratum, that is, when m = 1 2g−2 ; this corresponds to the stratum in which all zeros of the holomorphic differential ω are distinct. By analyzing a certain cumulant generating function, they establish (1.3) as Theorem 19.4 of [3] . 2 For the area Siegel-Veech constant, one must combine the results of [7] with one of Vorobets [21] (see also equation (2.16) of [5] ). 3 The behavior of the area Siegel-Veech constant of the hyperelliptic connected component of a stratum is considerably different; see Corollary 1 of [5] or Remark 5 of [10] .
Second, the work of Sauvaget [17] established (1.3) in the case when m = (2g − 2); this corresponds to the "opposite" stratum in which ω has one zero with multiplicity 2g − 2. Through an analysis of Hodge integrals on the moduli space of curves (based on his earlier work [18] ), he establishes (1.3) in the case when C = H(2g − 2) as Theorem 1.9 of [17] .
Remark 1.1. Although we defined Siegel-Veech constants on connected components of strata, one can define suitable analogs of them on all of a disconnected stratum through a weighted sum (see Remark 1.10 of [17] ). Sauvaget's result applies to this variant of the Siegel-Veech constant (since
The lower bound c area (C) ≥ There, he showed as Corollary 1 of [1] that the lower bound c mi,mj sc
holds for all strata. In fact, he showed the contribution of multiplicity one saddle connections to c mi,mj sc H(α) , namely those that do not have the same holonomy vector as a different saddle connection, is (m i + 1)(m j + 1) 1 + o(1) and then predicted that the contribution coming from the remaining saddle connections (that is, those of higher multiplicities) should become negligible in the large genus limit. He showed this to be true for the principal stratum α = 1 2g−2 as Corollary 2 of [1] , thereby establishing asymptotic (1.4) in this case.
1.3.
Results. In this paper we confirm the asymptotics (1.3) and (1.4) for all connected strata. The following theorem establishes the former asymptotic, on c sc . Theorem 1.2. There exists a constant C > 0 the following holds. For any integer g > 2; partition α = (m 1 , m 2 , . . . , m n ) of 2g −2 such that the stratum H(α) is nonempty and connected; and integers
The following theorem establishes the latter asymptotic, on c area .
There exists a constant C > 0 such that the following holds. For any integer g > 2 and partition α of 2g − 2 such that the stratum H(α) is nonempty and connected, we have that
As a consequence of Theorem 1.3 and (1.2), we deduce the following approximation for the sum of Lyapunov exponents of the Teichmüller geodesic flow (see also equation (5) of [10] ). Corollary 1.4. There exists a constant C > 0 such that the following holds. For any integer g > 2 and partition α = (m 1 , m 2 , . . . , m n ) of 2g − 2 such that the stratum H(α) is nonempty and connected, we have that
The proofs of Theorem 1.2 and Theorem 1.3 will appear in Section 3 and Section 4, respectively. Both are based on a combination of a combinatorial analysis of the formulas in [7] that express the relevant Siegel-Veech constants of connected strata through the Masur-Veech volumes of (possibly different) strata, with the recent results of [1] that analyze the large genus asymptotics for these volumes. 4 However, let us mention that the formulas for the Siegel-Veech constants from [7] are a bit intricate; they involve a number of terms that can potentially grow exponentially with the genus g associated with the stratum. Still, as in [1] , we will show that each of these sums is dominated by a single term and that the remaining terms can be viewed as negligible.
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Miscellaneous Preliminaries
In this section we recall some notation and estimates that will be used throughout this paper. In particular, Section 2.1 will set some notation on partitions and set partitions; Section 2.2 will recall some notation on Masur-Veech volumes and results from [1] about their large genus asymptotics; and Section 2.3 will collect several combinatorial estimates to be applied later. A composition of n of length k is an (ordered) k-tuple (j 1 , j 2 , . . . , j k ) of positive integers that sum to n. We denote the set of compositions of n of length k by C n (k). We also denote the set of nonnegative compositions of n of length k, that is, the set of (ordered) k-tuples (j 1 , j 2 , . . . , j k ) of nonnegative integers that sum to n, by G n (k). Observe that
In addition to discussing partitions, we will also consider set partitions. For any finite set S, a set partition
are called the components of α. The length ℓ(α) = k of α denotes the number of components of α. For the purposes of this article, set we will distinguish two set partitions consisting of the same components but in a different order. For instance, if S = {1, 2, 3, 4}, then we view the set partitions {1, 2}, {3, 4} and {3, 4}, {1, 2} as distinct.
For any positive integers n and k, let P n denote the family of set partitions of {1, 2, . . . , n}, and let P n;k denote the family of set partitions of {1, 2, . . . , n} of length k. Furthermore, for any 4 Using Formula 14.5 of [7] , is plausible that our methods for the area Siegel-Veech constant can also be extended to apply to all strata, where we define this constant on disconnected strata through a suitably weighted sum (as in Remark 1.1). However, we will not pursue this here.
2.2. Large Genus Asymptotics for Masur-Veech Volumes. In this section we recall the definition of Masur-Veech volumes of strata of Abelian differentials, and we also recall a result of [1] that evaluates their large genus limits.
To that end, fix an integer g > 1. There exists a measure on H = H g (or, equivalently, on each of its strata H(α), for any α ∈ Y 2g−2 ) that is invariant with respect to the action of SL 2 (R) on H. This measure can be defined as follows.
Let
be a pair in the stratum corresponding to α, and define k = 2g + n − 1. Denote the zeros of ω by p 1 , p 2 , . . . , p n ∈ X, and let γ 1 , γ 2 , . . . , γ k denote a basis of the relative homology group
It can be shown that the period map Φ defines a local coordinate chart (called period coordinates) for the stratum H(α). Pulling back the Lebesgue measure on C k yields a measure ν on H(α), which is quickly verified to be independent of the basis {γ i } and invariant under the action of SL 2 (R) on H(α).
As stated, the volume ν H(α) will be infinite since (X, cω) ∈ H(α) for any (X, ω) ∈ H(α) and constant c ∈ C. To remedy this issue, let
this is the hypersurface of the stratum H(α) consisting of (X, ω) where ω has area one.
Let ν 1 denote the measure induced by ν on H 1 (α); we abbreviate ν 1 H(α) = ν 1 H 1 (α) . If |α| is odd, then the stratum H(α) does not exist, and we instead define ν 1 H(α) = 0. It was established independently by Masur [13] and Veech [19] that ν 1 is ergodic on each connected component of H 1 (α) under the action of SL 2 (R) and that the volume ν 1 H(α) is finite for each α. This volume ν 1 H(α) is called the Masur-Veech volume of the stratum indexed by α.
Although the finiteness of the Masur-Veech volumes was established in 1982 [13, 19] , it was nearly two decades until mathematicians produced general ways of finding these volumes explicitly. One of the earlier exact evaluations of these volumes seems to have appeared in the paper [25] of Zorich (although he mentions that the idea had been independently suggested by Eskin-Masur and Kontsevich-Zorich two years earlier), in which he evaluates ν 1 H(α) for some partitions m corresponding to small values of the genus g. Through a very different method, based on the representation theory of the symmetric group and asymptotic Hurwitz theory, Eskin-Okounkov [8] proposed a general algorithm that, given an integer g > 1 and α = (α 1 , α 2 , . . . , α n ) ∈ Y 2g−2 , determines the volume of the stratum ν 1 H(α) .
Based on the numerical data provided by a program implemented by Eskin to evaluate these volumes, Eskin and Zorich posed a precise prediction (see Conjecture 1 and equations (1) and (2) of [10] ) for the behavior of the Masur-Veech volumes ν 1 H(α) in the large genus limit, as |α| = 2g − 2 tends to ∞. Through a combinatorial analysis of the Eskin-Okounkov algorithm, this prediction was established as Theorem 1.4 of [1] , which states the following. 
A consequence of (2.3) is the existence of a constant R > 2 such that
These estimates will be useful for the proofs of Theorem 1.2 and Theorem 1.3, since the SiegelVeech constants in those two theorems can be expressed explicitly in terms of the Masur-Veech volumes of various strata (see Section 3.1 and Section 4.1 below).
2.3.
Estimates. In this section we collect several estimates that will be used at various points throughout this paper. We will repeatedly use the bounds
which hold for any integer k ≥ 0. Next, we have the following multinomial coefficient estimate.
Lemma 2.2. Let n and r be positive integers; also let {A i } and {A i,j }, for 1 ≤ i ≤ n and 1 ≤ j ≤ r, be sets of nonnegative integers such that
A j (with T 0 = 0). Define the sets S = {1, 2, . . . , T n } and S i = T i−1 + 1, T i−1 + 2, . . . , T i for each 1 ≤ i ≤ n. Then, by the first identity in (2.2), the left side of (2.6) counts the number of ways to partition the S i into r mutually disjoint subsets S i,1 , S i,2 , . . . S i,r consisting of A i,1 , A i,2 , . . . , A i,r elements, respectively. Similarly, the right side of (2.6) counts the number of ways to partition S into r mutually disjoint subsets
A i,r elements, respectively. Any partition of the former type gives rise to a unique partition of the latter type by setting
Thus, the left side of (2.6) is at most equal to the right side of (2.6).
The following estimate bounds products of factorials and will be used several times in the proofs of Theorem 1.2 and Theorem 1.3. Lemma 2.3. Let T , U , V , and d be nonnegative integers and r be a positive integer. Further let
be nonnegative compositions of lengths r and sizes T , U , and V , respectively. If
Proof. This lemma follows from the fact that
where in the inequality we used the facts that
Next, we require the following two lemmas, which are additional estimates on products of factorials. The first appeared as Lemma 2.5 of [1] ; the proof of the second (given by Lemma 2.5 below) is very similar to that of Lemma 2.4 and is therefore omitted.
Lemma 2.4 ([1, Lemma 2.5]). Let k ≥ 1 and C 1 , C 2 , . . . , C k be nonnegative integers with C 1 = max 1≤i≤k C i . Fix some nonnegative integer N , and let A 1 , A 2 , . . . , A k be nonnegative integers such that
We conclude this section with the following two combinatorial estimates, which bound sums of products of factorials. Lemma 2.6. Fix a positive integer r and nonnegative integers U and V . We have that
where, on the left side of (2.11), we denoted the nonnegative compositions
Proof. We begin by expressing the left side of (2.11), which originally appears as a sum over two compositions, as a sum over one composition. To that end, for any
Now for each positive integer m, let G U+V (r; m) denote the set of nonnegative compositions C = (C 1 , C 2 , . . . , C r ) ∈ G U+V (r) such that max 1≤i≤r C i ≤ m. Define C U+V (s; m) similarly (consisting of positive compositions satisfying the analogous property) for any integer s ∈ [1, r]. In particular, G U+V (r; U + V ) = G U+V (r).
Observe that there are at most r compositions C ∈ G U+V (r) \ G U+V (r; U + V − 1), which must have r − 1 parts equal to 0 and one part equal to U + V . For any such C, N C (U, V ) = 1, since if j ∈ [1, r] is such that C j = U +V then we must have A j = U , B j = V , and A i = 0 = B i for any i = j. Thus, the contribution coming from nonnegative compositions C ∈ G U+V (r) \ G U+V (r; U + V − 1) to the right side of (2.12) is bounded above by r3 r−1 (U + V + 3)!. Therefore,
Next, due to the facts that
Now, in order to bound the sum appearing on the right side of (2.13), observe that any nonnegative composition C = (C 1 , C 2 , . . . , C r ) ∈ G U+V (r; w) can be associated with a subset I ⊆ [1, r] and a (positive) composition D = (D 1 , D 2 , . . . , D s ) ∈ C U+V (s; w), where s = r − |I|. Here, I is defined to be the set such that C i = 0 if and only if i ∈ I, and D = C \ {C i } i∈I .
Since there are at most 2 r possibilities for I, and since |I| ≤ r − 2 (so that s ≥ 2) for any C ∈ G U+V (s; U + V − 1), it follows that
Now, observe that C U+V (s) = C U+V (s; U + V − s + 1) since all parts of any composition in C U+V (s) are all positive. Furthermore, any composition in C U+V (s) \ C U+V (s; U + V − s) has one part equal to U + V − s + 1 and the remaining parts all equal to 1. There are at most s ≤ r such compositions, and so the total contribution of these compositions to the sum on the right side of (2.12) is at most s5
Applying the third estimate in (2.9) with the k there equal to s here; the A i there equal to the D i −1; and the N there equal to U + V − s here, we deduce that
Thus, 15) where in the second estimate we used the fact that C U+V (s;
, which holds in view of the first identity in (2.1). Now the lemma follows from inserting (2.14) and (2.15) into (2.13) and using the first estimate in (2.5), as well as the fact that s ≥ 2.
Lemma 2.7. Fix a positive integer r and nonnegative integers U , V , and W . We have that
where, on the left side of (2.16), we denoted the nonnegative compositions A = (A 1 , A 2 , . . . , A r ) ∈ G U (r); B = (B 1 , B 2 , . . . , B r ) ∈ G V (r); and C = (C 1 , C 2 , . . . , C r ) ∈ G W (r).
Proof. We proceed as in the proof of Lemma 2.6, namely, by expressing the left side of (2.16) (which originally appears as a sum over three compositions) as a sum over one composition. To that end, for any nonnegative composition
Next, observe as in the proof of Lemma 2.6 that any nonnegative composition D ∈ G U+V +W (r) can be associated with a subset I ⊂ [1, r] indicating the locations of the entries equal to 0 in D and a (positive) composition E = (E 1 , E 2 , . . . , E s ) ∈ C U+V +W (s) denoting the nonzero elements of D (here, s = r − |I|). Since there are at most 2 r ways to select I, it follows that
To analyze the sum on the right side of (2.17), we recall from the proof of Lemma 2.6 that C U+V +W (s; m) denotes the set of compositions E = (E 1 , E 2 , . . . , E s ) ∈ C U+V +W (s) such that max i∈ [1,s] 
Let us first analyze the contribution of compositions E ∈ C U+V +W (s)\C U+V +W (s; U +V +W −s) to the sum on the right side of (2.17). To that end, observe that any such composition has one entry equal to U + V + W − s + 1 and the remaining entries equal to 1; therefore, there are at most r such compositions.
Furthermore, for any such composition E, we have that N E (U, V, W ) ≤ 3 r−1 r 2 . Indeed, let j ∈ [1, s] denote the index such that E j = U + V + W − s + 1. Then, for any A ∈ G U (s), B ∈ G V (s), and C ∈ G W (s) summing to E, there are at most 3 possibilities for (A i , B i , C i ) for each i = j (namely, it can be (1, 0, 0), (0, 1, 0), or (0, 0, 1)) and at most s 2 possibilities for (A j , B j , C j ) since we must have that A j ∈ [U − s + 1, U ] and B j ∈ [V − s + 1, V ] (and then C j = E j − A j − B j would be determined).
Thus, the contribution of compositions E ∈ C U+V +W (s) \ C U+V +W (s; U + V + W − s) to the sum on the right side of (2.17) is bounded by r 3 3 r−1 (U + V + W − s + 2)!. Next, let us bound the contribution of E ∈ C U+V +W (s, U + V + W − s) \ C U+V +W (s; U + V + W − s − 1) to the sum on the right side of (2.17). To that end, observe that any such composition has one entry equal to U + V + W − s, one entry equal to 2, and the remaining entries equal to 1; thus, there are at most s(s − 1) ≤ r 2 such compositions E. Furthermore, for any such E, we have that
!, in view of the second estimate in (2.9) (applied with the k there equal to r here; the A i there equal to the E i − 1 here; and the N there equal to U + V + W − s here).
Additionally, for any such E, we have that N E (U, V, W ) ≤ 3 r−2 6(r + 1) 2 . Indeed, let j, k ∈ [1, s] denote the indices such that E j = U + V + W − 1 and E k = 2. Then, for any A ∈ G U (s), B ∈ G V (s), and C ∈ G W (s) summing to E, there are at most 6 ways to select (A k , B k , C k ) summing to 2; at most (r + 1)
, and C j = E j − A j − B j ); and at most 3 r−2 ways to select the remaining (A i , B i , C i ). Therefore, the total contribution of E ∈ C U+V +W (s, U + V + W − 1) \ C U+V +W (s; U + V + W − 2) to the sum on the right side of (2.17) at most 6 r+1 r 4 (U + V + W − s + 1)!. Hence,
2 , due to the fact that if A, B, and C are nonnegative compositions as above that sum to E, then there are at most E i + 1 possibilities for each A i ∈ [0, E i ] and for each B i ∈ [0, E i ]; then each C i is determined from (A i , B i ) and E. Thus, it follows that
Applying (2.10) with the k there equal to r here, the A i there equal to the E i − 1 here, and the N there equal to U + V + W − s here, we obtain that
due to the first identity in (2.1), it follows that
where we have used the first estimate in (2.5) and the fact that s ≥ 1.
The lemma now follows from inserting (2.18) into (2.17).
Proof of Theorem 1.2
In this section we establish Theorem 1.2. We begin in Section 3.1 by providing an explicit, combinatorial formula for the Siegel-Veech constant c sc , which is due to [7] . Then, in Section 3.2, we use this formula, as well as the volume estimates provided in Section 2.2 and some of the combinatorial estimates provided in Section 2.3, to prove Theorem 1.2. Throughout this section, we assume that i = 1 and j = 2 for notational convenience.
3.1. A Combinatorial Formula for c m1,m2 sc H(α) . In this section we state a combinatorial formula for the Siegel-Veech constant c m1,m2 sc H(α) , which is originally due to [7] . Next, we state an estimate on related constants, given by Proposition 3.4, which will be established in Section 3.2 below. Assuming Proposition 3.4, we then establish Theorem 1.2.
In order to state the combinatorial formula for the Siegel-Veech constant c Under the above notation, we have the following definition.
where we denoted the set partition (α 1 , α 2 , . . . , α p ) ∈ N p (α); the nonnegative compositions a ′ = (a Now the following proposition due to Lemma 9.1 and Section 9.5 of [7] provides an explicit formula for the Siegel-Veech constant c m1,m2 sc H(α) . 
In Section 3.2 we will establish the following bound on these Siegel-Veech constants for p ≥ 2.
Proposition 3.4. There exists a constant C > 0 such that the following holds. For any integer g ≥ 3; partition α ∈ Y 2g−2 such the stratum H(α) is nonempty and connected; and integer p ≥ 2, we have that
Assuming Proposition 3.4, we can now establish Theorem 1.2.
Proof of Theorem 1.2 Assuming Proposition 3.4. We may assume that g is sufficiently large. Thus, throughout this proof, we will denote the constant R = 2 2 200 and assume that g > R 2 . We begin by approximating c (p) m1,m2 using (3.1) and (2.3). Such a bound (see (3.4) below) was in fact originally established as Corollary 1 in the Appendix of [1] ; we essentially repeat that proof below.
Applying (3.1) with p = 1 yields
where we have used the fact that the α 1 in (3.1) is equal to α; that the a ′ there is equal to (m 1 ); and that the a 2 there is equal to (m 2 ). Since |α| + m 1 + m 2 = |α| and ℓ(α) = ℓ(α) − 2 = n − 2, it follows that
Inserting (3.5) into (3.4) therefore yields
Now, applying (3.2), (3.3), and (3.6), we find that
for some sufficiently large C ′ > 0, where here we have used the fact that |α| ≥ max{g, m 1 , m 2 } + 1. The theorem now follows from (3.7).
Proof of Proposition 3.4.
Here, we prove Proposition 3.4. Throughout this section, we abbreviate c
Proof of Proposition 3.4. First observe that, by (2.4), there exists a sufficiently large constant R > 2 such that
In order to bound the right side of (3.9), let us decompose the set N p (α) as follows. For any nonnegative composition C = (C 1 , C 2 , . . . , C p ) ∈ G n−2 (p), let N(α; C) denote the family of set partitions (α 1 , α 2 , . . . , α p ) of α such that ℓ(α i ) = C i for each i ∈ [1, p]. Thus, N(α; C) denotes the family of set partitions of α into p components of lengths C 1 , C 2 , . . . , C p (in this order).
Since N(α) = C∈Gn−2(p) N(α; C), we deduce from (3.9) that
Next, we will estimate the maximum possible value of the product on the right side of (3.10) over all (α i ) ∈ N(α; C) for some fixed C = (C 1 , C 2 , . . . , C p ) ∈ G n−2 (p). To that end, observe that since all entries of α are positive, 
we have that the U there is equal to |α| − m 1 − m 2 here; the V there is equal to n + m 1 + m 2 − 2p here; and the W there is equal to n − 2 here. Thus, Lemma 2.3 implies that
which upon insertion into (3.10) yields
where to deduce the equality we used the fact that N(α; C) ≤ n C1,C2,...,Cp (due to the first identity in (2.2)). Thus, since
Next we apply (2.6), with the r there equal to 2; the A i,1 there equal to the C i here; and the A i,2 there equal to the C i + a
which upon insertion into (3.11) yields
Since |α| = 2g − 2 ≥ g and since
due to the second estimate in (2.5), we obtain that
Now we apply Lemma 2.7 to (3.12), with the r there equal to p here; the A i there equal to the a ′ i here; the B i there equal to the a ′′ i here; the C i there equal to the C i here; the U there equal to m 1 − p + 1 here; the V there equal to m 2 − p + 1 here; and the W there equal to n − 2 here. This yields
from which we deduce the proposition.
Proof of Theorem 1.3
In this section we establish Theorem 1.3. We begin in Section 4.1 by providing a combinatorial formula for the area Siegel-Veech constant c area H(α) due to [5, 7, 21] . . , m n ); we assume here that µ is ordered, meaning that we distinguish between two d-tuples µ consisting of the same
Recalling the notation from Section 3.1, let N p (α) denote the family of set partitions of α, that is, the family of p-tuples of mutually disjoint (possibly empty) subsets α 1 , α 2 , . . . , α p such that p i=1 α i = α. Here, we assume that this set partition is ordered, meaning that we distinguish between two p-tuples consisting of the same α i but in a different order; however, we assume that each individual α i is unordered, meaning that two components α i comprising the same elements but in a different order are not distinguished. For instance, if α = {1, 2, 3, 4}, then we view the set partitions {1, 2}, {3, 4} and {3, 4}, {1, 2} as different, but {1, 2}, {3, 4} and {2, 1}, {3, 4} as equivalent.
, and define the 2p-tuple
obtained by concatenating the compositions κ (1) , κ (2) , . . . , κ (d) in this order. For any integer t ∈ [0, 2p − 1], let K t denote the 2p-tuple obtained by shifting each element of K to the left t times; for instance, K 0 = K, and K 1 ends with κ 1,1 and starts with κ 1,2 (or κ 2,1 if s 1 = 1). Relabel the elements of K t by denoting K t = (c 1 , c 2 , . . . , c 2p ), where the c i = c i (t) constitute a suitable reordering of the κ i,j that depends on t.
In particular, for each integer
Further let q denote the number of odd elements in J (or, equivalently, the number of odd u i ).
Next, for each integer i ∈ [1, p] define the set α ′ i as follows. If 2i ∈ J , then set α
Under the above notation, we have the following definition (where, in the below, we recall that we set ν 1 H(α) = 0 whenever |α| is odd). 
Now, we have the following proposition, obtained by combining equation (32) of [7] with either [21] or equation (2.16) of [5] . [7, Equation (32) ], [21] ). Assume that the stratum H(α) is nonempty and connected. Then, under the above notation, we have that To implement the first task, let us define
which is the p = 1 contribution to the right side of (4.2).
The following result, which approximates T (α) by Theorem 1] ). There exists a constant C > 0 such that the following holds. For any integer g ≥ 3 and partition α = (m 1 , m 2 , . . . , m n ) ∈ Y 2g−2 such that the stratum H(α) is nonempty and connected, we have that
Proof. Throughout this proof, we abbreviate T = T (α). We also define the constant R = 2 2 200 and assume that g > R 2 . We can express T = T 1 + T 2 , where
To evaluate these two quantities explicitly, we apply (4.1).
Specifically, if the (p, d) there is equal to (1, 1), then µ = (µ 1 ) can be equal to any of the m i ∈ α, in which case α 1 = α \ {m i }. Then, C 2p (d) = C 2 (1) consists of one element, and so s = (2). Thus, κ = (κ 1,1 , κ 1,2 ) ranges over all pairs of positive integers that sum to m i .
The value of t can either be 0 or 1. If it is equal to 0, then c 1 = κ 1,1 and c 2 = κ 1,2 , so that J = (1) and q = 1; if it is equal to 1, then c 1 = κ 1,2 and c 2 = κ 1,1 , so that J = (2) and q = 0. Only the former case (t = 0; c 1 = κ 1,1 , c 2 = κ 1,2 , and J = (1)) yields a nonzero contribution to the right side of (4.1). Then, α
Inserting these facts into (4.1), we deduce that 4) where in the latter equality we used the fact that there are m i − 1 choices for the pair (c 1 , c 2 ). If n ≥ 2 and the (p, d) in (4.1) is equal to (1, 2), then µ = (µ 1 , µ 2 ) can be equal to (m i , m j ) for any 1 ≤ i = j ≤ n; in this case,
consists of one element, and so s = (1, 1) . Thus, there is one choice for κ = (κ 1,1 , κ 2,1 ) = (m 1 , m 2 ).
The value of t can either be 0 or 1. If it is equal to 0, then (c 1 , c 2 ) = (m i , m j ), and if it is equal to 1, then (c 1 , c 2 ) = (m j , m i ); in either case, J = (1, 2) and so q = 1. Furthermore, α
.
Now, (2.3) yields that
Inserting the first estimate in (4.6) into (4.4) then yields
Similarly inserting (4.6) into (4.5) yields
Now the proposition follows from (4.7), (4.8) , and the facts that T = T 1 + T 2 and
In Section 4.3 we will establish the following bound on the quantities A p;d .
Proposition 4.4. There exists a constant C > 0 such that the following holds. For any integer g ≥ 3; partition α = (m 1 , m 2 , . . . , m n ) ∈ Y 2g−2 such that the stratum H(α) is nonempty and connected; and positive integers p ≥ 2 and d ≤ max{n, 2p}, we have that
Assuming Proposition 4.4, we can now establish Theorem 1.3.
Proof of Theorem 1.3 Assuming Proposition 4.4. We may assume that g is sufficiently large. Thus, throughout this proof, we assume g > 2 20 C, where C denotes the maximum of the two constants C defined in Proposition 4.3 and Proposition 4.4.
Then, in view of (4.2) and (4.3), we have that
where we have used Proposition 4.3 and Proposition 4.4 to deduce the second estimate, and the fact that |α| ≥ g to deduce the third estimate. This implies the theorem.
Proof of Proposition 4.4.
In this section we establish Proposition 4.4. Throughout this section, we abbreviate
. We begin with the following lemma, which provides a preliminary estimate on A. To state this bound, we recall some notation from the proof of Proposition 3.4. Specifically, for any nonnegative which upon insertion into (4.1) yields that
where in the latter estimate we used the fact that q ≤ 2p. Proof of Proposition 4.4. We first bound the maximum of the product on the right side of (4.9) over all (α i ) ∈ N(α; D). To that end, we apply Lemma 2.3 with the A i there equal to the |α i | here; the B i there equal to the B i + D i here; the C i there equal to the D i here; and the d there equal to 3 here. Since
the T from that lemma is equal to |α| − |µ|; the U from that lemma is equal to |µ| + n − d − 2p; and the V from that lemma is equal to n − d. Thus, we deduce from (2.7) that In order to bound the last two sums on the right side of (4.11), we apply Lemma 2.6 with the r there equal to p here; the A i there equal to the B i here; the B i there equal to the D i here; the U there equal to n − d here; and the V there equal to |µ| − 2p here, we obtain that |α| + n ! ≥ 2e −|α|−n |α| + n |α|+n+1/2 , which follow from the second estimate in (2.5).
