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In this work we study concavity properties of solutions of 
u”+((n- 1)/x-x/2) u’=f(u). x>O. As a by-product we establish the non- 
existence of global solutions in C*(O, a)). Some applications to nonlinear parabolic 
equations are mentioned. tn 1988 Academic Press, Inc 
1. INTRODUCTION 
In this paper we consider solutions 
UN + 
n-1 
y- u+4’=f(u) 
u(0) = a, 
of 
for x>O (~3 l), 
u’(0) = 0 (f(a ) < 0. 
(1.1) 
(1.2) 
For n = 1 we prove (in Section 2) under some assumptions onf(u) that any 
solution U(X) is concave. The class offs includes 
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f(u,=-$uP (1 <P<cQ), (1.3) 
f(u) = 1 - eU, (1.4) 
and 
f(u)=u+q (O<q< 1). (1.5) 
Forfas in (1.4) and n62 and forfas in (1.3) and (n-2)p<n we 
derive weaker concavity properties; in case (1.4), U(X) is concave in the 
variable log x, and in case (1.3) U” + (p + 1 )/(p - 1) x (u’/x) is negative. We 
then proceed to deduce, for n < 2 andfas in (1.4), that there does not exist 
a global solution with u’(x) uniformly bounded. This result was already 
proved by Bebernes and Troy [Z] for n = 1 and by Bebernes, Bressan, and 
Eberly [l] for n = 1, 2; our method is entirely different and shorter. 
For the case (1.3) with (n - 2) p d n + 2, Giga and Kohn [ 51 established 
that the only bounded nonzero global solution is the constant 
(p-l)-ll~P--l); in fact they established this also for nonradial solutions of 
Au-; ,i ..!L”-,P 
*=l ‘d-xi p-l . (1.6) 
These nonexistence results are used in studying the asymptotic behavior of 
solutions of nonlinear parabolic equations near a blow-up point; see [S] 
(also [ 1, 21). 
Equation (1.1) with f as in (1.5) arises in the study of the extinction of 
solutions of 
u,-Au+d’=O (1.7) 
(see [4]). In Section 4 we prove for (1.1 ), (1.5) with any n >, 1 that there 
exist no nonnegative solutions in C’[O, co). The method of proof is in the 
same spirit as in Sections 2, 3. This result is applied in Section 5 to study 
the behavior of radial solutions of (1.7) near an extinction point. 
2. CONCAVITY THEOREMS 
Consider 
u’+d=/(u) for x>O, 
u(O)=a, u’(0) = 0, 
(2.1) 
(2.2) 
and assume that f(u) is defined for all u > 0 and satisfies: 
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There exists a u0 E (0, cc ) such that 
f(u) < 0 if u>uO, f’(%) = 03 
1 +f“(U) < 0 if U> u0 
>o if u<u”, 
and for some B > 0, 
further, 
f(u) 6 Wl +f’(U)); 
f”( 24) < 0 if 021 
and 
(1 -e)(t+f’(u))>Buf”(u) if 8< 1. 
(2.3 ) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
Notice that if a > u0 then u”(0) < 0. 
THEOREM 2.1. Zfa> u,, then u”(x)<0 as long as u(x)>O. 
Proof: By differentiating (2.1) we get 
u..-;uq;+f’(u)) d, (2.8) 
u”‘-;uyl +f’(24))u”+f”(24)u”. (2.9) 
Multiplying (2.1) by U” and (2.9) by Bu and subtracting the second 
equation from the first, we get 
3 
*‘u” - &&“) -5 (,‘,” - &&“) 
= (1 -e) dd”+ [ftu) - e(l +fyu)) us d - e2.g-yu) d*. (2.10) 
Consider first the case when 8 < 1 and set 
Notice that S(x) > 0 for x > 0, x small, provided 
m(x) E (1 - e) d’ - e2g-yu) d (2.11) 
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is negative for x > 0, x small; here we use the assumption (2.5) and the fact 
that u”(x) < 0, u’(x) < 0 for x > 0, x small. Using (2.8), (2.9) we easily com- 
pute that m(0) = 0 and (by (2.7)) that m’(O) < 0, so that, in fact, m(x) < 0 
for x > 0, x small. 
From (2.1 l), (2.5) we see that J remains positive and increasing as long 
as 
un go, mb0 (2.12) 
or, by (2.8) as long as 
u” $0, m=(l-B)zu”+ (l-8) ?+f(u) -0uf (u) [ (’ ’ ) rr ]dQO. 
(2.13) 
Observe that since u”‘(O) = 0, U(~)(O) > 0, we have: P(x) > 0, u’“‘(x) > 0, 
for x > 0, x small. We claim: 
u” cannot vanish as long as u”‘>O. (2.14) 
Indeed, otherwise there is a first point X such that u”‘(x) 3 0 if 0 <x < X, 
u”(x) < 0 if 0 <x <X, and u”(X) =O. In view of (2.7) both inequalities 
in (2.13) hold for 0 < x d X. Consequently, by (2.12), J is increasing for 
0 <x < X and, in particular, J(X) > 0. This is a contradiction since 
J(x) = - &&le -a4 < 0 at x=X. (2.15) 
In case 8 2 1, 
(1 - e) dd” > 0, - eufyu) d2 > 0 (2.16) 
for x > 0, x small, and thus again J(x) is positive and increasing for x > 0, 
x near zero. Further, the assertion (2.14) holds and the proof is somewhat 
simpler than before: if u” vanishes at x = 2 and u”(x) < 0, u”‘(x) 2 0 for 
0 < x < X, then using (2.16) we deduce that J(x) is increasing for 0 < x < X 
and J(X) > 0, which is a contradiction by (2.15). 
We have thus completed the proof of (2.14) in both cases 0 < 8 < 1 and 
82 I. 
From (2.1) we easily deduce that 
u’ < 0, UN < 0 if u>uO. (2.17) 
We claim 
u’l’ > 0 if uauu,. (2.18) 
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Indeed, suppose for contradiction that u”‘(x)>0 if 0 <XC,?, u”‘(X) =O, 
where u(X) > uO. Then 
lu’(X)l = I?‘; qx)i > .?(u”(,u)l 
and therefore, by (2.8), (2.4), 
u”‘(x)=(l +/.‘(u))u~-~u~+~u~~>(l +f’(u))u’>O 
at x=X, which is a contradiction. 
If U”‘(X) > 0 as long as U(X) > 0 then (2.14) shows that u”(x) < 0 as long 
as U(X) > 0. Thus it remains to consider the case where u”‘(x) vanishes at 
some points; let x=X be the smallest value of x such that u”‘(x) = 0. In 
view of (2.18), u(X) < uO. From (2.9) we then get 
d4’(X) G (1 +f’(u)) UN < 0 at x=X, 
where (2.4) was used. It follows that u”‘(x) remains negative for x > X, 
x-2 small. The function u”’ must in fact remain negative for as long as 
u > 0; otherwise, if U”‘(X) becomes zero for the first time at (say) x = 1 then, 
as before, U(~)(Z) < 0, which is a contradiction. 
We have thus proved that u”‘(x) ~0 for x>X. But then u”(X) ~0 and 
u”(x) is decreasing for x > 2, and so u”(x) < 0 as long as U(X) > 0. 
COROLLARY 2.2. The maximal interval {O < x -z x0 > where the positive 
solution of(2.1), (2.2) exists (when a > uO) is finite. 
Indeed, since u’(x) < 0, u”(x) < 0 if x > 0, u = U(X) must intersect u = 0 
for some finite number x0. 
Theorem 1.1 applies to (1.3) with uO= (l/(p- l))“(p-l), 8=(1/p)< 1 
and to (1.5) with ue=(l/(l-q)) 1’(q-‘), 8= (l/q) > 1. The case (1.4) will 
now be considered by some modifications in the above method. 
THEOREM 2.3. Let u be a solution of 
ur’-tu’+e”- 1~0, o<x<x,, 
u(O)=a, u’(0) = 0, 
(2.19) 
(2.20) 
where a > 0. Then u”(x) < 0 for all 0 < x < x,,. 
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Proof. By differentiating (2.19), 
1!, 
X 1 
U --u”=-u’-e”u’, 2 2 
u(4) - 2 u”’ = (1 - CU) 
-I 
u” - &‘2. 
L 
(2.21) 
(2.22) 
Multiplying (2.19) by u” and subtracting from Eq. (2.22), we get 
i( 
utufI _ ufI’) _ if (&” _ $‘I) = &‘2 + u’u’l’ 
2 
= u’( e”u’ + u”‘) 
by (2.21). Thus 
3 u’u” _ ,“‘) -5 (u’u” - u”‘) = ( 
1 x U’Q + - u’* 
2 2 > 
I 
Introducing the function 
J= (u’u” _ u”‘) (?-x*/4 
we can prove as before that u” < 0 as long as u”’ > 0. We can also establish 
the fact that u” >O if u 20 by the same argument as used to 
establish (2.18). Finally, as before, we can show that either u”‘(x) > 0 for all 
0 <x < x0 or u”‘(x) vanishes at some x=X and then remains negative 
thereafter; in either case u”(x) < 0 for all 0 < x < x0. 
3. CONCAVITY-LIKE THEOREMS 
In this section we consider (l.l), (1.2) and establish concavity-like results 
under certain restrictions on n;f will be either the function given in (1.4) or 
the function given in ( 1.3). 
We begin with 
n-l 
u”+- uL-xu~=l-eeu, 
X 2 o<x<x,, (3.1) 
u(0) = a, u’(0) = 0 (a > 0). (3.2) 
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We assume that u E C’[O, x,). From (3.1) we then deduce that 
u”(0) + (n - 1) U”(0) = 1 - O‘I 
so that u”(0) < 0; u’(x) is then negative for x > 0, .x small. Set 
v(t) = u(x), where t = log x. 
THEOREM 3.1. If n < 2 then u(t) is concave in log x. 
Proof: We have 
0” + (n - 2 - 4 e2’) 0’ = e*y 1 - eL‘) 
and, by differentiation, 
u”’ + (n - 2 - 4 e*‘) v” = e2’( 1 - e’)(v’ + 2). 
Multiplying (3.4) by v’ + 2 and subtracting from (3.5), we get 
$(d(u’+2)-#)+(n-2-ke*‘) (u’(u’+~)Lu”)=~I’u”. 
Set 
Then 
J=Ae’“-*‘1-.2r/4 7 A = u’(u’ + 2) - u”. 
Jl=v’v”e’“-2’t-e2’/4 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
We easily compute that v’ < 0, v” < 0 for t near - co and, therefore, 
J(t) is positive and increasing as long as u” < 0. (3.9) 
We shall now prove that u” < 0 for all t. Indeed, suppose for contra- 
diction that this is not the case, and let t = t, be the smallest t for which 
u”(t) = 0. Then A = u’(v’ + 2) at t = to and, by (3.9), o’(tO) + 2 < 0. On the 
other hand, by (3.4), 
(v’+2)e2’=2(n-2)o’+2e2’+“>0 at I= to 
since n < 2, which is a contradiction. 
COROLLARY 3.2. If n Q 2 then there does not exist a solution of (3.1), 
(3.2) for all 0 < x < co for which u’(x) is ungormly bounded. 
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ProoJ If such a solution does exist, then u’(x) bounded implies that 
u’= O(e’) and so, from (3.4), u” = O(e3’). Hence J(t) -+ 0 if I -+ co, which is 
a contradiction to (3.9) since u”(t) <O for all t. 
Remark 3.1. Corollary 3.2 was proved in [2] for n = 1 and in [ 1 ] for 
n = 1, 2; our proof is entirely different. Corollary 3.2 is not true if n > 2; see 
Eberly and Troy [3]. 
Consider next 
n-l 
u”+- 
X u u’--u’=--u 
X 2 P-l p 
(x > 01, 
u(0) = a, u’(0) = 0 
( 
a>uo, ““=(--gp-‘~), (3.11) 
where 1 < p < co, and define v(t) as in (3.3). 
THEOREM 3.3. Zf (n-2)p<n then u”+(2/(p-l))o’<O as long as 
u>O, i.e., 
u”+P+l 1 -- 
p-lx 
u’ < 0 as long as u>O. 
Proof. Analogously to (3.4), (3.5) we have 
,.+(,-,_~,),=,~~-I.‘), (3.12) 
uf~'+(n-2-1,)utf=~~-uP)e21(p~+2). (3.13) 
Multiplying (3.12) by pu’ + 2u and (3.13) by u and subtracting one equation 
from the other, we get 
-$(pu'+2u)u'-uu")+(n-2-~e2')((pu'+2u)uf-uu'f) 
= (pu” + 2u’) 0’ - u’d’; 
the right-hand side is positive as long as 
v’<O, (p - 1) u” + 2v’ < 0, 
and fhe second inequality implies the first one (since u’ is negative for t 
near - cc). 
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Since initially (PO’ + 2~) v’ - vu” is positive, we conclude that 
[(pt,’ + Zv) c’ _ vv’t] $2 21 f- G44 
is positive and increasing as long as 
(p - 1) v” + 2u’ < 0. (3.14) 
We shall now prove the assertion of the theorem: 
(p- l)o”+2v’<O as long as v > 0. 
Indeed if this is not true then there is a smallest t = to such that 
(p - 1) u”( to) + 2u’( to) = 0. (3.15) 
From (3.12) we then deduce that 
0’ ( 2 1 n-2-- ) 4”f+e”(5-vI). p-l 2 (3.16) 
Next, by (3.14) 
pv’2 + 2vv’ - vvlf > 0 for f<t, 
and, recalling (3.15), 
2vv’ 
pv’2 + 2vv’ > - - 
P-l 
at t=t,, 
or u’ < -2v/(p - 1) at t = to. Substituting this on the right-hand side 
of (3.16) we get 
VI 
2 
n-2-- 
P-l > 
< -e-2’vp<0 
which is a contradiction since n - 2 - 2/(p - 1) < 0. 
Remark 3.2. Theorem 3.3 can be used to show that positive global 
solutions of (3.10), (3.11) do not exist if p(n - 2) <n. This, however, was 
already proved by Giga and Kohn [S] even for nonradial solutions of (1.6) 
and for p satisfying ~(n - 2) ,< n + 2. On the other hand, if ~(n - 2) > n + 2 
then there may exist bounded positive solutions of (3.10), (3.11) for 
0-zx-c co; see Troy [6]. 
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4. NONEXISTENCE FOR (Ll), (1.5) 
In this section we consider 
n-l 
d +- 
X ?A 
u’-p=u~-l (x > Oh 
X 
u(0) = a, u’(0) = 0 a>u,, uo=(+-)“““‘) (4.2) 
and prove 
THEOREM 4.1. There does not exist a nonnegative monotone decreasing 
solution in C*[O, co) of(4.1) (4.2). 
Notice that in contrast with the result of Section 3, we do not establish 
here any concavity results. On the other hand, there are no restrictions on 
n. 
Proof. We first prove the theorem under the assumption that the 
solution is monotone decreasing. 
As in the proof of Lemma 2.3 of [4] we can establish that if v = u(‘-~)” 
and < is any function in P[O, co) with i(x) = 1 if 0 <x < a, c(x) =0 if 
a + 1 <x < 00, 0 < c’(x) < 2 then c2v12 < C where C is a positive constant 
independent of a. Hence 
Ju’l < cu” +y)‘* for O<x<oo. (4.3) 
We have 
#+(n-2)u'--e v =e ; 2t ' *$4!-.) 
and, by differentiation, 
1 0”’ + (n - 2) y” - _ e*‘y” = e2r 2 (v+-)(9;+2). (4.5) 
Multiplying (4.4) by qv’ + 2v and (4.5) by v and subtracting one equation 
from the other, we obtain 
$(qv’+2v)v’-vv”)+(n-2-ie”)((qv’+2v)v’-vv”) 
= (qv” + 2v’) II’ - v’u” = u’((q - 1) V” + 2v’) E B. (4.6) 
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We compute that near t = -x, 
(q - 1) c” + 2c’ - 2qA < 0 
and thus also B> 0. Hence, setting 
J = ~~(n 2) I r2’;4 A = (qd + 2c) c” - ml” (4.7) 
we deduce from (4.6) that 
2 
J(t) is positive and increasing as long as 0” -- 
1-q 
v’>O. (4.8) 
Set 
2 ).$J = 0” - - 0’. 
1-q 
Using (4.5) and substituting u4 - u/( 1 -4) from (4.4), we find that 
w’+Ew= 3-&)( -;P+&+y(n-2)) 
where 
Hence, setting 
D=exp 
i 
-qlogu-$ % e2’+(n-2)t+- 
1-qt ’ I 
we have 
The first two factors on the right-hand side are each negative. The third 
factor is monotone decreasing in t. Consequently, 
g(~)z(v+)D is positive and increasing for 
-m<tt<, and decreasing for d < t < cc, (4.9 1 
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where (T is determined by 
ezO =&+2(n-2). 
We now consider separately two cases: 
u(t)>0 if -a3<<<tt,, u(t,) = 0 
for some t, < co, and 
u(t) > 0 for all --co<<<<. 
(4.10) 
(4.11) 
In case (4.10), 
u = vf = j)” at t= to 
since v E C2. Consequently, g(t,) = 0 and, by (4.9), g(r) > 0 if t < t,. 
From (4.8) it then follows that J(t,,) > 0, which is impossible since 
A(t,) =O; see (4.7). 
It remains to consider case (4.11). Using (4.3) and (4.1) we get 
12.4”) < C(xu (1 +Yw + u”) 
for x large, and therefore 
Iu’I < C&0(’ +Y)j2, 
Iv”/ = lu”e” + u’e’l < C(e3’v(’ +qJi2 + e*‘UY). 
Setting y = n - 2 + 2q/( 1 - q) we can estimate 
(4.12) 
(4.13) 
I, 2v’ 
Idt)l= >-(l-q)uq err - e2’14 
< C(e*’ + e3t~(1 -4)/Z) eYt - 2’/4 ~ 0 
if t + co. Recalling (4.9) we deduce that g(r) > 0 for all t and, therefore, 
by (4.8), J(t) is positive and increasing for all t. However, by (4.12), (4.13), 
and (4.7), we see that J(t) + 0 if t -+ co, which is a contradiction. 
It remains to remove the restriction that the solution is monotone 
decreasing. The first step is to show that if a is large then u’ < 0 up to u = 0 
and that u = 0 at x = x,(a) where x0(a) remains bounded as a + co. 
This is easily seen by scaling. We set u = aw and then 
n+l 
w”+- 
X 
wf-;wf=u(1-~w42L, 
1-q 
w(0) = 1, w’(0) = 0. 
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The function u’ (for u -+ CC ) then behaves like the principal eigenfunction of 
(B, is the ball of radius R in Rn) with eigenvalue l/( 1 -4); note that R is 
finite since the first eigenvalue goes to zero if R -+ cc. 
We now decrease a. For any a such that u is monotone decreasing, u 
vanishes at some finite number x=x0(a) and u’(x,(a)) < 0 by the proof of 
Theorem 4.1 for monotone decreasing solutions; further, x,(a) is uniformly 
bounded in a. Hence if the assertion of the theorem is not true then there is 
a first a such that U’ has an internal zero. But then this must also be a 
double zero for u’ and, since 
24”’ + ecu” + pu = 0 (LX, !I smooth) 
we conclude that U’ s 0, a contradiction. 
Remark 4.1. Numerical calculations for solutions 
n = 2 show that there is no concavity of u(x) in cases ( 
of (l.l), (1.2), with 
1.3), (1.4) and there 
is no concavity for (1.5) if q > 0.58; if q < 0.58 then concavity of U(X) still 
holds. For (1.1 ), (1.2) (1.5) with n = 2 numerical calculation show that 
u” + +4’ < 0. 
5. AN APPLICATION 
Consider 
u,-Au= -,W if XEB,, t>O, (5.1) 
u=o if xEaBR, t>O, (5.2) 
u=# if XEB,, t=O, (5.3) 
where 0 <q < 1, A> 0, B, = {XE R”; 1x1 CR}. We assume that 4 =$(r) is a 
positive radially symmetric function (r = /xl); then the solution is also 
radially symmetric. 
We also assume that 
4(r) > 0 and d’(r) < 0 in B,, 
d(R) =O, 4”(O) < 0, (5.4) 
Ad+/@‘20 for some p > 0. 
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It was recently proved by Friedman and Herrero [4] that there is a finite 
time T such that 
u(r, t)rO if t3 T, 
u(0, t) > 0 if O<t<T 
and, for any 0 < r0 < R, 
u(r, t) = 0 for (r, t) in some neighborhood of (Ye, T). 
In the terminology of [4] this means that r = 0 is the only extinction point 
of u. The estimates 
C41- q)(T- t)l l’(‘--y)<u(O, t)< [(A++)(1 -q)(T-t)]“‘I-“’ (5.5) 
Iu,I ,< cd’ +4)‘z, u, < 0. (5.6) 
are also derived in [4]. 
THEOREM 5.1. For any C > 0, 
(T-t)-“(‘-Y)~(r, t)+u, (uo=(&)""-"') (5.7) 
.for r<C(T-t)“2, r-+T. 
Proof. Take for simplicity ;1= 1. Consider the transformation 
w(p, s) = (T- t) -‘A’ -9) u(r, f), 
where 
r = p( T- t)‘/*, s=log(T-t). 
Then w  satisfies a parabolic equation whose stationary form is 
n-l P W 
WPP +- 
P 
w,-zw,=w'-l. (5.8) 
Also, by (5.6), or by the proof of (4.3), 
Jwp) < cw” +q)‘2, w,<o. (5.9) 
To prove (5.7) we follow the method of Giga and Kohn [IS] with 
obvious changes. Then all that remains to show is that the only non- 
negative C*[O, co) solution of (5.8), (5.9) subject to 
w’(0) = 0, uo < w(0) < u1 
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is WE u0 (here U, is a constant depending on p). But this follows from 
Theorem 4.1. 
Theorem 5.1 can be used to deduce (see [4]) that the boundary of the 
set {U > 0} is given by r = + g(t), where 
C(T-t)1~2~g(t)~(T-t)1,2~~~.“) (c > 0, E(l) > 0) 
and c(t) -+O if t -+ T. 
Nore added in proof: B. Peletier and W. C. Troy have recently given an entirely different 
proof of Theorem 4.1. It will appear in this journal. 
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