The impulse radar has shown promising results for detecting buried objects, even non-metallic ones. One problem with ground penetrating radars is the strong backscattered signal from the ground surface. If the object is buried deeply below the surface this is no problem since the backscattered signal from the surface will arrive earlier than the target signal and we only have to gate the time signal. When the objects are shallowly buried gating is not possible since the backscattered signal from target and the surface will arrive almost simultaneously. The detection problem is thus to a large extent the problem of separating the target signal from the ground backscatter. In the present paper we introduce a signal model that exploits the di erent properties of the backscattered signals from target and ground surface. Di erent algorithms for separation of the di erent components in the signal model are presented together with a performance measure to evaluate the algorithms. After the signal components have been separated, both classical detection methods and some more ad hoc methods are applied and evaluated.
Introduction
The application of interest in the present paper is detection of buried objects using an impulse radar. The project is carried out at the National Defense Research Establishment (FOA) in Link oping, Sweden, together with Chalmers University of Technology in Gothenburg, Sweden. The development is towards a hand-held system, complete with radar transmitter/receiver and signal processing capabilities. The measurements that are the basis of this paper are however made with a stationary radar system described in Section 2. The idea of using radar for investigating underground structures is not new. The earliest ground penetrating radar (GPR) systems transmitted a modulated radar pulse into the ground and recorded the strength of the echo as a function of time. By sliding the radar antenna along the the ground surface while making radar measurements, a so called radargram was produced. The radargram is a two dimensional plot with the antenna position on the x-axis and time (corresponding to depth) on the y-axis. These radargrams can be di cult to interpret since, as will be explained in Section 3, a point scatterer will give a return that is shaped as a hyperbola in the radargram. The hyperbola will be centered around the position of the scatterer, but if there are several closely spaced scatterers the radargram will be blurred. To overcome this problem, advanced mathematical methods can be applied to solve the inverse problem, i.e. given measurements of the backscattered electromagnetic eld nding the geometry of the scatterers. Examples of such methods can be found in 1], 2] and 3]. These methods are very complex and are not realistic to implement on a hand-held system operating in real time. The goal of the research project is to be able to detect and classify shallowly buried objects, in particular buried landmines. The principle of the mine search is to scan an area with the radar antenna and detect and classify di erent buried objects. Some references related to the detection problem are 4], 5] and 6]. One problem that one can expect to encounter is that the ground may contain a lot of stones and tree roots etc. and, if the task is to clear a mine eld in a war zone, a lot of metal fragments. To be able to separate the mines from other buried objects the search is divided into two stages. The rst stage is the detection stage, where all types of buried objects should be detected. The second stage, the classi cation stage, should then be able to di erentiate mines from stones and other objects. The motivation for introducing a detection stage is that the classi cation algorithms are quite complicated and may not be processed in real time. The detection stage can, however, be made simple, thus reducing the amount of data that has to be processed by the classi cation algorithms. The present paper treats the detection stage only. It is, however, the classi cation stage that dictates the choice of radar system. The impulse radar has shown promising results for classi cation of both metallic and non-metallic objects, see 7] and 8]. One problem when detecting shallowly buried objects is that the return from the ground surface will interfere with the return from the object. To solve this problem a signal model that exploits the di erent properties of the ground echo and the object echo is introduced in Section 3. In Section 4 algorithms for separating the di erent components in the signal model are proposed, together with a performance measure to evaluate the algorithms. In Section 5 several detection algorithms are presented, both classical methods and some more ad hoc methods.
Measurements
The used impulse radar system transmits pulses of length 0.3 ns with a pulse repetition frequency of 250 kHz and a peak power of 18 W. The antenna consists of two crossed broad-band dipoles (transmitting and receiving), and the radar system operates in the frequency band of 0.3-3 GHz. The experiments are performed in a sand container at the National Defense Research Establishment (FOA3). The sand container is 4 4 m and the antenna is mounted on a X-Y positioning system above the container. Data are sampled and preprocessed using a digitizing signal analyzer that has a signal level resolution of 14 bits, and the sampling rate is chosen to be 20 GHz. The analog bandwidth of the signal analyzer system does not impose any further restriction on the total bandwidth of the complete radar and signal analyzer system. The transmitted pulse can be modeled as an ideal impulse ltered through a bandpass lter, where the bandpass lter represents the bandwidth limitation of the complete system. The shape of such a pulse is plotted in Figure 1 . To suppress noise, the time-series are each composed of 10 ensemble averaged sampled waveforms. For the evaluation of the detection algorithms, four di erent objects are buried in the sand container about 10 cm below the surface. The sand in the container is dry. The measurements are made in lines at di erent distances from the object, and the rightmost line passes above the center of the object (see Fig. 2 ). The measurement grid covers the area x = 90 ? 150 cm and y = 100 ? 250 cm with a dis- Note that the shifted vector is lled with zeros. For negative k the beginning of the vector is lled with zeros instead. The measured signal can be written as the sum of three independent parts, w x;y = s x;y + b x;y + e , where s x;y is the desired target signal, b x;y is the return from the surrounding background and e is noise. This signal model is crucial for the following work, since it is the basis for the separation and detection algorithms. w x;y = s x;y + b x;y + e
The di erent properties of the signal components will be described one at a time.
Target signal
The antenna used has a very low directivity, which means that we can not decide from one measurement in which direction a target is present. A target buried at di erent positions, but at the same radial distance from the antenna will give essentially the same return. Let us assume that the received target signal at a speci c measurement location can be approximated by a sum of returns from a nite number of distinct point scatterers. We describe each point scatterer by its location (x n ; y n ; z n ) and its re ectivity a n . The round-trip distance from the measurement location, (x m ; y m ; 0), to a point scatterer is denoted r m;n = 2 
where b c denotes the integer part, r is the (real) dielectric constant and c is the speed of light. Signals from both buried objects and from disturbing objects, such as stones, are considered as target signals. This model is a very crude one, since it does not include the spectral shaping produced by the target's radar cross section (RCS). This spectral shaping is of utmost importance for the classi cation algorithms, but for detection purposes we choose to neglect it. In Figure 4 a response from a measurement of the metal sphere (object D) is shown as an example of a target signal. This measurement is made in an anechoic chamber where the background is rst measured without any object present, and then the background is subtracted from the following measurement. This signal can thus be considered as a pure target signal. If we compare this signal with the transmitted signal in Figure 
Background signal
Since the background signal, due to the low directivity of the antenna, is the average of the background in all di erent directions, it can be assumed to vary slowly from measurement position to measurement position. Systematic errors in the measurement equipment, such as crosstalk between antenna elements, are also included in the background signal. In Figure 5 a measurement of the metal sphere (object D) buried in the sand container is shown. The pulse occurring between 1-2ns is a combination of the ground re ex and 
Noise
Besides the two signal components mentioned above, a noise component is also added to the signals. This noise is assumed to be spatially white and normal distributed.
Empirical SNR de nition
It is not obvious how the SNR should be estimated from measured data, since it is not possible to tell which part of the measured signal is background and noise and which is the desired target signal. One way is to de ne one geometrical region around the object where we can expect to receive target signal plus background and noise, and one region further away from the object where we only receive background and noise. This is illustrated in Figure 6 , where measurements are made in lines at di erent distance from the object, and the rightmost line passes above the center of the object. For measurements made at a radial distance r < r 1 from the center of the object we expect to receive target signal plus background and noise, and for measurement with r > r 2 we expect to receive only background and noise.
Let R 1 denote the set of coordinates, (x; y), with r < r 1 and R 2 the set with 
The ?1 in the expression becomes clear if we calculate the average energies and assume that the target signal and the noise and the background are independent and that the average energy of the noise and the background is constant over the measurement area. Let N 1 and N 2 denote the number of measurements in R 1 and R 2 respectively. SNR = 
This expression has the same form as the standard de nition of SNR . The approximate equality in the last step is due to the niteness of N 1 and N 2 .
Separation of background and target
To enhance the performance of the detectors it is desirable to separate the target signal from the background. This can be done by estimating the background from a number of measurements and then subtracting it from the following measurements. This approach has the disadvantage that it assumes that the background is constant over the whole measurement area.
To be able to follow slow variations in the background the estimate should be local. This can be done as a ltering operation on the signals. We will here describe di erent versions of both approaches. To evaluate the algorithms we calculate the empirical SNR de ned in eq. (5) before and after the algorithms are applied.
Subtraction of background
The subtraction methods described in this paper subtracts a delayed and scaled version of the background from the measured signal. The background signal is constructed by taking the mean of a number of measurements made with no object present. A peak appears in the rst 1-2ns of the signal due to crosstalk in the measurement system. This peak is not an information bearing part of the signals. However, since this part stays relatively constant from measurement to measurement it can be used to align the background signal to the desired signal.
Least squares tting of background
To nd the optimum delay and scaling of the background before it is subtracted from the measurements we introduce the criterion 2 = jjw ? c q ?k bjj 2 
The matrix R appears as a weighting of the vectors w and b . Oncek is found, this value can be plugged in to (9) to obtainĉ.
Approximative least squares method
In the present application we can allow ourselves to make an approximation. The approximation is to consider the denominator in (11) 
This value ofk is then used to ndĉ from eq. (9).
Simulations
The least squares method (LS) is here compared with the approximative least squares method (ALS). The methods are rst evaluated on real data from the four di erent data sets described in section 1. In the simulations the weighting sequence r i is chosen to be one half period of a cosine function. The weighting sequence is centered around sample no. 30 and the length of the sequence is 40 samples. The background is estimated as the average of the measurements in the second row from the left in the measurement grid, see Figure 2 . The empirical SNR is calculated before and after the algorithms are applied, and the results are shown in Table 1 . Table 1 : SNR before and after background subtraction.
The results are very similar for the two di erent methods. No signi cant degradation is observed for the approximative method. The methods are also evaluated on simulated data. A signal of the same character as the impulse radar signals is delayed di erent amounts. The value of the delay is drawn from a binomial distribution, taking values between -12 and 12. The signal is then corrupted with white noise with di erent signal to noise energy ratios. For each SNR the trial is repeated 1000 times. The results are shown in to give a smaller error than does the LS method. The explanation to this is that the denominator in (11) will decrease for increasing magnitudes of k for the type of signals considered here. Neglecting this denominator leads to large values ofk being less likely. Since the average value of k is zero in this simulation, this means that the errors in the ALS method will be smaller.
Pre-ltering 4.2.1 Moving average lter
The moving average (MA) estimate of the background is a weighted average of a set of measurements. The averaging is done in the y-direction, and the weighting coe cients are denoted h(k). The length of the weighting sequence is assumed to be odd, that is, it can be written as 2m+1. Since the averaging is assumed to be of nite length, future measurements can be used in the averaging. To implement this on-line, simply introduce a delay in the output of the averaging. The background estimate, denotedb, can thus be formed 
which will be used throughout this paper. The form of the weighting sequence can be chosen almost arbitrarily though, giving di erent ltering e ects.
Median lter
One drawback with the moving average lter is that if there is an object present in our measurement series this will a ect the estimate of the background. A lter that is not so sensitive to this is the median lter (see e.g. 10]). The median of a sequence of numbers is calculated by sorting the numbers by size and then picking the number in the middle. This type of lter is very e ective for removing isolated disturbances that are shorter than half the lter length. If m measurements in a series are a ected by a present object and the lter length is chosen greater than 2m + 1, the background estimate will not be a ected by the object. The median ltered signal is thuŝ b x;y = median(w x;y+k y ; k 2 ?m; m])
where the median is calculated for each element in w . The price paid for this robustness is a somewhat higher nominal variance in the estimates.
Simulations
To compare the MA-lter and the median lter methods, and to nd the optimal lter lengths, simulations are made. The empirical SNR is calculated before and after the lter operations for m between 3 and 25. The methods are evaluated on four di erent data sets of a total of 3952 measurements. The results are shown in Figure 8 . There seems to exist an optimal lter length for m in the range 5-12. The median lter performs slightly better than the MA-lter, but since the median lter requires much more calculations we choose an MA-lter with m = 10 in the following work. It is, however, possible to implement both lters in a recursive manner. In this case, the number of operations should be of the same order for the two lter types.
Detection algorithms
As seen from Figure 8 and Table 1 , the SNR for the measured data is very low, especially for objects A and B. This is illustrated by plotting the energy in the returned signals as a function of x and y over the grid in Figure 2 . Dark colors represent low energy and light values high energy. The object is buried at (x; y) = (150; 175). In Figure 9 this is done for objects A and C. We see that object C (a metal cylinder) can easily be detected solely from the energy in the returned signal. For object A (small plastic cylinder) however, it is obvious that more re ned detection algorithms are needed. In the following work it is assumed that the background is subtracted from each measurement using one of the methods described earlier. 
It is obvious that the detector should compare w 2 n with a threshold 2 and decide H 1 if w 2 n > 2 and H 0 otherwise. Note that this is equivalent to make the test jw n j > , which will be use here. This is a classical detector used in many scenarios. For a formal derivation of this detector see e.g. 11]. The probability of detection, P d , and the probability of false alarm, P f , can then be calculated as (see Figure The variances 2 n0 and 2 n1 are unknown, but 2 n0 can be estimated from data measured with no object present. Using the estimated value of 2 n0 and a maximum allowable value of P f , can be calculated. The probability of detection, P d , can not be calculated without further knowledge or assumptions The function (x) can be found listed in mathematical handbooks. Equation (19) can now be written as
For a speci c value of P f the appropriate value of can be found from a mathematical table. As an example, a probability of false alarm of 0:01 give = 2:58 n0 and P f = 0:001 will give = 3:29 n0 . It is of course more practical to divide every sample with its corresponding standard deviation under H 0 . This gives a threshold that is constant for all samples.
Simulations: single sample detector
The simulations of the sample detector are made on objects A and B, which can be considered as di cult objects to detect. The background is removed using the MA-ltering method in Section 4.2.1. The estimate of the noise variance, n0 , is formed from rows 1-7 in the measurement series (see Figure  2 ). These measurements are assumed to contain no target signal. The detection algorithm is then applied to the last ve rows (rows 9-13 in Figure 2) , where the last row passes straight above the object. The result can be seen in gure 11 and 12 where a white point indicates a detection. The ve plots can be interpreted as vertical slices of the ground at di erent x-coordinates. The rst return from the ground surface arrives at 1ns and the return from 
Snapshot Detection
The snapshot detector uses the whole measurement vector w for detection. The elements w n in w are assumed to be normal distributed and independent of each other. The independence assumption is somewhat doubtful, and as we will see later, it does not quite hold. The derivation of the detector will still be carried out under this assumption. The resulting detector might still prove to be useful. The probability distributions for the vector w can then be written as:
p wjH 0 (wjH 0 ) = 
where z is the standard normal percentile. As an example, N = 200 and = 0:99 gives z = 2:326 and = 249.
Simulations: snapshot detector
Using the value of calculated above will give a much higher false alarm rate than predicted. This is due to that the assumption of independence of the elements in w does not hold. To get a false alarm rate of 0:01 in the simulations, the value of calculated above must almost be doubled.
The detection results when applying the algorithm to measurements from object A are very good (Figure 13 :left), with almost no false alarms. In Figure 13 :right (object B) some detections can be seen in the upper right corner. The same type of detections were present in that area when the single sample detector were applied. These detections stem from an irregularity in the ground surface. A trained operator could probably distinguish these detections from the target detections in Figure 12 , based on the di erence in depth, but the snapshot detector gives no such additional information.
Block Detection
The block detector uses, as the name indicates, a whole block of measurements. In the introduction of the signal model in Section 3, we mentioned that the return from a point scatterer will describe a hyperbola. Using this knowledge about the signal the detection capability can be improved, and at the same time the false alarm rate reduced. The block detector uses a block of measurements made along a line in the x-y plane. These measurements are then used as input to the single sample detector introduced above. The output from the single sample detector can be seen as a binary image where the detections are represented by the pixel value 1, see Figures 11 and 12. An isolated detection, i.e. a pixel value one surrounded by zeros, can based on the signal assumption, be considered a false alarm since a point scatterer will produce lines of connected pixels. To get rid of the false alarms produced by the single sample detector, an image processing algorithm often referred to as a majority algorithm is applied. The majority algorithm assigns the value one to a pixel if it is surrounded by a certain number of ones, and zero otherwise. Typically it checks the eight nearest pixels and sets the pixel to one if at least ve of its neighbors are one. This type of algorithms are often called morphological transforms, 10]. In the present application a modi ed version of this algorithm is used. The pixels in a frame of size 5 5 pixels centered around the pixel under test are checked. If 13 or more pixels in the frame are one, the current pixel is set to one and zero otherwise. Furthermore, only pixels that have the value one from the start are tested. This means that the number of detections in the image can only decrease.
Simulations: block detector
The simulations are based on measurements on objects A and B. The results from the single sample detector are used as input to the block detector. The threshold in the single sample detector is, though, lowered compared with the simulations presented in Figures 11 and 12 , since we know that the block detector will reduce the false alarm rate. The simulation results are presented in the same way as for the single sample detector. If we compare Figure 14 with the corresponding gure for the single sample detector (Figure 11 ), we see that most of the false alarms have been eliminated, while all the detections that intuitively stem from the object are preserved. The results for object B in Figure 15 are not quite as good, but still an improvement compared to the single sample detector in Figure 12 is observed. There is still a false alarm at the ground surface, but most of the stray detections have been rejected.
Conclusions
The present paper deals with the problem of detecting buried objects using an impulse radar. One problem that has to be overcome is that the weak target signal will be hidden in the stronger background signal. In Section 4 solutions to this problem were proposed. The solutions had the form of a spatial lter. When the background signal has been removed, classical detection algorithms can be applied. In Section 5 this was done together with an algorithm of image processing type (the block detector). The results indicate that under the experimental conditions in this paper it is possible to detect both metallic and non-metallic buried objects. The e ect of moist and inhomogeneous soils is an area that has to be investigated though.
