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Abstract
We study a coupled system that describes the interacting dynamics between a bulk field, confined to a finite region with
timelike boundary, and a boundary observable. In our system the dynamics of the boundary observable prescribes
dynamical boundary conditions for the bulk field. We cast our classical system in the form of an abstract linear
Klein-Gordon equation, in an enlarged Hilbert space for the bulk field and the boundary observable. This makes it
possible to apply to our coupled system the general methods of quantization. In particular, we implement the Fock
quantization in full detail. Using this quantization we study the Casimir effect in our coupled system. Specifically,
we compute the renormalized local state polarization and the local Casimir energy, which we can define for both the
bulk field and the boundary observable of our system. Numerical examples in which the integrated Casimir energy is
positive or negative are presented.
1 Introduction
In this work we are concerned with the study of a system describing the coupled dynamics between a bulk field, confined
to a region with (timelike) boundary, and a boundary observable, whereby the dynamics of the boundary observable
prescribes the boundary conditions for the bulk field. While the coupled system can be seen as an interacting one,
as we shall see, it can be cast in the form of an abstract, linear Klein-Gordon equation, for which Fock quantization
can be implemented in full detail. Once a quantum description of the system is available, a most natural question
is to characterize the Casimir effect in this system. Indeed, the purpose of this paper is to study the renormalized
local state polarization and the local Casimir energy , which we can define for both the bulk field and the boundary
observable of the system.
This class of mixed bulk-boundary systems have received attention both in the mathematics and physics literature.
For time-periodic solutions they correspond to Sturm-Liouville problems with boundary conditions that depend in the
spectral parameter. In the mathematics literature this type of Sturm-Liouville problems has been extensively studied.
See for example [41], [21], [35], [7],[37], [28], [30], and the references quoted there.
In the physics literature, such bulk-boundary systems have been studied recently in the context of quantum field
theory in [4, 5, 10, 45] owing to different motivations. In [4, 5], a central motivation was to underpin precisely the
notion of boundary degrees of freedom, especially in connection with the study of black hole entropy calculations in
the context of isolated or dynamical horizons [2, 3], and also to understand whether boundary degrees of freedom could
serve as particle detectors (in the spirit of [39]) for bulk quantum fields. On the other hand, the works [10, 45] have
been largely inspired by the holographic programme of AdS/CFT and its generalisations (see e.g. [27, 43]), and the
similarities between these bulk-boundary systems and so-called holographic renormalization[36]. It is further argued in
[4, 5, 10] that the techniques applied to the study of bulk-boundary systems should also prove relevant for high-energy
physics in the context of Yang-Mills in lower dimensions and Chern-Simons theory [44] and Maxwell-Chern-Simons
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theory [34, 14, 15]. Such techniques are presumably also relevant for condensed matter theory. See e.g. [29] in the
context of the modelling of topological insulators using effective field theory and [18] for the study of effects occurring
therein.
In the physical literature discussed above, the focus has been mainly on the construction of states and linear
observables in quantum theory for such bulk-boundary theories. This work differs in two senses. First, the dynamical
boundary conditions that we impose are more general. In particular, the coefficient β′2 that appears in (2.1) is set to
zero in the previous literature, whereas here we allow it to be different from zero. When β′2 is nonzero there is a new
physical effect, namely an interaction between the bulk and the boundary that depends on the second time derivative
of the bulk field, that is to say, an interaction that is frequency dependent. Second and most importantly, the main
focus in this work is to study the Casimir effect, which is one of prime interest from a theoretical and experimental
viewpoint.
The Casimir effect posits that a system confined to some finite physical region must have a non-trivial vacuum
energy density, which will depend on the boundary conditions of the system, even if the spacetime geometry is flat.
For this reason, this effect has also been of great interest in the quantum field theory literature. The non-trivial
vacuum energy is referred to as the Casimir energy. See e.g. [8] and [16] for a literature overview on the subject.
To the best of our knowledge, the first clear-cut calculation, which clarifies the origin of the Casimir effect in full
quantum field theory, was performed by Kay in [26] in the case of a scalar field with periodic boundary conditions
– i.e., in a cylindrical universe. A thorough discussion of the effect in the same spirit is presented in [19, Chap. 5].
In those references, a point-splitting regularization and Minkowski-vacuum subtraction are used to define the local
Casimir energy. Our strategy to compute the local Casimir energy is in this spirit too, only differing in the fact that
we perform a Hadamard subtraction instead (see Sec. 3.1 below), which is equivalent to removing the Minkowski
vacuum contribution in our case of interest. Note that it is now understood that the Hadamard subtraction is better
suited for generalizing renormalization prescriptions to curved spacetimes. See e.g. [40].
To the best of our knowledge, the only instance in which the Casimir effect has been studied in the context of
dynamical boundary conditions, i.e. for bulk-boundary systems, appears in [17]. That work is motivated by the fact
that superconducting circuit experiments, which are relevant to the experimental measurement of the Casimir energy,
are modelled most appropriately by using dynamical boundary conditions [42].
Our works differs from [17] in that we are interested in the local Casimir energy, both at zero temperature and at
positive temperature, while they focus on the integrated Casimir energy at zero temperature, and in that the boundary
condition that we impose (i.e. the equation for the boundary observable) is more general as we allow for β′2 6= 0. The
method used for obtaining the Casimir energy is also different. In [17] the regularization procedure is implemented by
confining the system to a large box, and obtaining the difference between the total energy of the system of interest
(with dynamical boundary conditions) and the would-be total energy for the system confined in the large box (with
non-dynamical boundary conditions), with the aid of complex-analytic techniques. The integrated Casimir energy is
then obtained by taking the infinite-size limit of the large-box reference system. The advantage of this method is that
it allows them to study the static and dynamical Casimir effects in an efficient way, but this comes at the price of
having no information about the local Casimir energy, which we obtain in this paper.
At temperature zero the main results for the renormalized local state polarization are given at (4.12), (4.15), (4.34),
and (4.36), and for the local Casimir energy at (4.25), and (4.27) (4.37), and (4.38). At positive temperature the main
results for the renormalized local state polarization are given at (5.7a) and (5.7b), and for the local Casimir energy at
(5.9a) and (5.9b).
The paper is organized as follows. In Section 2 we consider our classical system, and we formulate it as an abstract
Klein-Gordon equation. In Section 3 we quantize our classical system, we consider the Hadamard property and we
introduce the renormalized local state polarization and the local Casimir energy. In Section 4 we obtain our results on
the renormalized local state polarization and on the local Casimir energy at zero temperature. In Section 5 we obtain
our results on the renormalized local state polarization and on the local Casimir energy at positive temperature. In
Section 6 we present numerical examples in which the integrated Casimir energy can be positive or negative. Sec. 7
contains our final remarks. In Appendix A we state some formulae that we use. In Appendix B we obtain estimates on
the eigenvalues of our classical problem. Finally, in Appendix C we give details of the calculation of the renormalized
local state polarization and of the local Casimir energy.
2
2 The classical problem
We consider a scalar field obeying the following dynamical equation φ : R× [0, `]→ R, where ` > 0.
[
∂2t − ∂2z +m2 + V (z)
]
φ(t, z) = 0, t ∈ R, z ∈ (0, `),
cosαφ(t, 0) + sinα∂zφ(t, 0) = 0, α ∈ [0, pi),[
β′1∂
2
t − β1
]
φ(t, `) = −β2∂zφ(t, `) + β′2∂z∂2t φ(t, `).
(2.1)
Here, m2 > 0 is a mass parameter, and β1, β2, β
′
1, β
′
2 are real parameters. The parameter β
′
1 can be seen as the square
of an inverse velocity, β1 as a mass or as a constant potential and, β2, β
′
2 can be viewed as coupling parameters to
external sources for the boundary dynamical observable φ∂(t) := φ(t, `). Furthermore, the potential V (z) is a real
valued continuous function defined for z ∈ [0, `]. The system (2.1) subject to initial data on the surface defined by
t = 0 can be viewed as a dynamical system that describes the interaction between a bulk field φ(t, z), 0 < z < `, and
a boundary observable φ∂(t) := φ(t, l). Let us consider a solution to (2.1) of the form,
φ(t, z) = e−iωt ϕ(z). (2.2)
Inserting (2.2) into (2.1) we obtain,
[−∂2z +m2 + V (z)]ϕ(z) = ω2 ϕ(z), z ∈ (0, `),
cosαϕ(0) + sinα∂zϕ(0) = 0, α ∈ [0, pi),
− [β1ϕ(`)− β2∂zϕ(`)] = ω2 [β′1ϕ(`)− β′2∂zϕ(`)] .
(2.3)
The system (2.3) is a two-point boundary-value problem where the spectral parameter ω2 appears in the boundary
condition at z = `. Systems of this type appear, after separation of variables, in the one dimensional wave and heat
equations, in a variety of physical problems. In particular, cases wit β′2 6= 0 appear in the cooling of a thin solid bar
placed at time zero in contact with a finite amount of liquid. See [21] for a discussion of these applications.
It is a general fact that boundary-value problems where the spectral parameter appears in the boundary condition
can be understood as boundary-value problems that describe part of a physical system, and that when the space
of states is enlarged to include the missing part of the system, then, the problem can be formulated in an operator
theoretical way, with a boundary condition that does not depend on the spectral parameter. This is precisely the
situation here, when one enlarges the space of states to include the boundary observable, as we proceed to do now.
Following [41], and[21], we write the boundary value problem (2.3) in an operator theoretical way with an associated
selfadjoint operator in a Hilbert space that describes the bulk field and the boundary observable. For this purpose we
consider the following extended Hilbert space, H, that contains the boundary observable. Namely,
H := L2((0, `))⊕ C, (2.4)
where C denotes the complex numbers. H is equipped with the following scalar product.
(ϕ, χ)H :=
∫ `
0
dz ϕ1(z)χ1(z) + ρ
−1ϕ2χ2, (2.5)
for ϕ = (ϕ1, ϕ2)
>, χ = (χ1, χ2)> ∈ H and where,
ρ := det
(
β′1 β1
β′2 β2
)
= β′1 β2 − β1 β′2. (2.6)
We always assume that ρ > 0.
As in [21] let us define the following linear operator A in H by
ϕ ∈ D(A) 7→ Aϕ :=
([−∂2z +m2 + V (z)]ϕ1(z)
− [β1ϕ1(`)− β2∂zϕ1(`)]
)
, (2.7)
where the domain of A is defined as follows,
D(A) =
{
ϕ =
(
ϕ1
ϕ2
)
∈ H : ϕ1, ∂zϕ1 are absolutely continuous in [0, `], ∂2zϕ1 ∈ L2([0, `]),
cosαϕ1(0) + sinα∂zϕ1(0) = 0, ϕ2 = β
′
1ϕ1(`)− β′2∂zϕ1(`)} . (2.8)
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It is proven in [21] that if V is continuous in [0, l] and ρ > 0, the operator A is densely defined and selfadjoint.
Furthermore, [21] proves that the spectrum of A is discrete and that it consists of multiplicity one eigenvalues that
accumulate at +∞. The two-point boundary-value problem (2.3) is equivalent to the following eigenvalue problem for
the selfadjoint operator A in the Hilbert space H
Aϕ = ω2 ϕ, ϕ ∈ D(A). (2.9)
Then, the dynamical system (2.1) can be formulated as the following abstract Klein-Gordon equation,
∂2t ϕ(t, z) +Aϕ(t, z) = 0, ϕ(t, z) ∈ D(A). (2.10)
To apply to the abstract Klein-Gordon equation (2.10) the general methods of quantization it is crucial that the
operator A be positive. In the next proposition we give sufficient conditions for the positivity of A.
Proposition 1.
Suppose that the determinant ρ defined in (2.6) is positive, that m2 + V (x) ≥ 0, x ∈ [0, `], that β′2 6= 0, and that
either α = 0, or pi2 ≤ α < pi. Further, assume.
1. If β′2 > 0, then, β1 ≥ 0, β2 < 0, and β′1 < 0.
2. If β′2 < 0, then, β1 ≤ 0, β2 > 0, and β′1 > 0.
Under these conditions the eigenvalues of A are all positive, and denoting by ω21 the smallest eigenvalue, A ≥ ω21 > 0.
Proof: Suppose that A has a nonpositive eigenvalue −λ, with λ ≥ 0, and with eigenvector ϕ = (ϕ1, ϕ2)> ∈ D(A),
Aϕ = −λϕ. (2.11)
We denote
ĉotα := 0, if α = 0, and ĉotα = cotα, if
pi
2
≤ α < pi.
Using the first line in the right-hand side of (2.7), (2.11), and integrating by parts we obtain
−λ(ϕ1, ϕ1)L2((0,`)) = ((Aϕ)1, ϕ1)L2((0,`)) = (∂zϕ1, ∂zϕ1)L2((0,`))+ (2.12)((
m2 + V
)
ϕ1, ϕ1
)
L2((0,`))
− ĉotα|ϕ1(0)|2 − ∂zϕ1(`)ϕ1(`), (2.13)
where we also use that if α = 0, ϕ1(0) = 0, and that ∂zϕ1(0) = −ĉotαϕ1(0), if pi2 ≤ α < pi. By the second line in the
right-hand side of (2.7), (2.11), since by (2.8), ϕ2 = β
′
1ϕ1(`)− β′2∂zϕ1(`), and reordering the terms we get,
(β2 − λβ′2)∂zϕ1(`) = (β1 − λβ′1)ϕ1(`). (2.14)
If (β2 − λβ′2) = (β1 − λβ′1) = 0, it follows from (2.6) that ρ = 0. Since we assume that ρ 6= 0, we have that either,
(β2− λβ′2) 6= 0 or (β1− λβ′1) 6= 0. If (β2− λβ′2) = 0, and (β1− λβ′1) 6= 0 it follows from (2.14) that ϕ1(`) = 0. Further,
if (β1 − λβ′1) = 0, and (β2 − λβ′2) 6= 0 it follows from (2.14) that ∂zϕ1(`) = 0. Then, in these two cases we have,
− ∂zϕ1(`)ϕ1(`) = 0. (2.15)
Moreover, if (β2 − λβ′2) 6= 0 and (β1 − λβ′1) 6= 0, it follows from (2.14),
∂zϕ1(`) = −γϕ1(`), (2.16)
where
γ =
β1 − λβ′1
λβ′2 − β2
. (2.17)
Moreover, under assumptions (1) and (2) above we see that γ > 0. Introducing (2.15) and (2.16) into (2.12) we obtain,
−λ(ϕ1, ϕ1)L2((0,`)) = (∂zϕ1, ∂zϕ1)L2((0,`))+ (2.18)((
m2 + V
)
ϕ1, ϕ1
)
L2((0,`))
− ĉotα|ϕ1(0)|2 + γ˜|ϕ1(`)|2,
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where, either γ˜ = 0, or γ˜ = γ > 0. As the left-hand side of (2.18) is nonpositive and the right-hand side is nonnegative
it follows that ϕ1 = 0. Furthermore, as by (2.8) ϕ2 = β
′
1ϕ1(`)− β′2∂zϕ1(`), we get ϕ2 = 0, and in consequence ϕ = 0.
This completes the proof that A has no nonpositive eigenvalues. Note that as the eigenvalues of A accumulate at
infinity, there can not be a sequence of eigenvalues that converges to zero.
Assuming that A > 0, the solution to the abstract Klein-Gordon equation (2.10) subject to initial conditions,{
φ(0, z) = f(z),
∂tφ(0, z) = p(z),
(2.19)
is then given by
φ(t) = cos(tA1/2)f +
sin(tA1/2)
A1/2
p. (2.20)
For a strong solution we require that f ∈ D(A) and p ∈ D(A1/2). Note, however, that the right hand side of (2.20) is
well defined for f, p ∈ H, and that in this case it defines a weak solution to (2.10).
More explicitly, let {Ψn}n∈N be a complete set of orthonormal eigenfunctions of the selfadjoint operator A. Then,
the solution given by (2.20) takes the explicit form
φ(t, z) =
∞∑
n=1
Ψn(z)
[
(f,Ψn)H cos(ωnt) + (p,Ψn)H
sin(ωnt)
ωn
]
. (2.21)
The series in (2.21) converges in the norm of H. Note that each of the eigenmodes that appear in (2.21), namely,
Ψn(z) cos(ωnt), and Ψn(z)
sin(ωnt)
ωn
, n = 1, . . . ,
gives a solution to the dynamical system (2.1).
3 Quantum field theory
As we have seen in Sec. 2, problem (2.1) can be cast in the form of an abstract linear Klein-Gordon equation. In
this section we always suppose that the operator A is positive, that is to say, that all its eigenvalues are positive. In
particular, this is true if the assumptions of Proposition 1 hold. It follows that the standard methods of quantization
are available to yield the quantum counterpart of our classical problem. For details, the interested reader can look at
refs. [1, 13, 19, 40]. In [6], special attention is paid to the roˆle of boundary conditions in canonical quantization. For
our purposes it is convenient to use the canonical quantization method. The one-particle Hilbert space of the quantum
theory is the Hilbert space `2(N ), that consists of all complex-valued, square-summable sequences, {αn}∞n=1, with the
scalar product,
({αn}∞n=1, {βn}∞n=1)l2(N ) :=
∞∑
n=1
αn βn.
The many-particle Hilbert space of the quantum theory is the bosonic Fock space [1]
H = C⊕∞n=1 (⊗ns `2(N )),
where ⊗ns `2(N )denotes the symmetric tensor product of n copies of `2(N ), n = 1, . . . [1].
In describing the system at zero temperature, there is a distinguished ground state – the vacuum state,
Ω` = (1, 0, 0, · · · ) ∈ H.
The quantum fields are operators on H given by
Φˆ(t, z) =
∞∑
n=1
1
(2ωn)1/2
(
e−iωntΨn(z) an + eiωntΨn(z) a†n
)
, (3.1)
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where an and a
†
n are annihilation and creation operators on Fock space, satisfying the canonical commutation relations,
[an, a
†
l ] = δn,l, [an, al] = 0, [a
†
n, a
†
l ] = 0, n, l = 1, . . . , {Ψn}n∈N is a complete set of orthonormal eigenfunctions of the
selfadjoint operator A introduced in Sec. 2, and ω2n is the eigenvalue that corresponds to Ψn, n = 1, . . . . We write the
eigenfunctions as follows [21],
Ψn(z) =
(
ψn(z)
β′1ψn(`)− β′2∂zψn(`)
)
. (3.2)
The detailed form of the eigenfunctions Ψn, n = 1, . . . , depends on the boundary condition imposed at z = 0. See
below in Sec. 4.1 and 4.2. The creation operator a†n creates a particle in the state Ψn, n = 1, · · · , and the annihilation
operator an annihilates a particle in the state Ψn, n = 1, . . . .
The two-point Wightman function in the vacuum Ω` is given by
〈Ω`|Φˆ(t, z) Φˆ(t′, z′)Ω`〉 =
∞∑
n=1
1
2ωn
e−iωn(t−t
′)Ψn(z)⊗Ψn(z′). (3.3)
The two-point Wightman function (3.3) has four tensor-product components. The diagonal ones constitute bulk-
bulk and boundary-boundary correlation functions, while the off-diagonal terms define the bulk-boundary correlation
functions. In order to define the bulk and boundary renormalized local state polarizations and local Casimir energies
that we study in this work in Sec. 4, we will make use of the bulk-bulk and boundary-boundary two-point Wightman
functions, which are given explicitly, in terms of the eigenfunctions (3.2), by
〈Ω`|ΦˆB(t, z)ΦˆB(t′, z′)Ω`〉 =
∞∑
n=1
1
2ωn
e−iωn(t−t
′)ψn(z)ψn(z′) and (3.4a)
〈Ω`|Φˆ∂(t)Φˆ∂(t′)Ω`〉 =
∞∑
n=1
1
2ωn
e−iωn(t−t
′) |β′1ψn(`)− β′2∂zψn(`)|2 , (3.4b)
respectively.
At a positive temperature, T := 1/β > 0, the thermal equilibrium state for our problem can be defined in Fock
space by the usual Gibbs formula. See Section 2.3 of [20] for details. Here we only quote the formula for the positive-
temperature two-point Wightman function given in eq. (2.43) of [20].
〈Φˆ(t, z)Φˆ(t′, z′)〉β =
∞∑
n=1
1
2ωn
Ψn(z)⊗Ψn(z′)
1− e−βωn
(
e−iωn(t−t
′) + e−βωneiωn(t−t
′)
)
. (3.5)
The limit β →∞ of (3.5) yields (3.3), which justifies that the vacuum state can be seen as a zero-temperature state.
In order to define the bulk and boundary renormalized local state polarizations and local Casimir energies at
positive temperature, that we will study in Sec. 5, we will make use of the bulk-bulk and boundary-boundary positive-
temperature two-point Wightman functions, which are given explicitly, in terms of the eigenfunctions (3.2), by
〈ΦˆB(t, z)ΦˆB(t′, z′)〉β =
∞∑
n=1
1
2ωn
ψn(z)ψn(z′)
1− e−βωn
(
e−iωn(t−t
′) + e−βωneiωn(t−t
′)
)
, and (3.6a)
〈Φˆ∂(t, z)Φˆ∂(t′, z′)〉β =
∞∑
n=1
1
2ωn
|β′1ψn(`)− β′2∂zψn(`)|2
1− e−βωn
(
e−iωn(t−t
′) + e−βωneiωn(t−t
′)
)
, (3.6b)
respectively.
3.1 The Hadamard property, the renormalized local state polarization and the local
Casimir energy
The linear system that we study in this work consists of a bulk field, defined on the interval (i.e. in 1 + 1 dimensions),
and a boundary observable defined on the right-end boundary of the interval (at z = `). In this section, we will define
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the renormalized local state polarization and local Casimir energy for the bulk field and the boundary observable of
the system. For the bulk field, we briefly introduce the notion of Hadamard states.
The physically-relevant states of linear fields satisfy the so-called Hadamard condition, which characterizes the
short-distance behavior of field correlations. In 1 + 1 dimensions, which is the case that we study in this paper, we
say that a state vector, Ψ, is locally Hadamard if its two-point Wightman function satisfies that for any two points, x
and x′ in a convex normal neighborhood of spacetime N it holds that [24, 32, 40]
〈Ψ|Φˆ(x)Φˆ(x′)Ψ〉 −Hλ(x, x′) = C∞(N ×N ), (3.7)
where Hλ is the (1 + 1)-dimensional Hadamard bi-distribution [12]
Hλ(x, x
′) =
1
4pi
[
Q(x, x′) ln
(
σ(x, x′)/λ2
)
+W (x, x′)
]
. (3.8)
Here we denote x := (t, z), x′ := (t′, z′), λ ∈ R is an arbitrary scale, σ(x, x′) is the half-squared geodesic distance
between the points x and x′, which is unambiguously defined for x and x′ inside a convex neighborhood, and Q and
W are smooth, symmetric coefficients obtained by solving the so-called Hadamard recursion relations. Furthermore,
ln z is the principal branch of the logarithm with the argument of z in (−pi, pi).
We will be interested below (in Sec. 4) in studying the problem when the potential is V (z) = 0. In this case, in
local coordinates, we fix the Hadamard bi-distribution to
HM((t, z), (t
′, z′)) := − 1
4pi
{
2γ + ln
[
m2
2
σ((t, z), (t′, z′))
]
+
m2
2
σ((t, z), (t′, z′))
[
ln
(
m2
2
σ((t, z), (t′, z′))
)
+ 2γ − 2
]
+
m4
16pi
σ2((t, z), (t′, z′))
[
ln
(
m2
2
σ((t, z), (t′, z′))
)
+ 2γ − 3
]}
+O
(
σ3((t, z), (t′, z′) ln (σ((t, z), (t′, z′))
)
, (3.9)
where 2σ((t, z), (t′, z′)) = −(t− t′)2 +(z−z′)2 and γ is the Euler number.This choice guarantees that the renormalized
state polarization and renormalized stress-energy tensor in the Minkowski vacuum can be set to zero, in agreement
with Wald’s fourth axiom for the renormalized stress-energy tensor, see e.g. [40]. The subscript M on the left-hand side
of (3.9) places emphasis on this fact. Using this prescription, our definitions (3.10) below are equivalent to subtracting
the Minkowski vacuum, as has been done originally by Kay in [26] for studying the local Casimir effect with periodic
boundary conditions.
In plain words, as x′ → x, a Hadamard state vector, Ψ, will display a logarithmic singularity in the two-point
Wightman function for linear theories defined in two spacetime dimensions. This singularity must be renormalized
in order to define the renormalized local state polarization and local Casimir energy in the Hadamard state Ψ. More
precisely, for a linear scalar field of mass m the renormalized local state polarization and local Casimir energy are
defined, respectively, by a point-splitting regularization as
〈Ψ|(Φˆren)2(x)Ψ〉 := lim
x′→x
[
〈Ψ|Φˆ(x)Φˆ(x′)Ψ〉 −HM(x, x′)
]
, (3.10a)
〈Ψ|Hˆren(x)Ψ〉 := lim
x′→x
T
[
〈Ψ|Φˆ(x)Φˆ(x′)Ψ〉 −HM(x, x′)
]
, (3.10b)
where the operator T takes the form T = 12
(
∂t∂t′ + ∂z∂z′ +m
2 + V (z)
)
in coordinates, x := (t, z), defined on a convex
normal neighborhood, N .
Recall that a globally-hyperbolic spacetime is a spacetime without boundary such that the Cauchy problem is
globally well posed. It is known that in globally-hyperbolic spacetimes, vacuum and thermal states (more generally,
passive states) satisfy the Hadamard condition [33]. Our spacetime it is not globally hyperbolic because it has a
boundary. However, as we saw in Section 2, when we impose our boundary condition the Cauchy problem is globally
well posed. Furthermore, as we shall see, the Hadamard condition also holds in our problem, and renormalized bulk
observables can be defined from the bulk two-point Wightman function (3.4a) with prescription (3.10). For boundary
observables, as we shall see in Sec. 4, no Hadamard subtraction is needed, for the coincidence limit x′ → x of the
boundary two-point Wightman function (3.4b) as the limit will turn out to be regular, as it is to be expected for a
system of zero spacial dimension.
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4 The Casimir effect
In this section, we compute the renormalized local state polarization and the local Casimir energy. Throughout this
section we set the potential V (z) = 0, and we always suppose that the operator A is positive, that is to say, that all
its eigenvalues are positive. In particular, this is true if the assumptions of Proposition 1 hold. We will be interested
in the case in which β′2 6= 0.
The strategy that we will follow in this section for obtaining the renormalized local state polarization and local
Casimir energy is to improve Fulton’s estimates in our cases of interest in order to characterize the ultraviolet behavior
of the two-point Wightman function. This will allow us in turn to extract and remove the singularity structure of the
two-point Wightman function in the coincidence limit and appropriately define the renormalized local state polarization
and the local Casimir energy. The required estimates are obtained in Appendix B.
The case in which a Dirichlet boundary condition is imposed at z = 0 is treated in Sec. 4.1, while the case in which
a Robin (including Neumann) boundary condition is imposed at z = 0 appears in Sec. 4.2. From now on, we will
use labels D and R to refer to Dirichlet and Robin quantities (states, eigenfunctions and eigenvalues), respectively.
In particular, on spite of the fact that the vacuum state Ω` does not depend on the boundary condition, we will use
the notation Ω
(D)
` , Ω
(R)
` to emphasize that we consider, respectively, the Dirichlet or the Robin boundary condition at
z = 0.
4.1 Dirichlet boundary condition at z = 0
The two-point Wightman function in the Dirichlet case is given by
〈Ω(D)` |Φˆ(t, x)Φˆ(t′, x′)Ω(D)` 〉 =
∞∑
n=1
1
2ωn
e−iωn(t−t
′)Ψ(D)n (z)⊗Ψ(D)n (z′), (4.1)
with (ωDn )
2 = (sDn )
2 +m2, where the normalized eigenfunctions are given by
Ψ(D)n (z) =
(
ψ
(D)
n (z)
ψ
∂ (D)
n
)
= NDn
( − sin(sDn z)
−β′1 sin(`sDn ) + β′2sDn cos(`sDn )
)
, (4.2)
NDn =
(
L
2
+
2ρ(sDn )
2 − (β′1(sDn )2 + (β1 + β′1m2))(β′2(sDn )2 + (β2 + β′2m2))
2 [(sDn )
2(β′2(sDn )2 + (β2 + β
′
2m
2))2 + (β′1(sDn )2 + (β1 + β
′
1m
2))2]
)−1/2
. (4.3)
The eigenfunctions (4.3) are orthonormal with respect to the inner product on the classical Hilbert space H, i.e.,
(Ψ(D)n ,Ψ
(D)
m )H =
∫ `
0
dz ψ(D)n (z)ψ
(D)
m (z) +
ψ
∂ (D)
n ψ
∂ (D)
m
ρ
= δnm, (4.4)
where δnm is the Kronecker delta, with ρ defined in (2.6). Recall that the eigenfunctions Ψ
(D)
n are real valued. The
eigenvalues (ωDn )
2 = (sDn )
2 +m2 satisfy the asymptotic behavior displayed in (B.11) of App. B.
In order to compute the renormalized local state polarization and the local Casimir energy in the bulk, we will make
use of the bulk-bulk component of the two-point Wightman function, while for computing the boundary renormalized
local state polarization and boundary local Casimir energy we will make use of the boundary-boundary component.
They are given, respectively, by
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 =
∞∑
n=1
1
2ωDn
e−iω
D
n (t−t′)ψ(D)n (z)ψ
(D)
n (z
′), (4.5a)
〈Ω(D)` |Φˆ∂(t)Φˆ∂(t′)Ω(D)` 〉 =
∞∑
n=1
1
2ωDn
e−iω
D
n (t−t′)ψ∂ (D)n ψ
∂ (D)
n . (4.5b)
In Sec. 4.1.1 we obtain the bulk and boundary local renormalized state polarization, while in Sec. 4.1.2 we obtain
the bulk and boundary local Casimir energy, in the case with a Dirichlet boundary condition at z = 0.
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4.1.1 The renormalized local state polarization
We begin by computing the renormalized local state polarization. Following our discussion in Sec. 3.1, for the bulk
field and the boundary observable, we are interested in computing, respectively,
〈Ω(D)` |(ΦˆBren)2(t, z)Ω(D)` 〉 := lim
(t′,z′)→(t,z)
[
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 −HM((t, z), (t′, z′))
]
, (4.6a)
〈Ω(D)` |(Φˆ∂ren)2(t)Ω(D)` 〉 := limt′→t〈Ω
(D)
` |Φˆ∂(t)Φˆ∂(t′)Ω(D)` 〉, (4.6b)
where HM is defined in (3.9).
We begin by computing the bulk renormalized local state polarization. We seek to control the ultraviolet behavior
of
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 =
∞∑
n=1
(NDn )2
2ωDn
e−iω
D
n (t−t′) sin(sDn z) sin(s
D
n z
′)
=
∞∑
n=1
(NDn )2
8ωDn
e−iω
D
n (t−t′)
[
eis
D
n (z−z′) + e−is
D
n (z−z′) − eisDn (z+z′) − e−isDn (z+z′)
]
. (4.7)
It is clear from the asymptotic estimates of sDn (see App. B) that in the limit (t, z) → (t′, z′) the sum on the
right-hand side of (4.7) fails to converge for the first two terms inside the square bracket. We isolate the divergent
behavior in this limit by noting that the large n behavior of these terms is (using (B.11))
(NDn )2
8ωn
e−iω
D
n (t−t′)e±is
D
n (z±z′) = e
ipi
` (n− 12 )[−(t−t′)±(z±z′)]
(
1
4pin
+O
(
n−2
))
. (4.8)
Thus, adding and subtracting terms of the form e
ipi
` (n− 12 )[−(t−t′)±(z±z′)]/(4pin) to the summand, we can write
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 =
∞∑
n=1
1
4pin
(
e
ipi
` (n− 12 )[−(t−t′)+(z−z′)] + e
ipi
` (n− 12 )[−(t−t′)−(z−z′)]
−e ipi` (n− 12 )[−(t−t′)+(z+z′)] − e ipi` (n− 12 )[−(t−t′)−(z+z′)]
)
+
∞∑
n=1
[
(NDn )2
8ωDn
e−iω
D
n (t−t′)
(
eis
D
n (z−z′) + e−is
D
n (z−z′) − eisDn (z+z′) − e−isDn (z+z′)
)
− 1
4pin
(
e
ipi
` (n− 12 )[−(t−t′)+(z−z′)] + e
ipi
` (n− 12 )[−(t−t′)−(z−z′)]
−e ipi` (n− 12 )[−(t−t′)+(z+z′)] − e ipi` (n− 12 )[−(t−t′)−(z+z′)]
)]
. (4.9)
The first sum can be performed immediately using formula (A.2a) of App. A, and we obtain that
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉
= − 1
4pi
[
e−
ipi
2` [−(t−t′)+(z−z′)] ln
(
1− e ipi` [−(t−t′)+(z−z′)]
)
+ e−
ipi
2` [−(t−t′)−(z−z′)] ln
(
1− e ipi` [−(t−t′)−(z−z′)]
)
− e− ipi2` [−(t−t′)+(z+z′)] ln
(
1− e ipi` [−(t−t′)+(z+z′)]
)
−e− ipi2` [−(t−t′)−(z+z′)] ln
(
1− e ipi` [−(t−t′)−(z+z′)]
)]
+
∞∑
n=1
[
(NDn )2
8ωDn
e−iω
D
n (t−t′)
[
eis
D
n (z−z′) + e−is
D
n (z−z′) − eisDn (z+z′) − e−isDn (z+z′)
]
− 1
4pin
(
e
ipi
` (n− 12 )[−(t−t′)+(z−z′)] + e
ipi
` (n− 12 )[−(t−t′)−(z−z′)]
−e ipi` (n− 12 )[−(t−t′)+(z+z′)] − e ipi` (n− 12 )[−(t−t′)−(z+z′)]
)]
, (4.10)
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where the sum on the right-hand side is absolutely convergent as (t′, z′) → (t, z), since by (B.11) the summand is
O(n−2) uniformly in z, z′ ∈ (0, `) and t, t′ in a compact, say [−T, T ]. The coincidence limit of the first two terms
appearing in closed form in the right-hand side of (4.10) is singular and of Hadamard form. Indeed
lim
(t′,z′)→(t,z)
{
− 1
4pi
[
e−
ipi
2` [−(t−t′)+(z−z′)] ln
(
1− e ipi` [−(t−t′)+(z−z′)]
)
+e−
ipi
2` [−(t−t′)−(z−z′)] ln
(
1− e ipi` [−(t−t′)−(z−z′)]
)]
−HM((t, z), (t′, z′))
}
=
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
. (4.11)
For the sums appearing in (4.10), we can use the dominated convergence theorem to take the limit inside the sums
due to the uniform O(n−2) behavior of the summand. Thus we finally obtain that,
〈Ω(D)` |(ΦˆBren)2(t, z)Ω(D)` 〉 := lim
(t′,x′)→(t,x)
[
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 −HM((t, z), (t′, z′))
]
=
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
+
1
2pi
<
(
e
ipi
` z ln
(
1− e i2pi` z
))
+
∞∑
n=1
[
(NDn )2
2ωn
sin2
(
sDn z
)− 1
pin
sin2
(pi
`
(n− 1/2)z
)]
. (4.12)
The sum appearing in (4.12) is absolutely convergent, has O(n−2) summand uniformly in z and is uniformly
bounded in z. We observe a logarithmic divergence as z → 0 and as z → `. These logarithmic divergences are
integrable and occur also e.g. for the computation of the renormalized local state polarization and the local Casimir
energy in the case of Dirichlet boundary conditions at the ends of the interval. See e.g. [19, Chap. 5]. We stress that
the bulk renormalized local state polarization is time-independent.
We proceed to compute the boundary renormalized local state polarization. We have that
〈Ω(D)` |Φˆ∂(t)Φˆ∂(t′)Ω(D)` 〉 =
∞∑
n=1
(NDn )2
2ωDn
e−iω
D
n (t−t′) [−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2 . (4.13)
We note that by (B.11) ∣∣∣∣ (NDn )22ωDn e−iωDn (t−t′) [−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2
∣∣∣∣
=
(NDn )2
2ωDn
[−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2
=
`4(β1β
′
2 − β′1β2)2
pi5(β′2)2n5
+O
(
n−6
)
. (4.14)
From (4.14) it follows that the limit t′ → t in the definition of the boundary renormalized local state polarization
(4.6b) can be taken inside the sum by a dominated convergence argument, since the bounding function appearing in
the right-hand side (4.14) is t, t′-independent and summable due to the polynomial fall-off as O(n−5) when n → ∞.
Hence, we have that
〈Ω(D)` |(Φˆ∂ren)2Ω(D)` 〉 =
∞∑
n=1
(NDn )2
2ωDn
[−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2 . (4.15)
The sum on the right-hand side of (4.15) is absolutely convergent, the summand is O(n−5), and we stress that the
renormalized local state polarization in the boundary is time independent.
4.1.2 The local Casimir energy
Following our discussion in Sec. 3.1, for the bulk field and the boundary observable, we are interested in computing
〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉 = lim
(t′,z′)→(t,z)
1
2
[(
∂t∂t′ + ∂z∂z′ +m
2
) 〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉
− (∂t∂t′ + ∂z∂z′ +m2)HM((t, z), (t′, z′))] , (4.16a)
〈Ω(D)` |Hˆ∂ren(t)Ω(D)` 〉 = limt′→t
1
2
(β′1∂t∂t′ − β1) 〈Ω(D)` |Φˆ∂(t)Φˆ∂(t′)Ω(D)` 〉, (4.16b)
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where the Hadamard bi-distribution, HM is chosen as in (3.9).
We begin by computing the bulk local Casimir energy. We are interested in controlling the ultraviolet behavior of
the sum defining the first term on the right-hand side of (4.16a)
1
2
(
∂t∂t′ + ∂z∂z′ +m
2
) 〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉
=
∞∑
n=1
(NDn )2
4ωDn
e−iω
D
n (t−t′) [((ωDn )2 +m2) sin(sDn z) sin(sDn z′) + (sDn )2 cos(sDn z) cos(sDn z′)] , (4.17)
which using the dispersion relation, (ωDn )
2 = (sDn )
2 +m2, can be written as
1
2
(
∂t∂t′ + ∂z∂z′ +m
2
) 〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 = ∞∑
n=1
[
D
H(1)
Bn (t, t
′, z, z′) +DH(2)Bn (t, t
′, z, z′)
]
, (4.18a)
D
H(1)
Bn (t, t
′, z, z′) :=
(NDn )2
8
ωDn e
−iωDn (t−t′)
[
eis
D
n (z−z′) + e−is
D
n (z−z′)
]
, (4.18b)
D
H(2)
Bn (t, t
′, z, z′) := − (N
D
n )
2m2
8ωDn
e−iω
D
n (t−t′)
[
eis
D
n (z+z
′) + e−is
D
n (z+z
′)
]
. (4.18c)
We begin by studying the singular behavior as (t′, z′)→ (t, z) of the term ∑∞n=1DH(1)Bn (t, t′, z, z′). It follows from
the estimates (B.11) that the right-hand side of (4.18b) fails to converge in the coincidence limit. Thus, as we have
done for the renormalized local state polarization, we seek to isolate the singularity structure in this limit. Let
h±(t− t′, z − z′) := eipi` (n− 12 )[−(t−t′)±(z−z′)]
{
1− i
(
ωDn −
pi
`
(
n− 1
2
))
(t− t′)± i
(
sDn −
pi
`
(
n− 1
2
))
(z − z′)
+
1
2
[
−i
(
ωDn −
pi
`
(
n− 1
2
))
(t− t′) ± i
(
sDn −
pi
`
(
n− 1
2
))
(z − z′)
]2}
. (4.19)
By estimate A.4∣∣∣ωDn (e−iωDn (t−t′)e±isDn (z−z′) − h±(t− t′, z − z′))∣∣∣
≤ ω
D
n
6
∣∣∣∣−i(ωDn − pi`
(
n− 1
2
))
(t− t′)± i
(
sDn −
pi
`
(
n− 1
2
))
(z − z′)
∣∣∣∣3 . (4.20)
It follows from the asymptotic expansion (B.11) that the bound on the right-hand side of (4.20) can be further
bounded uniformly in t, t′ and z, z′ for t, t′ ∈ [−T, T ] and z, z′ ∈ (0, `) by a summable function, which behaves as
O(n−2) as n → ∞ in an analogous way to the bulk renormalized local state polarization case above, whereby a
dominated convergence argument allows us to write
lim
(t′,z′)→(t,z)
∞∑
n=1
D
H(1)
Bn (t, t
′, z, z′) = lim
(t′,z′)→(t,z)
∞∑
n=1
(NDn )2
8
ωDn
(
h+(t− t′, z − z′) + h−(t− t′, z − z′)) . (4.21)
Performing an asymptotic expansion for the summand using (B.11), we further write
lim
(t′,z′)→(t,z)
∞∑
n=1
D
H(1)
Bn (t, t
′, z, z′) = lim
(t′,z′)→(t,z)
∞∑
n=1
[
P+n ((t− t′), (z − z′)) + P−n ((t− t′), (z − z′))
]
+ lim
(t′,z′)→(t,z)
∞∑
n=1
[
(NDn )2
8
ωDn
(
h+(t− t′, z − z′) + h−(t− t′, z − z′))− P+n ((t− t′), (z − z′))− P−n ((t− t′), (z − z′))]
(4.22a)
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with
P±n ((t− t′), (z − z′))
:= e
ipi
` (n− 12 )[−(t−t′)±(z−z′)]
[ pin
4`2
− 2iβ
′
1[−(t− t′)± (z − z′)] + β′2
(
pi + i`m2(t− t′))
8β′2`2
+
(β′2)
2`2m2
(
4−m2(t− t′)2)− 4β′1β′2`m2(t− t′)[−(t− t′)± (z − z′)]− 4(β′1)2[−(t− t′)± (z − z′)]2
32pi(β′2)2`2n
]
. (4.22b)
The second sum on the right-hand side of (4.22a) converges for all values of t, t′ and z, z′ – one can verify from the
asymptotic estimate (B.11) that the summand behaves as O(n−2) as n → ∞, for all values of t, t′ in a compact set
and z′z′ ∈ (0, `)– while the first sum can be performed analytically using formulae (A.2a), (A.2b) and (A.2c), and the
sum contains a distributional singularity as (t′, z′) → (t, z) that compensates the Hadamard singular structure. We
have that
lim
(t′,z′)→(t,z)
[ ∞∑
n=1
D
H(1)
Bn (t, t
′, z, z′)− 1
2
(
∂t∂t′ + ∂z∂z′ +m
2
)
HM(t, t
′, z, z′)
]
=
pi2β′2 + 6(2γ − 1)β′2`2m2 + 6β′2`2m2 ln
(
`2m2
4pi2
)
+ 24β′1`
48piβ′2`2
+
∞∑
n=1
(
(NDn )2ωDn
4
− pin
2`2
+
pi
4`2
− m
2
4pin
)
,
(4.23)
where the summand on the second term of the right-hand side of (4.23) is O(n−2).
The contribution to the local Casimir energy coming from the term (4.18c) can be handled as in the case of the
renormalized local state polarization. See the discussion begining at (4.8). We have that
lim
(t′,z′)→(t,z)
∞∑
n=1
D
H(2)
Bn (t, t
′, z, z′) = − lim
(t′,z′)→(t,z)
∞∑
n=1
(NDn )2m2
8ωDn
e−iω
D
n (t−t′)
[
eis
D
n (z+z
′) + e−is
D
n (z+z
′)
]
=
m2
2pi
<
(
e−i
pi
` z ln
(
1− ei 2pi` z
))
+m2
∞∑
n=1
[
1
4pin
− (N
D
n )
2
8ωDn
+
(NDn )2
4ωDn
sin2
(
sDn z
)− 1
2pin
sin2
(pi
`
(n− 1/2)z
)]
, (4.24)
where the summand of the second term on right-hand side of (4.24) is O(n−2) for all values of z ∈ (0, `) and the sum
converges absolutely and uniformly in z.
Adding up (4.23) and (4.24), we find that the bulk local Casimir energy is
〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉 =
pi2β′2 + 6(2γ − 1)β′2`2m2 + 6β′2`2m2 ln
(
`2m2
4pi2
)
+ 24β′1`
48piβ′2`2
+
m2
2pi
<
(
e−i
pi
` z ln
(
1− ei 2pi` z
))
+
∞∑
n=1
[(
(NDn )2ωDn
4
− pin
2`2
+
pi
4`2
− m
2
4pin
)
−m2
(
(NDn )2
8ωDn
− 1
4pin
)
+
(NDn )2m2
4ωDn
sin2
(
sDn z
)− m2
2pin
sin2
(pi
`
(n− 1/2)z
)]
. (4.25)
The sum appearing on the right-hand side of (4.25) is absolutely convergent and uniformly convergent in z ∈ (0, `),
the summand is O(n−2) for all z ∈ (0, `). We stress that the bulk local Casimir energy is time-independent, hence
conserved. We observe a logarithmic divergence as z → 0 and as z → `, as is the case for the bulk renormalized
local state polarization, see (4.12). Since the logarithmic divergence of (4.25) is integrable, the total Casimir energy
is finite.
We now focus our attention on the boundary local Casimir energy. A look at (4.2), (4.5b), and (4.16b) indicates
that we need to verify the convergence of the summand factor
(NDn )2ωDn
4
(−β′1 sin(`sDn ) + β′2sDn cos(`sDn ))2 = `2(β1β′2 − β′1β2)22pi3(β′2)2n3 +O(n−4), (4.26)
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where the right-hand side of (4.26) is obtained using (B.11). It follows from the O(n−3) behavior that the sum defining
the boundary local Casimir energy converges absolutely for all values of t′ and t, and that the limit t′ → t can be
taken inside the sum by dominated convergence. We have that
〈Ω(D)` |Hˆ∂ren(t)Ω(D)` 〉 =
∞∑
n=1
(NDn )2
(
β′1(ω
D
n )
2 − β1
)
4ωDn
[−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2 . (4.27)
The summand on the right-hand side of (4.27) is O(n−3) and the sum is absolutely convergent. The boundary
Casimir energy is time-independent.
4.2 Robin boundary condition at z = 0
In the Robin case, the two-point Wightman function is given by
〈Ω(R)` |Φˆ(t, x)Φˆ(t′, x′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)Ψ(R)n (z)⊗Ψ(R)n (z′), (4.28)
with (ωRn )
2 = (sRn )
2 +m2, and with normalized eigenfunctions
Ψ(R)n (z) =
(
ψ
(R)
n (z)
ψ
∂ (R)
n
)
= NRn
 −
cosα sin(sRnz)
sRn
+ sinα cos(sRnz)
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
 , (4.29)
NRn :=
{
− sin(2α)
4(sRn )
2
−
[
4(sRn )
2
(
(β1 + β
′
1m
2)2 + 9(β′1)
2(sRn )
4 + 2(β1 + β
′
1m
2)β′1(s
R
n )
2
+(sRn )
2
(
(β2 + β
′
2m
2) + β′2(s
R
n )
2
)2)]−1 ((
(sRn )
2 − 1) cos(2α)− (sRn )2 − 1)
×
[
`
(
(β1 + β
′
1m
2)2 + β′21 (s
R
n )
4 + 2(β1 + β
′
1m
2)β′1(s
R
n )
2 + (sRn )
2
(
(β2 + β
′
2m
2) + β′2(s
R
n )
2
)2)
−(β1 + β′1m2)
(
(β2 + β
′
2m
2) + 3β′2(s
R
n )
2
)
+ β′1(s
R
n )
2
(
(β2 + β
′
2m
2)− β′2(sRn )2
)]}−1/2
, (4.30)
which are orthonormal with respect to the inner product on the classical Hilbert space H, i.e.,
(Ψ(R)n ,Ψ
(R)
m )H =
∫ `
0
dz ψ(R)n (z)ψ
(R)
m (z) +
ψ
∂ (R)
n ψ
∂ (R)
m
ρ
= δnm, (4.31)
where ρ is defined in (2.6). Note that the eigenfunctions Ψ
(R)
n are real valued. The eigenvalues (ωRn )
2 = (sRn )
2 +m2
obey the asymptotic behavior presented in (B.17). See App. B for details.
As we have explained in Sec. 3, the bulk renormalized local state polarization and local Casimir energy are obtained
by using the bulk-bulk component of the two-point Wightman function, and for the boundary counterparts we use
the boundary-boundary component. They are, respectively,
〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)ψ(R)n (z)ψ
(R)
n (z
′), (4.32a)
〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)ψ∂ (R)n ψ
∂ (R)
n . (4.32b)
4.2.1 The renormalized local state polarization
For the bulk renormalized local state polarization, we are interested in computing
〈Ω(R)` |(ΦˆBren)2(t, z)Ω(R)` 〉 = lim
(t′,z′)→(t,z)
[
〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉 −HM((t, z), (t′, z′))
]
. (4.33)
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The strategy to obtain the limit on the right-hand side of (4.33) is similar to the one in the Dirichlet case. We
show the details of the calculation in App. C.1, and state directly the result,
〈Ω(R)` |(ΦˆBren)2(t, z)Ω(R)` 〉 =
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
− 1
2pi
<
(
e−
ipi
` z ln
(
1− e i2pi` z
))
+
∞∑
n=1
{[
(NRn )2
2ωRn
(
sin2 α cos2
(
sRnz
)
+
cos2 α
(sRn )
2
sin2
(
sRnz
))− 1
pin
cos2
(pi
`
(n− 1)z
)]
− (N
R
n )
2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)}
. (4.34)
As is the case for a Dirichlet boundary condition at z = 0, the renormalized local state polarization contains a
logarithmic divergence at z = 0 and z = `. We stress again that this divergence is integrable, and hence contributes
as a finite term to the integrated total bulk state polarization. We also stress that the summand appearing on the
right-hand side of (4.34) is O(n−2) for all z ∈ (0, `), hence summable. The sum converges absolutely and uniformly in
z. We also point out that the bulk renormalized local state polarization is time-independent.
For the boundary renormalized local state polarization, we wish to compute
〈Ω(R)` |(Φˆ∂ren)2(t)Ω(R)` 〉 = limt′→t〈Ω
(R)
` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉. (4.35)
The details of the calculations are presented in App. C.2 and we simply state the result,
〈Ω(R)` |(Φˆ∂ren)2(t)Ω(R)` 〉 =
∞∑
n=1
(NRn )2
2ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
. (4.36)
We note that the boundary renormalized local state polarization is time-independent. The summand on the
right-hand side of (4.36) is O(n−5) and the sum converges absolutely.
4.2.2 The local Casimir energy
The bulk local Casimir energy for a Robin boundary condition at z = 0 is given by
〈Ω(R)` |HˆB(t, z)Ω(R)` 〉 = −
pi
24`2
− cotα
2pi`
− β
′
1
2piβ′2`
+
m2
8pi
[
1 + ln
(
m2`2
4pi2
)]
+
γm2
4pi
− m
2
2pi
<
[
e−i
2pi
` z ln
(
1− ei 2pi` z
)]
−m2
∞∑
n=1
(NRn )2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)
+
∞∑
n=1
{
(NRn )2
8ωRn
(
(ωRn )
2 + (sRn )
2
)(
sin2 α+
cos2 α
(sRn )
2
)
− pi(n− 1)
2`2
}
+
m2
2
∞∑
n=1
[
(NRn )2
4ωRn
(
sin2 α− (sRn )−2 cos2 α
)
cos(2sRnz)−
1
2pin
cos
(
2(n− 1)pi
`
z
)]
+
m2
2
∞∑
n=1
[
(NRn )2
2ωRn
(
sin2 α cos2
(
sRnz
)
+
cos2 α
(sRn )
2
sin2
(
sRnz
))− 1
pin
cos2
(pi
`
(n− 1)z
)]
. (4.37)
The computations leading to (4.37) are presented in App. C.3. As in the case of the renormalized local state
polarization, appearing in (4.34), an integrable, logarithmic divergence appears at z = 0 and z = `, and the result
is time independent. The summand defined on the right-hand side of (4.37) is O(n−2) for all z ∈ (0, `) and the sum
converges absolutely and uniformly in z.
In App. C.4 we show that the boundary local Casimir energy for a Robin boundary condition at z = 0 is given by
〈Ω(R)` |Hˆ∂ren(t)Ω(R)` 〉 =
∞∑
n=1
[
β′1(ω
R
n )
2 − β1
]
(NRn )2
4ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
. (4.38)
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The summand on the right-hand side of (4.38) is O(n−3) and the sum converges absolutely. We stress that the
result for the boundary local Casimir energy is time independent.
This result concludes the study of the system at zero temperature.
5 The Casimir effect at positive temperature
In this section we show how to obtain the Casimir effect at positive temperatures. We set the potential V (z) = 0, and
we always suppose that the operator A is positive, that is to say, that all its eigenvalues are positive. In particular,
this is true if the assumptions of Proposition 1 hold. We are concerned in the case in which β′2 6= 0. We shall follow a
strategy that will allow us to write down both the renormalized local state polarization and the local Casimir energy
at positive temperature T = 1/β in terms of the quantities at zero temperature. We will deal with the Dirichlet and
Robin cases simultaneously.
We write (3.5) as
〈Φˆ(t, z)Φˆ(t′, z′)〉β =
∞∑
n=1
1
2ωn
Ψn(z)⊗Ψn(z′)
[
e−iωn(t−t
′) +
1
eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)]
. (5.1)
By (3.3) and (5.1) we have,
〈Φˆ(t, z)Φˆ(t′, z′)〉β = 〈Ω`|Φˆ(t, z)Φˆ(t′, z′)Ω`〉+ (5.2)
∞∑
n=1
1
2ωn
Ψn(z)⊗Ψn(z′) 1
eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)
.
We use the following result to write the renormalized local state polarization and local Casimir energy at positive
temperature in terms of the quantities at zero temperature.
Lemma 2. Let Ψn, sn and ωn be as in the cases of Dirichlet or Robin boundary conditions at z = 0, Ψ
(D)
n (
(4.2), (4.3)), respectively sDn ( . (B.11)) and ω
D
n =
[
(sDn )
2 +m2
]1/2
or Ψ
(R)
n ( (4.29), (4.30)), sRn ( (B.17)) and
ωRn =
[
(sRn )
2 +m2
]1/2
. The sums defined by the tensor-product components
SB :=
∞∑
n=1
1
2ωn
ψn(z)ψn(z
′)
1
eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)
,
S∂ :=
∞∑
n=1
1
2ωn
ψ∂nψ
∂
n
1
eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)
, (5.3a)
converge absolutely for β > 0, and uniformly for any values of 0 ≤ z, z′ ≤ ` and t, t′ ∈ R.
Proof. It follows from the eigenfunctions ψn in the Dirichlet and Robin cases and from the large n estimates for sn
(see (4.2), (4.3), (B.11), (4.14), and (4.29), (4.30), (B.17), and (C.15), respectively) that there exists polynomially
bounded functions PB, P ∂ : N→ R+ such that for z, z′ ∈ (0, `),∣∣∣∣ 12ωnψn(z)ψn(z′)
∣∣∣∣ ≤ PB(n) = O(n−1), (5.4a)∣∣∣∣ 12ωn (ψ∂n)2
∣∣∣∣ ≤ P ∂(n) = O(n−5), (5.4b)
where the right-hand side of (5.4a) is uniform for z, z′ ∈ (0, `).
It then follows that
∞∑
n=1
∣∣∣∣ 12ωnψn(z)ψn(z′) 1eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)∣∣∣∣ ≤ ∞∑
n=1
2PB(n)
eβωj − 1 <∞, (5.5a)
∞∑
n=1
∣∣∣∣ 12ωn (ψ∂n)2 1eβωj − 1
(
e−iωn(t−t
′) + eiωn(t−t
′)
)∣∣∣∣ ≤ ∞∑
n=1
2P ∂(n)
eβωj − 1 <∞. (5.5b)
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We define the renormalized local state polarization at positive temperature as follows,
〈(ΦˆB)2(t, z)〉β,ren := lim
(t′,z′)→(t,z)
[
〈ΦˆB(t, z)ΦˆB(t′, z′)〉β −HM((t, z), (t′, z′))
]
, (5.6a)
〈(Φˆ∂)2(t)〉β,ren := lim
t′→t
〈Φˆ∂(t)Φˆ∂(t′)〉β . (5.6b)
It follows from (5.2) and Lemma 2 that the bulk and boundary renormalized local state polarizations at positive
temperature are given by
〈(ΦˆB)2(t, z)〉β,ren = 〈Ω(D/R)` |(ΦˆBren)2(t, z)Ω(D/R)` 〉+
∞∑
n=1
[
ψ
(D/R)
n (z)
]2
ω
(D/R)
n
(
eβω
(D/R)
n − 1
) , (5.7a)
〈(Φˆ∂)2(t)〉β,ren = 〈Ω(D/R)` |(Φˆ∂)2ren(t)Ω(D/R)` 〉+
∞∑
n=1
[
ψ
∂ (D/R)
n
]2
ω
(D/R)
n
(
eβω
(D/R)
n − 1
) . (5.7b)
The sum on the right-hand side of (5.7a) is absolutely convergent and converges exponentially fast for all z ∈ (0, `).
The sum on the right-hand side of (5.7b) is absolutely convergent and converges exponentially fast.
We define the local Casimir energy at positive temperature in the bulk and in the boundary as follows,
〈HˆBren(t, z)〉β := lim
(t′,z′)→(t,z)
1
2
[(
∂t∂t′ + ∂z∂z′ +m
2
) 〈ΦˆB(t, z)ΦˆB(t′, z′)〉β
− (∂t∂t′ + ∂z∂z′ +m2)HM((t, z), (t′, z′))] , (5.8a)
〈Hˆ∂ren(t)〉β = lim
t′→t
1
2
(β′1∂t∂t′ − β1) 〈Φˆ∂(t, z)Φˆ∂(t′, z′)〉β . (5.8b)
Then, by (5.2), (5.8a), and (5.8b) we have,
〈HˆBren(t, z)〉β = 〈Ω(D/R)` |HˆBren(t, z)Ω(D/R)` 〉
+
∞∑
n=1

(
(ω
(D/R)
n )2 +m2
)
2ω
(D/R)
n
[
ψ
(D/R)
n (z)
]2
eβω
(D/R)
n − 1
+
1
2ω
(D/R)
n
[
∂zψ
(D/R)
n (z)
]2
eβω
(D/R)
n − 1
 , (5.9a)
〈Hˆ∂ren(t)〉β = 〈Ω(D/R)` |Hˆ∂ren(t)Ω(D/R)` 〉+
∞∑
n=1
(
β′1(ω
(D/R)
n )2 − β1
)
2ω
(D/R)
n
[
ψ
∂ (D/R)
n
]2
eβω
(D/R)
n − 1
, (5.9b)
where the sums appearing on the right-hand side of (5.9a) and (5.9b) are absolutely convergent by an adaptation of
Lemma 2 and converge exponentially fast. In particular, it can be verified that polynomially bounded functions such
as the ones appearing on (5.4a) and (5.4b) can be found for the sums appearing on the right-hand side of (5.9a) and
(5.9b). Furthermore, the sum on the right-hand side of (5.9a) converges uniformly in z.
We note that, as expected, when β → ∞, the results obtained in this section for the renormalized local state
polarization and local Casimir energy reduce to the zero temperature ones.
6 Numerical examples
In this section we present some numerical examples for the local Casimir energy at temperature zero in the case in
which we set a Dirichlet boundary condition at z = 0. We fix the parameters of the problem to β1 = −1, β′1 = 1,
β2 = 1, m
2 = 1 and ` = 1, and compare three representative cases, for β′2 = −0.5, β′2 = −0.05 and β′2 = 0.5 in Fig. 1,
2 and 3 respectively, in which the total integrated Casimir energy can be positive or negative. While the case β′2 = 0.5
does not satisfy the hypotheses of Prop. 1, our numerics verify that the operator A is positive in this case too. In
each case, as z → 0 we observe a negative logarithmic divergence and as z → ` = 1 a positive logarithmic divergence
for the local Casimir energy.
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The plots presented in this section are obtained by numerically approximating the local Casimir energy using the
first 50 eigenvalues in each case. More precise numerical results can be carried out in cases of interest by computing
a larger number of eigenvalues.
We will denote by
E0(t) :=
∫ `
0
dz 〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉 (6.1)
the integrated Casimir energy at zero temperature in the bulk, i.e., the bulk total energy of the ground state. Note
that in our cases, due to the conservation of the local energy in time, E0 is time-independent.
0.2 0.4 0.6 0.8 1.0
z
74
75
76
77
78
<Ωℓ(D)|ĤrenB Ωℓ(D)>
Figure 1: Case β′2 = −0.5. The boundary Casimir energy is 〈Ω(D)` |Hˆ∂renΩ(D)` 〉 ≈ 0.23. The integrated bulk Casimir
energy is E0 ≈ 75.85.
0.2 0.4 0.6 0.8 1.0
z
-80
-79
-78
-77
-76
<Ωℓ(D)|ĤrenB Ωℓ(D)>
Figure 2: Case β′2 = −0.05. The boundary Casimir energy is 〈Ω(D)` |Hˆ∂renΩ(D)` 〉 ≈ 0.73. The integrated bulk Casimir
energy is E0 ≈ −77.84.
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0.2 0.4 0.6 0.8 1.0
z
-2
-1
1
2
<Ωℓ(D)|ĤrenB Ωℓ(D)>
Figure 3: Case β′2 = 0.5. The boundary Casimir energy is 〈Ω(D)` |Hˆ∂renΩ(D)` 〉 ≈ 0.43. The integrated Casimir energy is
E0 ≈ −0.08.
7 Final remarks
Throughout this work we have obtained the renormalized local state polarization and local Casimir energy for a system
consisting of a bulk scalar field defined on the interval [0, `] coupled to a boundary observable defined on the right-
hand end of the interval. The coupling between the bulk scalar field and the boundary observable is implemented
through a dynamical boundary condition for the bulk field. We have given expressions for the renormalized bulk
and boundary local state polarization and local Casimir energy at zero temperature in Section 4 and in Section 5 at
positive temperature. Our computations reveal that the renormalized local state polarization and the local Casimir
energy are conserved in time, both for the bulk scalar field and for the boundary observable, and we also show that in
the case of the bulk they display logarithmic (integrable) divergences near the boundaries of the interval.
These divergences occur also for non-dynamical boundary conditions in the Dirichlet and Robin class (see e.g.
[19]), and we stress that they do not obstruct the total (integrated) Casimir energy from being finite, since they are
integrable. Indeed, in Section 6 we have explored numerically a sample of cases and obtained an approximation of the
integrated energy numerically.
To the best of our knowledge, the Casimir energy for fields with dynamical boundary conditions had only been stud-
ied in [17] at zero temperature, but in that case only the integrated Casimir energy was obtained, and no information
on the local Casimir energy, which we study here, can be directly inferred from their computational method.
The work that we have carried out here can be generalized in several directions. First, by using Fourier transform
methods, one can generalize the case of the interval to n dimensions. In this case, one has field theory in the bulk
and in the boundary. Second, one can study other species of linear fields, such as the Maxwell, Dirac or Proca fields.
Third, we have only studied the static Casimir effect, but the dynamical Casimir effect [16] should also be of great
interest. See, e.g., refs. [11, 22, 25] for the dynamical Casimir effect in the context of quantum field theory and for
analogies with black hole radiation and formation. It is particularly interesting the case in which the coefficients β1,
β′1, β2 and β
′
2 are time-dependent [17], [42], in which case one should have so-called creation of particles.
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A Useful formulae
Let Λ, k ∈ R. We have the following formula
∞∑
n=1
eiΛn
nk
= Lik
(
eiΛ
)
, (A.1)
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where Lik is the polylogarithm or Jonquie`re function of order k, see e.g. [31, Eq. 25.12.10]. In particular, throughout
the paper we will make use of the following three formulae for k = 1, k = 0 and k = −1,
∞∑
n=1
eiΛn
n
= − ln (1− eiΛ) , (A.2a)
∞∑
n=1
eiΛn =
eiΛ
1− eiΛ , (A.2b)
∞∑
n=1
n eiΛn =
eiΛ
(1− eiΛ)2 . (A.2c)
Here, ln z is the principal branch of the logarithm with the argument of z in (−pi, pi). Equation (A.2a) can be easily
obtained from the integral representation of Li1 [31, Eq. 25.12.11], whereby
∞∑
n=1
eiΛn
n
= Li1
(
eiΛ
)
= eiΛ
∫ ∞
0
dx
1
ex − eiΛ = − ln
(
1− eiΛ) , (A.3)
while (A.2b) can be obtained from (A.2a) by taking derivatives in Λ on the left-hand and right-hand sides. Similarly,
(A.2c) is obtained taking the derivative in Λ on the left-hand and right-hand sides of (A.2b). Let x ∈ R. It holds that∣∣∣∣∣eix −
n∑
k=0
(ix)k
k!
∣∣∣∣∣ ≤ |x|n+1(n+ 1)! , (A.4)
for any n ∈ N0. This follows from estimating the Lagrange Remainder in the Taylor series for eix to order n, cf.
formulae 0.317.2 and 0.317.3 in [23].
B Asymptotic estimates for the eigenvalues
In this appendix, we obtain asymptotic formulae for the eigenvalues, ω2n, n = 1, . . . , of our classical problem in Section 2,
with V (z) = 0 in the cases where there is a Dirichlet or Robin boundary condition at z = 0. The results that we
present here are an improvement on the asymptotics presented in [21, Sec. 4]. We assume throughout this appendix
that ρ > 0 and β′2 6= 0. The detailed assumptions of Proposition 1 , which ensure that the eigenvalues for problem (2.3)
be all positive, are not needed here. The case for β′2 = 0 can also be treated, but estimates like the ones that we shall
present in this appendix should be obtained separately, and we will not be concerned with this case. Furthermore, we
use use the dispersion relation, ω2n = s
2
n +m
2, n = 1, . . . , to write (2.3) as follows, −∂
2
zϕ = s
2
nϕ,
cosαϕ(0) + sinα∂zϕ(0) = 0, α ∈ [0, pi),
− [(β1 + β′1m2)ϕ(`)− (β2 + β′2m2)∂zϕ(`)] = s2n [β′1ϕ(`)− β′2∂zϕ(`)] . (B.1)
We are concerned with obtaining large eigenvalue estimates for problem (B.1).
In order to obtain the eigenvalues, we seek to find the roots of the Wronskian, which, following standard techniques
[38] in the problem at hand, can be written as (see [21, Eq. (3.4)])
ω(s2) = (β′1s
2 + β1 + β
′
1m
2)φs2(`)− (β′2s2 + β2 + β′2m2)∂zφs2(`), (B.2)
where the eigenfunctions φs2 satisfy
−∂2zφs2 = s2φs2 , (B.3)(
φs2(0)
∂zφs2(0)
)
=
(
sinα
− cosα
)
, (B.4)
with α = 0 for Dirichlet boundary condition, α ∈ (0, pi) for Robin boundary condition, at z = 0, and, in particular,
α = pi/2 in the Neumann case.
In the case of Dirichlet boundary condition, we solve (B.3) with φs2(z) = − sin(sz)/s. For Robin boundary
condition, we set φs2(z) = − cosα sin(sz)/s+ sinα cos(sz) (in particular, for the Neumann case φs2(z) = cos(sz)).
We henceforth use labels D and R for Dirichlet and Robin quantities, respectively.
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B.1 Dirichlet boundary condition at z = 0
Following [21, Sec. 4], Rouche´’s theorem (see e.g. [9]) implies that, for sufficiently large n,
sDn =
(n− 1/2)pi
`
+ δDn , δ
D
n = O
(
n−1
)
. (B.5)
Using (B.2), we need to solve for
(β′1(s
D
n )
2 + β1 + β
′
1m
2) sin(sDn `)− sDn (β′2(sDn )2 + β2 + β′2m2) cos(sDn `) = 0, (B.6)
which upon using (B.5) can be written as[
β′1
(
(n− 1/2)pi
`
+ δDn
)2
+ β1 + β
′
1m
2
]
cos(δDn `)
+
(
(n− 1/2)pi
`
+ δDn
)[
β′2
(
(n− 1/2)pi
`
+ δDn
)2
+ β2 + β
′
2m
2
]
sin(δDn `) = 0. (B.7)
Equation (B.7) can be expanded using the fact that δDn = O
(
n−1
)
, and one obtains that
β′1 + piβ
′
2(n− 1/2)δDn = O
(
n−2
)
, (B.8)
from where it follows that
sDn =
(n− 1/2)pi
`
+ δDn , δ
D
n = −
β′1
β′2(n− 1/2)pi
+ Dn , 
D
n = O
(
n−3
)
. (B.9)
Inserting (B.9) into (B.7), we find the relation
β1 − (β
′
1)
3
3(β′2)2
+
(β′1)
2
`β′2
− β
′
1β2
β′2
+
pi3β′2(n− 1/2)3Dn
`2
= O
(
n−2
)
, (B.10)
which can be solved to yield
sDn =
(n− 1/2)pi
`
+ δDn ,
δDn = −
β′1
β′2pi(n− 1/2)
+
`2
(−3β1(β′2)2 + 3β2β′1β′2 + (β′1)3)− 3`(β′1)2β′2
3pi3(β′2)3(n− 1/2)3
+O
(
n−5
)
. (B.11)
The expansion (B.11) suffices for our purposes, but one can recursively obtain more precise estimates.
B.2 Robin boundary condition at z = 0
The treatment is analogous to the Dirichlet case. Following [21, Sec. 4], Rouche´’s theorem (see e.g. [9]) implies that,
for sufficiently large n,
sRn =
(n− 1)pi
`
+ δRn , δ
R
n = O
(
n−1
)
. (B.12)
Using (B.2), we need to solve for
(β′1(s
R
n )
2 + β1 + β
′
1m
2)
[
−cosα sin(s
R
n `)
sRn
+ sinα cos(sRn `)
]
+ sRn (β
′
2(s
R
n )
2 + β2 + β
′
2m
2)
[
cosα cos(sRn `) + s
R
n sinα sin(s
R
n `)
]
= 0, (B.13)
which upon using (B.12) can be written as(
β′1
(
(n− 1)pi
`
+ δRn
)2
+ β1 + β
′
1m
2
)[
−cosα sin(δ
R
n `)
(n−1)pi
` + δ
R
n
+ sinα cos(δRn `)
]
+
(
(n− 1)pi
`
+ δRn
)(
β′2
(
(n− 1)pi
`
+ δRn
)2
+ β2 + β
′
2m
2
)
×
[
cosα cos(δRn `) +
(
(n− 1)pi
`
+ δRn
)
sinα sin(δRn `)
]
= 0. (B.14)
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Equation (B.14) can be expanded using the fact that δRn = O
(
n−1
)
, and one obtains that
sinα(piδRn (n− 1)β′2 + β′1) + β′2 cosα = O(n−2), (B.15)
from where it follows that
sRn =
(n− 1)pi
`
+ δRn , δ
R
n = −
β′1 + β
′
2 cotα
β′2(n− 1)pi
+ Rn , 
R
n = O
(
n−3
)
. (B.16)
Iterating as in the Dirichlet case by inserting (B.16) into (B.14), we find that
sRn =
(n− 1)pi
`
+ δRn ,
δRn = −
β′1 + β
′
2 cotα
β′2(n− 1)pi
+
(
`2
(−3β1(β′2)2 + 3β2β′1β′2 + (β′1)3)− 3`(β′1)2β′2
3pi3(β′2)3
+
` cotα[−6β′1 + β′2 cotα(3− ` cotα)]
3pi3β′2
)
1
(n− 1)3 +O
(
n−4
)
. (B.17)
In the case of Neumann boundary conditions, setting α = pi/2 in the Robin case, one has the expansion
sNn =
(n− 1)pi
`
+ δNn ,
δNn = −
β′1
β′2(n− 1)pi
+
`2
(−3β1(β′2)2 + 3β2β′1β′2 + (β′1)3)− 3`(β′1)2β′2
3pi3(β′2)3(n− 1)3
+O
(
n−4
)
. (B.18)
C Calculations with a Robin boundary condition at z = 0
We present the computations for the renormalized local state polarization and Casimir energy in the case in which a
Robin boundary condition is imposed at z = 0.
C.1 Renormalized local state polarization in the bulk
We are interested in extracting the coincidence-limit singular behavior of
〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉 =
∞∑
n=1
[
R
V(1)
Bn (t, t
′, z, z′) +RV(2)Bn (t, t
′, z, z′) +RV(3)Bn (t, t
′, z, z′)
]
, (C.1a)
R
V(1)
Bn (t, t
′, z, z′) :=
(NRn )2
8ωRn
e−iω
R
n (t−t′)
(
sin2 α+
cos2 α
(sRn )
2
)(
eis
R
n (z−z′) + e−is
R
n (z−z′)
)
, (C.1b)
R
V(2)
Bn (t, t
′, z, z′) :=
(NRn )2
8ωRn
e−iω
R
n (t−t′)
(
sin2 α− cos
2 α
(sRn )
2
)(
eis
R
n (z+z
′) + e−is
R
n (z+z
′)
)
, (C.1c)
R
V(3)
Bn (t, t
′, z, z′) := − (N
R
n )
2
4ωRn
e−iω
R
n (t−t′) sinα cosα
isRn
(
eis
R
n (z+z
′) − e−isRn (z+z′)
)
. (C.1d)
It can be seen from the asymptotic estimates (B.17) that the sum defined by the summand R
V(1)
Bn fails to converge
when t′ = t and z′ = z. Let us study this sum in detail. First, we rewrite
∞∑
n=1
R
V(1)
Bn (t, t
′, z, z′) =
∞∑
n=1
(NRn )2
8ωRn
(
sin2 α+ (sRn )
−2 cos2 α
){
e−iω
R
n (t−t′)
(
eis
R
n (z−z′) + e−is
R
n (z−z′)
)
−
(
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)}
+
∞∑
n=1
(NRn )2
8ωRn
(
sin2 α+ (sRn )
−2 cos2 α
) (
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)
. (C.2)
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The first sum on the right-hand side of (C.2) vanishes in the limit (t′, z′)→ (t, z), since by estimate (A.4)
∞∑
n=1
∣∣∣∣ (NRn )28ωRn (sin2 α+ (sRn )−2 cos2 α)
(
ei[−ω
R
n (t−t′)±sRn (z−z′)] − e ipi` (n−1)[−(t−t′)±(z−z′)]
)∣∣∣∣
≤
∞∑
n=1
∣∣∣∣ (NRn )28ωRn (sin2 α+ (sRn )−2 cos2 α)
[
−
(
ωRn −
pi
`
(n− 1)
)
(t− t′)±
(
sRn −
pi
`
(n− 1)
)
(z − z′)
]∣∣∣∣ . (C.3)
The summand on the right-hand side of (C.3) vanishes as (t′, z′) → (t, z), and by (B.17) it is O(n−2) uniformly for
t, t′ in bounded sets and z, z′ ∈ [0, `]. Hence, by dominated convergence, the first sum on the right-hand side of (C.2)
vanishes at (t′, z′) → (t, z). The second sum on the right-hand side of (C.2) is therefore the only contribution on the
coincidence limit. We rewrite it as
∞∑
n=1
(NRn )2
8ωRn
(
sin2 α+ (sRn )
−2 cos2 α
) (
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)
=
∞∑
n=1
(
(NRn )2
8ωRn
(
sin2 α+ (sRn )
−2 cos2 α
)− 1
4pin
)(
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)
+
∞∑
n=1
1
4pin
(
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)
. (C.4)
The first sum on the right-hand side of (C.4) converges in absolute value and uniformly in t, t′ and z, z′, since by
the asymptotics in (B.17)
(NRn )2
8ωRn
(
sin2 α± (sRn )−2 cos2 α
)
=
1
4pin
+O
(
n−2
)
, (C.5)
so one can take the limit inside the sum, while the second sum in (C.4) can be obtained explicitly, using formula
(A.2a),
∞∑
n=1
1
4pin
(
e
ipi
` (n−1)[−(t−t′)+(z−z′)] + e
ipi
` (n−1)[−(t−t′)−(z−z′)]
)
= − 1
4pi
[
e
ipi
` [(t−t′)−(z−z′)] ln
(
1− e ipi` [−(t−t′)+(z−z′)]
)
+e
ipi
` [(t−t′)+(z−z′)] ln
(
1− e− ipi` [(t−t′)+(z−z′)]
)]
, (C.6)
and diverges logarithmically in the coincidence limit, as can be seen from (C.6). Indeed, subtracting the Hadamard
bi-distribution (3.9) we obtain the finite limit
lim
(t′,z′)→(t,z)
[ ∞∑
n=1
R
V(1)
Bn (t, t
′, z, z′)−HM((t, z), (t′, z′))
]
=
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
+
∞∑
n=1
(
(NRn )2
4ωRn
(
sin2 α+ (sRn )
−2 cos2 α
)− 1
2pin
)
. (C.7)
With the aid of estimate (A.4) and (B.17), we can apply the dominated convergence theorem by similar arguments
to the ones used for studying the term (C.1b) to obtain that
lim
(t′,z′)→(t,z)
∞∑
n=1
R
V(2)
Bn (t, t
′, z, z′) =
∞∑
n=1
(NRn )2
4ωRn
(
sin2 α− (sRn )−2 cos2 α
) [
cos(2sRnz)− cos
(
2(n− 1)pi
`
z
)]
+ lim
(t′,z′)→(t,z)
∞∑
n=1
[
R
V(2)+
Bn (t, t
′, z, z′) +RV(2)−Bn (t, t
′, z, z′)
]
, (C.8)
with
R
V(2)±
Bn (t, t
′, z, z′) :=
(NRn )2
8ωRn
(
sin2 α− (sRn )−2 cos2 α
)
ei
(n−1)pi
` [−(t−t′)±(z+z′)]. (C.9)
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Writing the second sum on the right-hand side of (C.8) as
lim
(t′,z′)→(t,z)
∞∑
n=1
[
R
V(2)+
Bn (t, t
′, z, z′) +RV(2)−Bn (t, t
′, z, z′)− 1
4pin
(
ei
(n−1)pi
` [−(t−t′)+(z+z′)]
+ei
(n−1)pi
` [−(t−t′)−(z+z′)]
)]
+ lim
(t′,z′)→(t,z)
∞∑
n=1
1
4pin
(
ei
(n−1)pi
` [−(t−t′)+(z+z′)] + ei
(n−1)pi
` [−(t−t′)−(z+z′)]
)
, (C.10)
one can use the dominated convergence theorem in view of (C.5) to finally obtain that
lim
(t′,z′)→(t,z)
∞∑
n=1
R
V(2)
Bn (t, t
′, z, z′) =
∞∑
n=1
[
(NRn )2
4ωRn
(
sin2 α− (sRn )−2 cos2 α
)
cos(2sRnz)
− 1
2pin
cos
(
2(n− 1)pi
`
z
)]
− 1
2pi
<
[
e−i
2pi
` z ln
(
1− ei 2pi` z
)]
, (C.11)
where we have used (A.2a) to obtain the last term on the right-hand side of (C.11).
The third term in (C.1a), defined by (C.1d), can be seen to converge absolutely (using (B.17)) and its limit as
(t′, z′)→ (t, z) can be applied to the summand by dominated convergence, whereby one obtains that
lim
(t′,z′)→(t,z)
∞∑
n=1
R
V(3)
Bn (t, t
′, z, z′) = −
∞∑
n=1
(NRn )2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)
(C.12)
Adding up (C.7), (C.11) and (C.12), we finally obtain that
〈Ω(R)` |(ΦˆBren)2(t, z)Ω(R)` 〉 =
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
− 1
2pi
<
(
e−
ipi
` z ln
(
1− e i2pi` z
))
+
∞∑
n=1
{[
(NRn )2
2ωRn
(
sin2 α cos2
(
sRnz
)
+
cos2 α
(sRn )
2
sin2
(
sRnz
))− 1
pin
cos2
(pi
`
(n− 1)z
)]
− (N
R
n )
2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)}
, (C.13)
where the summand on the right-hand side of (C.13) is O(n−2) and the sum converges absolutely and uniformly in
z ∈ (0, `).
C.2 Renormalized local state polarization in the boundary
We are interested in analyzing the coincidence-limit behavior of
〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉 =
∞∑
n=1
(NRn )2
2ωRn
e−iω
R
n (t−t′)
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
. (C.14)
From our estimates (B.17), we observe that
(NRn )2
2ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
=
`4 sin2(α)(β′1β2 − β1β′2)2
pi5(β′2)2n5
+O
(
n−6
)
, (C.15)
so that the expression on the left-hand side of (C.15) provides a summable, t, t′-independent bound for the summand
on the right-hand side of (C.14), which allows us to use the dominated convergence theorem to write
〈Ω(R)` |(Φˆ∂)2(t)Ω(R)` 〉 = limt′→t〈Ω
(R)
` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉
=
∞∑
n=1
(NRn )2
2ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
, (C.16)
where the summand on the right-hand side of (C.13) is O(n−5) and the sum converges absolutely.
23
C.3 Local Casimir energy in the bulk
We write the local Casimir energy as
〈Ω(R)` |HˆB(t, z)Ω(R)` 〉 =
1
2
lim
(t′,z′)→(t,z)
[
(∂t∂t′ + ∂z∂z′) 〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉
− (∂t∂t′ + ∂z∂z′)HM((t, z), (t′, z′))] + m
2
2
〈Ω(R)` |(ΦˆB)2(t, z)Ω(R)` 〉. (C.17)
We are interested in extracting the coincidence-limit singular behavior of
1
2
(∂t∂t′ + ∂z∂z′) 〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉 =
∞∑
n=1
[
R
H(1)
Bn (t, t
′, z, z′)
+R
H(2)
Bn (t, t
′, z, z′) +RH(3)Bn (t, t
′, z, z′)
]
, (C.18a)
R
H(1)
Bn (t, t
′, z, z′) :=
(NRn )2
16ωRn
(
(ωRn )
2 + (sRn )
2
) (
sin2 α+ (sRn )
−2 cos2 α
)
× e−iωRn (t−t′)
(
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R
n (z−z′) + e−is
R
n (z−z′)
)
, (C.18b)
R
H(2)
Bn (t, t
′, z, z′) :=
(NRn )2
16ωRn
(
(ωRn )
2 − (sRn )2
) (
sin2 α− (sRn )−2 cos2 α
)
× e−iωRn (t−t′)
(
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R
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R
n (z+z
′)
)
=
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2
R
V(2)
Bn (t, t
′, z, z′), (C.18c)
R
H(3)
Bn (t, t
′, z, z′) := − (N
R
n )
2
8ωRn
(
(ωRn )
2 − (sRn )2
) sinα cosα
isRn
e−iω
R
n (t−t′)
(
eis
R
n (z+z
′) − e−isRn (z+z′)
)
=
m2
2
R
V(3)
Bn (t, t
′, z, z′). (C.18d)
We start by handling the first term. We note that by estimate (A.4)
∣∣∣∣∣
(
(ωRn )
2 + (sRn )
2
)
ωRn
{
e−iω
R
n (t−t′)e±is
R
n (z−z′) − ei (n−1)pi` [−(t−t′)±(z−z′)]
×
2∑
k=0
1
k!
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(
ωRn −
(n− 1)pi
`
)
(t− t′)± i
(
sRn −
(n− 1)pi
`
)
(z − z′)
]k}∣∣∣∣∣
≤
∣∣∣∣∣
(
(ωRn )
2 + (sRn )
2
)
ωRn
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e−i(ω
R
n− (n−1)pi` )(t−t′)±i(sRn− (n−1)pi` )(z−z′)
−
2∑
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1
k!
[
−i
(
ωRn −
(n− 1)pi
`
)
(t− t′)± i
(
sRn −
(n− 1)pi
`
)
(z − z′)
]k}∣∣∣∣∣
≤
(
(ωRn )
2 + (sRn )
2
)
6ωRn
∣∣∣∣−i(ωRn − (n− 1)pi`
)
(t− t′)± i
(
sRn −
(n− 1)pi
`
)
(z − z′)
∣∣∣∣3
≤
(
(ωRn )
2 + (sRn )
2
)
6ωRn
[∣∣∣∣(ωRn − (n− 1)pi`
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∣∣∣∣+ ∣∣∣∣(sRn − (n− 1)pi`
)
(z − z′)
∣∣∣∣]3 . (C.19)
From the above bounds, and using the expansion (B.17), a dominated convergence argument (whereby one can
find a summable summand – behaving as O(n−2) for large n, and that is uniform for t, t′ in bounded set and in z, z′
– that bounds the right-hand side of (C.19)) yields that
lim
(t′,z′)→(t,z)
∞∑
n=1
{
R
H(1)
Bn (t, t
′, z, z′)− (N
R
n )
2
16ωRn
(
(ωRn )
2 + (sRn )
2
)(
sin2 α+
cos2 α
(sRn )
2
)
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(n−1)pi
` [−(t−t′)+(z−z′)]
×
2∑
k=0
1
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−i
(
ωRn −
(n− 1)pi
`
)
(t− t′)− i
(
sRn −
(n− 1)pi
`
)
(z − z′)
]k}
= 0. (C.20)
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We are thus interested in the coincidence limits of sums of the form
∞∑
n=1
ei
(n−1)pi
` [−(t−t′)±(z−z′)] (NRn )2
16ωRn
(
(ωRn )
2 + (sRn )
2
)(
sin2 α+
cos2 α
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×
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(
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(n− 1)pi
`
)
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(
sRn −
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. (C.21)
Observing from (B.17) that
(NRn )2
16ωRn
(
(ωRn )
2 + (sRn )
2
)(
sin2 α+
cos2 α
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) 2∑
k=0
1
k!
[
−i
(
ωRn −
(n− 1)pi
`
)
(t− t′)
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−RH(1)±Bn (t, t′, z, z′) = O
(
n−2
)
, (C.22a)
R
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′, z, z′) :=
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+
i
(
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)2
32pi(β′2)2`2n
, (C.22b)
a dominated convergence argument allows us to take the coincidence limit inside the sum and
lim
(t′,z′)→(t,z)
∞∑
n=1
{
R
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∞∑
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. (C.23)
The second and third sum on the left-hand side of (C.23) can be obtained in closed form and together have the singular
structure of 12 (∂t∂t′ + ∂z∂z′)HM((t, z), (t
′, z′)), cf (3.9), plus O(1) terms in the coincidence limit, from where it follows
that
lim
(t′,z′)→(t,z)
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. (C.24)
Using (C.11) and (C.12) we obtain respectively
lim
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∞∑
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and
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∞∑
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. (C.26)
Collecting (C.24), (C.25) and (C.26), together with the expression for the renormalized local state polarization,
(C.13) we finally have that
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. (C.27)
The summand on the right-hand side of (C.27) is O(n−2) and the sum converges absolutely and uniformly in
z ∈ (0, `).
C.4 Local Casimir energy in the boundary
We have defined the Casimir energy in the boundary as
〈Ω(R)` |Hˆ∂(t)Ω(R)` 〉 =
1
2
lim
t′→t
(β′1∂t∂t′ − β1) 〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉, (C.28)
so we wish to analyze the coincidence-limit behavior of
1
2
(β′1∂t∂t′ − β1)〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉
=
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]
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n sinα sin(`s
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. (C.29)
We observe that from the asymptotics (B.17)[
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]
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=
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2pi3(β′2)2n3
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(
n−4
)
. (C.30)
Hence, (C.30) provides a summable, t, t′-independent bound for the summand on the right-hand side of (C.29), which
allows us to use the dominated convergence theorem to take the t′ → t limit inside the sum defining the boundary
Casimir energy as follows
〈Ω(R)` |Hˆ∂(t)Ω(R)` 〉 = limt′→t
1
2
(β′1∂t∂t′ − β1) 〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉
=
∞∑
n=1
[
β′1(ω
R
n )
2 − β1
]
(NRn )2
4ωRn
[
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(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
.
(C.31)
The summand on the right-hand side of (C.31) is O(n−3) and the sum converges absolutely.
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