In this paper, we propose an outlier detection approach based on local kernel regression for instance selection. It evaluates the reconstruction error of instances by their neighbors to identify the outliers. Experiments are performed on the synthetic and real data sets to show the efficacy of the proposed approach in comparison with the existing counterparts.
Introduction
Instance selection, which is to clean the noisecorrupted and redundant data, has been widely used in real world applications such as marketing research 1 and data mining 2 . It is able to circumvent the over-fitting problem and improve a learner's performance, meanwhile speeding up the learning processing. Instance selection is therefore regarded as an important preprocessing step in data analysis.
Typically, the instance selection can be made via outlier removal. In general, an outlier 18 is considered as an observation that deviates too much from other observations, i.e. an outlier is generated by a different mechanism compared to the other observations. The task of outlier detection is defined as follows: "Given a set of N data points or objects and the number n of expected outliers, find the top n objects that are considerably dissimilar, exceptional, or inconsistent with respect to the remaining data" 19, 20 . Thus far, various outlier detection techniques for instance selection have been proposed, which can be roughly grouped into five categories: (1)statistical or distribution-based approaches, (2) density-based approaches, (3) distance-based approaches, (4) deviation-based approaches, and (5) cluster-based approaches. Statistical-based approaches 3, 4 used a standard distribution model for data points, through which the outliers can be detected based on their relationship with the distribution model. Usually, the performance of such a method quite relies on the hypothesis model. In densitybased methods, outlier is detected from the local density of observations with the different density estimation strategies. For instance, Breunig et al. 5 proposed the local outlier factor (LOF) to score each points, depending on the local density of its neighborhood. By defining the neighborhood based on the distance to the MinPts-th nearest neighbor, Jin et al. 6 proposed an algorithm to discover the top n outliers efficiently for a particular value of MinPts. Furthermore, Tang et al. 7 developed the connectivity-based outlier factor (COF) algorithm analogous to the LOF approach. Papadimitriou et al. 8 computed the number of neighbors for each point to evaluate the outlier-ness, in which a point whose neighborhood size significantly varies with respect to the neighborhood size of its neighbors is regarded as an outlier. In distance-based methods, it judges a point based on the distances to its neighbors. That is, normal data points have a dense neighborhood, while outliers are far apart from their neighbors. In the work 2,9,10 by Knorr et al., a data point in the data set P is a distance-based outlier if at least a fraction β of the points in P is further than r from it. Also, Hautamaki et al. 11 constructed the k-NN graph for a data set, in which a vertex that has an indegree less than the user-defined threshold is an outlier. In deviationbased approaches, it groups points and considers those points as outliers that deviate considerably from the general characteristics of the groups. For example, Kriegel et al. 12 proposed the angle-based outlier detection in high dimensional space. The idea is that a point is an outlier if most of its neighbors are located in the similar directions. Otherwise, it is an inner point whose neighbors are located in different directions. Besides, some other deviationbased approaches have been proposed in work 13, 14 . In cluster-based approaches, they usually detect outliers as by-products 15 . Hence, these algorithms cannot properly detect the outliers under the noisy environment unless the number of clusters is known in advance. Along this line, He et al. 16 proposed FindCBLOF to determine the Cluster-Based Local Outlier Factor (CBLOF) for each data point. Yang et al. 17 had introduced a globally optimal exemplarbased GMM to detect the outliers, in which a Gaussian is centered at each point. The outlier factor at each point is calculated by the weighted sum of the mixture proportion with the weights representing the similarities to the other points.
In this paper, we will present an outlier detection approach based on local kernel regression (LKR) along the line of distance-based approaches. Compared to the statistical-based approaches and density-based approaches, it need not require a priori knowledge of the distribution or density function. Also, it can provide more local structure information than the deviation-based approaches, and avoid the unstableness of cluster-based approaches.
To be specific, the proposed outlier detection algorithm takes into account the local structure of the data space. We consider not only the distance between a point and its neighbors, but also the distance between neighbors. Hence, each data can be better approximated by a combination of its neighbors. Usually, the reconstruction error of an inner point is much smaller than that of a point that is on the boundary of the data distribution. Under the circumstances, we shall present an iterative method based on local kernel ridge regression to detect the outliers inward starting from the utmost outlier which has the greatest reconstruction error. Experiments have shown its promising results on synthetic and real data sets in comparison with the existing counterparts.
The remainder of this paper is organized as follows. Section 2 briefly overviews the kernel ridge regression. The details of the proposed approach, including the time complexity analysis, are given in Section 3. Section 4 shows the experimental results. Finally, we draw a conclusion in Section 5.
Overview of Kernel Ridge Regression
Kernel ridge regression 21, 24 is an effective approach to model nonlinear regression. Given the training data
, where x i is an input variable and y i is the corresponding target value, kernel ridge regression is to estimate the target value using the input variables. It can be defined as
where K (·, ·) is a kernel function, and α i s are the coefficients which can be estimated by minimizing the following objective function:
where
, the first and second terms are called the fitness item and the regularization item, respectively. The solution of Eq. (2) is
where I is an N × N identity matrix. Therefore, g(x) can be given as
T is a vector that is formed by the value of kernel function.
A New Algorithm for Outlier Detection using Local Kernel Regression
It is found that the reconstruction error of an inner point is usually much smaller than that of one on the boundary. Accordingly, we measure the outlier-ness of points based on this phenomenon. That is, we examine how well the feature value of each point can be estimated by its neighbors. In this paper, we utilize a local kernel ridge regression to perform the estimation. Given a training data x i and {(x j , l r j )} x j ∈N i , N i denotes the neighbors of x i , and l r j is the rth feature of x j . We need to train a kernel ridge regression model to estimate the value l ri , i.e. the rth feature of x i . Based on Eq.(4), we can obtain the equation to denote the local kernel ridge regression model for
, and l rN i denotes the vector of l r j s for all x j ∈ N i , We let
Subsequently, Eq.(6) can be rewritten as:
Hence, the reconstruction error for the rth feature of x i is estimated as
In general, the value of each feature in an instance can be quite different, thus Re(l ri ) for each feature needs to be normalized.
Obviously, D ii indicates the density around x i . The weighted variance V w (r) for each feature is estimated as in work 22 . That is,
is the weighted mean of the rth feature. Suppose each instance x i contains M features. The normalized total reconstruction error RE i is given as follows:
From Eq. (8), the total reconstruction error RE i can then be written as:
We first select the utmost outliers on the boundary, which has the greatest reconstruction error. After removing it, the points surrounded by the outliers on the boundary then become new outliers. We therefore further remove them in the next iteration. By repeating these procedure, all outliers can be removed finally.
Since it is hard to know the ratio of outliers in advance as given a data set, a common approach is to find the top n outliers from the data sets, e.g., see the works 19, 20 . Accordingly, we propose the algorithm LKROut that receives an input data set X including N instances, the number n of top outliers to find, and the number k of neighbors to consider; the set OutS consisting of the detected outliers is the output of this algorithm.
The details of algorithm LKRout are summarized as follows:
Construct neighbor graph G and kernel matrix K; Initialize Outlier Set: OutS = ∅; n = 0; N = N; while ( n n) do begin Estimate g N i (l ri ) for each instance by Eq. (7) In the above algorithm, the parameter p in each iteration can be set according to the reconstruction errors, supposing the elements in {RE i } are sorted in descending order. The top p instances with large reconstruction errors are chosen as outliers which account for a small portion of this data set. That is, the p is set according to the formula p/ N η, where N is the number of instances in the data set, η is a small ratio. Often, it just iterates several times to find the top n outliers in data instances.
The complexity analysis of key steps in the proposed algorithm is given as follows: The complexity of construction neighbor graph and kernel K is O(N 2 M). For local kernel regression in Eq. (7), it is O(Nk 3 ) and the complexity for reconstruction error in Eq. (11) is O(kNM). Usually, the neighbor size meets k ≪ N. Therefore, the overall complexity is about O (tN 2 M) , where t is the iteration times and M is the feature dimension, respectively.
In general, the proposed method is different from the nearest-neighbor methods, e.g. see papers 2,9,10,11 . Essentially, these nearest-neighbor methods consider the distance between point x i and its nearest-neighbor only without taking into account the distance between the neighbors. Actually, the distance between the neighbors can provide more relationship information. Accordingly, the proposed method considers not only the distance between point and its neighbors, but also the distance between the pairs of neighbors by weighing the influence of the relevant neighborhood point 23 . Since such a way would be better to reveal the local relationship of data, it is therefore expected that the proposed method generally outperforms these nearestneighbor methods.
Experimental Results
The experiments were performed on several synthetic and real-world data sets to show the performance of the proposed algorithm in comparison with the existing counterparts. In general, local outlier detection approaches have shown better performance than global models. Accordingly, we chose two of the most popular local approaches, namely the LOF 5 and angle-based outlier detection (ABOD) 12 , as counterparts.
In all experiments, we utilized the Gaussian kernel, i.e. K (x m , x n ) = exp(∥x m − x n ∥ 2 /h), and the parameter h and the ridge parameter γ were set at 100 and 0.1, respectively. To measure the performance of each algorithm, we utilized the Detection rate (True positive rate), the False alarm rate (False positive rate) from the work 17 , and the ROC curves, which are defined as follows:
Detection Rate = T P/(T P + FN) False alarm Rate = FP/(FP + T N).
(12)
As shown in Table 1 , the detection rate reveals the relative ratio of correctly identified outliers, while the false alarm rate is the percentage of normal data records misclassified as outliers. Furthermore, the ROC curve is defined by False positive rate and True positive rate as x-and y-axes, respectively, which depicts the relative trade-off between Detection rate (benefits) and False alarm rate (costs). 
Synthetic data

Synthetic data with several noisy points
The synthetic data were utilized to evaluate the performance of three approaches. In Fig. 1 (a) , there are eight outliers (marked with blue dots) and two clusters with different densities, 50 points are in the sparse cluster and 318 points are in the dense cluster. From Fig. 1 (b-d) , it can be observed that LOF method based on local neighbors is unable to detect all outliers, while ABOD and the proposed method are able to detect all of them in this environment. A plausible reason is that the LOF just considers the local distance between the point and its neighbors, but ignores the distance between the pairs of neighbors. As a result, the LOF, as well as the other neighborbased methods, is difficult to detect the outliers with the varied densities. In contrast, the proposed approach considers both distances which provide more information about the local domain. As for the A-BOD approach, it is angle-based one that describes the divergence of points with respect to one another. Hence, unlike the distance-based approach, it can perform well in this case.
Synthetic data with many noisy points
In this experiment, more noisy points were added into the data set to evaluate the capability of the three approaches. 750 normal data points were randomly generated from a homogeneous distribution model, which formed the shape "H". Also, the extra 150 data points were generated by a random distribution that was independent of the model of the normal data. The synthetic data set is shown in Fig. 3 (a) . We compared the proposed algorithm with the ABOD and LOF approaches on this 2-D data set. In these methods, the neighborhood size was set at 10. In order to evaluate the capability of each method to identify the most likely outliers, we utilized the true positive rate and false positive rate, and drew ROC curves. That is, we successively retrieved the most likely outliers until all outliers were retrieved. The results of the proposed approach are shown by ROC curves in Fig. 2 in comparison with the other two approaches. It can be seen that the proposed approach outperforms the other methods, and the LOF method has poor performance on this data set. In addition, we showed a snapshot of results by retrieving the top 15% of data points as outliers. From Fig. 3 (b-d) , it can be seen that most outliers have been successfully detected by the ABOD and the proposed approach. Nevertheless, compared to the proposed method, some obvious outliers (marked in black box) were undetectable by the A-BOD method. Also, the LOF approach was not suitable to deal with them even with the different neighborhood sizes.
Real data
We further demonstrated the effectiveness of the proposed method on two real-world datasets.
Breast Cancer Wisconsin Data
In this experiment, we utilized the Breast Cancer Wisconsin (original) Data Set † , which is a medical dataset and has been used for breast tumor diagnosis. The dataset contains 11-attributed (ID, class, 9 real-valued features) 699 medical diagnosis records, in which the total valid records are 683, while the remaining 16 records have missing values. The class type is binary, i.e. "Benign" and "Malignant". We treated the 444 records labeled "Benign" as normal data. Furthermore, a certain number of "Malignant" records were added into normal data as outliers. In this dataset, our task was to identify the outliers which were the abnormal data records, and evaluated the three different approaches.
We measured the percentage of detected outliers in top-num potential outliers as the detection rate, i.e. detection rate = n detected outliers /num, where num is the number of outliers. Experiments were performed three times with num = 20. At each time, we performed ten independent trials on the dataset (normal data with randomly selected outliers) to calculate the average detection rate and standard deviation. The experimental results are shown in Table  2 .
Moreover, we examined the relationship between the neighborhood size and detection rate. In this experiment, we utilized 20 outliers, which were randomly extracted from the "Malignant" records. Once again, top-20 was utilized here. Fig. 4 shows the outlier detection rate over different neighborhood sizes. It can be seen that the detection rate of the proposed method is more robust against the neighborhood size. In contrast, the LOF approach suffers from the effect of the neighborhood size. 
MPEG-7 Shape Data
We also evaluated the proposed method on the widely used MPEG-7 shape data set for detection of unusual shapes. MPEG-7 contains 70 classes with 20 shapes in each class, which are binary images. In Fig. 5 , there are 20 bell shapes from one class and 4 unusual shapes from the other different classes. Hence, we should retrieve the 4 unusual shapes for the purpose of outlier detection. The shape image is represented by inner distance shape context (ID-SC) feature 25 , which provides good shape descriptors for binary image shape. The results are demonstrated in Fig. 6 . The ABOD and LOF approaches retrieve the same results that consist of three true unusual shapes. Compared to the two approaches, the proposed approach can identify all of them.
Conclusion
In this paper, we have proposed a new way to measure the outlier-ness of instances based on the reconstruction error of instances by their neighbors. It is found that the reconstruction error of a normal instance is usually much smaller than that of one on the boundary. Accordingly, we have presented an iterative algorithm to detect the outliers. Experimental results have demonstrated its efficacy in comparison with the existing counterparts. 
