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Limit theorems for Random Walk excursion conditioned to
enclose a typical area
Philippe Carmona and Nicolas Pe´tre´lis
Abstract
We derive a functional central limit theorem for the excursion of a random walk conditioned
on enclosing a prescribed geometric area. We assume that the increments of the random walk
are integer-valued, centered, with a third moment equal to zero and a finite fourth moment.
This result complements the work of [9] where local central limit theorems are provided for the
geometric area of the excursion of a symmetric random walk with finite second moments.
Our result turns out to be a key tool to derive the scaling limit of the Interacting Partially-
Directed Self-Avoiding Walk at criticality which is the object of a companion paper [7]. This
requires to derive a reinforced version of our result in the case of a random walk with Laplace
symmetric increments.
1. Introduction and main results
We will use the notation N0 = N ∪ {0}. We let also (Xi)i≥1 be an IID sequence of integer-
valued centered random variables of law P and of finite variance σ2. We denote by S := (Si)∞i=0
the random walk starting from the origin (S0 = 0) of increments (Xi)
∞
i=1, i.e.,
Sn :=
n∑
i=1
Xi, (n ∈ N), (1.1)
and the algebraic area enclosed in the random walk by
An = An(S) :=
n∑
i=1
Si (n ∈ N). (1.2)
We consider positive excursions of the random walk and therefore we define the stopping time
τ˜ := inf {n ≥ 1 : Sn ≤ 0} .
The scaling limit of the random walk excursion (Si)
τ˜
i=0 conditioned on τ˜ = n as n→∞ is
proven in [2] and [17]. To be more specific, we denote by (et, 0 ≤ t ≤ 1) the standard Brownian
excursion [11, 15] normalized to have duration/length 1, that is Re = 1, where
Re := inf {t > 0 : et = 0} = 1. (1.3)
For every x ∈ N, we let Px be the law of (x+ Sn)n≥0. If S is sampled from P0(· | τ˜ = n), then(Sbsnc
σ
√
n
; 0 ≤ s ≤ 1
)
converges in distribution to
(
es; 0 ≤ s ≤ 1
)
,
in the space of cadlag functions endowed with the Skorohod topology.
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In the present paper, we are interested in the scaling limit of positive excursions conditioned
on their area rather than on their length. This was for a long time an open issue, mostly because
standard Gnedenko techniques to derive local central limit theorems (LCLT) are difficult to
apply when working with a random path constrained to remain positive. This difficulty was
recently overstepped in [9, Theorem 1.1] which states that
sup
a∈N
∣∣∣n3/2 P0(An(S) = a | τ˜ = n+ 1)− 1
σ
we
( a
n3/2
)∣∣∣ = o(1), (1.4)
where we is the density of the area enclosed by e that is
∫1
0
esds.
In the present paper, we bring the analysis some steps further by displaying a functional
central limit theorem for the whole trajectory of a random walk excursion conditioned on
enclosing a prescribed area. For technical reasons, we shall assume from now on that
E(X41 ) <∞ and E(X31 ) = 0. (1.5)
We believe that our four main Theorems remain true under the finite variance assumption but
we are not able to prove it †.
Before stating our main Theorem, we need a few more notations. We define the pseudo
inverse of the sequence of algebraic areas (An(S))n∈N by
χs := inf {n ≥ 1 : An(S) ≥ s} , (s ≥ 0). (1.6)
To identify the limiting process of the rescaled excursions we need to introduce E = (Et, t ≥ 0)
the Brownian excursion normalized by its area, defined in Corollary 8.5. It is the analogue of
the standard excursion (et, 0 ≤ t ≤ 1) (recall (1.3)) except that it is normalized to enclose a
unit area, i.e., ∫RE
0
Es ds = 1 with RE = inf {t > 0 : Et = 0} , (1.7)
rather than to have a unit length. Finally, we set for t ≥ 0 and s ∈ [0, 1]
At(E) =
∫ t
0
Es ds, aE(s) = inf {t > 0 : At(E) > s} . (1.8)
Theorem A. Let (Xi)i≥1 be an IID sequence of integer-valued centered random variables
of variance σ2 and satisfying (1.5). As L→∞, with S sampled under P0 (· | Aτ˜ = L, Sτ˜ = 0),
the process
•
(Sbsτ˜c
σ
√
τ˜
; 0 ≤ s ≤ 1
)
converges in distribution to
(
1√
RE
EsRE ; 0 ≤ s ≤ 1
)
.
• 1
σL1/3
(
SχsL ; 0 ≤ s ≤ 1
)
converges in distribution to
(EaE(s); 0 ≤ s ≤ 1).
Both convergences in Theorem A occur in the set of cadlag functions endowed with the
Skorohod topology. In the first convergence the limiting process is a Brownian excursion
normalized by its area, also rescaled in time by its extension and in space by the root of
this extension. We actually prove a bit more in the paper since we establish the convergence
of ( τ˜
L2/3
)L∈N towards RE jointly with the convergence of processes. This is no surprise since
the typical area under an excursion of length N should be approximately N3/2 therefore, the
typical length of an excursion of area L should be approximately L2/3 and the typical height,
with a diffusive scaling, should be thus L1/3. As a consequence, the following convergence also
†Our method of proof requires extra smoothness for the LCLT in (5.17–5.18) and in Proposition 5.4
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holds true and may appear more useful to the reader:(SbsL2/3c∧τ˜
σL1/3
; s ≥ 0
)
converges in distribution to
(
Es∧RE ; s ≥ 0
)
.
For the second convergence in Theorem A, we apply a non-linear time-change to the
excursion, i.e., for every s ∈ [0, 1] we observe the excursion at the moment its area reaches
sL. The resulting process (rescaled in space by L1/3) converges towards a Brownian excursion
normalized by its area, subject to a similar time-change.
With Theorem B below, we characterize the limiting processes displayed in Theorem A and
prove that their distribution are those of some Bessel bridge excursions, normalized by their
length. To that purpose, we let Y be distributed as (|BaB(s)|)0≤s≤1 with
aB(s) = inf
{
t > 0 :
∫ t
0
|Bu| du > s
}
,
and we denote by C1/3 the 1/3-stable regenerative set (see e.g. [4, Appendix A] for the details
of its construction).
Theorem B.
(i) Y is distributed as
((
3
2ρt
)2/3
, t ∈ [0, 1]) where (ρt)t∈[0,1] is a Bessel process of dimen-
sion 4/3. In particular the zero set Z(Y ) = {s ∈ [0, 1] : Y (s) = 0} is distributed as
C1/3. Furthermore, the law of Y conditioned by Y1 = 0 is well defined as the law of((
3
2bt
)2/3
, t ∈ [0, 1]
)
with b a Bessel bridge of dimension 4/3, and the law of Z(Y ) ∩ [0, 1]
conditioned by Y1 = 0 is the law of C˜1/3 = C1/3 ∩ [0, 1] conditioned on 1 ∈ C1/3.
(ii) The process (EaE(s), 0 ≤ s ≤ 1) has the law piY of the excursion of Y normalized by its
length.
We conclude this section with a brief outline of the rest of the paper. With Section 2 we apply
our main result in the framework of † IPDSAW a model introduced in [19] to study the collapse
transition of a polymer surrounded by a poor solvent. We state in particular Theorem C, which
is an advanced version of Theorem A since it deals also with the random walk S¯ := (S¯i)
∞
i=0
obtained by switching the sign of every other increment of S. Theorem C turns out to be the
key tool to derive the scaling limit of IPDSAW at criticality, which is the object of a companion
paper [7]. In Section 3, we provide a sketch for the proof of Theorem A, shedding some light on
the links between our proof and some results from [8] and from [9]. Section 4 is dedicated to the
multi-dimensional generalization of a non-standard technique initially displayed in [8] to derive
LCLT. Sections 5, 6 and 8 are dedicated to the proof of Theorem A, C, and B, respectively.
2. Extension and Application
Recall (1.1) and define S¯ := (S¯i)
∞
i=0 by S¯0 = 0 and
S¯n :=
n∑
i=1
(−1)i+1Xi for n ∈ N. (2.1)
We recall (1.8) and that E is a Brownian excursion normalized by its area. We let B be a
standard Brownian motion independent of E .
†Interacting Partially Directed Self Avoiding Walk
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Theorem C. Let (Xi)i≥1 be an IID sequence of integer-valued centered random variables
of variance σ2 and satisfying (1.5). As L→∞, when sampled under P0 (· | Aτ˜ = L, Sτ˜ = 0),
the process
•
(Sbsτ˜c
σ
√
τ˜
,
S¯bsτ˜c
σ
√
τ˜
; 0 ≤ s ≤ 1
)
converges in distribution to
(
1√
RE
EsRE , 1√RE BsRE ; 0 ≤ s ≤ 1
)
,
• 1
σL1/3
(
SχsL , S¯χsL ; 0 ≤ s ≤ 1
)
converges in distribution to
(EaE(s), BaE(s); 0 ≤ s ≤ 1).
We refer to [5] for a recent topical review about IPDSAW, but let us introduce the model in
a few words. The IPDSAW is a polymer model whose configurations (of size L ∈ N) are given
by the L-step trajectories of a self-avoiding walk taking unit steps up, down, and right. Each
such configurations is associated with an Hamiltonian given by β > 0 (the coupling parameter)
times the number of neighboring sites of the lattice visited non-consecutively by the walk. The
model is known to undergo a phase transition at some βc between an extended phase (β < βc)
and a collapsed phase (β ≥ βc). In the extended phase, a typical configuration rescaled in time
by L and in space by
√
L converges in law towards a 1-dimensional Brownian motion. Inside
the collapsed phase (β > βc) the appropriate rescaling of a typical path is
√
L in both time
and space and the convergence occurs in probability towards a deterministic two-dimensional
Wulff shape.
At criticality (β = βc) deriving the scaling limit of a typical path is more involved since the
limiting object turns out to be a two-dimensional truly random subset of R2. This is the object
of a companion paper [7] and the proof heavily relies on the fact that the critical-IPDSAW
enjoys a random walk representation which allows us to reconstruct a typical trajectory with
the help of two random processes:
(1) a profile whose law is that of a random walk conditioned on enclosing an area ∼ L
(2) a center-of-mass walk obtained by switching the sign of every other increments of the
profile.
To be more specific, the random walk representation provides an IID sequence of random
variables (Xi)i∈N with a symmetric Laplace law Pβ , i.e.,
Pβ (X1 = k) =
1
cβ
e−
β
2 |k|, k ∈ Z with cβ := 1 + e
− β2
1− e− β2
. (2.2)
We define S and S¯ with those increments (recall (1.1) and (2.1)) and the geometric area
enclosed by S after n steps is Gn :=
∑n
i=1 |Si| and its perturbation Kn := n+Gn. We define
the pseudo inverse of (Kn)n∈N by
ξs := inf {i ≥ 0 : Ki ≥ s} , (s ≥ 0).
The profile and center-of-mass walk mentioned in (1) and (2) above are obtained by sampling
S and S¯ under Pβ(· |KξL = L, SξL+1 = 0). Therefore, deriving the scaling limit of critical-
IPDSAW requires to prove the convergence (as L→∞) of the joint law of S and S¯ rescaled
in time by L2/3 and in space by L1/3 and to identify its limit. The fact that the conditioning
involves the geometric area enclosed by S brings us to decompose each path into excursions
(away from the origin) simply because the geometric area of the whole trajectory is the sum
of the modulus of the algebraic area enclosed by each excursion. Moreover, the area enclosed
by an excursion is a heavy tailed random variable (see e.g. Lemma 5.3). Therefore one can
reconstruct a fraction of the whole trajectory arbitrary close to 1 by considering finitely many
excursions enclosing large areas. This is the reason why Theorem C is a cornerstone of the
proof of the main result in [7].
The last subtlety that we must take into account comes from the fact that the excursions
of S (whose increments are defined in (2.2)) do not necessarily start from the origin. This is
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the reason why we have refined the definition of excursions by introducing another slightly
different sequence of stopping times, i.e., τ0 = 0 and for j ≥ 1
τj := inf {i > τj−1 : Si−1 6= 0, Si−1Si ≤ 0} . (2.3)
The geometric nature of the increments of S yields that the excursions{
(Vτj−1+i)
τj−τj−1−1
i=0 , j ≥ 2
}
are IID and that for j ≥ 2 their initial point Vτj−1 has law µ defined by
µ(k) =
1− e− β2
2
e−
β
2 |k|1(k 6=0) + (1− e−
β
2 )1(k=0).
Let Pβ,µ denote the distribution of the random walk S of increments (Xi)i≥1 defined in (2.2)
and such that S0 has law µ. Let also σβ be the variance of the random variable X1 of law Pβ
(or Pβ,µ).
Theorem D. As L→∞ and when sampled under Pβ,µ(. | τ +Gτ−1 = L),
1
σβL1/3
(|SξsL | , S¯ξsL ; 0 ≤ s ≤ 1) converges in distribution to (EaE(s), BaE(s); 0 ≤ s ≤ 1).
There are three minor issues to settle to turn the proof of Theorem C into that of Theorem
D. First, in Theorem D the law of S0 is µ rather than δ0. Second, by definition of τ the random
walk in Theorem D may stick to the origin for a while before starting its excursion and this is
not the case in Theorem C. Third, the conditionings are different. Section 7 contains a detailed
proof of Theorem D : the geometric nature of the increments (of S sampled under Pµ,β) is the
key to overstep these three difficulties. For instance, it yields that (Si)
τ−1
i=0 has the same law
when it is conditioned by {τ +Gτ−1 = L} or by {τ +Gτ−1 = L, Sτ = 0} (this last conditioning
being much easier to relate with that of Theorem C, i.e., {Aτ˜ = L, Sτ˜ = 0}).
3. Sketch of the proof of Theorem A
Proving the first convergence in Theorem A requires to establish the tightness and the
convergence of the finite dimensional marginals of ( 1
σ
√
τ˜
Ssτ˜ )s∈[0,1] when S is sampled under
P0(· |Aτ˜ = N,Sτ˜ = 0). For every d ∈ N and t = (t1, . . . , td) (with 0 ≤ t1 < · · · < td ≤ 1), we
define
SbNtc := (SbNt1c, . . . , SbNtdc). (3.1)
For the convergence, we proceed as follows:
(1) We state and prove Proposition 4.1 which generalizes a method introduced in [8] by
Davis and McDonald to derive local central limit theorems (LCLT) in a non-standard
manner. To be more specific, we consider a sequence of random vectors (Xn)n≥1 of law
P taking values in a countable subset X of Rd. This method can be implemented to
estimate P(Xn = y) for n large and y ∈ X but it requires a good control on the spatial
gradient of P(Xn = y) and also a convergence in distribution of (Xn)n∈N towards a
continuous random vector with a sufficiently smooth density.
(2) For every d ∈ N and t = (t1, . . . , td) (with 0 ≤ t1 < · · · < td ≤ 1), we apply Proposition
4.1 to prove Proposition 5.1 which gives a LCLT for the joint distribution of AN and S[Nt]
with S sampled from P0(· | τ˜ = N,SN = 0). Checking that the hypothesis of Proposition
4.1 are satisfied requires, for every δ > 0, to bound from above the spatial gradient of
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quantities like
P0(AN = a, SN = y, τ˜ > N),
uniformly in y ≥ δ√N and in a ∈ N. To that aim, we use a method introduced in [9],
which consists in relaxing in the conditioning the constraint that S remains positive on
some small windows on the left of time N . On such windows S has no sign constraint
anymore and therefore classical LCLT are available for the area, the position and their
respective gradients.
(3) We rewrite the LCLT in Proposition 5.1 but with the event AN = a in the conditioning.
Then, we turn this LCLT into a convergence of the finite dimensional marginals of
( 1
σ
√
τ˜
Ssτ˜ )s∈[0,1] by summing over the length of the excursion N , over the positions of S
at times t1N, . . . , tdN , and by performing a standard Riemann approximation.
The tightness of ( 1
σ
√
τ˜
Ssτ˜ )s∈[0,1] is stated in Lemma 5.5 and proven in Section 5.3. By time
reversibility and since we show that ( τ˜
L2/3
)L∈N is a tight sequence, it suffices to prove the
tightness of the process indexed by s ∈ [0, 12 ], with S sampled from P0(· | τ˜ = N,AN = L, SN =
0) and with N ∼ L2/3. This last point is obtained with the help of a result from [1] which gives
the convergence of ( 1√
N
SbsNc)s∈[0,1] towards the Brownian meander when S is sampled from
P0(· | τ˜ > N).
4. A generalization of Davis and McDonald’s proof of LCLT
Let us first write a multidimensional version of a result of [8]. Let (e1, . . . , ed) be the canonical
basis of Rd and let ∇i be the discrete gradient in direction i, that is ∇if(x) = f(x+ ei)− f(x)
for f : Zd → R and x ∈ Zd.
In the statement of Proposition 4.1 below, G1, G2 and G3 are generic functions that satisfy
limη→0+ Gj(η) = 0 for j ∈ {1, 2, 3}. We also introduce a subset A(η) of Rd and we refer to (5.4)
below for an example of such a subset in dimension 3.
Proposition 4.1. Let (Xn)n∈N be a sequence of random vectors in Zd of law P.
Given (r1, . . . , rd) ∈ (0,+∞)d let us consider the scaling operator Λn : Rd → Rd defined by
Λn(x1, . . . , xd) = (
x1
nr1 , . . . ,
xd
nrd ). Assume that Λn(Xn) converges in distribution to a random
vector Z with a Lipschitz continuous density φ.
Assume that for any η > 0 there exist a family of real numbers (pη(x, n), x ∈ Zd, n ≥ 1), a
set A(η) ⊂ Rd and constants Cη > 0, Dη > 0 such that, with r := r1 + · · ·+ rd,
(i)
|∇ipη(x, n)| ≤ Cη
nr+ri
for i ∈ {1, . . . , d} , x ∈ Zd, n ∈ N.
(ii)
sup
x:Λn(x)∈A(η)
nr |P (Xn = x)− pη(x, n)| ≤ G1(η) for n large enough.
(iii)
sup
x:Λn(x) 6∈A(η)
nrP (Xn = x) ≤ G2(η) for n large enough.
(iv)
sup
x6∈A(η)
φ(x) ≤ G3(η) and for all x ∈ A(η), {y : ‖y − x‖ < Dη} ⊂ A(η/2).
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Then we have the LCLT
lim
n→+∞ supx
|nrP (Xn = x)− φ(Λn(x))| = 0. (4.1)
Remark 4.2. Since φ is a Lipschitz continuous density, φ is necessarily bounded on Rd.
Proof. For x = (x1, . . . , xd) ∈ Rd we let ‖x‖ := max{|xi|, i ≤ d} be its infinity norm. We
will denote by ‖φ‖Lip the Lipschitz constant of φ. For x ∈ Zd and n ∈ N we set
Rect(x) :=
d∏
i=1
[xi, xi + 1] and h(x, n) := P (Z ∈ Λn(Rect(x))) ,
where we abuse notation and write Λn(Rect(x)) for the image of Rect(x) by Λn. Using that φ
is the density of Z we write, for x ∈ Zd and n ∈ N
|nrh(x, n)− φ(Λn(x))| =
∣∣∣∣ ∫
Rect(x)
φ(Λn(v)− φ(Λn(x)) dv
∣∣∣∣ (4.2)
≤ ‖φ‖Lip
∫
Rect(x)
‖Λn(v)− Λn(x)‖ dv ≤ ‖φ‖Lip C
1
ngr
,
where we set gr := inf{ri; i ≤ d}. Therefore, the proof will be complete once we show that
lim
n→+∞n
r sup
x∈Zd
|P (Xn = x)− h(x, n)| = 0. (4.3)
Assumption (i) combined with the fact that for x ∈ Zd, n ∈ N and i ∈ {1, . . . , d},
nr |∇ih(x, n)| =
∣∣∣∣ ∫
Rect(x)
φ(Λn(v)− φ(Λn(v + ei)) dv
∣∣∣∣ ≤ ‖φ‖Lip 1nri , (4.4)
guarantees that `η(x, n) := n
r(pη(x, n)− h(x, n)) has the smoothness
|∇i`η(x, n)| ≤ (‖φ‖Lip + Cη)
1
nri
=: C ′η
1
nri
. (4.5)
We let `(x, n) := nr(P (Xn = x)− h(x, n)). Observe that the convergence in distribution,
combined with the continuity of the density of Z implies the uniform convergence of distribution
functions and therefore that for any α > 0
lim
n→∞ supx∈Zd
|P (‖Λn(Xn)− Λn(x)‖ ≤ α)− P (‖Z− Λn(x)‖ ≤ α)| = 0. (4.6)
As a consequence, for any α > 0 we set
βn(α) :=
1
nr
sup
x
∣∣∣∣∣∣
∑
y:‖Λn(y)−Λn(x)‖≤α
`(y, n)
∣∣∣∣∣∣ , (4.7)
and limn→∞ βn(α) = 0.
At this stage, we assume that (4.3) is not satisfied. Then, there exist ε > 0 and a non-
decreasing sequence (nk)k∈N satisfying limk→∞ nk = +∞ such that
sup
x
|`(x, nk)| ≥ ε for every k ≥ 1. (4.8)
We pick η = η(ε) > 0 such that
2G3(η) +G2(η) < ε/2 and G1(η) ≤ ε/2 and G1(η/2) ≤ ε/8. (4.9)
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Let n = nk with k large enough so that ‖φ‖Lip n−gr ≤ G3(η) and so that (ii) and (iii) are
verified. Then, for all x ∈ Zd such that Λn(x) 6∈ A(η) we use assumption (iv) to write
nrh(x, n) ≤ nr
∫
Λn(Rect(x))
|φ(y)− φ(Λn(x))|dy + φ(Λn(x)) ≤
‖φ‖Lip
ngr
+G3(η) ≤ 2G3(η),
(4.10)
and thus with the help of (iii) and (4.9) we obtain
sup
x:Λn(x)6∈A(η)
|`(x, n)| ≤ 2G3(η) +G2(η) ≤ ε/2. (4.11)
By assumption, there exists xn ∈ Zd such that |`(xn, n)| ≥ ε and therefore (4.11) ensures that
Λn(xn) ∈ A(η). Assume that `(xn, n) ≥ ε (the case ≤ −ε is taken care of similarly). Since
Λn(xn) ∈ A(η), (ii) and (4.9) imply that
`η(xn, n) ≥ ε/2. (4.12)
At this stage we set
α := min
{
ε
4dC′η
,
Dη
2
}
,
so that (iv) ensures us that for any y ∈ Zd satisfying ‖Λn(y)− Λn(xn)‖ ≤ α, we have Λn(y) ∈
A(η/2) and thus by (ii) and (4.9)
|`(y, n)− `η(y, n)| = nr |P (Xn = y)− pη(y, n)| ≤ G1(η/2) < ε/8. (4.13)
Thanks to `η’s smoothness in (4.5), for any y such that ‖Λn(y)− Λn(xn)‖ ≤ α we get
|`η(y, n)− `η(xn, n)| ≤ C ′η dα ≤
ε
4
, (4.14)
and thus (4.12–4.14) yield `(y, n) ≥ ε/8. Coming back to (4.7), we bound nrβn(α) from below
by ∑
y:‖Λn(y)−Λn(xn)‖≤α
`(y, n) ≥ ε
8
∣∣{y : ‖Λn(y)− Λn(xn)‖ ≤ α}∣∣ ≥ ε
8
(2α)dnr, (4.15)
which contradicts the fact that limn→∞ βn(α) = 0 and therefore proves (4.3).
5. Proof of Theorem A
We derive a local central limit theorem (LCLT) for the excursion, that is we condition now
on the event {τ˜ = N,SN = 0}. Set t = (t1, . . . , td) with 0 < t1 < · · · < td < 1. Remember the
definition of SbtNc in (3.1) and let φt(a, x) be the density of(
A1(e) =
∫1
0
es ds, et1 , · · · , etd
)
, (5.1)
with e the standard Brownian excursion.
Proposition 5.1. With r = d2 +
3
2 ,
lim
N→+∞
sup
(a,x)∈Zd+1
∣∣∣∣NrP0 (AN = a,SbtNc = x | τ˜ = N,SN = 0)− 1σr φt ( aσN3/2 , xσN1/2)
∣∣∣∣ = 0.
(5.2)
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The next step is to bring the condition on the area enclosed in the conditioning (i.e., the
event {AN = a}). It is the reason why we derived a LCLT for the joint process (area at time
N , position at times tN). Recall (1.7).
Proposition 5.2. Let t = (t1, . . . , td) with 0 < t1 < · · · < td < 1. Then, as L→∞ and
when sampled under P0 (· | Aτ˜ = L, Sτ˜ = 0)(
τ˜
L2/3
,
Sbtτ˜c
σ
√
τ˜
)
converges in distribution to
(
RE ,
1√
RE
E(t1RE), . . . , 1√
RE
E(tdRE)
)
.
By establishing tightness in Section 5.3, this convergence is lifted to the process level and
proves the first convergence in Theorem A. By applying an ad-hoc time change we finally
obtain the second convergence in Theorem A in Section 5.4.
5.1. Proof of Proposition 5.1
We shall restrict ourselves to d = 2 since all the technical ingredients are present there.
Therefore, we consider t = (t1, t2) with 0 < t1 < t2 < 1. We are going to apply Proposition 4.1.
For that purpose we define, for N ∈ N, the operator ΛN as
ΛN (a, x) = (N
−3/2a,N−1/2x) for a ∈ R, x = (x1, x2) ∈ R2. (5.3)
We recall (3.1) and (5.1) and we consider YN distributed as (AN ,SbtNc) under
P0 (. | τ˜ = N,SN = 0). A consequence of [2, Corollary 2.5] is that 1σΛN (YN ) converges in distri-
bution towards (A1(e), e(t1), e(t2)). The fact that φt(a, x), the density of (A1(e), e(t1), e(t2)), is
Lipschitz continuous is the object of Lemma A.1. Without loss of generality we assume σ = 1.
For every η > 0 we set
A(η) := {(a, x) ∈ R3 : x1 ≥ η, x2 ≥ η} . (5.4)
For (k, l) ∈ N2 such that k + 1 ≤ l − 1 we denote byWk,l the set of path which remain positive
between times k and l, i.e.,
Wk,l =
{
S ∈ ZN0 : Si > 0,∀i ∈ {k + 1, . . . , l − 1}
}
. (5.5)
For N ∈ N and η > 0 we set MN := bη3Nc and to simplify notations, we will omit the N
subscript in MN . We set also for x ∈ Z
QN (x) =
{
z ∈ Z : |x− z| ≤ 12η
√
N
}
.
We recall (1.1) and also that Px the law of (x+ Sn)n≥0 for x ∈ Z,. Then, for a ∈ N and
x1, x2 ∈ N we set
αη(a, 0, x2, N) := P0
(
S ∈ W0,N−MN , AN = a, SN = x2, SN−M ∈ QN (x2)
)
, (5.6)
αη(a, x1, 0, N) := Px1
(
S ∈ WM,N , AN = a, SN = 0, SM ∈ QN (x1)
)
,
αη(a, x1, x2, N) := Px1
(
S ∈ WM,N−M , AN = a, SN = x2, SM ∈ QN (x1), SN−M ∈ QN (x2)
)
.
For a, k ∈ N we introduce
Gk,a :=
{
(ai)
k
i=1 ∈ Nk :
k∑
i=1
ai = a
}
and G−k,a :=
{
(ai)
k
i=1 ∈ Nk :
k∑
i=1
ai ≤ a
}
, (5.7)
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and for η > 0, N ∈ N, a ∈ N and x1, x2 ∈ N0 we set
pη(a,x1, x2, t1, t2, N) (5.8)
=
1
P0 (τ˜ = N,SN = 0)
∑
(a1,a2,a3)∈G3,a
αη(a1, 0, x1, r1)αη(a2, x1, x2, r2)αη(a3, x2, 0, r3).
with r1 = bNt1c, r2 = bNt2c − bNt1c and r3 = N − r2.
Useful bounds In the present section we collect and prove some upper-bounds that will
be important to verify assumptions (i–iv) of Proposition 4.1.
Since the random walk S is centered with finite variance, the upper tail of τ˜ can be bounded
above, first for a random walk starting from the origin (see [14, Lemma 5.1.8]) and also when
the starting point of the random walk is positive but ”small” (see e.g. [9, (3.9)]). Thus, there
exist C1 > 0 and ε1 : (0,∞)→ (0,∞) satisfying limη→0 ε1(η) = 0 such that for every N ∈ N
P0 (τ˜ > N) ≤ C1
N1/2
and sup
0≤x≤η√N
Px (τ˜ > N) ≤ ε1(η). (5.9)
A classical Gaussian LCLT (see e.g. [14, Theorem 2.3.10]) and [3, Proposition 2.3] ensure the
existence of C2, C3 > 0 such that for every N ∈ N
sup
x,y∈Z
Px (SN = y) ≤ C2
N1/2
and sup
a,x,y∈Z
Px (AN = a, SN = y) ≤ C3
N2
. (5.10)
Combining the preceding inequalities, we obtain that there exist C4, C5 > 0 such that for every
N ∈ N,
sup
x∈N
P0 (SN = x, τ˜ > N) ≤ C4
N
and sup
a,x∈N
P0 (AN = a, SN = x, τ˜ > N) ≤ C5
N5/2
. (5.11)
We display here the proof of the second inequality in (5.11) since the proof of the first inequality
is similar and easier. We apply Markov’s property at time K = bN2 c and we recall (5.9) and
(5.10) to write
P0
(
AN = a, SN = x, τ˜ > N
)
≤
∑
z,a1+a2=a
P0 (AK = a1, SK = z, τ˜ > K)Pz (AN−K = a2, SN−K = x)
≤ C3
(N −K)2 P0 (τ˜ > K) ≤
C5
N5/2
. (5.12)
We can provide the counterparts bounds of (5.11) when the starting point of the random
walk is positive but ”small”. In other words, there exists ε2 : (0,∞)→ (0,∞) such that
limη→0 ε2(η) = 0 and such that for every N ∈ N
sup
0≤x≤η√N
y∈N
Px (SN = y, τ˜ > N) ≤ ε2(η)
N1/2
and sup
0≤x≤η√N
a,y∈N
Px (AN = a, SN = y, τ˜ > N) ≤ ε2(η)
N2
.
(5.13)
Again, the proof of both inequalities above being very similar we only display the proof of the
first inequality. By Markov’s property at time K = bN2 c and by recalling (5.9–5.10) we get
Px (SN = y, τ˜ > N) ≤
∑
z∈N
Px (SK = z, τ˜ > K)Pz (SN−K = y)
≤ C2
(N −K)1/2 Px (τ˜ > K) ≤
C2
(N −K)1/2 ε1(
√
2η) ≤ ε2(η)
N1/2
.
We also state the counterparts inequalities of (5.13) but for a random walk starting
from the origin and with a ”small” endpoint, i.e., there exists ε3 : (0,∞)→ (0,∞) satisfying
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limη→0 ε3(η) = 0 and such that for every N ∈ N,
sup
0≤x≤η√N
P0 (SN = x, τ˜ > N) ≤ ε3(η)
N
and sup
0≤x≤η√N
a∈N
P0 (AN = a, SN = x, τ˜ > N) ≤ ε3(η)
N5/2
.
(5.14)
We only prove the first inequality in (5.14) since the proof of the second inequality is again
completely similar. By Markov’s property at time K = bN2 c and with the help of (5.11) we get
P0 (SN = x, τ˜ > N) =
∑
z∈N
P0 (SK = z, τ˜ > K) Pz (SN−K = x, τ˜ > N −K)
≤ C4
K
∑
z∈N
Pz (SN−K = x, τ˜ > N −K) . (5.15)
We now use time reversal and we will use it again several times in the present paper. For
this we consider the random walk S′ := (S′n)n∈N with increments X
′
i = −Xi and we set τ˜ ′ =
inf {n ≥ 1 : S′n ≤ 0}. We note that the increments of S′ also satisfy (1.5). Since
Pz (SN−K = x, τ˜ > N −K) = Px
(
S′N−K = z, τ˜
′ > N −K) , (5.16)
we use (5.9) with τ˜ ′ and we rewrite (5.15) as
P0 (SN = x, τ˜ > N) ≤ C4
K
∑
z∈N
Px
(
S′N−K = z, τ˜
′ > N −K)
=
C4
K
Px (τ˜ ′ > N −K) ≤ C4 ε1(
√
2η)
K
=
ε3(η)
N
.
Using the extra moments assumption (1.5), we obtain a standard Gaussian local limit
theorem for discrete gradients as in [14, Theorem 2.3.6]: there exists C6 > 0 such that for
every N ∈ N,
sup
y∈Z
|∇yP0 (SN = y)| ≤ C6N−1. (5.17)
Let us generalize this bound: there exist C7, C8 > 0 such that
sup
y,a∈Z
|∇yP0 (SN = y, AN = a)| ≤ C7N−5/2 ,
sup
y,a∈Z
|∇aP0 (SN = y, AN = a)| ≤ C8N−7/2 . (5.18)
Proof. Let f be the density of (B1,
∫1
0
Bsds) with B a standard Brownian motion. Let
pn(k, a) = P0 (Sn = k,An = a) , p¯n(k, a) =
1
n2σ2
f
(
k
σ
√
n
,
a
σn3/2
)
(k, a ∈ Z) . (5.19)
Let ∇kpn(k, a) = pn(k + 1, a)− pn(k, a) and ∇kp¯n(k, a) = p¯n(k + 1, a)− p¯n(k, a). We proved
in [6, Equation (7.11)] that
sup
k,a∈Z
n3 |pn(k, a)− p¯n(k, a)| < +∞. (5.20)
We are going to prove that
sup
k,a∈Z
n7/2 |∇kpn(k, a)−∇kp¯n(k, a)| < +∞. (5.21)
This easily implies the first assertion in (5.18).
We established in [6, Equation (7.23)] that for a η > 0 small enough there exists β > 0 such
that
pn(k, a)− p¯n(k, a) = O(e−βn) + 1
4pi2n2
∫
{|θ|≤η√n}
e−iz.θ−
1
2Γθ.θ
(
eg(n,θ) − 1
)
dθ , (5.22)
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with Γ the covariance matrix of the gaussian vector (B1,
∫1
0
Bs ds) and g a function such that
for a constant C > 0, forall |θ| ≤ η√n : |g(n, θ)| ≤ C max
(
Γθ.θ, |θ|2 /n
)
. Hence we have
∇kpn(k, a)−∇kp¯n(k, a) = O(e−βn)
+
1
4pi2n2
∫
{|θ|≤η√n}
e−iz.θ−
1
2Γθ.θ
(
eg(n,θ) − 1
)
(e
i
θ1√
n − 1) dθ .
Therefore when we take modulus inside the integral we just multiply the integrand by the
factor ∣∣∣ei θ1√n − 1∣∣∣ ≤ C√
n
(5.23)
and this explains how we get the extra n1/2 in (5.21). It should be now clear that when we
prove the second equation in (5.18) we shall get an extra n3/2.
Proof of (i) In the framework of Proposition 4.1, we are working with r = 5/2. We recall
(5.8). We need to prove the regularity of pη in a, x1 and x2. Thus, we must show that there
exists Cη > 0 such that for every (a, x) ∈ N× N2 and N ∈ N we have
∣∣∇apη(a, x, t1, t2, N)∣∣ ≤ Cη
N4
,
∣∣∇x1pη(a, x, t1, t2, N)∣∣ ≤ CηN3 , ∣∣∇x2pη(a, x, t1, t2, N)∣∣ ≤ CηN3 .
(5.24)
As in (5.16) we consider the random walk S′ and we let p′η be defined as in (5.6–5.8) but
with S′ instead of S. Then, by time reversal we have
pη(a, x1, x2, t1, t2, N) = p
′
η(a, x2, x1, 1− t2, 1− t1, N). (5.25)
Since the increments of S′ also satisfy (1.5), we conclude that regularity of pη in x1 implies its
regularity in x2 (i.e., the second inequality in (5.24) implies the third inequality).
Let us prove the second inequality in (5.24). For simplicity we set uN := P0 (τ˜ = N,SN = 0)
and we use [18, Theorem 6], or [2, (4.5)] to assert that
uN = CN
−3/2(1 + o(1)). (5.26)
As a consequence, the second inequality in (5.24) will be proven once we show that
uN
∣∣∇x1pη(a, x, t1, t2, N)∣∣ ≤ CηN9/2 . We note that
uN∇x1pη(a, x, t1, t2, N) =
∑
(a1,a2,a3)∈G3,a
∇x1αη(a1, 0, x1, r1)αη(a2, x1 + 1, x2, r2)αη(a3, x2, 0, r3)
+ αη(a1, 0, x1, r1)∇x1αη(a2, x1, x2, r2)αη(a3, x2, 0, r3).
(5.27)
We will prove that there exist c1,η, c2,η > 0 such that for every a ∈ N, (x1, x2) ∈ N and N ∈ N
we have ∣∣∇x1αη(a, 0, x1, N)∣∣ ≤ c1,ηN3 and ∣∣∇x1αη(a, x1, x2, N)∣∣ ≤ c2,ηN5/2 . (5.28)
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Let us begin with the first inequality in (5.28). Recall that M = bη3Nc and use Markov’s
property at time N −M to write∣∣∇x1αη(a, 0, x1, N)∣∣ ≤ a∑
b=1
∑
z∈QN (x1)
P0(AN−M = b, SN−M = z, τ˜ > N −M)
× ∣∣∇x1Pz(SM = x1, AM = a− b)∣∣
≤ C7
M5/2
a∑
b=1
∑
z∈QN (x1)
P0(AN−M = b, SN−M = z, τ˜ > N −M)
≤ C7
M5/2
P0(τ˜ > N −M) ≤ C7
M5/2
C1√
N −M ≤
c1,η
N3
, (5.29)
where we have used the first inequality in (5.18) to write the second line and (5.9) in the third
line.
For the second inequality in (5.28), by time reversal again we note that it suffices to prove
the very same inequality with ∇x2αη(a, x1, x2, N) instead of ∇x1αη(a, x1, x2, N) and this turns
out to be easier. We apply Markov’s property at time N −M and obtain∣∣∇x2αη(a, x1, x2, N)∣∣
≤
a∑
b=1
∑
z∈QN (x2)
Px1(SM ∈ QN (x1), AN−M = b, SN−M = z, S ∈ WM,N−M )
× ∣∣∇x2Pz(SM = x2, AM = a− b)∣∣
≤ C7
M5/2
Px1
(
SM ∈ QN (x1), AN−M ≤ a, SN−M ∈ QN (x2), S ∈ WM,N−M
)
≤ c2,η
N5/2
, (5.30)
where we have used the first inequality in (5.18) to write the second line.
We deduce from (5.6) and from (5.9–5.10) that there exists c3,η > 0 such that
a∑
a1=1
αη(a1, 0, x1, r1) ≤ P0(τ˜ > r1 −M, Sr1−M ∈ QN (x1), Sr1 = x1)
≤
∑
z∈QN (x1)
P0(τ˜ > r1 −M, Sr1−M = z)Pz(SM = x1)
≤ C2√
M
P0(τ˜ > r1 −M) ≤ C1C2√
M
√
r1 −M
≤ c3,η
N
, (5.31)
where we have used that r1 = bt1Nc (with t1 > 0) and M = bη3Nc to write the last line. Then,
by (5.6) and (5.10) again we write that there exists c4,η > 0 such that
a∑
a2=1
αη(a2, x1 + 1, x2, r2) ≤ Px1+1(Sr2 = x2) ≤
C2√
r2
≤ c4,η√
N
. (5.32)
Finally, by using time reversibility and the same computation as (5.31) we obtain that there
exists c5,η > 0 such that
a∑
a3=1
αη(a3, x2, 0, r3) ≤ P0(τ˜ > r3 −M,S′r3−M ∈ QN (x2), S′r3 = x2) ≤
c5,η
N
. (5.33)
At this stage, it suffices to combine (5.27) with (5.28) and (5.31–5.33) to complete the proof
of the second inequality in (5.24).
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It remains to prove the first inequality in (5.24) that is the a-regularity of pη. The proof is
very close in spirit to that of the second inequality displayed above. For this reason we will
only sketch the key points of the proof.
By (5.26) one should prove that uN
∣∣∇apη(a, x, t1, t2, N)∣∣ ≤ CηN11/2 . Moreover,
uN∇apη(a, x, t1, t2, N) =
∑
(a1,a2,a3)∈G3,a
∇aαη(a1, 0, x1, r1)αη(a2, x1, x2, r2)αη(a3, x2, 0, r3)
+ αη(a1, 0, x1, r1)∇aαη(a2, x1, x2, r2)αη(a3, x2, 0, r3)
+ αη(a1, 0, x1, r1)αη(a2, x1, x2, r2)∇aαη(a3, x2, 0, r3).
(5.34)
At this stage one should control the gradients, i.e., prove that there exist c6,η, c7,η, c8,η > 0
such that for every a ∈ N, (x1, x2) ∈ N and N ∈ N we have∣∣∇aαη(a, 0, x1, N)∣∣ ≤ c6,η
N4
and
∣∣∇aαη(a, x1, x2, N)∣∣ ≤ c7,η
N7/2
and
∣∣∇aαη(a, x2, 0, N)∣∣ ≤ c8,η
N4
.
(5.35)
By time reversibility again, in (5.35), the first upper bound implies the third upper-bound.
To prove the first upper bound we follow the computation in (5.29) except that we replace∣∣∇x1Pz(SM = x1, AM = a− b)∣∣ by ∣∣∇aPz(SM = x1, AM = a− b)∣∣ which we bound from above
using the second inequality in (5.18). We conclude that indeed the first upper bound in (5.35) is
satisfied. Similarly, we prove the second upper bound in (5.35) by following (5.30) and replacing∣∣∇x2Pz(SM = x2, AM = a− b)∣∣ by ∣∣∇aPz(SM = x2, AM = a− b)∣∣ which we bound from above
with the second inequality in (5.18).
At this stage we complete the proof of first inequality in (5.24) by combining (5.34) with
(5.35) and (5.31–5.33).
Proof of (ii) Recall (5.4). Using (5.26), we need to establish that there existsG1 : (0,∞)→
(0,∞) such that limη→0G1(η) = 0 and such that for every η > 0 we have for N large enough
and for a ∈ N and x1, x2 ≥ η
√
N that∣∣P0 (AN = a, SbNt1c = x1, SbNt2c = x2, τ˜ = N,SN = 0)
−
∑
(a1,a2,a3)∈G3,a
αη(a1, 0, x1, r1)αη(a2, x1, x2, r2)αη(a3, x2, 0, r3)
∣∣ ≤ G1(η)
N4
. (5.36)
By Markov’s property, we have
P0
(
AN = a, SbNt1c = x1,SbNt2c = x2, τ˜ = N,SN = 0
)
(5.37)
=
∑
(a1,a2,a3)∈G3,a
P0 (Ar1 = a1, Sr1 = x1, τ˜ > r1)
× Px1 (Ar2 = a2, Sr2 = x2, τ˜ > r2)Px2 (Ar3 = a3, τ˜ = r3, Sr3 = 0) .
At this stage we need to prove that there exists G¯1 : (0,∞)→ (0,∞) satisfying limη→0 G¯1(η) =
0 and such that for every η > 0 we have for N large enough and for a ∈ N and x1, x2 ≥ η
√
N
that ∣∣P0 (AN = a, SN = x1, τ˜ > N)− αη(a, 0, x1, N)∣∣ ≤ G¯1(η)
N5/2
, (5.38)∣∣Px1 (AN = a, SN = x2, τ˜ > N)− αη(a, x1, x2, N)∣∣ ≤ G¯1(η)N2 ,∣∣Px2 (AN = a, τ˜ = N,SN = 0)− αη(a, x2, 0, N)∣∣ ≤ G¯1(η)N5/2 .
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By time reversibility, in (5.38), the first inequality implies the third inequality. Let us prove
the first inequality in (5.38). We write
P0 (AN = a, SN = x1, τ˜ > N)− αη(a, 0, x1, N) = `1,η(a, 0, x1, N)− `2,η(a, 0, x1, N), (5.39)
with
`1,η(a, 0, x1, N) = P0 (AN = a, SN−M /∈ QN (x1), SN = x1, τ˜ > N) , (5.40)
`2,η(a, 0, x1, N) = P0 (AN = a, SN−M ∈ QN (x1), SN = x1, N −M < τ˜ ≤ N) .
We consider first
`1,η(a, 0, x1, N) (5.41)
=
∑
z/∈QN (x1),(a1,a2)∈G2,a
P0 (AN−M = a1, SN−M = z, τ˜ > N −M) Pz (AM = a2, SM = x1, τ˜ > M) .
With the help of (5.11), we bound the first probability in the right hand side (r.h.s.) of (5.41)
by C5/(N −M)5/2. Then, we remove the condition τ˜ > N −M from the second probability
and we sum it on a2 ≤ a to obtain
`1,η(a, 0, x1, N) ≤ C5(N −M)−5/2
∑
z/∈QN (x1)
Pz (SM = x1) . (5.42)
We let (Bs)s≥0 be a standard 1-dimensional Brownian motion. Using time reversibility we get
that
∑
z/∈QN (x1) Pz (SM = x1) = P0
(∣∣S′bη3Nc∣∣ ≥ 12η√N) and therefore, (5.42) and a standard
LCLT (see e.g. [14]) guarantee that there exists C > 0 such that for N large enough
`1,η(a, 0, x1, N) ≤ C
N5/2
P0
(
|B1| ≥ 12√η
)
. (5.43)
We proceed similarly to bound `2,η(a, 0, x1, N) from above. Thus, we apply Markov’s property
at time N −M and write
`2,η(a, 0, x1, N) (5.44)
=
∑
z∈QN (x1),(a1,a2)∈G2,a
P0 (AN−M = a1, SN−M = z, τ˜ > N −M) Pz (AM = a2, SM = x1, τ˜ ≤M) .
By using again (5.11), summing over a2 ≤ a, applying time reversibility and summing over
z ∈ QN (x1) we get that there exists a C > 0 such that
`2,η(a, 0, x1, N) ≤ C5
(N −M)5/2 Px1
(
S′M ∈ QN (x1), τ˜ ′ ≤M
) ≤ C
N5/2
P0
(
max
k≤η3N
|S′k| ≥ η
√
N
)
,
where we have used the condition x1 ≥ η
√
N and the equality M = bη3Nc to obtain the last
inequality. By Donsker invariance principle we get finally that that for N large enough
`2,η(a, 0, x1, N) ≤ C
N5/2
P0
(
max
s∈[0,1]
|Bs| ≥ 1√η
)
. (5.45)
At this stage, (5.39) combined with (5.40), (5.43) and (5.45) complete the proof of the first
inequality in (5.38).
We only give the main lines of the proof of the second inequality in (5.38), i.e.,
Px1 (AN = a, SN = x2, τ˜ > N)− αη(a, x1, x2, N) (5.46)
= `1,η(a, x1, x2, N)− `2,η(a, x1, x2, N) + `3,η(a, x1, x2, N)− `4,η(a, x1, x2, N),
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with
`1,η(a, x1, x2, N) = Px1
(
AN = a, SN−M /∈ QN (x2), SN = x2, τ˜ > N
)
(5.47)
`2,η(a, x1, x2, N) = Px1
(
AN = a, SN−M ∈ QN (x2), SN = x2, N −M < τ˜ ≤ N
)
`3,η(a, x1, x2, N) = Px1
(
AN = a, SM /∈ QN (x1), SN−M ∈ QN (x2), SN = x2, τ˜ > N −M
)
`4,η(a, x1, x2, N)
= Px1
(
AN = a, SM ∈ QN (x1), τ˜ ≤M,SN−M ∈ QN (x2), SN = x2, S ∈WM,N−M
)
.
Here as well we need to identify G¯2(η) satisfying limη→0 G¯2(η) = 0 and such that for every η > 0
we have for N large enough and for a ∈ N and x1, x2 ≥ η
√
N that ri,η(a, x1, x2, N) ≤ G¯2(η)/N2
(for 1 ≤ i ≤ 4). To that aim we repeat the same type of computations as those who led to (5.43)
and (5.45). To be more precise, we apply Markov’s property at time N −M for `1,η and `2,η
and at time M for `3,η and `4,η. Since we consider random walk trajectories starting from x1
(instead of starting from the origin in the previous proof) we apply (5.10) instead of (5.11) and
this explains why the r.h.s. in the second inequality in (5.38) decays as N−2 instead of N−5/2.
To obtain G¯2(η) we apply Donsker invariance principle on the time interval {N −M, . . . , N}
for `1,η and `2,η and on the time interval {0, . . . ,M} for `3,η and `4,η. This completes the proof
of the second inequality in (5.38).
At this stage we recall that r1 = bt1Nc and we use (5.11) to claim that there exists a C > 0
such that
a∑
a1=1
P0 (Ar1 = a1, Sr1 = x1, τ˜ > r1) ≤ P0(Sr1 = x1, τ˜ > r1) ≤
C
N
, (5.48)
then we use that r2 = bt2Nc − bt1Nc and (5.10) to claim that there exists a C > 0 such that
a∑
a2=1
Px1 (Ar2 = a2, Sr2 = x2, τ˜ > r2) ≤ Px1(Sr2 = x2) ≤
C√
N
, (5.49)
and finally we use time reversibility and (5.11) to claim that there exists a C > 0 such that
a∑
a3=1
Px2 (Ar3 = a3, τ˜ = r3, Sr3 = 0) ≤ P0(τ˜ > r3, S′r3 = x2) ≤
C
N
. (5.50)
At this stage, it suffices to combine (5.37) and (5.38) with (5.31–5.33) and (5.48–5.50) to
complete the proof of (5.36).
Proof of (iii) We recall (5.26). We need to establish that there exists G2 : (0,∞)→ (0,∞)
satisfying limη→0G2(η) = 0 and such that for every η > 0 we have for N large enough and for
a ∈ N and 0 ≤ x1 ≤ η
√
N or 0 ≤ x2 ≤ η
√
N that
GN (a, x1, x2) := P0
(
AN = a, SbNt1c = x1, SbNt2c = x2, τ˜ = N,SN = 0
) ≤ G2(η)
N4
. (5.51)
We assume that 0 ≤ x1 ≤ η
√
N , and we use (5.13) to bound the second probability in the r.h.s.
of (5.37). Therefore
GN (a, x1, x2) ≤ ε2(η)r22
∑
(a1,a3)∈G−2,a
P0 (Ar1 = a1, Sr1 = x1, τ˜ > r1)Px2 (Ar3 = a3, τ˜ = r3, Sr3 = 0)
≤ ε2(η)
r22
P0 (Sr1 = x1, τ˜ > r1) Px2 (τ˜ = r3, Sr3 = 0) . (5.52)
With the help of (5.11) we bound the first probability in the r.h.s. in (5.52) and we use time
reversibility and (5.11) again to bound the second probability so that (5.52) becomes
GN (a, x1, x2) ≤ ε2(η)C
2
4
r22r1r3
≤ G2(η)
N4
,
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and (5.51) is proven. It remains to consider the case 0 ≤ x2 ≤ η
√
N but by time reversibility
this is exactly the same proof.
Proof of (iv) We recall the definition of A(η) in (5.4). Since φt is Lipschitz continuous (see
Lemma A.1 ) and since φt(a, x1, . . . , xd) = 0 if there exists i ≤ d such that xi = 0 we obtain
that
P0 ((A1(e), et1 , . . . , etd) /∈ A(η)) ≤
d∑
i=1
P0 (eti ≤ η) = o(η),
so that (iv) of Proposition 4.1 is easily proven.
5.2. Proof of Proposition 5.2
In this proof again we assume, without loss of generality that σ = 1. We shall prove at the
end of this section the following
Lemma 5.3. There exists C > 0 such that
vL := P0 (Aτ˜ = L, Sτ˜ = 0) = CL−4/3(1 + o(1)).
We let [a, b] ⊂ (0,∞) and for i ≤ d we let [a¯i, b¯i] ⊂ (0,∞). We set R :=
∏d
i=1[a¯i, b¯i] and
SL(a, b,R) :=
{
(N, x) ∈ N× Nd : N
L2/3
∈ [a, b], x√
N
∈ R}, (5.53)
and we consider
IL := P0
( τ˜
L2/3
∈ [a, b] , Sbtτ˜c√
τ˜
∈ R | Aτ˜ = L, Sτ˜ = 0
)
(5.54)
=
1
vL
∑
(N,x)∈SL(a,b,R)
P0
(
AN = L,SbtNc = x | τ˜ = N,SN = 0
)
P0 (τ˜ = N,SN = 0) .
With the help of Proposition 5.1 and then by using (5.26) and the fact that φt is bounded (see
Remark 4.2), we claim that there exists ε1, ε2 : Nd+2 → R such that (5.54) can be rewritten as
IL =
1
vL
∑
(N,x)∈SL(a,b,R)
1
Nr
[
φt
( L
N3/2
,
x
N1/2
)
+ ε1(N, x, L)
]
P0 (τ˜ = N,SN = 0)
=
C
vL
∑
(N,x)∈SL(a,b,R)
1
Nr+3/2
[
φt
( L
N3/2
,
x
N1/2
)
+ ε2(N, x, L)
]
, (5.55)
where for i ∈ {1, 2}, εi(N, x, L) converges to 0 as N →∞ uniformly in (x, L). At this stage,
we note that there exists C > 0 such that∑
(N,x)∈SL(a,b,R)
1
Nr+3/2
≤ C
L4/3
,
and therefore it suffices to use Lemma 5.3 to assert that there exists C˜ > 0 and ε3 : N→ R
satisfying limL→∞ ε3(L) = 0 such that
IL = (1 + ε3(L)) C˜L
4/3
∑
(N,x)∈SL(a,b,R)
1
Nr+3/2
φt
( L
N3/2
,
x
N1/2
)
. (5.56)
We set ψ(u) :=
∫
R φt(u, x) dx for u > 0 and we recall that φt is Lipschitz continuous (see
Lemma A.1). Thus, we have by Riemann sum approximation that there exists ε4 : N2 7→ R
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such that for L ∈ N and N
L2/3
∈ [a, b]
1
Nd/2
∑
x∈N :
xN−1/2∈R
φt
( L
N3/2
,
x
N1/2
)
= (1 + ε4(N,L)) ψ
((
N
L2/3
)−3/2)
,
where ε4(N,L) converges to 0 as L→∞ uniformly in NL2/3 ∈ [a, b]. Therefore, recalling that
r = d2 +
3
2 , we obtain that there exists ε5 : N→ R satisfying limL→∞ ε5(L) = 0 such that
IL =
C˜(1 + ε5(L))
L2/3
∑
N∈N :
NL−2/3∈[a,b]
( N
L2/3
)−3
ψ
(( N
L2/3
)−3/2)
→L→∞ C˜
∫
[a,b]×R
1
u3
φt(
1
u3/2
, x) du dx.
And this establishes the convergence in distribution of the Proposition, since by Lemma 8.6
C˜ u−3 φt(u−3/2, x) is the density of
(
R, E(t1R)√
R
, . . . , E(tdR)√
R
)
.
Proof of Lemma 5.3. We denote by φ¯ the density of A1(e). Following the same steps as
above, we prove that there exists C1 > 0 and ε6 : N→ R satisfying limL→∞ ε6(L) = 0 such
that
P0
(
Aτ˜ = L, Sτ˜ = 0,
τ˜
L2/3
∈ [a, b]
)
=
C1(1 + ε6(L))
L4/3
∫
[a,b]
1
u3
φ¯(
1
u3/2
) du.
Then, by applying Markov’s property at time K = bN2 c combined with the second inequality
in (5.11), we derive easily that there exists C > 0 such that for every N,L ∈ N we have
P0 (AN = L, SN = 0, τ˜ = N) ≤ CN−3. As a consequence, there exists C ′ > 0 such that for
every L ∈ N,
P0
(
Aτ˜ = L, Sτ˜ = 0,
τ˜
L2/3
≥ b
)
≤ C
∑
N≥bL2/3
1
N3
≤ C
′
(bL2/3)2
=
C ′
b2L4/3
.
It remains to prove that there exists a G : (0,∞)→ (0,∞) satisfying lima→0G(a) = 0 and such
that for every a > 0 and for L large enough,
P0
(
Aτ˜ = L, Sτ˜ = 0,
τ˜
L2/3
≤ a
)
≤ G(a)
L4/3
. (5.57)
To that aim we observe that, for N ≤ aL2/3, a trajectory S in {AN = L, SN = 0, τ˜ = N}
necessarily satisfies max{Si : i ≤ N} ≥ L/4N . For this reason we can define
τ¯L/4N := min{i ≥ 1: Si ≥ L4N } and τˆL/4N := max{i ≤ N : Si ≥ L4N }. (5.58)
For N ≤ aL2/3 we write ON := {AN = L, SN = 0, τ˜ = N} = BN ∪ CN ∪ DN with
BN := ON ∩
{
Sτ¯L/4N ≤ 3L8N
}
, CN := ON ∩
{
SτˆL/4N ≤ 3L8N
}
,
DN := ON ∩
{
Sτ¯L/4N >
3L
8N , SτˆL/4N >
3L
8N
}
. (5.59)
We note first that if S ∈ DN then, before time N , S must have at least two increments larger
than L/8N in modulus. These two increments are Xτ¯L/4N and XτˆL/4N+1. As a consequence,
we have
∪aL2/3N=1 DN ⊂
{∃i < j ≤ aL2/3 : |Xi| ≥ L1/38a , |Xj | ≥ L1/38a }, (5.60)
and therefore
P0
( ∪aL2/3N=1 DN) ≤ (aL2/3)2 P(|X1| ≥ L1/38a )2.
Since X1 has finite fourth moment, Markov inequality yields P
(|X1| ≥ L1/38a ) ≤ E(X41 ) a4L4/3 and
therefore P
( ∪aL2/3N=1 DN) ≤ C a10L4/3 for some C > 0.
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At this stage we note that it is sufficient to focus on
∑aL2/3
N=1 P0(BN ) since by time reversal∑aL2/3
N=1 P0(CN ) is taken care of similarly. For N ≤ aL2/3 we decompose the set BN depending
on (r1, r2, r3) the value taken by (τ¯L/4N , τˆL/4N − τ¯L/4N , N − τˆL/4N ), on (α1, α2, α3) the value
taken by (Ar1−1, Ar2 −Ar1−1, L−Ar2) and on (x1, x2) the values taken by (Sτ¯L/4N , SτˆL/4N ).
We note that, by construction, α1 and α3 are necessarily smaller than L/4. We apply Markov’s
property at times r1 and r1 + r2 and reversibility for the last piece of trajectory (between times
r1 + r2 and N) so that (recall (5.7))
P0(BN ) =
∑
(r1,r2,r3)∈G3,N
∑
(α1,α2,α3)∈G3,L
: α1,α3≤L/4
3L
8N∑
x1=
L
4N
∞∑
x2=
L
4N
Tr1,α1,x1 Wx1,x2,r2,α2 Yr3,α3,x2 , (5.61)
with
Tr1,α1,x1 := P0
(
r1 = τ¯L/4N < τ˜, Sr1 = x1, Ar1−1 = α1
)
Wx1,x2,r2,α2 := Px1
(
τ˜ > r2, x1 +Ar2 = α2, Sr1 = x2
)
(5.62)
Yr3,α3,x2 := P0
(
r3 = τ¯
′
L/4N < τ˜
′, S′r3 = x2, Ar3−1 = α3
)
.
Our goal now, is to find an upper bound on Wx1,x2,r2,α2 which only depends on N and L. To
that aim, we remove the constraint τ˜ > r2 to obtain the upper bound
Wx1,x2,r2,α2 ≤ P0 (Sr2 = x2 − x1, Ar2 = α2 − (1 + r2)x1) . (5.63)
We recall below the LCLT established in [6, Proposition 4.7], which is an improved version of
[3, Proposition 2.3].
Proposition 5.4. Let (Xi)i≥1 be an IID sequence of integer-valued centered random
variables of variance 1 and satisfying (1.5). Then,
sup
n∈N
sup
k,a∈Z
n3
∣∣∣P0(Sn = k,An = a)− 1σ2 n2 g( kσβ√n , aσβn3/2)∣∣∣ <∞, (5.64)
with g(y, z) = 6pi e
−2y2−6z2+6yz for (y, z) ∈ R2.
We observe that there exist c1, c2 > 0 such that g(y, z) ≤ c1e−c2z2 for every (y, z) ∈ R2, and
also that the area α2 − (1 + r2)x1 ≥ L8 because x1 ≤ 3L8N , 1 + r2 ≤ N and α2 ≥ L2 . We begin
with the case r2 ≥ N2/3 and we apply Proposition 5.4 to obtain that there exist C > 0 and
c3 > 0 such that
Wx1,x2,r2,α2 ≤
C
r32
+
c1
r22
exp
[
− c2 (α2 − (1 + r2)x1)
2
r32
]
≤ C
r32
+
c1
r22
exp
[
− c3
(L2
r32
)]
≤ C
r32
+
c1
L4/3
(L2/3
r2
)2
exp
[
− c3
(L2/3
r2
)3]
. (5.65)
Since x 7→ x2e−c3x3 is bounded on [0,∞), we conclude that provided C is chosen large enough
we have for L ∈ N, N ≤ aL2/3 and r2 ≥ N2/3
Wx1,x2,r2,α2 ≤
C
N2
+
C
L4/3
. (5.66)
For r2 ≤ N2/3, we recall that α2 − (1 + r2)x1 ≥ L8 and therefore Ar2 = α2 − (1 + r2)x1 yields
that S∗r2 := max{|Si|, i ≤ r2} ≥ L8r2 . Consequently, by using the fact that (Si)i∈N is a martingale
with finite fourth moment we apply Markov’s property and Doob’s inequality to obtain that
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there exist C,C ′ > 0 such that for L ∈ N, N ≤ aL2/3 and r2 ≤ N2/3
Wx1,x2,r2,α2 ≤ P0
(
S∗r2 ≥ L8r2
)
≤ C E0
[(
Sr2
)4] r42
L4
≤ C ′ r
6
2
L4
≤ C ′N
4
L4
. (5.67)
Going back to (5.61), we use (5.66-5.67) to assert that provided C is chosen large enough we
have
P0(BN ) ≤ C
∑
(r1,r2,r3)∈G3,N
∑
(α1,α2,α3)∈G3,L
: α1,α3≤L/4
3L
8N∑
x1=
L
4N
∞∑
x2=
L
4N
Tr1,α1,x1
( 1
N2
+
1
L4/3
+
N4
L4
)
Yr3,α3,x2 ,
(5.68)
and we observe also that there exists a C > 0 such that for every L ∈ N and N ≤ aL2/3,
N∑
r1=1
L
4∑
α1=1
3L
8N∑
x1=
L
4N
Tr1,α1,x1 ≤ P0
(
τ¯ L
4N
< τ˜
)
≤ CN
L
and
N∑
r3=1
L
4∑
α3=1
∞∑
x3=
L
4N
Yr3,α3,x2 ≤ C
N
L
.
(5.69)
Combining (5.68) with (5.69) we conclude that provided C > 0 is chosen large enough, we have
for every L ∈ N and N ≤ aL2/3 that P0 (BN ) ≤ C
(
1
L2 +
N2
L2+
4
3
+ N
6
L6
)
and therefore
aL2/3∑
N=1
P0 (BN ) ≤ C
( a
L4/3
+
a3
L4/3
+
a7
L4/3
)
, (5.70)
which completes the proof of (5.57).
5.3. Tightness
Lemma 5.5. Let νL be the distribution of the process(
τ˜
L2/3
;
1√
τ˜
∣∣Sbsτ˜c∣∣ , s ∈ [0, 1]) , (5.71)
with S sampled under P0 (. | Aτ˜ = L, Sτ˜ = 0). Then (νL, L ≥ 1) is a tight sequence.
Proof. We consider the continuity modulus of a given function f : [0, 1] 7→ R : given x <
y ∈ [0, 1] and ε > 0 we set
Γ[x,y](f, ε) := sup
{|f(t)− f(s)| : s, t ∈ [x, y]; t− s ≤ ε}. (5.72)
In what follows, we denote by Sˆτ˜ the process
{
1√
τ˜
Sbtτ˜c, t ∈ [0, 1]
}
and for every N ∈ N by S˜N
the process
{
1√
N
SbtNc, t ∈ [0, 1]
}
. By reversibility, Lemma 5.5 will be proven once we show
that for every δ > 0,
lim
ε→0
lim sup
L→∞
P0
(
Γ[0, 12 ]
(
Sˆτ˜ , ε
)
> δ | Aτ˜ = L, Sτ˜ = 0
)
= 0. (5.73)
A slight modification of Proposition 5.2 (whose proof is completely similar) guarantees us that,
when sampled under P0 (. | Aτ˜ = L, Sτ˜ = 0) the random vector( τ˜
L2/3
,
Aτ˜/2
L
,
Sτ˜/2
L1/3
)
converges in distribution to
(
R,
1
R3/2
∫R/2
0
E(u) du, 1√
R
E
(R
2
))
.
Hence for every ε > 0 there exist [c1, c2], [y1, y2] ⊂ (0,∞) and [α1, α2] ⊂ (0, 1), such that
lim inf
L→∞
P0 (KL,c,α,y | Aτ˜ = L, Sτ˜ = 0) ≥ 1− ε, (5.74)
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with
KL,c,α,y :=
{
τ˜
L2/3
∈ [c1, c2],
Aτ˜/2
L
∈ [α1, α2],
Sτ˜/2
L1/3
∈ [y1, y2]
}
. (5.75)
Note that we can safely assume that y1√c1 <
y2√
c2
and thus
P0
(
Γ[0, 12 ]
(
Sˆτ˜ , ε
)
> δ | Aτ˜ = L, Sτ˜ = 0
)
≤ B1,L +B2,L, (5.76)
with
B1,L = P0
(KcL,c,α,y | Aτ˜ = L, Sτ˜ = 0) , (5.77)
B2,L = P0
(
Γ[0, 12 ]
(
Sˆτ˜ , ε
)
> δ | V ∈ KL,c,α,r, Aτ˜ = L, Sτ˜ = 0
)
.
The quantity B1,L is taken care of with (5.74), so that we only need to focus on B2,L. To that
aim, we partition the event KL,c,α,y depending on the value N taken by τ˜ , i.e.,
B2,L =
∑c2L2/3
N=c1L2/3
Λ1,L,N∑c2L2/3
N=c1L2/3
Λ2,L,N
, (5.78)
with Λ1,L,N =
α2L∑
a=α1L
y2L
1/3∑
v=y1L1/3
bN,v,a b̂N,v,L−a and Λ2,L,N =
α2L∑
a=α1L
y2L
1/3∑
v=y1L1/3
b̂N,v,a b̂N,v,L−a,
and with bN,v,a = P0
(
Γ[0, 12 ]
(
S˜N , ε
)
> δ, SN
2
= v, AN
2
= a, τ˜ > N2
)
,
b̂N,v,k = P0
(
SN
2
= v, AN
2
= k, τ˜ > N2
)
,
where we have used Markov’s property at N/2 and time reversal in b̂. Let us finally set for
N ∈ L2/3[c1, c2],
K1,L,N =
α2L∑
a=α1L
y2L
1/3∑
v=y1L1/3
bN,v,a ≤ P0
(
Γ[0, 12 ]
(
S˜N , ε
)
> δ, τ˜ > N2
)
, (5.79)
and
K2,L,N =
α2L∑
a=α1L
y2L
1/3∑
v=y1L1/3
b̂N,v,a = P0
(
SN
2
∈ L1/3 [y1, y2], AN
2
∈ L [α1, α2], τ˜ > N2
)
(5.80)
≥ P0
(
SN
2
∈
√
N
[
y1√
c1
, y2√c2
]
, AN
2
∈ N3/2
[
α1
c
3/2
1
, α2
c
3/2
2
]
, τ˜ > N2
)
,
where we have used that c1L
2/3 ≤ N ≤ c2L2/3 in combination with the two inequalities
y1√
c1
< y2√c2 and
α1
c
3/2
1
< α2
c
3/2
2
. Thus, with (5.79–5.80) we can safely write
K2,L,N
K1,L,N
≤
P0
(
Γ[0, 12 ]
(
S˜N , ε
)
> δ | τ˜ > N2
)
P0
(
SN
2
∈ √N
[
y1√
c1
, y2√c2
]
, AN
2
∈ N3/2
[
α1
c
3/2
1
, α2
c
3/2
2
]
| τ˜ > N2
) . (5.81)
At this stage, we use the equality S˜N (s) =
1√
2
S˜N
2
(2s) for every s ∈ [0, 1/2] and the convergence
in distribution proven in [1], i.e.,
lim
N→∞
(
S˜N
2
; P0
(
· | τ˜ > N2
))
= (Ms)s∈[0,1], (5.82)
where M is the standard Brownian meander (see [11]), to assert that
lim
ε→0
lim sup
N→∞
P0
(
Γ[0, 12 ]
(
S˜N , ε
)
> δ
∣∣ τ˜ > N2 ) = 0, (5.83)
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and that
lim
N→∞
P0
(
SN
2
∈
√
N
[
y1√
c1
, y2√c2
]
, AN
2
∈ N3/2
[
α1
c
3/2
1
, α2
c
3/2
2
] ∣∣ τ˜ > N2 )
= P
(
M+1 ∈
[√
2y1√
c1
,
√
2y2√
c2
]
, A1(M+) ∈
[
23/2α1
c
3/2
1
, 2
3/2α2
c
3/2
2
])
, (5.84)
with A1(M+) =
∫1
0
M+s ds. The r.h.s. in (5.84) being positive, we deduce from (5.83–5.84) that
lim
ε→0
lim sup
L→∞
sup
N∈L2/3[c1,c2]
K1,L,N
K2,L,N
= lim
ε→0
lim sup
N→∞
sup
L∈N3/2[ 1c2 ,
1
c1
]
K1,L,N
K2,L,N
= 0, (5.85)
where the first equality in (5.85) is just an inversion of the supremums over N and L. Coming
back to (5.78) we can rewrite
B2,L =
∑c2L2/3
N=c1L2/3
Λ2,L,N
Λ1,L,N
Λ2,L,N∑c2L2/3
N=c1L2/3
Λ2,L,N
, (5.86)
so that the proof of the step will be complete once we show that
lim
ε→0
lim sup
L→∞
sup
N∈L2/3[c1,c2]
Λ1,L,N
Λ2,L,N
= 0. (5.87)
It remains to use a Proposition 6.1 to check that there exist C1 < C2 such that for every N ≥ 1
C1 max
v∈√N [x1,x2],a∈N3/2[y1,y2]
b̂N,v,a ≤ min
v∈√N [x1,x2],a∈N3/2[y1,y2]
b̂N,v,a (5.88)
≤ C2 max
v∈√N [x1,x2],a∈N3/2[y1,y2]
b̂N,v,a,
which is sufficient to assert that (5.85) implies (5.87).
5.4. Time changing. End of the proof of Theorem A
For notational convenience, we set ν(E) := (ν(E)(s); s ∈ [0, 1]) with ν(E)(s) = 1√
RE
EsRE for
s ∈ [0, 1] and also Sˆ := (Sˆ(s); s ∈ [0, 1]) with Sˆ(s) = 1√
τ˜
Sbsτ˜c for s ∈ [0, 1]. We will denote by
D[0,1] the set of cadlag functions defined on [0, 1] endowed with the Skorokhod topology and
by C[0,1] the set of continuous function on [0, 1] endowed with the uniform metric. From the
combination of tightness and finite dimensional convergence, we deduce that as L→∞ and
with S sampled from P0 (. | Aτ˜ = L, Sτ˜ = 0)( τ˜
L2/3
, Sˆ
)
converges in distribution to
(
RE , ν(E)
)
. (5.89)
Then, we introduce the operator Aˆ : D[0,1] → C[0,1] defined for V ∈ D[0,1] and t ∈ [0, 1] as
Aˆ(V )(t) =
∫ t
0
V (s) ds.
It is not difficult to check that any V ∈ C[0,1] is a point of continuity for Aˆ. Thus, since
ν(E) is continuous, we deduce from (5.89) that as L→∞ and with S sampled from
P0 (. | Aτ˜ = L, Sτ˜ = 0)( τ˜
L2/3
, Sˆ, Aˆ(Sˆ), Aˆ−1
)
converges in distribution to
(
RE , ν(E), Aˆ(ν(E)), aνE
)
, (5.90)
where the fourth coordinate in both sides of (5.90) corresponds to the right-continuous pseudo-
inverse of the third coordinate, i.e., for u > 0,
Aˆ(−1)(u) := inf
{
t > 0 : Aˆ(Sˆ)(t) ≥ u}, (5.91)
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and aνE is the pseudo-inverse of Aˆ(ν(E)) defined as in (1.8).
At this stage, by recalling (1.2) and (1.8), we note that for every t ∈ [0, 1] we have Aˆ(Sˆ)(t) =
1
τ˜3/2
Abtτ˜c and Aˆ(ν(E))(t) = 1
R
3/2
E
AtRE (E). We recall also (1.6) and with RL := τ˜L2/3 we have
1
τ˜
χsL = inf
{
t > 0 : Abtτ˜c ≥ sL
}
= inf
{
t > 0 : Aˆ(Sˆ)(t) ≥ s
R
3/2
L
}
= Aˆ(−1)
(
s
R
3/2
L
)
, (5.92)
so that for s ∈ [0, 1],
1
L1/3
SχsL =
√
τ˜
L2/3
Sˆ
(
Aˆ(−1)
(
s
R
3/2
L
))
. (5.93)
Since the limiting processes in (5.90) are continuous, we compose Sˆ with the inverse
process Aˆ−1 and use [12, Lemma 2.3] to obtain that as L→∞ and with S sampled from
P0 (. | Aτ˜ = L, Sτ˜ = 0)( 1
L1/3
SχsL ; 0 ≤ s ≤ 1
)
converges in distribution to
(
ν(E)
(
aν(E)
(
s
R
3/2
E
))
; 0 ≤ s ≤ 1
)
for the Skorokhod distance. We conclude by observing that ν(E)(aνE (sR−3/2E )) = EaE(s) for
s ∈ [0, 1].
6. Proof of Theorem C
We will not display here all the details of the proof of Theorem C since it is very close in
spirit to that of Theorem A. We will rather insist on the differences between both proofs.
We recall (5.1) and, given t = (t1, . . . , td) with 0 < t1 < · · · < td ≤ 1, we denote by
k(y1, . . . , yd) the density of the random vector Bt = (Bt1 , . . . , Btd), where (Bs)s∈[0,∞) is a
standard Brownian motion.
The key point consists in proving the counterpart of Proposition 5.1 in the present framework,
i.e.,
Proposition 6.1. With r = d+ 32 and [h1, h2] ⊂ (0,∞)
lim
N→+∞
sup
a∈[h1,h2]N3/2
sup
(x,y)∈Nd×Zd
∣∣∣NrP0(AN = a,SbtNc = x, S¯bNtc = y | τ˜ = N, SN = 0) (6.1)
− 1
σr
φt
( a
σN3/2
,
x
σN1/2
)
k
( y
σN1/2
) ∣∣∣ = 0.
Remark 6.2. Note that contrary to what we wrote in Proposition 5.1, the supremum in
(6.1) is restricted to a ∈ [h1, h2]N3/2. Thanks to Lemma 5.3, this is sufficient to complete the
proof of Theorem C. It would have been sufficient to take the same restriction in Proposition
5.1 to prove Theorem A.
Proving that with S sampled under P0(·|τ˜ = N, SN = 0) and as N →∞, the random vector
S¯btNc/
√
N converges in distribution towards Bt is difficult. For this reason we can not apply
Proposition 4.1 directly to prove (6.1). To overstep this difficulty, we first state a variant of
Proposition 6.1 involving the Brownian meander instead of the excursion. To that purpose,
for v ∈ [0, 1], we let Mv,+ = (Mv,+s , 0 ≤ s ≤ v) be the Brownian meander on [0, v] (see [11]
for a definition of Mv,+ and note that we will omit the v dependency when v = 1) . For
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t = (t1, . . . , td) with 0 < t1 < · · · < td ≤ v we denote by φv,+t (a, x), a ∈ R, x ∈ Rd the density of(
Av(Mv,+) =
∫v
0
Mv,+(s) ds,Mv,+t :=
(Mv,+t1 , . . . ,Mv,+td )).
Proposition 6.3. With r = d+ 32
lim
N→+∞
sup
(a,x,y)∈Nd+1×Zd
∣∣∣Nr P0(AN = a,SbtNc = x, S¯bNtc = y | τ˜ > N) (6.2)
− 1
σr
φ+t
( a
σN3/2
,
x
σN1/2
)
k
( y
σN1/2
) ∣∣∣ = 0.
The proof of Proposition 6.1 is displayed in Section 6.1 below. With Proposition 6.1 in hand,
we can prove (6.1). To that aim, we apply Markov’s property at time tdN in the probability in
(6.1). Then, we use (6.2) to estimate the probability associated to the time window [0, tdN ] and
a simplified version of (6.2) (without S¯ and with d = 1) to estimate the probability associated
to the time window [tdN,N ]. Then, it remains to perform a Riemann sum approximation and
to note that there exists a C > 0 such that for a ≥ 0 and x = (x1, . . . , xd) ∈ (0,∞)d we have
φt(a, x) =
C√
td(1− td)
∫a
0
φtd,+t (u, x)φ
1−td,+
1−td (a− u, xd) du (6.3)
to complete the proof of Proposition 6.1. Note that (6.3) is obtained by using classical
absolute continuity relationship between Brownian excursion, Bessel bridges of dimension 3
and Brownian meander. At this stage, the rest of the proof of Theorem C is completely similar
to that of Theorem A and therefore we do not repeat it here.
6.1. Proof of Proposition 6.1
To prove the proposition we apply Proposition 4.1 and follow mutatis mutandis the path
taken to prove Proposition 5.1. As mentioned above, the only additional difficulty consists
in proving the convergence in distribution required to apply Proposition 4.1. In this case it
means proving that when S is sampled from P0 (. | τ˜ > N) and as N →∞, the random vector
(AN/N
3/2,SbtNc/
√
N, S¯btNc/
√
N) converges in distribution to (A1(M+),M+t ,Bt). This will
be the object of the rest of the present section.
We shall follow closely the proof of [1] and therefore stick to the notations of this paper.
Therefore, we let Yn(s) be the continuous process on [0,+∞) for which Yn( kn ) = Skσn 12 and which
is linearly interpolated elsewhere:
Yn(s) =
1
σn
1
2
(
Sbnsc + (ns− bnsc)X1+bnsc
)
, (s ≥ 0).
We recall (2.1) and similarly we let Y¯n(s) be the linear interpolation process associated to
(S¯k)k≥0. Donsker’s Theorem states that (Yn(s), Y¯N (s), 0 ≤ t ≤ 1) converges in distribution
on (C[0, 1]× C[0, 1], ρ) to two independent Brownian motions, where C[0, 1] is the space of
continuous functions and ρ the uniform metric.
At this stage, we set C+ = {f ∈ C[0, 1] : f(s) ≥ 0,∀s ∈ [0, 1]} and the convergence in law
that we are looking for will be a straightforward consequence of the following proposition.
Proposition 6.4. Let B be a standard Brownian motion independent of the Brownian
meander M+. Then, as n→∞, with S sampled under P0(· |Yn ∈ C+) the process(
Yn(s), Y¯n(s); 0 ≤ s ≤ 1
)
converges in distribution to (M+s , Bs; 0 ≤ s ≤ 1).
LIMIT RW EXCURSION WITH TYPICAL AREA Page 25 of 37
Proof of Proposition 6.4. The first step of the proof is the following Lemma. Let Tn =
inf {k : Sk+i ≥ Sk, for i = 1, . . . , n}. Clearly Tn < +∞ a.s.
Lemma 6.5. For each sequences of real numbers a1, . . . , an, a¯1, . . . , a¯n we have
P0
(
Sk ≤ ak, S¯k ≤ a¯k, 1 ≤ k ≤ n|Sk ≥ 0, 1 ≤ k ≤ n
)
(6.4)
= P0(Sk+Tn − STn ≤ ak, S¯k+Tn − S¯Tn ≤ a¯k, 1 ≤ k ≤ n).
Proof. If Mj := ∪s−1s=0 {Ss ≤ Sr, for s+ 1 ≤ r ≤ min(j, s+ n)} we have
{Tn = j} =Mcj ∩ {Sj+k ≥ Sj , 1 ≤ k ≤ n} .
What is interesting here is that Mj ∈ Fj = σ(Xk, k ≤ j) and that the random walks (Sk+j −
Sj , k ≥ 0) and (S¯k+j − S¯j , k ≥ 0) are independent from the σ-field Fj . Therefore
P0
(
Sk+Tn − STn ≤ ak, S¯k+Tn − S¯Tn ≤ a¯k, 1 ≤ k ≤ n
)
=
+∞∑
j=0
P0
(
Sk+j − Sj ≤ ak, S¯k+j − S¯j ≤ a¯k, 1 ≤ k ≤ n | Tn = j
)
P0 (Tn = j)
=
+∞∑
j=0
P0
(
Sk+j − Sj ≤ ak, S¯k+j − S¯j ≤ a¯k, 1 ≤ k ≤ n | Mcj , Sj+k ≥ Sj , 1 ≤ k ≤ n
)
P0 (Tn = j)
=
+∞∑
j=0
P0
(
Sk ≤ ak, S¯k ≤ a¯k, 1 ≤ k ≤ n | Sk ≥ 0, 1 ≤ k ≤ n
)
P0 (Tn = j)
= P0
(
Sk ≤ ak, S¯k ≤ a¯k, 1 ≤ k ≤ n | Sk ≥ 0, 1 ≤ k ≤ n
)
.
For s ∈ (0,+∞] let Cs be the set of continuous functions on [0, s] (or [0,+∞) for s = +∞)
and Bs the smallest σ-algebra such that the mappings f ∈ Cs → f(t) ∈ R are measurable for
every t ∈ [0, s].
Let P s be the measure of Brownian motion on (Cs,Bs). Then T s : Cs → [0,+∞] is the
mapping with
T s(f) = inf {t : f(u) ≥ f(t), for t ≤ u ≤ t+ 1 ≤ s} , (inf ∅ = +∞),
and we set T = T∞, P = P∞ for simplicity. Let u be the function in C1 which is everywhere
equal to −1. Let Φs : Cs → C1 be the map
Φs(f)(t) =
{
f(T s(f) + t) for T s(f) < +∞,
u otherwise.
Let Qn be the probability measure defined on (C
∞ × C∞,B∞ ⊗ B∞) by the process
(Yn(t), Y¯n(t), t ≥ 0). Let pis : C∞ × C∞ → Cs × Cs be the projection map (we have P s ⊗ P s =
[P ⊗ P ] ◦ pi−1s ). Let Qn ◦ pi−11 (. | C+) be the probability measure defined on C1 × C1 by
Qn ◦ pi−11 (A | C+) :=
Qn(pi
−1
1 (A ∩ C+ × C1))
Qn(pi
−1
1 (C+ × C1))
= P0
(
(Yn(t), Y¯n(t), 0 ≤ t ≤ 1) ∈ A | Yn ∈ C+
)
.
In Lemma 6.5 we have showed that Qn ◦ pi−11 (. | C+) = Qn ◦Ψ−1, with Ψ defined as
Ψs(f, g)(t) =
{
(f(T s(f) + t), g(T s(f) + t)) for T s(f) < +∞,
(u, u) otherwise.
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As stated before, we can prove as in Donsker’s theorem that Qn ◦ pi−1s converges weakly (as
n→∞) towards P s ⊗ P s. Since Φs is continuous P s a.e. on (Cs, ρ) see [1, Lemma 2.5], we
infer that Ψs is continuous P
s ⊗ P s a.e. on (Cs × Cs, ρ× ρ). By the contraction property, this
implies that as n→∞
Qn ◦ (Ψs ◦ pis)−1 converges in distribution to [P s ⊗ P s] ◦Ψ−1s .
We can now show as in [1] that if A is a continuity set, i.e. [P ⊗ P ] ◦Ψ−1(∂ A) = 0, then
lim
n→+∞Qn ◦Ψ
−1(A) = [P ⊗ P ] ◦Ψ−1(A),
and since P ◦ Φ−1 is the law of M+, we have that [P ⊗ P ] ◦Ψ−1 is the law of (M+, B) and
this concludes our proof.
7. Proof of Theorem D
We start by showing Lemma 7.1 which yields that it is equivalent to prove Theorem D with
S sampled from Pβ,µ(·|τ +Gτ−1 = L, Sτ = 0) rather than with S sampled from Pβ,µ(·|τ +
Gτ−1 = L).
Lemma 7.1. For every bounded random variable of type Z = F (|S|i∧τ−1 , i ≥ 1) we have
Eβ,µ(Z | τ +Gτ˜ = L, Sτ = 0) = Pβ,µ(Z | τ +Gτ−1 = L).
Proof. Remember the geometric nature of the increments : Pβ,µ(S1 = k) = c
−1
β e
− β2 |k| so
that there exists C > 0 such that
∀x ≥ 1, C Pβ,x(S1 ≤ 0) = Pβ,x(S1 = 0).
Therefore, by symmetry,
Eβ,µ(Z; τ˜ +Gτ˜ = L, Sτ˜ = 0)
=
∑
N
Eβ,µ(Z; τ˜ +Gτ˜−1 = L, Sτ˜ = 0, τ˜ = N)
= 2
∑
N
N−2∑
k=0
Eβ,µ(Z;S1 = · · · = Sk = 0, Sk+1 > 0, . . . , SN−1 > 0, SN = 0, N +AN−1 = L)
= 2
∑
N
N−2∑
k=0
∑
b≥1
Eβ,µ(Z;S1 = · · · = Sk = 0, Sk+1 > 0, . . . , SN−1 = b,N +AN−1 = L)Pβ,b((S1 = 0))
= 2C
∑
N
N−2∑
k=0
∑
b≥1
Eβ,µ(Z;S1 = · · · = Sk = 0, Sk+1 > 0, . . . , SN−1 = b,N +AN−1 = L)Pβ,b(S1 ≤ 0)
= CEβ,µ(Z; τ˜ +Gτ˜−1 = L).
As for Theorem C, the proof of Theorem D is very close to that of Theorem A. For this
reason, we will not display the proof of theorem D in full details here, but we will show how to
derive the counterpart of Proposition 6.1 with τ instead of τ˜ , with the underlying probability
measure Pβ,µ instead of the generic P and with GN instead of AN . This is indeed the key tool
to obtain the convergence in finite dimensional distribution which is required to prove Theorem
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D. The next steps : inverting the conditioning, establishing tightness, performing time change,
are so similar to those taken in section 5 that we feel free to omit them.
Proposition 7.2. With r = d+ 32 and [h1, h2] ⊂ (0,∞)
lim
N→+∞
sup
a∈[h1,h2]N3/2
sup
(x,y)∈Nd×Zd
∣∣∣NrPβ,µ(GN = a, SbtNc = x, S¯bNtc = y | τ = N, SN = 0)
(7.1)
− 1
σrβ
φt
(
a
σβN3/2
,
x
σβN1/2
)
k
(
y
σβN1/2
) ∣∣∣ = 0.
Our stategy of proof for Proposition 7.2 is to apply Proposition 4.1. Therefore, we shall first
establish the necessary convergence in distribution in subsection 7.1 and then smoothness of
the approximation in subsection 7.2.
7.1. Convergence in distribution for Proposition 7.2
We pick t = (t1, . . . , td) with 0 < t1 < · · · < td ≤ 1 and we shall prove that when sampled
under Pβ,µ(· | τ = N,SN = 0) the vector 1σβ
(
GN
N3/2
,
|SbtNc|
N1/2
,
S¯btNc
N1/2
)
converges in distribution to
(A(e), et,Bt) with et := (et1 , . . . , etd) and with B a standard Brownian motion and e a standard
Brownian excursion independent of B. For simplicity we will abuse notation and omit the 1σβ
in fromt of
(
GN
N3/2
,
|SbtNc|
N1/2
,
S¯btNc
N1/2
)
. Since we proved in [6, Appendix 7.2] that
Pβ,µ(τ˜ = N,SN = 0) ∼ C2Pβ,µ(τ = N,SN = 0) ∼ C3N−3/2 , (7.2)
the convergence in distribution will be established once we show that there exists C ′3 > 0 such
that for every bounded continuous function F ,
lim
N→+∞
N3/2 Eβ,µ
[
F
(
GN
N3/2
,
∣∣SbtNc∣∣
N1/2
,
S¯btNc
N1/2
)
; τ = N,SN = 0
]
= C ′3E [F (A(e), et,Bt)] , (7.3)
since letting F = 1 in the preceding equation shows that C ′3 = C3.
When the random walk starts from b ≥ 1 then τ˜ = τ and |SbNsc| = SbNsc for s ∈ [0, 1]. If,
moreover Sτ = 0 then Gτ = Aτ . Therefore conditioning by the value of S0 and taking into
account symmetry, we have
Eβ,µ
[
F
(
GN
N3/2
,
∣∣SbtNc∣∣
N1/2
,
S¯btNc
N1/2
)
; τ = N,SN = 0
]
= D1,N +D2,N (7.4)
with
D1,N = µ(0)Eβ,0
[
F
(
GN
N3/2
,
∣∣SbtNc∣∣
N1/2
,
S¯btNc
N1/2
)
; τ = N,SN = 0
]
,
D2,N = 2
∑
b≥1
µ(b)Eβ,b
[
F
(
AN
N3/2
,
SbtNc
N1/2
,
S¯btNc
N1/2
)
; τ˜ = N,SN = 0
]
.
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To handle D2,N we condition on the value of S1, use symmetry and the fact that there exists
C4 > 0 such that µ(b) = C4Pβ (S1 = b) (for b ∈ N) to write
D2,N = 2C4
∑
b≥1
Pβ(S1 = b)Eβ,b
[
F
(
AN
N3/2
,
SbtNc
N1/2
,
S¯btNc
N1/2
)
; τ˜ = N,SN = 0
]
= 2C4Eβ
[
F
(
AN+1
N3/2
,
S1+btNc
N1/2
,
S¯1+btNc
N1/2
)
; τ˜ = N + 1, SN+1 = 0
]
We then use (7.2) in combination with the convergence in distribution already referred to in
the first paragraph of Subsection 5.1 as a consequence of [2, Corollary 2.5], to obtain that there
exists a C5 > 0 such that
lim
N→+∞
N3/2D2,N = 2C5E [F (A(e), et,Bt)] . (7.5)
To handle D1,N we take into account the time the random walk sticks to 0 and obtain
D1,N
2µ(0)
=
∑
0≤k≤N−2
Eβ
[
F
(
GN
N3/2
,
∣∣SbtNc∣∣
N1/2
,
S¯btNc
N1/2
)
;S1 = · · · = Sk = 0, Sk+1 > 0, . . . , SN−1 > 0, SN = 0
]
=
∑
0≤k≤N−2
1
ckβ
Eβ
[
F
(
AN−k
N3/2
,
SbtNc−k
N1/2
,
S¯btNc
N1/2
)
; τ˜ = N − k, SN−k = 0
]
=:
∑
0≤k≤N−2
bk,N .
We shall conclude by applying the dominated convergence theorem. First, the convergence in
distribution referred to in subsection 5.1 ensures us that for every k ∈ N,
lim
N→+∞
N3/2 bk,N =
C5
ckβ
E [F (A(e), et,Bt)] .
Second, since cβ > 1, the domination bound is easily derived from 7.2 which implies that there
exist C6, C7 > 0 such that
N3/2 bk,N ≤ C3 ‖F‖∞
(
N
N − k
)3/2
c−kβ
≤ C6
(
N
N − k
)3/2
c−kβ (1{k<N/2} + 1{k≥N/2})
≤ C6
(
23/2c−kβ + c
−k/2
β
N3/2
c
k/2
β
1{k≥N/2}
)
≤ C7 c−k/2β .
7.2. Smoothness of approximations
A tedious but straightforward way to obtain items (i) to (iv) of Proposition 4.1, is to follow
the same steps as for the proof of Theorem A, substituting the conditioning on τ to the
conditioning on τ˜ . We will not repeat all those steps here, but we will show (with lemmas 7.3
and 7.4 below) how to adapt the proofs of Section 5.1 to derive the counterparts bounds of
(5.9) and (5.11).
Lemma 7.3. There exists C˜1 > 0 such that for
Pβ,µ(τ > N) =
C˜1
N−1/2
(1 + o(1)).
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Proof. The same decomposition as that used to obtain (7.4) allows us to write
Pβ,µ(τ > N) = µ(0)Pβ(τ > N) + 2
∑
b≥1
µ(b)Pβ,b(τ˜ > N)
= µ(0)Pβ(τ > N) + 2C4 Pβ(τ˜ > N + 1). (7.6)
We now compute Pβ(τ > N) by taking into account the time k that the random walk sticks
to 0
Pβ(τ > N) = Pβ(S1 = · · · = SN = 0) + 2
∑
0≤k≤N−1
Pβ(S1 = · · · = Sk = 0, Sk+1 > 0, . . . , SN > 0)
=
1
cNβ
+ 2
∑
0≤k≤N−1
1
ckβ
Pβ(τ˜ > N − k)
With (5.9) and since cβ > 1, we can use the dominated convergence theorem to show that
N1/2
∑
0≤k≤N−1
1
ckβ
Pβ(τ˜ > N − k)→ C1
∑
k≥1
1
ckβ
<∞
and this ends the proof.
We can establish exactly in the same way that there exists C˜2 > 0 such that Pβ,µ(τ = N) =
C˜2N
−3/2(1 + o(1)) and we also recall (7.2). Let us write explicitly another bound.
Lemma 7.4. There exists C˜3 > 0 such that for every N ∈ N
sup
x∈Z
Pβ,µ(SN = x, τ > N) ≤ C˜3
N
.
Proof. We use Markov’s property at time M = bN/2c and the crude bound (5.10) to get
Pβ,µ(SN = x, τ > N) =
∑
z
Pβ,µ(SM = z, τ > M)Pβ,z(SN−M = x, τ > N −M)
≤
∑
z
Pβ,µ(SM = z, τ > M)Pβ,z(SN−M = x)
≤ C2
(N −M)1/2
∑
z
Pβ,µ(SM = z, τ > M) =
C2
(N −M)1/2Pβ,µ(τ > M)
≤ C2C˜1
N
.
The analogues of all bounds in Section 5.1 (i.e., (5.9–5.11) or (5.13–5.14) and (5.17–5.18)
can be derived similarly with τ instead of τ˜ .
8. Excursion measure normalized by its length or area
The law of a normalized excursion may be defined either by the independence property
(Proposition 8.1) or the disintegration property (Proposition 8.3).
We combine these results with the well known fact that the power of a Bessel process is a
time changed Bessel Process to establish finally Theorem B.
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8.1. Normalizing an excursion measure
Let ρ be a Bessel process of dimension δ ∈ (0, 2) and nρ be its Itoˆ’s measure for excursions
away from 0. The following description of nρ has been established in [15, Theorem 1.1] (and
generalizes Itoˆ’s description for Brownian motion δ = 1):
• The lifetime R of the excursion has the σ-finite density: with δ′ = 4− δ,
nρ(R ∈ dt) = 2−δ′/2Γ(δ′/2)−1t−δ′/2 dt. (8.1)
• for any positive measurable functional F defined on the excursion space (U,U) we have
the disintegration of measure
nρ(F ) =
∫+∞
0
P δ
′,t
0,0 (F )n
ρ(R ∈ dt), (8.2)
with P δ
′,t
0,0 the law of a Bessel bridge of dimension δ
′ and length t.
This description leads to defining P δ
′,1
0,0 as the law of an excursion of ρ normalized by its
length (lifetime). We shall see that thanks to the Brownian scaling we can extend this to other
functionals than R, by establishing an independence property equivalent to the disintegration
of measure.
Let α ≥ 0 and for w ∈ U , a generic excursion of lifetime
R(w) = inf {t > 0 : w(t) = 0} ,
we consider the weighted area
Aαt (w) = At(w) =
∫ t
0
w(s)α ds, A(w) := A∞(w) =
∫R
0
w(s)α ds. (8.3)
Let sc : U → U be the Brownian scaling operator : sc(w)(t) = 1√
c
w(ct) for t ≥ 0. Then
A(sc(w)) = c
−(1+α2 )A(w) and we define the normalizing by A operator as
ν(w) = s
A(w)
1
1+α
2
(w), (8.4)
which satisfies A(ν(w)) = 1.
Proposition 8.1. Assume that nρ(A > 1) < +∞. Then there exists a probability measure
piρ,A defined on (U,U) such that for every positive measurable F,ψ :
nρ(F ◦ ν ψ(A)) = piρ,A(F )nρ(ψ(A)). (8.5)
Moreover piρ,A(A = 1) = 1.
Remark 8.2. Relation (8.5) is called the independence property since it shows that the
shape of an excursion w is independent of the value of the functional A(w). We call piρ,A
the law of an excursion of the Bessel process ρ normalized by its functional A. When α = 0,
A(w) = R(w) and piρ,R = piρ is the law of normalized excursion of ρ.
Proof. By scaling of the Bessel process we have nρ(F (sc(w))) =
1√
c
nρ(F (w)). Therefore, if
c > 0 and t = c−(1+
α
2 ) :
nρ(A > t) =
√
c nρ(Ac−(1+
α
2 ) > t) =
√
c nρ(A > 1) < +∞.
Since A is non identically zero we also have nρ(A > t) > 0.
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We claim that the measure
pit(F ) :=
nρ (F ◦ ν;A ≥ t)
nρ (A ≥ t)
does not depend on the value of t > 0, since by scaling ν(sc(w)) = ν(w) and
c−
1
2nρ (F ◦ ν;A ≥ t) = nρ (F ◦ ν ◦ sc;A ◦ sc ≥ t) = nρ
(
F ◦ ν; c−(1+α2 )A ≥ t
)
.
Therefore pit(F ) = pitc(1+
α
2
)(F ). We define piρ,A := pi1. It is a probability (take F ≡ 1) and
since A(ν(w)) = 1 we have
piρ,A(A = 1) =
nρ (A ◦ ν = 1;A ≥ t)
nρ (A ≥ t) = 1.
We now generalize this identity to (8.5) by a functional monotone class theorem as follows.
First observe that it suffices to prove that for any c > 0 we have
nρ(F ◦ ν ψ(A);A > c) = piρ,A(F )nρ(ψ(A);A > c), (8.6)
and use monotone convergence letting c ↓ 0+ to obtain (8.5).
Now fix for the moment F positive measurable and bounded so that piρ,A(F ) < +∞. The
space H of bounded measurable ψ satisfying (8.6) is a monotone space that contains C :={
1[a,+∞[, a ≥ 0
}
stable by finite products. Therefore H contains all bounded σ(C) measurable
ψ, i.e. all bounded Borel measurable ψ. We can go now from positive bounded F to positive
F by fixing ψ positive measurable and use monotone convergence. 
Let us state the equivalence between the disintegration of measure and the shape
independence property.
Proposition 8.3. There exists a probability pi on (U,U) such that for all positive
measurable F :
nρ (F ) =
∫+∞
0
pia(F )n
ρ (A ∈ da) ,
with pia = pi ◦ (sc)−1 image of pi by sc with c = a−
1
1+α
2 , if and only if there exists a probability
measure µ on (U,U) such that for every positive measurable F,ψ:
nρ (F ◦ ν ψ(A)) = µ(F )nρ (ψ(A)) . (8.7)
Moreover, if this is the case we have pi = µ and pi(A = 1) = 1.
The proof of Proposition 8.3 is inspired by [15] and uses the links between scaling of Bessel
processes and independence.
Proof. Necessity Assume we have the disintegration. Since ν ◦ sc = ν, we have
nρ (F ◦ ν ψ(A)) =
∫+∞
0
pia(F ◦ νψ(A))nρ (A ∈ da)
=
∫+∞
0
pi
(
F ◦ ν(s
a
− 1
1+α
2
(w))ψ(A(s
a
− 1
1+α
2
(w)))
)
nρ (A ∈ da)
=
∫+∞
0
pi (F ◦ ν(w)ψ(aA))nρ (A ∈ da) . (8.8)
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Letting F ≡ 1 we obtain for all positive measurable ψ:
nρ (ψ(A)) =
∫+∞
0
pi (ψ(aA))nρ (A ∈ da) =
∫+∞
0
ψ(a)nρ (A ∈ da) .
Therefore for almost every a > 0, pi(ψ(aA)) = ψ(a) that is pi(A = 1) = 1 so that under pi,
ν(w) = w and we reinject this in (8.8) to obtain
nρ (F ◦ ν ψ(A)) =
∫+∞
0
pi(F ◦ ν)ψ(a)nρ (A ∈ da)
=
∫+∞
0
pi (F )ψ(a)nρ (A ∈ da)
= pi(F )nρ (ψ(A)) .
Sufficiency. Assume now the existence of µ satisfying(8.7). Then by the monotone class theorem
we get that for every positive measurable G we have
nρ (G(ν(w), A(w))) =
∫ ∫
G(w, a)dµ(w)nρ (A ∈ da) .
Therefore if we let pi = µ and pia = pi ◦ (sc)−1, we obtain for a positive measurable F , letting
G(w, a) := F (s
a
− 1
1+α
2
(w)),
nρ (F ) = nρ (G(ν(w), A(w))) =
∫+∞
0
(∫
F (s
a
− 1
1+α
2
(w))pi(dw)
)
nρ (A ∈ da) =
∫+∞
0
pia(F )n
ρ (A ∈ da) .
Combining (8.1) and (8.2) we obtain the
Corollary 8.4. The law piρ of a Bessel excursion normalized by its length is well
defined. We have piρ = P δ
′,1
0,0 and the independence property for the normalizing operator
ν(w) = sR(w)(w) is thus
nρ (F (ν(w))ψ(R(w)) = piρ(F )nρ (ψ(R)) .
For Brownian motion, δ = 1, we have piρ = P 3,10,0 and we let (et, 0 ≤ t ≤ 1) be a process
distributed as P 3,10,0 , and named (normalized) Brownian excursion.
Another important application takes place for α = 1, that is A(w) =
∫+∞
0
w(s) ds is the
excursion area, and δ = 1 that is ρ = |B| is the absolute value of a Brownian motion. There
nρ = 2n+ with n+ the positive excursion measure of Brownian excursions away from zero.
Corollary 8.5. For δ = α = 1, the law piρ,A of the Brownian excursion normalized by its
area (Es, s ≥ 0) is well defined. If ν1(w) = sA(w)2/3(w) is the normalizing operator, we have
n+
(
F (ν1(w))ψ(A(w))
)
= E [F (E)]n+ (ψ(A)) ,
n+ (F ) =
∫∞
0
E
[
F
(
a1/3Ea−2/3s, 0 ≤ s ≤ 1
)]
n+ (A ∈ da) .
Proof. It suffices to prove that n+ (A > 1) < +∞. First observe that if τt is the inverse
local time of Brownian motion, we have by the exponential formula of excursions, on the one
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hand, for any λ > 0,
E
[
e−λAτt
]
= exp
(
−2t
∫
(1− e−λa)n+ (A ∈ da)
)
.
On the other hand, by Ray-Knight theorem, if (Xt, t ≥ 0) is a square Bessel process of dimension
0 starting form t, we have
E
[
e−λAτt
]
= E
[
e−λ
∫+∞
0
tXt ds
]2
= etφ
′(0)
with φ(t) the unique positive non-increasing solution of φ′′(t) = φ(t)λt such that φ(0) = 1 (see
[16, Chapter XII]). We recognize an Airy-type equation, φ(t) = αAi(λ1/3t) + βBi(λ1/3t) and
the boundedness impose φ(t) = αAi(λ1/3t) = 1Ai(0)Ai(λ
1/3t) since φ(0) = 1. We get φ′(0) =
−Cλ1/3 and thus, for all λ > 0, by Fubini’s
Cλ1/3 =
∫
(1− e−λa)n+ (A ∈ da) = λ
∫
e−λan+ (A > a) da .
Inverting the Laplace transform yields n+ (A > a) = C
′a−1/3 < +∞.
8.2. Absolute continuity relationship between distributions of Brownian excursion normalized
by its length and Brownian excursion normalized by its area
This absolute continuity will be established by playing with the independence property of
normalized excursions.
Lemma 8.6. Let h(u, x) be the joint density of (A(e); eti , 1 ≤ i ≤ d). Then there exists a
constant C > 0 such that the function
g(u, x) = Cu−3h(u−3/2, x)
is the density of (R(E), 1√
R(E)EtiR(E), 1 ≤ i ≤ d).
Proof.
Let φ(u, x) be measurable non-negative and
Iφ :=
∫+∞
0
du
∫
Rd
φ(u, x)g(u, x)dx = C1
∫+∞
0
dy
∫
Rd
φ(y−2/3, x)y1/3h(y, x)dx (8.9)
= C1E
[
φ(A(e)−2/3; eti , 1 ≤ i ≤ d)A(e)1/3
]
. (8.10)
To identify Iφ we shall use the independence property for the excursion length : recall that
ν(w)(t) = 1√
R(w)
w(tR(w)), for any positive measurable ψ:
Jφ,ψ := n+(ψ(R)) E
[
φ(A(e)−2/3; eti , 1 ≤ i ≤ d)A(e)1/3
]
= n+
(
A ◦ ν(w)1/3ψ(R)φ(A ◦ ν(w)−2/3; ν(w)(ti), 1 ≤ i ≤ d)
)
= n+
(
A1/3R−1/2ψ(R)φ(A−2/3R; ν(w)(ti), 1 ≤ i ≤ d)
)
.
Now we use the independence property for the area. Recall that the normalizing operator
is u(t) := ν1(w(t)) = A(w)−1/3w(tA(w)2/3) and observe that we have A(u) = 1, R(u) =
Page 34 of 37 PHILIPPE CARMONA AND NICOLAS PE´TRE´LIS
A(w)−2/3R(w) and ν(w)(t) = ν(u)(t). Therefore
Jφ,ψ := n+
(
R(u)−1/2ψ(R(u)A(w)2/3)φ(R(u); ν(u)(ti), 1 ≤ i ≤ d)
)
=
∫ ∫
R(u)−1/2ψ(R(u)a2/3)φ(R(u); ν(u)(ti), 1 ≤ i ≤ d)P0 (E ∈ du)n+ (A ∈ da)
= E [φ(R(E); ν(E)(ti), 1 ≤ i ≤ d) γ(R(E))] ,
with γ(t) := t−1/2n+
(
ψ(tA2/3
)
. We now identify this function γ(t). Recall that
n+ (A ∈ da) = C2a−4/3da, n+ (R ∈ dt) = C3t−3/2dt.
We obtain
γ(t) = C2
∫+∞
0
ψ(ta2/3) da = C4
∫+∞
0
ψ(u)u−3/2 du = C5n+ (ψ(R)) .
Injecting this into the last expression of Jφ,ψ yields
Jφ,ψ = C5n+ (ψ(R))E [φ(R(E); ν(E)(ti), 1 ≤ i ≤ d)] .
Comparing the two expressions of Jφ,ψ, we conclude that Iφ = C6E [φ(R(E); ν(E)(ti), 1 ≤ i ≤ d)]
8.3. Applying a time change to obtain the excursion measure of Yt =
∣∣Bat∣∣
First, if we consider the excursion measure of |B| with respect to its local time at level zero
L0t (|B|) = 2L0t (B) of right continuous inverse τ |B|t = τt/2 we obtain that n|B| = n+ thanks to
the exponential formula. Let f be measurable non-negative,
E
exp(− ∑
0<s≤t
f(s, e|B|s ))
 = E
exp(− ∑
0<s≤t
f(s,
∣∣es/2∣∣))
 = exp(− ∫ t/2
0
ds
∫
(1− e−f(2s,|u|))n(du)
)
= exp
(
−1
2
∫ t
0
dr
∫
(1− e−f(r,|u|))n(du)
)
= exp
(
−
∫ t
0
dr
∫
(1− e−f(r,u))n+(du)
)
.
We consider here the area of an excursion At(w) =
∫t
0
w(s) ds and its inverse aw(s) :=
inf {t > 0 : At(w) > s}.
Lemma 8.7. The excursion measure away from zero nY (dw) of Yt = |Bat | is the image of
n+(dw) by the function (w(t), t ≥ 0)→ (w(aw(t)), t ≥ 0).
Proof. We shall give a proof based on the Master formula. let Lt, τt be the local time at
level 0 and its inverse for |B|. Then s ∈ GYω i.e. s is the left endpoint of an interval where Y (ω)
does not vanish iff as ∈ G|B|ω and thus if there exists u > 0 such that as = τu− that is s = Aτu− .
Then the excursion of Y starting from s is
iYs (ω)(r) = Ys+r(ω) = |B| (a(s+ r)) = |B| (a(Aτu− + r)− τu− + τu−) = i|B|τu−(a(Aτu− + r)− τu−)
and we have
a(Aτu− + r)− τu− = inf
{
t : At > Aτu− + r
}− τu− = inf {t : At+τu− > Aτu− + r} = ai|B|τu− (r).
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This is the inverse of the area of the excursion of |B| starting from τu−. By the Master Formula
(see [16, Chapter XII]) for |B| :
E
 ∑
s∈GYω
H(s, ω, iYs (ω))
 = E[∑
u
H(Aτu−(ω), ω; i
|B|
τu−(ai|B|τu− (.)
))
]
= E
[∑
u
H(Aτu−(ω), ω; eu(aeu(.)))
]
= E
[∫∞
0
ds
∫
H(Aτs(ω), ω;w(aw(.)))n+(dw)
]
= E
[∫∞
0
ds
∫
H(τYs , ω;w(aw(.)))n+(dw)
]
.
This is the master formula for Y , whence the result.
8.4. Proof of Theorem B
A power of a Bessel process is up to a constant another Bessel process, with a change of
time (see [16, Chapter XI, Proposition (1.11)] ). Here we get that
ρt :=
2
3
Y
3/2
t =
2
3
|Bat |3/2
is a Bessel process of index ν = −1/3, i.e. of dimension δ = 2 + 2ν = 4/3.
Since Yt = φ(ρt) = (
3
2ρt)
2/3, its excursion measure nY = nρ ◦ φ−1 is the image of nY by φ.
The excursion measure of nρ normalized by its length is well defined (see Corollary 8.4) and
equals piρ = P δ
′,1
0,0 with δ
′ = 4− δ = 8/3.
We claim that piY = piρ ◦ φ−1 = γE . Observe that the normalizing operator is λ(w) =
R(w)−1/3w(tR(w)) (this operator is adapted to the scaling of Y ). Indeed, for positive
measurable F,ψ, we have, by the disintegration property for nρ, since λ ◦ φ = φ ◦ ν and
ξ ◦ φ = ξ
nY (F ◦ λ ψ(R)) = nρ (F ◦ λ ◦ φ ψ(R)) =
∫+∞
0
piρt (F ◦ φ ◦ ν)ψ(t)nρ (R ∈ dt)
=
∫+∞
0
piρ(F ◦ φ ◦ ν ◦ s1/t)ψ(t)nY (R ∈ dt)
=
∫+∞
0
piρ(F ◦ φ ◦ ν)ψ(t)nY (R ∈ dt) (since ν ◦ sc = ν)
=
∫+∞
0
piρ(F ◦ φ)ψ(t)nY (R ∈ dt), (since under piρ we have ν(w) = w)
= piρ(F ◦ φ)× nY (ψ(R)) = piρ ◦ φ−1(F )× nY (ψ(R)). (8.11)
We use now Lemma 8.7 to identify this probability measure:
nY (F ◦ λ ψ(R)) = n+ (F ◦ λ(w ◦ aw) ψ(R(w ◦ aw))) .
Observe that for the excursion u = w ◦ aw we have R(u) = A(w), A(u) = 1 and
λ(u)(s) = R(u)−1/3u(sR(u)) = A(w)−1/3w ◦ aw(sA(w)) = v ◦ av(s),
with v = ν1(w) because
At(v) =
∫ t
0
A−1/3w(sA2/3) ds =
1
A(w)
AtA(w)2/3(w),
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and thus av(s) = A(w)
−2/3aw(sA(w)). Therefore, by the independence with respect to the area
formula,
nY (F ◦ λ ψ(R)) = n+ (F (v ◦ av)ψ(A(w))) = E [F (EaE )] n+ (ψ(A)) = γE(F )n+ (ψ(A)) .
Combining the preceding equality with (8.11) we obtain
γE(F )n+ (ψ(A)) = nY (F ◦ λ ψ(R)) = piρ ◦ φ−1(F )× nY (ψ(R)). (8.12)
By the definition of the normalizing measure, (8.12) yields piY = γE = piρ ◦ φ−1.
Appendix A. Existence of a smooth joint density for Brownian excursion area and position
We denote by C1b the set of bounded and continuously differentiable functions, whose partial
derivatives are bounded.
Lemma A.1. Let (es, 0 ≤ s ≤ 1) be the standard Brownian excursion. Let A(e) =
∫1
0
es ds
be its area and let 0 < t1 < t2 < . . . < td ≤ 1. Then the random vector (A(e); eti 1 ≤ i ≤ d) has
a C1b joint density.
Proof. The law of e is P 3,10,0 the law of the Bessel bridge of dimension 3 of length 1. It is
standard knowledge, se e.g. [16], that under P 3,10,0 the coordinate vector (X(t1), . . . , X(td)) has
a C1b density Λ(x1, . . . , xn) (since P
3,1
0,0 is the law of the norm of a three dimensional Brownian
bridge). By Markov’s property, for any positive measurable functions ψi and λ > 0, we have
P 3,10,0
(
e−λA1
∏
ψi(X(ti))
)
=
∫
Λ(x1, . . . , xn)
∏
ψi(xi)
∏
P 3,ti+1−tixi,xi+1
(
e−λAti+1−ti
)
.
Therefore it remains to prove that for any x, t, under P 3x , the couple (Xt, At =
∫t
0
Xs ds) has a
C1b density.
Since P 3x is the h-transform for the harmonic function h(x) = x of the law Qx of Brownian
motion killed when it reaches 0, (see [16, Chapter VIII, Section 3]), on Ft, dP
3
x
dQx
= Xt and for
every measurable positive f, g:
P 3x [f(Xt)g(At)] =
1
x
Qx [Xtf(Xt)g(At)]
It remains to show that (Xt, At) has a joint density under Qx and this is quite straightforward
by a hitting time decomposition (see e.g. [13] or [10]) which we reproduce here.
Let T0 = inf {t > 0 : Bt = 0} be the hitting time of 0 by a brownian motion B and
pt(x, a; y, b) be the transition density of the Markov centered gaussian process (Bt, At(B)).
Then, by Strong Markov’s property:
Qx [f(Xt)g(At)] = Ex
[
f(Bt)g(At(B))1(t<T0)
]
= Ex [f(Bt)g(At(B))]− Ex
[
f(Bt)g(At(B))1(t≥T0)
]
=
∫
pt(x, 0;u, v)f(u)g(v) dudv
−
∫
Px (T0 ∈ ds,AT0(B) ∈ da) 1(s<t)pt−s(0, a;u, v)f(u)g(v + a) dudv
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