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Resumo
Neste trabalho abordamos dois fenômenos que ocorrem em conjuntos de equações
diferenciais acopladas; a formação de padrões espaço-temporais e a sincronização de
osciladores não-lineares. Ambos os fenômenos advém de estruturas de rede. Aqui
usamos duas interações não-locais em que o alcance do acoplamento pode ser alterado
por um único parâmetro, podendo se tornar um acoplamento global (campo médio)
ou local (de primeiros vizinhos). No estudo da formação de padrões consideramos em
um primeiro momento uma teoria linear, que explica a ocorrência da instabilidade
de Turing, e em seguida avaliamos os padrões espaço-temporais formados quando
os termos não-lineares são levados em conta, usando como exemplo o modelo de
Meinhardt-Gierer para pigmentação da pele de animais. Outro objetivo do nosso tra-
balho é o estudo da sincronização dos neurônios no núcleo supraquiasmático (NSQ)
do cérebro. A NSQ é uma estrutura multicelular que requer um ritmo uńıssono para
regular alguns ritmos corporais. Propomos uma descrição multi-oscilatória para o
NSQ, na qual os elementos do sistema, concebido como osciladores, se comunicam
através de outra interação não-local, que é uma representação de uma substância
qúımica que pode ser secretada, absorvida e difundida no meio intercelular. Ade-




In this work we address two phenomena that occur in sets of coupled differential
equations; the formation of spatio-temporal patterns and the synchronization of
nonlinear oscillators. Both phenomena have in common the fact that they occur in
network structures. Here we use two non-local interactions in which the range of the
coupling can be changed by a single parameter, interpolating from a global (all-to-
all) to a local (nearest-neighbor) coupling. In the study of pattern formation we first
consider a linear theory explaining the occurrence of Turing instability, and then we
consider the spatio-temporal patterns formed when nonlinear terms are taken into
account, using as an example the Meinhardt-Gierer model for skin pigmentation in
animals. Another aim of our work is the study of synchronization of neurons in the
suprachiasmatic nucleus (SCN) of the brain. The SCN is a structure multicellu-
lar that requires a unison rhythm to regulate some bodily rhythms. We propose a
multi-oscillatory description for the SCN, where the elements of the system, devised
by oscillators, communicate through other nonlocal interaction, which is a represen-
tation of a chemical substance that can be secreted, absorbed and diffused in the
intercellular medium. Furthermore we show under what conditions it is possible to
have the synchronous state in the brain.
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2.7.1 Espaço de Parâmetros . . . . . . . . . . . . . . . . . . . . . . 27
2.7.2 Casos Particulares . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7.3 Modos Normais . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 Formação de Padrões em Redes Unidimensionais 34
3.1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Equações de Meinhardt e Gierer . . . . . . . . . . . . . . . . . . . . . 35
3.3 Análise de Estabilidade do Modelo de Meinhardt e Gierer . . . . . . . 36
3.3.1 Análise do Sistema Acoplado . . . . . . . . . . . . . . . . . . 38
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6.7.4 Dx Cŕıtico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7 Conclusão 140
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para duas condições iniciais randômicas diferentes (uma representada
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4.1 Exemplos de padrões formados na rede bidimensional para o caso
difusivo, mostramos a concentração da substância ativadora em es-
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malizada IN (b) e espaço de fases de uma célula relógio (c) (para
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Dx = 0, 015), γ = 10 e peŕıodo médio da rede < T >≈ 24, 00. A rede
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O estudo de sistemas dinâmicos estendidos espacialmente constitúıdos por
osciladores acoplados é muito conhecido e utilizado na F́ısica. Podemos citar como
exemplo a modelagem de uma rede cristalina, nos quais os ı́ons estão em posições fixas
e interagem essencialmente com os seus vizinhos. Em uma representação aproximada
podemos conceber estas interações como sendo forças elásticas satisfazendo a lei de
Hooke. Idealizando o sistema como uma rede de N osciladores, cada qual com
massa m e posições de equiĺıbrio pj = jh, sendo j = 0, ..., N e h o espaçamento
entre vizinhos. A posição do j-esimo oscilador como função do tempo é dada por
Xj(t) = pj+xj(t) onde xj é o deslocamento em relação ao equiĺıbrio. Supondo que as
part́ıculas interagem com seus vizinhos por molas de constante elástica k a equação
de movimento para cada elemento é [1]:
mẍj = k (xj−1 − 2xj + xj+1) , (j = 1, 2, ..., N), (1.1)
este tipo de acoplamento é conhecido como local (ou de primeiros vizinhos), pois
envolve apenas os vizinhos mais próximos de cada oscilador.
A interação apresentada anteriormente é linear. Fermi, Pasta e Ulam, em
1953, estudaram uma rede semelhante, porém considerando um acoplamento local
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não linear [2]:
mẍj = k (xj−1 − 2xj + xj+1) [1 + α (xj−1 − xj+1)] , (j = 1, 2, ..., N), (1.2)
na qual α é uma medida de não linearidade da interação. Em seu estudo Fermi
e colaboradores esperavam que após um tempo suficientemente grande, o sistema
fosse tender ao equiĺıbrio térmico, no qual o prinćıpio de equipartição fosse válido,
como ocorre em redes acopladas linearmente. No entanto, ele observou apenas um
comportamento quase-peŕıódico bem complicado. Recentemente o problema foi re-
visto [3] e mostrou-se que na realidade a equipartição de energia é posśıvel sob certas
condições, que não foram satisfeitas pela abordagem de Fermi.
Outro tipo de interação completamente diferente é a global. Neste acopla-
mento os osciladores interagem com o ”campo médio”produzido pelos outros elemen-
tos da rede. Como cada ente se conecta com todos os outros elementos do sistema
este acoplamento é dito ser não local. Um exemplo é o modelo de Kuramoto para
um oscilador caracterizado pela fase geométrica θj que obedece a [4, 5]:





sen(θj − θk), (1.3)
na qual ωj é a frequência natural do j-ésimo oscilador e K é a intensidade do acopla-
mento. Em geral as frequências dos osciladores são diferentes, e supõe-se que estejam
distribúıdas de acordo com uma função distribuição g(ω). Kuramoto estudou o sur-
gimento de estados sincronizados, nos quais todos ou uma parte dos osciladores têm
a mesma fase, e mostrou que a sincronização só é alcançada a partir de um valor
cŕıtico para constante de acoplamento Kc.
Neste trabalho propomos a utilização de dois tipos de conexões não locais:
uma é conhecida como acoplamento do tipo lei de potência e a outra como in-
teração qúımica. Em ambas, cada elemento da rede interage com múltiplas células,
sendo a intensidade da interação função da distância mútua entre os śıtios consi-
derados e o alcance do acoplamento regulado por um único parâmetro. Na reali-
dade, mostraremos nos caṕıtulos posteriores que estes acoplamentos proporcionam,
como casos particulares, as interações de primeiros vizinhos e global apresentados
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em parágrafos anteriores. Basicamente, aplicamos estas propostas a duas situações
distintas: o estudo de formação de padrões espaciais e a sincronização de neurônios
no núcleo supraquiasmático, conjunturas que descreveremos a seguir.
Dentro da Biologia, um dos assuntos mais intrigantes e interessantes é
o estudo da concepção de padrões em morfogênese. Área que estuda os processos
biológicos envolvidos na geração das formas dos seres vivos, os quais começam com
o desenvolvimento embrionário [6]. Nas palavras de Luiz Henrique Monteiro: ”como
que a massa homogênea de células, geradas após algumas divisões de óvulo fecun-
dado, diferencia-se, culminando na formação de um bebê [7]?”. Alguma elucidação
advém na seguinte explicação: uma vez que o óvulo é fertilizado, ele começa a se
dividir, posteriormente, durante a gestação, as células começam a biologicamente se
diferenciar se especializando para atuar em suas respectivas funções corporais. Este
processo, todavia, não é suficiente para determinar, por exemplo, como são formados
padrões na pelagem de leopardos e tigres ou as listras em uma zebra.
Em 1952 Alan Turing em seu trabalho intitulado de ”The Chemical Basis
of Morphogenesis”propôs um modelo simples [8], no qual padrões espaciais em mor-
fogênese emergem devido a um processo de auto-organização regido apenas por duas
substâncias qúımicas. Nesta idealização estados heterogêneos, ou seja padrões, po-
dem ser originados a partir de estruturas inicialmente homogêneas [9]. Em resumo,
em seus desenvolvimentos, Turing mostrou que o processo de morfogênese também
tem uma contribuição dinâmica, que é resultado de uma série de mecanismos f́ısico-
qúımicos, que podem ser reproduzidos por equações de reação-difusão.
Segundo Turing os elementos básicos da formação de padrões são: i) as
reações qúımicas entre duas substâncias morfogênas antagonistas entre si chamadas
de ativador e inibidor; e a ii) difusão destas substâncias pelo meio intercelular. Em
resumo, ele considera um arranjo distribúıdo espacialmente, no qual em cada ponto
do espaço ocorre uma determinada reação qúımica. É pressuposto que o estado ini-
cial é estável e uniforme [10]. De acordo com Turing, se além da dinâmica local,
também for considerada a difusão das espécies qúımicas entre os śıtios constituintes
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do sistema, é posśıvel observar que em certas condições este passa a ser instável. Esta
modificação na estabilidade do sistema é conhecida como instabilidade de Turing.
Consequentemente, devido a esta circunstância de instabilidade, em adição com um
processo de autorregulação que depende das reações locais entre ativador e inibidor,
uma perturbação no estado homogêneo inicial pode evoluir e formar o padrão final.
A instabilidade de Turing é um fenômeno predominantemente linear, pois,
como veremos no caṕıtulo 2, se baseia na linearização das equações que governam
a dinâmica entre as espécies qúımicas ativadora e inibidora. Porém, o processo de
formação de padrões também pressupõe na sua completitude aspectos não lineares
necessários para que a perturbação no estado homogêneo final não cresça indefinida-
mente [9].
Recentemente, Andrew D. Economou e colaboradores encontraram evi-
dências de que a teoria desenvolvida por Turing é o mecanismo responsável pela
formação de estruturas regulares no palato de ratos [11], figura (1.1).
Figura 1.1: Estruturas regulares nos palatos de ratos (a) e (b) e comparação com a
simulação numérica (c) e (d) do mecanismo responsável por estas formações, o qual
é baseado no modelo desenvolvido por Turing (figura modificada de [11]).
Destarte, um dos alicerces da idealização desenvolvida por Turing é a
reação local que ocorre entre as espécies qúımicas ativador e inibidor. Atualmente
existem diversos modelos que representam esta dinâmica local, um exemplo é o
conjunto de equações para morfogênese proposto por Meinhardt e Gierer e que é
utilizado no estudo de padrões em pelagem de animais. Este modelo também é co-
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nhecido como sistema ativador-inibidor [12] e será empregado em nossas análises.
Na teoria de Turing, outro aspecto tão importante quanto as relações lo-
cais é a interação entre as unidades que compõem o sistema, pois é a difusão das
substâncias qúımicas que origina a transição da estabilidade. Neste trabalho, um
dos nossos objetivos é aplicar as hipóteses centrais do mecanismo desenvolvido por
Turing a acoplamento mais geral do que o sugerido por ele. Na realidade, propomos
uma interação não local do tipo lei de potência [13, 14, 15] e mostramos que, para
este tipo de comunicação entre as células, é posśıvel obter, em uma e em duas di-
mensões, tanto a instabilidade de Turing quanto o processo da formação de padrões.
Outro elemento constituinte do nosso trabalho é o estudo dos chamados
ritmos circadianos, os quais são um conjunto de processos fisiológicos, bioqúımicos
e comportamentais com periodicidade aproximada de um dia que ocorre em seres
vivos; alguns exemplos destas oscilações são: os ciclos de sono-viǵılia, de tempera-
tura corporal, de pressão arterial e de liberação hormonal [16]. Os ritmos circadianos
são produzidos endogenamente e no caso espećıfico dos mamı́feros ele é produzido
principalmente no cérebro através do núcleo supraquiasmático (NSQ) localizado no
hipotálamo [17], mostrado na figura (1.2).
Figura 1.2: Localização do núcleo supraquiasmático, figura retirada de [17].
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Embora as oscilações circadianas sejam geradas internamente, elas podem
também se ajustar a alguns est́ımulos externos chamados de Zeitgebers, como por
exemplo, o ciclo de claridade-escuridão e de temperatura ambiente [18]. Esta harmo-
nização do ritmo endógeno com os ciclos extŕınsecos é conhecida como arrastamento,
sendo intermediada pelas chamadas vias aferentes, figura (1.3).
Figura 1.3: Esquema ilustrativo indicando os fatores integrantes na geração dos
ritmos circadianos, figura modificada de [19].
O NSQ, relógio circadiano principal dos mamı́feros, é uma estrutura mul-
ticelular constitúıda por neurônios dotados de um comportamento ŕıtmico, cada um
com um peŕıodo de oscilação individual, os quais quando sincronizados, devido so-
bretudo às interações neurais, produzem um sinal coerente que gerência os ritmos
circadianos. Esta coordenação é feita através de comunicações com outras partes
anatômicas do corpo pelas chamadas vias eferentes [17, 18, 19], como mostrado pela
figura (1.3).
A maneira com que os neurônios se acoplam, para que haja o comporta-
mento uńıssono é uma questão não trivial [20]. Muitos autores defendem a ideia
que a espécie qúımica ácido gama-aminobut́ırico (GABA), principal neurotransmis-
sor do NSQ, seja o principal intermediador do estado śıncrono [21, 22, 23]. Outros
defendem que a sincronicidade é obtida através de sinapses elétricas [24], ou até por
outras substâncias [25].
Do ponto de vista matemático os neurônios que compõe o NSQ podem
ser encarados como osciladores de ciclo limite. Estes além da capacidade de sin-
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cronização mútua também devem ter a faculdade de ajustar as suas propriedades
aos forçamentos externos que representam os Zeitgebers [26].
Dentro deste contexto, Kunz e Achermann utilizaram um conjunto de
equações (proposto anteriormente para modelar o NSQ macroscopicamente [27]),
chamado de equações de Kronauer, para representar o comportamento individual de
cada neurônio [28, 29]. Posteriormente, por meio de interações predominantemente
locais, mostraram que era posśıvel obter estados sincronizados, mesmo que o peŕıodo
oscilação individual seja diferente em cada célula relógio. Ademais também repro-
duziram fenômeno de arrastamento por ciclos ambientais. Outro tipo de acoplamento
também já estudado por outros autores é a interação global aplicado por Gonze [30]
e Liu [31] na modelagem multioscilatória do NSQ.
Nós propomos, portanto, nesta etapa do nosso trabalho, o desenvolvimento
de uma descrição do NSQ baseada em outro tipo de interação não local, denominada
de acoplamento qúımico. Nesta idealização a troca de informação entre os osciladores
individuais é intermediada por uma espécie qúımica que pode ser tanto secretada,
quanto absorvida pelos componentes constituintes do sistema, além de ter a capaci-
dade de se difundir ao longo do meio intercelular [32, 33]. O objetivo principal neste
segmento é estudar a possibilidade de sincronização entre os neurônios individuais
utilizando a referida abordagem.
Este trabalho se encontra dividido em 6 caṕıtulos:
No capitulo 2 consideramos um modelo bidimensional, no qual utilizamos
as conjecturas de Turing em conjunto com o acoplamento do tipo lei de potência
no estudo do processo de formação de padrões. A ocasião unidimensional também é
discutida. Mostramos que a circunstância difusiva, utilizada por Turing, é um caso
particular deste tipo de interação, tanto em uma [13] quanto em duas dimensões. Em
seguida calculamos as condições necessárias para se obter a quebra de estabilidade e
a formação de estados heterogêneos empregando a análise linear.
A seguir, no caṕıtulo 3, aplicamos o estudo anaĺıtico concebido para a
interação não local à simulação numérica de uma rede discreta unidimensional, na
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qual em cada ponto do espaço ocorre reação qúımica governada pelo modelo de
Meinhardt-Gierer. Neste caṕıtulo, apresentamos um estudo aprofundado relacionado
às regularidades dos padrões obtidos com integração numérica. Como será discutido
mais adiante, o sistema resultante apresenta a formação de dois tipos de estruturas:
padrões ordenados e padrões desordenados. Neste caṕıtulo utilizaremos um método
estat́ıstico linear, a função de correlação espacial, e um método estat́ıstico não-linear,
os gráficos de recorrência e seus quantificadores; como diagnósticos, para identificação
destes estados bem como a transição entre eles.
No caṕıtulo 4, empregamos a análise anaĺıtica desenvolvida para o acopla-
mento não local a uma rede discreta bidimensional, na qual a dinâmica local nova-
mente é dada pelo modelo de Meinhardt-Gierer. Demonstraremos que a instabilidade
de Turing e a formação de padrões também ocorrem em tal arranjo. Adicionalmente
mostraremos, através dos métodos citados no parágrafo anterior, que as relações en-
tre estados ordenados e desordenados obtidos para a circunstância unidimensional
permanecem para a ocasião bidimensional.
No caṕıtulo 5 desenvolvemos os conceitos f́ısicos e matemáticos envolvi-
dos na interação qúımica. Também discutimos a aplicação desde modelo a redes
unidimensionais e bidimensionais. Ainda, apresentamos alguns métodos que são
comumente utilizados como quantificadores de sincronização em redes de oscilado-
res. Estas técnicas serão empregadas na identificação das condições necessárias para
ocorrência de estados sincronizados em nossa representação do núcleo supraquias-
mático, a qual será desenvolvida no caṕıtulo 6.
No caṕıtulo 6, empregamos o modelo de acoplamento qúımico na descrição
multioscilatória do NSQ. Em resumo, aqui assumimos que os aspectos dinâmicos de
um neurônio individual podem ser representados por uma equação de Kronauer,
abordagem seguida por Kunz e Achermann. Porém, diferentemente dos referidos
autores, supomos que a interação entre as células se dá através do acoplamento
qúımico. Utilizando tal racioćınio mostraremos sob quais condições é posśıvel obter
a sincronização do NSQ.
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Por fim, apresentamos as conclusões deste trabalho no caṕıtulo 7.
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Caṕıtulo 2
Instabilidade de Turing em
Sistemas com Acoplamento Não
Local
2.1 Introdução
Como já exposto no caṕıtulo anterior, Turing foi um dos pioneiros na ex-
plicação do surgimento de padrões espaço temporais a partir de estados homogêneos,
sendo sua análise baseada em equações de reação-difusão. Todavia, em muitos casos
a interação difusiva pode ser considerada demasiadamente simplificada. Isto ocorre
devido a ela ser estritamente local [13]. Na realidade, o acoplamento difusivo ao ser
considerado em uma rede espacialmente discreta é equivalente à conhecida interação
do tipo primeiros vizinhos, na qual cada célula da rede interage apenas com os śıtios
mais próximos.
Por outro lado, em muitos problemas f́ısicos é preciso considerar também
influências não locais, ou seja, é necessário avaliar as interações com outros elementos
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da rede e não somente com os mais próximos. Neste caṕıtulo desenvolvemos uma
generalização do caso estudado por Turing. Esta extensão é feita aplicando-se as
mesmas hipóteses utilizadas por Turing no caso difusivo unidimensional [8] a um
acoplamento do tipo lei de potência em um espaço bidimensional. Em [14, 13] nós
já hav́ıamos realizado esta mesma extensão para o caso unidimensional.
2.2 Instabilidade de Turing
Para realizar esta generalização, necessitamos primeiramente conhecer as
principais ideias empregadas por Turing na elaboração do seu modelo. Como ele
buscou uma visão simplificada, se baseou em algumas poucas hipóteses. Na primeira,
considerou que em cada célula, localizada na posição k em uma rede unidimensional,
ocorre uma reação qúımica entre 2 duas substâncias morfogênicas antagonistas entre
si chamadas de: ativador (x) e inibidor (y). Considerando X e Y funções que regem
estas reações locais, podemos escrever: ẋk(t) = X(xk(t), yk(t))ẏk(t) = Y (xk(t), yk(t)) , (2.1)
sendo xk(t) e yk(t) as concentrações das substâncias ativadora e inibidora respecti-
vamente na célula k.
Outra hipótese usada é sobre o estado inicial do sistema. Segundo Turing
se considerarmos apenas as reações que ocorrem em cada célula da rede (sem consi-
derar interação entre elas) a mesma deve permanecer em um estado homogêneo (que
é o estado de equiĺıbrio das equações que regem as reações qúımicas) o qual é estável
sem a presença do acoplamento.
Após a definição deste estado inicial estável e homogêneo, Turing faz a
suposição de que a difusão de part́ıculas no sistema age no sentido de desestabilizar
a rede, ocasionando uma transição de estabilidade conhecida como instabilidade de
Turing. Em outras palavras, ao considerar a interação entre as células a rede passa a
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ser instável. Segundo ele, após a desestabilização, alguma perturbação no estado ini-
cial pode evoluir (sendo esta evolução limitada por efeitos não lineares das equações
que governam as reações entre ativador e inibidor) e formar um padrão. Turing
mostrou, através de uma análise linear, que deste processo resulta uma estrutura
espacial com um comprimento de onda particular.
Como o desenvolvimento de Turing é baseado, principalmente, em uma
análise linear do sistema, as previsões sobre os padrões formados podem não corres-
ponder ao padrão que realmente se desenvolverá na rede. Pois este processo também
depende de efeitos não lineares contidos nas equações que governam as reações entre
ativador e inibidor. Uma relação complicada que será discutida em seções e caṕıtulos
posteriores.
2.3 O Acoplamento do Tipo Lei de Potência
Como já exposto anteriormente, um dos nossos objetivos neste trabalho é
a generalização do modelo desenvolvido por Turing, o qual foi aplicado inicialmente
no contexto de equações de reação-difusão. Assim, nós iremos considerar as hipóteses
aplicadas por Turing em outro de tipo de acoplamento mais geral; a interação do
tipo lei de potência. Outra extensão é em relação à dimensão espacial do sistema,
sendo o modelo desenvolvido em um arranjo bidimensional.
O acoplamento do tipo lei de potência é encontrado como solução na dis-
cretização de equações diferenciais parciais que modelam reações qúımicas e também
é usado em arquiteturas de redes neurais com produção de informação [58].
Nesta interação cada sitio da rede não se comunica apenas com os seus vi-
zinhos mais próximos, como considerado por Turing. Mas cada célula pode também
interagir com qualquer outro elemento da rede. Ficando a intensidade deste acopla-
mento regido por uma lei de potência [13, 14].
Desta maneira, agora consideramos que o espaço, no qual ocorre as reações
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qúımicas, é uma rede bidimensional quadrada composta porNT = N×N śıtios, sendo
as células vizinhas espaçadas por uma distância ∆, como mostrado pela figura (2.1).
A representação das variáveis que regem a reação qúımica entre ativador e inibidor
na rede discreta fica:
xk,j(t) = x(Zx = k∆;Zy = j∆; t),
na qual k = 0, 1, 2, ..., (N − 1) e j = 0, 1, 2, ..., (N − 1). As equações que governam o
modelo na posição (k, j) da matriz que representa o sistema são:
Figura 2.1: Representação da rede bidimensional quadrada com posta por N × N
śıtios (figura modificada de [38]).



































um fator de normalização, R = (r2 + l2)
1
2 a distância entre as posições (k + r, j + l)





α o alcance do acoplamento (quanto maior o valor de α, menor é o alcance da in-
teração, e vice-versa), Dx e Dy constantes positivas de acoplamento.
A primeira suposição utilizada em nosso tratamento é de que a rede obe-
dece a condições de contorno periódicas nas duas direções espaciais, isto é, xk±N,j = xk,jxk,j±N = xk,j e
 yk±N,j = yk,jyk,j±N = yk,j . (2.5)
No caso unidimensional a interação do tipo lei de potência apresentou
duas situações limites muito úteis [13] os acoplamentos: local e global. Mostraremos
agora que estas ocorrências se repetem no caso bidimensional. Vamos demonstrar
que com o variar do alcance do acoplamento α podemos obter tanto o acoplamento
difusivo, já discutido por Turing no caso unidimensional, quanto também outro tipo
de acoplamento conhecido como interação de campo médio.






















Um caso interessante do acoplamento do tipo lei de potência surge quando

















= (xk+1,j + xk−1,j + xk,j+1 + xk,j−1). (2.7)
Assim o conjunto de equações (2.2) pode ser escrito como:
ẋk,j = X(xk,j, yk,j) +
Dx
4
(xk+1,j + xk−1,j + xk,j+1 + xk,j−1 − 4xk,j)
ẏk,j = Y (xk,j, yk,j) +
Dy
4
(yk+1,j + yk−1,j + yk,j+1 + yk,j−1 − 4yk,j).
(2.8)





xk−1,j + xk+1,j + xk,j−1 + xk,j+1 − 4xk,j
)
. (2.9)
Observando que em nosso trabalho consideramos a distância entre os śıtios
vizinhos como unitária, a conclusão é que podemos obter o caso difusivo 2 (estudado
por Turing em uma dimensão) quando tomamos o limite α → ∞ (situação também
alcançada no caso unidimensional). Portanto, o acoplamento do tipo lei de potência
apresenta como caso particular a interação de primeiros vizinhos. Consequentemente
podemos comparar nossos resultados, através do limite utilizado, com o modelo de
acoplamento local.
2Os modelos para formações de padrões, no limite de espaço cont́ınuo, que utilizam as equações
de reação-difusão são da forma [9]:
ẋ = X(x, y) +Dx∇2x
ẏ = Y (x, y) +Dy∇2y.
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2.4.2 Caso Global
Outra situação particular apresentada pela interação do tipo lei de potência


















e da equação (2.2);
κ(0) = N2 − 1. (2.11)
Assim aplicando as equações anteriores no sistema (2.3) temos:



























Isto é, identificamos o campo médio produzido pela rede diminúıdo do valor da
concentração da substância qúımica do śıtio considerado ⟨x⟩(r,l) ̸=(k,j). Desta maneira
escrevemos a equação (2.13) como:




ẏk,j = Y (xk,j, yk,j)−Dy
[




neste tipo de acoplamento cada śıtio da rede interage com a média dos estados dos
demais elementos da rede. Este tipo de interação é conhecido como acoplamento de
campo médio (ou global), sendo utilizado em estudos de sincronização em osciladores
[4, 5], em redes neurais [30], entre outros.
Portanto observamos que o acoplamento do tipo lei de potência, em uma
aplicação bidimensional, apresenta os dois casos particulares encontrados na mode-
lagem unidimensional: a interação difusiva e o acoplamento de campo médio. Estas
circunstâncias serão consideradas em nossos cálculos ulteriores, bem como em nossas
simulações numéricas que serão apresentadas nos caṕıtulos seguintes.
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2.5 Análise de Estabilidade
Assim como feito por Turing, em nosso estudo também supomos que todas
as células que compõe o sistema inicialmente estão desacopladas e em uma mesma
situação de equiĺıbrio, o que representa um estado uniforme. Esta condição será
nossa definição de estado homogêneo da rede, o qual é estável sem a presença do
acoplamento.
Como já explicado, a interação entre as células age no sentido de deses-
tabilizar a rede. Conseqüentemente qualquer perturbação neste estado homogêneo,
que passa a ser instável com o acoplamento, poderá, dependendo de certas condições
que obteremos mais adiante, resultar em um padrão.
2.5.1 Sistema Desacoplado
Se considerarmos, em um primeiro momento, que as perturbações no es-
tado homogêneo são pequenas. Elas podem ser encaradas como pequenos desvios no
estado de equiĺıbrio do sistema. Portanto, uma maneira de se observar a transição de
estabilidade devido ao acoplamento é realizar uma análise linear no sistema. Logo,
considerando a linearização do sistema desacoplado temos (apêndice A):
ẋk,j = axk,j + byk,j
ẏk,j = cxk,j + dyk,j,
(2.15)
sendo a, b, c e d elementos da matriz jacobiana da equação não linear local. Nesta
situação, temos que (xk,j, yk,j) = (0, 0) define o estado de equilibro [13]. Como
pressupomos um estado de estabilidade inicial, os valores dos elementos da matriz
jacobiana devem obedecer a:  q = ad− bc > 0p = a+ d < 0 , (2.16)
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que são as condições sobre os parâmetros do sistema para que o estado homogêneo
inicial seja estável sem a presença do acoplamento.
2.5.2 Sistema Acoplado
Para aplicar a ideia de instabilidade de Turing, temos de mostrar que a
interação do tipo lei de potência também pode desestabilizar a rede, ocasionando
igualmente uma transição na estabilidade, como ocorre no caso difusivo unidimen-
sional. Para realizar a análise linear consideramos a linearização do sistema acoplado:
















uma maneira de facilitarmos o nosso estudo sobre estas equações é realizar uma
transformação na qual tenhamos um conjunto desacoplado de equações. Isto é feito




















na qual ξsk,sj e ηsk,sj são os coeficientes discretos de Fourier relacionados à xk,j e yk,j
respectivamente.
Utilizando as condições de contorno periódicas definidas em (2.5) podemos
mostrar que as equações transformadas são:
ξ̇sk,sj = [a− 2Dxσ(sk, sj, α,N)]ξsk,sj + bηsk,sj
η̇sk,sj = cξsk,sj + [d− 2Dyσ(sk, sj, α,N)]ηsk,sj ,
(2.19)
nas quais definimos novos parâmetros auxiliares:
aσ = a− 2Dxσ (sk, sj, α,N)















































ξ̇sk,sj ≡ aσξsk,sj + bηsk,sj
η̇sk,sj ≡ cξsk,sj + dσηsk,sj .
(2.22)
Com o conjunto de equações (2.22) podemos realizar a análise de estabi-
lidade linear do sistema acoplado. Entretanto, como mostraremos mais adiante, as
condições para que ocorra a instabilidade de Turing dependem da função σ (sk, sj, α,N),
a qual desempenha um papel fundamental na nossa análise.
2.5.3 Caso Unidimensional
Também podemos utilizar as relações anteriores para obter resultados ref-
erentes ao caso unidimensional. Se, por exemplo, ignorarmos uma das dimensões do
sistema desconsiderando os somatórios em l (ou em r) obtemos:




















Este é o conjunto de equações trabalhado em [13, 14, 15]. Vale ressaltar
que os casos limites, difusivo e global, também possuem esta mesma correspondência,
basta apenas desconsiderar uma das dimensões espaciais para se obter o caso unidi-
mensional. O mesmo ocorre para a função σ, como mostraremos nas seções seguintes.
Esta relação será útil nos caṕıtulos subsequentes quando caracterizaremos os padrões
formados nas situações unidimensionais e bidimensionais.
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2.6 Função Sigma
Devido ao fato de a função σ ser essencial na análise de estabilidade do
sistema acoplado, é interessante aprofundar nosso estudo sobre ela. Primeiramente
é posśıvel observar pela sua definição que se trata de uma função de 4 variáveis.
Algumas das suas propriedades são mostradas pelas figura (2.2) de (a) até (c), na
qual plotamos como função de sk e sj para vários valores de α (N=101).
(a) (b)
(c)
Figura 2.2: Função σ em função das variáveis sk e sj para vários valores de α: (a)
α = 0, (b) α = 1 e (c) α = 1000; com o aumentar do alcance do acoplamento a curva
σ(sk, sj, α,N = 101) deixa de ser uma constante e se aproxima da soma do quadrado
de funções senoidais.
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Podemos observar por estas figuras que quando α = 0 o gráfico da função
sigma é um plano, figura (2.2)(a). Se α é pequeno, a curva σ é quase um plano,
porém curvado em suas extremidades, figura (2.2)(b). Para α intermediário o gráfico
de σ lembra a soma do quadrado de funções senoidais definidas no espaço bidimen-
sional, figura (2.2)(c). Assim podemos concluir que na medida em que aumentamos
o valor de α, a função deixa de ser um plano e gradualmente se aproxima da soma
do quadrado de funções senoidais. Esta conclusão preliminar é apenas qualitativa,
pois é baseada em uma análise gráfica. Porém, nas seções seguintes mostraremos
analiticamente que realmente a função σ é uma constante, em relação à sk e a sj, no
caso de interação global; e é uma soma do quadrado de funções senoidais para a o
acoplamento difusivo.
2.6.1 Casos Particulares
Como foi discutido anteriormente de maneira visual, a função σ pode as-
sumir configurações particulares nos casos limites de acoplamento difusivo e global.
Nesta seção desenvolveremos os respectivos limites e mostraremos que realmente é
posśıvel obter formas simplificadas para a função σ nestas situações.
Interação Local
Se calcularmos o limite α → ∞ para equações que regem o sistema (2.2)
encontraremos o caso particular de acoplamento difusivo. Agora aplicaremos este
mesmo limite na definição de σ, e mostraremos que esta função tem uma forma
reduzida nesta condição. Ademais mostraremos que é posśıvel obter, da equação
(2.21), a função σ utilizada por Turing no caso unidimensional.
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Fazendo α→ ∞ em (2.21):
lim
α→∞


















e utilizando a identidade [55]:
2sen 2 (a/2) = 1− cos (a) (2.25)
encontramos:















que é função σ para o caso difusivo bidimensional.
Para obtermos o caso unidimensional devemos ignorar uma das dimensões
espaciais, assim somente consideramos os somatórios em r (ou em l) na definição da
função σ, equação (2.21), logo temos:
lim
α→∞


















Calculando o limite e utilizando novamente a identidade (2.25), obtemos a função
obtida por Turing em [8]:
lim
α→∞







Como pudemos obervar pela figura (2.2)(c), com o limite para α grande a
função σ tende a soma do quadrado de funções senoidais (ocorre situação parecida
no caso unidimensional). E as equações (2.26) e (2.28) corroboram esta identificação,
mostrando que realmente a função sigma assume uma forma particular para o caso
difusivo.
Interação Global
Mostraremos agora que a função σ também assume uma forma reduzida
no caso da interação de campo médio. Como mostrado pela figura (2.2)(a), nesta
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situação particular deveremos obter uma função constante em relação às variáveis
sk e sj. Adicionalmente, da mesma maneira que na seção anterior, também compro-
varemos que novamente é posśıvel obter o caso unidimensional desconsiderando uma
das dimensões espaciais que definem a funcão σ.
Fazendo α = 0 na equação (2.21) temos:





























































 , x ̸= 0. (2.30)
Fazendo x = 2πskN
−1 (lembrando que sk = {0, 1, 2, ..., N − 1}), m = r e mudando











com sk ̸= 0, N ̸= ∞. (2.31)
Aplicando o mesmo racioćınio a variável sj, utilizando os valores para
sk = 0 e sj = 0 da definição da função σ com a equação (2.21):
σ0 = σ(sk, sj, α = 0, N) =
 0, sk = 0 e sj = 0N2
2(N2−1) ; sk ̸= 0 e sj ̸= 0, N ̸= ∞
.
Podemos usar a relação de śıtios totais que compõe o sistema NT = N
2 e escrever:
σ0 = σ(sk, sj, α = 0, N) =






; sk ̸= 0 e sj ̸= 0, N ̸= ∞
. (2.32)
Para conseguirmos novamente o caso unidimensional, temos de desconsi-
derar uma das dimensões espaciais da rede ignorando os somatórios em l (ou em r)
na definição da função σ, equação (2.21), assim obtemos - para α = 0:















aplicando a identidade (2.31) temos:
σ0 = σ(sk, α = 0, N) =






; sk ̸= 0, N ̸= ∞
, (2.34)
a qual é função obtida para o caso unidimensional em [13]. Vale ressaltar que as
equações (2.32) e (2.34) são idênticas, pois no caso unidimensional o número de
śıtios totais da rede obedece à: NT = N .
Desta maneira, através da equação (2.32) provamos que a função σ é ape-
nas função de N para o caso global. O que já t́ınhamos observado qualitativamente
pela figura (2.2)(a). Outro fato interessante, e que será discutido nos caṕıtulos
seguintes, é que o mesmo ocorre para o caso unidimensional.
2.6.2 Máximos para a Função Sigma
Para calcular as condições de estabilidade é preciso, primeiro, determinar
os valores máximos assumidos pela da função σ, situação que ficará mais clara em












































Se considerarmos σi como sendo o limite inferior alcançado pela função σ obtemos:










Da mesma maneira, podemos calcular o limite superior σs assumido pela função:










Através das inequações (2.36) e (2.37) chegamos à conclusão que a função
apenas admite valores dentro do intervalo [0,1], o mesmo ocorre para o caso unidi-
mensional. Nos nossos cálculos ulteriores utilizaremos uma notação na qual σmax e
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σmin são os valores máximos e mı́nimos, respectivamente, assumidos pela função σ
para um determinado valor de α e N .
Pelas relações anteriores podemos então escrever:
0 ≤ σ(sk, sj, α,N) ≤ σmax e 0 ≤ σmax(α,N) ≤ 1
σmin ≤ σ(sk, sj, α,N) ≤ 1 e 0 ≤ σmin(α,N) ≤ 1,
(2.38)
este conjunto de inequações será utilizado no cálculo das condições necessárias para
se obter a instabilidade de Turing, o qual será realizado na seção seguinte.
2.7 Instabilidade de Turing e Formação de Padrões
De posse das principais caracteŕısticas e propriedades da função σ, pode-
mos realizar a análise de estabilidade do sistema acoplado. Nosso objetivo é utilizar
as equações transformadas para obter as condições necessárias para que o sistema se
torne instável na presença de acoplamento, isto é, almejamos conseguir os requisitos
para que ocorra a instabilidade de Turing neste tipo de interação.
Podemos mostrar que o ponto de equiĺıbrio das equações transformadas
(2.22) é o mesmo encontrado no caso desacoplado e se localiza em (ξsk,sj , ηsk,sj) =
(0, 0), o qual é correspondente ao ponto (xk,j, yk,j) = (0, 0).
Aplicando a análise de estabilidade linear (Apêndice A) para o sistema
acoplado, demonstra-se que a única maneira de se obter um estado de instabilidade
quando o sistema desacoplado for estável (isto é, pressupondo que o sistema satisfaz
as relações (2.16)) é se o ponto de equiĺıbrio das equações transformadas for um
ponto de sela, esta condição ocorre quando:
qσ ≡ aσdσ − bc = 4DxDyσ2 − 2σ (aDy + dDx) + q < 0, (2.39)
cuja solução é:























A inequação (2.40) pode ser considerada de duas maneiras. A primeira
é em relação às condições que os parâmetros do sistema devem satisfazer para que
ocorra a instabilidade de Turing e a segunda é sobre quais modos normais, sk e sj,
são instáveis sob a presença de acoplamento.
2.7.1 Espaço de Parâmetros
Para se obter as condições sobre os parâmetros admitidos pelo sistema
para que o mesmo apresente a instabilidade de Turing, utilizamos além das relações
(2.41), também as inequações (2.38), assim:
0 ≤ σ− ≤ σmax e σmax ≤ 1 ⇒ 0 ≤ P −
√
P 2 − 4Q ≤ 4σmax. (2.43)




Q, 0 ≤ P ≤ 4σmax
P > Q
2σmax
+ 2σmax, P > 4σmax
. (2.44)
que são as mesmas relações obtidas para o acoplamento do tipo lei de potência uni-
dimensional [14]. Ou seja, as condições para que se tenha a instabilidade de Turing
são as mesmas independentemente se a modelagem é realizada em um espaço unidi-
mensional ou bidimensional.
Como já mencionado, o sistema (2.44) representa as condições em relação
aos parâmetros das equações (2.2) para que a rede seja instável na presença do
acoplamento. Em outras palavras, são as exigências sobre o modelo para que ocorra
a instabilidade de Turing. Entretanto, para o caso particular de interação de campo
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médio, o cálculo sobre as condições a serem satisfeitas pelos parâmetros é feita se-
paradamente, devido ao fato de nesta circunstância a função σ ser apenas função de
N , conjuntura que será analisada na seção seguinte.
2.7.2 Casos Particulares
Vamos estudar agora os casos particulares obtidos pela interação do tipo
lei de potência separadamente.
Caso Local
Como já demonstrado, se aplicarmos o limite de α tendendo ao infinito no
acoplamento do tipo lei de potência teremos para a função σ:















a qual é mostrada pela figura (2.2)(c). Pela respectiva figura e pelo gráfico (2.3)(a)
é posśıvel observar que neste limite:
lim
α→∞
σmax = 1. (2.45)




Q, 0 ≤ P ≤ 4
P > Q
2
+ 2, P > 4
, (2.46)




Para o caso global, também é posśıvel obter uma forma simples para a








(1− δsk,0δsj ,0) e N ̸= ∞. (2.47)
Esta função é uma constante em relação a sk e a sj como mostrado pela figura
(2.2)(a). Sua única dependência é em N .
Consequentemente, a resolução da desigualdade (2.40) é feita de maneira
diferente para este situação limite. Escrevendo novamente a respectiva inequação
com o valor da função sigma para o caso de interação de campo médio temos:
σ− < σ0 < σ+ ⇒ P −
√
P 2 − 4Q < σ0 < P +
√
P 2 − 4Q, (2.48)





Esta é exigência para que tenhamos a instabilidade de Turing no caso de
interação global bidimensional e é a mesma condição para a modelagem unidimen-
sional [13]. Este limite é uma situação particular, pois como veremos mais adiante,
apesar de existir a formação de padrões nesta ocasião, a análise linear é falha na
previsão dos comprimentos de onda caracteŕısticos dos padrões gerados.
Também é posśıvel calcular as condições de instabilidade para uma situação
espećıfica do caso global, para isto fazemos N = 101 e obtemos, pela equação (2.47),
σ0(α = 1) ≃ 1/2 - a mesma igualdade obtida para o caso unidimensional [13]. Com
este valor substitúıdo na inequação (2.49) a relação a ser satisfeita para que ocorra
a instabilidade de Turing agora é:
P > Q+ 1, (2.50)
a qual será utilizada na simulação numérica nos caṕıtulos 3 e 4.
Portanto, em resumo, comprovamos a existência da instabilidade Turing
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para a interação do tipo lei de potência no caso bidimensional. Além disto, mostramos
que as condições, para que tenhamos esta transição na estabilidade, são as mesmas
quando consideramos redes unidimensionais.
Uma maneira de representar as inequações (2.44) e (2.49) é utilizando o
espaço de parâmetros (P,Q). Assim na figura (2.3)(a) e (b) ilustramos os requisitos
para que tenhamos a instabilidade de Turing para o α ̸= 0 (geral) e para alguns
valores de α respectivamente. Pelas figuras (2.3)(a) e (b) é posśıvel observar que
estas condições fornecem, sob certo aspecto, uma área de estabilidade e uma área de
instabilidade para o sistema. Como as condições de instabilidade dependem de σmax
que por sua vez depende de α, conseqüentemente a área de instabilidade também
dependerá deste parâmetro (desconsiderando a dependência em sk e sj, a qual será
considerada mais adiante). Na realidade é posśıvel mostrar que com o incrementar
de α a área de instabilidade do sistema também aumenta. Isto é feito calculando-se
a área de estabilidade no espaço de parâmetros de Q = 0 até certo ponto arbitrário
Q0 normalizada por Q
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Nas figuras (2.4)(a) e (b) mostramos algumas propriedades de σmax, em
(a) plotamos σmax como função de N , para alguns valores de α; e em (b) como função
de α, para alguns valores de N . Pela figura (2.4)(b) podemos ver que σmax aumenta
com o valor de α, conseqüentemente a área de estabilidade diminui com α. Tanto
que, para N grande, para o caso global temos σmax = 1/2 o que fornece Ast = 1/2.
Já para a conjuntura local temos σmax = 1 fornecendo Ast = 1/4 (para a condição de
N grande). Desta maneira, é posśıvel observar que, para esta circunstância a área de
estabilidade no caso global é duas vezes maior do que na interação de primeiros vizi-
nhos. Na realidade, a área de instabilidade é máxima para o acoplamento difusivo.
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Figura 2.3: Representação gráfica, no espaço de parâmetros, das condições
necessárias para se obter a instabilidade de Turing (a). Com o incremento de α
a área de instabilidade aumenta (b).
Em outras palavras, podemos afirmar que a instabilidade de Turing é estatistica-
mente mais comum para este caso, se comparada com a ocasião de campo médio.





























A segunda previsão advinda da inequação (2.40) é conectada à forma dos
padrões desenvolvidos na rede. Para explicitar esta ligação, temos que estudar a
desigualdade (2.40) do ponto de vista da sua dependência em relação aos modos
normais sk e sj. Podemos, por exemplo, resolver a referida inequação para estas
variáveis obtendo:
σ−1α,N (σ−) < (sk, sj) < σ
−1
α,N (σ+) . (2.53)
A condição (2.53) nos mostra que os modos normais que estão no inter-
valo σ+ e σ− são instáveis na presença do acoplamento e modos que estão fora
deste intervalo continuam estáveis. Como supomos que a solução das equações é
uma superposição destes modos (pois a solução é calculada utilizando-se a transfor-
mada discreta de Fourier), qualquer variação nesta inequação poderá ocasionar uma
mudança na forma do padrão. Na realidade, como trabalhamos com o sistema line-
arizado, estas relações entre modos normais e o estado final é apenas uma previsão
linear sobre a estrutura gerada. Pois não consideramos as interações não lineares
entre as reações locais.
Aprofundando nosso estudo em relação à inequação (2.53) podemos obser-
var que ao alterarmos os valores dos parâmetros do sistema teremos uma modificação
nos valores de σ+ e σ−, como pode ser visto pelas equações (2.40) e (2.41). Logo,
também mudaremos o número de modos normais instáveis e estáveis e consequente-
mente o padrão gerado na rede. Outra maneira de alterar o estado final é variar o
valor do alcance do acoplamento α, pois ao modificar o seu valor transformaremos a
forma da função σ , mudando a relação entre modos normais estáveis e instáveis, e
por conseguinte a estrutura do padrão.
A relação entre a previsão linear e o padrão formado na rede, quando con-
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sideramos equações não lineares, não é simples e demanda mais estudos. Alguns
resultados são mostrados mais adiante quando analisamos por meio de simulação
numérica os estados gerados na rede.
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Caṕıtulo 3
Formação de Padrões em Redes
Unidimensionais
3.1 Introdução
Até agora provamos ser posśıvel obter a instabilidade de Turing e também
a formação de padrões para o acoplamento do tipo lei de potência, tanto no caso uni-
dimensional quanto no caso bidimensional. Também conseguimos, através de uma
análise linear, fazer uma previsão sobre a forma do padrão que poderá surgir na
rede.
Entretanto, além de nossa análise ser realizada sobre reações qúımicas
genéricas, o estudo que fizemos se baseia principalmente em uma análise linear. As-
sim, alguns comportamentos, devido a termos não lineares de equações com maior
complexidade, não foram considerados. Um exemplo é saturação dos modos instáveis
que é essencial na geração de padrões, funcionando como um limitador para as con-
centrações das substâncias no sistema.
Portanto, agora aplicaremos o estudo realizado no caṕıtulo anterior a um
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conjunto de equações não lineares que representará a reação qúımica entre ativador
e inibidor, para isto utilizaremos o modelo de Meinhardt e Gierer [12]. Em resumo,
aplicaremos as relações obtidas no caṕıtulo anterior a esta nova conjuntura. Assim,
mostraremos que realmente é posśıvel obter, tanto analiticamente quanto numeri-
camente, a instabilidade de Turing e a formação de padrões quando consideramos
equações não lineares acopladas por uma lei de potência.
3.2 Equações de Meinhardt e Gierer
A partir deste momento consideraremos que o campo vetorial relacionado
aos osciladores desacoplados é dado pelo modelo de Meinhardt e Gierer simplificado




ẏ(t) = Y (x, y) = ρyx
2 − µyy
, (3.1)
na qual ρx, ρy, µx e µy são parâmetros positivos que caracterizam as reações locais.
Este conjunto de equações reproduz a competição entre as espécies qúımicas; ati-
vadora e inibidora, representadas respectivamente pelas suas concentrações x e y.
Além disto, este modelo contém uma variedade de comportamentos que serão úteis
na elucidação de alguns pontos cruciais da formação de padrões.
Nas equações anteriores o ativador é uma substância autocataĺıtica; visto
que por ρxx
2/y a taxa de variação da concentração desta substância é função do
quadrado de x. Outra situação explicitada também pelo referido termo é que devido
à presença de y no denominador a substância inibidora age no sentido de atenuar a
produção da espécie qúımica ativadora. A quantidade ρyx
2 determina a forma com
que o inibidor é acionado devido à presença da substância qúımica ativadora. Os
termos µx e µy representam a degradação do ativador e do inibidor respectivamente,
sendo esta degradação relacionada diretamente com o valor das concentrações destas
substâncias.
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Em resumo, é posśıvel observar que a substância inibidora é sempre aci-
onada com a presença da espécie qúımica ativadora, além daquela também inibir o
auto-crescimento desta. Portanto, as equações de Meinhardt-Gierer realmente re-
produzem as caracteŕısticas essenciais de uma competição entre as duas substâncias
qúımicas, ativadora e inibidora. Todavia, vale mencionar que para que exista a
formação de padrões tanto na ocasião difusiva, quanto na circunstância de interação
do tipo lei de potência, o inibidor deve ter um coeficiente de acoplamento maior que
o seu antagonista, de maneira que a competição entre as duas espécies seja garantida
[10, 13].
3.3 Análise de Estabilidade do Modelo de Mein-
hardt e Gierer
Visando empregar a mesma metodologia utilizada no caṕıtulo anterior,
agora desenvolveremos a análise de estabilidade do sistema desacoplado objetivando
identificar a correspondência entre as quantidades obtidas anteriormente e o modelo
de Meinhardt-Gierer. Após este passo simularemos a rede numericamente para que
sejam verificadas as previsões anaĺıticas.
Primeiramente é preciso encontrar quais são os pontos de equiĺıbrio que
definem o estado homogêneo inicial da rede. Os pontos fixos do sistema desacoplado
são:
x∗1 = 0 e y
∗









O primeiro é uma solução trivial, na qual as concentrações das substâncias inibidora
e ativadora são nulas. O segundo é o ponto fixo que representará o estado homogêneo
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do sistema 1(que é estável quando não avaliamos interações na rede).
Para estudar a transição na estabilidade no sistema quando consideramos
o acoplamento entre as células, temos de linearizar o conjunto de equações 3.1 nas
vizinhanças do ponto fixo. Desta maneira, além de alcançarmos as relações de esta-
bilidade do estado homogêneo, também conseguiremos comparar as equações desta
linearização com as relações obtidas no caṕıtulo anterior. A matriz jacobiana das
equações (3.1) é:
































através desta matriz podemos determinar os intervalos de estabilidade e instabilidade
do ponto de equiĺıbrio considerado.
Aplicando a análise de estabilidade linear (apêndice A) temos a seguinte
implicação; o ponto de equiĺıbrio será estável se
µx < µy e µxµy > 0. (3.5)
Também podemos determinar se este ponto fixo será um foco estável, na
qual a partes imaginárias dos autovalores de J são diferentes de zero e as trajetórias















1No caṕıtulo anterior fizemos a análise de estabilidade utilizando o ponto fixo (x∗, y∗) = (0, 0),
sendo que a definição para o estado de equiĺıbrio aqui, relação 3.3, pressupõe (x∗, y∗) = (x∗2, y
∗
2) ̸=
(0, 0). Porém, podemos escolher um novo sistema de coordenadas e transladar o ponto fixo consid-
erado nesta seção para origem [56], o novo sistema de coordenadas é determinado através de:
x̃(t) ≡ x(t)− x∗2
ỹ(t) ≡ y(t)− y∗2 .
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Outra situação posśıvel é se o ponto fixo for um nó estável, no qual as trajetórias














As relações (3.5), (3.6) e (3.7) são condições de estabilidade. Como Turing
supôs que o sistema desacoplado parte de um estado homogêneo estável, os valores
para os parâmetros da matriz jacobiana devem satisfazer estas inequações.
3.3.1 Análise do Sistema Acoplado
Consideramos primeiramente uma rede discreta unidimensional, composta
por N śıtios - N é um número impar - espaçados por uma distância unitária entre

































A matriz jacobiana (3.4) determina a linearização do sistema próximo ao
ponto de equiĺıbrio (x∗2, y
∗
2), o qual definimos como sendo o estado homogêneo da
rede. É posśıvel provar que este ponto fixo, definindo a partir das equações de-
sacopladas, também representa o estado de equiĺıbrio do sistema acoplado. Desta
maneira, através de J podemos também escrever as correspondências entre a linea-
rização do sistema genérico acoplado (desenvolvido no caṕıtulo anterior) e a lineari-
zação das equações de Meinhardt-Gierer. Logo da equação (3.4) temos





















Portanto agora podemos escrever as condições necessárias sobre os parâmetros do
sistema para que a interação do tipo lei de potência apresente a instabilidade de















se µxDy − µyDx > 4 (σmax)DxDy.
(3.12)
Para o caso global a relação que fornece a instabilidade de Turing para N
grande (na qual σ0 = 1/2) é a equação:
µxDy − µyDx > µxµy +DxDy. (3.13)
Vale ressaltar que estas relações são válidas tanto para a modelagem uni-
dimensional quanto bidimensional. Nas próximas seções escolhemos um conjunto de
parâmetros que satisfazem estas condições para realizarmos as simulações numéricas.
3.4 Simulação Numérica
Na seção anterior conseguimos as condições que fornecem a instabilidade
de Turing para o modelo de Meinhardt e Gierer aplicado na interação do tipo lei
de potência. Agora utilizaremos estas relações em simulações numéricas e, assim,
mostraremos em que circunstâncias realmente ocorrem à formação de padrões e
também examinaremos a relações destes estados formados com a previsão linear.
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3.4.1 Método
Realizaremos nossas simulações através da programação em Fortran. Uti-
lizaremos ainda um integrador numérico chamado de Lsoda, o qual é um pacote
preditor-corretor que se utiliza do método de Adam de ordem 12 na integração de
equações diferenciais [62]. Nosso objetivo aqui é simular as equações acopladas com-
putacionalmente e estudar a formação de padrões para algumas situações do acopla-
mento do tipo lei de potência.
Em seu desenvolvimento Turing pressupõe que todos os śıtios da rede, ini-
cialmente, devem se encontrar no mesmo estado de equiĺıbrio (o qual deve ser estável
sem a presença do acoplamento), sendo esta a definição do estado homogêneo do sis-
tema. Entretanto na nossa análise, com o objetivo de se fazer um estudo mais
abrangente (e retirar a dependência em relação às condições iniciais), não usaremos
a hipótese de que a rede inicia-se em um arranjo uniforme, mas sim em um con-
figuração aleatória. Numericamente, isso equivale a dizer que as condições iniciais
serão números randômicos dentro do intervalo [0,1]. Apesar desta diferença, o estado
inicial ainda é suposto estável sem a presença de acoplamento.
Logo, para atender a hipótese de estabilidade da célula isolada, as condições
definidas por (3.5) devem ser satisfeitas. Após estas considerações, utilizaremos os
valores propostos por Meinhardt e Koch em [12] para os parâmetros do sistema:
µx = 0, 01, µy = 0, 02, ρx = 0, 01, ρy = 0, 02 e Dy = 0, 2. (3.14)
Substituindo estas quantidades na equação (3.3), observamos que o ponto
de equiĺıbrio não trivial é (x∗k,j, y
∗
k,j) = (1, 1). Ao mesmo tempo é posśıvel inferir,
pelas relações (3.5) e (3.6) (condições de estabilidade) que para esta situação o ponto
fixo é um foco estável - os estados dos śıtios desacoplados convergem oscilatoria-
mente para o ponto de equiĺıbrio. Em nossa abordagem escolhemos como parâmetro
de controle a constante de acoplamento Dx e examinaremos a formação de padrões
variando este parâmetro. A rede será simulada com N = 101 śıtios e analisaremos
três situações espećıficas: o acoplamento difusivo - α = 1000, a interação de campo
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médio - α = 0 - e uma situação intermediária na qual α = 1.
Em nossos estudos posteriores, nos quais caracterizaremos os estados gera-
dos, buscaremos analisar as configurações formadas apenas quando elas se tornarem
estacionárias. Para alcançar tal objetivo, o tempo de integração será determinado
de maneira que; após instantes consecutivos, o padrão não mude a menos de uma
tolerância de 10−5, condição que leva aproximadamente 2×105 tempos de integração
para ser atingida.
3.5 Simulações Unidimensionais
Mostraremos a seguir alguns exemplos da simulação numérica aplicada à
modelagem unidimensional. Primeiramente, nas figuras (3.1) e (3.2) apresentamos o
caso difusivo. Vemos que para Dx = 0, 016, situação em que a inequação (3.12) já é
satisfeita, que temos a formação de um estado heterogêneo, como exposto pela figura
(3.1)(a). Aqui o padrão formado tem uma caracteŕıstica aparentemente senoidal, com
comprimento de onda λ ≈ 8, 42, o que nos fornece: sN−1 = λ−1 ≈ 0, 119.
Este valor também pode ser retirado do espectro de potências do padrão,
relacionado com a transformada de Fourier (realizada em um instante t0, escolhido
para que o estado seja estacionário), e definido como:







o qual é mostrado pela figura (3.1)(b). O espectro de potências além de demonstrar
que realmente o padrão é predominantemente senoidal, fornece o mesmo valor para
o modo normal dominante.
Ao aplicarmos os valores empregados na simulação à previsão linear -
equações (2.41) e (2.42) - obtemos σ− = 0, 09 e σ+ = 0, 017. Para o caso difu-




Figura 3.1: (a) Evolução temporal do padrão espacial e (b) espectro de potências do
estado final para três condições iniciais randômicas - α = 1000 e Dx = 0, 016.










































estas relações fornecem dois intervalos: [0,097; 0,135] e [0,865; 0,903]. Como podemos
observar, o comprimento de onda do padrão formado na rede pertence ao primeiro
intervalo. Desta forma, a análise linear não apenas previu corretamente a instabili-
dade de Turing como também o perfil do padrão formado.
Para o caso em que Dx = 0, 005 a equação (3.12) novamente é satisfeita,
mas neste o padrão apresenta um comprimento de onda diferente ao do caso ante-
rior. Nesta situação temos sN−1 = (7, 21)−1 ≈ 0, 139; utilizando a equação (3.16)
temos que para este valor da constante de acoplamento os intervalos de instabilidade
para os modos normais são: [0,076; 0,392] e [0,608; 0,924]. O espectro de Potências




Figura 3.2: (a) Evolução temporal do padrão formado e (b) espectro de potências
do estado final para três condições iniciais randômicas - α = 1000 e Dx = 0, 005.
terior para o modo dominante. Assim a conclusão inicial é que, tanto pelo número
de máximos ou pelo espectro de potências, novamente o comprimento de onda do
padrão está dentro do intervalo de instabilidade para os modos normais. Todavia,
a despeito de existir uma correlação entre a previsão linear e o modo dominante no
padrão há também outro fator que precisa ser discutido: a excitação de outros modos
normais que não pertencem ao intervalo de estabilidade, informação que podemos
inferir pela figura (3.2)(b). Estes modos que não são previstos tendem a desordenar
a rede, a qual passa a apresentar mais harmônicos na estrutura do padrão final.
A principal diferença entre os dois casos anteriormente apresentados está
relacionada com o ponto que representa o estado do sistema no espaço de parâmetros
(P,Q). Para a primeira situação, na qual Dx = 0, 016, o ponto citado está localizado
próximo à curva marginal definida pelas inequações (3.12), isto é, o sistema está
próximo a fronteira de estabilidade. Já na segunda situação, na qual Dx = 0, 005,
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ele se localiza mais afastado da curva que define a transição na estabilidade, conse-
quentemente, o sistema é mais instável neste caso.
(a)
(b)
Figura 3.3: (a) Evolução temporal do padrão espacial e (b) espectro de potências do
estado final para três condições iniciais randômicas - α = 1 e Dx = 0, 015.
Apresentamos também exemplos de estados formados para uma circuns-
tância de alcance intermediário entre a interação difusiva e a global, ocasião na qual
α = 1. Na figura (3.3)(a) mostramos o padrão gerado quando Dx = 0, 015. Ex-
pomos também outra situação, na qual Dx = 0, 005, na figura (3.4)(a). Podemos
observar pelas configurações apresentadas e pelos respectivos espectros de potência,
mostradas nas figuras (3.3)(b) e (3.4)(b), que a medida que diminúımos o valor deDx
o sistema novamente tende a se tornar desordenado, circunstância na qual a previsão
linear em relação a forma do padrão é menos efetiva.
O último cenário analisado é a ocasião de acoplamento global. Mostramos
nas figuras (3.5) e (3.6) exemplos de padrões gerados nesta situação em particular.




Figura 3.4: (a) Evolução temporal do padrão formado e (b) espectro de potências
do estado final para três condições iniciais randômicas - α = 1 e Dx = 0, 005.
caso de interação de campo médio, encontramos algumas diferenças em relação às
outras circunstâncias estudadas, e estas distinções estão ligadas à previsão linear
sobre a forma do padrão. Aqui, devido ao fato de a função σ(α = 0) ser constante,
de acordo com os valores dos parâmetros do sistema, a inequação (2.53) é ou não
obedecida. Se esta relação é satisfeita, então, todos os modos normais são instáveis
(com exceção talvez do ponto s = 0, para o qual σ0 = 0). Da mesma maneira realiza-
mos o racioćınio inverso, se a inequação (2.53) não é atendida, então todos os modos
normais são estáveis com a presença de acoplamento. Para os valores estudados no
caso instável anterior (Dx = 0, 005) os valores de σ+ e σ−, são 0,89 e 0,05 respec-
tivamente. Como σ0 = 0, 50, todos os modos, com exceção de s = 0, satisfazem a
relação (2.53), a lembrar;
σ− < σ < σ+.




Figura 3.5: (a) Evolução temporal do padrão espacial e (b) espectro de potências do
estado final para três condições iniciais randômicas - α = 0 e Dx = 0, 010.
presença de acoplamento; o que não ocorre, já que de acordo com o valor absoluto
das transformadas de Fourier dos perfis considerados, figuras (3.5)(b) e (3.6)(b),
existem apenas alguns modos excitados. Desta maneira, podemos concluir que há
uma limitação em relação à previsão linear para o padrão formado no caso global.
Além do tema da previsibilidade da estrutura a ser gerada, outra questão a
ser a ser discutida está relacionada com a ordem no sistema, pois, tanto pelo padrão
formado - figuras (3.5)(a) e (3.6)(a) - quanto pelo espectro de potências, figuras
(3.5)(b) e (3.6)(b), é posśıvel observar que este estado exibe as mesmas caracteŕısticas
dos perfis desordenados apresentados no caso difusivo e α = 1 - figuras (3.2) e
(3.4) respectivamente. Estes dois pontos serão discutidos na seção seguinte quando




Figura 3.6: (a) Evolução temporal do padrão gerado e (b) espectro de potências do
estado final para três condições iniciais randômicas - α = 0 e Dx = 0, 005.
3.6 Estudo dos Padrões
Em resumo, até agora vimos que a análise linear, realizada no caṕıtulo
2, fornece dois tipos de previsões em relação a processo de formação de padrões na
rede. O primeiro é relacionado à instabilidade de Turing e expõe as condições de
perda de instabilidade devido ao acoplamento. Através das simulações numéricas
apresentadas comprovamos, pelo menos para as situações simuladas, que o estudo
realizado no caṕıtulo anterior é efetivo em determinar esta fronteira de transição na
estabilidade do sistema.
Por outro lado, a análise linear também proporciona um segundo prog-
nóstico, o qual está associado com a aparência do estado gerado. Na realidade o
estudo linear fornece uma previsão sobre os comprimentos de onda constituintes
do padrão. Até agora, baseado nas simulações realizadas, aparentemente o sistema
47
apresenta dois tipos distintos de comportamentos em relação a estas previsões. E
a manifestação destas ocorrências está ligada ao valor da constante de acoplamento
Dx. Quando o sistema é instável e o estado que o define está próximo a fronteira de
instabilidade, definida no espaço de parâmetros, o padrão é ordenado e o prognóstico
linear é satisfatório. Porém, se do valor da constante é diminúıdo o perfil se torna
desordenado e menos correlacionado com a análise linear. Na próxima subseção dis-
cutiremos a questão das caracteŕısticas das formações na rede e a sua relação com a
previsão linear.
Com o intuito de entender melhor o processo de geração de padrões, re-
alizaremos uma análise estat́ıstica destes estados. Basearemos nosso estudo em três
diagnósticos: espectro de potências (o qual já foi apresentado), a variância de cor-
relação espacial e a análise de gráficos de recorrência. A partir de agora, também
variaremos as condições iniciais do sistema, que são randômicas no intervalo [0,1],
para que não haja dependência em relação a elas em nossa análise.
3.6.1 Variância da Correlação Espacial
A distinção entre processos regulares e irregulares pode ser feita através do
uso de métodos lineares clássicos como: a análise do espectro de Fourier e a função
de autocorrelação [63]. Como conjecturamos a existência de dois comportamentos
distintos na rede, os quais denotamos como sendo: estados ordenados e estados desor-
denados, agora, através da aplicação destes métodos procuraremos identificar estas
situações, bem como posśıveis transições entre elas.
A estat́ıstica linear é um campo bem desenvolvido e além de ser fundamen-
tada em conceitos rigorosos pode ser utilizada também na análise de sinais irregulares
[67]. Aqui, empregaremos a função de correlação espacial no estudo do padrão for-
mado, esta quantidade estat́ıstica é baseada em uma generalização da definição de
autocorrelação de um sinal temporal.
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A função de autocorrelação temporal de um sinal é uma medida do quanto
que um sinal, mensurado em um instante t, depende de seus valores anteriores. Con-
siderando uma variável cont́ınua x(t), podemos definir a função de autocorrelação
temporal como sendo:







sendo τ conhecido como tempo de atraso.
Para o caso de variáveis discretas no tempo com um conjunto finito de







sendo N o número de pontos totais da série.
Nesta etapa do trabalho, como estamos interessados em estudar a irregu-
laridade, e consequentemente a ordem e desordem do padrão, utilizaremos a função
de correlação espacial (FCE). Para definir esta função temos de estender a acepção
de autocorrelação temporal anterior. Para tal, utilizaremos que x é uma função
discreta do śıtio k e cont́ınua do tempo t. Assim, para uma rede unidimensional de
N células podemos definir a função de autocorrelação espacial em um determinado

































Como já explicitado, a função de autocorrelação pode ser utilizada para
diferenciar processos regulares de irregulares [63]. No caso de sinais regulares (que
associamos ao nosso estado ordenado) a função de correlação permanece diferente de
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zero quando ℓ tende a infinito. Já para a situação na qual temos um sinal irregular
a auto-semelhança do sinal decresce com ℓ, e assim a função de correlação espacial
vai a zero com o aumentar de ℓ.
Como estamos interessados em diferenciar os comportamentos ordenados,
nas quais a função de correlação espacial deve permanecer diferente de zero; dos
estados desordenados, nas quais FCE vai a zero à medida que o deslocamento espacial
ℓ aumenta. Utilizaremos como quantificador de desordem a variância da função de
correlação espacial:







sendo Et0(ℓ) o valor de FCE para um dado instante t0 e para um deslocamento es-
pacial ℓ e ⟨Et0⟩ a correlação espacial média do padrão em t0.
A variância é uma medida estat́ıstica de dispersão. Através deste diagnós-
tico, esperamos obter, quando o sinal for desordenado e consequentemente o valor de
FCE se aproximar de zero, um valor relativamente baixo para a variância da função
de correlação espacial. No entanto, se o sinal for um padrão ordenado, a função de
correlação espacial permanecerá diferente de zero. Portanto, o resultado do cálculo
da V ar [Et0(ℓ)], nesta última situação, será maior quando comparado ao caso desor-
denado.
Na figura (3.7)(a), mostramos para Dx = 0, 016, o perfil espacial do sis-
tema para duas condições iniciais randômicas. É posśıvel observar que diferentes
condições iniciais fornecem padrões semelhantes. Também apresentamos em (b) a
FCE de um padrão formado em função de ℓ. Como podemos perceber, o padrão
resultante é periódico, o que é posśıvel diagnosticar tanto pelo estado da rede quanto
pela sua FCE. Nesta situação o comprimento de onda dominante é o previsto lin-
earmente. Na realidade, o estado representado aqui é o mesmo estado obtido na
seção anterior para este valor de Dx. Como se trata de um sinal periódico, portanto
ordenado, a função de correlação espacial permanece diferente de zero e também é
periódica. Consequentemente o valor obtido para a variância da FCE é aproxima-
damente 0, 51, valor que se aproxima do valor encontrado para um sinal periódico
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senoidal.
Para o caso no qual Dx = 0, 009 o perfil ainda é predominantemente
Figura 3.7: (a) Perfil da concentração da substância ativadora em função dos śıtios
para duas condições iniciais randômicas diferentes (uma representada por ćırculos e
outra por quadrados), e (b) função de correlação espacial de um dos estados finais
apresentados - α = 1000 e Dx = 0, 016.
periódico, porém existe uma dependência em relação às condições iniciais. Também é
posśıvel inferir pela função de correlação espacial, dada pela figura (3.8)(b), que esta
configuração espacial é menos correlacionada que a anterior. Pois, apesar da FCE ser
também oscilante, a amplitude de oscilação diminui com ℓ. Consequentemente para
este caso a variância de correlação espacial também é menor que a situação anterior.
Aqui V ar [Et0(ℓ)] = 0, 29, implicando em uma menor correlação e sugerindo que este
padrão é mais desordenado que o obtido para Dx = 0, 016. Vale ressaltar que a prin-
cipal diferença entre circunstância estudada previamente e esta é a representação no
espaço de parâmetros, para esta situação o ponto que determina o estado do sistema
no espaço (P,Q) se encontra mais distante da fronteira que determina a instabilidade
de Turing, se comparado com aquela.
Para o caso em que Dx = 0, 005 o padrão é mostrado na figura (3.9)(a) e
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Figura 3.8: (a) Perfil da concentração da substância ativadora em função dos śıtios
para duas condições iniciais randômicas diferentes (uma representada por ćırculos e
outra por quadrados), e (b) função de correlação espacial de um dos estados finais
apresentados - α = 1000 e Dx = 0, 009.
para esta situação o comportamento apresentado é predominantemente não harmônico,
como já é posśıvel deduzir pelo perfil espacial. Para esta situação a FCE oscila com
valor baixo indicando a falta de correlação do padrão e demonstrando que realmente
se trata de uma estrutura desordenada (na realidade, o valor da FCE não vai zero
devido ao fato de a série ser finita). A diferença entre este estado e os outros ana-
lisados anteriormente é que este se situa mais distante da fronteira de estabilidade,
tanto em relação a situação em que Dx = 0, 016 quanto em relação a situação em
que Dx = 0, 009.
Conclúımos pelos gráficos de correlação espacial que realmente é posśıvel
determinar a presença de dois perfis distintos na rede, um estado ordenado e outro
desordenado. Também é posśıvel notar que o valor de V ar [Et0(ℓ)] pode ser uti-
lizado como medida da desordem do sistema. Para padrões desordenados temos uma
variância de correlação espacial pequena, o que não ocorre para o caso de um sinal
ordenado, na qual temos um valor relativamente maior para a mesma quantidade.
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Figura 3.9: (a) Perfil da concentração da substância ativadora em função dos śıtios
para duas condições iniciais randômicas diferentes (uma representada por ćırculos e
outra por quadrados), e (b) função de correlação espacial de um dos estados finais
apresentados - α = 1000 e Dx = 0, 005.
Sendo assim, para evidenciar de maneira mais profunda a relação entre estes compor-
tamentos, calculamos na figura (3.10) a média da variância da função de correlação
espacial para 500 condições iniciais randômicas em função do parâmetro de controle
Dx.
Para o caso no qual α = 1000 (caso local) o sistema apresenta padrões de-
sordenados para Dx pequeno, como evidenciado pela figura (3.10)(a). À medida que
aumentamos o valor deste parâmetro à variância da correlação espacial também au-
menta até um valor máximo de aproximadamente 0,5 (o que ocorre paraDx = 0, 015)
correspondendo as estruturas predominantemente senoidais. Sendo assim, pela figura
(3.10)(a) é posśıvel observar que realmente ocorre uma transição entre estes estados
ordenados e desordenados, transição esta que começa a ocorrer aproximadamente em
Dx = 0, 008. É posśıvel entender a relação destes padrões com as constantes do mo-
delo considerando o espaço de parâmetros, o que ocorre é que para valores pequenos





Figura 3.10: Variância da correlação espacial em função de Dx para (a) α = 1000,
(b) α = 1 e (c) α = 0.
lizado distante da fronteira de estabilidade, gerando um padrão desordenado. Assim,
na medida em que aumentamos o valor de Dx o ponto que representa o estado do
sistema se aproxima da curva marginal e o perfil se torna gradualmente ordenado.
Em outras palavras, para as estruturas desordenadas o sistema é mais instável, em
contrapartida, para as a formações ordenadas o sistema é mais estável.
O mesmo racioćınio apresentado no parágrafo anterior também pode ser
empregado para explicar a interação intermediária (α = 1). Nas quais também ocorre
a transição entre estados ordenados e desordenados, figura (3.10)(b).
Uma diferença surge quando consideramos os casos em que α = 0, nesta
circunstância o acoplamento é de campo médio. Aqui como podemos observar pela
figura (3.10)(c), os estados são predominantemente desordenados, pois a magnitude
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da variância da FCE é pequena em relação às outras situações discutidas. A única
transição existente para o caso global ocorre em aproximadamente Dx = 0, 010, onde
o valor médio da variância da FCE vai da ordem de 10−2, para V ar [Et0(ℓ)] = 0.
Ocasião esta na qual o sistema é estável mesmo com a presença do acoplamento
(aqui o ponto que representa o sistema no espaço de parâmetros não ultrapassou a
curva que determina instabilidade de Turing).
Como podemos notar, através variância da correlação espacial é posśıvel
determinar a transição entre os estados ordenados e desordenados do sistema. Apa-
rentemente, como nossos cálculos foram realizados através de uma média sobre
um grande número de condições iniciais randômicas, estas propriedades são ape-
nas funções do valor da constante de acoplamento Dx. A seguir mostraremos que
estes comportamentos apresentados pelo modelo também podem ser identificados via
outros métodos, os quais desenvolveremos na próxima seção.
3.6.2 Gráficos de Recorrência
Outra ferramenta utilizada aqui no estudo das estruturas formadas na rede
são os gráficos de recorrência (GR). A análise de recorrência é uma moderna ferra-
menta não-linear para o estudo de dados. E além de ser um diagnóstico adicional
que utilizaremos para estudar a relação entre estados ordenados e desordenados, é
outro tipo de abordagem do problema, já que a análise da correlação espacial é um
método essencialmente linear; uma vez que as equações são não lineares, existe a
possibilidade de apenas com este procedimento realizarmos um tratamento incom-
pleto.
Os gráficos de recorrência foram propostos por Eckmann e Ruelle [65] e
permitem representar, através de uma matriz quadrada, os instantes (no caso de uma
série temporal) em que um estado de um processo se repete. Em outras palavras, ele
permite visualizar todos os instantes em que o sistema visita a mesma área do espaço
de fase e assim permite obter algumas caracteŕısticas relacionadas à sua dinâmica.
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Os gráficos de recorrência são aplicados em diversas áreas nas quais se necessita
tratar uma grande quantidade de dados, como fisiologia e ciências da terra [64].
O espaço de fase de um sistema não necessariamente precisa ser bidimen-
sional. Entretanto, o gráfico de recorrência permite a investigação de uma trajetória
que se dá em um espaço m-dimensional através da representação bidimensional de
suas repetições (ou recorrências). Para se aplicar o conceito de Eckmann é necessário
primeiramente reconstruir a dinâmica temporal do sistema. Conhecendo-se a série
s = x1, x2, x3, ... (na qual xi = x(ti), i = 1, N), proveniente da observação de uma
única componente x do atrator, é posśıvel reconstruir as propriedades topológicas
do sistema correspondente. Na reconstrução do espaço de fase utiliza-se o método
proposto por Takens em 1980 [56]. O qual é feito por intermédio de vetores, de
dimensão m, definidos a partir da série temporal:
ξ⃗i = {x(ti), x(ti + ℓ), ..., x(ti + (m− 1)ℓ)} , (3.22)
sendo m chamada dimensão de imersão e ℓ o passo de reconstrução (ou tempo de
atraso, ou ainda time-delay).
Estando o espaço reconstrúıdo, o gráfico de recorrência é a representação
de uma matriz simétrica R, na qual a cada elemento Ri,j desta matriz é atribúıdo
o valor 1 (chamado de recorrente) sempre que o ponto Pj no espaço reconstrúıdo
estiver dentro de uma vizinhança r do ponto Pi. Caso contrário Ri,j = 0 (chamado




∥∥∥ξ⃗i − ξ⃗j∥∥∥) i, j = 1, 2, ..., N, (3.23)
na qual Θ é a função degrau de Heaviside e
∥∥∥ξ⃗i − ξ⃗j∥∥∥ a distância euclidiana entre Pi
e Pj.
Como neste trabalho o estudo está relacionado a um padrão espacial e
não a dados temporais, temos de utilizar uma extensão do método explicado an-
teriormente. Aqui empregaremos o gráfico de recorrência espacial (GRE), criado
por Diógenes em [64]. Na determinação do GRE investigamos a variável x, que é
uma função discreta do śıtio k e cont́ınua do tempo t, em relação a sua dependência
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espacial. De modo que para uma rede unidimensional de N células o GRE é repre-
sentação bidimensional binária das recorrências entre os pontos de uma série espacial,
para um determinado instante t0. Na nossa análise não utilizamos o método de re-
construção descrito anteriormente, o qual foi exposto para que o leitor tenha uma
melhor compreensão sobre o tema. Mas consideramos, devido ao fato de o padrão
final representar o estado do sistema, a recorrência em relação ao valor da concen-
tração da substancia ativadora. Também empregamos r = 10% da maior amplitude
da série na determinação da vizinhança de recorrência.
3.6.3 Quantificadores
Baseado na idéia criada por Eckmann et al. [65], Zbilut e Webber Jr. [66]
desenvolveram grandezas para caracterizar a dinâmica do sistema através dos gráficos
de recorrência. Estas medidas, denotadas como quantificadores de recorrência, são








a REC, na realidade, é a soma dos pontos recorrentes no GR normalizado pelo
número de elementos totais, ou seja, é a porcentagem de pontos recorrentes no GR.
O valor de REC varia dentro do intervalo [0, 1], de acordo com a série, sendo igual
à unidade se todos os pontos considerados são recorrentes e zero para um conjunto
de valores com nenhuma recorrência.








este é um valor ligado ao percentual de estruturas diagonais geradas em todo o GR,
sendo na fórmula anterior l o tamanho da linha diagonal, P (l) a probabilidade dessa
formação diagonal ocorrer com o comprimento l e lmin é o tamanho mı́nimo de pon-
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tos que a estrutura deve conter para ser computada (aqui utilizamos lmin = 2). O
determinismo, aplicado a séries temporais, é interpretado como uma medida da pre-
visibilidade do sistema, já que está relacionado ao comprimento de linhas diagonais,
que por sua vez está ligado aos estados do sistema que têm evolução semelhante [66].
DET também só admite valores dentro do intervalo [0, 1], sendo igual à unidade
se a série é totalmente recorrente e zero se o conjunto de pontos considerados não
apresenta recorrência.
3.6.4 MQRs e Transição Ordem-Desordem
Tendo em vista os desenvolvimentos anteriores, agora, aplicaremos os quan-
tificadores dos gráficos de recorrência na identificação e diferenciação dos estados
ordenados e desordenados.
Inicialmente utilizaremos os resultados do caso α = 1000, já apresenta-
dos em seções anteriores, para mostrar que realmente os quantificadores dos GRE’s
identificam a presença dos estados ordenados e desordenados, bem como a transição
entre eles. Primeiramente para figura (3.7)(a) , situação na qual Dx = 0, 016, obte-
mos os valores REC = 0, 20 e DET = 0, 50 (é importante ressaltar que não nos
importa aqui, a discussão do valor absoluto destes quantificadores; mas sim seus
valores relativos a outros padrões, objetivando a observação da existência de esta-
dos finais distintos na rede). No caso da circunstância da figura (3.8)(a), situação
de transição, na qual Dx = 0, 009 temos REC = 0, 30 e DET = 0, 55. Assim, já
podemos verificar uma mudança nos valores dos quantificadores, o que representa
a identificação de um estado diferente na rede (frente a outro método). Quando
Dx = 0, 005, perfil desordenado mostrado na figura (3.9)(a), obtemos valores bem
diferentes para os quantificadores. Nesta ocasião REC = 0, 40 e DET = 0, 70. Por-
tanto, podemos notar que realmente o GRE é um diagnóstico para a determinação
da existência destes estados distintos na rede.
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Entretanto, apesar da capacidade dos métodos aplicados, baseados em
GRE, em distinguir as formações geradas no sistema, é interessante ressaltar algu-
mas diferenças entre os casos apresentados aqui e as situações tratadas na literatura.
Como foi posśıvel observar, na discussão do parágrafo anterior a taxa de recorrência é
menor para estados ordenados do que para padrões desordenados, em outras palavras,
obtemos uma taxa de recorrência maior para o sinal mais irregular. Conclusão que
vai contra a obtida geralmente na literatura [66]. A mesma situação se aplica ao
determinismo em algumas situações. Estas diferenças estão ligadas à resolução de
pontos que definem o padrão na rede, isto é, esta vinculada à quantidade de pontos
que constituem um peŕıodo no perfil do sistema. Para a situação ordenada, exposta
na figura (3.7)(a), os pontos que constituem o padrão estão dispersos em relação à
coordenada que representa a concentração do ativador. Na medida em que a estru-
tura se torna desordenada, figura (3.9)(a), os mesmos pontos supracitados tendem
a se agrupar gerando um aumento na recorrência e consequentemente nos quantifi-
cadores do GRE. Assim, tendo em vista estas circunstâncias, utilizaremos em alguns
gráficos, os quais serão apresentados a seguir, a unidade diminúıda do quantificador
calculado. Desta maneira, o leitor poderá comparar com mais facilidade os resulta-
dos obtidos através dos GRE com os da variância de correlação espacial expostos em
seções anteriores.
Como um dos nossos objetivos é observar a presença e a transição entre os
estados ordenados e desordenados da rede, realizamos para os MRQs o mesmo estudo
feito anteriormente para o caso da variância da função de correlação espacial. Por-
tanto, simulamos o sistema numericamente para 500 condições iniciais randômicas e
calculamos a média dos quantificadores dos GRE’s sobre estas condições iniciais em
função do parâmetro de controle Dx. E para que o leitor possa fazer a comparação
mais facilmente expomos os resultados calculados anteriormente para a variância da
FCE novamente, junto com as conclusões obtidas através dos GRE’s.
Como já exposto, nosso intuito aqui é apenas identificar a existência e a
alternância entre os comportamentos apresentados pelo sistema. De tal modo que
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não estamos interessados nos valores absolutos dos quantificadores dos GRE’s; mas
sim nos valores relativos entre estes estados.
Figura 3.11: Variância da FCE (a), taxa de recorrência (b) e determinismo (c) em
função de Dx, α = 1000, para 500 condições iniciais randômicas.
Para o caso α = 1000 podemos verificar pela figura (3.11), que realmente
os quantificadores dos gráficos de recorrência mostram; tanto a existência, quanto
a transição entre dois comportamentos distintos. É posśıvel observar pela figura
(3.11), que na medida em que a média da variância da FCE aumenta, as médias
dos quantificadores dos GRE’s diminuem. Pela mesma figura inferimos também que
para baixos valores de Dx temos estados desordenados. Em Dx = 0, 008 ocorre o
ińıcio de uma transição para um estado mais ordenado. E para valores superiores a
Dx = 0, 013 temos estados predominantemente ordenados.
Para a ocasião de α = 1, mostrada na figura (3.12), é posśıvel notar que os
quantificadores dos GRE’s também identificam a presença de estados ordenados e de-
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Figura 3.12: Variância da FCE (a), taxa de recorrência (b) e determinismo (c) em
função de Dx, α = 1, para 500 condições iniciais randômicas.
sordenados. Para este caso, enquanto a média da variância da função de correlação
espacial aumenta com Dx, o valor das médias obtidas para a taxa de recorrência
diminuem. Também é posśıvel observar que o comportamento das médias do deter-
minismo são parecidos com o diagnóstico linear. Aqui a transição entre os estados
começa a ocorrer em Dx = 0, 01.
A situação na qual α = 0, que corresponde ao caso global, é apresentada
na figura (3.13), podemos verificar pela ordem de grandeza dos valores apresentados
que os estados são predominantemente desordenados. Aqui os quantificadores dos
gráficos de recorrência têm o comportamento contrário ao da variância da correlação
espacial. Para esta circunstância, a única transição observada é a que ocorre para a
estabilidade, não existindo alternância para estados ordenados.
Portanto, foi posśıvel, através dos desenvolvimentos realizados anterior-
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Figura 3.13: Variância da FCE (a), taxa de recorrência (b) e determinismo (c) em
função de Dx, α = 0, para 500 condições iniciais randômicas.
mente, mostrar que os cálculos anaĺıticos efetuados no caṕıtulo precedente são efi-
cazes em determinar a fronteira da instabilidade de Turing para o acoplamento do
tipo lei de potência (enquanto aplicada a uma rede discreta unidimensional). Ainda
foi posśıvel observar que a previsão linear em relação à forma dos padrões gerados
na rede, também feita no caṕıtulo passado, é efetiva somente em situações nas quais
temos estados ordenados e é limitada quando estas estruturas são desordenadas.
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Caṕıtulo 4
Formação de Padrões em Redes
Bidimensionais
4.1 Introdução
Realizamos no capitulo 2 um estudo anaĺıtico sobre a formação de padrões
em uma rede cujo acoplamento segue uma lei de potência. No caṕıtulo 3 aplicamos
este estudo a redes unidimensionais. Ainda no referido caṕıtulo, além de provar a
possibilidade da formação destes estados, demonstramos também que o sistema gera
dois tipos de padrões. Um ordenado, que está associado com a previsão linear; e
outro desordenado não relacionado com o prognóstico anaĺıtico.
Neste momento aplicaremos a análise desenvolvida no caṕıtulo 2 ao es-
tudo da formação de padrões em uma rede regular bidimensional, na qual as reações
locais são governadas por equações de Meinhardt e Gierer. Aqui, essencialmente
demonstraremos que também é posśıvel a formação de padrões nesta ocasião. Além
de comprovar que a conjuntura bidimensional também apresenta a mesma relação
entre estados ordenados e desordenados exibidas na circunstância unidimensional.
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4.2 Modelo de Meinhardt e Gierer Bidimensional
Agora consideraremos as equações de Meinhardt e Gierer em uma mode-
lagem bidimensional. Supomos uma rede regular quadrada composta porN×N śıtios
e que obedece a condições de contorno periódicas. Matematicamente as equações que










































um fator de normalização, R = (r2 + l2)
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o alcance α do acoplamento (quanto maior o valor de α, menor é o alcance da in-
teração, e vice-versa), Dx e Dy constantes positivas de acoplamento.
Primeiramente é interessante ressaltar que as equações que determinam a
fronteira da instabilidade de Turing são as mesmas no caso unidimensional e bidi-




Q, 0 ≤ P ≤ 4σmax
P > Q
2σmax
+ 2σmax, P > 4σmax
. (4.4)
Nosso principal interesse em também tratar a modelagem bidimensional,
reside no fato de que do ponto vista biológico, esta situação é uma representação mais
reaĺıstica de muitos fenômenos naturais. Podemos citar como exemplo, o próprio mo-
delo de Meinhardt e Gierer que é utilizado na simulação de padrões de pelagem em
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animais [12]. Veremos aqui que algumas outras propriedades, além da caracteŕıstica
de se ter a mesma relação que determina a fronteira para a instabilidade de Turing,
também são exibidas na modelagem bidimensional. Entre elas, a presença de estados
ordenados e desordenados.
Da mesma maneira que procedemos no caṕıtulo precedente, agora in-
tegraremos numericamente o sistema dado por (4.1). Para realizar a simulação
numérica utilizamos os mesmos métodos aplicados no caṕıtulo anterior. Assim, in-
clusive os valores para os parâmetros das equações serão os mesmos que empregamos
outrora. Também, nesta ocasião usamos N = 101 (a diferença é que para uma
rede bidimensional teremos um total de N2 = 10201 śıtios); e novamente, nestas
simulações, as condições iniciais serão randômicas dentro do intervalo [0, 1]. Conse-
quentemente, sempre estaremos abordando estados que apresentam correspondências
com a simulação unidimensional feita previamente. O que compreende tratar as
situações difusiva (α = 1000), global (α = 0) e a ocasião intermediária α = 1.
4.2.1 Caso Difusivo
Iniciaremos com a circunstância de interação local (α = 1000). Mostramos
na figura (4.1) de (a) a (c) alguns exemplos de padrões bidimensionais representa-
dos pela concentração da substância ativadora para vários valores da constante de
acoplamento Dx. A espécie qúımica ativadora é representada em escala de cores.
Para o caso em que Dx = 0, 016, exposto na figura (4.1)(a), o sistema
acaba de passar pela fronteira de instabilidade e já temos a formação de um estado
heterogêneo. À medida que o valor da constante de acoplamento diminui temos su-
cessivas transformações nos padrões formados. Para Dx = 0, 014 o estado final deixa
de representar uma espécie de padrão ”zebrado”e passa a reproduzir um padrão li-
gado a pigmentação de felinos [12]. Se continuarmos reduzindo o valor da constante
de difusão, teremos consecutivas alterações nas imagens finais criadas. De certa




Figura 4.1: Exemplos de padrões formados na rede bidimensional para o caso di-
fusivo, mostramos a concentração da substância ativadora em escala de cores para
vários valores da constante de acoplamento: (a) Dx = 0, 016; (b) Dx = 0, 014; (c)
Dx = 0, 012 e (d) Dx = 0, 005.
entre si. Tanto que para o valor de Dx = 0, 005 (acoplamento local e difusão fraca)
temos um padrão mais disperso, e que aparenta ser um estado mais desordenado
que as situações anteriores. Vale lembrar que do mesmo modo que ocorreu no caso
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unidimensional, aqui, com o diminuir do valor de Dx temos um respectivo afasta-
mento do ponto que representa o sistema no espaço de parâmetros (P,Q) em relação
a fronteira que define a instabilidade de Turing.
Figura 4.2: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1000 e Dx = 0, 016).
Figura 4.3: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1000 e Dx = 0, 012).
Outra forma de visualizar as propriedades apresentadas pelo padrão gerado
é observando a variação dos valores de x em uma única linha da matriz bidimensional
que representa o sistema (mostraremos mais adiante que as propriedades exibidas
em uma linha também são, em média, as mesmas proporcionadas pelas colunas da
referida matriz). Assim, na figura (4.2) (a) mostramos o perfil da primeira linha
da matriz bidimensional para Dx = 0, 016 e em (b) o seu respectivo espectro de
potências. Podemos perceber pela figura mencionada que a imagem apresentada
lembra o padrão unidimensional gerado com o mesmo conjunto de parâmetros do
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Figura 4.4: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1000 e Dx = 0, 005).
modelo. Por exemplo, um aspecto similar é que o perfil exibido aqui é, da mesma
maneira que no caṕıtulo anterior, essencialmente senoidal. O que pode ser inclu-
sive inferido pelo espectro de potências que mostra apenas um modo dominante na
formação do padrão. Na figura (4.3) temos a primeira linha do padrão, exposta em
(a), e o espectro de potencias, exibido em (b), para Dx = 0, 012. Podemos constatar
por estas imagens que temos a excitação de mais modos normais na geração do estado
final. No sentido em que foi definido no caṕıtulo anterior, o sistema aparentemente
sofreu um aumento na desordem. Na Figura (4.4)(a) apresentamos a representação
do caso em que Dx = 0, 005, aqui podemos notar que esta configuração novamente
lembra em muito o padrão encontrado no caso unidimensional. O que inclusive
também é válido para o seu espectro de potências, o qual salienta que também temos
a excitação de vários modos normais nesta ocasião. Em resumo, qualitativamente é
posśıvel notar que os padrões bidimensionais sofrem a mesma transformação entre
ordem e desordem apresentada no caso unidimensional, mostraremos esta conclusão
nas seções seguintes de maneira quantitativa.
A relação de semelhança que surgiu entre os padrões unidimensionais e
as linhas da matriz bidimensional que representa o sistema não é apenas mera coin-
cidência. Este resultado pode ser retirado das propriedades das funções σ do caso
unidimensional e bidimensional apresentadas no caṕıtulo 2. Estas funções fornecem,
na análise linear, a previsão sobre quais modos normais serão instáveis mediante
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(a) (b)
Figura 4.5: Função σ para o caso unidimensional (a) e para o caso bidimensional
(b), podemos observar algumas semelhanças entre as duas situações, em ambas cir-
cunstâncias α = 1000.
ao acoplamento. Agora, mostraremos que estas funções também apresentam uma
similaridade entre si. Por exemplo, na ocasião difusiva unidimensional hav́ıamos
encontrado σ = sen2 (πs/N), mostrada na figura (4.3)(a). No caso bidimensional e
α = 1000 a função σ é uma espécie de generalização do caso unidimensional, como
podemos observar pela figura (4.3)(b). Isto ocorre devido ao fato de σ ser a soma
do quadrado de duas funções senoidais, cada uma correspondendo a uma direção
espacial. Logo, ao atribuir valores para os parâmetros do sistema, que resultaram
em valores para σ+ e σ−, teremos uma distribuição de modos normais instáveis seme-
lhantes para as duas situações. Consequentemente encontraremos uma similaridade
nos padrões. E vale ressaltar, fato que mostraremos em seções posteriores, que estas
relações valem para as duas direções espaciais.
4.2.2 Caso Intermediário α = 1
Outra situação tratada no caso unidimensional e que também abordare-
mos aqui é a circunstância intermediária α = 1. Assim, da mesma maneira realizada
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na ocasião bidimensional difusiva, mostramos nas figuras (4.6) de (a) a (c) a repre-
sentação de padrões formados para vários valores da constante de acoplamento Dx.
Podemos observar, que quando o sistema passa da instabilidade para a estabilidade,
o que ocorre em aproximadamente Dx = 0, 015, situação exposta na figura (4.6)(a),
temos a geração de um padrão senoidal, que corresponde ao estado formado no caso
unidimensional para o mesmo valor de Dx. À medida que diminúımos o valor da
constante de acoplamento, e aumentamos a instabilidade no sistema, temos uma
transição para outros tipos de formações. Uma classe diferente de padrão surge
perto de Dx = 0, 013, apresentada na figura (4.6)(b), na qual temos o desenvolvi-
mento de regiões com altos ńıveis de concentração da substância qúımica ativadora
em meio a uma rede homogênea com valores de concentração baixa. Esta forma de
padrão também ocorre para Dx = 0, 011, cujo estado final é mostrados na figura
(4.6)(c); aqui a maior diferença, em relação ao caso ao qual nos referimos anteri-
ormente, é apenas o surgimento de um maior número de picos. Contudo, a partir
de Dx = 0, 010 o sistema passa a apresentar padrões mais descorrelacionados com
aparências semelhantes à estrutura mostrada na figura (4.6)(d), que representa a
ocasião Dx = 0, 005. O que mostra, ainda de maneira visual, que novamente para
Dx pequeno temos formações desordenadas. De tal modo que as situações discutidas
anteriormente se assemelham aos casos no quais α = 1 apresentados no caṕıtulo
passado.
Da mesma maneira realizada no caso difusivo, podemos analisar algumas
propriedades dos padrões estudando utilizando as linhas constituintes da matriz bidi-
mensional que representa o sistema. Na figura (4.7)(a) apresentamos a primeira
linha da matriz bidimensional e em (b) o seu respectivo espectro de potências para
Dx = 0, 015. Se realizarmos uma comparação com o perfil do caso unidimensional
para o mesmo valor de parâmetros e constante de acoplamento, inferimos que os
padrões são muito semelhantes. O que inclusive pode ser deduzido do espectro de
potências. Vale ressaltar que, do mesmo modo que ocorreu no caso difusivo, estas




Figura 4.6: Exemplos de padrões formados na rede bidimensional para o caso α = 1,
mostramos a concentração da substância ativadora em escala de cores para vários
valores da constante de acoplamento: (a) Dx = 0, 015; (b) Dx = 0, 013; (b) Dx =
0, 011 e (c) Dx = 0, 005.
e bidimensional, relação que mostraremos a seguir. Também expomos na figura
(4.8)(a) a representação unidimensional do estado final para o caso Dx = 0, 011.
Aqui, observamos que o padrão começa apresentar a excitação de outros modos nor-
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mais na sua estrutura, resultado validado pelo espectro de potências do perfil que
é apresentado na figura (4.8)(b). De certa maneira já se pode perceber que o sis-
tema exibe uma maior desordem espacial que a circunstância anterior. Outro estado
tratado é aquele no qual Dx = 0, 005, nesta ocasião temos a formação de um padrão
mais descorrelacionado que nas situações precedentes, o que pode ser observado pelo
perfil unidimensional da rede e pelo seu espectro de potências, apresentados nas fi-
guras (4.9)(a) e (b) respectivamente. Uma conclusão é que pelo menos de maneira
qualitativa e visual o sistema tende a um estado desordenado à medida que nos
afastamos da fronteira de instabilidade, semelhantemente o que ocorreu no caso uni-
dimensional.
Figura 4.7: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1 e Dx = 0, 015).
Figura 4.8: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1 e Dx = 0, 011).
Para este valor de α também vale à pena discutir a relação entre a pre-
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Figura 4.9: Linha da matriz bidimensional que representa o sistema (a) e seu respec-
tivo espectro de potências (b) (α = 1 e Dx = 0, 005).
visão linear e os estados formados. Notamos, pelo parágrafo anterior, que os padrões
bidimensionais, em certos aspectos, seguem diretivas semelhantes as dos perfis uni-
dimensionais, como pode ser observado pela representação feita em uma única linha
da matriz bidimensional. Da mesma maneira que ocorreu no caso difusivo, esta
correspondência se deve a similaridade entre as funções σ para as duas situações.
No caso unidimensional a função σ, mostrada na figura (4.10)(a), lembra uma reta
curvada em suas extremidades. Na situação bidimensional, apresentada na figura
(4.10)(b) a função σ é uma espécie de generalização do caso unidimensional. Logo,
para um mesmo conjunto de parâmetros, os quais irão resultar em valores para σ+ e
σ−, temos uma relação entre modos normais estáveis e instáveis parecida nas duas
circunstâncias. Além disto, a previsão linear expõe que, em relação a distribuição de
modos normais, não há diferença entre as direções.
4.2.3 Caso Global
Por fim tratamos a condição de acoplamento global (α = 0). No caso
unidimensional, para este tipo de interação, mostramos no caṕıtulo anterior que não
há a formação de estados organizados. Agora, no presente caṕıtulo, considerando as
simulações bidimensionais, evidenciaremos que esta situação novamente se repete.
Nas figuras (4.11)(a) e (b) apresentamos dois exemplos de padrões gerados
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Figura 4.10: Função σ para o caso unidimensional (a) e em função das variáveis sk
e sj para o caso bidimensional (b), podemos observar algumas semelhanças entre as
duas situações, em ambas circunstâncias α = 1.
para a interação global. Aqui, vale ressaltar que a transição de estabilidade ocorre
em aproximadamente Dx = 0, 011, situação mostrada pela figura (4.11)(a). Podemos
observar que, apesar de estarmos próximos da fronteira de estabilidade, o padrão já é
semelhante aos casos chamados de desordenados nas ocasiões anteriores para outros
valores de α. Esta relação também ocorreu nas simulações unidimensionais. Neste
tipo de acoplamento, dentro da condição de instabilidade, o sistema continua desor-
denado independentemente do valor de Dx. A única diferença relevante apresentada
é que à medida que diminúımos o valor de Dx, o sistema passa a ser mais instável e
notamos mais śıtios fora do estado homogêneo.
Estes estados desordenados citados no parágrafo anterior podem ser visu-
alizados sob outra perspectiva; observando as propriedades das linhas que constituem
a matriz bidimensional que representa o sistema. Vemos através da figura (4.12)(a),
que o perfil exibido pela primeira linha para Dx = 0, 010 é muito semelhante ao
padrão apresentado no caso unidimensional para os mesmos valores de parâmetros
das equações, que foi classificado como desordenado no caṕıtulo anterior. Fato que in-
clusive pode ser visto pelo seu respectivo espectro de potências apresentado na figura
(4.12)(b), no qual podemos notar a excitação de vários modos normais na consti-
74
(a) (b)
Figura 4.11: Exemplos de padrões formados na rede bidimensional para a situação de
acoplamemento de campo médio, mostramos a concentração da substância ativadora
em escala de cores para: (a) Dx = 0, 011 e (b) Dx = 0, 005.
tuição do padrão. Situação análoga ocorre para o valor da constante de acoplamento
Dx = 0, 005, representado pelas figuras (4.13)(a) e (b), aqui novamente podemos
inferir que se trata de um estado desordenado.
Figura 4.12: Linha da matriz bidimensional que representa o sistema (a) e seu re-
spectivo espectro de potências (b) (α = 0 e Dx = 0, 010).
Nas duas interações tratadas nas seções precedentes, acoplamento difusivo
e caso intermediário α = 1, discutimos a ligação de similaridade entre padrões uni-
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Figura 4.13: Linha da matriz bidimensional que representa o sistema (a) e seu re-
spectivo espectro de potências (b) (α = 0 e Dx = 0, 005).
dimensionais e bidimensionais e suas conexões com as suas respectivas funções σ
em cada ocasião. Mostraremos agora, que estas relações também são válidas para o
caso de acoplamento de campo médio. Na simulação unidimensional inferimos que
padrão é predominantemente desordenado e a sua ligação com a previsão linear é
muito limitada. Isto ocorre devido ao fato de termos uma função σ constante em
relação ao modo normal s, para o caso α = 0, figura (4.14)(a). Assim, dado um
conjunto de parâmetros, e consequentemente σ+ e σ+, a função σ pertence ou não
ao intervalo de instabilidade. Por conseguinte pela análise linear, dependendo dos
valores constantes do modelo, todos os modos normais s, ou nenhum, são instáveis
mediante ao acoplamento. Podemos notar pela figura (4.14)(b), a qual mostra a
função σ(sk, sj), que para o caso bidimensional esta relação se apresenta de maneira
idêntica, já que neste caso a função σ é um plano. Assim definindo um conjunto
de valores para os parâmetros das equações, temos um estado no qual todos (ou
nenhum) modos são instáveis sobre influência do acoplamento. Desta maneira, o re-
sultado de se obter apenas padrões descorrelacionados para a interação global, tanto
no caso unidimensional quanto bidimensional, é relacionado com a falta de conexão
com a previsão linear.
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Figura 4.14: Função σ para o caso unidimensional (a) e em função das variáveis sk
e sj para o caso bidimensional (b), podemos observar algumas semelhanças entre as
duas situações, em ambas circunstâncias α = 0.
4.3 Correlação Espacial
Como visto na seção anterior, pelo menos do ponto de vista qualitativo
e visual, os padrões formados no caso bidimensional exibem igualmente a transição
ordem desordem apresentados nas simulações unidimensionais. Isto não é uma sur-
presa, devido ao fato de as funções σ, e consequentemente os padrões, serem similares
nas duas situações supracitadas.
Nesta seção, aplicaremos o quantificador de correlação espacial, utilizado
no caṕıtulo precedente, na caracterização dos padrões bidimensionais. Entretanto,
devido à dimensão espacial extra, para aplicarmos esta análise temos de adaptar o
método para esta nova ocasião. Assim, antes de apresentar nossos resultados faremos
algumas considerações.
Existem diversas maneiras de se calcular a correlação espacial para os
padrões bidimensionais. Todavia, em consequência de anteriormente termos inferido
que os padrões unidimensionais são similares aos perfis apresentados pelas linhas que
constituem a matriz do caso bidimensional, iremos continuar realizando o cálculo da
correlação espacial utilizando a definição feita no caṕıtulo anterior. Contudo, para
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executar esta análise, a qual se dá em apenas uma dimensão, temos de fazer uma
representação unidimensional da matriz que descreve o sistema bidimensional. Para
isto iremos definir dois vetores com N×N componentes. O primeiro será constitúıdo
pela união das linhas (chamaremos de vetor horizontal) e o segundo pela união das
colunas (chamaremos vetor vertical) da matriz bidimensional. Para os dois vetores
calcularemos a correlação espacial. Seguindo este método, desejaremos observar se
realmente existe, ou não, a transição entre ordem e desordem nas simulações bidi-
mensionais. Ao mesmo tempo, como o estudo é feito sobre as duas direções espaciais,
esperaremos verificar se existe alguma orientação preferencial em relação à formação
dos padrões.
4.3.1 Caso Difusivo
Para a interação de primeiros vizinhos apresentamos nas figuras (4.15)(a)
e (b) a função de correlação espacial, calculada para o vetor horizontal e vertical,
para o caso Dx = 0, 016. Vemos que à medida que j aumenta há uma diminuição
substancial dos valores de E(j). Isto ocorre em razão ao fato dos vetores analisados
serem compostos pela união das linhas, ou colunas, constituintes da matriz bidi-
mensional, as quais não necessariamente são correlacionadas entre si. No entanto,
mostraremos que apesar desta diminuição, o valor da amplitude de oscilação de E(j)
apresentado para esta situação é maior do que em ocasiões nas quais temos um valor
mais baixo para a constante de acoplamento. É posśıvel observar que a aparência da
função de correlação espacial é semelhante para o vetor horizontal e para o vertical,
indicando que, em um primeiro momento, o comportamento é o mesmo nas duas
direções espaciais. Na figura (4.15)(b), exibimos apenas uma parte da função da cor-
relação espacial revelando que quando temos um múltiplo de 101 (que é o tamanho
de uma única linha, ou coluna) temos um respectivo aumento do valor da amplitude
de oscilação de E(j). A explicação é que no momento em que, nos vetores unidi-
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mensionais, encontramos múltiplos de N estamos mudando de linha (ou coluna) na
matriz bidimensional. Quando isto ocorre, voltamos a tratar da vizinhança do ponto
considerado e consequentemente há um aumento da correlação.
Figura 4.15: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1000
e Dx = 0, 016.
Na figura (4.16)(a) e (b) apresentamos a correlação espacial para Dx =
0, 012 situação na qual já temos uma transição na forma do padrão gerado - vide
figura (4.1)(e). As imagens (4.16) revelam que a diminuição da amplitude de oscilação
de E(j) ocorre mais rapidamente nesta ocasião do que o caso discutido no parágrafo
anterior, mostrando que o padrão é menos correlacionado para esta situação. Tendo
isto em mente já é posśıvel inferir que, pelo menos parcialmente, da mesma maneira
que ocorreu no caso unidimensional, temos também um aumento da desordem do sis-
tema quando diminúımos o valor de Dx em simulações bidimensionais. E novamente
notamos que estas relações ocorrem semelhantemente para os dois vetores apresen-
tados, não havendo diferenças expressivas entre as direções espaciais escolhidas.
Expomos também as correlações espaciais dos vetores horizontal e verti-
cal para Dx = 0, 005, figuras (4.17)(a) e (b). Vemos pela amplitude de oscilação
da função E(j) que este padrão é mais descorrelacionado que as situações anterior-
mente consideradas. Isto é, temos um estado final predominantemente desordenado
nesta circunstância. Vale relembrar que a mesma conjuntura ocorreu na simulação
unidimensional. Ao mesmo tempo é posśıvel observar que não há diferença entre as
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Figura 4.16: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1000
e Dx = 0, 012.
direções espaciais analisadas.
Figura 4.17: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1000
e Dx = 0, 005.
4.3.2 Caso α = 1
Agora mostraremos que as conclusões desenvolvidas nos parágrafos anteri-
ores, quando tratamos a interação difusiva, também ocorrem para outros valores de
α. Nas figuras (4.18), (4.19) e (4.20) exibimos exemplos das funções E(j) para o caso
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intermediário α = 1. Na figura (4.18)(a) e (b) apresentamos a correlação espacial dos
vetores horizontais e verticais montados a partir do padrão bidimensional senoidal
que exposto para Dx = 0, 015 - vide figura(4.6)(a). Vemos que para esta situação a
função de correlação espacial é periódica, evidenciando que temos um padrão orde-
nado nos moldes da previsão linear. À medida que diminúımos o valor de Dx para,
por exemplo, 0, 011 temos uma mudança no padrão gerado e, consequentemente,
uma alteração da função de correlação espacial que, apesar de ainda aparentar ser
periódica, é mais complexa que o caso citado previamente. Uma transição mais sig-
nificativa acontece quando consideramos o valor de Dx = 0, 005, situação na qual
voltamos a ter um perfil altamente descorrelacionado, como pode ser observado pela
figura (4.20) que representa um estado desordenado.
Figura 4.18: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1 e
Dx = 0, 015.
Além de ser posśıvel notar que o grau de desordem dos padrões gerados
cresce com o diminuir deDx na interação intermediaria α = 1, da mesma maneira que
ocorreu no acoplamento difusivo. Também, através figuras (4.18), (4.19) e (4.20) é
posśıvel constatar que para este valor de α, novamente os comportamentos dos perfis
estudados não apresentam diferença em relação às direções espaciais consideradas.
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Figura 4.19: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1 e
Dx = 0, 011.
Figura 4.20: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 1 e
Dx = 0, 005.
4.3.3 Caso Global
Para o acoplamento de campo médio (α = 0) temos, como já discutido pre-
viamente, uma situação distinta das outras interações. Para esta ocasião o sistema
passa a apresentar a instabilidade de Turing quando Dx = 0, 010 aproximadamente.
E a principal diferença encontrada aqui é que mesmo para este caso já é posśıvel
observar, pelas figuras (4.21)(a) e (b), que os padrões gerados apresentam um alto
grau de desordem, resultado relacionado ao fato de a amplitude de oscilação de E(j)
ser pequena. Já t́ınhamos feito esta consideração anteriormente na discussão dos es-
tados finais formados no acoplamento global. Contudo, agora a desordem é mostrada
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de maneira mais evidente. Também apresentamos a situação na qual Dx = 0, 005,
figuras (4.22)(a) e (b), onde igualmente temos um padrão descorrelacionado e, con-
sequentemente, desordenado.
Figura 4.21: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 0 e
Dx = 0, 010.
Figura 4.22: Função da correlação espacial calculada sobre os vetores horizontais e
verticais (a) e sua respectiva magnificação para valores pequenos de j (b), α = 0 e
Dx = 0, 005.
Além disso, vale ressaltar que o sistema novamente não apresenta nenhuma
diferença relevante em relação às direções espaciais analisadas. Mostrando que várias
propriedades discutidas no caso unidimensional se repetem para a ocasião bidimen-
sional.
Feitas estas considerações sobre algumas caracteŕısticas que ocorrem con-
comitantemente nas simulações bidimensionais e unidimensionais. Podemos seguir
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repetindo a análise empregada no caṕıtulo anterior aos padrões gerados em duas
dimensões. Desta maneira, na próxima seção aplicaremos a análise da variância de
correlação espacial, aos vetores horizontais e verticais montados a partir da matriz
bidimensional que representa o sistema.
4.4 Variância de Correlação Espacial
No caṕıtulo precedente definimos a chamada variância da função de cor-
relação espacial. E a usamos como sendo uma medida do grau de desordem do
sistema. Na presente seção aplicaremos a definição utilizada nos cálculos unidimen-
sionais aos vetores horizontais e verticais montados a partir do padrão bidimensional.
Na seção anterior, ao expor a função de correlação espacial dos estados fi-
nais bidimensionais, foi posśıvel notar que, da mesma maneira que ocorreu no caso
unidimensional, quando temos padrões desordenados o valor de oscilação de E(j) é
pequena (se comparada as amplitudes em situações ordenadas). Mostraremos agora
quantitativamente que realmente este é o caso. No entanto, primeiro temos que
fazer algumas ressalvas sobre determinadas diferenças relevantes entre os padrões
unidimensionais e bidimensionais. Nas análises da variância de correlação espacial
realizadas no caṕıtulo anterior, o estudo era efetuado sobre uma única linha que era
a constituinte do sistema. Para o caso bidimensional o vetor horizontal (ou vertical)
é a união de todas as linhas (ou colunas) que compõe o sistema. Consequentemente,
como já visto e discutido na seção precedente, quando o sistema passa sucessiva-
mente de uma linha a outra (ou coluna a outra) temos uma diminuição da correlação
do sistema. Isto resultará em uma menor amplitude de oscilação de E(j) para os
casos bidimensionais. Deste modo, é posśıvel esperar que os valores da variância
da correlação espacial calculadas aqui sejam diferentes dos encontrados nas simu-
lações unidimensionais. Todavia como estamos interessados em apenas demonstrar
que o sistema bidimensional apresenta também os chamados padrões ordenados e
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desordenados, podemos nos ater apenas aos valores relativos entre os dois estados
mencionados.
Após estas observações, seguimos apresentando os resultados obtidos para
a variância da função de correlação espacial para as três interações anteriormente
examinadas.
Figura 4.23: Variância da FCE calculada sobre os vetores horizontais e verticais em
função da constante de acoplamento Dx para α = 1000.
Mostramos primeiramente, a variância da função de correlação espacial
calculada para a interação difusiva. Pela figura (4.23) é posśıvel observar que, da
mesma maneira encontrada no caso unidimensional, também na simulação bidimen-
sional existe a presença dos estados ordenados e desordenados. Para valores altos de
Dx obtemos uma predominância de padrões ordenados e à medida que diminúımos
o valor da constante de acoplamento ocorre uma transição para uma estrutura des-
ordenada.
A mesma conjuntura apresentada no parágrafo anterior acontece para o
caso de interação intermediária, na qual α = 1 e que é exposta na figura (4.24). Para
valores de Dx próximos à fronteira de instabilidade de Turing (Dx = 0, 015) existe
a presença de padrões ordenados. Conforme nos afastamos do limite de estabilidade
os estados tendem a se tornar desordenados. Esta situação também ocorreu na si-
mulação unidimensional.
Para o caso de interação global, que apresenta diferenças em relação aos
outros acoplamentos estudados, segue os mesmos preceitos da simulação unidimen-
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Figura 4.24: Variância da FCE calculada sobre os vetores horizontais e verticais em
função da constante de acoplamento Dx para α = 1.
sional. Isto é, para α = 0, no caso bidimensional também obtemos a formação
de padrões, mas eles são essencialmente desordenados, o que pode ser inferido pela
figura (4.25), na qual a única transformação que observamos é a que ocorre em apro-
ximadamente Dx = 0, 012 que é a transição para a estabilidade.
Figura 4.25: Variância da FCE calculada sobre os vetores horizontais e verticais em
função da constante de acoplamento Dx para α = 0.
Pelas figuras (4.23), (4.24) e (4.25) também inferimos que novamente o
sistema não apresenta mudanças relevantes em relação às direções espaciais consi-
deradas. Desta maneira, justificamos a utilização exclusiva dos resultados referentes
às linhas, que compõe a matriz bidimensional, na discussão realizada no ińıcio do
caṕıtulo.
Portanto é posśıvel concluir que as principais propriedades apresentadas e
discutidas nos cálculos unidimensionais também ocorrem para o caso bidimensional.
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Desde as condições necessárias para se obter a instabilidade de Turing, que são as
mesmas nas duas situações. Até as conclusões sobre a presença e transição entre es-
tados ordenados e desordenados. Esta última relação, como já exposto previamente,
de similaridade; se deve a semelhanças entre as funções σ encontradas nas duas cir-
cunstâncias.
No presente trabalho não apresentamos estudos relacionados aos gráficos
de recorrência de padrões bidimensionais. Entretanto eles foram feitos por um co-







Como já citado anteriormente, em muitos problemas f́ısicos e biológicos
é necessária a utilização de acoplamento de longo alcance. Consideramos agora
outro tipo de interação não local entre os osciladores, cuja informação é intermedi-
ada por uma espécie qúımica que pode ser tanto secretada, quanto absorvida pelos
componentes constituintes do sistema, além de ter a capacidade de se difundir ao
longo do meio intercelular [32]. Para este sistema determinaremos analiticamente
a lei matemática que rege a comunicação ente os osciladores. Conjuntamente apre-
sentaremos algumas aplicações que realizaremos em trabalhos futuros utilizando este
tipo de comunicação.
Ademais, descrevemos neste caṕıtulo alguns métodos empregados em aná-
lise de sincronização de osciladores, os quais serão aplicados nos estudos sobre núcleo
supraquiasmático a ser realizado no caṕıtulo seguinte.
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5.2 Modelo para Acoplamento Intermediado por
uma Substância Qúımica
No acoplamento qúımico cada oscilador interage, pelo meio da absorção
e secreção, com uma substância qúımica que se espalha pelo meio intercelular obe-
decendo uma lei de difusão. A taxa de absorção e secreção da espécie qúımica
pelas células depende da sua concentração local e da posição espacial considerada
[32, 33, 51].
Para desenvolver o modelo de acoplamento qúımico, inicialmente supomos
uma rede de N osciladores, os quais conjecturamos estar em posições discretas rj
(j = 1, 2, ..., N) em um espaço euclidiano d-dimensional, como demonstrado pela
figura (5.1). Também consideramos que as variáveis de estado de cada oscilador
Xj = (x1, x2, x3, ..., xM)
T , em um espaço M -dimensional, que caracterizam o estado
do sistema em um dado instante t, são governadas pelo campo vetorial F(Xj). Os
osciladores não são necessariamente idênticos, mas podem exibir apenas parâmetros
ligeiramente diferentes.
Além da dinâmica supracitada, supomos que evolução temporal local do
sistema é alterada por uma por uma espécie qúımica A(r, t) (a concentração de A




= F (Xj) + g(A(r, t)), Xj = (x1, x2, x3, ..., xM), (5.1)








na qual ε é uma constante, η um parâmetro fenomenológico que representa um amor-
tecimento (relacionado à degradação espontânea da substância) e D o coeficiente de
difusão. Na equação anterior, é posśıvel observar que os osciladores influenciam as
concentrações locais da substância A através de h(Xj)δ(r− rm) que é um termo de
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Figura 5.1: Esquema ilustrativo para o acoplamento qúımico entre osciladores, reti-
rado de [32].
fonte. Em outras palavras, cada célula do sistema libera, ou retém, o agente qúımico
de acordo com uma taxa que depende dos valores atuais das suas próprias variáveis
de estado e da sua posição.
Outra conjectura utilizada é que a difusão se dá em uma escala de tempo
mais rápida que a do peŕıodo de cada oscilador [32]. Fazemos isto considerando ε≪ 1
e consequentemente fazendo εȦ(r, t) = 0, isto é, supomos uma solução estacionária




σ(rj − rm)h(Xm), (5.3)




σ(rj − r) = δ(rj). (5.4)












Resta ainda achar a função de Green, para tal aplicamos a transformada de Fourier
a equação (5.4) chegando a:








na qual d é a dimensão espacial do modelo.
Para o caso de o sistema ser isotrópico, a função de Green se torna exclu-
sivamente função da distância r = |rj − r| e pode ser expressa como:
σ(r) =

β exp(−γr), se d = 1,
βK0(−γr), se d = 2,
β 1
γr
exp(−γr), se d = 3,
(5.7)







A constante β, em cada caso, é determinada pela condição de normalização:∫
ddrσ(r) = 1. (5.9)
Para diferenciar os posśıveis casos tratados por este formalismo, supomos
que g é função apenas de Xj (mas não das posições rj) assim podemos escrever:
dXj
dt
= F (Xj) +
N∑
m=1
σ(rj − rm)g [h(Xm)]. (5.10)
Podemos simplificar o sistema considerando três situações distintas [32]:
1) Acoplamento linear - aqui a substância qúımica age no sentido de acoplar
linearmente os osciladores, consequentemente:
g (h(Xm)) = AXm ⇒
dXj
dt
= F (Xj) +A
N∑
m=1
σ(rj − rm)Xm, (5.11)
na qual A é uma matriz M × M indicando quais variáveis dos osciladores são
acopladas.
2) Acoplamento futuro - neste tipo de interação temos:
g (h(Xm)) = AF (Xm) ⇒
dXj
dt
= F (Xj) +A
N∑
m=1
σ(rj − rm)F (Xm), (5.12)
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isto é, o acoplamento é função também do campo vetorial local dos osciladores.
3) Acoplamento não linear - nesta ocasião a espécie qúımica atua na
acepção de acoplar não linearmente os osciladores, matematicamente escrevemos:
g (h(Xm)) = AH (Xm) ⇒
dXj
dt
= F (Xj) +A
N∑
m=1
σ(rj − rm)H (Xm), (5.13)
na qual H é uma função não linear de seus argumentos.
5.3 Aplicação em redes Unidimensionais
Como é posśıvel observar pela relação (5.7), pode-se aplicar a interação
qúımica ao caso unidimensional, bidimensional e tridimensional, sendo a forma da
interação diferente em cada situação. Vamos abordar neste trabalho aplicações do
acoplamento qúımico ao caso unidimensional e bidimensional.
Primeiramente trataremos os sistemas unidimensionais. Deste modo, agora
consideramos uma rede de N (um número impar) osciladores idênticos acoplados
quimicamente espaçados de seus vizinhos por uma distância ∆:
dXj
dt
= F (Xj) +
N∑
m=1
σ (|j −m|∆)g [h(Xm)]|m̸=j, (5.14)
sendo |r⃗j− r⃗m| = |j−m|∆ a distância entre os śıtios considerados. Na equação ante-
rior não contabilizamos o termo de auto-interação. Supondo que o sistema obedece
a condições de contorno periódicas:





podemos realizar uma mudança no ı́ndice do somatório de m = 1, 2, 3, .., N para
l1 = ±1,±2,±3, ...,±N ′ , na qual agora |r⃗j − r⃗m| = l1∆. Logo podemos escrever as
equações para o acoplamento qúımico em uma rede unidimensional como:
dXj
dt
= F (Xj) +
N∑
l1=−N ′
σ (l1∆)g[h(Xl1)]l1 ̸=0. (5.16)
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Usando relação (5.7) para d = 1 finalmente chegamos à:
dXj
dt
= F (Xj) + β
N ′∑
l1=−N ′
e−γl1∆g[h (Xl1)]l1 ̸=0. (5.17)
Podemos também reescrever o somatório de maneira que automaticamente
a auto-interação seja exclúıda. Para tal, dividimos o termo de acoplamento em dois,
associados a novos ı́ndices de soma: l = j + l1, para N
′ > j + l1, e −l = j − l1, para
−N ′ < j − l1, de forma que para o acoplamento linear temos:
dXj
dt
= F (Xj) + βA
N ′∑
l=1
e−γl∆ (Xj−l +Xj+l). (5.18)
Para determinar a constante de normalização β utilizamos a relação (5.9).










Algo interessante sobre o acoplamento qúımico é que da mesma forma
que ocorreu na interação do tipo lei de potência, aquele também apresenta os casos
limites de campo médio e primeiros vizinhos.
Para se obter a interação exclusivamente local fazemos o limite de γ → ∞.
Para esta condição temos que apenas os termos l = 1 contribuem para os somatórios










= F (Xj) +
A
2
(Xj−1 +Xj+1) , (5.20)
que é caso difusivo usual.






























o campo médio produzido pela rede, retirado o termo de auto-interação.
5.4 Aplicações a redes Bidimensionais
Outra aplicação para o acoplamento qúımico é em redes bidimensionais.
No caso de uma rede regular bidimensional contento um número total NT = N ×N
de śıtios, com espaçamento ∆ entre células vizinhas em uma mesma linha ou coluna,
e na qual as células interagem quimicamente, temos:
dXk,j
dt
















na qual |r⃗k,j− r⃗n,m| = ∆
√
(k − n)2 + (j −m)2 é a distância entre os śıtios de posição
(n,m) e (k, j). Aqui também supomos condições de contorno periódicas para as duas
dimensões, isto é:





Assim novamente podemos fazer uma mudança no ı́ndice do somatório de n =
1, 2, 3, .., N e m = 1, 2, 3, .., N para l e r, tal que r = k − n = ±1,±2,±3, ...,±N ′ e
l = j −m = ±1,±2,±3, ...,±N ′. Consequentemente encontramos:
dXk,j
dt















definindo R ≡ ∆(r2 + l2) 12 , a distância entre o as posições (k + r, j + l) e (k, j), e
utilizando o valor da função de Green σ para o caso bidimensional, temos para a
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ocasião de acoplamento linear:
dXk,j
dt




















Da mesma maneira que ocorreu na ocasião unidimensional e no acopla-
mento do tipo lei de potência. A interação qúımica aplicada a redes bidimensionais
também apresenta as situações limites de acoplamento de campo médio e primeiros
vizinhos, conjunturas que provaremos a seguir.
Interação Difusiva
Para encontrar a interação difusiva temos de aplicar o mesmo limite uti-
lizado até agora nas interações de longo alcance tratadas previamente, isto é, γ → ∞.
No cálculo deste limite empregamos uma aproximação para γ grande para a função
Bessel modificada de segundo tipo [55]:
lim
γ→∞













observando que os termos nos quais R = 1 são os maiores contribuintes nos so-














e−γ [Xk+1,j +Xk,j+1 +Xk−1,j +Xk,j−1]

















Consequentemente escrevemos o sistema (5.26) como:
dXk,j
dt
















= F (Xk,j) +
A
4
[Xk+1,j +Xk,j+1 +Xk−1,j +Xk,j−1] , (5.29)
portanto provamos que ao se fazer o limite de γ → ∞ no acoplamento qúımico
bidimensional encontramos à interação de primeiros vizinhos.
Interação Global
Para obter o caso de acoplamento médio temos de calcular o limite de
γ → 0. Para tal utilizamos outra aproximação da função de Bessel modificada de








Podemos agora expandir o logaritmo [55]:
ln(z) ≈ (z − 1) + o(z2) com |z − 1| ≤ 1 e z ̸= 0, (5.31)





(1− γR) com |γR− 1| ≤ 1, γR ̸= 0.






















































De tal modo que podemos escrever o sistema (5.26) para γ → 0 como
dXk,j
dt











que é a representação da interação global habitual. Podemos ainda identificar o












e escrever mais simplificadamente a equação (5.32) como:
dXk,j
dt
= F (Xk,j) +A⟨X⟩(k,j) ̸=(r,l). (5.34)
Desta maneira, mostramos que o acoplamento qúımico tanto em sua aplica-
ção unidimensional quanto na bidimensional apresenta como situações particulares as
interações difusiva e a de campo médio; circunstância que ocorreu semelhantemente
no acoplamento do tipo lei de potência. Consequentemente, sempre que necessário,
podemos fazer os limites apropriados para eventuais comparações.
5.5 Modelo de Meinhardt-Gierer acoplado por in-
teração qúımica
Em resumo, o modelo desenvolvido por Turing no estudo do processo de
formação de padrões pressupõe, de maneira simplificada, que um padrão pode ser
descrito através da interação de no mı́nimo duas espécies qúımicas que ocorre em
células individuais e que são acopladas via uma interação de primeiros vizinhos.
Podemos agora, conceber uma estrutura na qual supomos as mesmas hipóteses de
Turing para reações qúımicas locais. Porém idealizar que as substâncias ativadora e
inibidora podem ser secretadas e absorvidas pelos elementos constituintes do sistema,
além de ter a capacidade de se espalhar pelo meio intercelular obedecendo a uma
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equação de difusão. Para tal arranjo as interações entre as células individuais são
governadas pelas equações de acoplamento qúımico.
Pressupondo que a reação local é dada pelo modelo de Meinhardt Gierer




 , F =









Primeiramente aplicamos estas equações à circunstância unidimensional.
Assim o sistema matemático resultante para as equações de Meinhardt e Gierer






















Em estudos biológicos sobre padrões, porém, é mais interessante tratar o caso bidi-
mensional. Logo, também podemos conceber uma rede regular quadrada nas quais
as reações entre ativador e inibidor são regidas pelo sistema de Meinhardt e Gierer, e
as interações entre as células são governadas pelas equações do acoplamento qúımico.




























O desenvolvimento das equações (5.37) e (5.38) não será realizado aqui,
mas será concretizado em trabalhos ulteriores. Então, pretendemos como próximo
passo aplicar as equações anteriores ao mesmo tratamento utilizado no estudo da
instabilidade de Turing para a interação do tipo lei de potência. Nosso objetivo
será demonstrar que para este tipo de acoplamento também é posśıvel obter tanto a
instabilidade de Turing quanto a formação de padrões.
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5.6 Osciladores Acoplados e Sincronização
Nesta seção, apresentaremos alguns métodos para avaliação de estados sin-
cronizados em rede de osciladores, procedimentos que serão utilizados no caṕıtulo
seguinte quando trataremos da modelagem do núcleo supraquiasmático do cérebro.
Consideramos agora que cada ponto da rede seja a representação de um
oscilador dinâmico caracterizado por uma oscilação autossustentável estável. Assim
cada śıtio da rede reproduz um processo periódico com frequência e peŕıodo bem
definidos. No espaço de fases a evolução temporal deste sistema corresponderá a
uma trajetória fechada chamada de ciclo limite, figura (5.2). Como supomos que as
oscilações são estáveis o ciclo limite também o será.
Como se sabe, um sistema dinâmico pode ter muito graus de liberdades,
e este número pode aumentar ainda mais se avaliamos uma rede de osciladores inte-
ragentes. Assim, a caracterização anaĺıtica e, ou, numérica destes arranjos pode ser
um trabalho dificultoso e, em muitos casos, até mesmo dispensável.
Consideremos osciladores com dois graus de liberdade cuja dinâmica é de-
scrita pelas variáveis (x, y). Uma maneira de simplificar o problema é ponderar que
o estado do oscilador, que é representado por um ponto no espaço de fases perten-
cente a um ciclo limite, pode ser igualmente caracterizado por uma coordenada radial
chamada de amplitude e por uma coordenada angular denominada fase de oscilação
[39]. A estratégia a ser utilizada é baseada no fato que se o ciclo limite for estável a
amplitude de oscilação também será, logo se efetuarmos uma pequena perturbação
a evolução temporal da amplitude não será afetada a longo prazo. Entretanto, a
fase de oscilação não dispõe da mesma caracteŕıstica, pois ela possui um estado de
estabilidade nomeado de neutro ou indiferente [52]. Consequentemente ela pode ser
facilmente ajustada por uma força externa.
Empregando as ideias desenvolvidas anteriormente, podemos reduzir o
número de graus de liberdade a ser avaliado em uma rede de osciladores, se con-
siderarmos que os ciclos limites que os representam são estáveis. Desta maneira,
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para pequenas perturbações podemos estudar um sistema equivalente baseado nas
coordenadas denominadas fase de oscilação [39].
Logo, para um conjunto de osciladores autônomos bidimensionais, inicial-
mente desacoplados, na qual as trajetórias correspondem a ciclos limites estáveis nos
seus respectivos espaços de fases, e cuja dinâmica individual é governada por:
dXj
dt
= F (Xj) , Xj = (xj, yj) (5.39)






, (j = 1, 2, 3, ..., N), (5.40)
na qual o ponto (xj0, yj0) é um ponto pertencente ao interior da trajetória fechada
Figura 5.2: A representação de um processo periódico no espaço de fases é um
trajetória fechada chamada de ciclo-limite (oscilador de Van der Pol). Podemos
definir a fase geométrica como indica a figura, retirado de [47].
que caracteriza o ciclo limite, figura (5.2). Podemos inclusive definir, a partir da
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relação anterior, a frequência de oscilação como sendo a taxa media temporal da





, (j = 1, 2, 3, ..., N). (5.41)
No caso de entidades periódicas acopladas, as interações entre elas atuam
de maneira equivalente a pequenas perturbações externas na dinâmica particular de
cada oscilador. Em muitos sistemas é observado que as frequências e até mesmo as
fases individuais, em algumas situações, são ajustadas de maneira a sincronizarem
mutuamente. Isto ocorre devido à circunstância particular de estabilidade da fase de
oscilação, já explicada anteriormente, a qual, por consequência, pode ser facilmente
ajustada por um forçamento externo; resultando em uma sincronização de frequência
ou fase.
5.6.1 Sincronização em Frequência
Definimos, para uma rede de osciladores, a sincronização em frequência
como sendo o estado no qual, devido à interação entre os elementos constituintes
do sistema, as frequências individuais de cada entidade periódica são ajustadas de
maneira a serem iguais a frequência de sincronização: Ωsin c, ou seja,
Ω1 = Ω2 = Ω3 = ... = Ωsin c, (5.42)
esta fórmula pode ser considerada sob certa tolerância no caso de simulações numéri-
cas. Vale ressaltar que a sincronização em frequência não pressupõe a sincronização
em fase, já que esta é uma ocasião mais dif́ıcil de alcançar do que aquela.
Uma maneira de se avaliar quantitativamente a sincronização em frequência
















Pela relação (5.43) o sistema está sincronizado em frequência quando a dispersão das
frequências é nula, para o caso de simulações numéricas consideramos:
δΩ ≈ 0. (5.45)
Outra maneira de se avaliar a sincronização em frequência é pelo grau de
sincronização P . Normalmente ao estudar este estado observamos, antes da igual-
dade completa em frequência, a formação dos chamados platôs de sincronização, os
quais são agrupamentos de osciladores sincronizados mutuamente.
Em resumo, se o acoplamento ainda não for forte o suficiente para sin-
cronizar toda a rede em frequência, é posśıvel observar a formação de uma estrutura
intermediaria que é caracterizada por vários clusters de osciladores sincronizados
entre si, sendo frequência de cada platô diferente uma da outra. À medida que o
acoplamento é incrementado estes conjuntos tendem a sincronizar com toda a rede.
Assim, com este racioćınio, podemos utilizar como medida de sincronização
um quantificador relacionado ao conceito de platôs. E esta é exatamente a ideia do



















o número médio de elementos em cada conjunto com a mesma frequência (a menos de
uma tolerância), Ni o comprimento do i-ésimo platô, isto é, o número de osciladores
em cada agrupamento, e Np o número total de clusters.
Assim, para um sistema totalmente sincronizado em frequência temos ape-
nas um platô, ou seja, apenas um cluster, de maneira que o número médio de ele-
mentos deste único agrupamento é N (o tamanho da própria rede), implicando em
P = 1. Para um caso não sincronizado não há nenhum platô e consequentemente
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< N >= 0 resultando em P = 0 (considerando que um śıtio isolado não representa
um agrupamento de osciladores). Para ocasiões intermediárias o valor de P varia
entre 0 e 1 dependendo do grau de sincronização do sistema.
5.6.2 Sincronização em Fase
Outro tipo de sincronização que pode ser estudado é a de fase, na qual
todos os elementos da rede, além de estarem sincronizados em frequência, também
oscilam com a mesma fase. A avaliação deste tipo de sincronização pode ser feito







Nesta definição, r, o qual chamaremos de parâmetro de ordem, é uma medida do
comportamento coletivo do sistema, no sentido que quantifica a coerência das fases
entre os osciladores, e ψ é a fase média da rede.
Podemos entender melhor a relação entre r, ψ e sincronização através da
representação geométrica do parâmetro de ordem. Nesta concepção cada oscilador
se move ao longo de uma circunferência de raio unitário com uma fase individual
dada por θj, como mostrado pela figura (5.3). Neste esquema o parâmetro de ordem
complexo é uma seta saindo do centro deste ćırculo cujo módulo é dado por r e a
fase por ψ.
Assim, se as fases de oscilação se movem agrupadas, ou seja, sincronizada-
mente, temos r ≈ 1 e os osciladores se comportam como um único oscilador macros-
cópico. No caso não sincronizado temos uma conjuntura de incoerência e r ≈ 0.
Podemos observar uma ilustração destas situações e ocasiões intermediárias através
das figuras (5.4) (a), (b) e (c) e (d).
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Figura 5.3: Representação geométrica do parâmetro de ordem complexo de Ku-
ramoto, retirado de de [5].
Figura 5.4: Exemplos da representação geométrica do parâmetro de ordem, para
estados dessincronizados (a), situações intermediarias (b) e (c) e sincronizadas (d),






Outro segmento do nosso trabalho é o estudo de ritmos biológicos, através
da aplicação do modelo para o acoplamento qúımico feito anteriormente. Nossa
análise será baseada na descrição multioscilatória do núcleo supraquiasmático (NSQ),
que é a parte cerebral responsável pela manutenção dos ritmos circadianos em ma-
mı́feros. Em resumo, neste caṕıtulo representaremos o NSQ através de uma rede
discreta unidimensional, onde os neurônios individuais são concebidos como oscila-
dores. Estes neurônios são acoplados mutuamente por uma substância qúımica, a
qual será a idealização de um neurotransmissor, que é liberada e absorvida pelas




Muitas funções biológicas dos seres vivos se dão em ciclos que se repetem
a cada segundo, hora, dia, mês ou ano. Algumas destas oscilações têm periodici-
dade inferior a 20 horas e são chamadas de ritmos ultradianos, entre eles estão a
respiração, o batimento card́ıaco, etc. Alguns ocorrem com peŕıodos maiores de 28
horas, sendo denominados de ritmos infradianos, nos quais estão inclusos o ciclo
menstrual humano, ciclos reprodutivos de vários animais, entre outros [45].
Porém, vários processos comportamentais e fisiológicos tem uma periodici-
dade da ordem dos ciclos claro-escuro diários, ou seja, de 24 horas, sendo estes ritmos
biológicos chamados de circadianos (do latim circa=cerca, dies=dia) [37]. Entre eles
estão os ciclos de sono-viǵılia, de temperatura corporal, de produção hormonal, ex-
emplificado na figura (6.1), entre outros.
Antigamente, devido à correlação temporal existente entre os ritmos cir-
cadianos e as oscilações ambientais, como a que ocorre entre o ciclo de sono-viǵılia e
de claridade-escuridão, pensava-se que estes ritmos eram apenas reações diretas aos
fatores externos. Por exemplo, algum animal hipotético estaria inativo na escuridão
e ativo durante a claridade, devido exclusivamente a uma reação fisiológica imediata
a este marcador ambiental [46].
Entretanto, percebeu-se que estes ritmos permanecem, com uma modi-
ficação no peŕıodo de oscilação, mesmo na ausência de pistas dos ciclos ambientais,
indicando que eles são concebidos internamente, como mostrado pela figura (6.2).
Nos dias de hoje, sabemos que os ritmos circadianos são originados endogenamente
e não são apenas respostas diretas às variações externas [18].
A geração dos ritmos circadianos é feita principalmente por uma estru-
tura interna chamada de oscilador circadiano, o qual é dotado de um peŕıodo de
oscilação caracteŕıstico. Segundo este conceito, o relógio endógeno percebe os cic-
los externos pelas chamadas vias aferentes, adapta seu peŕıodo de oscilação a estes
est́ımulos e transmite a sua ritmicidade final aos órgãos executores pelas chamadas
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Figura 6.1: Secreção hormonal (percentual) em animais diurnos (à esquerda) e ani-
mais noturnos (à direita), a área escura representa a noite, adaptado de [44].
vias eferentes, os quais passarão a expressar a mesma periodicidade do oscilador prin-
cipal. Este processo, no qual a estrutura central ajusta suas propriedades às variações
extŕınsecas é chamado de arrastamento. E os ciclos ambientais responsáveis por esta
alterações são chamados de Zeitgebers (do alemão, Zeit=tempo; geber=doador) Na
ausência de marcadores ambientais o oscilador circadiano comunica aos órgãos efe-
tores a sua própria regularidade caracteŕıstica (nesse caso o sistema circadiano é dito
estar em livre curso) [19]. Para muitos seres vivos o principal Zeitgeber é o ciclo de
claridade-escuridão, entretanto outros elementos podem atuar como tal, por exem-
plo, a temperatura ambiente, a disponibilidade de alimento, etc [17, 34].
No caso dos mamı́feros, o oscilador circadiano central se localiza no núcleo
supraquiasmático do hipotálamo (NSQ), mostrado na figura (6.3). Lesões no NSQ
podem ocasionar a perda de diversas funções fisiológicas e comportamentais, por
exemplo, ingestão de comida e bebida, temperatura corporal, atividade motora e
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Figura 6.2: Exemplo de um ritmo circadiano hipotético em presença de um ciclo de
claridade-escuridão e na ausência dele. Quando sobre influência do agente externo
a oscilação está sincronizada com as linhas tracejadas verticais, que delimitam um
peŕıodo de 24 horas, em condições constantes as oscilações circadianas assumem o
peŕıodo do relógio interno, dessincronizando o ritmo apresentado em relação as linhas
verticais, adaptado de [18].
secreção hormonal em várias espécies de mamı́feros, incluindo o homem [41, 17].
Nesta sistematização as variações do ciclo luminosidade-escuridão são percebidas
por células fotorreceptoras localizadas na retina e transmitidos ao NSQ por uma
conexão nervosa chamada de trato retino-hipotalâmico (exemplo de via aferente),
após o ajuste com o ritmo externo a informação é levada aos demais órgãos através
eferências nervosas ou neurossecretoras [17, 18, 19, 46] figura(6.3).
O núcleo supraquiasmático é uma estrutura multioscilatória formada por
aproximadamente 10.000 neurônios [28, 29]. No ńıvel celular estes neurônios atuam
individualmente como relógios circadianos menores, cuja algumas caracteŕısticas
(como por exemplo, as taxas de disparo) variam periodicamente no tempo; sendo
o peŕıodo de oscilação uma propriedade intŕınseca e particular de cada célula relógio
[16, 35, 36, 43].
Estes peŕıodos individuais não são iguais para todos os neurônios, mas
variam dentro de um intervalo, como é exemplificado pela figura (6.4) , que mostra
os peŕıodos intŕınsecos de 67 células relógio de ratos de linhagem Wistar [35, 36].
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Figura 6.3: Esquema ilustrativo do cérebro humano, que mostra o núcleo-
supraquiasmático e sua conexão principal com a retina (exemplo de aferência),
também é exposto um exemplo de via eferente, modificado de [17].
Entretanto, para se observar a coordenação circadiana através do NSQ é necessário
que exista, em escala macroscópica, oscilações śıncronas, sendo a maneira com que
os neurônios se acoplam, para que haja este comportamento uńıssono, uma questão
não trivial [20] que é central neste trabalho.
6.3 Modelo para Célula Isolada
Como já colocado, nosso objetivo principal aqui é desenvolver uma mode-
lagem do núcleo supraquiasmático baseada no acoplamento qúımico. Entretanto vale
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Figura 6.4: Distribuição dos peŕıodos circadianos relacioandos a atividade neural
(taxas de disparo) de 67 neurônios individuais (em cultura celular) do NSQ de ratos
Wistar, modificado de: [35].
ressaltar que a representação desta estrutura pode ser realizada em dois ńıveis. No
primeiro concebe-se matematicamente o NSQ como um único oscilador macroscópico
mestre, idealizado por uma equação matemática [27, 54]. Nessa concepção não são
avaliados os comportamentos das células neurais nem as comunicações entre as mes-
mas. Outra abordagem utilizada é a multioscilatória, na qual o núcleo supraquiasmá-
tico é descrito sob o ponto de vista neuronal. Nesta caracterização são consideradas
tanto as funções dos neurônios individuais, bem como as interações entre eles [28, 29].
Nesta seção daremos ênfase na primeira forma de tratamento do NSQ.
Sob a perspectiva da dinâmica não linear, macroscopicamente o NSQ pode
ser considerado como oscilador de ciclo limite, sendo capaz de realizar oscilações au-
tossustentadas de peŕıodo intŕınseco bem definido, que representam os atributos
endógenos do sistema. O relógio central também deve ter a capacidade de se ajustar
a um gatilho externo periódico no tempo, que simboliza o Zeitgeber [20]. Além disso,
deve exibir um mecanismo de resposta negativo em relação a perturbações, que irá
proporcionar estabilidade e robustez em relação às flutuações do meio [20]. Estas
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caracteŕısticas são t́ıpicas de uma classe de osciladores de relaxação cujo paradigma
é a equação de Van der Pol forçada:
z̈(t)− µ[1− z2(t)]ż(t) + z(t) = f(t), (6.1)
sendo z(t) a variável de estado, µ é a medida da não linearidade e f(t) é o forçamento
externo.
Na ausência de forçamento externo o termo proporcional a ż é um amorte-
cimento que depende da amplitude. Se z é grande o referido termo é positivo, indi-
cando dissipação; se z é pequeno o termo se torna negativo e temos anti-dissipação.
O equiĺıbrio entre estas duas tendências conflitantes leva a uma solução estacionária
cuja trajetória é representada por um ciclo limite no espaço de fases. O peŕıodo é
bem definido e as oscilações podem também ser modificadas por f(t).
Kronauer em 1990 propôs um modelo baseado na modificação da equação
de Van der Pol que descreve o efeito da luz sobre o relógio circadiano humano [27]:
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na qual τ é o peŕıodo intŕınseco do oscilador mensurado em horas, ε = 0, 13 é
a chamada de rigidez (ligada a medida de não linearidade) e x e y sãos as novas
variáveis de estado, sendo x a representação do ritmo circadiano endógeno. No
modelo de Kronauer a luz é o Zeitgeber considerado, e sua influência se dá pelo
brilho percebido B, que é modulado pela própria variável de estado x do sistema, de
maneira que:
B = (1−mx)CI1/3, (6.3)
na qual m = 1/3 é um parâmetro de modulação, C = 0, 018 é uma constante que
normaliza a magnitude de claridade e I é a intensidade luminosa medida em lux [48].
Nas equações de Kronauer o peŕıodo efetivo de oscilação do ciclo limite,
calculado através de métodos de perturbação (para segunda ordem em ε), é [49],
para B = 0:












Além disso, o modelo é escalonado de maneira que na ausência de luz (B = 0), a
amplitude de oscilação A do ciclo limite obedeça a [28, 29]:
A =
√
x2 + y2 ≈ 1.
As equações de Kronauer foram aplicadas a vários protocolos experimen-
tais e reproduziram inúmeros fenômenos relacionados a ritmos circadianos. Um
exemplo é a própria modelagem de arrastamento do relógio circadiano humano por
est́ımulos externos (Zeitgebers) [28, 29, 54].
O modelo de Kronauer é análogo ao oscilador de Van der Pol no caso em
que B = 0, ou seja, situação sem influência luminosa. Mostraremos agora a corre-
spondência destas representações. Pode-se provar, demonstração feita no apêndice B,
que um sistema equivalente ao modelo de Kronauer, na ocasião B = 0, é a seguinte
















x = 0, (6.5)





































+ z = 0, (6.6)
a frequência de oscilação do ciclo limite pode ser calculado através de métodos per-
turbativos, para µ pequeno e positivo, é: ωeff ≃ 1 − (1/16)µ2 (medida em unidades































sendo a mesma relação que encontramos em (6.4).
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6.4 Modelo Multioscilatório
Como já citado, outra abordagem utilizada no estudo dos relógios circadi-
anos é a descrição multioscilatória, na qual o NSQ é detalhado em seu ńıvel neuronal.
Nesta representação os neurônios são considerados como osciladores, cada um com
um peŕıodo intŕınseco caracteŕıstico. Adotando esta concepção, Kunz e Achermann
[28, 29] propuseram uma modelagem baseada no sistema de Van der Pol, na qual o
comportamento de cada célula individual é reproduzido pelas equações de Kronauer.
Em resumo, os referidos autores idealizaram o núcleo supraquiasmático como uma
rede de osciladores que interagem mutuamente via comunicação neural. Tratamento
que será descrito mais profundamente a seguir.
Em sua representação multioscilatória Kunz e Achermann conceberam
uma rede bidimensional contendo N = 10.000 células relógio. Como já comen-
tado anteriormente, este valor corresponde ao número aproximado de neurônios que
compõem o núcleo supraquiasmático de vários mamı́feros [28, 29].
Outra questão abordada de maneira diferente na modelagem multioscilató-
ria é relacionada ao peŕıodo intŕınseco de oscilação de cada neurônio, denotado por τi.
Como mencionado anteriormente, estes peŕıodos não são iguais, mas são distribúıdos
num dado intervalo. Kunz e Acherman conjecturaram que os peŕıodos individuais
são números aleatórios que obedecem a uma distribuição normal com média e desvio
padrão pré-definidos. Nesta idealização, uma solução na qual os osciladores não este-
jam sincronizados corresponde a uma circunstância de regulação fisiológica limitada.
Por outro lado, um estado final no qual as células relógios oscilam sincronizadamente
é associado à existência de um sinal coerente, que permite ao NSQ a coordenação
dos ritmos circadianos. Além do mais, mesmo estando mutuamente sincronizados, os
neurônios devem responder ao ciclo de luminosidade-escuridão, Zeitgeber utilizado
pelos autores supracitados.
Essa sincronização se dá principalmente devido ao acoplamento entre os
elementos da rede. Em seu trabalho Kunz e Achermann consideraram uma interação
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essencialmente local, que limita o número de vizinhos de cada neurônio. Outro tipo
de abordagem já empregada em outros trabalhos foi o caso de acoplamento global
feita por Liu e colaboradores (utilizando osciladores de fase na descrição as células
individuais), no qual cada célula interage com o campo médio produzido pelas outras
células [31], caminho também seguido por Gonze em [30].
Na realidade, como já colocado, o conhecimento completo do mecanismo
que rege o acoplamento dos relógios circadianos no NSQ é uma questão ainda em
aberto. Muitos autores apontam que a interação entre as células é de natureza
qúımica, sendo implementada pela ação do neurotransmissor ácido gama-aminobu-
t́ırico (GABA) [21]. Já outros autores atribuem ao acoplamento uma natureza pre-
dominantemente elétrica [24], ou até mesmo por outras substâncias qúımicas [25].
A hipótese central do nosso modelo é a suposição que o acoplamento entre
os osciladores pode ser descrito em termos de uma espécie qúımica, como GABA
ou outra substância, que é tanto secretada quanto absorvida pelas células relógios
imersas no meio intercelular. Neste caso, como já demonstrado nos desenvolvimen-
tos feitos para a interação qúımica, o acoplamento é não local, no sentido em que
considera interação entre células que não estão próximas umas das outras.
Para desenvolver esta hipótese utilizaremos a abordagem multioscilatória
do NSQ. Na realidade, basearemos nossa descrição no arranjo concebido por Kunz
e Achermann, até para que possamos posteriormente realizar comparações. De
maneira que, admitimos em parte as suposições utilizadas por eles. Adotamos, por
exemplo, a concepção de que cada neurônio individual pode ser representado por um
sistema de equações de Kronauer. Entretanto propomos que a troca de informação
na rede é intermediada pelo acoplamento qúımico.
Desta maneira, considerando uma rede unidimensional com N células
relógios, sendo a distância entre vizinhos unitária, com condições de contorno perió-
dicas, podemos seguir os desenvolvimentos realizados no caṕıtulo anterior e escrever
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matematicamente para cada śıtio:
12
π





























sendo Dx e Dy relacionados ao coeficiente de difusão do agente qúımico considerado
- lembrando que N ′ = 1/2(N − 1). Como cada célula relógio da rede é representada
pelas equações da Kronauer utilizamos alguns dos valores das constantes do modelo
macroscópico definido anteriormente, a saber:
ε = 0, 13; m = 1/3 e C = 0, 018. (6.10)
Entretanto, o brilho percebido B é definido de maneira diferente na des-
crição multioscilatória. Neste contexto a intensidade luminosa I é modulada não
pela variável de estado x individual de cada oscilador, como ocorre na abordagem
macroscópica, mas sim pelo campo médio produzido pela rede [28, 29], isto é:
B = (1−m ⟨x⟩)CI1/3, (6.11)




xj, nesta modelagem ⟨x⟩ também representa a ação coletiva dos
neurônios, ou seja, corresponde à influencia do NSQ sobre os ritmos corporais, como
por exemplo, temperatura.
Na definição dos peŕıodos individuais dos neurônios τj seguimos a proposta
feita por Kun e Archermann. Portanto, supomos que estes números são aleatórios
e obedecem a uma distribuição normal com média inicial de 25 horas e com desvio
padrão inicial δτinicial = 1. As condições iniciais de cada neurônio (xj(0), yj(0))
também são números randômicos, porém satisfazem a uma distribuição uniforme no
intervalo [-1,1].
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6.5 Protocolos de Simulação
Com o objetivo de avaliar nossa representação do núcleo supraquiasmáti-
co, na qual a troca de informação entre os elementos do sistema se dá através do
acoplamento qúımico, convém simular a rede numericamente. Desta maneira, será
posśıvel observar sobre quais condições é posśıvel obter o estado sincronizado.
Primeiramente, definimos sobre quais regimes de forçamentos externos,
associados aos Zeitgebers o sistema será simulado, já que estes influem em muito o
fenômeno de sincronização. Basicamente aplicaremos três protocolos de simulação,
dos quais dois já foram utilizados por Kunz e Achermann.
O primeiro protocolo de simulação é chamado de 1a, proposto por Kunz e
Achermann. Nesta rotina a rede é integrada sem influência luminosa, isto é, em es-
curo constante (EE), aqui I = 0, até que a estacionariedade dos peŕıodos individuais
seja alcançada, figura (6.5).
Na segunda sequência de simulação, também proposta por Kunz e Acher-
mann, chamada de 1b, o sistema é integrado iniciando-se com 12 horas de luz, na qual
a intensidade luminosa é I = 1000lux, seguida por 12 horas de escuridão, sequência
conhecida como ciclo claro escuro (CE), por 50 dias (ou 1.200 horas). Após este
tempo inicial a rede é simulada em escuro constante até que a estacionariedade dos
peŕıodos individuais seja alcançada. Um esquema simplificado deste protocolo pode
ser visualizado pela figura (6.5).
Outra rotina de simulação utilizada é a chamada 1c, neste regime o sistema
é integrado com influência luminosa, em ciclo claro escuro, até que os peŕıodos sejam
estacionários, figura (6.5).
Na rotina 1a basicamente nos preocupamos em saber se realmente é
posśıvel obter o estado sincronizado exclusivamente através do acoplamento qúımico,
já que não há interferência da luz nesta sequência. No protocolo 1b, apesar de existir
a influência luminosa, ela é transiente, pois a combinação de claro-escuro é mantida
apenas por um tempo determinado, sendo ainda o principal foco a interação qúımica.
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Figura 6.5: Esquema ilustrativo mostrando as rotinas de simulação utilizadas: pro-
tocolo 1a, protocolo 1b e protocolo 1c, modificado de [28].
Já para o protocolo 1c o efeito da luz se torna importante e é bastante influente, de
maneira podemos avaliar os efeitos do acoplamento qúımico em associação com um
Zeitgeber.
O tempo de integração necessário para que o sistema alcance a estacio-
nariedade, é calculado de maneira que os peŕıodos individuais dos osciladores, em
instantes consecutivos, não mudem a menos de uma tolerância de 10−4.
6.6 Métodos
Na simulação da rede unidimensional que representará o núcleo supra-
quiasmático, seguimos o mesmo método de integração descrito e utilizado no caṕıtulo
3. Basicamente, partimos de um sistema com 10.201 neurônios acoplados quimica-
mente, cada célula relógio com um peŕıodo intŕınseco e individual dada por números
randômicos que obedecem a uma distribuição normal com média e desvio padrão
pré-definidos. Ademais a rede será inicializada com condições iniciais randômicas no
intervalo [−1, 1], as quais satisfazem a uma distribuição uniforme.
Nosso objetivo aqui é realizar um estudo sobre a possibilidade e as condições
necessárias para que ocorra a sincronização dos śıtios da rede através do acoplamento
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qúımico e a relação deste estado sincronizado com os Zeitgebers. Para isto escolhemos
como parâmetro de controle as constantes Dx e Dy, na realidade fazemos a simpli-
ficação Dx = Dy. Trataremos neste caṕıtulo basicamente três situações particulares
da interação qúımica, a ocasião γ = 10, a qual é predominantemente um acopla-
mento difusivo, ou seja, local. A circunstância intermediária γ = 1 e a conjuntura
γ = 0, que representa uma interação de campo médio, isto é, global.
Vale ressaltar que através do acoplamento qúımico podemos em único tra-
balho abordar cenários avaliados separadamente por outros autores, como por exem-
plo, o caso de interação local, avaliada pelos próprios Kunz e Achermann [28, 29], ou
a circunstâncias de acoplamento global estudada por Liu [31] e Gonze [30]. Conse-
quentemente podemos, sempre que necessário fazer comparações, sobre os resultados
obtidos.
Estudaremos essencialmente a possibilidade de dois tipos de sincronização
no NSQ, a sincronização em frequência (no nosso caso em peŕıodo) e a em fase.
Nossa análise será baseada nas técnicas apresentadas no caṕıtulo anterior, isto é,
na dispersão de frequências (peŕıodo), no grau de sincronização e no parâmetro de
ordem.
Primeiramente definimos para cada neurônio, o qual é representado por






, (j = 1, 2, 3, ..., N). (6.12)
A frequência de cada oscilador, ou peŕıodo de oscilação Tj, também é calculada









, (j = 1, 2, 3, ..., N). (6.13)
Entretanto, ressaltamos que algumas das definições feitas no caṕıtulo prece-
dente serão empregadas, nas simulações numéricas, com algumas alterações. Princi-
palmente no que se diz respeito aos quantificadores de dispersão das frequências δΩ
e grau de sincronização P , os quais se referem à sincronização em frequência; sendo
mais adequada na modelagem no NSQ a análise sobre os peŕıodos do sistema. Como
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estas descrições são equivalentes, convém, a partir de agora, avaliar diretamente a
sincronização de peŕıodos na rede.
Conjuntamente fazemos uma alusão ao método de cálculo do número de
osciladores presentes nos clusters sincronizados em peŕıodo, base para a apreciação
do quantificador P , consideramos que as células relógios pertencem ao mesmo platô
de sincronização quando a diferença entre os peŕıodos individuais é menor que a
tolerância de 1, 5.
6.7 Simulação Numérica
6.7.1 Caso Global
A primeira situação explorada na modelagem do NSQ é a de interação
global, na qual γ = 0. Assim, para o protocolo de simulação 1a, é apresentado nas
figuras (6.6)(a),(b) e (c) algumas caracteŕısticas do sistema para Dx = Dy = 0, 005,
uma circunstância de acoplamento fraco. Na figura(6.6)(a), por exemplo, é mostrada
parte da distribuição dos peŕıodos individuais dos osciladores, comparada com a dis-
tribuição do caso desacoplado, e da qual se nota que pouca diferença é encontrada
em relação a situação sem interação. Ou seja, o sistema cont́ınua dessincronizado,
conclusão que também pode ser obtida através dos valores da dispersão final dos
peŕıodos δTf = 1 (a dispersão inicial é unitária), do grau de sincronização P = 0 e
do parâmetro de ordem de Kuramoto r = 0, 02. Consequentemente o campo médio
produzido pela rede, exibido na figura (6.6)(b) oscila com amplitude quase nula, de-
vido a incoerência de oscilação das fases individuais. Adicionalmente é exposto na
figura (6.6)(c), o espaço de fases de um neurônio do sistema.
Outra circunstância analisada para a rotina de simulação 1a é a ocasião







































Figura 6.6: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 005 em
função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 005), γ = 0 e peŕıodo médio da rede < T >≈ 25, 02.
Dy = 0, 015, cuja algumas particularidades do sistema são mostradas pelas figuras
(6.7)(a),(b) e (c). Pode-se observar pela figura (6.7)(a) que os peŕıodos dos oscilado-
res tendem a se agrupar em torno de um valor médio de aproximadamente 25 horas,
devido exclusivamente ao acoplamento. Esta tendência de sincronização também é
medida pela dispersão dos peŕıodos δTf = 0, 23, pelo grau de sincronização P = 0, 01
e pelo parâmetro ordem r = 0, 54, apesar de se tratar um estado de sincronização
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intermediária. Também nota-se pela figura (6.7)(b), que o campo médio produzido







































Figura 6.7: Parte da distribuição de peŕıodos dos neurônios para Dx = 0, 015 em
função de suas respectivas posições espaciais em comparação com o caso Dx = 0, 005
(a); campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 015), γ = 0 e peŕıodo médio da rede < T >≈ 25, 01.
Para o protocolo 1a, ao alterar os valores das constantes de acoplamento
para Dx = Dy = 0, 05, já é posśıvel observar a sincronização em peŕıodo e em
fase. Nesta ocasião os valores dos quantificadores de sincronização são δTf = 0, 02,
121
P = 1 e r = 0, 98, já indicando a presença do estado coerente. A figura (6.8)(a)
que mostra parte da distribuição dos peŕıodos na rede comparada ao caso anterior,
no qual Dx = 0, 015. Uma decorrência importante é que o campo médio produzido
pela rede, exposto na figura (6.8)(b), agora oscila com grande amplitude indicando





































Figura 6.8: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 05 em
função de suas respectivas posições espaciais comparado ao caso Dx = 0, 015 (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 05), γ = 0 e peŕıodo médio da rede < T >≈ 24, 97.
No protocolo 1c existe influência luminosa constante (ciclo de claro-escuridão),
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sendo que um dos efeitos do Zeitgeber é sincronizar a rede mais facilmente. Nesta
situação mesmo para o valor de acoplamento fraco, na qual Dx = Dy = 0, 005,
no regime da rotina CE o sistema já apresenta sincronização em peŕıodo e em fase
como indica os valores dos quantificadores de sincronização δTf = 0, 04, P = 0, 25 e
r = 0, 94. Informação também apontada pela distribuição dos peŕıodos e pelo campo
médio produzido pela rede, que já oscila com amplitudes altas, ambas mostradas
na figura (6.9)(a) e (b) respectivamente. Estes resultados estão de acordo com o
fenômeno, estudado por Pikovsky e colaboradores em [53], de osciladores tenderem
a sincronizar com forçamentos harmônicos externos. Este efeito permanece para ou-
tros valores do parâmetro γ.
Algo interessante sobre as informações descritas no parágrafo anterior so-
bre os efeitos do Zeitgeber pode ser inferido mediante a aplicação do protocolo 1b.
Nesta rotina de simulação o ciclo CE é aplicado apenas nos primeiros 50 dias de
integração (posteriormente o sistema é simulado em escuro constante), após este in-
tervalo de tempo a rede tende a alcançar, à medida que os peŕıodos aproximam-se
da estacionariedade, o mesmo estado final encontrado no protocolo 1a. Ou seja, a
ação do Zeitgeber é, de certa forma, esquecida pelo sistema com o passar do tempo,
como é posśıvel notar pelas figuras (6.10)(a) e (b), na qual expomos algumas carac-
teŕısticas do sistema em função da constante de acoplamento Dx. Esta conclusão
também já tinha sido encontrada por Kunz e Achermann [28, 29].
Para se ter uma visão geral de como a coerência do sistema varia em função
das constantes de acoplamento Dx = Dy na circunstância γ = 0; mostramos nas fi-
guras (6.10)(a), (b) e (c) os valores dos quantificadores de sincronização em função
dos referidos parâmetros de controle, para os protocolos 1a, 1b e 1c respectivamente.
É posśıvel observar que à medida que o valor de Dx é aumentado o sistema realmente
tende ao estado sincronizado. Por exemplo, aproximadamente em Dx = Dy = 0, 02
a rede alcança a sincronização em peŕıodo, logo após, quando Dx = Dy = 0, 05, o
sistema sincronização em fase, no caso das rotinas 1a e 1b. Por outro lado, se con-









































Figura 6.9: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 005 em
função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x, luz percebida normalizada IN (b) e espaço de
fases de uma célula relógio (c) (para Dx = 0, 005), γ = 0 e peŕıodo médio da rede
< T >≈ 24, 00. A rede está sincronizada em fase e em peŕıodo devido à presença do
Zeitgeber.
como facilitador da sincronização, como exposto pela figura (6.10)(c) (o quantifi-
cador P não exibe a sincronização devido ao fato de um número limitado de śıtios
não estarem dentro da tolerância que define um cluster de sincronização, mesmo com
a influência luminosa).
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Figura 6.10: Quantificadores de sincronização em função da constante de acopla-
mento para os protocolos 1a (a), 1b (b) e 1c (c), caso γ = 0.
Assim é posśıvel observar que realmente o acoplamento qúımico pode,
pelo menos na situação particular na qual γ = 0, apresentar as sincronizações em
frequência e em fase. Conclusões que estão em acordo com análises anteriores de
outros autores que já aplicaram o acoplamento global na descrição multioscilatória
do núcleo supraquiasmático [31, 30].
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6.7.2 Caso Intermediário γ = 1
Outra conjuntura tratada é ocasião de interação de alcance intermediário
na qual γ = 1. Neste caso inicializamos nossa análise com o protocolo 1a e com
Dx = Dy = 0, 0075, e expomos na figura (6.11)(a),(b) e (c) algumas caracteŕısticas
da rede para este valor de Dx e Dy. Como se trata de uma situação de acoplamento
fraco, podemos observar, pelas propriedades do sistema, como por exemplo, campo
médio produzido e distribuição final de peŕıodos, que se trata de um estado não
sincronizado. Informações também fornecidas diretamente pelos quantificadores de
sincronização que são aproximadamente: δTf = 0, 92, P = 0 e r = 0, 02.
Ao aumentar os valores das constantes de acoplamento para Dx = Dy =
0, 05 (protocolo 1a) já é posśıvel observar algum grau de sincronização, como apon-
tado pela figura (6.12)(a) que mostra parte da distribuição dos peŕıodos na rede
comparada com a circunstância do parágrafo anterior. Entretanto, se trata de uma
sincronização em peŕıodo, dado que o campo médio produzido pela rede, exposto
na figura (6.12)(b) oscila ainda com amplitude baixa, indicando falta de coerências
nas fases. Os quantificadores fornecem os valores δTf = 0, 27, P = 1 e r = 0, 05
indicando realmente um aumento da sincronização em peŕıodo, mas não em fase.
Quando os valores das constantes de acoplamento são alterados para Dx =
Dy = 0, 2 (protocolo 1a), obtém-se novamente um elevação da sincronização em
peŕıodo, neste caso os valores dos quantificadores são δTf = 0, 02, P = 1 e r = 0, 16.
Note que apenas o parâmetro de ordem não indica sincronização. Em resumo, temos
uma rede sincronizada em peŕıodo, mas não em fase. Consequentemente, os peŕıodos
dos neurônios individuais tendem a igualdade, como pode ser constatado pela figura
(6.13)(a). Mas por outro lado, o campo médio produzido pela rede oscila com pe-
quena amplitude, indicando falta de coerência das fases, como exposto pela figura
(6.13)(b). Para que o sistema alcance a sincronização em fase no caso de interação
intermediária γ = 1, sem considerar o efeito de Zeitgebers, são necessários valores







































Figura 6.11: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 0075
em função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c) (para
Dx = 0, 0075), γ = 1 e peŕıodo médio da rede < T >≈ 25, 01.
circunstância o acoplamento é predominantemente local, e esta conclusão já foi en-
contrada em outra aplicação do acoplamento qúımico: [32]. Até mesmo Kunz e
Achermann nos seus resultados não apresentam estados coerentes quando conside-
ram em suas interações pequenas vizinhanças [28].
Uma maneira de se obter a sincronização em peŕıodo e em fase simultane-







































Figura 6.12: Parte da distribuição de peŕıodos dos neurônios para Dx = 0, 05 em
função de suas respectivas posições espaciais comparado ao caso Dx = 0, 0075 (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c) (para
Dx = 0, 05), γ = 1 e peŕıodo médio da rede < T >≈ 24, 97.
algumas caracteŕısticas do sistema para o protocolo 1c com Dx = Dy = 0, 0075 .
Nestas condições os valores dos quantificadores de sincronização são: δTf = 0, 04,
P = 0, 33 e r = 0, 94, indicando sincronização em peŕıodo e em fase, mesmo para o
caso de interação fraca.
Todavia, da mesma forma que ocorreu para o caso global, se a influência







































Figura 6.13: Parte da distribuição de peŕıodos dos neurônios para Dx = 0, 2 em
função de suas respectivas posições espaciais comparado ao caso Dx = 0, 05 (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 2), γ = 1 e peŕıodo médio da rede < T >≈ 24, 97.
é integrada em regime de EE, como pressupõe a referida rotina de simulação, o sis-
tema tende aos mesmos estados apresentados para o protocolo 1a, como é posśıvel
observar pela figura (6.15)(b).
Seguindo racioćınio análogo ao caso de interação de campo médio, mostramos
nas figuras (6.15)(a), (b) e (c) os quantificadores de sincronização em função de









































Figura 6.14: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 0075
em função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x, luz percebida normalizada IN (b) e espaço de
fases de uma célula relógio (c) (para Dx = 0, 0075), γ = 1 e peŕıodo médio da rede
< T >≈ 24, 00. A rede está sincronizada em fase e em peŕıodo devido à presença do
Zeitgeber.
gração como o tempo de estacionariedade, isto é, sem o efeito dos Zeitgebers), que e
a medida que o valores das constantes de acoplamento aumentam os quantificadores
δTf e P apontam o surgimento da sincronização em peŕıodo, a qual começa a ocorrer
aproximadamente em Dx = 0, 05. Contudo, nestas circunstâncias o parâmetro de
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ordem de Kuramoto oscila próximo à zero indicando a ausência de sincronização em
fase. Apenas quando consideramos os efeitos dos Zeitgebers, protocolo 1c, é posśıvel
sincronizar a rede em peŕıodo e em fase, como expõe a figura (6.15)(c) (o valor de
P não mostra a sincronização devido ao fato de um número limitado de śıtios não
estarem dentro da tolerância que define um platô de sincronização, mesmo após a


























































Figura 6.15: Quantificadores de sincronização em função da constante de acopla-
mento para os protocolos 1a (a), 1b (b) e 1c (c), caso γ = 1.
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6.7.3 Caso Local
Finalmente estudamos a conjuntura de interação local, para qual γ = 10.
Primeiramente nas figuras (6.16)(a),(b) e (c) mostramos algumas particularidades
da rede para o caso em que Dx = Dy = 0, 015 (protocolo la). Na figura (6.16)(a)
apresentamos parte da distribuição de peŕıodos comparada a situação desacoplada,
sendo posśıvel observar uma pequena sincronização em peŕıodo, apontado também
pela quantidade δTf = 0, 64; o grau de sincronização é P = 0. Pelo parâmetro de
ordem r = 0, 02 e pelo campo médio do produzido pela rede, apresentado na figura
(6.16)(b), nota-se que não há aumento de sincronização em relação as fases.
Da mesma forma que ocorreu nas interações global e γ = 1, ambas estu-
dadas anteriormente, quando aumentamos os valores das constantes de acoplamento
nos protocolos 1a e 1b observamos um aumento na sincronização. Para, por exem-
plo, Dx = Dy = 0, 2, cujas algumas caracteŕısticas do sistema são expostas nas
figuras (6.17)(a),(b) e (c), a rede já apresenta um grau razoável de sincronização em
peŕıodo, como pode ser inferido pelos quantificadores δTf = 0, 24, P = 1. Contudo,
do mesmo modo que se sucedeu na ocasião γ = 1 quando não consideramos o efeito
do Zeitgeber, não observamos a sincronização em fase, como aponta o parâmetro de
ordem de Kuramoto r = 0, 05 e o campo médio produzido pela rede mostrado na
figura (6.17)(b).
Se ampliarmos a intensidade do acoplamento, fazendo Dx = Dy = 0, 4,
obtemos um aumento da sincronização em peŕıodo (protocolo 1a). Nesta ocasião o
valor dos quantificadores são δTf = 0, 18, P = 1 e os peŕıodos da rede se agrupam
fortemente em torno de um valor médio, como apontado pela figura (6.18)(a). To-
davia, nota-se que apesar de existir a sincronização em peŕıodo não existe aumento
da coerência das fases, como é posśıvel notar pelo campo médio produzido pela rede,
exposto na figura (6.18)(b) e o parâmetro de ordem de Kuramoto que fornece o valor
r = 0, 02. Como já ocorreu anteriormente no caso de acoplamento intermediário







































Figura 6.16: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 015 em
função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 015), γ = 10 e peŕıodo médio da rede < T >≈ 25, 02.
efeitos de forçamentos externos) com valores muitos altos dos parâmetros Dx e Dy,
e isto se deve ao fato desta interação ser estritamente local dificultando um aumento
da coerência em fase.
Podemos, para o acoplamento local, obter a sincronização em peŕıodo e em
fase concomitantemente se considerarmos a ação do Zeitgeber. No caso do protocolo






































Figura 6.17: Parte da distribuição de peŕıodos dos neurônios para Dx = 0, 2 em
função de suas respectivas posições espaciais comparado ao caso Dx = 0, 015 (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 2), γ = 10 e peŕıodo médio da rede < T >≈ 24, 97.
um estado sincronizado em peŕıodo e em frequência, como é apontado pelas figuras
(6.19) e pelos quantificadores δTf = 0, 03, P = 0, 49 (P não indica sincronização
devido ao fato de ainda alguns śıtios estarem fora da tolerância que define um platô)
e r = 0, 96. Porém, da mesma maneira que ocorreu para outros valores de γ, se a
ação externa é apenas transiente, como é o caso do protocolo 1b, à medida que o







































Figura 6.18: Parte da distribuição de peŕıodos dos neurônios para Dx = 0, 4 em
função de suas respectivas posições espaciais comparado ao caso Dx = 0, 2 (a);
campo médio da rede, váriável x (b) e espaço de fases de uma célula relógio (c)
(para Dx = 0, 4), γ = 10 e peŕıodo médio da rede < T >≈ 24, 97.
apresentados para o protocolo1a, figura (6.19)(b).
Com intuito de observar de forma mais abrangente a variação dos quantifi-
cadores de sincronização em função da intensidade de acoplamento, apresentamos,
nas figuras (6.20) (a), (b) e (c), δTf , P e r em função das constantes de acoplamento
Dx = Dy, para os protocolo 1a, 1b e 1c respectivamente.. É posśıvel inferir, para as









































Figura 6.19: Fração da distribuição de peŕıodos dos neurônios para Dx = 0, 015 em
função de suas respectivas posições espaciais comparado ao caso desacoplado (a);
campo médio da rede, váriável x, luz percebida normalizada IN (b) e espaço de
fases de uma célula relógio (c) (para Dx = 0, 015), γ = 10 e peŕıodo médio da rede
< T >≈ 24, 00. A rede está sincronizada em fase e em peŕıodo devido à presença do
Zeitgeber.
uma elevação da sincronização em peŕıodo, o que não ocorre necessariamente para
a sincronização em fase, figura (6.19)(a) e (b), a qual só é obtida considerando a
atuação de Zeitgebers, figura (6.19)(c).
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Figura 6.20: Quantificadores de sincronização em função da constante de acopla-
mento para os protocolos 1a (a), 1b (b) e 1c (c), caso γ = 10.
6.7.4 Dx Cŕıtico
Uma correlação interessante que também pode ser inferida pelos resulta-
dos anteriores, é a que ocorre entre o valor mı́nimo da constante de acoplamento
necessária para sincronizar a rede, frente a um quantificador espećıfico, chamado de
Dx cŕıtico e representado por D
∗
x, e o valor de γ. É posśıvel notar pelos resultados
apresentados nas seções precedentes que à medida que a interação se torna local
(ou seja, com o aumento de γ) o valor de D∗x se eleva para os três quantificadores
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considerados. Com intuito de demonstrar tal implicação, calculamos Dx cŕıtico para
vários valores de γ. Assim, para as circunstâncias nas quais não temos influência
dos Zeitgebers estimamos os valores de D∗x relacionados aos quantificadores δTf e
P , isto é, ponderamos apenas a sincronização em peŕıodo ( para esta condição não
avaliamos a sincronização em fase devido ao fato de ela ter ocorrido apenas no caso
global), e expomos na figura (6.21). No cálculo de Dx cŕıtico associado ao quantifi-
cador δTf usamos com o regra para sincronismo a seguinte condição: a dispersão
final dos peŕıodos deve ser menor ou igual a 0, 3 (isto é, 30% da dispersão inicial).
No caso do grau de sincronização D∗x é o valor mı́nimo de Dx para se obter P = 1.
Para os casos no qual não existe influência luminosa não calculamos os valores de D∗x
devido ao fato de rede sincronizar espontaneamente com a presença do forçamento
externo.
Figura 6.21: Valor de Dx necessário para sincronziar a rede em peŕıodo, D
∗
x, como
função de γ para os protocolos 1a e 1b.
Pela figura (6.21) nota-se que com o incremento de γ, isto é, com a
diminuição do alcance do acoplamento, o valor necessário de Dx necessário para
sincronizar a rede em peŕıodo sem a influência luminosa também aumenta. Logo é
posśıvel inferir que situações de interações locais fornecem um cenário mais dif́ıcil
para se obter o estado sincronizado em comparação as circunstâncias de acoplamen-
tos não locais.
Desta maneira, foi posśıvel verificar, pelos resultados expostos nas seções
anteriores, que é posśıvel aplicar o acoplamento qúımico na modelagem do núcleo
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supraquiasmático. Em resumo, os resultados mostram que para o caso global, obtido
com γ = 0 a rede sincroniza em peŕıodo e em fase simultaneamente mesmo sem a
atuação de um Zeitgeber. Para o caso de interação intermediária γ = 1 sem influência
luminosa, só é posśıvel sincronizar a rede em peŕıodo, pelo menos para os valores de
Dx e Dy estudados. O mesmo ocorre para a situação de acoplamento local, γ = 0
sendo que para estas duas situações a sincronização em fase só é alcançada quando




Neste trabalho, um dos objetivos foi aplicar as hipóteses centrais da insta-
bilidade de Turing ao acoplamento do tipo lei de potência. Assim, no caṕıtulo 2,
provamos analiticamente, através da análise linear, que é posśıvel obter, para o caso
unidimensional [13] e bidimensional, tanto instabilidade de Turing quanto a formação
de padrões para este tipo de interação. Na realidade, obtivemos as condições para a
transição na estabilidade em função do parâmetro chamado alcance de acoplamento,
α, e mostramos que as condições para que ocorra a instabilidade de Turing são as
mesmas em uma e em duas dimensões. Além disto, demonstramos que o acoplamento
proposto exibe duas circunstâncias limites bem conhecidas na literatura. A primeira
é a conjuntura difusiva, estudada por Turing, que ocorre quando tomamos o limite
de α→ ∞, e demonstra que a interação do tipo lei de potência é uma generalização
da circunstância desenvolvida pelo autor supracitado. O segundo é o caso global
que ocorre para α = 0, sendo estes limites válidos nas ocasiões uni e bidimensionais.
Também mostramos analiticamente, neste caṕıtulo, que a área de estabilidade no
espaço de parâmetros diminui com o aumento de α, denotando que a instabilidade
de Turing é mais provável na interação de primeiros vizinhos em comparação ao caso
de acoplamento de campo médio, situação que novamente ocorre simultaneamente
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para as ocasiões unidimensional e bidimensional.
No caṕıtulo 3 concebemos uma rede unidimensional, onde em cada ponto
do espaço ocorre uma reação qúımica entre ativador e inibidor dada pelo modelo
de Meinhard e Gierer; e na qual a interação entre as células individuais é gover-
nada pelo acoplamento do tipo lei de potencia. Para este arranjo comprovamos ser
posśıvel escrever os requisitos para que ocorra a instabilidade de Turing em função dos
parâmetros do modelo. Adicionalmente integramos a rede numericamente. Através
das simulações realizadas mostramos que a transição de estabilidade e a formação
de padrões realmente ocorrem quando consideramos equações não lineares, para as
reações qúımicas, em conjunto com o acoplamento do tipo lei de potência. Porém
conclúımos que a previsão sobre a forma do estado heterogêneo final, baseada na
análise linear, é efetiva apenas para uma determinada combinação de valores de Dx
e α. Determinamos que para interações α = 1000, difusiva, e α = 1 a previsão li-
near só é bem-sucedida quando o valor de Dx corresponde, no espaço de parâmetros
(P,Q), a um ponto próximo a curva marginal que define a transição entre estabili-
dade e instabilidade, e nesse caso temos padrões ordenados. Porém, quando o referido
ponto, no espaço (P,Q), se encontra distante da fronteira de estabilidade temos esta-
dos predominante desordenados, para os quais o prognóstico linear é limitado. Para
o caso global, α = 0, aferimos a presença apenas de estados desordenados. A dife-
renciação entre ordem e desordem foi feita através de dois quantificadores lineares:
o espectro de potências e variância da função de correlação espacial; e três quan-
tificadores não lineares baseados em gráficos de recorrência: a taxa de recorrência
(REC) e o determinismo (DET).
No caṕıtulo 4 empregamos a interação do tipo lei de potência a uma rede
regular bidimensional, que é uma representação biológica mais realista do que a
tratada no caṕıtulo 3, na qual ocorre em cada śıtio uma reação qúımica regida pelas
equações de Meinhardt e Gierer. Mostramos que as condições para se obter a insta-
bilidade de Turing, em função dos parâmetros do modelo, são as mesmas que as
obtidas no caso unidimensional. Ademais, simulamos a rede e foi posśıvel observar
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que o processo de formação de padrões, segundo a acepção de Turing, pode ocorrer
para a interação não local proposta também na circunstância bidimensional. Con-
juntamente identificamos a mesma relação entre estados ordenados e desordenados
apresentados para as simulações em uma dimensão. Isto é, aferimos que para valores
de α pequenos, o que implica interações de longo alcance e que inclui a interação
de campo médio (α = 0); os estados são predominantemente desordenados. Já para
o caso nos quais α é relativamente grande (α = 1 e α = 1000), de maneira que
o acoplamento é de médio e de curto alcance, existe tanto a presença de estados
ordenados quanto a de estados desordenados, sendo a transição entre eles realizada
através do parâmetro de controle Dx. Para identificar estes estados aplicamos aqui
os mesmos quantificadores utilizados no caso unidimensional. Entretanto como se
trata de uma circunstância bidimensional, os procedimentos foram adaptados. A
estratégia utilizada foi de realizar os cálculos sobre dois vetores unidimensionais que
representaram a união das linhas e das colunas da referida matriz.
No caṕıtulo 5 tratamos de conceitos básicos relacionados a outro tipo de in-
teração não local: o acoplamento qúımico [32]. Neste modelo as células são acopladas
por uma substância qúımica que pode ser secretada e absorvida pelos componentes
do sistema e tem a propriedade adicional de se difundir através do meio intercelu-
lar. Também discutimos aqui a aplicação deste modelo de comunicação a redes
unidimensionais e bidimensionais. Mostramos neste caṕıtulo que este tipo de junção
também apresenta os mesmos casos limites apresentados pelo acoplamento do tipo
lei de potência. Ou seja, demonstramos que a interação qúımica apresenta como
circunstâncias particulares, na sua representação unidimensional e bidimensional, as
ocasiões de campo de campo médio γ = 0 e difusiva γ → ∞.
Através dos desenvolvimentos feitos para o acoplamento qúımico, realiza-
mos no caṕıtulo 6 uma modelagem do núcleo supraquiasmático. De maneira que
o idealizamos como uma rede unidimensional, na qual os elementos constituintes
são neurônios, cujas propriedades individuais são representadas por ciclos limites
estáveis. Nosso objetivo aqui foi demonstrar a ocorrência de estados sincronizados,
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em peŕıodo e em fase, no regime de interação qúımica, circunstância que permite
o NSQ administrar os ritmos circadianos. No caso sem forçamentos externos con-
clúımos que em cenários nos quais a interação é de longo alcance, como a ocasião
global, é posśıvel obter conjuntamente a sincronização em peŕıodo e em fase. Re-
sultado de acordo com o trabalho de Gonze [30], que descreveu o NSQ através de
uma interação exclusiva de campo médio e que obteve conclusões semelhantes (nesta
abordagem Gonze considera que os neurônios individuais são governados por uma
dinâmica local diferente da proposta aqui). Entretanto quando a interação é pre-
dominantemente local, como no caso γ = 1 e γ = 10, só a sincronização em peŕıodo é
observada (pelo menos para os valores analisados). Conjunção esta também consta-
tada por Kunz e Achermann em sua modelagem do NSQ, na qual, quando conside-
raram interações extremamente localizadas, não verificaram estados coerentes [28]; e
esta conclusão já foi encontrada ainda em outra aplicação do acoplamento qúımico:
[32]. Ademais, estudamos o sistema na presença de um Zeitgeber. Identificamos que
os ciclos ambientais tem grande controle sobre a sincronização interna, permitindo,
por exemplo, que as situações nas quais não apareceram a sincronização em fase
anteriormente, circunstâncias de interações locais, advir o estado coerente após a
comparência desta ação extŕınseca. Consequência acordada com o fenômeno estu-
dado por Pikovsky e colaboradores em [53], na qual osciladores tendem a sincronizar
com forçamentos harmônicos externos. Esta decorrência ocorre para todos os valores
do parâmetro γ considerados.
Para trabalhos futuros pretendemos estudar, no contexto de formações
de padrões, a instabilidade de Turing no cenário de acoplamento qúımico. Aspi-
ramos em um primeiro momento realizar o estudo anaĺıtico linear e as simulações
numéricas, considerando o modelo de Meinhardt e Gierer para as reações qúımicas
locais, para redes unidimensionais. E em um segundo momento aplicar a mesma es-
trutura citada a redes bidimensionais. Também intencionamos conceber a descrição
multioscilatória do NSQ em duas dimensões, trabalho que se encontra em fase de
obtenção de resultados, bem como considerar em nossa estrutura alguns resultados
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emṕıricos ainda não avaliados, como o fato de o ciclo de claridade-escuridão ser
percebido por apenas parte dos neurônios que compões o NSQ e não pela totalidade
das células relógios [42]. Após estes desenvolvimentos, objetivamos reproduzir alguns
fenômenos como, por exemplo, o observado por Nagano e colaboradores [42], no qual
um shift abrupto no ciclo luminosidade-escuridão ocasiona uma dessincronia interna
transiente no núcleo supraquiasmático.
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Apêndice A: Estabilidade Linear e
Linearização
.1 Estabilidade Linear
Seja o sistema linear - seguimos aqui os calculos apresentados em [57] e
[63]:  ẋ = ax+ by = f(x, y)ẏ = cx+ dy = g(x, y) . (1)
Os pontos de equiĺıbrio deste sistema são definidos pela seguinte equação: ẋ = f(x
∗, y∗) = 0
ẏ = g(x∗, y∗) = 0
, (2)
a qual aplicada a equação (1) nos fornece como solução (x∗, y∗) = (0, 0).
Agora, para realizar análise de estabilidade deste ponto fixo, suponha que




que substitúıda na equação (1) se transforma, (a− λ)x0 + by0 = 0cx0 + (d− λ)y0 = 0 . (4)
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Este sistema tem uma solução trivial dada por: (x0, y0) = (0, 0). Essa
solução mostra que tomamos como condição inicial a origem, o sistema sempre per-
manecerá neste ponto para qualquer que seja o valor de t.
Parar encontrar as soluções não triviais das equações determinadas por (4)




















Desta maneira, com esta nova notação, as equações (4) podem ser escritas
em forma de matriz:
(J − λI)x⃗0 = 0, (7)
na qual I é a matriz identidade e λ e x⃗0 são os autovalores e autovetores da matriz
jacobiana respectivamente.
Como nosso objetivo aqui é estudar a estabilidade do ponto de equiĺıbrio
do sistema proposto, a qual é determinada pelo valor dos autovalores da matriz
jacobiana, logo escrevemos a equação que fornece a solução em λ como;
det(J − λI) = 0
⇒
(a− λ)(d− λ)− bc = 0,
portanto
λ2 − Tλ+∆ = 0, (8)
esta relação é conhecida como equação caracteŕıstica do sistema, sendo T e ∆ o traço
e o determinante da matriz jacobiana respectivamente.
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T 2 − 4∆
2
. (9)
A partir deste resultado podemos realizar a análise de estabilidade do ponto de
equiĺıbrio e classificar os posśıveis comportamentos admisśıveis pelo sistema.
.1.1 Classificação dos Pontos de Equiĺıbrio
Como já exposto, a análise de estabilidade do sistema pode ser realizada
através do estudo dos sinais dos autovalores λ1 e λ2, os quais são funções do traço
T e do determinante ∆ da matriz jacobiana. Na realidade, discutiremos apenas três
posśıveis classificações de um ponto de equiĺıbrio, e esta discussão será feita a seguir.
Ponto de Equiĺıbrio Estável
Se T < 0 e ∆ > 0 então pela equação (9) os autovalores λ1 e λ2 terão
a sua parte real maior que zero. Deste modo temos uma situação de estabilidade,
visto que as trajetórias do sistema se aproximam do ponto de equiĺıbrio. Entretanto
esta aproximação pode se dar de duas maneiras diferentes. Se T 2 − 4∆ > 0 então
os autovalores serão números reais e a aproximação se dará exponencialmente, nesta
situação o ponto de equiĺıbrio é um nó estável. Do mesmo modo, se T 2 − 4∆ < 0, o
autovalor será um número com a parte imaginária não nula, assim, as trajetórias se
aproximarão do ponto de equiĺıbrio de maneira oscilatória, neste caso o ponto fixo é
considerado um foco estável.
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Ponto de Equiĺıbrio Instável
Se T > 0 e ∆ > 0, então teremos uma situação de estabilidade, pois os au-
tovalores terão a sua parte real necessariamente menor que zero. O que pela equação
(3) ocasiona uma divergência das trajetórias em relação ao ponto de equiĺıbrio. Aqui,
também temos uma situação parecida com a que ocorreu no caso de estabilidade; se
T 2 − 4∆ > 0, o ponto fixo será um nó instável -as trajetórias se afastam do ponto
de equiĺıbrio exponencialmente. Porém ser T 2 − 4∆ < 0 o ponto fixo é considerado
um foco instável e as trajetórias se afastam do ponto de fixo oscilatoriamente.
Ponto de Equiĺıbrio Sela
Se ∆ < 0 então pela equação (9) os autovalores são reais e tem sinais opos-
tos. Deste modo, pela solução proposta no começo deste caṕıtulo, equação (3), no
espaço de fase teremos uma direção de aproximação do ponto de equiĺıbrio e outra
de afastamento. Nesta situação dizemos que o ponto de equiĺıbrio é um ponto de
sela.
Na figura (1) temos um diagrama que explica de maneira visual os resul-
tados discutidos.
.2 Linearização
Considere o seguinte sistema de equações diferenciais não-lineares ẋ = f(x, y)ẏ = g(x, y) , (10)
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Figura 1: Diagrama das classificações de um ponto fixo em função do traço T e do
determinante ∆ da matriz jacobiana.
a qual supomos ter um ponto de equiĺıbrio P = (x∗, y∗).
Para realizar a análise de estabilidade de um ponto de equiĺıbrio de um
sistema não-linear, estudamos este sistema apenas nas proximidades deste ponto.
Para fazer este estudo então analisamos a variação temporal de uma pequena per-
turbação no ponto de fixo, isto é, considerando δx e δy a perturbação em x e em y
respectivamente, escrevemos:  x = x
∗ + δx
y = y∗ + δy
.
Fazendo δx = u e δy = v, expandimos as funções f(x, y) e g(x, y) em série
de Taylor nas proximidades do ponto de equiĺıbrio, para assim determinar a citada
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evolução temporal das alterações no ponto fixo.



















Como supomos as perturbações δx e δy pequenas podemos desprezar os termos de

























Agora usando a definição da matriz jacobiana, equação (5), podemos es-
crever as equações que determinam a evolução temporal das perturbações como: u̇ = au+ bvv̇ = cu+ dv . (13)
Esta é uma equação linear, desta maneira a análise de estabilidade do
respectivo ponto de equiĺıbrio pode ser feito através da própria análise desenvolvida
no começo deste caṕıtulo.
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Apêndice B: Transformações de
Liénard e Equações de Kronauer
A. M. Liénard estudou o conjunto de equações diferenciais que podem ser






+G(x) = 0, (14)




F (x)dx e v(x) ≡ dx
dt
+H(x) (15)








sendo x e v conhecidas como variáveis de Liénard.
Podemos utilizar a proposta feita por Liénard para demonstrar a equivalência
entre as equações de Kronauer
12
π
















e equação de Van der Pol escrita na forma (igualdade citada no caṕıtulo 6), para o
















x = 0. (18)
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Para realizar tal demonstração partimos da identificação das funções H(x) e v(x),















x = 0. (19)

































































as quais são as equações e Kronauer para o caso B = 0.
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