A Design Science Research to Correct Inherent Biases in Natural Language Applications by Manseau, Jasmin & Mbuko, Ikenna
Association for Information Systems 
AIS Electronic Library (AISeL) 
AMCIS 2020 Proceedings AI and Semantic Technologies for Intelligent Information Systems (SIGODIS) 
Aug 10th, 12:00 AM 
A Design Science Research to Correct Inherent Biases in Natural 
Language Applications 
Jasmin Manseau 
Queens University, jasmin.manseau@queensu.ca 
Ikenna Mbuko 
Queens University, ikenna.mbuko@queensu.ca 
Follow this and additional works at: https://aisel.aisnet.org/amcis2020 
Manseau, Jasmin and Mbuko, Ikenna, "A Design Science Research to Correct Inherent Biases in Natural 
Language Applications" (2020). AMCIS 2020 Proceedings. 17. 
https://aisel.aisnet.org/amcis2020/ai_semantic_for_intelligent_info_systems/
ai_semantic_for_intelligent_info_systems/17 
This material is brought to you by the Americas Conference on Information Systems (AMCIS) at AIS Electronic 
Library (AISeL). It has been accepted for inclusion in AMCIS 2020 Proceedings by an authorized administrator of 
AIS Electronic Library (AISeL). For more information, please contact elibrary@aisnet.org. 
A Design Science Research to Correct NLP Biases 
Americas Conference on Information Systems 1 
A Design Science Research to Correct 
Inherent Biases in Natural Language 
Applications 









Developing natural language applications such as chatbots and intelligent assistants like Alexa, Siri and 
Cortana is currently a significant undertaking of many organizations who are seeking greater customer 
engagement. These applications rely on natural language that learns from human content which is often 
subject to systematic and universal biases such as race and gender stereotypes. These biases can be 
transferred to natural language processing applications which have been found to behave erratically in some 
instances. This unpredictability is linked to the increasing reliance humans place on the recommendations 
provided by these applications. There is a risk of humans circulating false information, which can mislead 
or amplify biases. This research proposes to investigate the impact of machine learning on human biases, 
such as gender and racism that have been systematically present since the emergence of the human corpus 
using design science research. 
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Introduction 
As humans divert and automate interactions towards machine communication, existing systematic biases 
in learning datasets pose an issue. Organizations are in a hurry to create chatbots and AI applications to 
support customers and develop natural language applications to interact with an increasing number of 
tasks. It is well-established that biases such as gender and race exist in language and can be amplified by 
these applications. This is because algorithms trained using historical data may amplify systematic biases 
that are present in the data. Researchers studying biases and systematic issues in datasets that are trained 
in implementing algorithms have highlighted several disconcerting examples emphasizing the ambivalent 
nature of the technology such as issues with making decisions in the judicial systems (Angwin et al. 2016) 
and issues with recruitment of candidates (Datta, Tschantz, and Datta 2015; Lambrecht and Tucker 2018). 
Some of these faulty or clearly problematic applications made headlines with their public failures. The 
Department of Homeland Security inaccurately identified air marshals and young children as potential 
terrorist threats with automated data-matching algorithms (Jacoby 2016). AI applications have defamed 
humans which led to fake news demonstrating racist behaviours (Crawford 2016; Dormehl 2014; Meyer 
2016; Silverman 2016). An image software application developed by Google inaccurately labelled 
individuals with black complexions as gorillas (Kasperkevic, 2015); while a software developed by Nikon 
inaccurately labelled individuals of Asian descent as blinking (Rose, 2010).  
Although it may appear harmless to mislabel images, there is a more profound issue as more algorithmic 
processes are integrated into daily routines. The issue remains that it is difficult for computers to 
understand the finely nuanced points of human language or the complicated meanings of truth. In the end, 
applications that are thought to help may instead mislead, provide inaccurate information, or blatantly act 
unacceptably. 
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This research proposal supports recent efforts to understand biases that are introduced by training datasets 
that may be inherently biased as well as the process of machine learning from these datasets that amplify 
biases. There seems to be a scarcity of research around integrative artifacts that can be used by designers to 
advance the development of natural language applications. Several streams of research focus on developing 
algorithms to improve current understanding, such as removing issues with word embedding (Park, Shin, 
and Fung 2018; Zhao et al. 2018; Zhou et al. 2019) or assessing biases and noises to remove biases from 
datasets (Cowgill 2019). Word embedding has been used by neural network-based approaches where words 
are represented as dimensional vectors and semantically related vectors are closer in proximity (Bengio et 
al., 2003; Collobert and Weston,2008; Mikolov et al. 2013). These streams of research are currently 
disparate, and this research aims to combine the research on word embedding and dataset noise reduction. 
The proposed research focuses on the design science research approach proposed by Hevner et al. (2004) 
and is adapted from Peffers et al. (2007) to respond to this scarcity of integrative designed artifacts. 
In the next section, the paper outlines the design science paradigm as a methodology to provide an 
integrative solution to the ongoing issues of biases inherent in machine learning. Next, we propose a 
framework for design research in natural language processing development of applications. Finally, the 
research paper provides a forthcoming research agenda as well as a conclusion which underlines the main 
potential contributions of this research. 
Design Research Science 
The design of artifacts and its rigorous evaluation has been a topic of lasting study. Early contributions were 
made by Alexander (1964), Walls, Widmeyer, and El Sawy (1992) and Simon (2019). Since then, the design 
science has been expanding and has received extensive attention within the IS community. March and 
Smith (1995) introduced a framework for research that combines the design science activities that build 
and evaluate artifacts with those of natural science that theorize and justify. Another significant 
contribution in IS was provided by Hevner et al. (2004) that stipulates that seven main guidelines drive 
design science in information systems. Hevner et al. (2004) state that design science research establishes 
artifacts that are useful to solve identified problems and that these artifacts are rigorously evaluated for 
their utility and quality (Hevner et al. 2004). Venable (2006) defines the purpose of design research to 
create a theory that is predictive of the effectiveness and efficacy of a technological solution to a known 
problem. Other researchers have presented the process variants of design science (Peffer et al. 2007) and 
specific classes of IS artifact to support knowledge processes (Markus, Majchrzak, and Gasser 2002), 
vigilant executive information systems (Walls et al. 1992) and e- learning systems (Jones and Gregor 2006). 
The research investigates integrative solutions of current research in natural language biases inherited. It 
aims to provide a potential avenue for a solution for the problem of inherent biases. This paper follows the 
guidelines proposed for the design and evaluation of IS artifacts from the literature (Hevner et al. 2004; 
March and Smith 1995; Peffers et al. 2007). 
Research Methodology 
This research applies the approach of the design science research methodology proposed by Hevner et al. 
(2004) that was adapted by Peffers et al. (2007). The research is aligned and adapted with the researched 
activities proposed by Peffers et al. (2007) in order to provide an effective and integrative solution. 
Following the guidelines used by (Peffers et al. 2007), this paper divides the work into six steps presented 
in Figure 1. The current research focuses on step 1 to step 3 and are detailed below. In the first step, the 
problem is identified and clarified from a review of the literature. The second step provides an assessment 
of the objectives for an encompassing solution. A focus on recent advances in the literature is taken in order 
to integrate current research into the paper. The third step proposes a design and development of the 
artifact based on the solution examined in step 2. 
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Figure 1. DRSM Process Adapted from Pfeffer et al. 2007 
Identify Problem, Solution Objective & Design 
Research in the field of machine translation (Prates, Avelar, and Lamb 2019) and dialogue systems 
(Henderson et al. 2018) have highlighted the propagation of biases in natural language generation systems. 
The profession of a software programmer is gender-neutral by definition, yet a model trained on a body of 
work derived from news articles may associate the profession closer to the male gender. This is a low-level 
example of language nuance that is clear to humans but needs to be refined by algorithms. Furthermore, 
changes that superficially resemble an enhancement in algorithm prediction can bolster deeply held biases 
(Agrawal, Gans, and Goldfarb 2019), especially if the goal of the developer is to modify training data to be 
more accommodating to their own research which as a result creates dataset biases. 
The literature has demonstrated the importance of understanding human biases in different domains such 
as in the court system (Angwin et al. 2016) and within recruitment (Datta et al. 2015; Lambrecht and Tucker 
2018). These studies investigate the impact of biases in applications across a wide range of domains. Other 
researchers proactively develop applications to address biases such as word embedding, which have been 
shown to retain gender bias from the corpus used to train them (Caliskan, Bryson, and Narayanan 2017) or 
the use of noisy historical datasets to allow for the removal of biases (Cowgill 2019). The issue is that these 
articles are specific within their area of research and far less research has taken an integrative approach to 
develop an artifact that will aim at collecting and aggregating the recent advances in battling biases in 
datasets.  
In terms of solution objective, the literature review highlights that it needs to be integrative. Researchers 
are operating around specific areas of research such as gender biases (Lambrecht and Tucker 2018), 
linguistic challenges around translation and second languages (Prates, Avelar, and Lamb 2019), as well as 
semantics (Caliskan, Bryson, and Narayanan 2017). The solution will be an integrative approach that takes 
the best component of current research and proposes an encompassing design. The review of the literature 
highlighted possible theories that could be leveraged during the solution objective definition stage. The 
literature on surveillance could provide a theoretical framework for the artifact. 
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Next Steps: 
The next step will include the refinement of the solution objectives as well as the design and development 
of the artifact. The artifact developed in this paper will be assessed with a benchmark that follows other 
analyses on biases (Bolukbasi et al., 2016; Caliskan et al., 2017) by using an approach that leverages a set of 
nouns including work occupations and gender definition words as a baseline. The evaluation will proceed 
next to compare the artifact with the objectives identified and ensure a fit between the solution and the 
objectives. Parameters for assessment will be developed as the research evolves and the results will be 
discussed and presented to the academic community. 
Contribution 
This paper aims to provide a purposeful artifact to take biases into account for the development of chatbots 
and AI applications. Due to the challenges surrounding machine learning, this research should be relevant 
to the domain of customers and for organizations considering the deployment of intelligent employee 
assistants. The current research will undergo a rigorous research process by applying the design science 
research methodology by Peffers et al. (2007) and reviewing the extant literature to identify the problem of 
interest. Another potential contribution of this proposed research is the cross-disciplinary integration of 
the body of research around linguistics, computer science, information systems, engineering that can 
improve applications and their development in other fields. 
Limitations 
The proposed approach investigates the recent literature and conference proceedings to identify a subset of 
solutions that are currently being investigated. This research does not claim to provide a strict exhaustive 
review of the solutions investigated in the literature towards solving biases in machine learning, but rather 
an initial attempt at consolidating the work of current researchers. The focus is on systematic biases such 
as race and gender, but other biases may also exist, for example, towards the environment or other living 
entities such as animals. Additional research into systematic biases, as well as newer machine learning 
algorithms are warranted. 
Future Research & Conclusion 
The next step involves developing and evaluating an artifact based on the theoretical foundations proposed 
by Hevner et al. (2004). Nevertheless, we suggest further research to consolidate the separate streams of 
research in biases within the field of natural language processing. We suggest testing a refined solution 
using specific case studies in real-world applications to extend the viability of the proposed solution. A 
short-term plan and long-term plan could expand the discipline towards a design science program for 
addressing the biases in NLP. 
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