We prove a Hopf bifurcation theorem in Hilbert spaces for abstract semilinear equations, which improves a classical result by Crandall and Rabinowitz in the case where basic spaces are Hilbert spaces.
Introduction
We consider the next abstract semilinear equation in Hilbert spaces:
(1.1) u t = Au + h(λ, u),
where the linear operator A and the map h are described in Section 2 below.
We prove the Hopf bifurcation theorem in Hilbert spaces for the equation (1.1), which provides a criterion for the Hopf bifurcation to occur. Our main theorem (Theorem 2.2 below) is regarded as an improvement of a now classical result [CR2, Theorem 1.11 ] by
Crandall and Rabinowitz in the case where basic spaces are Hilbert spaces. Actually, the assumptions of our main theorem (Theorem 2.2) are weaker than those of [CR2, Theorem 1.11] . Our result has the following features:
• We do not assume that A generates a C 0 -semigroup.
• We do not assume that A has compact resolvents.
These contributes to wider applications (see Section 5 below). Actually, our Theorem 2.2 is applicable to the Cauchy problem for a system of semilinear heat equations though [CR2, Theorem 1.11] is not.
The plan of our paper is the following. In Section 2 we describe our main results and discuss the feature of our results. We describe some preliminary results to prove our main results in Section 3. We prove our main result in Section 4. In Section 5 we present a concrete example. In Section 6 we show that our abstract bifurcation theorem (Theorem 3.1 below) leads to [CR2, Theorem 1.11] .
In a near future work we prove a Hopf bifurcation theorem in UMD Banach spaces, which is in a sense a generalization of the present work.
The Hopf bifurcation theorems in infinite dimensions
In this section we present a new bifurcation theorem (Theorem 2.2 below), which is an infinite dimensional version of the classical Hopf bifurcation theorem.
Let V be a real Banach space and V c = V + iV be its complexfication. Let A be a We consider the equation (1.1). First we describe a known result [CR2, Theorem
1.11]. We assume the following conditions (H1) -(H4).
(H1) The operator A is the generator of a C 0 -semigroup on V , (H2) exp(tA c ) is a holomorphic semigroup on V c , (H3) The resolvent (z − A c ) −1 is compact for any z ∈ ρ(A c ).
It follows from (H1) and (H2) that if r > Re z for all z ∈ σ(A c ), then the fractional power (r − A) α are defined for α ≥ 0. We can define the Banach space V α ⊂ V with norms · α
(H4) There exist an α ∈ [0, 1) and an open neighborhood Ω of (0, 0) in R × V α such that
We also assume the following (B1) -(B3):
(So, by the implicit function theorem, A c + h u (λ, 0) has an eigenvalue µ(λ) ∈ C and eigenfunction ψ(λ) ∈ D(A c ) corresponding to µ(λ) for any λ in a small neighborhood of 0 such that µ(0) = i and that µ(λ) and ψ(λ) are functions of class C 2 ), (B2) (Transversality condition of eigenvalues) Re µ Here, we omit the description in [CR2, Theorem 1.11] on the uniqueness of the branch of bifurcating periodic solutions.
Next, we state our new results. We consider the case in which V is a real Hilbert space and 0 ∈ ρ(A c ). We define the real Hilbert space U := D(A) ⊂ V with the norm
We set the real Hilbert spaces X and Y by (2.1)
Here,
We assume (B1) -(B3) and the following (K1), (K2-1) -(K2-4):
There is an open interval K in R such that 0 ∈ K and h is a map from K × U to V .
For any (λ, u) ∈ K × X, we set [h(λ, u)](t) := h(λ, u(t)) for a.e. t ∈ (0, 2π).
We define the map Φ :
Remark 2.1. We can regard U (resp. V ) as the closed subspace of X (resp. resp. Y ) which consists of constant functions in X (resp. Y ). Then, we verify that (K2-3) implies
and so on for λ ∈ K, u, v, w ∈ X and a.e. t ∈ (0, 2π).
In what follows we simply denote (K2-1) -(K2-4) by (K2). Proposition 2.1 is a short version of our main result Theorem 2.2 below, which shows that the branch of bifurcating periodic solutions are unique in a neighborhood of (λ, u) = (0, 0).
Next, we make preparation to state our main result.
Let m ∈ Z, n ∈ N and u ∈ V c . We write e m (t) := e imt , c n (t) := cos nt and s n (t) := sin nt for t ∈ R. We denote (u ⊗ e m )(t) := ue m (t) = ue imt (t ∈ R). Similarly, (u ⊗ c n )(t) := u cos nt and (u ⊗ s n )(t) := u sin nt (t ∈ R) .
For simplicity, we set f (λ, u) = Au + h(λ, u). If u(t) is a 2π-periodic solution of the next equation:
then u(t/(σ + 1)) is a 2π(σ + 1)-periodic solution of (1.1). We set X 1 := {u ⊗ c 1 + v ⊗ s 1 ; u, v ∈ U} as a subspace of X. We define the translation operator τ θ by (τ θ u)(t) := u(t − θ) for any θ ∈ R.
Theorem 2.2. We assume all conditions in Proposition 2.1. Then, there exist a, ε > 0,
is a solution of (1.1) of period 2π(σ + 1), |λ| < ε, |σ| < ε,ṽ ∈ X and ṽ X < ε, whereṽ(t) := v((σ + 1)t) for t ∈ R, then there exist α ∈ (0, a) and θ ∈ [0, 2π)
such that (λ, σ) = ζ(α) and v((σ + 1)t) = αu ⋆ (t + θ) + αη(α)(t + θ) for any t ∈ R.
Remark 2.3. In our Theorem 2.2 we do not need the compact resolvent condition (H3).
This contributes to wider applications. See concrete examples in Section 5.
At the end of this section we explain the feature of our proof of Theorem 2.2, which is described in Section 4. CR2] adapted this way by using the semigroup theory. Another is to reduce the problem to a finite-dimensional problem by using the Lyapunov-Schmidt method, the center manifold theorem and so on (see e.g. [Kie] , [LMR] ). Alternatively, we reduce our problem to the analysis on two infinite-dimensional spaces by using our Theorem 3.1 mentioned above. Actually we can express X (the real space of 2π-periodic V -valued functions defined in (2.1)) as the direct sum of a low-frequency subspace and a highfrequency subspace. We reduce our problem to the analysis on each subspace. Analysis on the low-frequency subspace is as follows: The complex space V c and the real space of V -valued simple harmonic oscillation are isomorphic as real linear spaces (see Proposition 3.1 below). The seemingly difficult points of analysis for the low-frequency subspace can be reduced to the linear algebraic properties of the isomorphism. This analysis is so simple that it always works well without the choice of functional spaces. Indeed it works well even if V is a general Banach space. On the other hand, the analysis on the high-frequency subspace is based on the Fourier analysis. Whether it works well or not seems to depend much on the choice of functional spaces. We need here our technical assumption that V is a Hilbert space.
Preliminary results
To begin with, we describe [K3, Theorem 3] 
We define H :
) and e 1 := (1, 0). We define G :
.
We set Z := {u ∈ X ; l 1 u = 0} .
Remark 3.1. The system such as H(Λ, u) = 0 and G(Λ, u) = 0 above is called a extended system in general in the field of numerical analysis (see e.g. [K3] ). In addition to the assumptions above we assume that there exists u ⋆ ∈ O such that (3.2) the extended system H(Λ, u) = 0 has an isolated solution (Λ, u) = (0, u ⋆ ).
Then there exist an open neighborhood
Remark 3.2. To show that the Hopf bifurcation actually occurs for given concrete examples, Theorem 3.1 is often more practical than Proposition 2.1. See e.g. [K3] .
In what follows in this section, we use the same notation in Section 2. We set
for any ψ ∈ V c and T 1 :
In view of (3.4) the following result clearly holds: (ii) The operator L 1 | U c : U c → X 1 is isomorphic as a real linear operator from U c to X 1 .
Here, we regard U c as a real linear space.
Proof. We easily verify from Proposition 3.1 (ii) that if w ∈ X 1 then there exists a unique ψ ∈ U c such that w = L 1 ψ and
Then, w ∈ X 1 . So, there exists a unique ψ ∈ U c such that
Conversely, let w ∈ N (T 1 ). Then, there exists a unique ψ ∈ U c such that
(ii) Simple argument by linear algebra leads to the desired conclusion, as in the proof of (i). So, we leave the proof to the reader.
(ii) We immediately obtain the desired conclusion from (i) and Proposition 3.2 (i) .
Proof of Theorem 2.2
Let X and Y be real Hilbert spaces defined by (2.1). We denote the n-th Fourier
We set (4.2) X 0 := U and X ∞ := {ϕ ∈ X ;φ(n) = 0 for n = −1, 0, 1} as closed subspaces of X,
as closed subspaces of Y .
Proof of Theorem 2.2. We apply Theorem 3.1. We use the notation in Sections 2 and 3. We denote
. By the assumption (B1) in Section 2, there exists ψ ⋆ ∈ N (i − A c ) − {0} . Then, Re ψ ⋆ and Im ψ ⋆ is linearly independent in U.
Y be the operator defined by (3.1). Then, by (K2-4) and
Then, we have
and T := DH ⋆ | X∞ : X ∞ → Y ∞ are well -defined by Remark 2.1 and that DH ⋆ = S ⊕ T .
We note that T u = u t − Au for any u ∈ X ∞ . In view of the below Lemma 4.1 and Lemma 4.2, DH ⋆ is bijective. So, by Theorem 3.1 (λ, u) = (0, 0) is a Hopf bifurcation point and there exist an open neighborhood W of (0,0) in R 2 × X, a ∈ (0, ∞) and functions , a) , Z) such that ζ(0) = 0, η(0) = 0 and (3.3) holds.
Here, Z := {u ∈ X ; l 1 u = 0}. So, (a) holds.
Next, we show the following (4.5) in preparation to prove (b) and (c).
We set U(α) := αu ⋆ + αη(α) ∈ X for any α ∈ (−a, a). We define
we easily verify from commonly used argument by contradiction that
which implies (4.5).
By (4.5), ζ ′ (0) = 0. So, (b) holds. Finally, we show (c). Let ε be a positive constant such that if (λ, σ, w) ∈ R 2 × X satisfies |λ| < ε, |σ| < ε and w X < ε then (λ, σ, w) ∈ W . Now, let (λ, v) be a solution of (1.1) of period 2π(σ + 1), |λ| < ε, |σ| < ε,ṽ ∈ X and ṽ X < ε, whereṽ(t) := v((σ + 1)t) for t ∈ R. For simplicity, we set (p, q) := lṽ = (l 1ṽ , l 2ṽ ). First we consider the case: q = 0. Then (λ, σ,ṽ) ∈ W is a solution of G(Λ, u) := (l 2 u, g(Λ, u)) = 0. By Theorem 3.1 there exists α ∈ (−a, a) such that
of (4.5) and τ π u ⋆ = −u ⋆ .
Next, we consider the case: q = 0. There exists θ ∈ (0, 2π) such that e iθ = (p − iq)/ p 2 + q 2 . Then, l 2 τ θṽ = 0 and (λ, σ, τ θṽ ) ∈ W is a solution of G(Λ, u) = 0. So, the present case is reduced to the case: q = 0. Therefore, (c) holds.
In the above proof, we use the following two lemmas:
Lemma 4.1. The operator S is bijective.
Lemma 4.2. The operator T is bijective.
Proof of Lemma 4.1. By (B1), Remark 2.1 and the implicit function theorem (see e.g. [CR1, Theorem A]) f u (λ, 0) has an eigenvalue µ(λ) ∈ C and an eigenfunction ψ(λ) ∈ U c corresponding to µ(λ) for any λ in a small open interval
We set p := Re µ ′ (0) ( = 0 by (B2)), q = Im µ ′ (0) and u ♯ := L 1 ψ ′ (0) ∈ X 1 . It follows from (4.6) and Proposition 3.3 that
Let u 0 ∈ X 0 , u 1 ∈ X 1 and u = u 0 + u 1 . In view of (4.4) and (4.7), we have
By (B1), we have R(i − A c ) ⊕ span{ψ ⋆ } = V c . It follows from Proposition 3.1 (i), Proposition 3.2 (ii) and Proposition 3.3 that
First, we show that S is one to one. Let S(λ, σ, u) = 0. It follows from (B2), (4.8), It follows from (4.11), (B1) and (d, ψ ⋆ ) Uc = 1 that ψ 1 = 0, which implies u 1 = 0. So, S is one to one.
Next, we show that S is onto. Let (a, b, y 0 ,
there exists x 0 ∈ X 0 such that −Ax 0 = y 0 . By (4.9) there exist w ∈ R(T 1 ) and (γ, δ) ∈ R 2 such that (4.12) w + γu ⋆ + δAu ⋆ = y 1 .
We set λ 0 := −γ/p and σ 0 := −δ+γq/p. There exists v 1 ∈ X 1 such that
Let (α, β) := lv 1 ∈ R 2 and
and Proposition 3.3 (ii), we have Au ⋆ = L 1 (iψ ⋆ ) ∈ N (T 1 ). So, lAu ⋆ = (0, −1). It follows from lu ⋆ = e 1 , Proposition 3.2 (i), (4.8) and (4.12) that S(λ 0 , σ 0 , x 0 , x 1 ) = (a, b, y 0 , y 1 ).
Therefore, S is onto.
Proof of Lemma 4.2. Let X := (X ∞ ) c and Y := (Y ∞ ) c (i.e. X and Y be the complexification of X ∞ and Y ∞ , respectively.) It suffices to show that T c : X → Y is bijective.
Let z ∈ Y. Then, z = |n|≥2 p n ⊗ e n in Y, where p n :=ẑ(n). It suffices to show that the following equation (4.13) has a unique solution in X :
If a solution of (4.13) exists, we obtain formally from the Fourier analysis that u = |n|≥2 q n ⊗ e n , where q n := (in − A c ) −1 p n . The proof is complete if we show u ∈ X , i.e.
(4.14)
It follows from (K1) that
By (4.15), (4.16) and Parseval's identity we have (4.14).
An example
In this section we freely use the notation used in Section 4. We consider the following Cauchy problem:
Here, ρ and κ are functions on R defined by ρ(x) := 2 tanh 2 (x/2) − 1 /4 and κ(x) := sech (x/2).
For the equation (5.1) the branch of periodic solutions (u, v) = (u λ , v λ ) (λ > 0)
bifurcates at λ = 0 from the branch of trivial solutions. Here, u λ (x, t) := √ λ κ(x) cos t and v λ (x, t) := √ λ κ(x) sin t . 
. We define A : V → V and A k : V → V (k = 0, ∞) by the following:
. By the Sobolev embedding theorem,
. So, we can well define the map h :
Thus, (K2 -1) holds. The real Hilbert spaces X and Y are defined by (2.1).
We explain the correspondence between the present example and the description in Section 4. We define u ⋆ ∈ X 1 by u ⋆ (x, t) := (κ(x) cos t, κ(x) sin t) and ψ ⋆ ∈ U c by
We verify that u ⋆ ∈ N (T 1 ) and ψ ⋆ ∈ N (A c −i) (see Proposition 3.2 (i)). We set ζ(α) = α 2 , σ(α) ≡ 0 and η(α) ≡ 0 for α ∈ R. Then, we verify that (λ, σ, u) = (ζ(α), σ(α), αu ⋆ + αη(α)) is a solution of (2.4).
In order to verify the applicability of our Proposition 2.1 to (5.1) we describe the outline of the derivation of (K1), (K2), (B1)- (B3) in what follows in this section.
Derivation of (K2) We showed that (K2 -1) holds. We set
. We use the Gagliardo-Nirenberg interpolation inequality:
L 2 (R) for any φ ∈ H 1 (R) and the embedding inequality from
Here, C 1 > 0 is a certain constant independent of u. It follows from (5.4), (5.5) and
Hölder's inequality that if f, g, h ∈ X then f gh ∈ Y with the estimate
Here, C 2 := C 2/3 1 > 0. In particular, if u ∈ X then u 3 ∈ Y. So, (K2 -2) holds. In the present case the map Φ :
We omit the derivation of (K2 -3) and (K2 -4) since it is not difficult by using (5.6).
Next, we make preparation to derive (B3) and (K1):
Lemma 5.1. The following holds:
Proof. Since A 0 is a real operator, it suffices to prove (i) and (ii) only for k ≥ 0. (i) Let k = 0 or k ≥ 2. We consider the following equation:
For any given (γ, ω) ∈ V c this equation has a unique solution (φ, ψ) ∈ U c such that
By Schwarz inequality
We verify that J(k, ξ) ≤ 1 for any ξ ∈ R. So, we have the desired result.
(ii) Let k ≥ 4. Then, we verify that J(k, ξ) ≤ 2/k 2 for any ξ ∈ R. By this and (5.10),
we have the desired result.
Derivation of (B3) and (K1) We define B ∈ L(V ) by B(φ, ψ) = −(ρφ, ρψ) for (φ, ψ) ∈ V . Then, we have 
In view of this estimate and (B3), we obtain (K1).
We make preparation to derive (B1).
Proof. (i) Step 1. By using the Fourier analysis as in the proof of Lemma 5.2 (i), we verify that for any (γ, ω) ∈ V c the equation
Step 2. By Step 1, A ∞ c − i is a Fredholm operator of index 0. We defineÂ,Â ∞ ∈ L(U, V ) byÂφ = Aφ for φ ∈ U and byÂ ∞ φ = A ∞ φ for φ ∈ U. In order to complete the proof it suffices to show thatÂ c − i is a Fredholm operator of index 0. We denote by χ R the identity function of (−R, R) for R > 0. Let g(x) := −{1 − tanh 2 (x/2)}/2. We define (ii) We consider the following equation:
(5.11) (A c − i)(φ, ψ) = (0, 0).
Let H := {(φ, ψ) ∈ {C 2 (R)} 2 ; (5.11) holds} be a complex linear space. We note that
Let H 1 and H 2 be subspaces of H defined by
Then we verify dim H = 4 and dim H 1 = dim H 2 = 2 from the foundational theorem on existence and uniqueness of solutions for ODEs and standard techniques on ODEs. Actually we have H = H 1 ⊕ H 2 since four vectors (1, 0, ±i, 0) and (0, 1, 0, ±i) are linearly independent and two solutions satisfying (φ(0), φ
(resp. (1, 0, i, 0), (0, 1, 0, i)) belong to H 1 (resp. H 2 ). We note that φ = (φ, −iφ) ∈ H 1 , ψ = (ψ, iψ) ∈ H 2 and φ + ψ = (φ + ψ, i(ψ − φ)) ∈ U c implies φ, ψ ∈ H 2 (R) and φ, ψ ∈ U c .
Combining this and ψ ⋆ ∈ H 1 ∩ U c , the proof is complete if we show that H 1 ⊂ U c and H 2 ∩ U c = {0}. First, we show H 1 ⊂ U c . To this end, it suffices to show that there exists z = (z, −iz) ∈ H 1 such that (5.12) z(x) ≥ w(x) := e x/2 + 1 for any x ≥ 6.
We verify that w ′′ (x) − ρ(x)w(x) = −(1/16)(e x + e −x − 8e x/2 − 6) sech 2 (x/2) < 0 for any x ≥ 6. Let z be a solution of z ′′ − ρz = 0 satisfying the initial condition: z(6) = w(6) and
By φ ′ (6) > 0 and the maximum principle, φ(y) achieves the maximum value at y = a on the interval [6, a] . So, φ(y) is actually monotone increasing for y ≥ 6 and (5.12) holds.
Therefore,
We verify from the standard Fourier analysis that for any given ψ ∈ L 2 (R) the equation H ∞ φ = ψ has a unique solution φ ∈ H 2 (R) such that 
Derivation of (B1)
It suffices to show that i is the simple eigenvalue of A c . In view of Lemma 5.2, the proof is complete if we show ψ ⋆ ∈ R(A c − i). We proceed by contradiction. Suppose
Derivation of (B2)
As in the proof of Lemma 4.1, it follows from (B1), Remark 2.1 and the implicit function theorem that A c + λκ 2 has an eigenvalue µ(λ) ∈ C and eigenfunction ψ(λ) ∈ D(A c ) corresponding to µ(λ) for any λ in a small neighborhood of 0 such that µ(·) and ψ(·) are functions of class C 2 with µ(0) = i and ψ(0) = ψ ⋆ . It follows from (4.6) that
So, µ ′ (0) > 0.
Final remarks
In this section, we show that our Theorem 3.1 (abstract bifurcation theorem) leads to Theorem 2.1 ([CR2, Theorem 1.11]).
Sketch of the proof of Theorem 2.1 based on Theorem 3.1. We use the notation introduced in Section 2. We set X := C 2π (R, V α ) and
. Let ε > 0 be a constant and O be an open neighborhood of 0 in X such that |λ| < ε and v ∈ O implies (λ, v(t)) ∈ Ω for any t ∈ R.
We set J := (−ε, ε) × R. We denote S(t) := e tA . We define the map g : J × O → Y by We verify from (H4) that g(Λ, 0) = 0 for any Λ ∈ J. As in Section 4, we choose ψ ⋆ ∈ N (i − A c ) − {0} and u ⋆ := Re(ψ ⋆ ⊗ e 1 ) ∈ X . Then, u ⋆ (0) ∈ N (I − S(2π)) − {0}
by Proposition 3.1 (ii) and Proposition 3.2 (i). We assume without loss of generality that u ⋆ ∈ O since we can originally choose ψ ⋆ such that ψ ⋆ is sufficiently small. Let and ·, · denotes the pairing between V * and V . We define l = (l 1 , l 2 ) ∈ L(X , R 2 ) by l j u := x * j−1 , u(0) (j = 1, 2) for u ∈ X and H : J × X → R 2 × Y by (3.1).
As in the proof of Theorem 2.2 (see Section 4), it suffices to show (3.3) in order to apply Theorem 3.1 to obtain the desired conclusion. By (6.2), lu ⋆ = e 1 . It follows from [CR2, By (6.4) we have the below Lemma 6.1 and Lemma 6.2, which implies the bijection of DH 0 . Therefore, we have the desired conclusion.
Lemma 6.1. DH 0 is one to one.
Proof. Let DH 0 (Λ, u) = 0. Then, clearly u ∈ W . So, (Λ, u) ∈ R 2 ×W and G(Λ, u) = 0.
Therefore, in view of (6.4), we have (Λ, u) = 0.
Lemma 6.2. DH 0 is onto. 
