We propose a novel ensemble calculation method for Navier-Stokes equations subject to various initial conditions, forcing terms and viscosity coefficients. We establish the stability of the scheme under the CFL condition that is same as the single viscosity coefficient case. Moreover, we extend the ensemble calculation method to problems with open boundary conditions, with provable energy stability.
Introduction
We consider J Navier-Stokes equations subject to perturbed initial conditions u 0 j , body forces f j and viscosity coefficients ν j :
∇ · u j = 0 in Ω,
u j = 0 on ∂Ω,
ν j , the following scheme was studied:
∇ · u n+1 j = 0 in Ω.
Although, the resulting linear system is independent of the ensemble member j, the stability of the scheme holds, besides a timestep restriction, under an additional assumption:
One can easily construct an example where this condition would be violated. For example, assuming J > 2, and that viscosities are numbered in the increasing order, no µ satisfying (7) exist, if one chooses ν J > 2
In this work, we consider a different treatment of the diffusive term which allows to avoid any restriction on the viscosity coefficients, cf. Theorem 7. We also extend the ensemble scheme to problems with open boundaries. To this end, we decompose the boundary ∂Ω into Dirichlet boundary Γ D and open boundary Γ N . We further partitition Γ N boundary into the outflow and backflow regions:
where Γ + j,N := {x ∈ Γ N : (u j · n) (x) > 0} and Γ − j,N := {x ∈ Γ N : (u j · n) (x) ≤ 0} .
On Γ N , we assume the following energy stable boundary condition:
(−ν j ∇u j + p j I) n = (u j · n) u j 2 (H (u j · n) − 1) + L∂ t u j (8) where n denotes the unit normal on the boundary, H is the Heaviside function and L is the characteristic length scale. One can recognize that (8) , up to the the factor L, is same as the the convective-like open boundary condition proposed in [15] . Using L instead of the original constant ν U allows us to obtain a stability bound with a favourable constant. In this presentation, we restrict the analysis to the constant viscosity case. One important example of the non-constant viscosity occurs when the eddy viscosity hypothesis is applied for the ensemble of Re 1 flows. The schemes we propose can be easily extended to this case as well, when combined with the nonlinear filter based stabilization method of [23]. This paper is arranged as follows. Section 2 contains the preliminaries and notations. Section 3 presents the weak formulations of the Algorithms. Sections 4 proves energy stability, and Section 5 contains numerical experiments. The last section gives a conclusion of the studies.
Preliminaries
Given ensemble g 1 , ..., g J of a quantity g, we define the fluctuation in j−th member as g j = g j − g, and its l ∞ norm by
The L 2 (Ω) norm and inner product will be denoted by · and (·, ·), while the L ∞ norm over a domain γ will be denoted as · ∞,γ . For simplicity of the presentation, we assume no-slip boundary condition on Γ D . In this setting, the appropriate velocity and pressure spaces are defined as
We use as the norm on X and X D , the seminorm ∇v L 2 . The space of divergence free functions is given by
The dual spaces X * = H −1 (Ω) and X * D = H −1 D (Ω) are equipped with norms
where ·, · refers to duality pairings. We denote conforming velocity, pressure finite element spaces based on an edge to edge triangulations (tetrahedralizations) of Ω (with maximum element diameter h) by
We assume that X h , Q h satisfy the usual inf-sup stability condition [22] . The space of discrete, weakly divergence free functions is given by
The trilinear term is denoted by b(u, v, w) = (u · ∇v, w).
In discrete setting, b(u, v, w) must be skew-symmetrized to ensure energy stability of the scheme. There are multiple variations discussed in the literature, cf.
[21] for one recent result. In our analysis and numerical tests, we will make use of the following skew-symmetrization of b(u, v, w):
For the implementation of the open boundary conditions, we introduce another trilinear term:
ε 1 and U 0 is a reference speed. We note that for the problems with open boundaries, b 1 (·, ·, ·) is more accurate than another commonly used skew-symmetrization
in a sense that, if u ∈ X D , divergence free and v ∈ X D , then
We will also make use of the Gronwall's Lemma.
Lemma 1 (Gronwall's inequality.) Assume {a n }, {b n } are nonnegative sequences, c > 0 and a n ≤ c + 0≤k<n a k b k for n ≥ 0.
Then a n ≤ c
3 Numerical schemes
First order schemes
For the case of the pure Dirichlet boundary condition, our first order algorithm approximating (1)-(4) takes the following form.
for all v h ∈ X h and q h ∈ Q h .
Now we turn to the case with outflow boundary. To this end, we first derive the weak formulation of the continuous system (1)-(4) under the following perturbation of the open boundary condition (8) for the ensemble case:
Then the weak form takes following form:
To derive the scheme for the ensemble calculation, we treat both nonlinear term and the viscous term as in Algorithm 1:
Algorithm 2 Given J initial velocities u 0 j ∈ V , forcing terms f j ∈ X * D and viscosities ν j , a time step ∆t > 0, find (u n+1 j,h , p n+1 j,h ) ∈ (X D,h , Q h ), n = 0, 1, ..., N − 1 satisfying
Another scheme can be derived by replacing
Note that we set L = 0 in this case, as this term is not necessary for proving the stability in this case.
Second order schemes
Denoting E n j,h := 2u n j,h − u n−1 j,h , we immediately obtain the second order extensions of the Algorithms 1-3.
Algorithm 5 Given J initial velocities u 0 j ∈ V , forcing terms f j ∈ X * D and viscosities ν j , a time step ∆t > 0, find
for all v h ∈ X D,h and q h ∈ Q h .
All the Algorithms 1-6 give rise to a matrices that are independent of the ensemble member, and thus require that only a single coefficient matrix is stored along with J right-hand sides at each time step. The resulting linear systems could be solved efficiently using solvers for systems with multiple right-hand sides, cf. [19, 20] .
Theoretical resutls
In this section we prove the stability results for the numerical schemes. We are able to show energy stability under timestep conditions for the first order schemes. However, we were not able to prove the stability results for the second order methods without restrictions on the viscosities, similar to (7), or with very pessimistic exponential bound. The main difficulty here is the fact that (∇∂ tt u, ∇u) term is neither purely energy contributing term nor its purely dissipative. Nonetheless, the numerical experiments show that the numerical schemes are energy stable under the same CFL conditions as those of first order schemes.
Stability with homogeneous Dirichlet boundary conditions
In this subsection, we consider the Γ N = ∅ case, and we will establish the stability under a time step condition:
for the Algorithm 1.
If for each time step n ≥ 1, the condition (24) holds, then the solutions to Algorithm 1 satisfy
Proof Choose v h = u n+1 j,h in (9), q h = p n+1 j,h in (10) and add them to get
Applying the polarization identity gives
It remains to bound the terms on the right hand side. Using the generalized Hölder's and Young's inequalities, we obtain
is the Poincaré's constant ( [16, pg. 22] ). Further, we get
and
Combining (27) 
Under the CFL condition (24), the last term on the left hand side of (31) is nonnegative and summing over the timesteps completes the proof.
Remark 1
We can obtain an improved stability bound
if we assume the following, slightly restrictive timestep condition
Stability with outflow boundary conditions
Now we consider the case of Γ N = ∅. The stability for the Algorithm 2 holds under the following two timestep conditions
where λ 1 > 0 is the smallest eigenvalue of the mixed Dirichet-Neummann spectral problem −∆u = λu in Ω, 
Proof Choose the test functions v h = u n+1 j,h , q h = p n+1 j,h , and add the equations (14)- (15) . The first nonlinear term becomes
and similarly,
Taking (38)-(39) into account gives
The first two terms on the right hand side and b 1 u n j,h , u n j,h , u n+1 j,h − u n j,h are treated as in the proof of Theorem 7. As for the b 2 u n j,h , u n j,h , u n+1 j,h − u n j,h , we apply Cauchy-Schwarz to get
The last bounded has been obtained under (35). Putting everything together and summing over the timesteps yields
Gronwall's inequality completes the proof. If for each time step n ≥ 1, the condition (43) holds, then the solutions to Algorithm 3 satisfy
Proof The proof is very similar to that of Theorems 7-41. The only difference is bounding the b 3 (·, ·, ·) term:
Convergence with homogeneous Dirichlet boundary conditions
Convergence for the case of ν j = ν has been already been considered in the literature [9] , and the effect of additional viscous terms are straightforward to analyze.
Theorem 8 Let (X h , Q h ) = (P 2 , P 1 ), be a Taylor-Hood pair. Assuming enough smoothness on the exact solution and the timestep condition (33), the velocity error e n j := u j (x, t n ) − u n j,h in the Algorithm 4 satisfies the following error estimate:
Numerical Experiments
The simulations are performed using the FreeFem++ [17] package, with the (P 2 , P 1 ) used to approximate the velocity and pressure spaces, respectively. We only tested second order schemes. For the CFL conditions, we use the respective conditions for the first order schemes, replacing u n j,h with E n j,h . All the linear systems are solved using direct solvers. In the last two channel flow examples, for Algorithm 5, we tested few different values of L. Namely, we set L = τ D, where τ ≤ 1, and D is the inlet diameter of a channel. Larger values of τ altered the solution qualitatively near the outlet, as was also observed in [15] , and therefore we used τ = 0.01 in both cases. 
Convergence study
We first confirm the predicted convergence rates, and also compare the accuracy of our scheme to independent simulations. For this problem, we take domain Ω = (0, 1) 2 , viscosity ν = 1 and final time T = 1. We generate perturbations using
, p = (x + y − 1) sin(t).
Picking the perturbation parameter ε = 10 −2 , we consider two Navier-Stokes equations, whose solutions and source terms are u 1,2 = (1 ± ε)u, p 1,2 = (1 ± ε)p, f j = ∂ t u j + u j · ∇u j − ν j ∆u j + ∇p j , j = 1, 2, with ν j = (1 ± ε)ν.
Since the solutions are exact in space, the dominant source of the error will be temporal. Here we fixed the mesh size h = 1 15 and refine the time step ∆t. The errors are reported in the Table 1 and 2, which show the expected second order convergence rate, and almost the same accuracy between ensemble and sequential methods. In the tables, the tilde notation refers to independent simulations.
Flow around a cylinder
We test our Algorithms 5-6 on a two dimensional channel flow around a cylinder, a well-known benchmark problem taken from Shäfer and Turek [18] . The flow patterns are driven by the interaction of a fluid with a wall which is an important scenario for many industrial flows. The domain for the problem is a 2. The quantative results for this problem with ν = 1 1000 are given in [10] and [11] under Dirichlet outflow and do-nothing outflow conditions, respectively. Here we chose three ensemble members with viscosities as ν 1 = 1 1000 , ν 2 = 1 900 , ν 3 = 1 800 and compare the results of the ν 1 case with the reference values. The mesh used in the simulations is shown in Fig. 1 with diameter h = 0.0216741. The smallest eigenvalue of the Dirichet-Neumann problem (36) is computed to be λ 1 = 59.3467. We started all cases with the time step ∆t = 0.004. Stability is checked according to the inequalities (34)-(35) for the Algorithm 5, and (43) for the Algorithm 6. If it is violated, the time step is halved. In our simulations, the final value of ∆t was 0.001 for both algorithms. We compute values for the maximal drag c d,max and lift c l,max coefficients on the cylinder boundary, and the pressure difference ∆p(t) between the front and back of the cylinder at the final time T = 8. The time evolutions of the these quantities are in Fig. 2 .
The maximum lift and drag coefficients and pressure drop for the simulations are given in Table 3 , and we see that our algorithm performs well. The velocity contour plots at times t = 6, 8 are presented in Figs. 3 and 4 , and streamlines are given in those plots to show a vortex street. Qualitatively, the plots match the reference plots from [11] , and those two algorithms 5 and 6 gave the same results. We compare Figs. 3 and 4 with the results obtained using the open boundary or zero traction boundary conditions in [11] . With our method, at t = 8 the last eddy is cut through by the outflow boundary x = 2.2. This agrees with the results in [11] unlike giving a prescribed parabolic velocity profile where the last eddy will remain on the left hand side of x = 2.2 completely, as in [10] . The prescribed Dirichlet type parabolic outflow profile is less physical because following the previous alternating pattern from upstream, it is unrealistic that both eddies near the top and bottom walls will vanish at the same position at x = 2.2.
Channel flow with a contraction and two outlets
Our last experiment is for a complex 2-d flow through a channel with a contraction and two outlets, one on the top of the channel and the other one is at the end of the channel. Mesh is shown in Fig. 5 We again consider the case of three ensemble members. We run the simulations on time interval (0, 4), with ν 1 = 0.001, ν 2 = 0.003 and ν 3 = 0.005, (X h , Q h ) = (P 2 , P 1 ) Taylor-Hood finite element pair. The velocity boundary conditions are: no-slip on the walls, g 1 = (4y(1 − y), 0) T , g 2 = (1 + ε)(4y(1 − y), 0) T , g 3 = (1 − ε)(4y(1 − y), 0) T at the inlet, and open boundary condition at the outlets. Here we test our Algorithm 5 with L = 0.01 and Algorithm 6. Initial conditions u 0 1,h , u 0 2,h , u 0 3,h are obtained by solving Stokes equations in the same domain with perturbed body forces f 1 = ε(0, 0) T , f 2 = ε(cos(πxy +t), sin(π(x+y)+t)) T and f 3 = ε(sin(π(x + y) + t), cos(πxy + t)) T with ε = 10 −2 .
We ran both ensemble and independent runs. In the ensemble runs, we start with ∆t = 0.01, and half the time step once the stability condition inequalities (34)-(35) with λ 1 = 11.8335 is violated. For Algorithm 5, the time step was halved once and the final time step is ∆t = Simulations are performed on a mesh with 16,672 DOF. Since the simulations on this mesh are underresolved, we use the adaptive nonlinear filter scheme of [23] to stabilize the solutions. As a reference, we also performed independent DNS runs for ν 2 and ν 3 on a mesh with total of 290, 000 DOF and second order timestepping scheme. Due to the computational cost, we only ran the DNS simulations till T = 1 and compare speed contours with Algorithm 5 in Fig. 6 and Algorithm 6 in Fig. 7 . We can observe that, the ensemble scheme gives qualitatively same results as independent simulations. The speed contour for ν 1 = 0.001 is shown for ensemble method and independent runs. Notice that in the ensemble method, for member ν 1 = 0.001, no perturbation is added in order to get a fair comparison. In Fig. 8 Algorithm 5 is used for the ensemble method and corresponding sequential run is given here as well and Fig. 9 is with Algorithm 6, and they gave very similar results. 
