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ABSTRACT
In this work we present a novel solution strategy for the development of processing facil-
ities for shale natural gas fields that is more sustainable and cost effective. The foundation
of our methodology is to utilize flexible facilities that are comprised of transportable mod-
ular processing units as opposed to fixed capacity permanent facilities. These processing
units can be purchased for and reallocated between facilities at points within a discretized
finite planning horizon. This in turn allows the capacity of each facility the ability to adapt
through either expansion or contraction with respect to the uncertain and dynamic influent
flow-rate. We illustrate that our methodology as applied to a random set of test cases with
three or more facilities is at worst identical to utilizing permanent facilities and on average
at least 12% more cost effective.
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NOMENCLATURE
L Set of facilities where a skid can be located
B Set of preexisting processing skids
C Set of skid sizes/technologies available from suppliers
N Set of time periods
F Is a collection of sets, where f ∈ F , represents the set of
nodes that represent a forecast
N The nodes in the skid allocation graph
τ The number of periods it takes for the operator to receive
a modular unit after it has been ordered
γ The cost of a unit of influent over a time period
σ The interest rate for the planning horizon
A The arcs in the skid allocation graph
Anew Arcs that allow for the transportation of new processing
skids
Apre Arcs that allow for the transportation of preexisting pro-
cessing skids
Fpathnode Function that returns the set of all ancestral nodes who
share the same facility
Fnewnode Function that returns a set of arcs (i, j), such that i is an
ancestral of k that is at least τ periods older
Fnodeforecast Function that returns the set of nodes that belong to a
forecast
Fperiodnode Function that returns the period a node belongs to
Fkidsnode Function that returns the first generation of descendants
of a node in the skid allocation graph
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Fdesc.a Function that returns the set of nodes that are descen-
dants of a node in the skid allocation graph and belong
to a specific forecast and period
Fdesc.b Function that returns the set of nodes that belong to a
specific preexisting skid, forecast and period
Fdesc.c Function that returns the set of nodes that are descen-
dants of a node in the skid allocation graph and belong
to the same facility as the node and to a specific forecast
Pcap.new The process capacity of a new skid with size/technology
Pcap.pre The process capacity of a preexisting modular unit
Pinfluentnode The maximum influent flow-rate into node
P
prob_path
node The probability of node given its ancestors
PPWnode The present worth value of money at a time period for a
node
Pcostnew The cost of a new processing skid of size and technology
POPnew The cost operating cost of a new processing skid of size
and technology
POPpre The cost operating cost of a preexisting processing skid
Pcosttrans The cost to transport a between facilities
PHCCost The cost of waiting till a later period in the planning
horizon to process the influent
ynewi,j,k A binary variable that is equal to 1 if a new processing
skid is initiated at node i of size and technology j and
is currently located at node k, else it is equal to 0; such
that (i, j, k) ∈ Anew
y
t_new
i,j,k,p A binary variable that is equal to 1 if a new processing
skid is initiated at node i of size and technology j and
is currently located at node k and will be transported to
node p in the next period, else it is equal to 0; such that
(i, j, k) ∈ Anew and p ∈ Fkidsnode(k)
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znewi,j,k A binary variable that is equal to 1 if a new processing
skid is initiated at node i of size and technology j and is
currently located at node k is operating, else it is equal
to 0; such that (i, j, k) ∈ Anew
yprei,j A binary variable that is equal to 1 if a preexisting pro-
cessing skid i is currently located at node k, else it is equal
to 0; such that (i, k) ∈ Apre
y
t_pre
i,k,p A binary variable that is equal to 1 if a preexisting pro-
cessing skid i is currently located at node k and will be
transported to node p in the next period, else it is equal
to 0; such that (i, k) ∈ Apre and p ∈ Fkidsnode(k)
zprei,j A binary variable that is equal to 1 if a preexisting pro-
cessing skid i is currently located at node k is operating,
else it is equal to 0; such that (i, k) ∈ Apre
xcapk A non-negative variable that represents the capacity of
all the modular units located at node k ∈ N
xsch.i,k A non-negative variable that is greater than 0 if the in-
fluent scheduled to be processed at node i is processed at
node k, else it is equal to 0; such that i, k ∈ N
xlostk A non-negative variable that is the amount of influent for
node, k ∈ N , that was unprocessed in the time horizon
and had to be disposed of
J1 The cost for purchasing additional skids
J2 The cost of operating all purchased skids
J3 The cost of operating all preexisting skids
J4 The cost to transport purchased skids between facilities
J5 The cost to transport preexisting skids between facilities
J6 The cost of holding off until a later period in the planning
horizon to process the influent
J7 The cost of not being able to process the influent within
the planning horizon
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1. INTRODUCTION AND LITERATURE REVIEW
It is projected, that by the year 2040 the amount of natural gas produced from shale
formations will nearly double and account for almost two-thirds of all types of natural gas
produced in the United States [1, 2]. It should also be noted that natural gas wells in shale
formations typically have steep production decline curves in the first few years of operation
that tail off as the wells production life increases [3]. This means after the first few years that
a facility is in operation it is grossly oversized and therefore under utilized for the amount
of shale gas it needs to process - assuming that the capacity of the facility is fixed and
that only one well feeds the facility or multiple wells feed the facility but were completed
at roughly the same. We postulate that if the facility was built with modular processing
units that this excess processing capacity could be utilized in other regions that the operator
is developing, which in turn would reduce the capital the operator of the exploration and
production company would have to allocate to the new facility.
To date, the literature concerning multi-facility capacity expansion and contraction under
uncertainty is quite sparse for both oilfield and general infrastructure planning. With regards
to oilfield infrastructure planning, Aseeri, and Gorman, and Bagajewicz look at the optimal
development of the offshore infrastructure under uncertainty [4]. Cafaro and Grossmann take
a holistic view of oilfield planning and look at not only the size of gas processing plants but
also the size of trunklines that connect the plants with the midstream lines, the power of gas
compressors [5]. Cafaro and Grossmann only allow for the capacity of gas processing plants,
gas compressors, and pipelines to expand and not contract in the planning horizon. Wang,
Liang, Zheng, Lei, Yuan, and Zhang illustrate the benefits of shutting down and establishing
new processing facilities for upstream pipeline networks so that the overall operational cost
of the network is lowered [6].
Most of the traditional research, with regards to the operational research community,
primarily focuses on capacity expansion problems and which do not allow the opportunity
1
for the reallocation of excess capacity. For instance, Luss presents a survey of the literature
concerning capacity expansion for deterministic and stochastic problems [7]. Bean, Higle,
and Smith look at the case of capacity expansion for the infinite planning horizon under
stochastic demands for unspecific processing equipment [8]. Neither one addresses the ability
for the facilities to be comprised of modular units that can be reallocated between facilities
to meet changes in demand over a planning horizon.
With that said, Naraharisetti and Karimi looked at allowing chemical plants to be multi-
purpose as well as multi-production so that processing capacity could be transferred from the
creation of one product to the creation of another product [9]. Jena, Cordeau, and Gendron
look at capacity expansion and contraction through the use of a cost matrix that quantifies
the cost from transitioning from one capacity to another [10]. As of late a few researchers have
been looking at capacity expansion and contraction problems through the use of modular
processing units for multi-facility problems. For instance, Melo, Nickle, and Da Gama did
take the leap and allowed the facilities to be comprised of modular processing units that
can be reallocated between facilities to meet changes in a deterministic demand [11]. Their
algebraic model was formulated in such a way, that the capacity of every facility in every
time period must be larger than the production demand for the corresponding time period.
To the authors there has been no work concerning multi-stage stochastic capacity expansion
and contraction problems that allows the postponement of processing if the capacity of the
facility is insufficient to process all of the demand.
The purpose of this work is to generate a systematic methodology that can enable de-
cision makers for exploration and production companies operating in shale formations to
make better infrastructure planning decisions regarding there processing facilities. To ac-
complish this we have developed a novel approach, through the use of multi-stage stochastic
programming, that allows each facility to be comprised of multiple modular transportable
processing skids. The processing skids can be transported between facilities and purchased
from manufacturers at discrete points within a finite planning horizon. We have also de-
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veloped a novel recourse function that allows the decision maker to quantify the recourse
actions that must be undertaken when the processing capacity of the facility is insufficient
to process the influent. This in turn allows for a more flexible design of the facility network.
The remainder of this paper is structured as follows. First in Section 2 we present
the necessary background on multi-stage stochastic programming. Then we transition into
Section 3 that describes our motivating example in more detail. This is followed by Section
4 that states our problem statement. Then we give short explanation as to how the sizing
of equipment in Section 5. After that we transition into Section 6, which describes the
superstructure and novelties of our methodology. In Section 7, we describe how we mapped
the superstructure into an algebraic model as well as state the constraints and objective
functions. In Section 8 we describe our results and highlight the benefits of utilizing our
methodology. Finally, we conclude with our closing remarks in Section 9.
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2. BACKGROUND ON STOCHASTIC PROGRAMMING
Stochastic programming is a subset of mathematical programming and allows for the in-
clusion and quantification of uncertainties into optimization problems. Practically, stochastic
programming is a methodology that allows a decision maker to make the optimal decision
or set of decisions given a set of uncertain parameters whose exact values are not known a
priori. These uncertainties are mapped into the optimization problem through the use of an
expected value function or functions. If there is more than one expected value function, E in
the stochastic program, it implies that information regarding the uncertainties is revealed to
the decision maker at discrete points within a discretized time horizon. Each point or set of
points within the discretized time horizon where the decision maker has the ability to make
decisions regarding the uncertainties is referred to as a stage.
Stochastic programming problems can be classified by the number of stages that are
incorporated within them: (i) single-stage, if only one stage is included in the problem; (ii)
two-stage, if two stages are included in the problem; and (iii) multi-stage, if more than two
stages are included in the problem. In single-stage stochastic programming the decision
maker only has the ability to make “here-and-now” decisions, x1 ∈ X1, which are decisions
made in the first stage before the uncertainty, ξ2, is revealed. An example of a single-stage
stochastic program is:
min
x1∈X1
{
f1(x1) + E [f2(ξ2)]
}
.
It should be noted that f1 and f2 quantify the cost of the first stage decision, x1, before and
after the uncertainty, ξ2, is revealed respectively.
In two-stage stochastic programming the decision maker has the ability to make “here-
and-now” decisions in the first stage as well as recourse actions, x2, in the second stage. The
recourse actions are decisions that are taken after the uncertainty has revealed itself and act
as a corrective action to the first stage decision. It should be noted that in the literature,
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recourse actions are commonly referred to as “wait-and-see” decisions. An example of a
two-stage stochastic program is:
min
x1∈X1
{
f1(x1) + E
[
min
x2∈X2
f2(x2, ξ2)
]}
,
where X2 := (X2 | x1, ξ2) is the feasible space of the recourse action and ensures that
the recourse action is taken after the uncertainty has revealed itself. Depending on the
formulation of the problem, the second stage decision can encompass multiple time periods.
This type of problem is referred to as a two-stage multi-period stochastic program [12, 13].
In multi-stage stochastic programming the decision maker has the ability to make a set of
S decisions, one set for each stage. The structure of the decision-making scheme, assuming
the process is Markovian, can be seen below:
make the “here-and-now” decision, x1 ∈ X1
observe the uncertainty, ξ2
make the second stage decision, x2 ∈ (X2 | x1, ξ2)
observe the uncertainty, ξ3
make the third stage decision, x3 ∈ (X3 | x2, ξ3, ξ2)
...
observe the uncertainty, ξS
make the final stage decision, xS ∈ (XS | xS−1, ξS, ξS−1).
.
It should be noted that the feasible solution region, Xs, of every corrective action includes
yet is not limited to non-anticipative constraints. Non-anticipative constraints ensure that
the decision, xs, for any stage must be made before the uncertainty in the following stage
reveals itself. The mathematical form of the non-anticipative constraints, assuming the
process is Markovian, can be written as: (Xs | xs−1, ξs, ξs−1) ≡ (Xs | As(ξs)xs−1(ξs−1) +
Bsxs(ξs) = bs(ξs)). Here the matrices As(ξs) and Bs and the vector bs(ξs) construct the
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non-anticipative constraints. The nested multi-stage stochastic programming representation
of the above decisions scheme is as follows:
min
x1∈X1
{
f1(x1) + E
[
min
x2∈X2
f2(x2, ξ2) + E
[
min
x3∈X3
f3(x3, ξ3) + · · ·+ E
[
min
xS∈XS
fS(xS, ξS)
]]]}
,
where the solution space of the recourse actions is Xs := (Xs | xs−1, ξs, ξs−1), assuming a
Markovian structure. If the Markovian assumption is removed, and the decision made at
stage s depends on all previous decisions then the solution space of the recourse actions can
be restated as Xs := (Xs | xs−1, . . . , x1, ξs, . . . , ξ2) ≡ (Xs | As(ξ2)x1+ · · ·+As(ξs)xs−1(ξs−1)+
Bsxs(ξs) = bs(ξs)).
Stochastic programming problems are often converted to their deterministic equivalent
for the sake of computation considerations. An example of the deterministic equivalent of a
two-stage stochastic program is given as:
min
x1, xr2
f1(x1) +
∑
r∈R
pr · f r2 (xr2)
s.t. x1 ∈ X1
xr2 ∈ (X2 | x1, r)∀ r ∈ R,
where R is a set of scenarios mapped from the uncertainties that reveal themselves in the
second stage, pr is the probability of the scenario r ∈ R transpiring, and (X2 | x1, r) is the
feasible solution space for xr2 and is equivalent to (X2 | Ar2x1 +Bxr2 = br2) [14].
The concept of non-anticipative constraints can be illustrated through the use of scenario
graphs. Figure 2.1 represent two different types graphs that describe this principle: explicit
and implicit scenario graphs. The nodes in each graph represents the decisions that can be
made by the decision maker. The directed arcs, (i, j), which connect the nodes in each graph
map the uncertainties and their associated probabilities, such that there exists a directed
arc (i, j) from node i to node j in the graph.
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1 2 3 4 |T |
Time Period
(1) Explicit Scenario Graph
1 2 3 4 |T |
Time Period
(2) Implicit Scenario Graph
Figure 2.1: Scenario Graphs
Figure 2.1.1 is an explicit scenario graph with redundant nodes/variables that are bound
by explicit non-anticipative constraints. The non-anticipative constraints are illustrated by
the black dotted non-directed arcs and ensure that all nodes that are connected share the
same decisions. Figure 2.1.2 is a graph with implicit non-anticipative constraints. The
redundant nodes that are linked by the explicit non-anticipative constraints in Fig. 2.1.1
were removed and enforced implicitly by the structure of the graph [15]. It should be noted
that by removing the excess nodes and explicit non-anticipative constraints the size of the
stochastic programming problem is reduced; thereby, decreasing the computational time
needed to solve the problem.
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3. MOTIVATING EXAMPLE
Without loss of generality, in this section we describe a shale natural gas field where the
operator of the exploration and production company is the decision maker, which can be
seen in Fig. 3.1.
Gathering Pipeline
Trunkline
Processing Facility
Wellsite
f1
w1
w2
w3
f2
w4w5
w6
w7
f3
w8
w9
Figure 3.1: Hypothetical Field Under Development
In Fig. 3.1 there is as set of completed and proposed wells, w ∈ W . The completed
wells, are wells that have been drilled and are producing natural gas. The proposed wells,
are wells that have been projected by the operator to be drilled at a later point in the
planning horizon. The trunklines transport the unprocessed natural gas from the wellsites
to the processing plants. The processing plants, f ∈ L, which are also referred to as facilities
within industry, process the effluent from the wells so that they can be transported to the
midstream company through the gathering pipeline.
The following is a list of assumptions about the development of the aforementioned
natural gas field:
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1. The planning horizon can be discretized into a set of periods, T ;
2. The influents composition, pressure, and temperature into each facility remains con-
stant for the planning horizon;
3. The influent flow-rate into each facility is assumed to be constant in each period in the
discretized time horizon, this can be seen in Fig. 3.2 [5];
4. The uncertain production forecasts for each facility can be mapped into an implicit
scenario graph.
Time Period
In
fl
u
en
t
F
lo
w
ra
te
1 2 3 4 5 6 |T |· · ·
Forecasted Piecewise Constant
Figure 3.2: Conversion of Influent Flow-rate
Instead of using permanent facilities with fixed capacities, which is the traditional way
that upstream facilities are built, the methodology presented allows the facilities to be com-
prised of multiple transportable modular skids. These modular skids can be transported via
truck between facilities at every time discretization in the planning horizon. Moreover, the
operator has the ability to generate a set of production forecasts, which simulate the uncer-
tain nature of the influent into each facility. The production forecasts are mapped into an
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implicit scenario graph. The edges in the implicit scenario graph, map to the uncertainties
and have an associated probability. Each node in the graph contains a collection of values.
The values contained in the nodes represent the capacity each facility must have to ensure all
of its influent is processed or measured in the corresponding time period. It should be noted
that depending on the structure of the production forecasts, the implicit scenario graph will
either map to a two-stage multi-period or a multi-stage stochastic program. For instance,
if there is only one node in the implicit scenario graph with an out-degree greater than one
it will map into a two-stage multi-period stochastic program. On the other hand, if there
is more than one node with an out-degree greater than one, the implicit scenario graph will
map into a multi-stage stochastic program.
There are two different sets of skids that can be utilized in the aforementioned network:
preexisting skids and purchased skids. The set of preexisting skids are owned by the operator
and can be utilized at any point within the planning horizon. It should be noted that it is
possible in to not have any preexisting skids. The skids that are purchased by the operator
must be chosen from a discrete set of processing capacities and technologies, C. By allowing
the skids to be transported between facilities and purchased at a later point in the planning
horizon, the operator has increased his or her flexibility to combat the uncertainty that comes
with developing facilities for an oilfield.
The following is a list of assumptions regarding the purchasing and reallocation of mod-
ular skids as well as the recourse function:
1. If the total processing capacity of a facility is less than the influent flow-rate into that
facility for a time period in a forecast, then the excess influent must be processed in a
later time period if there is excess capacity at the facility or it is assumed to be lost at
the final stage;
2. Skids can be purchased from manufacturers or suppliers at all stages in the planning
horizon except the final stage;
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3. There is a lead time, τ , from when the operator orders a skid and when he receives it
– it is not necessary that this time is greater than zero;
4. The operator must purchase skids from a discrete set of processing capacities and
technologies;
5. Skids can be transported between facilities at a cost;
6. A maximum of |C| processing skids cab be purchased for at one facility for any given
time period in a particular forecast, such that the capacity and technology of the skids
that are purchased are all different and exist in C;
7. A skid can only be located at one facility for any given time period in a particular
forecast.
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4. PROBLEM STATEMENT
Since the modular processing skids are mobile and additional skids can be purchased
throughout the planning horizon, the operator has many decisions to make over the course
of the planning horizon. These decisions can be broken down into three sets: first period
decisions, intermediate period decisions, and final period decisions. As previously stated,
depending on how the operator receives the information, the implicit scenario graph will
either map to a two-stage multi-period or multi-stage stochastic program.
For the first period decisions, the operator has to decide: (a.i) how to allocate the pre-
existing skids; (a.ii) should additional skids be purchased and if so what should be there
respective capacity and technology; (a.iii) which skids should be operating during every time
period for every forecast; and (a.iv) should the flow rate of the influent to each facility be
reduced or halted when the capacity of the facility is insufficient to process the influent. The
intermediate period decisions include all types of decisions made in the first period along
with the need to determine if the excess influent from the previous time periods is processed
at the current time period. The decision made at the final period only includes the ability
to dispose of the excess unprocessed natural gas.
The above decisions were reformulated into a stochastic mixed integer linear programming
problem that can be solved in a rolling horizon manner. This allows for: (b.i) the ability to
purchase additional modular processing units; (b.ii) relocate existing skids; (b.iii) the ability
to turn off a skid; and (b.iv) the ability to process the influent at a later time if there is
excess capacity. The objective is to minimize the cost associated with the aforementioned
decisions, which in turn will allow the operator to make the best “here-and-now" decisions
so that his or her cost is minimized given the uncertain production forecasts.
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5. EQUIPMENT SIZING
As stated in the motivating example, the size of the skids that comprise the facilities
are chosen from a discrete set. The decision to force the capacity of the modular skids to
come from a discrete set as opposed to belonging in a continuous range is twofold. Firstly,
it ensures that there is not a discontinuous concave function that represents the cost of the
processing unit in the objective function. Secondly, and more importantly, oilfield equipment
is typically manufactured in discrete sizes. Therefore, if the size a of processing skid was
allowed to be in a continuous range, then the solution of the problem could be sub-optimal.
This is due to the fact that there would have to be posterior rounding to the discrete sizes
that are available from suppliers [2].
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6. SUPERSTRUCTURE
We have developed a novel superstructure that can be formulated as a two-stage multi-
period or a multi-stage stochastic program depending on the structure of the uncertain
production forecasts. This is accomplished by utilizing implict non-anticipative constraints,
which have been mapped into the superstructure through the use of the implicit scenario
graph. The superstructure is comprised of two sets of decision types: (i) purchasing and
allocation actions, as well as (ii) recourse actions. The two sets of decision types are joined
together by accounting for the capacity of each facility at every time period in the planning
horizon. To the authors knowledge this approach has not been undertaken before.
6.1 Purchasing and Allocation Actions
We have developed a decision-making scheme that allows for the purchasing of additional
modular processing units for every facility in every forecast at every time period. This scheme
also allows the ability to relocate any preexisting processing skids or purchased skids between
facilities at discretized points in the planning horizon. This is accomplished by mapping the
implicit scenario graph into an allocation graph.
For sake of an example and without loss of generality, we assume the operator is trying
to develop a field given the following parameters: (c.i) a planning horizon of three periods;
(c.ii) a field that has two facilities, {a, b}; and (c.iii) three production forecasts. Given these
parameters, we assume that the operator can build an implicit scenario graph, which can be
seen in Fig. 6.1.1.
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(1) Implicit Scenario Graph (2) Skid Allocation Graph
Figure 6.1: Scenario and Allocation Graph
For this example, the forecasts and periods are arranged as follows: (d.i.a) forecast 1
includes the set of nodes, {n1, n2, n4}; (d.i.b) forecast 2 includes the set of nodes, {n1, n2,
n5}; and (d.i.c) forecast 3 includes the set of nodes, {n1, n3, n6}. (d.ii.a) the first period
decisions includes the set of nodes; {n1} (d.ii.b) the second period decisions includes the set
of nodes, {n2, n3}; and (d.ii.c) the third period decisions includes the set of nodes, {n4, n5,
n6}. Given the implicit scenario graph, we are able to map it into a skid allocation graph
as seen in Fig. 6.1.2 by utilizing the aforementioned assumptions regarding the reallocation
of modular skids. There are now nodes that symbolize every facility and period for every
forecast, such that the facilities exists in the set {a, b}. Given the skid allocation graph in Fig.
6.1.2, the basic idea of how preexisting and purchased processing skids can be reallocated in
a natural gas field is illustrated in Fig. 6.2. Where the highlighted directed arcs in Fig. 6.2
allow a skid to be transported from node i to node j, such that there is a directed arc (i, j)
that connect them.
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Figure 6.2: Graphs for Purchasing and Allocations Actions
It should be noted, as previously stated in the assumptions that a processing skid can
only be located at one facility for any given time period in a forecast. For example in Fig.
6.2.1, the preexisting skid that was originally located at node, nb1, can be transported to
either na2 or nb2 and either na3 or nb3. This is due to the fact that n2 and n3 do not belong
to the same forecast. This same principle applies for purchased skids. For instance, in Fig.
6.2.3, the skid purchased at node nb2 can be transported to either na4 or nb4 and either na5 or
nb5.
6.2 Recourse Actions
We have also developed a decision-making scheme that enables the processing of the in-
fluent for every facility in every forecast to be postponed. This in turn, allows the operator
to process excess unprocessed influent at a later point in the planning horizon due to insuffi-
cient processing capacity. The manner in which we formulated the decision-making scheme
also implicitly enforces non-anticipative constraints.
Without loss of generality, Fig. 6.3 is a graphical example of the set of recourse actions
that must be taken given a hypothetical policy for a given facility and forecast due to
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Figure 6.3: Hypothetical Policy for a Facility and Forecast
From inspection of Fig. 6.3 it is clear that processing capacity of the facility is insufficient
to process all of the influent. Therefore, the operator has to reduce the flow rate of the effluent
of the wells that feed the facility under consideration. This ensures the influent is not larger
than the total processing capacity of the facility. Moreover, the operator has the ability to
process the influent at a later point in the planning horizon when there is excess processing
capacity or it could remain unprocessed. If excess effluent remains unprocessed the gas is
assumed to be flared.
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7. ALGEBRAIC MODEL
The algebraic model of our superstructure contains both binary and continuous variables.
The binary variables allow for the purchasing of additional processing units, the ability to
turn off a purchased or preexisting skid for a time period, and the ability to move the skids
between facilities. The continuous variables allow for the processing capacity of facilities, the
amount of gas each facility processes, and the amount of gas that each facility is unable to
process to be accounted for in all periods for all forecasts. These variables are then utilized
to quantify the decisions outlined in the problem statement.
7.1 Arcs
There are two sets of arcs that act as the backbone for the indices of the variables in
our algebraic model. The arcs in Anew represent the indices for the variables concerned
with the purchased modular processing units. The arcs that exist in Anew are a subset of
{(i, j, k) ∈ N × C × N}; such that N is the set of nodes in the skid allocation graph and
the nodes i and k are connected in the skid allocation graph or they are identical. These
arcs allow for tracking the nodes that a skid purchased at node i and with a capacity and
technology j reaches, k. The arcs that exist in Apre represent the indices for the preexisting
modular units. This set is a subset of {(i, j) ∈ B×N}, where j is a node that the preexisting
skid i can reach. Practically, this is an initial condition and ensures that skid i is located at
the correct node at the first period.
7.2 Variables
7.2.1 Binary Variables
There are three different binary variables concerned with new modular processing skids.
The binary variable ynewi,j,k, such that (i, j, k) exists in Anew, is equal to one if a new processing
skid is initiated at node i of capacity and technology j and is currently located at node k,
otherwise it is equal to zero. The variable yt_newi,j,k,p , such that (i, j, k) ∈ Anew and p ∈ Fkidsnode(k),
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is equal to one if a new processing skid is initiated at node i of capacity and technology j and
is currently located at node k and will be transported to node p in the next period otherwise
it is equal to zero. Here Fkidsnode(·) is a function that returns the first generation of descendants
of a node in the skid allocation graph. The variable znewi,j,k, such that (i, j, k) ∈ Anew, is equal
to one if a new processing skid is initiated at node i of capacity and technology j and is
currently located and operating at node k, otherwise it is equal to zero.
There are three different binary variables concerned with preexisting modular processing
skids. The variable yprei,k , such that (i, k) ∈ Apre, is equal to one if a preexisting processing
skid i is currently located at node k, otherwise it is zero. The variable yt_prei,k,p , such that
(i, k) ∈ Apre and p ∈ Fkidsnode(k), is equal to one if a preexisting processing skid i is currently
located at node k and will be transported to node p in the next period, otherwise it is equal
to zero. The variable zprei,j , such that (i, k) ∈ Apre, is equal to one if a preexisting processing
skid i is currently located and operating at node k, otherwise it is equal to zero.
7.2.2 Non-negative Variables
There are three different non-negative continuous variables utilized in the algebraic model.
The variable xcapk , such that k ∈ N , represents the combined capacity of all the preexisting
and purchased skids located at node k. If the value of the variable xsch.i,k , such that i, k ∈ N
and i is equal to k or node k is reachable from node i in the skid allocation graph, is greater
than zero the influent scheduled to be processed at node i is processed at node k. Practically,
the variable xsch.i,k allows the influent that should be processed at the time period, facility,
and forecast to which node i belongs, to be processed at a later time period that belongs to
the same facility and forecast. The variable xlostk , such that k ∈ N , is the amount of influent
for node k that was unable to be processed in the time horizon and had to be disposed of.
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7.3 Constraints
7.3.1 New Processing Skids
Equation 7.1 ensures that if a modular processing unit of capacity and technology, j, is
purchased at node i, then it can only be located at one facility for every forecast that node i
belongs too. On the other hand, if there is no skid of capacity and technology, j, purchased
at node i, then none of node i’s descendants in the skid allocation graph, p ∈ N , can be
active; such that i, p ∈ N and j ∈ C.
ynewi,j,i =
∑
p∈Fdesc.a (i,f,t)
ynewi,j,p ∀ j ∈ C, f ∈ F , i ∈ Fnodeforecast(f), t ∈ T | t > Fperiodnode (i) (7.1)
The function Fdesc.a (i, f, t), such that i ∈ N , f ∈ F and t ∈ T , returns the set nodes that
are descendants of node i and belong to forecast f and period t. The function Fnodeforecast(f)
returns the set of nodes that belong to the forecast f and the function Fperiodnode (i) returns the
period of a node.
Equation 7.2 allows the transportation of skids to be tracked between facilities through
the planning horizon, which in turn allows the transportation cost to be included in the
objective function.
ynewi,j,k + y
new
i,j,p ≤ 1 + yt_newi,j,k,p ∀ (i, j, k) ∈ Anew, p ∈ Fkidsnode(k) (7.2)
Equation 7.3 enforces an upper bound on the binary variable, znewi,j,k, such that (i, j, k) ∈
Anew. This ensures that a new processing skid of capacity and technology j that originated
at node i can only be operational at k if ynewi,j,k is equal to one.
ynewi,j,k ≥ znewi,j,k ∀ (i, j, k) ∈ Anew (7.3)
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7.3.2 Preexisting Processing Skids
Equation 7.4 ensures that a preexisting skid can only be located at a single facility for
every time period in every forecast. Here, the function Fdesc.b (i, f, t), such that i ∈ B, f ∈ F
and t ∈ T , returns the set of nodes that belong to the preexisting skid i, to the forecast f ,
and the period t. ∑
p∈Fdesc.b (i,f,t)
yprei,p = 1 ∀ i ∈ P , f ∈ F , t ∈ T (7.4)
Equation 7.5 is similar to Eq. 7.2, in that it allows the skids to be spatially tracked
through the field. However, in this case, the skid that is being tracked is a preexisting skid.
yprei,k + y
pre
i,p ≤ 1 + yt_prei,k,p ∀ (i, k) ∈ Apre, p ∈ Fkidsnode(k) (7.5)
Equation 7.6 is similar to Eq. 7.3; such that it allows a skid to be located at a facility
but not operating. However, in this case, it is for preexisting skids not purchased skids.
yprei,k ≥ zprei,k ∀ (i, k) ∈ Apre (7.6)
7.3.3 Processing Capacity of Facilities
Equation 7.7 is an equality constraint that ensures the variable xcapk , such that k ∈ N , is
equal to the capacity of all the skids located at the node k. So when the binary variables,
znewi,j,k and z
pre
p,k are equal to one, their respective processing capacities, P
new(j) and Ppre(p),
such that j ∈ C and p ∈ B, are included in the summation term.
xcapk =
∑
(i,j)∈Fnewnode(k,τ)
Pnew(j) · znewi,j,k +
∑
(p,k)∈Apre
Ppre(p) · zprep,k ∀ k ∈ N (7.7)
The function Fnewnode(k, τ) returns a set of arcs (i, j), such that i is an ancestral node of k that
is at least τ periods older and (i, j, k) ∈ Anew.
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7.3.4 Facility Utilization
Equation 7.8 allows the influent that should be processed at node i to be processed at a
later time period or it is flared.
xflaredi +
∑
k∈Fdesc.c (i,f)
xsch.i,k = P
influent(i) ∀ f ∈ F , i ∈ Fnodeforecast(f) (7.8)
Where Fdesc.c (i, f), such that i ∈ N and f ∈ F , is a function that returns the set of nodes
that are descendants of node i, in the skid allocation graph, belong to the same facility as
node i and belong to the forecast f . The parameter Pinfluent(i) is equal to the amount of
influent forecasted for node i.
Equation 7.9 ensures that the processing capacity of node i, represented by the variable
xcap.i , such that i ∈ N , is greater than the amount of natural gas that node is supposed to
process. ∑
k∈Fpathnode(i)
xsch.i,k ≤ xcap.i ∀ i ∈ N (7.9)
Where Fpathnode(i), such that i ∈ N , is a function that returns the set of all ancestral nodes of
i who share the same facility and well as i.
7.4 Objective Functions
The following is a list of objective functions, which quantify the decisions that the oper-
ator needs to make as stated in the problem statement.
The objective function J1 is the cost of purchasing additional skids over the planning
horizon,
J1 =
∑
i∈N
∑
j∈C
P
prob_path
node (k) · PPWnode(k) · Pcostnew(j) · ynewi,j,k, (7.10a)
where PPWnode(k), such that k ∈ N , is the present worth of a decision made at node k based
upon an interest rate. The parameter Pprob_pathnode (k), such that k ∈ N , is the probability of
node k occurring given its ancestral path. The parameter Pcostnew(j), such that j ∈ C, is the
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cost of a new processing skid of capacity and technology j.
The objective function J2 is the cost of operating all purchased skids,
J2 =
∑
(i,j,k)∈Anew
P
prob_path
node (k) · PPWnode(k) · POPnew(j) · znewi,j,k, (7.10b)
where POPnew(j), such that j ∈ C, is the operating cost of a new processing skid of capacity
and technology j.
The objective function J3 is the cost of operating all preexisting skids,
J3 =
∑
(i,j)∈Apre
P
prob_path
node (k) · PPWnode(k) · POPpre(i) · zprei,k , (7.10c)
where POPpre(i), such that i ∈ B, is the operating cost of a preexisting processing skid i.
The objective function J4 is the cost to transport purchased skids between facilities,
J4 =
∑
(i,j,k)∈Anew
∑
p∈Fkidsnode(k)
P
prob_path
node (p) · PPWnode(p) · Pcosttrans(k, p) · zt_newi,j,k,p , (7.10d)
where Pcosttrans(k, p), such that k, p ∈ N , is the cost to transport a new processing skid from
node k to node p.
The objective function J5 is the cost to transport preexisting skids between facilities,
J5 =
∑
(i,k)∈Apre
∑
p∈Fkidsnode(k)
P
prob_path
node (p) · PPWnode(p) · Pcosttrans(k, p) · zt_prei,k,p . (7.10e)
The objective function J6 is the cost of holding off until a later period in the planning
horizon to process the influent,
J6 = γ ·
∑
i∈N
∑
k∈Fpathnode(i)
P
prob_path
node (k) · PPWnode(k) · PHCnode(i, k) · xsch.i,k , (7.10f)
where γ is the cost per unit of influent over a time period and PHCnode(i, k), such that i, k ∈ N
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and k is reachable from i in the skid allocation graph or i is equal to k, is the cost to wait
untill a later time period in the planning horizon to process the influent.
The objective function J7 is the cost of not being able to process the influent within the
planning horizon,
J7 = γ ·
∑
i∈N
P
prob_path
node (i) · PPWnode(i) · xlosti . (7.10g)
Given the algebraic constraints, Eqs. (1-9), and the objective functions, Eqs. (10a-10g),
the formal definition of the stochastic program is as follows:
min
x,y,z
J1 + J2 + J3 + J4 + J5 + J6 + J7
s.t. Equality & Inequality Constraints, Eqs. (1− 9)
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8. RESULTS AND DISCUSSION
We utilized the implicit scenario graph, as seen in Fig. A.1, and the data in Table A.1
to create the structure of the algebraic model. The data for the influent flow-rates into each
of the facilities in Table A.1 is hypothetical and was created for the sake of example, since
industry data was unavailable. The length of each time period is assumed to be six months.
The interest rate is assumed to be 6.25% per time period. The cost of natural gas is assumed
to be 2.75 [$/MSCF]; therefore, γ is approximated to 500, 000 [$/MMSCF] per time period.
The lead time to receive a skid after it has been ordered, τ , is one time period. There is
only one type processing technology. The processing capacities of skids are {10, 20, . . . , 130}
[MMSCFD], the highest capacity set to 130 because that is the maximum influent flow-rate
any facility will see over the course of its operating horizon. The operating cost for each skid
per time period is assumed to be 2.5% of the original purchase cost. The transportation cost
to reallocate a skid from one facility to another is assumed to be 5% of the original purchase
cost. The cost of new processing skids is based upon the sixth-tenth-factor-rule,
cost_of_skidA = cost_of_skidB
(
size_of_skidA
size_of_skidB
)0.65
,
here we assume that a skid of that has a capacity of 20 [MMSCFD] cost $50,000 [16]. We
assume there are two preexisting skids that are located at facility A: ‘Preexisting skid 1’
that it has a capacity of 50 [MMSCFD] and ‘Preexisting skid 2’ that it has a capacity of 70
[MMSCFD].
The algebraic model of the stochastic program was constructed with the Gurobi Python
interface. The program was on solved on a machine with a 2.8 GHz Intel Core i7 processor
and 16 GM of RAM utilizing Gurobi V8.0.0 [17].
25
8.1 Results
The aforementioned optimization problem was solved via Gurobi in 536.01 seconds with
an optimality gap of 0.0000% and the cost of the optimal policy was found to be $223,929.00.
Figure 8.1 is a graphical representation of the results that illustrates the location of the
preexisting and hypothetical skids through the planning horizon for every forecast.
Figure 8.1: Ordering and Allocation Schedule for Different Forecasts
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Table 8.1 illustrates the processing capacities [MMSCFD] for each of the hypothetical
processing skids described in Fig. 8.1. For the “here-and-now” first stage decisions, the
operator should purchase “Hypothetical Skid 1” and “Hypothetical Skid 2” as well as leave
“Preexisting Skid 1” and “Preexisting Skid 2” at “Facility A”. It should be noted, that the
hatched regions in Fig. 8.1 represent the time period the processing skid was purchased
from the supplier. It should also be noted in Fig. 8.1 the opaque regions indicate that a
processing skid is located at a facility but is not operating.
Table 8.1: Capacities of Hypothetical Processing Skids
Processing Skid Name Processing Capacity [MMSCFD]
Hypothetical Skid 1 10
Hypothetical Skid 2 40
Hypothetical Skid 3 120
Hypothetical Skid 4 20
Hypothetical Skid 5 20
Hypothetical Skid 6 40
Figure 8.2 is a graphical representation of the capacity of every facility for each forecast.
The dashed blue lines represent the operating capacity of the facility and the solid red lines
represent the piecewise constant influent flow-rate.
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Figure 8.2: Processing Capacity of Facilities for Different Forecasts
8.2 Discussion
Due to the nature of the problem formulation, the maximum upper bound of our proposed
methodology of utilizing flexible facilities that are comprised of transportable processing
skids is the cost of utilizing permanent facilities, assuming that: (e.i) the cost of a permanent
facility is the same as the cost of a mobile processing unit of the same capacity and technology;
(e.ii) the capacities and technologies that can be utilized in the permanent facilities are
identical to the ones that can be utilized for the transportable processing skids; and (e.iii)
the capacity of each permanent facility is large enough that is able always process all of its
influent for its useful life. This is clear from induction, since each facility is comprised of one
skid that is never relocated to a different facility.
For our motivating example, we found that our proposed method methodology indicated
that the operator should make the “here-and-now” decisions to immediately purchase “Hypo-
thetical Skid 1” and “Hypothetical Skid 2”, not relocate either of the preexisting skids, and
process all of the influent for “Facility A”. From inspection of Fig. 8.1, the location of these
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two skids, “Hypothetical Skid 1” and “Hypothetical Skid 2”, and their operational status
varied for each of the four different production forecasts. In addition, it is clear that the
non-anticipative constraints ensured that decisions regarding these two skids, as well as, the
other preexisting and hypothetical skids were made before the uncertainties revealed them-
selves. Also, with with respect to Fig. 8.2, it is clear the capacities of each of the facilities
is always larger than the influent flow-rate to the facilities. However, if the market price of
natural gas was lower it could be more financially beneficial to purchase lower capacity skids
so that the cost of insufficient processing capacity would be offset by the savings in capital
investments.
We ran random production forecasts as test cases to compare the cost of permanent
facilities to the cost of flexible facilities, which can be seen in Fig. 8.3. The following
assumptions were made regarding the generation of the random production forecasts: (f.i)
the time horizon is four years; (f.ii) the time period length six months; (f.iii) the test cases
were mapped into a two-stage multi-period stochastic program for the sake of computational
time; (f.iv) the maximum influent that each facility would receive was uniformly selected
between 50 and 200 for each test case; (f.v) each forecast within the test cases monotonically
increased or decreased according to the distribution, Beta(α = 1.5, β = 30), and a scaling
factor; (f.v.a) the scaling factor normalized the increase or decrease between between time
periods based upon the maximum influent the facility could see; (f.v.b) a monotonically
increasing forecast can switch to decreasing forecast with a probability of 0.25 at every
time period; (f.vi) at least one processing plant started to receive influents in the first time
period, the others started to receive influents uniformly between the first time period and
the final time period; (f.vii) if a plant started to receive influents in the first time period two
forecasts would be generated: one that is increasing and the other is decreasing; (f.vii.b) the
probability.
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Figure 8.3: Comparison Between Permanent and Flexible Facilities
Given the random production forecasts and the aforementioned parameters we found that
our methodology was on average at least 12% more cost effective than utilizing permanent
facilities. As the number of facilities in the field increased so did our advantage: (g.i) for two
facilities our advantage is 9.5% on average; (g.ii) for three facilities the advantage is 12.0%
on average; (g.iii) for four facilities the advantage is 12.0% on average; for five facilities the
advantage is 12.2% on average; for six facilities the advantage is 13.6% on average; and for
seven facilities the advantage is 13.6% on average
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9. CONCLUDING REMARKS
In this work, we have presented a methodology that utilizes multi-stage stochastic pro-
gramming to aid decision makers in solving multi-facility capacity planning problems for
oilfield infrastructure planning. We have postulated, that it is more effective on average to
utilize facilities that are composed of transportable processing units that can be reallocated
between facilities with flexible capacities as opposed to permanent facilities with fixed ca-
pacities. The approach we presented for solving this problem incorporates a novel recourse
function, which allows the decision maker to quantify the effect of postponing production to a
later time period. We illustrated our methodology through the use of a motivating example,
where the decision maker is an exploration and production company trying to develop infras-
tructure in an unconventional natural gas field. Through the use of this motivating example,
we have highlighted how our approach can improve the flexibility the decision maker has
in combatting uncertainty. We have shown that in the worst case scenario utilizing flexible
facilities is equivalent to utilizing permanent facilities, since each flexible facility is comprised
of one skid that is never relocated to a different facility. With that said, we have illustrated,
through the use of random test cases for our motivating example, that our methodology is
on average 12% more cost effective that utilizing permanent facilities.
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APPENDIX A
DATA SET
Table A.1: Data for the Implicit Scenario Graph for the Case Study
Node Time Period fa fb fc fd Probability Forecast
n1 1 100 0 0 0 1 1, 2, 3, & 4
n2 2 95 45 0 0 0.05 1 & 2
n3 2 85 45 0 0 0.95 3 & 4
n4 3 90 45 30 0 0.05 1
n5 3 90 40 30 0 0.95 2
n6 3 75 45 30 0 0.05 3
n7 3 75 40 30 0 0.95 4
n8 4 85 50 80 0 1 1
n9 4 85 35 80 0 1 2
n10 4 60 50 80 0 1 3
n11 4 60 35 80 0 1 4
n12 5 95 60 75 20 1 1
n13 5 95 30 75 20 1 2
n14 5 50 60 75 20 1 3
n15 5 50 30 75 20 1 4
n16 6 130 55 65 50 1 1
n17 6 130 20 65 50 1 2
n18 6 45 55 65 50 1 3
n19 6 45 20 65 50 1 4
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Figure A.1: Implicit Scenario Graph for the Case Study
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