Abstract-The Dempster-Shafer (D-S) theory is an excellent method of information fusion. Because of the difference which is caused by the sensors, it is essential to deal with the evidence with a method of weighed D-S theory. The new method to deal with data fusion based on improved D-S theory has been proposed, and set up the concept of weight of sensor evidence itself and evidence distance based on a quantification of the similarity between sets to acquire the reliability weight of the relationship between evidences. Considering the disadvantages of the improved D-S theory, a best method of obtaining evidence weight value is presented by an improved particle swarm optimization (PSO). Compared with the compared methods, this evidence theory proves more effective and advanced by making simulation test.
I. INTRODUCTION
The integration of uncertain multi-sensor information is commonly deal by information fusion algorithm [1] [2] . Information often contains uncertainties, which are usually related to physical constrains, detection algorithms, and the transmitting channel of the sensors. Whilst the intuitive approaches, such as Dempster-Shafer Fusion, Dezert Samarandche Fusion, and Smets' Transferable Belief Model [3] [4] [5] are to aggregate all available information, these approaches do not always guarantee optimum results. Acknowledging these measurement techniques have associated measurement costs, the essence is to derive a fusion process to minimize global uncertainties.
Nowadays, the system is increasingly relying on information fusion techniques to automate processes and make decisions. An informed decision maker, meanwhile, often relies on various forms of data fusion models to assist him/her to assess the current situations. The D-S evidence theory is an excellent method of information fusion, its adoption belief degree function but not probability is a generous character, no request to make binary mutex assumption to the indetermination affairs, having more catholicity to the indetermination. Because of the difference which is caused by sensors in the credibility or reliability, the important degree of the proof provided is different. So it is essential to deal with the evidence with a method of weighed, adapting to a weighed evidence synthetic technique [6] . In particular, Yager extends Dempster's rule of combination by utilizing the normalization factor as a discounting factor added to the weight of ignorance [7] . Dubois and Prade modifies Dempster's rule of combination based on the assumption that the two sources are reliable when they are not in conflict, but one of them is correct when a conflict occurs [8] . With a slight modification on Shafer's model, Smets [9] and Murphy [10] proposed new rules of combination by simply removing the normalization factor from Dempster's rule of combination. People have already put forward a variety of methods of weighed, Yu estimate the confidence values and the corresponding weights in different sources by using the Maximum Entropy based approach. The works described above do not distinguish between the current observation and the confidence in it [11] . When the ground truth is available, e.g., shortly after current measurements or from an Peiyi Zhu(1980-), male, Anqin City in Anhui Province, Lecturer, PhD candidate, mainly engaged in information fusion, intelligence information process, intelligence computation and application.
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Baoguo Xu (1950-), male, Huaiyin City in Jiangsu Province, professor, PhD supervisor, mainly engaged in agricultural soil information, process control, etc. additional information channel, it can be used to make the weight factor become a function of time to account for the sensor's expected performance change [12] . Yao proposed information entropy to compute the weight evidence, and select appropriate weight value to fuse [13] . But up to now the study on how to obtain better weight value is also rarely covered in the weight D-S evidence theories. Presently the methods that select weight value currently: From the expert of fusion or the result of the covariance [14] , but it is hard to obtain the better weight value through these methods. Considering of the disadvantages of the weighed D-S theory, we present a method to solve optimization weight value, and the thought of the method is explained, then use improved PSO algorithm to work out the weight value in the established optimization model. Compared with some other methods [15] , this evidence theory proves more effective and advanced by making simulation. This article is organized as follows. Firstly, the Standard PSO algorithm is introduced in section 2, then analysis the shortcoming of SPSO and presents an improved PSO algorithm based on dynamical weight. In section 3, some basic concepts of the D-S theory and the distance between evidences are reviewed, meanwhile the adapted weighted evidence distance function is established where the weight can be got by optimizing based on the improved PSO. In section 4, three numerical examples are given to further understanding the method proposed, and then experimental results are proposed after comparing with some other methods. Finally, we draw the conclusions.
Ⅱ. AN IMPROVED PARTICLE SWARM OPTIMIZATION
PSO is based on two fundamental disciplines: social science and computer science. In addition, PSO uses the swarm intelligence concept, which is the property of a system, whereby the collective behaviors of unsophisticated agents that are interacting locally with their environment create coherent global functional patterns. Like other evolutionary algorithms, PSO uses a fitness function to search for the best position. Each particle is initialized with a random position and velocity. In every simulation run, the fitness function is valuated by taking the current position of the particle in the solution space. The particles keep track of two best values. The first one is the best fitness value obtained so far by the particle, the corresponding position being termed as personal best (p best ). The other is the best fitness value achieved so far considering all the particles in the swarm. The location of the best fitness value in a whole swarm is called global best (g best ). At each run, there is only one gbest, and all the particles are attracted toward gbest. In each iteration, particle velocity and position are updated based on pbest and gbest positions as follows:
Here, d =1, 2... D; i =1, 2... N; N, D is the number of design parameters, N is the swarm size, and D is the dimension. The acceleration factors c1 and c2 in (2) indicate the relative attraction toward pbest and gbest, respectively. The functions rand 1 () and rand 2 () generate a random numbers that are uniformly distributed between zero and one. To assign equal weight to the relative pulls of pbest and gbest, each of c1 rand 1 () and c2 rand 2 () was constructed to have an average value of one by making c1 =c2 =2. The inertia-weight parameter w controls the trade off between the global and local search capabilities of the swarm. We start with a large inertia weight of 1.0 for an initial bias toward the global search and decrease it linearly to a minimum value of 0.4 through different iterations to facilitate more local explorations [16] .
Since the original version of PSO proposed, lots of work has been done to develop it. According to the Standard PSO (SPSO), the weight  is a fixed parameter, so the algorithm easily falls into premature convergence.
Moreover, optimal performance has great impact with  which was found in the research from Shi and Eberhart.
When the value of  is larger, the particles have better global search capability; when the value of  is smaller, the particles have strong part search capabilities. So this paper presents an improved strategy which is based on Dynamical Weight (DW) that the particles have the adaptive changes the diversity of groups to adjust their speed. And the particles effectively jump out form the best local to avoid premature convergence. In the standard PSO algorithm, the particles have own thinking and share information and cooperate with each other in the process of continuous evolution, so it can be divided into two parts: the evolution degree of particles speed and the aggregation degree of particles.
Definition 1:
particle in tth-generation population, the particle best fitness can be expressed as i f , individual extreme value records at presents denotes ( ) ibest f t , so individual extreme value records at ( 1) t  time denotes
And the evolution degree of particles speed ( ) t  can be represented as the followings:
The SPSO mathematical model express the global optimum is decided by the individual optimum value decision, and the current global optimum is always superior to or at least equal to the last iterates in the iterative process. 
The global optimum is always superior to or equal to the individual current optimum value, so the swarm gathers on a spot when all particles achieve the global optimum, namely, ( ) 1 t   . We can see the intensive of current particle swarm from the definition of parameters, meanwhile, ( ) t  is bigger which shows particle distribution more concentrated. According to defines 1 and 2, we can clearly see the particle swarm optimization process. If adjusts the weight according to the particle velocity evolution degree and the granule extent of polymerization, we can combine the weight with the particles optimization process, thus adjust population diversity by adjusting the weight. Therefore the weight changes along with changing the particle velocity evolution and aggregation degree, which situation can solve the particles premature problem from the mathematical model. When ( ) t  is big the velocity evolution is quick, the algorithm may continue in the big space to search, namely the swarm optimizes in wide range. When ( ) t  is small, may reduce  to cause the swarm searched in a small scope, thus found the optimum value quickly. When ( ) t  is small the swarm is quite scattered, not easy to fall into local optimum. The swarm easily to fall into local optimum with ( ) t  increasing, at this moment, we will increase  to increases the swarm search space, and improve the swarm global search capability. In conclusion,  increases with the particle velocity evolution ( ) t 
Ⅲ. AN IMPROVED D-S THEORY FOR UNCERTAIN INFORMATION FUSION

A. Basic of D-S Theory
D-S theory is developed as an attempt to generalize probability theory by introducing a rule for combining distinct bodies of evidence [17] . In D-S theory, a finite nonempty set of mutually exclusive alternatives is called the frame of discernment, denoted by Θ. The power set 2 Θ is the set of all the subsets of Θ including itself. The basic probability assignment (BPA) reflects a degree of belief in a hypothesis or the degree to which the evidence supports the hypothesis. 
Obviously, belief function represents the degree that one believes in A. Plausibility function represents the degree that one believes A is not false. It is easy to obtain the following conclusions: 
For all subset A of the frame of discernment, it holds ( ) (A) Pl A Bel  . (A) Bel and ( ) Pl A is interpreted as bounds on the probability. Belief function represents the maximal value that all epistemic uncertainty believes the probability. Plausibility function represents the highest plausible value of the probability. So we can get the following equation. 
where K is a normalization factor given by
DS evidence theory has been widely used in uncertainty information fusion, and provides a strong theoretical basis on dealing with uncertain information. However, D-S evidence theory would arrive at conclusion contrary to common sense when high confliction existed in evidences. Facing the high conflict, many scholars put forward their own amendments to this disadvantage, such as Yager rule [18] , Dubois-Prade rule [19] , the average distribution rule and the weighted rule. However, these combination rules have disadvantages in robustness and effectiveness. For the above amendment combination rules, from the practical application point of view, Haenni pointed out some problems as follows: weight distribution of designated evidence does not meet the exchange law and integration law and the issue of complex computation in practical application.
B. The Distance Between Weighted Evidences
Since the aim of this paper is to define a meaningful metric distance for BPAs, let 1 2 , w w is the corresponding weight of the evidence 1 2 , m m in information fusion, 1 2 , m m is two BPAs on the frame of discernment Θ, containing n mutually exclusive and exhaustive hypotheses [20] . The distance between 1 m and 2 m is: 
C. The New Uncertain Information Fusion
In order to make the amended evidence overall between closer and the final decision is more reasonable, weighted evidence distance function is established, this function is about evidence weight function. In this paper, we will take this function as optimized object. According to optimization theory, the optimization model can be represented as the followings:
It can be easily seen that 1
, thus, the weight shows the relative importance of the collected evidence. We can use traditional optimization methods to solve Eq. (14) such as Lagrangian multiplier. But considering realtime demand for information fusion, and accuracy and validity fusion results in conflict evidence, the more optimal solution based on improved PSO should be given to meet these requirements. For the summary of the new uncertain information fusion see Figure 1 . The weight of evidence' owns reliability i w can be acquired by the above analysis, so we can revise evidence theory by i w . Considering the evidence source itself has different importance, therefore, the revised evidence not be a simple average, the new evidence source probability assigned is defined as follows:
Then, the new probability assignment is acquired, thus, we can combine it using D-S combination rule.
Ⅳ. NUMERICAL EXPERIMENT
The new method have analyzed above, this section mainly give a numerical example to further understanding the method proposed above. We use three groups of common data to acquire the basic probability assignment, this problem is solved by using two different analysis types namely case 1 using D-S rules and case 2 using Yager's rule to combine evidence at sub-system level for each type. We used modified PSO algorithm to solve this optimization problem along with D-S rule of combined evidence program in the developed matlab program to solve this problem. For the PSO parameters, namely, population size=15, max 500 t  The results of combination are shown in Table 1 by three different rules, we can see that when the confliction between evidences are relatively small, this paper's method is slightly better than D-S rules and Yager rules, which reflects the basic status of D-S evidence theory, so there is not much difference among effectiveness of sensor fusion methods of linear combination, In this paper, but if the identification object is multi-element set, this paper's method makes it more reasonable and simple to compute. The numbers in the table 2 and 3 confirm our conclusion made in the following. We can see that when the confliction between evidences is relatively large, the experimental results are much better than Yager rules, and even better than the method of D-S rules. Because there is any contradiction among the evidences from different sources, the Yager rule treats that contradiction as coming from ignorance. If there is any additional knowledge, then this contradiction might be resolved. So the Yager rule is more conservative than the D-S rule. Therefore, we have any reason to believe that this paper's method has the best combination result between three algorithms.
And we will consider another experiment about target recognition, Assuming a discernment frame { , , , } A B C D   , A= boar, B= hare, C= vole, D= unknown object. The evidence information by the eight sensors is shown in Table 4 .
As can be seen from Table 4 , there is a conflict between the evidences because of sensors self reason and environmental factors. We will respectively combine this evidence in Table 4 based on the classic DS evidence theory and our method, and the results are shown in Table 5 .
Form Table 5 , our method combination results shows that A credibility is the highest, namely the result of identification is "boar". Intuitionally, the combination results match with basic probability distribution of identifying target by each sensor in table 4. However, DS rules combination results shows that A is high credible, and its credibility is 0.9984, that is to say, the fusion results is close to the maximum probability in the original basic probability distribution, so the classic DS combination rules can not effectively solve the evidence conflict problem.
In practical applications, if we use the classical DS combination rule to combine evidence, which easily overlook the field environment interference to sensors, would eventually lead to the result of identification instead of credibility, is not high. And our method gets the more practical fusion results by modifying the conflict evidence and fusion rules. Moreover, the improved algorithm in the time of dealing with evidence is greatly reduced, only a small percentage for the traditional DS combination rules, hence it is suitable for wireless sensor node with limitation function.
In order to prove our method robustness, we consider two evidence source combinations by the classic DS evidence theory and the improved algorithm. Assuming a discernment frame { , , } A B C   , source S1 and S2, such that Data 5: Table 6 by two different rules.
We can see that the evidence is high conflicting in this test. In these two evidence, the focal element A and the focal element C intuitively obtain a higher support degree, should be approximately 50%, which should get more support after combination. However, combination based on DS combination rule causes that the focal element B gets almost certainly support, which is clearly unreasonable. We proposed algorithm by modifying conflict evidence, get more reasonable results, therefore, the improved algorithm can effectively avoid the defects of the traditional DS combination rules when there is conflict evidence.
If the evidence ' 1 m is substitute by 1 m , the combination results are shown in Table 7 .
Contrasting Table 6 and Table 7 , the combination results based on DS combination rule have great changes when the evidence ' 1 m is substitute by 1 m . This situation shows that DS rules is sensitive to the change of the focus element probability distribution, robustness is poor. But the combination results based on the improved algorithm is little change, robustness is better.
Ⅴ. CONCLUSIONS
For traditional D-S evidence theory's problems of high conflict between evidences, this paper proposed a new method to solve it. Firstly, we deal with the evidence with a method of weighted D-S theory. Then an optimize model of obtaining sensor weights has been set up. At last, we use the improved PSO to acquire the reliability weight of the relationship between evidences to modify D-S theory. Numerical experiments show that this new method is more effective.
