Abstract-Fuzzy regression methods have commonly been used to develop consumer preferences models, which correlate the engineering characteristics with consumer preferences regarding a new product; the consumer preference models provide a platform, whereby product developers can decide the engineering characteristics in order to satisfy consumer preferences prior to developing the products. Recent research shows that these fuzzy regression methods are commonly used to model customer preferences. However, these approaches have a common limitation in that they do not investigate the appropriate polynomial structure, which includes significant regressors with only significant engineering characteristics; also, they cannot generate interaction or high-order regressors in the models. The inclusion of insignificant regressors is not an effective approach when developing the models. Exclusion of significant regressors may affect the generalization capability of the consumer preference models. In this paper, a novel fuzzy modeling method is proposed, namely fuzzy stepwise regression (F-SR), in order to develop a customer preference model which is structured with an appropriate polynomial, which includes only significant regressors. Based on the appropriate polynomial structure, the fuzzy coefficients are determined using the fuzzy least-squares regression. The developed fuzzy regression model attempts to obtain a better generalization capability using a smaller number of regressors. The effectiveness of the F-SR is evaluated based on two design problems, namely a tea maker design and a solder paste dispenser design. Results show that better generalization capabilities can be obtained compared with the fuzzy regression methods commonly used for new product development. In addition, smaller scale consumer preference models with fewer engineering characteristics can be obtained. Hence, a simpler and more effective product development platform can be provided.
I. INTRODUCTION

I
NCREASINGLY challenging competitiveness in the consumer market has dramatically changed the technologies of product planning processes from production-centralized to consumer-driven [28] . The product planning process needs to be performed at the outset of new product development and mainly involves three major tasks: identification of customers and markets to be targeted, specification of new products to be developed, and determination of appropriate engineering characteristics of the new products. This paper focuses on the third task, which is aimed to determine the appropriate engineering characteristics of new products in order to satisfy consumer preferences of the product that is given high priority in new product development. In fact, the role of product developers has been extended to include both the sounding out of customers and determining the engineering characteristics of a product that will satisfy consumer preferences [19] . Therefore, it is necessary to convert engineering characteristics into consumer preferences to ensure the design quality of new products. When the correlation between consumer preferences and engineering characteristics is specified, a successful new product is more likely to be developed in the market [3] .
Traditionally, the correlations between consumer preferences and engineering characteristics can be illustrated by quality function deployment [15] , [19] , which utilizes a matrix, namely houses of quality (HOQ), to relate customer preferences to engineering characteristics. Target values of engineering characteristics that are housed at the bottom of an HOQ provide definitive and quantitative specifications for new products. However, nonlinearities usually exist between engineering characteristics and consumer preferences; moreover, an evaluation of the degrees of consumer preferences is fuzzy as it is normally accomplished in a subjective or heuristic manner. Therefore, the development of the HOQ associated with engineering characteristics is a complex decision-making process. Alternatively, the empirical customer preference models have commonly been developed in order to illustrate the relationship between customer preferences and engineering characteristics [3] . These customer preference models are developed using numerical data collected from experiments or consumer surveys that investigate customer preferences with respect to engineering characteristics.
To evaluate customers' perceptual preferences, fuzzy modeling methods including the Takagi-Sugeno (T-S) model [34] , fuzzy inference model [31] , and fuzzy logic model [32] have been commonly used. However, these methods can generate only implicit customer preference models that cannot provide explicit information. These methods are not widely utilized by engineers, as they reveal no explicit reasons for product design. Analytical information such as significances, sensitivities, and interactions with engineering characteristics cannot be indicated by the models. To overcome the limitation of these fuzzy modeling methods, multivariate regression methods can be used to generate polynomial models for customer preferences [16] - [18] , [52] . Using these polynomial models, explicit information can be derived. These methods are based on the assumption that deviations between real observations and model estimates are random errors. In other words, the models can be generated only if the collected observations are distributed randomly to the models; also, the collected observations must be crisp. However, discrepancies between observations and estimates can be caused by vague knowledge or imprecise evaluations of consumer preferences. Hence, errors in the models can be caused by fuzziness, but these models are unable to capture the fuzziness of consumer preferences.
Recently, fuzzy regression has become more commonly used for developing consumer preference models, as the developed models are explicit; analytical information can be indicated for the new product development [26] ; and the developed models can address the fuzziness in consumer preferences. Kim et al. [26] have first applied fuzzy linear regression to develop consumer preference models, whereby fuzzy coefficients with symmetric triangular membership are used to address the fuzziness of customer preferences, which is due to cognitive sources including human estimations in evaluating the customer preferences, and imprecise evaluations of consumer preferences. This method has been applied to many product or service designs [24] , [45] , [46] . Advanced versions of fuzzy linear regression were integrated with asymmetric triangular fuzzy coefficients in order to increase the flexibility when addressing fuzziness of customer preferences [5] , [6] , [13] . In addition, fuzzy linear least-squares regression has been developed in order to address the randomness in customer preference observations [27] . This randomness is generally due to noncognitive sources including the physical randomness of engineering characteristics, statistical uncertainty caused by limited information in estimating the customer preferences, model uncertainties caused by the assumptions in simplifying the predicative models, variability influenced by product quantities, and instrumentation errors when measuring the consumer preferences [11] , [12] . More recently, heuristic methods have been integrated with T-S fuzzy regression [2] , [22] , whereby the genetic programming [40] and chaos method [44] are used to generate the polynomial structure involved with interaction and high-order terms; based on the polynomial structure, T-S fuzzy regression [48] is used to determine the fuzzy coefficients.
Even if the aforementioned methods are able to address fully or partially the characteristics of customer preferences, they have a common limitation: They do not analyze the significance of each engineering characteristic prior to developing the models. In fact, some engineering characteristics may not be significant to consumers. Using all specified engineering characteristics, which include insignificant or uncorrelated ones, is not the most effective means of developing the models. Rawlings [43] also mentioned that the determination of significant regressors is critical when developing an appropriate polynomial model, as the regressors in product development consist of each individual engineering characteristic, interaction between engineering characteristics, and high-order engineering characteristics. The inclusion or exclusion of insignificant regressors or significant regressors may affect the generalization capability of the polynomial models. The inclusion of insignificant regressors could lead to the modeling of spurious behaviors of customer preferences. The exclusion of significant regressors could lead to the model not recognizing important behaviors relating to customer preferences. Apart from this, an optimal polynomial structure, which includes the significant high-order or interaction regressors, is also closely correlated with the generalization capability of the model [23] . Therefore, it is desirable to develop a methodical process for determining the appropriate structure of the polynomial models that consist only of significant regressors. With an appropriate structure, the polynomial model can illustrate an appropriate correlation between significant engineering characteristics and consumer preferences.
In this paper, a novel modeling method, namely fuzzy stepwise regression (F-SR) which incorporates the mechanisms of fuzzy least-squares regression [4] and stepwise regression [43] , is proposed, in order to develop the customer preference model that consists only of significant regressors. In addition, the F-SR can be used to generate models that include the significant highorder or interaction regressors. The developed fuzzy regression model attempts to obtain a better generalization capability using a smaller number of regressors. The F-SR uses the mechanism of stepwise regression [43] to identify the significant regressors, which has commonly been used for modeling many systems such as power systems [53] , transformer design [14] , electric machine design [47] , vehicle design [29] , air-pollution monitors [9] , etc. The F-SR first initializes an "empty" polynomial model with no regressor. It adds the significant regressors one by one to the consumer preference model, until no improvement can be obtained by adding another regressor. Finally, a polynomial structure with only the significant regressors is generated. Based on the final polynomial structure, the fuzzy coefficients are determined based on the fuzzy least-squares regression [4] by means of which the randomness caused by the quantitative evaluations and measures of consumer preferences [39] can be addressed. Hence, the resulting model consists of significant regressors only, but is able to address high-order or interaction terms for engineering characteristics.
Apart from new product development, the F-SR bridges the research gap in the existing fuzzy regression methods [1] , [5] , [10] , [25] , [31] , [38] , [49] , [50] that do not address the issue of selecting significant regressors with high-order or interaction terms for modeling. The effectiveness of the F-SR is evaluated based on a case study of a tea maker design and a solder paste dispenser design. The results obtained by the F-SR are compared with those obtained by the commonly used methods for new product development. Better generalization capabilities with more effective usage of engineering characteristics can be obtained.
The rest of this paper is organized as follows. Section II presents the formulation of the customer preference models correlated with the engineering characteristics. Section III presents the mechanism of the proposed F-SR. Section IV describes how the F-SR is applied to the development of customer preference models for tea makers. In Section V, a further evaluation of the F-SR is conducted by modeling a solder paste dispenser. Finally, a conclusion and discussion of possible future research are given in Section VI.
II. CONSUMER PREFERENCE MODELS
In the planning process of a new product, the following consumer preference model described in (1) is essential in order to represent the functional relationship between consumer preferences and engineering characteristics for a new product [3] :
where y i is the ith consumer preference indicating the ith degree of customer satisfaction to purchase the product; x j with j = 1, 2, . . . , m is the jth engineering characteristic which affects one or more of the consumer preferences; n and m are the numbers of consumer preferences and engineering characteristics, respectively, defined by the product designers in the new product planning; and f i represents the functional relationship between the m engineering characteristics to the ith consumer preference, y i . The consumer preference model described in (1) can be represented by the following fuzzy polynomial regression in the Kolmogorov-Gabor form [2] , [22] , in order to address interactions between engineering characteristics and fuzziness on consumer preferencẽ
whereỹ i is the fuzzy estimate of the ith customer preference, which is given by the fuzzy numberỹ i = ỹ 
is the number of regressors of the consumer preference model represented in (2) , and N R can be represented in (3) based on the Binomial Theorem:
The regressors namely z 0 , z 1 , . . . , and z N R in (2) are aligned with the linear interaction and the high-order terms of the engineering characteristic x j given in (1). They are given by
and
and the fuzzy coefficients in (2) are given as
However, some regressors in (2) may be redundant. The inclusion of all regressors in (2) is an ineffective means of modeling the customer preferences, as some of the regressors are not significantly correlated withỹ i . When both significant and insignificant regressors are included in the customer preference model, the generalization capability of the model may not be better than one that includes only significant regressors; also, an overfitted model is likely to be produced. In addition, the removal of insignificant regressors helps to produce the simpler structure of customer preference models, which could be interpreted easier by users. In order to represent only the significant regressors, (2) is formulated by (5) as
where N Term (i.e., N Term ≤ N R ) is the number of significant regressors, and I M (j) with j = 1, 2, . . . , N Term are the indexes of significant regressors, which are significantly correlated with the consumer preferenceỹ i , and they are given by
Section III proposes an approach, namely F-SR, which incorporates the mechanisms of fuzzy least-squares regression [4] and stepwise regression [43] , in order to develop the customer preference model formulated in (5) , which contains only significant regressors to the consumer preference. In addition, the customer preference model is capable of addressing two common characteristics of consumer preferences, namely 1) interactions and high-order terms for engineering characteristics, 
where N D is the number of observations, x j (k)is the kth data with respect to the jth engineering characteristic, andỹ i (k) = ỹ
is the kth observation with respect to the ith customer preference.ỹ
are the mean, right spread, and left spread of the kth observation, which is determined by repeating some trials with the same setting of engineering characteristics. They can be determined based on (18)- (20) .
Before performing the F-SR, the full dataset for each regressor, namely D 
where N R is given by (3):
Based on D i F , the F-SR uses the mechanism of stepwise regression [43] to identify the significant regressors, where the stepwise regression is integrated with the approaches of backward elimination and forward selection. The two approaches attempt to determine whether each of the regressors can be included in the model. The backward elimination starts with the general model that includes all regressors. It eliminates the regressor, which is most insignificant to the model, and then, it fits the reduced model of which the most insignificant regressor is excluded. The procedure terminates until no more regressor can be removed from the model. However, once a regressor has been removed from the model, it cannot be included again. The effectiveness of backward elimination is restricted by the order of regressors that are removed from the model. The forward selection is a reversed version of the backward elimination. It starts with an "empty" model with no regressor and adds regressors one by one until the model cannot be significantly improved by adding another regressor. However, once a regressor has been included in the model, it cannot be removed. The effectiveness of forward selection is also restricted by the order of regressors that are added to the model.
The stepwise regression is an improved version of both approaches. It permits reexamination of the regressors incorporated in the model and also those removed from the model in previous steps. A regressor that entered at an early stage may become superfluous at a later stage, because of its relationship with other regressors that are added in the model. In stepwise regression, this superfluous regressor can be removed. In addition, some regressors that have been removed in previous steps can be selected again if they are significant on the current model. The stepwise regression considers more relevant models than those considered by the forward selection and the backward elimination. It increases the chance of obtaining the better model. Therefore, the F-SR is proposed based on the stepwise regression in this paper, in order to select the significant regressors for the customer preference models.
A. Stepwise Fuzzy Regression Algorithm
The F-SR is given in Algorithm 1. In Step 0.1, the F-SR first initializes a parameter, namely k, and two sets, namely I Step 0.2: Generate N R models,
where the fuzzy coefficients on (9) can be determined based on the fuzzy least-squares regression discussed in Section III-C.
Step 0.3: Determine the most significant regressor z j where
is the F-value with respect to z j and is computed based on Section III-B.
Step 0 Step k.2: Determine the largest F j
is the number of elements in I M k .
Step k.4: Set k = k + 1.
/ /Step k.5 to Step k.8: Backward elimination.
Step k.5:
Step k.6: Determine the smallest, F j / /Step k.9: Determination whether the process can be terminated.
Step k.9:
k as the indexes of the fuzzy regression model as no more regressors can be entered or removed. Hence, the fuzzy regression model can be represented as:
where N term is the number of regressors of the fuzzy regression model and is given as N term = I M . Otherwise, Go to Step k.2 to continue the process. End
B. Computation of the F-Value and the F-Test
The F-test can be used to evaluates whether or not the addition of the regressor z j improves the prediction ofỹ i in the fuzzy regression model (10) given that the regressors, z I (1) , z I (2) , . . . , and z I (N ) , indexed with I = [I (1) , I (2) , . . . , I (N )], are already in the model:
where F (j, I) concerns z j given that z I (1) , z I (2) , . . . , and z I (N ) are already in the model; RSS (I) is the residual sum of square due to regression in model (10) of which z I (1) , z I (2) , . . . , and z I (N ) are included and z j is not included in the model; and N D is the number of observations given in (7). The fuzzy coefficients in (10) are estimated based on the fuzzy least-squares regression discussed in Section III-C. RSS (I)is estimated by
whereŷ i (k) is the estimate generated by the model (10) , and y i (k) is the actual data. RSS (I) is the corresponding residual sum of square when z j is added in the model (10) , and the fuzzy coefficients are updated. As the model estimate and the actual data are involved with the center, the left spread, and the right spread, it is not sufficient to use only the center value to be the estimate for the customer preference, as the right and left spreads are also important in describing the characteristics of the model estimates and the actual data. Therefore, it is necessary to map the three values including the center, the left spread, and the right spread into a real number. Here, the weighted fuzzy arithmetic given in [41] was adopted to derive the crisp values of the corresponding model estimates, where the crisp valueÃ * of a number involved with center, left spread, and right spread,Ã = a C , a L , a R , is determined by (13) . This crisp value estimation has also been used for fuzzy regression defuzzification [4] , [54] 
In the F-test, the null hypothesis is defined as follows:
The fuzzy coefficient of z j is zero given that z I (1) , z I (2) , . . . , and z I (N ) and z j are in the model, where we assumed that the sample size N D is large enough.
is the critical value for the Ftest, and α is the significance level. Hence, z j is not significant in improving the prediction ofỹ i to model (10) . Including z j may lead to finding insignificant effects for relevant regressors. Hence, z j is not required to be included in (10) , as z j is no help in predictingỹ i . The elimination of z j enables one to reduce the set of possible regressors to an economical set of significant regressors. If F (j, I) in (11) is larger than F 1,N D −N ,1−α , H 0 can be rejected, since z j significantly improves the prediction ofỹ i to the model (10) . Hence, z j can be added to (10) .
This F-test implies that the probability of type 1 error (i.e., probability of incorrectly rejecting a correct hypothesis) is lower than the significant level α of each test. Therefore, in order to reduce the probability in generating a high type 1 error, a low α of which α ∈ [0.01%..5%] is usually used.
C. Fuzzy Least-Squares Regression
When the indexes of the N regressors, I (j) with j = 1, 2, . . . , N, are available, the fuzzy least-squares regression can be used to determine the fuzzy coefficients,
with I (j). The fuzzy coefficients are determined by minimizing the total sum of residual errors, Error, given in (14) based on the fuzzy least-squares regression [4] 
where Error evaluates the sum of the differences between the actual dataỹ
. . , N D , which are generated by the consumer preference model.
Equation (15) can be elaborated as (16) , based on the weight fuzzy arithmetic operations for asymmetric triangular membership functions [46] Error = 1 3 
IV. EVALUATION OF THE FUZZY STEPWISE REGRESSION
The effectiveness of the F-SR is evaluated using the case study of a tea maker design. The results obtained by the F-SR are compared with those obtained by the commonly used fuzzy regression methods for developing customer preference models.
A. Case Study of the Tea Maker Design
In the tea maker design, two customer preferences, namely catechin content y 1 and tea concentration y 2 , are essential in order to satisfy tea drinkers. y 1 is a type of antioxidant found in great abundance in the leaves of the tea plant. Its health benefits have been under close examination, due to tea consumption being associated with health and longevity in many ancient cultures. y 2 elicits three affective streams from tea drinkers, namely the rating of tea in terms of aroma, texture, and overall taste.
To brew a tea, the following five steps are involved in the tea makers; the schematic diagram of conceptual tea makers is given in Fig. 1 . In the five steps, five engineering characteristics, namely x 1 , x 2, x 3 , x 4 , and x 5 , which are correlated with y 1 , and y 2 , are identified. They are discussed in Steps 1-5.
Step 1 (Water boiling): 2.5 L of water are poured into Container 2 and are boiled to 98°C.
Step 2 (Tea loading and water reheating): Tea with 70 g is poured into the tea infuser and is then placed into Container 1. The original water temperature decreases as heat is lost by immersing with the tea infuser. The water is reheated, where the reheating temperature is the first engineering characteristic x 1 .
Step 3 (First brewing): The tea chemical contents are released by dropping the tea infuser into the reheat water for certain times. In each drop, the tea infuser is immersed in the water for 10 s and, then, 10 s elapse before the next drop. The number of drops is the second engineering characteristic x 2 .
Step 4 (Tea dipping): To release more chemical contents, the tea is immersed in the water through dipping. The immersing time is the third engineering characteristic x 3 .
Step 5 (Second brewing): The second brewing attempts to release more chemical contents into the water. Same as the first brewing, the tea infuser is immersed with certain drops. In each drop, the tea infuser is immersed with certain time and with 10 s elapsing before the next drop. The number of drops and the immersion time are the fourth engineering characteristic, x 4 , and the fifth engineering characteristic, x 5 , respectively. Therefore, the five engineering characteristics that are significant for customer preferences are given as: reheating temperature (x 1 ), number of drops for the first brewing (x 2 ), dipping time (x 3 ), number of drops for the second brewing (x 4 ), and immersion time in the second brewing (x 5 ). The above five steps are detailed in [57] .
B. Experimental Observations for the Tea Maker Design
One major task when developing a new product is to study the effects of the setting of the engineering characteristics on the two customer preferences of the tea makers, y 1 and y 2 . Experiments were conducted by setting the five engineering characteristics, x 1 , x 2 , x 3 , x 4 , and x 5 , with different values in order to study, y 1 and y 2 . In design of experiments (DOE), the number of levels of the factors in DOE can affect efficiency of the models. When a linear model is developed, two levels are used since two points define a line. When a model involved with quadratic regressors is developed, three levels are used since the two extremes, and the midpoint can illustrate the quadratic. For a cubic model, four levels are used since two extremes and two points in between can illustrate the cubic. Extra levels allow the examination of complicated nonlinear functions, but more experimental time is required. Here, the ranges of the engineering characteristics are given and are quantized into four levels as illustrated in Table I .
As there are five engineering characteristics and each of them is quantized by four levels, 1024 (or 4 5 ) experiments need to be conducted when a full factorial design is used. If 3 h are required for setting up and performing each experiment involved with tea brewing and all measures, 3072 h (or 384 days if people works 8 h per day) are required for the full factorial design which is too time-consuming. Therefore, the orthogonal array, namely L 16 (4 5 ), illustrated in Table II was used for the experimental design to study the effects of the five engineering characteristics with four levels. Based on L 16 (4 5 ) involved with four levels, cubic models can be developed. The 16 configurations of the experimental trials are shown in Table II . As an example, the first experiment is conducted based on the five engineering characteristics with a level 1 setting. The fifth experiment is conducted based on the setting of x 1 with level 1, x 2 with level 2, x 3 with level 2, x 4 with level 3, and x 5 with level 4. As only 16 experiments are required to study the main effects of the five engineering characteristics, only six days are required for designing the tea maker. In addition, 1008 (or 1024 -16) experiments can be saved compared with the full factorial design approach.
In order to study the randomness of the experimental observations for the two customer preferences, the experiments configured with L 16 (4 5 ) were repeated twice; the experimental data for catechin content and tea concentration are shown in Tables III  and IV , respectively, where y i,j (k) is the experimental data of the jth trial with respect to the kth configuration of L 16 (4 5 ), and the experimental data for catechin content and tea concentration are represented as y 1,j (k) and y 2,j (k), respectively. To measure catechin contents, a method based on color development in the vanillin-hydrochloric acid (V-HCl) was used. In the method, two reactions are involved with color development from the catechin contents. First, the catechin compound reacts with the vanillin content in an acidic condition. Then, HC1 is used to catalyze the reaction to produce more vanillin adducts, and the vanillin adduct is generated to react with cyclohexanol to develop red color precipitant. Generally, the reaction takes 3 h. A spectrometer with the UV light of 500-nm wavelength is used to measure the red color precipitant. Based on the amount of red precipitant, catechin contents in tea can be indicated. To measure the tea concentration, we used an automatic digital refractmeter, which is suitable for measuring water soluble samples such as green tea, black tea, oolong tea, and low-sugar beverages. Each experiment is required about 3 h.
The kth observation ỹ
attempts to address the randomness for the kth experimental condition, where ỹ
are generated based on (18), (19) , and (20) , and ỹ
k) with i = 1, 2 represents the observations for catechin content and tea concentration, respectively. Here, the number of trials N t is set to be 2, since two replicated trials were conducted for each experimental condition. Two trials were collected for this design problem, as the experimental time is lengthy and 3 h are required for each experiment. In ỹ 
C. Development of Customer Preference Models
The customer preference models regarding catechin content and tea concentration can be evaluated by investigating the mean absolute errors, which indicate the difference between the real observations and the estimates of the customer preference models. The mean absolute errors are defined by e i MAE , with i = 1, 2, where e 1 MAE and e 2 MAE represent the errors for catechin content and tea concentration, respectively:
P is the number of experiments which have been conducted; x 1 (I (k)), x 2 (I (k)), x 3 (I (k)), x 4 (I (k)), and i can be referred to (13) .
Apart from using the F-SR, four effective fuzzy regression approaches for generating customer preference models were employed for comparison purposes. [48] can generate fuzzy linear polynomial models based on a small amount or uncompleted set of experimental observations. The approaches of T-FR have commonly been used to develop the customer preference models [6] , [7] , [13] , [20] , [24] , [26] , [45] , [46] . 2) Peters' fuzzy regression (Peters-FR) [35] is an extension of T-FR. Based on P-FR, the estimated interval on the generated fuzzy linear model is influenced by all experimental observations, and the generated fuzzy linear model is robust in the presence of outliers. P-FR has been used to develop customer preference models for affective design of mobile phones [2] . [4] can be used to generate fuzzy linear polynomial models of which the uncertainties caused by fuzzy and random natures of the experimental observations can be addressed. H-FLSR has been used to develop customer preference models based on experimental observations which are fuzzy and crisp [27] , [57] .
1) Tanaka and Watada's fuzzy regression (TS-FR)
3) Hybrid fuzzy least-squares regression (H-FLSR)
First trial y 1 , 1 (k ) Second trial y 1 , 2 (k ) Mean ỹ C 1 (k ) Left spread ỹ L 1 (k ) Right spread ỹ R 1 (k ) 1First trial y 1 , 1 (k ) Second trial y 1 , 2 (k ) Mean ỹ C 1 (k ) Left spread ỹ L 1 (k ) Right spread ỹ R 1 (k ) 1
4) Genetic programming-based fuzzy regression (GP-FR)
[2] can generate explicit models in fuzzy polynomial forms involved with high order and interaction terms.
In the GP-FR, the structures of the fuzzy polynomials are generated by evolutionary operations, and the fuzzy coefficients of the polynomials are determined by the fuzzy regression method. The GP-FR has been used to generate fuzzy regression models [2] . The parameters used in the GP-FR are identical to the ones used in [2] : population size = 100; probability of crossover = 0.5; probability of mutation = 0.5; and number of generations = 500.
The five fuzzy regression methods, i.e., F-SR, TS-FR, Peters-FR, H-FLSR, and GP-FR, were implemented using MATLAB for this tea maker design. Using the 16 pieces of experimental data shown in Tables III and IV, the customer preference models for catechin content and tea concentration are developed based on the proposed F-SR as (22) and (23), respectively, where the significance level with α = 0.05 is used as it is commonly used for the hypothesis tests. The customer preference model for catechin content is developed as 
where the training error involved with the 16 pieces of experimental data with respect to e 1 MAE was found to be 
where the training error was found to be 2.051%. The interaction regressors in (22) and (23) can be explained by a commonly used approach namely the interaction plots [36] , which give a clear picture of the magnitudes of interactions between engineering characteristics. If the lines on the interaction plot are parallel, no interaction exists between engineering characteristics. If the lines cross, strong interaction occurs between engineering characteristics. Fig. 2(a) and (b) shows the interaction plot between x 1 and x 3 and between x 4 and x 5 with respect to the catechin content, respectively. As the line crosses exist, strong interaction occurs between x 1 and x 5 , and between x 4 and x 5 . Hence, it explains why the catechin content model in (22) consists of the regressor interacted with x 1 and x 5 and that interacted with x 4 and x 5 . Fig. 2(c) shows the interaction plots between x 1 and x 3 with respect to the tea concentration. It shows that strong interaction occurs, as the line crosses exist. Hence, it explains why the regressor interacted with x 1 and x 3 exists for the tea concentration model in (23) . The analyzed interaction further validates the sustainability of the models developed by the proposed F-SR.
The linear regressors x 1 and x 3 in (23) can be explained by the main effects of the engineering characteristics with respect to the tea concentration y 2 . As the experiments were conducted based on the orthogonal array shown in Table II , the combinations of engineering characteristics of each experimental trial are also orthogonal. Hence, the main effect of each engineering characteristic can be separated out [36] . The main effects of the five engineering characteristics at each of the four levels were computed, and the main effect plot with respect to y 2 is shown graphically in Fig. 3 . The main effect for an engineering characteristic is computed by averaging the experimental results obtained for the engineering characteristic at a given level [36] , [55] . As an example, Table II shows that x 1 is at level two in the 2nd, 6th, 10th, and 14th experiments. Hence, the main effects of x 1 at level two for y 2 are 1.81, which are obtained by averaging the 2nd, 6th, 10 th , and 14th experimental results for y 2 . This procedure is repeated until all main effects for all engineering characteristics with different levels are computed.
The main effect graphs can provide insight at a glance, and also, the main effects can be used to determine the sensitivities of the engineering characteristics with respect to the customer preferences, where the sensitivity of each engineering characteristic is determined by the difference between the largest and smallest main effects for a given engineering characteristic [36] , [55] . Table V shows the sensitivities of the engineering characteristics with respect to y 2 . Table V illustrates that the engineering characteristics x 1 and x 3 show the greatest sensitivity to y 2 when they are compared with those of x 2, x 4 , and x 5 . Hence, it explains why x 1 and x 3 exist in the customer preference model for y 2 in (23). These analyzed sensitivities validate the sustainability of the customer preference model developed by the proposed F-SR.
Apart from the results obtained by the F-SR, Table VI illustrates the customer preference models developed by the other tested methods, TS-FR, Peters-FR, H-FLSR, and GP-FR. The training errors obtained by the customer preference models and the number of engineering characteristics included in the models are also illustrated. For all the customer preference models, the training errors obtained by the five methods are smaller than 5%. Five engineering characteristics are included in the models developed by TS-FR, Peters-FR, and H-FLSR, as all five are required in developing the models. The number of engineering characteristics used by GP-FR is smaller than those used by TS-FR, Peters-FR, and H-FLSR. The engineering characteristics used by S-FR are the smallest in number, where only three engineering characteristics are used for catechin content, and only two engineering characteristics are used for tea concentration. Therefore, the number of engineering characteristics used by S-FR is less than those used by the other methods. When a smaller number of engineering characteristics is included in the models, a simpler product design can be produced. For example, when we control the catechin content of the tea maker, we only need to adjust the parameters x 1 , x 3 , and x 5 for the model developed by the proposed F-SR. As more parameters are involved in the models developed by the other four tested methods, a more complex design is required in order to control the catechin content, and it is necessary to adjust the additional parameters to determine the desired catechin content. Models with a simpler structure can be interpreted more easily by users. When the models are used to determine the optimal setting of engineering characteristics, the complexity of the optimization problem can be reduced. In addition, based on the mechanism of the proposed F-SR, the regressors included in the models are significantly related to the customer preferences.
To further validate the generalization capability of the customer preference models developed by the five methods, leaveone-out cross-validation (namely LOOCV) was conducted for the 16 experimental observations. It uses a single observation from the whole dataset as the validation data, and the remaining observations as the training data. This is repeated so that all observations are used once as the validation data. In addition, the generalization capability of the F-SR is evaluated by using different significance levels. Here, we use α = 0.02, α = 0.05, α = 0.10, and α = 0.15, as these significance levels can be considered to be a low value. For modeling the catechin content, the LOOCV results are shown in Table VII, Similar LOOCV results are demonstrated in Table VIII , which shows the generalization errors obtained by the tested methods for tea concentration. It shows that the ranks of the F-SR for tea concentration are higher than the other four tested methods, i.e., TS-FR, Peters-FR, H-FLSR, and GP-FR. The generalization errors obtained by the F-SR are generally better than the other four methods; hence, better generalization capability can be obtained by the F-SR in modeling the customer preferences. Better generalization can be explained by the mechanisms of the F-SR whereby only significant regressors are included in the models, while the other four tested methods cannot guarantee that insignificant regressors are excluded and that the significant ones have not been excluded. The LOOCV results show that F-SR obtained the best generalization results for the untrained data, although Table VI shows that GP-FR obtained smaller training error in tea concentration than the F-SR. The better generalization can be explained by the mechanisms of the two methods, in that higher order and interaction regressors are included in the models developed by the GP-FR and they may overtrain with the experimental observations used for developing models. Hence, the generalization capabilities obtained by GP-FR are poorer than those obtained by the F-SR that can generate models which include only the significant regressors.
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In addition, the average numbers of engineering characteristics involved in the models developed by the tested methods are shown in Fig. 4 for the two customer preferences. Fig. 4 illustrates that the models developed by TS-FR, Peters-FR, and H-FLSR all have five engineering characteristics, as the methods require all the five engineering characteristics in order to generate the models. For the GP-FR, the number of engineering characteristics is smaller than those used by TS-FR, Peters-FR, and H-FLSR, where on average 3.267 and 4.533 engineering characteristics are used by the GP-FR when modeling catechin content and tea concentration, respectively. The numbers of engineering characteristics used by the F-SR for different significant levels are also shown. Generally, the numbers of engineering characteristics used by the F-SR are less than those used by the other methods. When fewer engineering characteristics are involved in the models, customer preferences can be controlled using fewer engineering characteristics. Therefore, the simpler tea maker design can be produced.
In addition, the results indicate that the F-SR generates the large models with more engineering characteristics when a low significance level is used, since the F-SR rejects fewer hypotheses with a lower significant level. The F-SR generates the smaller models with fewer engineering characteristic when a higher significant level is used, since more hypotheses are rejected. When we look back to Table IV, the F-SR involved with the significant level of α = 0.10 can obtain the smaller errors compared with the other tested F-SR involved with α = 0.15, α = 0.05, and α = 0.02. Hence, the significant level of α = 0.10 could be a better choice for this tea maker design. However, Table IV shows that more engineering characteristics are required on the models that are developed based on the significant level of α = 0.10 compared with those of α = 0.05 and α = 0.02. Hence, the simpleness of the models is degraded when larger significant levels are used. We determine the tradeoff between the errors and the simpleness of the models.
D. Analysis and Optimization of Customer Preferences
After the customer preference models are developed, new tea makers can be developed with respect to the specifications of the customer preference. The relationship between the two customer preferences, catechin contents and tea concentration, can be illustrated based on the customer preference models. Fig. 5 illustrates that both the catechin contents and tea concentration increase when the engineering characteristics (x 1 , x 3 , x 4 and x 5 ), which are engaged with the two customer preference models in (22) and (23) , are increased gradually. We can adjust the engineering characteristics with respect to the two consumer preferences. For example, when catechin contents with 1.66% and tea concentration with 1.90% are required by the users, the engineering characteristics with x 1 = 97.8°C, x 3 = 9.7 min, x 4 = 4.4 s, and x 5 = 34 s can be set. This graphic information provides the insights for the production management to specify the customer preferences for the development of new tea makers.
Based on the customer preference models, the overall customer satisfaction, namely OCS of the tea maker, can be formulated in order to indicate the degree of satisfaction with which a new design of tea maker can fulfill all customer preferences [3] . The OCS can be maximized by optimizing the customer preferences with respect to the engineering characteristics of the tea maker. Here, the linear weighted sum method was used to derive OCS [3] , which can be expressed as follows: 
whereỹ 1 andỹ 2 can be referred to (22) and (23), respectively. Here, we assume that both the customer preferences are equally important. Hence, we set w 1 = w 2 = 0.5. The commonly used optimization method, namely genetic algorithm, is used to maximize the OCS. As the development of the genetic algorithm is not main contribution of this study, the detailed mechanism of the genetic algorithm is not discussed. The operations and the parameters used in the genetic algorithm can be referred to [3] . The optimal normalized engineering characteristics are found as follows, and OCS with 1.822 can be achieved based on these optimal engineering characteristics x 1 = 0.999, x 3 = 0.891, x 4 = 0.000, and x 5 = 0.996, where the values of the engineering characteristics are normalized.
The real values of the engineering characteristics are x 1 = 99.9°C , x 3 = 9.84 min, x 4 = 2 drops, and x 5 = 69.88 s. Hence, this result illustrates that better OCS can be obtained when the engineering characteristics, namely reheating temperature, the dipping time, and the immersion time, are higher. As higher catechin content and tea concentration can be obtained with higher values of these engineering characteristics, better OCS can be obtained. These results provide the insights for the product management to develop the new tea makers, which can achieve the optimal OCS. The k-th experiment 
V. FURTHER EVALUATION
To further evaluate the modeling effectiveness of the F-SR approach, the F-SR was used to model a solder paste dispenser for electronic packaging automation, which is used to deposit small amounts of solder paste on printed circuit boards. The size of the solder paste must be controlled correctly in order to precisely align the IC leads with each solder spot. For this design problem, the significance level of α = 0.05 is used in the F-SR.
The detailed description of the solder paste dispenser can be referred to [54] , where the dispenser has three axes of motion (i.e., x, y, and z). The (x, y) axes are used to place the solder paste dispenser over the desired location, and the z-axis is used to position the tip of the solder paste dispenser at the desired height above the board. The motion of the solder paste dispenser is controlled by a microcontroller, whereby the coordinates of the solder paste to be deposited are entered into the computer program. In the solder paste dispenser, the key consumer preference is the diameter of the circular solder pads namely, y, which are controlled by four engineering characteristics: 1) the injection pressure of the screw pump x 1 , which is used to drive the solder paste; 2) the inside diameter x 2 of the interchangeable needle, which is used to inject the solder paste; 3) the shot size x 3 of the clutch, which is engaged to deposit the amount of solder paste; and 4) the dwell time x 4 , which is the amount of time the dispenser remains over the location after the pump has been disengaged. Experiments based on a full factorial design with two levels of each engineering characteristics were conducted, where levels 1 and 2 for the pump pressure x 1 were set at 4 and 12 psi, respectively; levels 1 and 2 for needle inner diameter x 2 were set at 0.0016 and 0.023 in, respectively; levels 1 and 2 for the shot size x 3 were set at 150 and 500 ms, respectively; and levels 1 and 2 for the dwell time x 4 were set at 0 and 0.5 s, respectively.
To measure the diameter of the circular solder paste y, the images of the solder pastes were first captured by an image 
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scanner, and the diameters of the solder pastes were estimated by a vision builder for automated inspection. Table IX shows the experimental results for the diameter of the circular solder paste y of which five replications were involved. To address the randomness of the customer preferences, the real observation, ỹ C (k) ,ỹ L (k) ,ỹ R (k) with k = 1, 2, . . . , 16, are generated based on (18)- (20), where ỹ C (k) ,ỹ L (k) ,ỹ R (k) represents the kth real observation for the solder spot diameters. Five experimental replications (i.e., N t = 5) were collected for this design problem.
To investigate the generalization capabilities of the models developed by the F-SR, cross validation was used, where four pieces of data were randomly selected from 16 pieces of data as a test set, and the remaining 12 pieces of data were used to develop the fuzzy linear regression models. The prediction errors were calculated. Ten cross validations with different test sets and training sets were conducted. Table X summarizes the prediction errors for the ten cross validations and the mean prediction errors of the five tested methods, namely F-SR, TS-FR, Peters-FR, H-FLSR, and GP-FR. Table X shows that the prediction accuracies obtained by the F-SR are generally better than those obtained by the tested linear fuzzy regression approaches, TS-FR, Peters-FR, and H-FLSR. GP-FR is only slightly better than F-SR. Table XI shows the number of engineering characteristics used on the models generated by the five tested methods. It shows that the number of engineering characteristics used on the models generated by the F-SR is smaller than those generated by the other four tested methods. Hence, the simpler but more effective models can be generated by the F-SR.
VI. CONCLUSION AND FUTURE RESEARCH
In this paper, an F-SR approach is proposed that incorporates the mechanisms of fuzzy least-squares regression and statistical stepwise regression, in order to develop a customer preference model that is structured with an appropriate polynomial that includes significant regressors only. It overcomes the limitations of the commonly used fuzzy regression that do not develop appropriate polynomial structures that include only significant regressors, prior to developing the customer preference model. The F-SR uses the statistical stepwise regression to develop the appropriate polynomial structures. It uses the fuzzy leastsquares regression to determine the fuzzy coefficients of the determined polynomial, as the fuzzy least-squares regression is effective in addressing randomness of consumer preferences. A case study of a tea maker design showed that the F-SR was able to generate consumer preference models with better generalization capabilities than the usual fuzzy regression methods. In addition, the F-SR was able to generate consumer preference models with fewer engineering characteristics than those generated by the other tested methods. This case study demonstrated that the F-SR was able to develop a simpler and more effective consumer preference model for new product development. Another case study of solder paste dispenser design was also employed to further validate the effectiveness of the F-SR.
In the future, we will further improve the effectiveness of the proposed F-SR by modifying the strategy of regressor selection. Here, the F-SR generates the initial regressor polynomial based on the one with the largest F-value to the system response. In the future, we will further improve the F-SR by modifying the strategy of generating the initial regressor polynomial. The heuristic optimization methods, such as evolutionary algorithms that have commonly been used on determining polynomial structures on models, will be used to generate the initial regressor polynomial. It would increase the chance to generate a better model. In addition, we will apply the proposed method for selecting significant regressors to other fuzzy linear models, in order to determine more appropriate fuzzy coefficients. The resulting methods will be applied to model the other real-world systems involving feature selection.
