Quaternionic Clifford analysis is a recent new branch of Clifford analysis, a higher dimensional function theory which refines harmonic analysis and generalizes holomorphic function theory in the complex plane to higher dimension. So-called quaternionic monogenic functions satisfy a system of first order linear differential equations expressed in terms of four interrelated Dirac operators. The conceptual significance of quaternionic Clifford analysis is unravelled by studying the splitting of the corresponding system of equations into independent parts, without changing the properties of the solutions. At the same time, connections between quaternionic monogenic functions and other branches of Clifford analysis, viz hermitian monogenic and standard or Euclidean monogenic functions are established as well.
Introduction
Recently a new branch of Clifford analysis arose, focusing at so-called quaternionic monogenic functions (see e.g. [11, 18, 9, 3] ). These functions are defined in Euclidean space, the dimension of which is assumed to be a multiple of four, take values in a Clifford algebra, or subspaces thereof, and are joint null solutions of four first order differential operators: a quaternionic Dirac operator and three different conjugates of it. The associated function theory is called (hermitian) quaternionic Clifford analysis; let us situate this new theory within the still growing but already well established domain of Clifford analysis.
Standard Clifford analysis, also called Euclidean or orthogonal Clifford analysis, is, in its most basic form, a higher dimensional generalization of holomorphic function theory in the complex plane, and at the same time a refinement of harmonic analysis, see e.g. [7, 15, 10, 16] . At the heart of this function theory lies the notion of a monogenic function, i.e. a smooth function defined in Euclidean space R m and taking values in the Clifford algebra R 0,m or subspaces thereof, which is annihilated by the Dirac operator ∂ = m α=1 e α ∂ Xα , where (e 1 , . . . , e m ) is an orthonormal basis of R m . We refer to this setting as the Euclidean (or orthogonal) case, since the fundamental symmetry group leaving the Dirac operator ∂ invariant, is the special orthogonal group SO(m), which is doubly covered by the Spin(m) group in the Clifford algebra.
In the books [20, 8] and the series of papers [21, 12, 1, 2, 13, 6] so-called hermitian Clifford analysis emerged as a refinement of Euclidean Clifford analysis, by considering functions which now take their values in the complex Clifford algebra C 2n , or in complex spinor space S. Hermitian Clifford analysis is based on the introduction of an additional datum, a so-called (almost) complex structure I, i.e. a SO(2n)-element squaring up to −1, which induces an associated Dirac operator ∂ I . It then focusses on the simultaneous null solutions of both operators ∂ and ∂ I = I[∂], called hermitian monogenic functions. The fundamental symmetry group underlying this function theory is the unitary group U(n). It is worth mentioning that the traditional holomorphic functions of several complex variables form a special case of hermitian monogenic functions, see also below.
Introducing a second complex structure J, which anti-commutes with the first one I, and putting K = I J, Euclidean space R 4p , where the dimension now is assumed to be a fourfold: m = 2n = 4p, is equipped with a so-called hypercomplex structure (I, J, K) giving rise to so-called quaternionic monogenic functions, i.e. simultaneous null-solutions of the four operators ∂, ∂ I = I[∂], ∂ J = J[∂], and ∂ K = K [∂] . The fundamental group for quaternionic Clifford analysis is the symplectic group Sp(p). Quaternionic monogenicity has been studied recently in e.g. [18, 13, 9] . For the fundaments underlying this function theory we refer to [3] .
In all three function theories of Clifford analysis, briefly introduced above, systems of first order differential equations in real or complex variables are studied, which heavily depend on the values taken by the functions considered. The simplest way to illustrate this dependence is to consider the standard setting of the complex plane, where real-valued holomorphic functions (i.e. functions of one complex variable satisfying the Cauchy-Riemann equations, but taking only real values) immediately reduce to constant functions. Another illustration, yet in the Clifford analysis setting, are hermitian monogenic functions with values in the homogeneous spinor subspace of lowest or highest order, which are found to be nothing else but (anti-)holomorphic functions of several complex variables. The second reason for paying attention to the value spaces is the possible redundancy of the system of equations. This is nicely demonstrated in standard Clifford analysis where expressing the monogenicity of a function with values in the whole Clifford algebra leads to a highly redundant system of differential equations. There still is an intrinsic third reason, however. A fundamental result in any function theory is the Fischer decomposition of spaces of polynomials into irreducible representations for the underlying symmetry group G of the function theory. This stipulates the need for a value space which itself is G-irreducible, and has led to the study of monogenic functions with values in spinor space and hermitian monogenic functions with values in the homogeneous parts of spinor space. In this paper we thoroughly study the system of equations originating from quaternionic monogenicity for functions with values in, respectively, spinor space, homogeneous parts of spinor space, and newly introduced symplectic cells of spinor space; the latter precisely are irreducible representations for the symplectic group Sp(p). Also some attention is paid to the justification of the differential operators used in defining quaternionic monogenicity through Stein-Weiss projection of the gradient, as was carried out for hermitian monogenicity in [2] . For a detailed account of the construction of the symplectic cells in spinor space, we refer to [3] . For an account on the impact on the Fischer decomposition of harmonic polynomials by imposing symmetry with respect to the symplectic group, we refer to [4] . In order to making the present paper self-contained, the basics of Clifford algebra are recalled in Section 2, while Section 3 is shortly outlining the basics of Euclidean and hermitian Clifford analysis.
Preliminaries on Clifford algebra
For a detailed description of the structure of Clifford algebras we refer to e.g. [19] . Here we only recall the necessary basic notions.
The real Clifford algebra R 0,m is constructed over the vector space R 0,m endowed with a nondegenerate quadratic form of signature (0, m), and generated by the orthonormal basis (e 1 , . . . , e m ).
The non-commutative Clifford or geometric multiplication in R 0,m is governed by the rules e α e β + e β e α = −2δ αβ , α, β = 1, . . . , m
As a basis for R 0,m one takes for any set A = {j 1 , . . . , j h } ⊂ {1, . . . , m} the element e A = e j1 . . . e j h , with 1 ≤ j 1 < j 2 < · · · < j h ≤ m, together with e ∅ = 1, the identity element. The dimension of R 0,m is 2 m . Any Clifford number a in R 0,m may thus be written as a = A e A a A , a A ∈ R, or still as a = When allowing for complex constants, the generators (e 1 , . . . , e m ), still satisfying (1), produce the complex Clifford algebra C m = R 0,m ⊕ i R 0,m . Any complex Clifford number λ ∈ C m may thus be written as λ = a + ib, a, b ∈ R 0,m , leading to the definition of the hermitian conjugation λ † = (a + ib) † = a − ib, where the bar notation stands for the Clifford conjugation in R 0,m , i.e. the main anti-involution for which e α = −e α , α = 1, . . . , m. This hermitian conjugation leads to a hermitian inner product on C m given by (λ, µ) = [λ † µ] 0 and its associated norm
The algebra of real quaternions is denoted by H. For a quaternion
its conjugate is given by
Identifying the quaternion units i, j with the respective basis vectors e 1 , e 2 , the algebra H is isomorphic with the Clifford algebra R 0,2 . Moreover, it is also isomorphic with the even subalgebra R + 0,3 of the Clifford algebra R 0,3 , by identifying the quaternion units i, j, k with the respective bivectors e 2 e 3 , e 3 e 1 , e 1 e 2 .
Euclidean and Hermitian Clifford Analysis: the basics
The central notion in standard Clifford analysis is that of a monogenic function. This is a continuously differentiable function defined in an open region of Euclidean space R m , taking its values in the Clifford algebra R 0,m , or subspaces thereof, and vanishing under the action of the Dirac operator ∂ = m α=1 e α ∂ Xα , i.e. a vector valued first order differential operator, which can be seen as the Fourier or Fischer dual of the Clifford variable X. Monogenic functions thus are the higher dimensional counterparts of holomorphic functions in the complex plane. As moreover the Dirac operator factorizes the Laplacian: ∆ m = −∂ 2 , the notion of monogenicity can be regarded as a refinement of the notion of harmonicity. It is important to note that the Dirac operator is invariant under the action of the Spin(m)-group, which doubly covers the SO(m)-group, whence this setting is usually referred to as Euclidean (or orthogonal) Clifford analysis.
Taking the dimension of the underlying Euclidean vector space R m to be even: m = 2n, renaming the variables as:
and considering the (almost) complex structure I 2n , i.e. the complex linear real SO(2n) matrix
for which I 2 2n = −E 2n , E 2n being the identity matrix, we define the rotated vector variable
and, correspondingly, the rotated Dirac operator
A differentiable function F then is called hermitian monogenic in some region Ω of R 2n , if and only if in that region F is a solution of the system
Observe that this notion of hermitian monogenicity does not involve the use of complex numbers, but could be developed as a real function theory instead. There is however an alternative approach to the concept of hermitian monogenicity, making use of the projection operators
we compose the primitive self-adjoint idempotent I = I 1 I 2 · · · I n leading to the realization of the spinor space S as S = C 2n I. Since f j I = 0, j = 1, . . . , n, we also have S ≃ C † n I. When decomposing the Grassmann algebra C † n into its so-called homogeneous parts
where the spaces C † n
are spanned by all possible products of r Witt basis vectors out of
These homogeneous parts S r , r = 0, . . . , n, provide models for fundamental U(n)-representations (see [6] ) and thus also for fundamental sl n (C)-representations (see [1] , [11] ).
Accordingly we can decompose a spinor valued function F : C n −→ S into its components
Pay attention to the fact that the monogenicity of F does not imply the monogenicity of the components F r , r = 0, . . . , n. However, the hermitian monogenicity of F does imply the hermitian monogenicity of these components, and vice versa. This is due to the nature of the action of the Witt basis vectors as (left) multiplication operators, implying that
Moreover, for each of the components F r the notions of monogenicity and hermitian monogenicity coincide, since
In conclusion we have the following result.
. . , n, is hermitian monogenic in some region Ω of C n if and only if each of its components F r , r = 0, . . . , n, is monogenic in that region.
The hermitian Dirac operators ∂ z and ∂ † z are invariant under the action of the group SO I (2n), i.e. the subgroup of SO(2n) consisting of those matrices which commute with the complex structure I 2n . This subgroup SO I (2n) inherits a twofold covering by the subgroup Spin I (2n) of Spin(2n), consisting of those elements of Spin(2n) that are commuting with
This element s I itself obviously belongs to Spin I (2n) and corresponds, under the double covering, to the complex structure I 2n . As SO I (2n) is isomorphic with the unitary group U(n) and, up to this isomorphism, Spin I (2n) thus provides a double cover of U(n), we may say that U(n) is the fundamental group underlying the function theory of hermitian monogenic functions.
Quaternionic Clifford Analysis
A refinement of hermitian Clifford analysis is obtained by considering the hypercomplex structure
the dimension m = 2n = 4p now being assumed to be a multiple of four. This hypercomplex structure arises by introducing, next to the first complex structure I 4p , a second one, called J 4p , given by
Clearly J 4p belongs to SO(4p), with J 2 4p = −E 4p , and it anti-commutes with I 4p . Then a third complex structure quite naturally arises, namely the SO(4p)-matrix
for which K 2 4p = −E 4p and which anti-commutes with both I 4p and J 4p . It turns out that
The SO(4p)-matrices which commute with the hypercomplex structure Q on R 4p form a subgroup of SO I (4p), denoted by SO Q (4p), which is isomorphic with the symplectic group Sp(p). Recall that the symplectic group Sp(p) is the real Lie group of quaternion p × p matrices preserving the symplectic inner product
Quite naturally, the subgroup SO Q (4p) of SO(4p) is doubly covered by Spin Q (4p), the subgroup of Spin(4p) consisting of the Spin(4p)-elements which are commuting with both s I and s J , where now s J is the Spin(4p)-element corresponding to J p . Recall, see (6) , that s I , corresponding to the complex structure I 4p , is given by s I = s 1 · · · s 2p , where s j =
For the corresponding picture at the level of the Lie algebras we refer to [3] .
The introduction of a hypercomplex structure leads to a function theory in the framework of so-called quaternionic Clifford analysis, where the fundamental invariance will be that of the symplectic group Sp(p). The most genuine way to introduce the new concept of quaternionic monogenicity is to directly generalize the system (2) expressing hermitian monogenicity, now making use of the hypercomplex structure on R 4p and the additional rotated Dirac operators
; whence the following definition. Definition 1. A differentiable function F : R 4p −→ S is called quaternionic monogenic (qmonogenic for short) in some region Ω of R 4p , if and only if in that region F is a solution of the system ∂F = 0,
Observe that, in a similar way as it was possible to introduce the notion of hermitian monogenicity without involving complex numbers, the above Definition 1 expresses the notion of q-monogenicity without having to resort to quaternions.
Remark 1. The notion of a hypercomplex structure stems from differential geometry where each tangent bundle of an even dimensional manifold admits the action of the algebra of quaternions, the quaternion units defining three almost complex structures. Accordingly we should in fact call the functions satisfying system (8) "hypercomplex monogenic", however this term has already been used in other contexts in higher dimensional function theory, and moreover, the notion of quaternionic monogenicity was already introduced in previous papers, whence we stick to the latter terminology.
There is a natural alternative characterization of q-monogenicity possible in terms of the hermitian Dirac operators, yet still not involving quaternions. We recall these hermitian Dirac operators in the current dimension:
and compute their respective images under the action of the complex structure J 4p :
Similarly we can introduce the auxiliary variables
Here, use has been made of the formulae
Now the original Dirac operator ∂ and its rotated versions ∂ I , ∂ J and ∂ K may be expressed in terms of the hermitian Dirac operators (∂ z , ∂ † z ) and their J-rotated versions (∂ J z , ∂ †J z ) as follows:
whence conversely which can be explained by
Recall that Sp(p) is isomorphic to the subgroup Spin Q (4p) of Spin(4p), whence the Dirac operator ∂ is, quite trivially, also invariant under the action of Sp(p). The invariance of the operators ∂ z , ∂ † z , ∂ J z and ∂ †J z now follows from the fact that their respective definitions only involve projection operators which are commuting with the Sp(p)-elements.
We will now comment on the behavior of the notion of q-monogenicity with respect to the decomposition of a function F = n r=0 F r , F r : R 4p −→ S r , r = 0, . . . , n into its homogeneous spinor components.
If F is q-monogenic, then so are its components F r , and vice versa. If F r is q-monogenic, then, quite naturally, F r is hermitian monogenic with respect to the hermitian Dirac operators ∂ z and ∂ † z -let us call this 1-hermitian monogenicity -but also hermitian monogenic with respect to the rotated hermitian Dirac operators ∂ J z and ∂ †J z -let us call this J-hermitian monogenicity. As was already pointed out, for the function F r , 1-hermitian monogenicity is equivalent with ∂-monogenicity; in the same order of ideas, the J-hermitian monogenicity of F r is equivalent with its ∂ J -monogenicity. Summarizing, we have the following result. (i) F is q-monogenic; (ii) each of the components F r is q-monogenic; (iii) each of the components F r is simultaneously ∂-monogenic and ∂ J -monogenic.
A further decomposition of spinor space
Spinor space S, which was already decomposed into U(2p)-irreducible homogeneous parts S r , can further be decomposed into Sp(p)-irreducibles, which we will call symplectic cells. Let us briefly sketch this decomposition, referring to [3] for a detailed description.
First we introduce the Sp(p)-invariant left multiplication operators
for which P : S r → S r−2 and Q : S r → S r+2 . Next we define the symplectic cells of spinor space, which are given by, for r = 0, . . . , p, the subspaces which implies that the composition of the multiplicative operators P and Q is constant on each symplectic cell; more specifically one has . . .
Now let us decompose a function F : C 2p −→ S according to these symplectic cells of spinor space:
and investigate the possible inheritance of the various concepts of monogenicity by the distinguished components.
(i) If F is monogenic, then nothing can be said about the monogenicity of the components F r s . This is because, a fortiori, the action of the Dirac operator on the function values
mixes up the homogeneous parts of spinor space.
(ii) If F is hermitian monogenic, then each symplectic component F (iii) If F is q-monogenic, then, remarkably and in contrast with hermitian monogenicity, the symplectic components F r s will be q-monogenic, as is proven in the next proposition. The converse is trivial. As already pointed out above, when restricting the values of the functions considered to a homogeneous subspace S r of spinor space, hermitian monogenicity can be expressed using only one operator, namely the Dirac operator. For functions taking their values in a symplectic cell S r s a similar, quite remarkable, result is valid. 
Applying the operator Q leads to Q∂ z P F 
The same equivalence holds in the case where (r, s) = (p, p). However, for s = r = p this equivalence reduces to (i') F r s is ∂ and ∂ J -monogenic; (ii') F r s is q-monogenic. Remark 2. In [3] we introduced a decomposition of the multiplicative operators f j and f † j , j = 1, . . . , p:
Now, we can decompose the four operators expressing q-monogenicity accordingly. If the function F In this section we illustrate our findings above by the explicit calculations of the systems of equations corresponding with q-monogenic functions defined in R 8 and taking values in spinor space S with p = 2. The triangular scheme for the decomposition of this spinor space looks as follows: 
which splits into
In other words: F 
so there holds
We see that ∂ z F 
whence there holds
This result means that for given positive integers a and b, the Littlewood-Richardson coefficients c (a + b − j, j) s
Proof
The branching formula for Sp(2p) ⊂ GL(2p) (see [17] , section 2.4.2) is given by
, V The notation F refers to GL(2p)-modules (with corresponding highest weight containing positive weight entries λ + and negative weight entries λ − ), V denotes an Sp(2p)-module and λ ′ means the transpose or conjugate of the highest weight λ; for more details concerning the notations we refer to [17] . The coefficient c γ αβ can only be non-trivial in the cases where both α and β are smaller than or equal to γ. In our case of interest the weights λ + and λ − correspond to one-row Young diagrams. Hence the coefficients c 
In terms of the basis elements introduced in Lemma 3, Lemma 13 of [3] shows that V c decomposes under the action of SO I (V ) as the sum of the fundamental representations of sl(2p) and its dual. Then Proposition 10 shows that all summands are irreducible as sp(p)-modules and they are both isomorphic to the defining representation of sp(p).
Remark 3. For clarity's sake we note here that the real symplectic Lie algebra sp(p) of skewsymplectic p × p-matrices with quaternion entries, is isomorphic with the so-called compact form sp 2p (C) ∩ u(2p) of the complex symplectic Lie algebra sp 2p (C) (see e.g. [3] , Proposition 6).
The construction of the Stein-Weiss gradients necessitates the projection on the components in the decomposition of a tensor product of two irreducible sp(p)-modules, which, in general, is a difficult problem. If one of the factors in the tensor product happens to be a small representation, it is possible to perform the decomposition explicitly using the Klimyk formula. In [22] , Section 5.9, it is shown how to achieve this if one of the factors is the defining representation of sp(p). If one factor is a general representation with highest weight λ, then the tensor product is multiplicity free and all summands have the form λ ± ǫ i , i = 1, . . . , p, for which the result is dominant. Here ǫ i has a 1 at the i-th place and zeros otherwise. In particular, we have the following lemma.
