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Re´sume´
Les syste`mes de recommandation e´tablissent des suggestions personnalise´es a` des
individus concernant des objets (livres, films, musique) susceptibles de les inte´resser.
Les recommandations sont ge´ne´ralement base´es sur l’estimation de notes relatives
a` des objets que l’utilisateur n’a pas consomme´s. En de´pit d’une litte´rature abon-
dante, les proprie´te´s statistiques des syste`mes de recommandation ne sont pas encore
clairement e´tablies. Dans ce travail, nous proposons un mode`le stochastique pour les
syste`mes de recommandation et nous analysons ses proprie´te´s asymptotiques lorsque
le nombre d’utilisateurs augmente. Nous e´tablissons la convergence de la proce´dure
sous de faibles hypothe`ses concernant le mode`le. Les vitesses de convergence sont
e´galement pre´sente´es.
Mots cle´s : Syste`mes de recommandation, convergence, similarite´ de type cosinus.
Abstract
Collaborative recommendation is an information-filtering technique that attempts
to present information items (movies, music, books) that are likely of interest to
a user. In its most common form, the problem is framed as trying to estimate
ratings for items that have not yet been consumed by a user. Despite wide-ranging
literature, very little is known about the statistical properties of recommendation
systems. To provide an initial contribution to this, we propose in the present work
to set out a general stochastic model for collaborative recommendation and analyze
its asymptotic performance as the number of users grows. We establish consistency
of the procedure under mild assumptions on the model. Rates of consistency are
also provided.
Index Terms: Recommender systems, consistency, cosine-type similarity.
1auteur correspondant : laurent.rouviere@univ-rennes2.fr
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1 Introduction
Les syste`mes de recommandation e´mettent des suggestions a` des utilisateurs concernant
des objets susceptibles de les inte´resser. Parmi les nombreux exemples d’applications, on
peut citer la recommandation de livres, restaurants, films et remarquer que les sites Web
amazon.com, match.com, movielens.com ou encore allmusic.com posse`dent leur propre
syste`me de recommandation.
Le processus de recommandation de´bute par une se´rie de questions pose´es a` des utilisa-
teurs concernant leurs pre´fe´rences vis-a`-vis d’un certain type d’objet. Par exemple, pour
un syste`me de recommandation concernant des films, les utilisateurs commencent par
noter les films qu’ils ont de´ja` vus. Les notes sont alors collecte´es dans une matrice ou`
chaque ligne repre´sente un utilisateur et chaque colonne un objet (film). Un exemple est
pre´sente´ dans le tableau 1 ou` les notes se situent entre 1 et 10, le symbole “NA” signifie
que l’utilisateur n’a pas note´ le film correspondant.
Armageddon Platoon Rambo Rio Bravo Star wars Titanic
Jim NA 6 7 8 9 NA
James 3 NA 10 NA 5 7
Steve 7 NA 1 NA 6 NA
Mary NA 7 1 NA 5 6
John NA 7 NA NA 3 1
Lucy 3 10 2 7 NA 4
Stan NA 7 NA NA 1 NA
Johanna 4 5 NA 8 3 9
Bob NA 3 3 4 5 ?
Tab. 1 – Un exemple de notes de 9 utilisateurs concernant 6 films. Les films sont note´s entre
1 et 10 et le symbole “NA” signifie que l’utilisateur n’a pas note´ le film correspondant.
Une fois les donne´es recueillies, le syste`me de recommandation doit dans un premier
temps pre´dire les notes des objets non e´value´s, puis dans un second temps fournir une
recommandation a` l’utilisateur base´e sur ces pre´visions. De nombreuses me´thodes issues
de diverses communaute´s ont e´te´ propose´es. On pourra par exemple se re´fe´rer aux ar-
ticles de Abernethy et al. [1], Sarwar et al. [5] ainsi qu’aux surveys de Adomavicius et
Tuzhilin [3] et Adomavicius et al. [2]. Quelle que soit la me´thode utilise´e, le point crucial
consiste a` identifier des utilisateurs “proches” de l’utilisateur a` qui on souhaite fournir
la recommandation. La notion de proximite´ entre utilisateurs peut varier selon l’applica-
tion, elle est ne´anmoins le plus souvent base´e sur des notions de corre´lation ou de cosinus
mesure´s entre les utilisateurs. Dans ce travail nous proposons un mode`le stochastique
permettant d’e´tudier les syste`mes de recommandation. Ce mode`le prend notamment en
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compte la structure particulie`re des donne´es (possibilite´s de non re´ponse ou de mise a`
jour des re´ponses de la part des utilisateurs). Les proprie´te´s asymptotiques du mode`le
(convergence, vitesse de convergence) sont ensuite pre´sente´es.
2 Une mode´lisation se´quentielle des syste`mes de re-
commandation
2.1 Le mode`le
On de´signe par d+1 (d ≥ 1), le nombre d’objets (films) et par n le nombre d’utilisateurs.
On suppose que les notes donne´es par les utilisateurs aux diffe´rents objets sont a` valeurs
dans ({0} ∪ [1, s])d+1 ou` s est un re´el strictement plus grand que 1 repre´sentant la note
maximale. Par convention, la note 0 signifie que l’utilisateur n’a pas re´pondu a` l’objet
correspondant. Dans l’exemple du tableau 1, on a n = 8, d = 5 et s = 10. Une fois
les notes des n utilisateurs collecte´es, un nouvel utilisateur (Bob) re´ve`le a` son tour ses
pre´fe´rences pour les d premiers objets mais pas pour le (d + 1)e`me (le film Titanic dans
notre exemple). Le proble`me consiste a` trouver une strate´gie permettant de pre´dire la
note de Bob pour le film Titanic en utilisant :
– les notes de Bob concernant les d premiers films ;
– les notes des autres utilisateurs.
La premie`re e´tape consiste a` mode´liser les pre´fe´rences du nouvel utilisateur par un vecteur
ale´atoire (X, Y ) de dimension d + 1 a` valeurs dans [1, s]d × [1, s]. Le vecteur ale´atoire
X = (X1, . . . , Xd) repre´sente les notes du nouvel utilisateur concernant les d premiers
objets tandis que Y repre´sente sa note pour l’objet a` pre´dire (note du film Titanic). Le
nouvel utilisateur ne re´ve´lant pas force´ment ses pre´fe´rences pour tous les d premiers objets,
nous n’observons pas X mais une version masque´e que nous noterons X⋆ = (X⋆1 , . . . , X
⋆
d) :
X⋆j =
{
Xj si j ∈M
0 sinon
(1)
ou` M de´signe un sous-ensemble non vide de {1, . . . , d} correspondant aux objets e´value´s
par le nouvel utilisateur. Dans l’exemple du tableau 1 on a M = {2, 3, 4, 5} et X⋆ =
(0, 3, 3, 4, 5).
Nous mode´lisons ensuite les pre´fe´rences des autres utilisateurs (Jim, James, Steve, Mary,
etc. dans le tableau 1) en utilisant une approche dynamique. Pour ce faire, on suppose
que les utilisateurs entrent dans la base de donne´es les uns apre`s les autres et mettent a`
jour leurs notes de manie`re se´quentielle. Plus pre´cise´ment, a` chaque temps i = 1, 2, . . . ,
un nouvel utilisateur entre dans le processus et re´ve`le ses pre´fe´rences pour la premie`re
fois tandis que les i − 1 premiers utilisateurs peuvent mettre a` jour leurs pre´fe´rences.
Ainsi, au temps 1, il y a un seul utilisateur dans la base de donne´es (Jim dans le tableau
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1) et on mode´lise le sous-ensemble (non vide) d’objets e´value´s par Jim par une variable
ale´atoireM11 a` valeurs dans P
⋆({1, . . . , d}), l’ensemble des parties non vides de {1, . . . , d}.
Au temps 2, un nouvel utilisateur (James) entre ses pre´fe´rences pour certains objets
mode´lise´s par une variable ale´atoire M12 a` valeurs dans P
⋆({1, . . . , d}) et de meˆme loi
que M11 . Au meˆme temps, l’utilisateur 1 (Jim) peut mettre a` jour ses pre´fe´rences et on
de´signe parM21 les objets e´value´s par Jim au temps 2. On supposera queM
1
1 ⊂M
2
1 , c’est-
a`-dire que les utilisateurs ne peuvent pas enlever les notes qu’ils ont mises au pre´alable.
En re´pe´tant ce me´canisme, on dispose au temps n d’une matrice triangulaire supe´rieure
(M ji )1≤i≤n,1≤j≤n+1−i de variables ale´atoires (voir tableau 2).
Temps 1 Temps 2 . . . Temps i . . . Temps n
Utilisateur 1 M11 M
2
1 . . . M
i
1 . . . M
n
1
Utilisateur 2 M12 . . . M
i−1
2 . . . M
n−1
2
...
. . .
...
...
...
Utilisateur i M1i . . . M
n+1−i
i
...
. . .
...
Utilisateur n M1n
Tab. 2 – Mode´lisation se´quentielle des pre´fe´rences.
Les notes de l’utilisateur i relatives aux d premiers objets sont repre´sente´es par une
variable ale´atoire Xi = (Xi1, . . . , Xid). En se basant sur la mode´lisation des notes du
nouvel utilisateur (1), on de´finit la version masque´e X
(n)
i = (X
(n)
i1 , . . . , X
(n)
id ) des notes de
l’utilisateur i au temps n par :
X
(n)
ij =
{
Xij si j ∈M
n+1−i
i ∩M
0 sinon.
Enfin, on de´signe par Y1, . . . , Yn les variables ale´atoires a` valeurs dans [1, s] repre´sentant
les e´valuations des utilisateurs au temps n concernant la variable d’inte´reˆt (le film Titanic
dans notre exemple). Afin de prendre en compte les possibilite´s de non re´ponse concer-
nant cette variable, on introduit une suite (Rn)n≥1 de variables ale´atoires a` valeurs dans
P⋆({1, . . . , n}). Rn repre´sente le sous-ensemble (non vide) des utilisateurs qui ont e´value´
la variable d’inte´reˆt (Titanic) au temps n.
Nous disposons ainsi au temps n d’un e´chantillon (X
(n)
1 , Y1), . . . , (X
(n)
n , Yn) et notre mis-
sion consiste a` e´valuer la note Y du nouvel utilisateur repre´sente´ par X⋆. Le proble`me
statistique est donc d’estimer la fonction de re´gression η(x⋆) = E[Y |X⋆ = x⋆].
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2.2 L’estimateur
Etant donne´ x⋆ ∈ ({0} ∪ [1, s])d − 0 (0 repre´sente le vecteur nul de Rd) et l’e´chantillon
(X
(n)
1 , Y1), . . . , (X
(n)
n , Yn), nous proposons d’estimer la fonction de re´gression η(x
⋆) par un
estimateur de type kn plus proches voisins utilisant une mesure de similarite´ base´e sur le
cosinus. Plus pre´cise´ment, la similarite´ entre le nouvel utilisateur x⋆ et le i-e`me utilisateur
au temps n X
(n)
i est mesure´e par
S(x⋆,X
(n)
i ) = p
(n)
i
∑
j∈J x
⋆
jX
(n)
ij√∑
j∈J x
⋆
j
2
√∑
j∈J X
(n)
ij
2
, p
(n)
i =
|Mn+1−ii ∩M |
|M |
,
ou` J = {j : x⋆j 6= 0 et X
(n)
ij 6= 0} et |A| de´signe le cardinal d’un ensemble A. On
remarquera que si M ⊂ Mn+1−ii alors p
(n)
i = 1 et S(x
⋆,X
(n)
i ) = cos(x
⋆,X
(n)
i ). Le terme
p
(n)
i peut eˆtre vu comme une pe´nalite´ utilise´e pour ne pas trop favoriser les derniers
individus entre´s dans la base de donne´es. Ainsi, au temps n, on dira que l’individu i est
“plus similaire” au nouvel individu que l’individu j si S(x⋆,X
(n)
i ) > S(x
⋆,X
(n)
j ). Etant
donne´ kn un entier ve´rifiant 1 ≤ kn ≤ n, la fonction η(x
⋆) est alors estime´e par
ηn(x
⋆) = ‖x⋆‖
∑
i∈Rn
Wni(x
⋆)
Yi
‖X
(n)
i ‖
ou` ‖.‖ de´signe la norme euclidienne et
Wni(x
⋆) =
{
1/kn si X
(n)
i est parmi les kn-MS de x
⋆ parmi {X
(n)
i , i ∈ Rn}
0 sinon.
L’acronyme kn-MS (kn “most similar”) signifie que l’on ne prend en compte que les kn
individus les plus similaires de x⋆ parmi {X
(n)
i , i ∈ Rn}. Afin que l’estimateur soit bien
de´fini, nous ajoutons les remarques suivantes :
– si S(x⋆,X
(n)
i ) = S(x
⋆,X
(n)
j ), on dira que l’individu X
(n)
i est “plus similaire” a` x
⋆ que
X
(n)
j si i < j ;
– si |Rn| < kn, on pose ηn(x
⋆) = 0 ;
– si X
(n)
i = 0, on pose Wni(x
⋆) = 0 avec la convention 0×∞ = 0.
2.3 Proprie´te´s asymptotiques
Sous certaines hypothe`ses concernant la forme de la fonction de re´gression η, nous obte-
nons les re´sultats suivants.
The´ore`me 2.1 On suppose que kn → ∞, |Rn| → ∞ p.s. et E[kn/|Rn|] → 0 lorsque
n→∞. Alors
E |ηn(X
⋆)− η(X⋆)| → 0 quand n→∞.
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The´ore`me 2.2 Soit αni = P(M
n+1−i 6⊃M |M). On suppose que |M | ≥ 4. Il existe alors
une constante C > 0 telle que, pour tout n ≥ 1,
E |ηn(X
⋆)− η(X⋆)|
≤ C
{
knE
[
1
|Rn|
∑
i∈Rn
Eαni
]
+ E
[(
kn
|Rn|
)Pn]
+
1
kn
+ E
[∏
i∈Rn
αni
]}
,
ou` Pn = 2/(|M | − 1) si kn < |Rn|, et Pn = 1 sinon.
On pourra notamment remarquer que dans le cas de´terministe M = {1, . . . , d} et Rn =
{1, . . . , n} les hypothe`ses du The´ore`me 2.1 sont kn → ∞ et kn/n → 0 lorsque n → ∞,
c’est-a`-dire les hypothe`ses ne´cessaires a` la convergence de l’estimateur “classique” des kn
plus proches voisins. De meˆme, toujours pour ce cas particulier, la borne du The´ore`me
2.2 devient
C
{(
kn
n
)2/(d−1)
+
1
kn
}
.
Cette borne co¨ıncide avec la vitesse de convergence de l’estimateur des kn plus proches
voisins en dimension d− 1 (voir [4]).
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