Approximation Algorithms for Probabilistic Graphs by Han, Kai
ar
X
iv
:1
80
7.
01
19
1v
2 
 [c
s.D
S]
  7
 Ju
l 2
01
8
Approximation Algorithms for Probabilistic Graphs
Kai Han
School of Computer Science and Technology, University of Science and Technology of China, P.R.China
hankai@ustc.edu.cn
ABSTRACT
We study the k-median and k-center problems in uncertain graphs.
We analyze the hardness of these problems, and propose several al-
gorithms with improved approximation ratios compared with the
existing proposals.
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1 INTRODUCTION
Graph data are prevalent in a lot of application domains such as so-
cial, biological and mobile networks. Typically, the entities in reali-
ties are modeled by graph nodes, and the relationships between en-
tities are modeled by graph edges. Uncertainty is evident in graph
data due to a variety of reasons. Therefore, the methods for query-
ing and mining uncertain graph data are of paramount importance.
Graph clustering is a fundamental problem in graph data min-
ing, where the goal is to partition the graph nodes into some clus-
ters, such that the nodes in each cluster is “close” to each other ac-
cording to some distance measure. Among the numerous problem
definitions on graph clustering, the k-median and k-center prob-
lems are perhaps the most celebrated ones which have been stud-
ied for decades [7]. In a traditional graph (without uncertainty),
the goal of the k-median problem is to find k centering nodes in
the network such that the average distance between each node to
the centering nodes is maximized, while the goal of the k-center
problem is to find a set of k nodes for which the largest distance of
any point to its closest vertex in the k-set is minimum.
Surprisingly, although thek-median andk-center problems have
been extensively studied in the literature, their counterpart prob-
lems in uncertain graphs have not been investigated until a recent
study by Ceccarello et al. [1]. Following a large body of work on
uncertain graphs, the work in [1] models an uncertain graph as a
traditional graph augmented by existence probabilities associated
to the edges. They use the connection probabilities as the distance
measure between the nodes, and formulated the k-median and k-
center problems as follows. In the k-median problem, they aim to
partition the graph nodes into k subsets (clusterings) with a center-
ing node in each of them, such that the average connection prob-
ability between each node and its corresponding centering node
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is maximized. In the k-center problem, they aim to maximize the
minimum connection connectivity between a node and its center-
ing node. It can be seen that the definitions of their k-median and
k-center problems are in spirit similar to those for the traditional
graphs, so they can be considered as the reinterpretations of the
k-median and k-center problems in traditional graphs.
In contrast to the traditional k-median and k-center problems,
there are two unique challenges for clustering uncertain graphs.
First, it is a #P hard problem to compute the connection probability
between any two nodes in an uncertain graph. Second, the distance
measure described above does obey the triangle inequality, which
is required by almost all of the traditional k-center and k-median
algorithms. Therefore, even if we have an oracle for computing
the connection probabilities, the traditional k-median and k-center
algorithms cannot be applied to our case.
Based on the above observations, the work in [1] provide new
algorithms for graph clustering problem in uncertain graphs. How-
ever, the approximation ratio of their algorithms are far from sat-
isfactory.
Contributions.Motivated by the deficiency of existing techniques,
we propose new approximation algorithms for the k-median and
k-center problems in uncertain graphs. Our contributions are sum-
marized as follows.
(1) For the k-median problem:
We prove that thek-median problem is NP-hard, and propose an
approximate algorithmwith a 1−1/e approximation ratio. We also
propose efficient sampling algorithms that achieves a 1 − 1/e − ϵ
approximation ratio when there does not exist an oracle for com-
puting the connection probabilities.
(2) For the k-center problem:
We prove that the k-center problem is NP-hard to approximate
within any bounded ratio.We first propose a simple algorithmwith
the approximation ratio of OPTc
k
, and then provide a bi-criteria ap-
proximation algorithm that achieve 1−ϵ approximation ratio using
at most O(k log nϵ ) centering nodes. We also propose algorithms
for the k-center problem without the connection oracle.
2 PRELIMINARIES
2.1 Problem Definitions
An uncertain graph is represented by G = (V ,E) where V is the
set of nodes and E is the set edges, with |V | = n and |E | = m. We
assume that each node in V has a unique node ID in [1,n]. Each
edge e ∈ E is associated with a number p(e) ∈ (0, 1] denoting the
probability that e exists. For any two nodes u and v in V , we use
Pr[u ∼ v] to denote the probability that u and v is connected in
G. For simplicity, we follow the work in [1] to assume thatG is an
undirected graph, but our approach can be readily extended to the
case of directed graphs, which will be explained later.
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Ak-clustering ofG can be represented by a tupleC = 〈C,Q1,Q2, · · · ,Qk 〉,
whereC = {c1, · · · , ck } is the set of centering nodes and {Q1,Q2, · · · ,Qk }
is a partition of the nodes in V satisfying ci ∈ Qi for all i ∈ [k].
For any i ∈ [k] and any v ∈ Qi , we call the node pair (ci ,v) as
a cluster link of C. We call the set of all clustering links in C as
the signature of C, and we use SG
k
to denote the set of signatures
of all possible k-clusterings of G. Note that any two different k-
clusterings must have different signatures, and we can construct
a k-clustering from any A ∈ SG
k
. Therefore, we will also call any
A ∈ SG
k
as a k-clustering. Given any A ∈ SG
k
, we define
KM(A) =
∑
(u,v)∈A
Pr[u ∼ v]/n (1)
KC(A) = min(u,v)∈A Pr[u ∼ v] (2)
With the above definitions, the k-median and k-center problems
can be formally defined as follows:
Definition 2.1. The k-median (KMD) problem aims to identify
an optimal solutionAo to the following optimization problem:
Maximize KM(A) [KMD]
s.t. A ∈ SG
k
The k-center (KCT) problem aims to identify an optimal solution
Bo to the following optimization problem:
Maximize KC(B) [KCT]
s.t. B ∈ SG
k
For convenience, we useOPTm
k
to denoteKM(Ao), and useOPTc
k
to denote KC(Bo).
3 SOLVING THE k-MEDIAN PROBLEM
3.1 Hardness of the k-Median Problem
The prior work [1] has conjectured that the k-median problem is
NP-hard. We prove this conjecture in the following theorem, by a
reduction from the NP-hard Dominating Set problem:
Theorem 3.1. The k-median problem is NP-hard, even if there
exists an oracle for computing ∀u,v ∈ V : Pr[u ∼ v].
Proof. We prove the theorem by a reduction from the NP-hard
dominating set problem [7]. Given any undirected graphG = (V , E)
with |V | = n and any integer k , the decision version of the domi-
nating set problem asks whether there exists S ⊆ V with |S | = k
such that each node in V \S is adjacent to certain node in S . Given
such an instance G of the dominating set problem, we can con-
struct an uncertain graph by setting p(e) = q = 1
n(n−k+2)
for each
e ∈ E. Suppose that there exists a polynomial-time algorithmAopt
to optimally solve the k-median problem. So we can run it on the
uncertain graphG described above, and get an optimalk-clustering
with its signature denoted by A˜. In the sequel, we will prove that:
the graphG has a dominating set S satisfying |S | = k if and only if
KM(A˜) ≥ k + (n − k)q
If the graph G has a dominating set S satisfying |S | = k , then
we can use S as the set of center nodes, and hence we must have
KM(A˜) ≥ k + (n−k)q. Conversely, ifG does not have a dominating
set S satisfying |S | = k , then there must exist a cluster link (u,v)
Algorithm 1: Greedy(G,k,д(·))
1 C ← ∅
2 while |C | < k do
3 Find u ∈ V \C such that д(C ∪ {u}) − д(C) is maximized;
4 C ← C ∪ {u}
5 return C
in A˜ such that u and v are not adjacent, and hence we get
Pr[u ∼ v] ≤ nq2 + n2q3 + n3q4 + · · · ≤
nq2
1 − nq
, (3)
where niqi+1 is an upper bound for the probability that u is con-
nected tov through i+1 hops.Moreover, for any (u ′,v ′) ∈ A˜\{(u,v)}
satisfying u ′ , v ′, we must have
Pr[u ′ ∼ v ′] ≤ q + nq2/(1 − nq) (4)
Therefore, we have
KM(A˜) ≤ k + (n − k − 1)
(
q +
nq2
1 − nq
)
+
nq2
1 − nq
< k + (n − k)q (5)
The above reasoning implies that, ifAopt exists, then the dominat-
ing set problem can also be optimally solved in polynomial time.
Hence, the theorem follows. 
3.2 k-Median Algorithms with an Oracle
In this section, we assume that there exists a connectivity oracle,
i.e., Pr[u ∼ v] can be computed in polynomial time for any u ∈ V
and v ∈ V .
It is highly non-trivial to find an approximation solution to the
k-median problem, as it has a large searching space SG
k
with the
cardinality of
(n
k
)
kn−k . However, we find that the k-median prob-
lem can be transformed into a submodular maximization problem
with a much-reduced searching space, as described below.
For any C ⊆ V and any v ∈ V , we define
fv (C) = max{Pr[u ∼ v] | u ∈ C}; F (C) =
∑
v ∈V
fv (C) (6)
It is noted that, for any A ∈ SG
k
, there must exist certain C ⊆ V
such that |C | = k and F (C) ≥ KM(A). Moreover, given any C ⊆ V ,
we can easily construct a k-clustering A such that C is the set of
centering nodes in A and F (C) = KM(A). Therefore, the k-Median
problem can be transformed into the following equivalent opti-
mization problem:
Maximize
∑
v ∈V
fv (C) [KMD1]
s.t. |C | = k ; C ⊆ V
Moreover, we find that the [KMD1] problem is actually a submod-
ular maximization problem, as shown by the following theorem:
Theorem 3.2. For any v ∈ V , the function fv (·) is a monotone
and submodular function defined on 2V .
It is a well-known fact thatmonotone submodularmaximization
problems can be addressed by a greedy algorithm with a 1 − 1/e
approximation ratio. Therefore, we can use a greedy algorithm
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Algorithm 2: SearchKM(G,k,R)
1 C∗ ← Greedy(G,k, F̂ (R, ·)); A∗ ← D(R,C∗)
2 return A∗
(shown in Algorithm 1) to find a 1− 1/e approximation to [KMD1]
and hence to the k-median problem. i.e.:
Theorem3.3. Using theGreedy(G,k, F (·)) algorithm,we can find
a solution with a 1 − 1/e approximation ratio ti the k-median prob-
lem.
Besides, we can also provide a 1/k approximation to thek-median
problem. Consider the following problem:
Maximize
∑
u ∈C
∑
v ∈V
Pr[u ∼ v] [KMD2]
s.t. |C | = k ; C ⊆ V
We have the following theorem:
Theorem3.4. Suppose thatC† is an optimal solution to the [KMD2]
problem. We have F (C†) ≥ (1/k)KM(Ao).
Proof. Suppose that Co
km
is the set of centering nodes in Ao .
We have
F (C†) =
∑
v ∈V
max{Pr[u ∼ v] | u ∈ C†}
≥
∑
v ∈V
(1/k)
∑
u ∈C†
Pr[u ∼ v]
≥ (1/k)
∑
v ∈V
∑
u ∈Co
km
Pr[u ∼ v]
≥ (1/k)KM(Ao)
Hence, the theorem follows. 
3.3 k-Median Algorithms without Oracle
In this section, we consider a more practical setting where the con-
nection oracle is absent. We will first provide a basic sampling al-
gorithm to address the k-median problem, and then provide some
more efficient algorithms.
3.3.1 ABasic Sampling Algorithm fork-Median. A random sam-
ple R ofG is a graph generated by removing each edge e inG with
the probability of 1 − p(e). For any u,v ∈ V and any random sam-
ple R ofG, let XR (u ∼ v) = 1 when u and v is connected in R, and
XR (u ∼ v) = 0 when u and v is not connected in R. For any set R
of random samples ofG, define
“Pr[R,u ∼ v] =
∑
R∈R
XR (u ∼ v)/|R |
”KM(R,A) =
∑
(u,v)∈A
“Pr[R,u ∼ v]/n
It can be seen that “Pr[R,u ∼ v] and ”KM(R,A) are unbiased esti-
mations of Pr[u ∼ v] and KM(A), respectively. Similarly, for any
A ∈ Sk , any C ⊆ V and any v ∈ V , we define
f̂v (R,C) = max{“Pr[R,u ∼ v] | u ∈ C}
F̂ (R,C) =
∑
v ∈V
f̂v (R,C)
As computing the connection probabilities is NP-hard, it is hard
to find the cluster links even if we know the set of centering nodes
in an optimal solution. To bypass this difficulty, we create a map-
ping between Vk = {C |C ⊆ V ∧ |C | = k} and S
G
k
to reduce
the number of generated samples for identifying the cluster links.
More specifically, given any set R of random samples, each node
setC ∈ Vk is mapped to a unique k-clustering D(R,C) in S
G
k
, such
that any cluster link (c,v) ∈ D(R,C) (with c ∈ C) that satisfies: 1)
“Pr[R,c ∼ v] = f̂v (R,C); 2) The node ID of c is minimized under
condition 1).
With the above definitions, we design the SearchKM algorithm
to find an approximate solution. Given a set R of random samples,
the SearchKM algorithm first calls the Greedy algorithm to find
a set C∗ of center nodes, and then returns A∗ = D(R,C∗) as an
approximate solution. To ensure thatA∗ has a good approximation
ratio, we give the following theorem to determine a upper-bound
for the number of generated samples:
Theorem 3.5. If |R | ≥ Tmax where
Tmax =
⌈
2(2e − 1)(eϵ + 2e − 1)
3e2ϵ2OPTm
k
ln
(n
k
)
+ 1
δ
⌉
= O
( n
ϵ2
log
n
δ
)
,
then the SearchKM(G,k,R) algorithm returns a (1−1/e−ϵ)-approximate
solutionA∗ to the k-median problem with probability of at least 1−δ .
3.3.2 Accelerations. The SearchKM algorithm can be further
accelerated by leveraging the submodularity of the function F̂ (R, ·),
as shown by the SearchKM+ algorithm. The SearchKM+ algorithm
maintains a value UB(v) for each v ∈ V , which denotes an upper
bound for the marginal gain of v with respect to the currently se-
lected node set C∗. Initially, SearchKM+ calls GetFirstNode(R) to
calculate UB(v) = F̂ (R, {v}) for all v ∈ V , and then add u∗ =
argmaxu ∈V UB(v) into C
∗. After that, it sorts V into the node list
W according to the non-increasing order of ∀v ∈ V : UB(v), and
re-compute UB(v) only when necessary.
It can be seen that the idea of SearchKM+ is similar in spirit
to the “lazy greedy” algorithm proposed in [5]. However, the lazy
greedy algorithm has not considered the “cold start” problem, i.e.,
how to efficiently compute the upper bound of the marginal gain
of any node inV (i.e., UB(v)) in the initialization phase. In our case,
a naive approach for computing the initial value of UB(v) requires
O(n) time for any v ∈ V , as we need to calculate f̂u (R, {v}) for
each u ∈ V . However, using the GetFirstNode procedure, we only
need O(1) time to compute UB(v).
The SearchKM+ algorithm can be further accelerated by bor-
rowing some ideas from the OPIM sampling framework proposed
in [6]. The resulted algorithm is shown in Algorithm ??. We can
prove:
Theorem 3.6. With probability of at least 1−δ , the SamplingKM
algorithm returns a k-clustering with a 1−1/e−ϵ approximation ra-
tio. The expected number of random samples generated in SamplingKM
is at most O( 1
ϵ 2OPTm
k
ln 1
δ
).
4 SOLVING THE K-CENTER PROBLEM
In this section, we address the k-center problem both with a con-
nection oracle assumption and without it.
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Algorithm 3: SearchKM+(G,k,R)
1 (u,W ) ← GetFirstNode(R); C∗ ← {u}
2 while |C∗ | < k do
3 (u,W ) ← GetNextNode(W , F̂ (R, ·),C∗)
4 C∗ ← C∗ ∪ {u}
5 return C∗
Algorithm 4: GetFirstNode(R)
1 foreach v ∈ V do
2 UB(v) ← the summation of the sizes of the connected
components in R that contain v ;
3 Sort V into the node listW according to the non-increasing
order of UB(v) : v ∈W ;
4 Remove the first nodew1 fromW ;
5 return (w1,W )
Algorithm 5: GetNextNode(W ,д(·),C)
1 for i ← 1 to |W | do
2 UB(wi ) ← д(C ∪ {wi }) − д(C)
3 if UB(wi ) ≥ UB(wi+1) then break;
4 Re-sort the nodes inW according to the non-increasing order
of UB(v) : v ∈W
5 Remove the first nodew1 fromW ;
6 return (w1,W )
Algorithm 6: SamplingKM(G,k, ϵ, δ )
1 Tmax ←
2(2e−1)(eϵ+2e−1)n
3e2ϵ 2k
ln
(nk)+1
δ
; T ← T · ϵ2k/n
2 Generate two sets R1 and R2 of random samples ofG, such
that |R1 | = |R2 | = T ;
3 imax ← ⌈log2(Tmax/T )⌉;
4 for i ← 1 to imax do
5 A∗ ← SearchKM(G,k,R1)
6 a ← ln(3imax /δ ); θ ← |R1 |
7 lb(A∗) ←
(√
”KM(R2,A∗) −
√
a
6θ
)2
− a
6θ
8 ub(Ao) ←
(√
K̂M(R1,A∗)
1−1/e
+
2a
3θ
+
√
a
6θ
)2
− a
6θ
9 if lb(A∗)/ub(Ao) ≥ 1 − 1/e − ϵ or i = imax then
10 return A∗
11 double the sizes of R1 and R2 with new random samples;
4.1 k-Center Algorithms with an Oracle
4.1.1 A Simple Algorithm. The work in [1] has proved that the
connection probabilities of any three nodes u,v,w ∈ V must sat-
isfy
Pr[u ∼ w] ≥ Pr[u ∼ v] · Pr[v ∼ w] (7)
Let d(u,v) = − ln Pr[u ∼ v] and dv (C) = minu ∈C d(u,v), so we
have
d(u,w) ≤ d(u,v) + d(v,w) (8)
which implies thatd(·) is a metric. Consider the following problem:
Minimize max
v ∈V
dv (C) [KCT0]
s.t. |C | = k ; C ⊆ V
It can be seen that the set of centering nodes in Bo is also an opti-
mal solution to the [KCT0] problem. Note that [KCT0] is a metric
k-center problem, so it can be addressed by a simple greedy al-
gorithm with a 2 approximation ratio [8]. More specifically, the
greedy algorithm initializes by selecting an arbitrary node, and
then iteratively selects a node which is furthest to the currently
selected nodes until k nodes are selected. With this greedy algo-
rithm, we can find B∗ ∈ SG
k
such that − lnKC(B∗) ≤ −2 lnKC(Bo),
which implies that
KC(B∗) ≥ (OPTc
k
)2 (9)
4.1.2 A Bi-Criteria Approximation Algorithm. Note that the ap-
proximation ratio proposed by (9) can be arbitrarily bad, as OPTc
k
can be arbitrarily small. Therefore, we ask whether there exists
an algorithm with a bounded approximation ratio for the k-center
problem. Unfortunately, we find that:
Theorem 4.1. Unless P=NP, no polynomial-time algorithm can
find a solution to the k-center problem within any approximation
ratio α > 0, even if there exists a connectivity oracle.
As the k-center problem is NP-hard to approximate, we further
ask the question whether there exists a bi-criteria approximation
algorithm for it, i.e., we permit such an algorithm to use more than
k center nodes, such that it can approach OPTc
k
. However, the fol-
lowing theorem reveals that, we cannot achieve a large connectiv-
ity probability unless we allow the usage of a “sufficiently large”
number of centering nodes:
Theorem 4.2. Unless P=NP, no algorithm can find a l-clustering
B in polynomial time, such that KC(B) ≥ OPTc
k
and l < k lnn.
Based on Theorem 4.2, we propose a bi-criteria approximation
algorithmwith nearly tight approximation ratios. First, we re-formulate
the [KCT] problem into the following [KCT1] problem:
Maximize min
v ∈V
fv (C) [KCT1]
s.t. |C | = k ; C ⊆ V
It can be seen that, for any k-clustering B ∈ SG
k
, we must have
KC(B) ≤ minv ∈V fv (CB ), where CB denotes the set of centering
nodes in B. Therefore, the [KCT1] problem is equivalent to the
[KCT] problem.
Recall that the fv (·) is monotone and submodular for anyv ∈ V .
Therefore, the [KCT1] problem is similar to the “robust submodu-
lar maximization” problem studied in [4]. However, the algorithms
and performance bounds proposed in [4] are only suitable for the
case where the considered submodular function is integer-valued,
while the function fv (·) in our case is generally non-integral. There-
fore, we adapt the algorithms proposed in [4] to our case and prove
new performance bounds, as described in the following.
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Algorithm 7: SearchKC(ϵ1,ϵ2, fv (·))
1 [q1,q2] ← [0, 1];C
∗ ← ∅
2 repeat
3 C ← ∅; q ←
q1+q2
2
4 L(q, ·) ←
∑
v ∈V min{q, fv (·)}
5 repeat
6 v∗ ← argmaxu ∈V \C [L(q,C ∪ {u}) − L(q,C)];
7 C ← C ∪ {v∗}
8 if |C | > ⌈ln nϵ1 ⌉k then break;
9 until L(q,C) ≥ nq − ϵ1q;
10 if |C | ≤ ⌈ln nϵ1 ⌉k then
11 C∗ ← C ; q1 ← q
12 else
13 q2 ← q
14 until q1 ≥ (1 − ϵ2)q2;
15 return C∗
Our algorithm is based on a “potential function” L defined as
follows:
∀q ∈ (0, 1],∀C ⊆ V : L(q,C) =
∑
v ∈V
min{q, fv (C)} (10)
As fv () is a submodular function, it can be verified that L(q, ·) is
also a submodular function for any q ∈ (0, 1]. Moreover, the func-
tion L has a remarkable property that it can be used to find an
upper bound of OPTc
k
, as clarified by the following lemma:
Lemma 4.3. Let C = Greedy(⌈ln nϵ1 ⌉k, L(q, ·)). If L(q,C) < nq −
ϵ1q, then q must be an upper bound of OPT
c
k
.
Note that L(q,C) ≥ nq − ϵ1q implies that minv ∈V fv (C) ≥ (1 −
ϵ1)q. So Lemma 4.3 actually tells that, if q < OPT
c
k
, then we can
use function L and the Greedy procedure to find a clustering B
with at most ⌈ln nϵ1 ⌉k centering nodes such that K̂C(B) ≥ (1−ϵ1)q.
Conversely, if such a clustering cannot be obtained, then we must
have OPTc
k
≤ q.
With Lemma 4.3, we can use a binary searching process to find
an approximate solution to [KCT1], as shown by the SearchKC
algorithm. In the SearchKC algorithm, we maintain a searching
interval [q1,q2] (initialized to [0, 1]), and use Lemma 4.3 to judge
whether q =
q1+q2
2 is an upper bound of OPT
c
k
. If we find that
OPTc
k
≤ q, then we halves [q1,q2] by setting q2 = q. Otherwise,
we also halves [q1,q2] by setting q1 = q. As such, we always have
OPTc
k
≤ q2; |C
∗ | ≤ ⌈ln
n
ϵ1
⌉k ; min
v ∈V
fv (C) ≥ (1 − ϵ1)q1 (11)
throughout the binary searching process, where the last inequality
is due to L(q1,C) ≥ nq−ϵ1q. Note that the binary searching process
stops when q1 ≥ (1 − ϵ2)q2. So we immediately get the following
theorem:
Theorem 4.4. For any ϵ, ϵ1, ϵ2 ∈ (0, 1) satisfying 1 − ϵ = (1 −
ϵ1)(1−ϵ2), the SearchKC algorithm can find a solution that achieves
(1 − ϵ)OPTc
k
, using at most
⌈
ln nϵ1
⌉
k centers. This algorithm has no
more than ⌈log2
1
ϵ2 ·OPT
c
k
⌉ iterations.
4.2 k-Center Algorithms without an Oracle
4.2.1 Approximation Algorithm using Sampling. In this section,
we study whether the algorithm suggested in Sec. 4.1.1 can be im-
plemented without a connection oracle. Define
d̂(R,u,v) = − ln“Pr[R,u ∼ v]; d̂(R,v,C) = min
u ∈C
d̂(R,u,v)
With this definition, we propose an approximation algorithm as
follows:
Algorithm 8: SearchKC_1(G,k,R)
1 Select an arbitrary node v ∈ V and add it into C∗
2 while |C∗ | < k do
3 Find v∗ ∈ V \C∗ such that d̂(R,v∗,C∗) is maximized;
4 C ← C ∪ {v∗}
5 B∗ ← D(R,C∗)
6 return C∗,B∗
Next, we study the problem of how to determine the cardinality
of R such that the k-clustering B∗ returned by the SearchKC_1
algorithm can achieve a good approximation ratio. We give the
following theorem:
Theorem 4.5. Given any ϵ, ϵ1,ϵ2,δ ∈ (0, 1) satisfying ϵ = ϵ1+ϵ2,
and given any set R of random samples of G satisfying
|R | ≥ max
{
2(1 + ϵ1)
3ϵ21 (OPT
c
k
)2
ln
n(n − 1)
δ
,
2(1 − ϵ1)
3ϵ22 (OPT
c
k
)2
ln
n(n − 1)
δ
}
,
the SearchKC_1(G,k,R) can return ak-clusteringB∗ satisfying KC(B∗) ≥
(1 − ϵ)(OPTc
k
)2 with probability of at least 1 − δ .
As OPTc
k
is unknown, we present an algorithm that iteratively
“guesses” OPTc
k
until a good solution is found, as shown by Algo-
rithm 9.
4.2.2 Sampling for Bi-Criteria Approximation. Astraightforward
idea is that, we first generate a set R of random samples, and then
call the SearchKC algorithm by replacing the function fv (·) by
f̂v (R, ·). After the SearchKC algorithm returns a set C
∗ of center-
ing nodes, we use B∗ = D(R,C∗) as an approximate solution to the
k-center problem. Clearly, if |R | is sufficiently large, then B∗ should
achieve an approximation ratio close to that we can get with an
connectivity oracle. The key problem in this approach, however, is
how to determine the cardinality of R . In the following theorem,
we propose an upper bound for the number of random samples
needed to be generated:
Theorem 4.6. Let ϵ1,ϵ2, ϵ3,ϵ and δ be any numbers in (0, 1) that
satisfy (1 − ϵ)(1 + ϵ3) = (1 − ϵ1)(1 − ϵ2)(1 − ϵ3). Let R be any set of
random samples of G such that
|R | ≥
2(1 + ϵ3)
3ϵ23 (1 − ϵ)OPT
c
k
ln
n2 + n − 2k
2δ
.
Then, we can use the SearchKC algorithm to find a k-clustering B∗
with no more than ⌈ln nϵ1 ⌉k centering nodes such that KC(B
∗) ≥ (1−
ϵ)OPTc
k
with probability of at least 1 − δ .
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Algorithm 9: SamplingKC_1(ϵ1,ϵ2, ϵ, δ )
Input: ϵ = ϵ1 + ϵ2
1 R ← ∅; R ′ ← ∅; i ← 0
2 repeat
3 i ← i + 1; q ← 2−i ; δ ← 6δ
π 2i 2
; R ← R ∪ R ′
4 ℓ ← max
{
2(1+ϵ1)
3ϵ 2
1
q2
ln
2n(n−1)
δ
,
2(1−ϵ1)
3ϵ 2
2
q2
ln
2n(n−1)
δ
}
;
5 if |R | < ℓ then
6 Add more random samples into R until |R | ≥ ℓ
7 (C∗,B∗) ← SearchKC_1(G,k,R)
8 Generate another set R ′ of random samples such that
|R ′ | = |R |
9 foreach (u,v) ∈ B∗ ∧ u , v do
10 a ← ln
2(n−k)
δ
; θ ← |R ′ |
11 z(u,v) ←
(√
“Pr[R ′,u ∼ v] −
√
a
6θ
)2
− a
6θ
12 (u∗,v∗) ← argmin(u,v)∈B∗∧u,v z(u,v)
13 until z(u,v) ≥ q;
14 return (C∗,B∗)
Algorithm 10: SearchKC+(ϵ1,ϵ2,ϵ3, ϵ, δ )
Input: (1 − ϵ)(1 + ϵ3) = (1 − ϵ1)(1 − ϵ2)(1 − ϵ3)
1 [q1,q2] ← [0, 1];C
∗ ← ∅; R ← ∅; i ← 0
2 repeat
3 i ← i + 1; q ←
q1+q2
2 ; δ ←
6δ
π 2i 2
4 ℓ ← ⌈
2(1+ϵ3)
3ϵ 2
3
(1−ϵ )q
ln n
2
+n−2k
2δ
⌉;
5 if |R | < ℓ then
6 Add more random samples into R until |R | = ℓ
7 q′ ← (1 − ϵ3)q; (u,W ) ← GetFirstNode_1(q
′,R)
8 C ← {u}; η ← UB(u);
9 while L̂R(q
′,C) < nq′ − ϵ1q
′ ∧ |C | < ⌈ln nϵ1 ⌉k do
10 (u,W ) ← GetNextNode(W , L̂R (q
′, ·),C);
11 C ← C ∪ {u}
12 if |C | ≤ ⌈ln nϵ1 ⌉k ∧ L̂R (q
′,C) ≥ nq′ − ϵ1q
′ then
13 C∗ ← C ; q1 ← q; B
∗ ← D(R,C∗)
14 else
15 q2 ← q
16 until q1 ≥ (1 − ϵ2)q2;
17 return (C∗,B∗)
As OPTc
k
is unknown, we need to find a lower bound of OPTc
k
to
determine the cardinality of R . Recall that we have used a trivial
lower bound k/n for OPTm
k
in the k-median problem. However,
it is hard to find an ideal lower bound for OPTc
k
. A trivial lower
bound for OPTc
k
is the production of the existence probabilities of
all the edges in E, but this lower bound could be too small and
hence results in a large number of generated random samples. In
the sequel we will provides more efficient algorithm for k-Center.
Algorithm 11: GetFirstNode_1(q,R)
1 Compute the node listW and the values of ∀v ∈ V : UB(v)
using Lines 1-3 of GetFirstNode(R)
2 (u,W ) ← GetNextNode(W , L̂R (q, ·), ∅)
3 return (u,W )
We first study whether we can apply the OPIM framework [6]
to accelerate our algorithm. For any B ∈ SG
k
, any C ⊆ V and any
v ∈ V , we define
K̂C(R,B) = min(u,v)∈B “Pr[R,u ∼ v]
Let (uo,vo) denote a cluster link in Bo such that “Pr[R,uo ∼ vo] =
K̂C(R,Bo). The OPIM framework requires that we can find an up-
per bound of “Pr[R,uo ∼ vo ] using B∗, under the purpose that we
can get an upper bound of OPTc
k
. This idea, however, cannot be ap-
plied to the k-center problem. To explain, note that“Pr[R,uo ∼ vo ]
could be larger than K̂C(R,Bo), while we can only guarantee that
K̂C(R,Bo) is no more than “Pr[R,u ∼ v] for all (u,v) ∈ B∗. There-
fore, it is possible that “Pr[R,uo ∼ vo] is larger than the estimated
probability of any cluster link in B∗. Therefore, the OPIM frame-
work cannot be applied to the k-center problem.
Based on the above observation, we propose a method to judge
whether q ≥ OPTc
k
using a relatively small number of random
samples. For any q ∈ (0, 1] and any C ⊆ V , we define
L̂R (q,C) =
∑
v ∈V
min{q, f̂v (R,C)} (12)
and we prove the following lemma:
Lemma 4.7. Let q,δ be any numbers in (0, 1) and R be any set
of weakly dependant random samples of G. If OPTc
k
> q and |R | ≥
2(1+ϵ3)
3ϵ 2
3
q
ln n−k
δ
, then we must have
Pr[L̂R(q,C) ≥ (n − ϵ1)(1 − ϵ3)q] ≥ 1 − δ ,
where C = Greedy(⌈ln nϵ1 ⌉k, L̂R (q, ·)).
Note that we must have K̂C(R,Bo) ≥ (1 − ε3)OPT
c
k
with prob-
ability of at least 1 − δ when |R | ≥
2(1+ϵ3)
3ϵ 2
3
q
ln n−k
δ
. So the proof of
Lemma 4.7 is similar to that of Lemma 4.3.
With Lemma 4.7, we propose a binary searching process similar
to that in Algorithm 11 to find a bi-criteria approximation solution
to the k-center problem, as shown by the SearchKC+ algorithm.
Similar to the SearchKC algorithm, the SearchKC+ algorithm
also maintains a searching interval [q1,q2] and halves this inter-
val in each iteration. The main difference between SearchKC and
SearchKC+ is that we have replaced the function L(q, ·) by L̂R(q, ·)
and used Lemma 4.7 to guide the direction of the binary searching
process. More specifically, in each iteration i , we set q =
q1+q2
2 , and
generate a set R of
2(1+ϵ3)
3ϵ 2
3
q
ln n−k
δ
random samples. Then we greed-
ily select at most ln nodes into C . If L̂R(q,C) ≥ (n − ϵ1)(1 − ϵ3)q,
then we can judge that OPTc
k
> q, and the probability that such
a judgement is wrong is no more than 6δ
π 2i 2
due to Lemma A.1.
By the union bound, the probability that we have searched the
wrong direction is no more than
∑∞
i=1
6δ
π 2i 2
= δ . If we never search
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the wrong direction, then we use similar reasoning with that in
Sec. 4.1.2 to know that we have got a good approximation solution.
More specifically, we can prove:
Theorem 4.8. For any ϵ, ϵ1,ϵ2, ϵ3 ∈ (0, 1) satisfying 1− ϵ = (1−
ϵ1)(1−ϵ2)(1−ϵ3), the SearchKC+ algorithm can find a solution that
achieves (1−ϵ)OPTc
k
with probability of at least 1−δ , using at most⌈
ln nϵ1
⌉
k centers. This algorithm has no more than ⌈log2
1
ϵ2 ·OPT
c
k
⌉
iterations.
Similar to the SearchKM+ algorithm, SearchKC+ also leverages
the CELF framework to reduce the number of evaluating L̂R (q, ·).
However, it uses a different procedure (i.e., the GetFirstNode_1 al-
gorithm) to address the “cold start” problem.
Finally, we ask the question whether the SearchKC+ could gen-
erate “toomany” random samples, comparedwith the upper bound
proposed in Theorem 4.6. To answer this question, we prove the
following theorem:
Theorem 4.9. The expected number of random samples generated
in the SearchKC+ algorithm is at mostO
(
1
ϵ 2OPTc
k
(
ln n
δ
+ ln ln 1
ϵOPTc
k
))
Note that the bound shown in Theorem 4.9 is very close to that
shown in Theorem 4.6, and it has only introduced an additional
ln ln 1
ϵOPTc
k
factor. This demonstrates that the SearchKC+ algo-
rithm would not generate a lot of unnecessary random samples.
5 CONCLUSION
We have studied the k-median and k-center problems in uncertain
graphs. We have analyzed the complexity of these problems and
proposed efficient algorithms with improved approximation ratios
compared with the prior art.
A MISSING LEMMAS
Lemma A.1. Given any set A ⊆ V × V , any set R of weakly-
dependant random samples ofG and any positive number ε , we have
Pr
[
ϒ̂(A) − ϒ(A) ≥ ε
]
≤ exp
{
−
3ε2 |R |
2(ε + ϒ(A))
}
where ϒ(A) =
∑
(u,v)∈A Pr[u ∼ v]/|A| and ϒ̂(A) =
∑
(u,v)∈A
“Pr[R,u ∼
v]/|A|
B MISSING PROOFS
B.1 Proof of Theorem 3.2
Proof. For any X ⊆ Y ⊆ V and any x ∈ V \Y , we have
fv (X ) = max{Pr[u ∼ v] | u ∈ X }
≤ max{Pr[u ∼ v] | u ∈ Y } = fv (Y ) (13)
So fv (·) is monotone. Note that
fv (X ∪ {x}) = max{Pr[x ∼ v], fv (X )}
So we have:
1) if Pr[x ∼ v] ≥ fv (Y ) = max{Pr[u ∼ v] | u ∈ Y }, then we also
have Pr[x ∼ v] ≥ fv (X ), so
fv (X ∪ {x}) − fv (X )
= Pr[x ∼ v] − fv (X )
≥ Pr[x ∼ v] − fv (Y )
= fv (Y ∪ {x}) − fv (Y ) (14)
2) if Pr[x ∼ v] < fv (Y ) = max{Pr[u ∼ v] | u ∈ Y }, then we
have fv (Y ∪ {x}) = fv (Y ), so we also have
fv (X ∪ {x}) − fv (X ) ≥ 0 = fv (Y ∪ {x}) − fv (Y ) (15)

B.2 Proof of Theorem 3.5
Proof. Let SR = {D(R,C)| |C | = k ∧ C ⊆ V }. Then we must
have |SR | ≤
(n
k
)
. Let Âo denote the signature in SR such that
”KM(R, Âo) is maximized. LetAo denote the signature of an optimal
clustering of the k-median problem. Note thatAo is not necessarily
inSR , but there must exist certainA
′ ∈ SR such that”KM(R,A
′) ≥
”KM(R,Ao). Therefore, we must have:
”KM(R,A∗) ≥ (1 − 1/e)”KM(R, Âo) ≥ (1 − 1/e)”KM(R,Ao)
With the above equation, we can ensure thatA∗ has a 1−1/e−ϵ
approximation ratio by adopting the following sampling method:
we generate sufficient random samples in R such that”KM(R,A)
is an estimation of KM(A) within an absolute error of β = e2e−1 ·
ϵOPTkm for any A ∈ SR ∪ {A
o}. More specifically, when |R | ≥
2(2e−1)(eϵ+2e−1)
3e2ϵ 2OPTkm
ln
(nk)+1
δ
, we must have
Pr
[
∃A ∈ SR : KM(A) < ”KM(R,A) − β
]
≤
∑
A∈AR
Pr[KM(A) < ”KM(R,A) − β]
≤
(n
k
)
δ(n
k
)
+ 1
(16)
and
Pr
[
”KM(R,Ao) < KM(Ao) − β
]
≤
δ(n
k
)
+ 1
(17)
Moreover, as A∗ ∈ AR , we can use the union bound to get that,
with probability of at least 1 − δ , we have:
KM(A∗) ≥ ”KM(R,A∗) − β
≥ (1 − 1/e)”KM(R,Ao) − β
≥ (1 − 1/e)
(
KM(Ao) − β
)
− β
= (1 − 1/e − ϵ)OPTm
k
Hence, the lemma follows. 
B.3 Proof of Theorem 4.1
Proof. Again, we prove the theorem by a reduction from the
NP-hard dominating set problem. Given an instance G = (V ,E) of
the dominating set problemwhere |V | = n, we can construct an un-
certain graph by setting p(e) = q = α
2(1+α )n
for all e ∈ E. Suppose
that there exists a polynomial-time algorithm that can find B ∈ SG
k
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such that KC(B) ≥ αKC(B˜), where B˜ is an optimal solution to the
k-center problem in the uncertain G constructed above. We will
prove that: there exists a dominating set S inG with |S | = k if and
only if KC(B) ≥ αq. Indeed, if such a dominating set S exists, then
we must have KC(B˜) ≥ q and hence KC(B) ≥ αq. Conversely, if
there does not exist such a dominating set S , then there must exist
a cluster link (u,v) in B such that u , v and u is not adjacent to v .
Thus, we can use similar reasoning as that in Theorem 3.1 to prove
that
KC(B) ≤ Pr[u ∼ v] ≤
nq2
1 − nq
< αq (18)
The above reasoning implies that, if there exists a polynomial-time
algorithm to the k-center problemwith any approximation ratio α ,
then the dominating set can also be optimally solved in polynomial
time. Hence, the theorem follows. 
B.4 Proof of Theorem 4.2
Proof. Given any graph G = (V , E) with |V | = n, we can con-
struct an uncertain graph by setting p(e) = q = 13n . Under this
setting, we can use similar reasoning with that in Theorem 4.1 to
prove that: for any clustering B of G, the set of center nodes in B
is a dominating set ofG if and only if KC(B) ≥ q.
Suppose that the cardinality of the minimum dominating set in
G is k∗ (k∗ is unknown), and suppose by contradiction that there
exists a bi-criteria approximation algorithm A that achieves the
properties described by the theorem. Then we can find a dominat-
ing set ofG as follows. We runA for all k ∈ [n]. LetCk denote the
set of center nodes returned byA for any k ∈ [n]. We then return
the set C ∈ {C1, · · · ,Cn} such that C is a dominating set ofG and
|C | is minimized.
Note that OPTc
k∗
≥ q in such a case. So Ck∗ must be a dominat-
ing set ofG according to the above reasoning. Moreover, we have
|Ck∗ | < k
∗ lnn and hence |C | < k∗ lnn. This implies that we have
built a polynomial-time dominating set algorithm with an approx-
imation ratio less than lnn. However, it is proved in [2] that such a
dominating set algorithm should not exist unless P=NP. Therefore,
we got a contradiction, which proves the theorem. 
B.5 Proof of Lemma 4.3
Proof. Consider the following optimization problem:
Minimize |C | [KCT_COVER]
s.t. L(q,C) ≥ nq; C ⊆ V (19)
Note thatL(q, ·) is amonotone and submodular function and L(q,V ) =
nq. So this problem is actually a “submodular set cover” problem.
Suppose that an optimal solution to [KCT_COVER] is Cocover . We
can use a greedy algorithm [3] to find C ′ such that
|C ′| ≤
⌈
ln
n
ϵ1
⌉
|Cocover |; L(q,C
′) ≥ nq − ϵ1q (20)
Now suppose by contradiction that OPTc
k
> q, then we must have
minv ∈V fv (C
o
kc
) = OPTc
k
> q, (21)
where Co
kc
denote the set of centering nodes in Ao . So we have
L(q,Co
kc
) =
∑
v ∈V
min{q, fv (C
o
kc
)} = qn (22)
This implies thatCo
kc
is a feasible solution to [KCT_COVER]. There-
fore, we must have
|C ′| ≤
⌈
ln
n
ϵ1
⌉
|Cocover | ≤
⌈
ln
n
ϵ1
⌉
|Co
kc
| ≤
⌈
ln
n
ϵ1
⌉
k
and hence C ′ ⊆ C . This implies L(q,C) ≥ nq − ϵ1q, a contradiction.
Hence, the lemma follows. 
B.6 Proof of Theorem 4.5
Proof. Let Z = {(u,v)|u,v ∈ V ∧ u , v}. Define the sets
QR ,Q
′
R
and the events E1, E2 as
QR = {(u,v)|(u,v) ∈ Z ∧ Pr[u ∼ v] ≥ (OPT
c
k
)2}
E1 = {∀(u,v) ∈ QR : “Pr[R,u ∼ v] ≥ (1 − ϵ1)(OPT
c
k
)2}
Q ′R = {(u,v)|(u,v) ∈ Z ∧ Pr[u ∼ v] < (1 − ϵ)(OPT
c
k
)2}
E2 = {∀(u,v) ∈ Q
′
R :
“Pr[R,u ∼ v] < (1 − ϵ1)(OPT
c
k
)2}
In the sequel, we will prove that: when E1 and E2 both happen,
then we must have KC(B∗) ≥ (1 − ϵ)(OPTc
k
)2.
Suppose that the nodes sequentially selected by SearchKC_1 are
v1,v2, · · · ,vk . Let C
∗
i = {v1, · · · ,vi }. Let vk+1 be a node in V \C
∗
k
such that d̂(R,vk+1,C
∗
k
) is maximized. Let li = d̂(R,vi+1,C
∗
i ). We
first prove that lk ≤ −2 lnKC(B
o) − ln(1 − ϵ). It can be seen that
l1, l2, · · · , lk are non-increasing. Suppose by contradiction that lk >
−2 lnKC(Bo)− ln(1−ϵ), then there must exist two nodesvi andvj
in one cluster of Bo such that d̂(R,vi ,vj ) ≥ −2 lnKC(B
o)−ln(1−ϵ),
which implies that
“Pr[R,vi ∼ vj ] < (1 − ϵ)(OPT
c
k
)2 (23)
However, as vi and vj is in the same cluster of B
o , we must have
Pr[vi ∼ vj ] ≥ (OPT
c
k
)2, which contradicts the assumption that the
event E1 happens.
As lk ≤ −2 lnKC(B
o) − ln(1 − ϵ), we must have
∀(u,v) ∈ B∗ : “Pr[R,u ∼ v] ≥ (1 − ϵ1)(OPT
c
k
)2 (24)
As E2 happens, we must have
KC(B∗) ≥ (1 − ϵ)(OPTc
k
)2 (25)
Now the problem left is to prove that
Pr[¬E1 ∨ ¬E2] ≤ δ (26)
This can be proved by using the union bound and Lemma A.1.
Hence the theorem follows. 
B.7 Proof of Theorem 4.6
Proof. Let (u∗,v∗) be the cluster-link in B∗ such that Pr[u ∼ v]
is minimized. Let (û, v̂) be the cluster-link in B∗ such that“Pr[R, û ∼
v̂] is minimized. Let Bo be the signature of an optimal k-clustering
inG such that KC(Bo) is maximized. Let (û ′, v̂ ′) be the cluster-link
in Bo such that “Pr[R, û ′ ∼ v̂ ′] is minimized. Let (uo ,vo) be the
cluster-link in Bo such that Pr[uo ∼ vo] is minimized. Let E1 de-
note the following event:
E1 = {“Pr[R, û
′ ∼ v̂ ′] ≥ (1 − ϵ3)Pr[û
′ ∼ v̂ ′]} (27)
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If E1 hold, then we must have
“Pr[R,u∗ ∼ v∗] ≥ “Pr[R, û ∼ v̂]
≥ (1 − ϵ1)(1 − ϵ2)K̂C(R, B̂
o) (28)
≥ (1 − ϵ1)(1 − ϵ2)K̂C(R,B
o)
= (1 − ϵ1)(1 − ϵ2)“Pr[R, û
′ ∼ v̂ ′]
≥ (1 − ϵ1)(1 − ϵ2)(1 − ϵ3)Pr[û
′ ∼ v̂ ′]
≥ (1 − ϵ1)(1 − ϵ2)(1 − ϵ3)Pr[u
o ∼ vo ]
= (1 − ϵ)(1 + ϵ3)OPT
c
k
where (28) is due to the performance guarantee of SearchKC.
Note that there are at most n − k possible choices for (û ′, v̂ ′).
Therefore, when |R | ≥
2(1+ϵ3)
3ϵ 2
3
OPTc
k
ln n−k
δ1
, we can get
Pr[¬E1] ≤ (n − k) exp
(
−
3ϵ23 Pr[û
′ ∼ v̂ ′]
2(1 + ϵ3)
|R |
)
≤
2(n − k)
n2 + n − 2k
δ , (29)
where we have used the the union bound and Lemma A.1.
Let K = {(u,v)|u,v ∈ V ∧ Pr[u ∼ v] < (1 − ϵ)OPTc
k
}. So we
have |K| ≤
(n
2
)
. When |R | ≥
2(1+ϵ3)
3ϵ 2
3
(1−ϵ )OPTc
k
ln
(n
2
)
δ2
, we can use the
the union bound and Lemma A.1 to get
Pr[(u∗,v∗) ∈ K ∧ E1]
≤ Pr[∃(u,v) ∈ K : “Pr[R,u ∼ v] ≥ (1 − ϵ)(1 + ϵ3)OPT
c
k
]
≤
∑
(u,v)∈K
Pr[“Pr[R,u ∼ v] ≥ Pr[u ∼ v] + ϵ3(1 − ϵ)OPT
c
k
]
≤
(
n
2
)
exp
(
−
3ϵ23 (1 − ϵ)OPT
c
k
2(1 + ϵ3)
|R |
)
≤
n(n − 1)
n2 + n − 2k
δ
Combining the above results, we get
Pr[Pr[u∗ ∼ v∗] < (1 − ϵ)OPTc
k
] ≤ Pr[(u∗,v∗) ∈ K]
≤ Pr[(u∗,v∗) ∈ K ∧ E1] + Pr[¬E1]
≤ δ1 + δ2 ≤ δ (30)
Hence, the theorem follows. 
B.8 Proof of Lemma 4.7
Proof. Let B̂o denote the k-clustering inG such that K̂C(R, B̂o)
is maximized. If K̂C(R, B̂o) > (1−ϵ3)q, then we can get L̂R(q,C) ≥
(n−ϵ1)(1−ϵ3)q by similar reasoning with that in Lemma 4.3. There-
fore, we get
Pr[L̂R(q,C) < (n − ϵ1)(1 − ϵ3)q]
≤ Pr[K̂C(R, B̂o) ≤ (1 − ϵ3)q]
≤ Pr[K̂C(R,Bo) ≤ (1 − ϵ3)q]
≤ Pr[∃(u,v) ∈ Bo : “Pr[R,u ∼ v] ≤ (1 − ϵ3)q]
≤
∑
(u,v)∈Bo∧u,v
Pr[“Pr[R,u ∼ v] ≤ (1 − ϵ3)q]
≤ (n − k) exp
(
−
3ϵ23OPT
c
k
2(1 + ϵ3)
|R |
)
≤ δ
Hence, the lemma follows. 
B.9 Proof of Theorem 4.9
Proof. Suppose that qmin is the smallest q that is tested by
SearchKC+. Then we must have qmin ∈ {2
−j |j ≥ 1}. Suppose that
qmin = 2
−imin . Then the SearchKC+ algorithm takes imin itera-
tions to reduce q from 12 to qmin , and then takes at most another
imin + ⌈log2
1
ϵ2
⌉ iterations to end. Note that imin is a random num-
ber.When imin = i , the total number of generated random samples
is no more than
ℓ(i) =
⌈
2i+1(1 + ϵ3)
3ϵ23 (1 − ϵ)
ln
π2(n2 + n − 2k)(2i + ⌈log2
1
ϵ2
⌉)2
12δ
⌉
It can be verified that ∀i ≥ 1 : ℓi+1 ≤ 3ℓi . Suppose that i0 ≥ 1
is the smallest number such that 2−i0 ≤ OPTc
k
. So we must have
2−i0+1 ≥ OPTc
k
. For any i > i0, we have
Pr[imin = i] ≤ Pr[|C
∗
i−1 | > ⌈ln(n/ϵ1)⌉k]
≤ Pr[K̂C(Ri−1,B
o) < (1 − ϵ3)OPT
c
k
]
≤ exp
(
−
3ϵ23OPT
c
k
2(1 + ϵ3)
|Ri−1 |
)
≤ δOPT
c
k
·2i−1 (31)
where Ri−1 and C
∗
i−1 denote the set of generated random samples
and the set of centering nodes found by SearchKC+ when q =
2−i+1, respectively. Let a = OPTc
k
· 2i0 . When δ ≤ 1/3, the total
expected number of generated random samples is no more than
ℓ(i0) +
∑
i>i0
ℓ(i)Pr[imin = i]
≤ ℓ(i0) +
∞∑
j=0
3j+1ℓ(i0)δ
2ja ≤ 2ℓ(i0) + 3ℓ(i0)
∞∑
j=1
3j−2
j
≤ 2ℓ(i0) + 3ℓ(i0)
∞∑
j=1
3−j ≤ 7ℓ(i0)/2
Note that i0 = ⌈log2
1
OPTc
k
⌉, so we have
ℓ(i0) = O
(
1
ϵ2OPTc
k
(
ln
n
δ
+ ln ln
1
ϵOPTc
k
))
(32)
Hence the theorem follows. 
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