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Abstract
A general population evolution model is considered. Any individual of the popula-
tion is characterized by its score. Certain general conditions are assumed concerning
the number of the individuals and their scores. Asymptotic theorems are obtained for
the number of individuals having some fixed score. It is proved that the score distribu-
tion is scale free. The result is applied to obtain the weight distributions of the cliques
in a random graph evolution model.
1 Introduction
To describe real-life networks such as the WWW, social and biological networks, the pref-
erential attachment model was introduced by Baraba´si and Albert [4]. Then it was proved
that the preferential attachment model leads to a scale-free random graph (for a rigorous
mathematical proof see Bolloba´s et al. [5]). A random graph is called scale-free if it has
a power law (asymptotic) degree distribution. Following the paper of Baraba´si and Albert
[4] several versions of the preferential attachment model were proposed. For the theory of
random graphs one can consult with the monographs [7], [13], [16].
In Ostroumova et al. [15] a general graph evolution scheme was presented which covers
lot of preferential attachment type models. They define a PA-class which covers the original
preferential attachment model, the Holme-Kim model, the random Apollonian network, and
the Buckley-Osthus model. They proved that the PA-class model leads to a scale-free graph.
In this paper we present a further generalization of the model by Ostroumova et al.
[15]. It is well-known that population evolution models and random graph evolution models
are closely related. So we consider the evolution of a population where any individual
is characterized by its score. We call it Model S. During the evolution both the size of
the population and the scores of the individuals can be increased. Let Xn(s) denote the
number of individuals having score s at time n. First we describe the behaviour of the
expectation EXn(s), see Theorem 2.1. Then we prove that the score distribution is scale-
free, Theorem 2.2 and Corollary 2.1. Our results generalize those of [15]. To obtain the
above results we apply the methods presented in [15].
Key words and phrases: Population evolution, score, asymptotic distribution, random graph, pref-
erential attachment, scale free, Azuma-Hoeffding inequality.
Mathematics Subject Classification: 05C80, 60G42, 60J10.
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Then we apply our results to a random graph which is based on N -interactions. The
N -interactions model for N = 3 was introduced in Backhausz and Mo´ri [2] (see also [3]).
The general N -interactions model introduced and studied in Fazekas and Porva´zsnyik [9],
[10], [11]. The model incorporates the preferential attachment rule and the uniform choice
of vertices. In that model the vertices and the cliques possess certain weights. In this paper
we obtain that in the N -interactions model the weight distribution of the cliques is a power
law, Theorem 4.1. This theorem generalizes the results of Fazekas et al. [8] where the case
N = 3 was covered.
2 Model S and its asymptotic behaviour
We describe the evolution of a population. The evolution procedure defined below till equa-
tion (2.3) is called model S. The evolution starts at time 0 with maximum t individuals. At
each time n = 1, 2, . . . maximum t individuals are born. Any individual is characterized by
its score. At birth the score is u with high probability. More precisely the score of a new
individual is at least u and at time n
P (the score of a new individual > u) = O
(
1
n
)
. (2.1)
The score of the individual i at time n is denoted by Sn(i). Let Fn denote the past of the
population up to time n. The evolution of the score is described by the following equations
P (Sn+1(i) = Sn(i) + 1|Fn) = aSn(i)
n
+ b
1
n
+O
((
Sn(i)
n
)2)
,
P (Sn+1(i) = Sn(i)|Fn) = 1− aSn(i)
n
− b1
n
+O
((
Sn(i)
n
)2)
, (2.2)
P (Sn+1(i) > Sn(i) + 1|Fn) = O
((
Sn(i)
n
)2)
,
where a and b are fixed non-negative numbers. So at each step the score is increased by 1
or 0, the higher increasing is of low probability. Assume also that the total increase of the
scores is at most t at each step. Denote by ξn the number of new individuals at time n.
Assume that
Eξn = m+O
(
1
n
)
(2.3)
where m > 0.
Let Xn(s) denote the number of individuals having score s at time n. Let Θ(x) denote
a quantity with |Θ(x)| < x. The first theorem shows that the expectation of the score
distribution is scale-free.
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Theorem 2.1. Suppose that the conditions of Model S are satisfied and a > 0. Then for
any fixed s = u, u+ 1, u+ 2, . . .
EXn(s) = c(u, s)
(
n+Θ
(
Ks2+
1
a
))
(2.4)
for all n, where K is a fixed finite constant,
c(u, s) =
Γ
(
s+
b
a
)
Γ
(
u+
b+ 1
a
)
aΓ
(
s +
b+ a+ 1
a
)
Γ
(
u+
b
a
)m (2.5)
and Γ denotes the Γ -function. Moreover
c(u, s) ∼
mΓ
(
u+
b+ 1
a
)
aΓ
(
u+
b
a
) s−1− 1a as s→∞. (2.6)
Now we consider the concentration of the scores around the expectation.
Theorem 2.2. Suppose that the conditions of Model S are satisfied and a > 0. Then there
exists a constant C such that for any fixed s the following holds:
P
(|Xn(s)− EXn(s)| ≥ s√n logn) ≤ 2n− logn/C . (2.7)
Furthermore let δ > 0. Then there exists a function ϕ(n) = o(1) such that with probability 1
we have: there exists only finitely many values of n such that |Xn(s)−EXn(s)| ≥ ϕ(n)EXn(s)
for any s ≤ n a−δ4a+2 .
Now we find that the score distribution is scale-free.
Corollary 2.1. Suppose that the conditions of Model S are satisfied and a > 0. Then
lim
n→∞
Xn(s)
n
= c(u, s)
with probability 1, where c(u, s) satisfies (2.6).
3 Proofs of the main theorems and auxiliary results
Proof (of Theorem 2.1). We shall use the following notation.
q(1)n (s) = P{Sn+1(i) = s+ 1|Sn(i) = s} = a
s
n
+ b
1
n
+O
(
s2
n2
)
, (3.1)
q(j)n (s) = P{Sn+1(i) = s+ j|Sn(i) = s} = O
(
s2
n2
)
, j ≥ 2, (3.2)
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qn = P (the score of a new individual > u) = O
(
1
n
)
, (3.3)
qn(s) =
∞∑
j=1
q(j)n (s). (3.4)
The above relations are just the assumptions of Model S.
Part A of the proof. We see that qn(s) is the probability that the score of an individual
of score s is increased at time n. By (3.1), we obtain
as+ b+ 1
as− a+ bq
(1)
n (s− 1) = q(1)n (s) +
1
n
+O
(
s2
n2
)
. (3.5)
We have to calculate the conditional expectations
E{Xn+1(u)|Xn(u)} = Xn(u)(1− qn(u)) + ξn(1− qn), (3.6)
E{Xn+1(s)|Xn(s), Xn(s− 1), . . . , Xn(s− t)} = (3.7)
= Xn(s)(1− qn(s)) +Xn(s− 1)q(1)n (s− 1) +
t∑
j=2
Xn(s− j)q(j)n (s− j) + O(qn).
Consider the quantity c(u, s) defined by (2.5). Using the Stirling formula, we can see
that (2.6) is true. By the assumptions of our model, Xn(s)s ≤ nt. This fact and (2.6) imply
that
Xn(s) = O(nc(u, s)s
1
a ). (3.8)
Therefore
|EXn(s)− nc(u, s)| ≤ K˜nc(u, s)s 1a+nc(u, s) = nc(u, s)
(
K˜s
1
a + 1
)
≤ c(u, s)s2+ 1a2C7
(
K˜ + 1
)
holds for n < 2C7s
2. So (2.4) is true with K ≥ Kˆ = 2C7
(
K˜ + 1
)
if
n < 2C7s
2, (3.9)
where C7 will be defined later.
We shall use mathematical induction on s.
Part B of the proof. First we study the case of the smallest value of s that is when s = u.
We see that the value of c(u, s) if s = u is
c(u, u) =
m
au+ b+ 1
.
Therefore to obtain (2.4) for s = u we have to prove
EXn(u) =
nm
au+ b+ 1
+ Θ(C1). (3.10)
A population evolution model 5
For small values of n we have already proved (3.10). Assume now that (3.10) is true for a
certain n. Now using (3.6) and (3.10), then applying (3.1) and (3.2), we obtain
EXn+1(u) = EXn(u) (1− qn(u)) + Eξn(1− qn) =
=
(
nm
au+ b+ 1
+ Θ(C1)
)
(1− qn(u)) + Eξn(1− qn) =
=
(n+ 1)m
au+ b+ 1
− m
au+ b+ 1
+ Θ(C1) (1− qn(u))− qn(u) nm
au+ b+ 1
+ Eξn(1− qn) =
=
(n+ 1)m
au+ b+ 1
+ Θ(C1) (1− qn(u))− m
au+ b+ 1
−
(
au+b
n
+O
(
u2
n2
))
nm
au+ b+ 1
+ Eξn(1− qn) =
=
(n + 1)m
au+ b+ 1
+ Θ(C1) (1− qn(u))− m
au+ b+ 1
− (au+ b)m
au+ b+ 1
−
O
(
u2
n
)
au+ b+ 1
+ Eξn(1− qn) =
=
(n+ 1)m
au+ b+ 1
+ Θ(C1) (1− qn(u))−
O
(
u2
n
)
au+ b+ 1
+ O
(
1
n
)
.
In the last step we applied that Eξn(1− qn) = m+O
(
1
n
)
. By the above inequality
EXn+1(u) =
(n+ 1)m
au+ b+ 1
+ Θ(C1), (3.11)
if
C1qn(u) ≥ C3
n
1
au+ b+ 1
+
C2
n
.
This inequality is equivalent to
C1
(
au+ b
n
+O
(
u2
n2
))
>
C3
n
1
au+ b+ 1
+
C2
n
and
C1 (au+ b) >
C1c0u
2
n
+
C3
au+ b+ 1
+ C2.
This last equality holds for large n and C1.
So we have obtained that the induction step (3.10) ⇒ (3.11) is true if n ≥ n1 and C1 is
large enough. Now choose C7 in (3.9) so that
n1 < 2C7u
2. (3.12)
Therefore in the case of s = u we obtained that relation (2.4) is true with K ≥ max
{
Kˆ, C1
}
.
Part C of the proof. Let s > u and assume that (2.4) holds for all scores smaller than
s. For fixed s, we apply induction on n. At the beginning of the proof we proved that (2.4)
is true for n < 2C7s
2. So assume that (2.4) is satisfied for some n. To avoid confusion
we mention the following. For large values of s we shall find that the induction goes with
6 Fazekas, Nosza´ly, Perecse´nyi
appropriately large but fixed K. However, for small values of s the induction step is true for
an appropriate increasing sequence Ks. The largest of the above mentioned K-values will
fit to our goal.
By (3.7) and using induction
EXn+1(s) = EXn(s) (1− qn(s))+EXn(s−1)q(1)n (s−1)+
t∑
j=2
EXn(s− j)q(j)n (s− j)+O(qn) =
= c(u, s)
(
n+Θ(Kss
2+ 1
a )
)
(1− qn(s)) + c(u, s− 1)
(
n+Θ(Ks−1(s− 1)2+ 1a )
)
q(1)n (s− 1)+
+Θ
(
C4c(u, s)s
2+ 1
a
n
)
.
In the last step we applied (3.8) and (2.6). Now using
c(u, s) =
as− a + b
as + b+ 1
c(u, s− 1),
we obtain
EXn+1(s) =
= c(u, s)(n+1)+c(u, s−1)nq(1)(s−1)−c(u, s)nqn(s)−c(u, s)+c(u, s)Θ(Kss2+ 1a ) (1− qn(s))+
+c(u, s)
as+ b+ 1
as− a+ bΘ(Ks−1(s− 1)
2+ 1
a )q(1)n (s− 1) + Θ
(
C4c(u, s)s
2+ 1
a
n
)
=
= c(u, s)(n+ 1) + c(u, s)Θ(Kss
2+ 1
a ) (1− qn(s))+
+c(u, s)
as+ b+ 1
as− a+ bΘ(Ks−1(s− 1)
2+ 1
a )q(1)n (s− 1) + Θ
(
C5c(u, s)s
2+ 1
a
n
)
.
At the last step we used that
c(u, s)
as+ b+ 1
as− a+ bnq
(1)
n (s− 1)− c(u, s)nqn(s) = c(u, s)
(
1 + O
(
s2
n
))
which is valid because of (3.5), (3.2) and the assumption that the total increase of the scores
is at most t.
To finish the induction we have to show that there exist a K = Ks constant such that
Kss
2+ 1
a qn(s) ≥ Ks−1 as+ b+ 1
as− a+ b(s− 1)
2+ 1
a q(1)n (s− 1) + C5
s2+
1
a
n
. (3.13)
Using Taylor’s expansion, we obtain
(s− 1)2+ 1a ≤ s2+ 1a −
(
2 +
1
a
)
s1+
1
a + C6s
1
a .
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Therefore we have to show that
Ks2+
1
a qn(s) ≥ Kas + b+ 1
as− a + b
(
s2+
1
a −
(
2 +
1
a
)
s1+
1
a + C6s
1
a
)
q(1)n (s− 1) + C5
s2+
1
a
n
.
Using (3.5) and (3.1), we have to show that
K
s2+
1
a
n
(
2a+
(b+ 1)(2a+ 1)
as
+O
( s
n
))
≥ Ks2+ 1aO
(
s2
n2
)
+
+K
as+ b+ 1
as− a+ bC6s
1
a
(
a
s− 1
n
+ b
1
n
+O
(
s2
n2
))
+ C5
s2+
1
a
n
.
This is equivalent to the following:
K
s2+
1
a
n
≥ KC7s
4+ 1
a
n2
+KC8
s1+
1
a
n
+ C9
s2+
1
a
n
+ (3.14)
+KC10
s3+
1
a
n2
+KC11
s2+
1
a
n2
+KC12
s
1
a
n
.
Here C7, . . . , C12 are appropriate constants satisfying also C7 ≥ n12u2 (see (3.9) and (3.12)).
So we have to show that
Ks2 ≥ KC7s
4
n
+KC8s+ C9s
2 +KC10
s3
n
+KC11
s2
n
+KC12.
So for n > 2C7s
2 we have to show that
Ks2 ≥ Ks
2
2
+KC8s+ C9s
2 +KC10
s
2C7
+KC11
1
2C7
+KC12.
It is true if K > C13 and s > s1. So (3.14) holds, if n ≥ 2C7s2, K > C13 and s > s1.
We have already proved the desired result for n < C7s
2. Only the case of s ≤ s1 is left.
However, as the magnitude of qn(s) is the same as that of q
(1)
n (s−1), inequality (3.13) is true
for an appropriate increasing sequence Ks. So part C of the proof is complete if we choose
K ≥ max{Ks1, C13}.
Finally, we have to choose K = max{Ks1, C13, Kˆ, C1}, where Kˆ and C1 are from parts
A and B of the proof.
Lemma 3.1. Let τ is a random variable and let η1, η2 be stochastic elements such that η1
is η2-measurable. Then
|E(τ |η2)− E(τ |η1)| ≤ max
y
E(τ |η2 = y)−min
y
E(τ |η2 = y)
almost surely.
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Proof. Let g(y) = E(τ |η2 = y). Then
E(τ |η2) = g(η2),
and therefore
E(τ |η1) = E{E(τ |η2)|η1} = E(g(η2)|η1).
So we have to prove that
|g(η2)− E{g(η2)|η1}| ≤ max
y
g(y)−min
y
g(y).
It is obvious that
min
y
g(y) ≤ g(η2) ≤ max
y
g(y)
and
−max
y
g(y) ≤ −E{g(η2)|η1} ≤ −min
y
g(y)
almost surely. The result follows if we add the above two inequalities.
Lemma 3.2. Let τ be random variable. Let ξt, t ≥ 0, be a stochastic process, t1, t2 be
numbers with 0 ≤ t1 ≤ t2. Let η1, η2 be stochastic elements defined by η1 = {ξt : 0 ≤ t ≤ t1},
η2 = {ξt : 0 ≤ t ≤ t2}. That is η1 and η2 are restrictions of the process ξt up to time t1 and
t2, respectively. We see that η1 is η2-measurable. If y denotes an arbitrary realization of η2
(that is y = η2(ω) for some fixed ω ∈ Ω), then we denote by y˜ the restriction of y up to time
t1. Then
|E(τ |η2 = y2)− E(τ |η1 = y1)| ≤ max
{y : y˜=y1}
E(τ |η2 = y)− min
{y : y˜=y1}
E(τ |η2 = y)
almost surely, if y˜2 = y1.
Proof. Let g(y) = E(τ |η2 = y). Then
E(τ |η2) = g(η2).
As
E(τ |η1) = E{E(τ |η2)|η1} = E(g(η2)|η1),
so
E(τ |η1 = y) = E(g(η2)|η1 = y).
Therefore we have to prove that, in case of y˜2 = y1,
|g(y2)− E(g(η2)|η1 = y1)| ≤ max
{y:y˜=y1}
g(y)− min
{y:y˜=y1}
g(y).
It is obvious that, if y˜2 = y1, then
min
{y:y˜=y1}
g(y) ≤ g(y2) ≤ max
{y:y˜=y1}
g(y)
and
− max
{y:y˜=y1}
g(y) ≤ −E (g(η2)|η1 = y1) ≤ − min
{y:y˜=y1}
g(y).
almost surely. If we add the above two inequalities the result follows.
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Proof (of Theorem 2.2). Let Yi = E(Xn(s)|Fi), i = 0, 1, . . . , n, where s and n are fixed. It
is easy to see that (Yi,Fi, i = 0, 1, . . . , n) is a martingale. Here F0 is the trivial σ-algebra,
so Y0 = EXn(s). Furthermore Yn = Xn(s), because Xn(s) is Fn-measurable. We will show
that
|Yi+1 − Yi| ≤Ms (3.15)
holds for some constant M .
Let ηi denote the stochastic element describing the evolution of the population until the
ith step. Then
Yi = E(Xn(s)|Fi) = E(Xn(s)|ηi) = gi(ηi),
where gi(y) = E(Xn(s)|ηi = y).
During the following calculation when ηi stands in a conditional expectation we shall
assume that ηi = yi is fixed for any i = 0, 1, . . . , n. Using Lemma 3.2, we obtain
|Yi+1 − Yi| = |E(Xn(s)|ηi+1)− E(Xn(s)|ηi)| ≤ gi+1(yˆi+1)− gi+1(y¯i+1), (3.16)
where yˆi+1 = argmax gi+1(y) and y¯i+1 = argmin gi+1(y) and the maximum and the minimum
are taken for y having restriction yi up to time i. (Such yˆi+1 and y¯i+1 exist, because there
are only finitely many orbits of population evolution until the (i+ 1)th step.) Now we have
to find bounds for
E(Xn(s)|ηi+1 = yˆi+1)− E(Xn(s)|ηi+1 = y¯i+1)
in case of 0 ≤ i < n.
Introduce notation
δ
(i)
l (s) := E(Xl(s)|ηi+1 = yˆi+1)− E(Xl(s)|ηi+1 = y¯i+1),
where i+ 1 ≤ l ≤ n.
In order to prove inequality (3.15), we need to show that δ
(i)
n (s) ≤Ms holds.
First we consider the case when l ≤ C14s2. During one step of the evolution the total
increase of the scores is at most t, so sδ
(i)
l (s) ≤ tl. So we obtain that
δ
(i)
l (s) ≤
tl
s
≤ tC14s
2
s
= C14ts = Ms.
If n = i+ 1, then the only possible value of l is l = n = i+ 1. In this case
δ
(i)
i+1(s) = E(Xi+1(s)|ηi+1 = yˆi+1)− E(Xi+1(s)|ηi+1 = y¯i+1).
However, here yˆi+1 and y¯i+1 are the same, except at the last time step, where they can be
different. In one step the number of individuals of score s can be changed at most by t. So
we obtain
δ
(i)
i+1(s) ≤ t ≤ Ms.
Now we consider the case when i ≤ l ≤ n − 1 and l > C14s2. Taking the conditional
expectation with respect to ηi = yi in (3.6) and (3.7), we obtain
E{Xl+1(u)|ηi = yi} = E{Xl(u)|ηi = yi}(1− ql(u)) + E{ξl|ηi = yi}, (3.17)
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E{Xl+1(s)|ηi = yi} = (3.18)
= E{Xl(s)|ηi = yi}(1− ql(s)) + E{Xl(s− 1)|ηi = yi}q(1)l (s− 1)+
+
t∑
j=2
E{Xl(s− j)|ηi = yi}q(j)l (s− j) + O(ql)
for s ≥ u+ 1. Applying (3.16) for l instead of n, relations (3.2), (3.17) and (3.18) imply
δ
(i)
l+1(s) ≤ δ(i)l (s)(1− ql(s)) + δ(i)l (s− 1)q(1)l (s− 1)+ (3.19)
+O
(
1
l
)
+
t∑
j=2
δ
(i)
l (s− j)O
((
s− j
l
)2)
.
Now we use induction on l. We have already seen that if l is small, then δ
(i)
l (s) < Ms
holds. Using (3.1)-(3.4), from (3.19) we get
δ
(i)
l+1(s) ≤ Ms(1− ql(s)) +M(s− 1)q(1)l (s− 1) + O
(
1
l
)
+
t∑
j=2
M(s− j)O
((
s− j
l
)2)
=
= Ms−Ms
(
as
l
+
b
l
+O
(
s2
l2
))
+M(s− 1)
(
a(s− 1)
l
+
b
l
+O
(
s2
l2
))
+
+O
(
1
l
)
+M
(
ts− t(t + 1)
2
)
O
(
s2
l2
)
=
=Ms−M2sa
l
+M
a
l
+M
s3
l2
C15 +O
(
1
l
)
+MtsO
(
s2
l2
)
≤Ms
if l > C14s
2 with C14 > C15/a and with M large enough. So (3.15) is proved.
As Yn = Xn(s), Y0 = EXn(s) and, by (3.15), |Yi+1 − Yi| ≤ Ms, so from the Azuma-
Hoeffding inequality (see [12], [1]) it follows that
P(|Xn(s)− EXn(s)| ≥ s
√
n logn) = P(|Yn − Y0| ≥ s
√
n logn) ≤ (3.20)
≤ 2 exp{−s
2n log2 n
2nM2s2
} = 2(elogn)− logn/2M2 = 2n− logn/2M2 .
Let δ > 0, and s ≤ n a−δ4a+2 . Then
P {|Xn(s)− EXn(s)| ≥ ϕ(n)EXn(s)} ≤
P
{
|Xn(s)− EXn(s)| ≥ ϕ(n)Cs−1− 1a
(
n +O
(
s2+
1
a
))}
.
We see that relation
ϕ(n)Cs−1−
1
a
(
n+O
(
s2+
1
a
))
> s
√
n logn (3.21)
is equivalent to
ϕ(n)C
(
s−2−
1
an+O(1)
)
>
√
n log n.
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Now in case of s = n
a−δ
4a+2
ϕ(n)C
(
s−2−
1
an +O(1)
)
= ϕ(n)C
(
n
a−δ
4a+2(−
2a+1
a )n +O(1)
)
=
= ϕ(n)C
(
n−
a−δ
2a n+O(1)
)
= ϕ(n)C
(
n1−
a−δ
2a +O(1)
)
=
= ϕ(n)C
(
n
a+δ
2a +O(1)
)
= ϕ(n)C
(
n
1
2
+ δ
2a +O(1)
)
>
√
n log n
if n is large and ϕ(n) is a certain function with ϕ(n) = o(1). So (3.21) is valid for s = n
a−δ
4a+2
therefore it is valid for s ≤ n a−δ4a+2 . Therefore the above calculation shows that for s ≤ n a−δ4a+2
P {|Xn(s)− EXn(s)| ≥ ϕ(n)EXn(s)} ≤ P
{|Xn(s)− EXn(s)| ≥ s√n log n} . (3.22)
So, by (3.20) and by the Borel-Cantelli lemma with probability 1 we have: there exists only
finitely many n such that |Xn(s)− EXn(s)| ≥ ϕ(n)EXn(s) for any s ≤ n
a−δ
4a+2 .
Proof (of Corollary 2.1). From (3.20) it follows that with probability 1 the relation {|Xn(s)−
EXn(s)| ≥ s
√
n log n} holds only for finite number of n’s. So we obtain
Xn(s)
n
− EXn(s)
n
→ 0
with probability 1. From Theorem 2.1 we know that
EXn(s)
n
= c(u, s)
(
1 +
1
n
Θ
(
Ks2+
1
a
))
→ c(u, s) as n→∞.
Therefore
lim
n→∞
Xn(s)
n
= c(u, s)
with probability 1, and
c(u, s) ∼
mΓ
(
u+
b+ 1
a
)
aΓ
(
u+
b
a
) s−1− 1a as s→∞.
4 Application forM-cliques of the N-interactions model
In this section we apply the theorems of Section 2 to the weights of the M-cliques of the
N -interactions random graph model (see [9], [10], [11]). First we recall that, by the usual
definition, a complete graph with M vertices is called an M-clique. However, we have to
emphasize that in our model only those complete graphs will be considered to be cliques
which take their origin in interaction of N vertices. So we will see that during one step at
most one new N -clique is constructed.
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Let N ≥ 3 and let 0 < p ≤ 1, 0 ≤ r ≤ 1 and 0 ≤ q ≤ 1 be fixed numbers (the parameters
of the N -interactions model). The evolution of our random graph starts at time 0 with an
N -clique. During the evolution any N -clique and any of its M-subclique (0 < M < N) has
an initial weight 1. (The weight of a non-existing clique is considered to be 0.) In every time
step N vertices interact each other. The interaction means that we draw all non-existing
edges between them, so we construct an N -clique. Moreover, its weight and the weights of
all of its subcliques are increased by 1.
The details of the evolution are the following. At each time step we have two possibilities.
On the one hand, with probability p, a new vertex is added to the graph and it interacts
with N − 1 old vertices (so they form a new N -clique). On the other hand, with probability
(1− p), we do not add any new vertex but N old vertices interact with each other (so they
form an N -clique).
When a new vertex is added there are again two options. With probability r we choose
an (N − 1)-clique according to the weights of the (N − 1)-cliques, using the preferential
attachment rule, while with probability (1 − r), we choose N − 1 old vertices uniformly.
(Here, the preferential attachment rule means that the (N − 1)-clique c of weight wc is
chosen with probability wc/
∑
k wk, where
∑
k wk is the total weight of all of the (N − 1)-
cliques. Moreover, uniform choice means that (N − 1)-cliques have equal chances among
the (N − 1)-cliques.) Then the N − 1 old vertices chosen and the new vertex interact. It
means that they form a new N -clique. The other case, when we do not add any new vertex,
there are again two possibilities. With probability q we choose an N -clique according to
the weights of the N -cliques, using the preferential attachment rule, while with probability
(1− q) we choose N old vertices uniformly. The N old vertices chosen interact, so they form
an N -clique.
We stress that in any step and in any case the weight of the N -clique constructed in that
step and the weights of its subcliques are increased by 1.
The following theorem shows that the asymptotic weight distribution of the M-cliques
is power law. The result was presented in [8] for the case of M = 2, N = 3 and also for the
case of M = N for arbitrary N > 2.
Theorem 4.1. Let N ≥ 3 be fixed and let M be fixed with 2 ≤ M ≤ N and denote by
XM(n, w) the number of M-cliques having weight w after n steps. If p > 0 and either r > 0
or (1− p)q > 0, then
XM (n, w)
n
→ xM,w (4.1)
almost surely, as n→∞, where xM,w, w = 1, 2, . . . , are numbers satisfying
xM,w ∼ µ
a
Γ
(
1 +
1
a
)
w−(1+
1
a) (4.2)
as w →∞, with
a = pr
N −M
N
+ (1− p) q, (4.3)
and
µ = p
(
N − 1
M − 1
)
+ p(1− r)
(
N − 1
M
)
+ (1− p)(1− q)
(
N
M
)
. (4.4)
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Proof. Let Vn denote the number of vertices after the nth step. By the Marcinkiewicz strong
law of large numbers, we have
Vn = pn+ o
(
n1/2+ε
)
(4.5)
almost surely, for any ε > 0. We know that during one step the weight of an M-clique can
be increased either by 1 or by 0. We see that condition (2.1) is true with u = 1. Let Wn(i)
denote the weight of the M-clique i at step n (2 ≤M ≤ N). Then for w ≥ 1 we have
P {Wn+1(i) = w + 1 |Wn(i) = w} = (4.6)
= pr
(N −M)w
Nn
+ p(1− r)
(
Vn−M
N−1−M
)
(
Vn
N−1
) + (1− p)qw
n
+ (1− p)(1− q)
(
Vn−M
N−M
)
(
Vn
N
) =
=
(
pr
N −M
N
+ (1− p) q
)
w
n
+O
(
1
nM
)
= a
w
n
+O
(
1
n2
)
because of relation (4.5) and condition M ≥ 2. So we see that conditions (2.2) are true with
a from formula (4.3) and b = 0.
Now let ξn denote the number of the new M-cliques in step n. Then
E {ξn+1 | Fn} = pr
(
N − 1
M − 1
)
+
+p(1− r)
[(
N − 1
M − 1
)
+
(
N−1
M
)(
Vn
N−1
)− En( Vn−MN−1−M)(
Vn
N−1
)
]
+ (1− p)(1− q)
[(
N
M
)
− En
(
Vn−M
N−M
)
(
Vn
N
)
]
,
where En denotes the number of M-cliques at step n. Therefore, applying En ≤ nc and
M ≥ 2,
Eξn+1 = µ+O
(
1
n
)
,
where µ is defined in (4.4). So condition (2.3) is satisfied. Therefore Corollary 2.1 implies
the result.
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