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Ускоренный и неускореный стохастический
градиентный спуск в модельной общности
Д.М. Двинских, А.В. Тюрин, А.В. Гасников, C.C. Омельченко
В статье описывается новый способ получения оценок скорости сходимости
оптимальных методов решения задач гладкой (сильно) выпуклой стохастиче-
ской оптимизации. Способ базируется на получение результатов стохастиче-
ской оптимизации на основе результатов о сходимости оптимальных методов в
условиях неточных градиентов с малыми шумами неслучайной природы. В от-
личие от известных ранее результатов в данной работе все оценки получаются
в модельной общности.
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1. Введение
В данной работе рассматривается задача стохастической оптимизации [1, 4, 7]
f(x) = E[f(x, ξ)]→ min
x∈Q⊆Rn
, (1.1)
где множество Q предполагается выпуклым и замкнутым, функция f(x) – µ-сильно
выпуклой в 2-норме (µ > 0) и имеющей L-Липшицев градиент, т.е. для всех x, y ∈ Q
f(y) > f(x) + 〈∇f(x), y − x〉+ µ
2
‖y − x‖22, ‖∇f(y)−∇f(x)‖2 6 L‖y − x‖2.
Предположим, что есть доступ к ∇f(x, ξ) – стохастическому градиенту f(x), удовле-
творяющему следующим условиям1 (несмещенность и субгауссовость хвостов рас-
пределения, с субгауссовской дисперсией σ2)
E [∇f(x, ξ)] ≡ ∇f(x),E
[
exp
(‖∇f(x, ξ)− E[∇f(x, ξ)]‖22
σ2
)]
6 exp(1).
Работа А.И. Тюрина в п. 1 поддержана грантом РФФИ РФФИ 19-31-90062 Аспиранты, а в п.
3 грантом РФФИ 18-31-20005 мол_а_вед, работа А.В. Гасникова в п. 2 выполнена в рамках Про-
граммы фундаментальных исследований НИУ ВШЭ и финансировалось в рамках господдержки
ведущих университетов Российской Федерации "5-100".
1Заметим, что для задач минимизации функционалов вида суммы условие ограниченности (суб-
гауссовской) дисперсии может не выполняться даже в очень простых (квадратичных) ситуациях.
Как следствие, приводимые далее результаты не распространяются на задачи минимизации функ-
ционалов вида суммы, в которых в качестве стохастического градиента выбирается градиент слу-
чайно выбранного слагаемого [3].
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Тогда после N вычислений ∇f(x, ξ) с большой вероятностью имеем2 [1, 4, 7]
f(xN )− f(x∗) = O˜
(
min
{
LR2
Np
+
σR√
N
,∆f exp
(
−
(µ
L
) 1
p N
2
)
+
σ2
µN
})
, (1.2)
где x∗ – решение задачи (1.1), R = ‖x0 − x∗‖2, x0 – точка старта, ∆f = f(x0) −
f(x∗), p = 1 отвечает стохастическому градиентному спуску, а p = 2 ускоренному
стохастическому спуску.
С другой стороны известно (см. [1, 2, 4, 5, 9]), что если для задачи (1.1) досту-
пен неточный градиент ∇δf(x), удовлетворяющий для всех x, y ∈ Q ослабленному
условию L-Липшицевости градиента
f(x) + 〈∇δf(x), y − x〉 − δ1 6 f(y) 6 f(x) + 〈∇δf(x), y − x〉+ L
2
‖y − x‖22 + δ2, (1.3)
то после N вычислений ∇δf(x, ξ) для соответствующих модификаций градиентного
и ускоренного градиентного спуска можно получить оценку, аналогичную (1.2)
O˜
(
min
{
LR2
Np
+ δ1 +N
p−1δ2,∆f exp
(
−
(µ
L
) 1
p N
2
)
+ δ1 +
(
L
µ
) p−1
2
δ2
})
. (1.4)
В данной статье подмечается, что результат (1.2) может быть получен из ре-
зультата (1.4). Из известных нам способов обоснования оценок (1.2). Более того,
сделанное наблюдение, оказывается возможным провести и в модельной общности.
2. Основные результаты
Ограничимся для компактности изложения пояснением перехода от (1.4) к (1.2)
для случая µ = 0, и с теми же целями переопределим R = maxx,y∈Q ‖x − y‖2 (в
действительности, все приведенные далее в этом разделе результаты верны для R =
‖x0 − x∗‖2; показывается аналогично [5]). Первое важное наблюдение заключается,
в следующем (доказательство более общего утверждения вынесено в Приложение).
Теорема 1. Если в (1.3) на k-й итерации алгоритма (соответствующей моди-
фикации градиентного и ускоренного градиентного спуска; смотрите алгоритмы
из раздела 3) δ1 = δ
k
1 , δ2 = δ
k
2 > 0 – такие случайные величины, что
E
[
δk1 |δk−11,2 , δk−21,2 , ...
]
= 0, (условная несмещенность)
δk1 имеет (δ
′
1)
2
-субгауссовскую условную дисперсию,
√
δk2 имеет δ
′
2-субгауссовский
условный второй момент, то с большой вероятностью
f(xN )− f(x∗) = O˜
(
LR2
Np
+
δ′1√
N
+Np−1δ′2
)
,
причем
E[f(xN )]− f(x∗) = O
(
LR2
Np
+Np−1δ′2
)
.
2Здесь и далее “с большой вероятностью” – означает с вероятностью > 1− γ, а O˜(·) означает то
же самое, что O(·), только числовой множитель зависит от ln (N/γ).
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Заметим, что ∇δf(x) = ∇f(x, ξ) удовлетворяет (1.3) c L := 2L, δ′1 = O(σR),
δ′2 = O(σ
2/L). Последняя оценка следует из неравенства
〈∇f(x, ξ) −∇f(x), y − x〉 6 1
2L
‖f(x, ξ)−∇f(x)‖22 +
L
2
‖y − x‖22.
Сделанное наблюдение позволяет получить, например, что с большой вероятностью
f(xN )− f(x∗) = O˜
(
LR2
Np
+
σR√
N
+Np−1
σ2
L
)
, (2.1)
причем
E[f(xN )]− f(x∗) = O
(
LR2
Np
+Np−1
σ2
L
)
.
Аналогично в сильно выпуклом случае (µ > 0) с большой вероятностью
µ
2
‖xN − x∗‖22 6 f(xN )− f(x∗) = O˜
(
∆f exp
(
−
(µ
L
) 1
p N
2
)
+
σ2
µN
+
(
L
µ
)p−1
σ2
L
)
,
µ
2
E
[‖xN − x∗‖22] 6 E[f(xN )]− f(x∗) = O
(
∆f exp
(
−
(µ
L
) 1
p N
2
)
+
(
L
µ
)p−1
σ2
L
)
.
Отметим возможность трактовки последнего результата для p = 1 как сходимость
неускоренного стохастического градиентного спуска с той же скоростью, что и де-
терминированного варианта, в O
(
σ/
√
µL
)
-окрестность решения [6].
Вторым важным наблюдением является следующая теорема (см., например, [5]).
Теорема 2. (Батчинг) Пусть {ξl}rl=1 – независимые одинаково распределенные
случайные величины (также как случайная величина ξ, которая имеет субгауссов-
скую дисперсию σ2). Тогда для σ2r – субгауссовской дисперсии
∇rf (x, {ξ}rl=1) =
1
r
r∑
l=1
∇f(x, ξl),
справедлива оценка σ2r = O
(
σ2/r
)
.
Для обоснования перехода от (1.4) к (1.2) положим в (1.3)
∇δf(x) = ∇rf (x, {ξ}rl=1)
и подберем должным образом r. Для подбора r потребуем, чтобы правая часть в
оценке (1.2) была равна ε (желаемой точности решения задачи по функции). Чтобы
добиться этого исходя из формулы (2.1) согласно теореме 2 нужно выбрать r так,
чтобы все слагаемые в (2.1) были порядка ε. То есть(
LR2
Np
)
≃ ε, σR√
N
≃ ε, Np−1 σ2
L
≃ ε.
Получается переопределенная система уравнений на N, r, которая, тем не менее,
оказывается совместной r = O˜
(
σ2
Lε
(
LR2
ε
)p−1)
. При этом,
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число итераций алгоритма – N = O˜
((
LR2
ε
) 1
p
)
,
а число вычислений ∇f(x, ξ) – O˜
(
max
{(
LR2
ε
) 1
p
, σ
2R2
ε2
})
= O˜
((
LR2
ε
) 1
p
+ σ
2R2
ε2
)
.
Данные оценки в точности соответствуют тому, что можно получить с помощью
батчинга из оценки (1.2). Отметим, что при p = 2 данные оценки оптимальны
как по числу итераций, так и по числу параллельно вычисляемых стохастических
градиентов на каждой итерации [10].
3. Модельная общность
Результаты раздела 2 можно воспроизвести и в модельной общности [1, 2, 9].
Будем говорить, что функция ψδ(y, x) является (δ, L)-моделью целевой функции
f(x), если для всех x, y ∈ Q функция ψδ(y, x) – выпукла по y, ψδ(x, x) ≡ 0,
f(x) + ψδ(y, x)− δ1 6 f(y) 6 f(x) + ψδ(y, x) + L
2
‖y − x‖22 + δ2. (3.1)
Представим градиентный и быстрый градинетный метод в модельной общности (ал-
горитм 1 и 2).
Algorithm 1 Градиентный метод
1: Input: Начальная точка x0.
2: for k > 0 do
3:
φk+1(x) := ψδ(x, xk) +
L
2
‖x− xk‖22,
xk+1 := argmin
x∈Q
φk+1(x).
4: end for
5: Output: x¯N =
1
N
∑N−1
k=0 xk+1
Теорема 3. Если в условиях теоремы 1 в качестве модификаций градиентного
спуска и ускоренного градиентного спуска используются, соответственно, алго-
ритмы 1, 2, работающие с моделью функции (3.1), то все результаты теоремы 1
останутся верными.
Для задач композитной оптимизации (см., например, [1, 8]), в которых целевая
функция имеет вид F (x) = f(x) + h(x), где h(x) достаточна простая функция, для
которой доступен субградиент, а функция f(x) имеет L-Липшицев градиент, и для
нее доступен только стохастический градиент ∇f(x, ξ), в качестве модели можно
взять ψδ(y, x) = 〈∇rf (x, {ξ}rl=1) , y − x〉 + h(y) − h(x). Тогда аналогично разделу 2,
получим, что в (3.1) можно положить L := 2L, δ′1 = O(σR/r), δ
′
2 = O(σ
2/(Lr)). Это
наблюдение позволяет перенести все результаты раздела 2 на задачи стохастической
композитной оптимизации.
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Algorithm 2 Быстрый градиентный метод
1: Input: Начальная точка x0, константа сильноый выпуклости µ > 0.
2: Set y0 := x0, u0 := x0, α0 := 0, A0 := α0
3: for k > 0 do
4: Константа αk+1 — это наибольший корень уравнения
Ak+1(1 +Akµ) = Lα
2
k+1, Ak+1 := Ak + αk+1. (3.2)
5:
yk+1 :=
αk+1uk +Akxk
Ak+1
.
6:
φk+1(x) = αk+1ψδ(x, yk+1) +
(1 +Akµ)
2
‖x− uk‖22 +
αk+1µ
2
‖x− yk+1‖22,
uk+1 := argmin
x∈Q
φk+1(x). (3.3)
7:
xk+1 :=
αk+1uk+1 +Akxk
Ak+1
. (3.4)
8: end for
9: Output: xN ,
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