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As a natural outcome of dramatic growth of the Internet and proliferation
of demanding services with higher data rates, traffic engineering has proved to be
vital in avoiding congestion and maximizing the network resource utilization. A key
component of traffic engineering is traffic mapping, i.e., splitting the traffic flows
along multiple paths. In this thesis, we seek optimal, yet practical, multipath rout-
ing algorithms that can minimize the network congestion by exploiting the locally
collected measurement data.
We first develop a distributed measurement-based routing algorithm to load
balance intradomain traffic along multiple paths for multiple unicast sources. Mul-
tiple paths are established using overlay nodes. The algorithm is derived from
simultaneous perturbation stochastic approximation (SPSA) and does not assume
that the gradient of an analytical cost function is known. Instead, it relies on (poten-
tially) noisy estimates from local measurements. We formulate the traffic mapping
problem in an optimization framework and show through an analytical model that
the algorithm converges to the optimal solution almost surely under a decreasing
step size policy (as with the standard SPSA model). Motivated by practical con-
cerns, we next consider the constant step size case, for which we establish weak
convergence.
In the second part of this thesis, we consider the problem of load balancing
of multicast traffic sessions and generalize our unicast routing algorithm to route
both types of traffic simultaneously. We consider three network models that reflect
different sets of assumptions regarding multicast capabilities of the network. As in
the unicast case, we prove the almost sure convergence of the algorithm to a cor-
responding optimal solution under each network model considered with decreasing
step sizes and establish the weak convergence with a fixed step size. In addition,
we investigate the benefits acquired from implementing additional multicast capa-
bilities by studying the relative performance of the generalized algorithm under the
three network models.
Throughout this thesis, we rely on an overlay architecture to establish multiple
paths between a source and its destination(s) in an IP network. As the performance
of the routing algorithms depends on the quality of paths provided by the overlay
nodes, it is of interest to carefully locate a limited number of overlay nodes in the
network. The final part of this thesis makes use of the discrete stochastic optimiza-
tion methods and presents an optimal solution based on Stochastic Comparison (SC)
algorithm to locate overlay nodes given a set of sources and their corresponding des-
tination(s). Motivated by the impracticality of stochastic comparison algorithm in
an online setting due to its computational complexity, we provide a computationally
efficient heuristic solution. We show through a detailed simulation study that the
performance obtained by the heuristic solution is comparable to that of the optimal
algorithm.
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Rapid growth of the Internet and the emergence of new demanding services
have sparked interests in the Internet traffic engineering. As defined in [4], traffic en-
gineering deals with the issue of performance evaluation and performance optimiza-
tion of operational IP networks and encompasses the measurement, characterization,
modeling and control of the Internet traffic.
Due to the evolution of the Internet from ARPANET, traditional routing algo-
rithms for IP networks are mostly based on shortest path routing. However, meth-
ods relying on a single path between a source-destination pair cannot efficiently
utilize network resources and offer limited control capabilities for traffic engineering
[4]. Various solutions derived from shortest path routing algorithms have been sug-
gested, mainly by modifying link metrics in accordance with the network dynamics
(See [13, 36]). However, these approaches have several shortcomings that have not
been addressed effectively. First, they tend to have network-wide effect and can
result in undesirable and unanticipated traffic shifts [4]. Second, these schemes can-
not distribute the load among the paths of different cost. Moreover, many of major
Internet Service Providers (ISPs) are in various stages of increasing their network
capacity and node connectivity [44]. A higher level of network connectivity typically
provides multiple paths between source-destination pairs, and offers an opportunity
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to better utilize network resources through load balancing that solutions based on
shortest path routing cannot make use of.
In this thesis, we focus on the problem of traffic mapping, which refers to load
balancing the traffic flows along pre-established multiple paths. We provide optimal,
yet practical, multipath routing algorithms that can effectively minimize network
congestion and maximize the usage of network resource by exploiting the locally
collected noisy measurement data.
The paths that the routing algorithms employ can be established in different
ways. Multi Protocol Label Switching (MPLS) technology is one method to provide
paths as it has the flexibility of creating paths in an explicit manner. However, use
of MPLS technology requires the existing IP infrastructure be replaced with MPLS
capable devices, and therefore raises a major investment question for the Internet
Service Providers (ISPs). In this study, we consider an alternative way to estab-
lish multiple paths in an IP network. Specifically, we make use of the overlaying
architecture presented in [26], which provides traffic engineering capabilities within
a domain without requiring major changes in the infrastructure of IP Networks and
addresses some of the limitations of basic shortest path schemes mentioned earlier.
This new architecture does not need the traditional IP routers to be replaced or
modified. Rather it requires simple devices (such as PCs or network processors)
to be carefully placed inside the intra-domain network, creating overlay paths be-
tween source-destination (SD) pairs. Furthermore, the architecture allows gradual
deployment of such devices, resulting in improved network performance with the
addition of each new device. This provides ISPs with an alternative solution to
2
achieve desired level of performance at potentially much lower costs. We adopt
this architecture to establish multiple paths between SD pairs on which the traffic
load can be distributed effectively. However, our basic load balancing approach can
be directly applied to other types of networks with multipath capabilities, such as
MPLS based networks.
In the first part of this thesis, we propose a distributed optimal routing algo-
rithm to load balance intra-domain traffic along multiple paths for multiple unicast
sources. Our solution is based on stochastic approximation, and makes use of only
the local network state information. Our model is similar to that of [11], with the
following differences. In [11] the authors mention that the cost derivatives can-
not be computed and hence, should be estimated by measurements. However, the
mathematical analysis given in [11] implicitly assumes that the analytical gradient
function is available. In addition, the details on how a cost gradient is estimated are
not provided, and the method described in [10] appears to be a variant of a well-
known finite differences method ([41], [42]). However, the issue of gradient estimate
is not clearly or explicitly stated in the aforementioned references. We believe that
the gradient estimation method plays a crucial role in the sense that the conver-
gence of the optimal routing algorithm strongly depends on the conditions defining
this estimation process as described in the stochastic approximation literature (See
[42, 43, 14]).
In this study, we consider the same problem (of mapping traffic onto multiple
end-to-end paths) while relaxing the assumption that the analytical gradient func-
tion is available. We derive our proposed measurement based algorithm from the
3
idea of simultaneous perturbation stochastic approximation (SPSA). SPSA allows
us to greatly reduce the number of measurements required for estimating the gra-
dient, while at the same time it achieves approximately the same level of accuracy
as the classical finite differences method at each iteration. By reducing the number
of measurements, our algorithm achieves faster convergence. This is because each
measurement requires a non-negligible amount of time in a networked environment.
We will detail these issues of estimation, measurement, and convergence in Chapter
2, and we show in Section 2.5, using simulations, that our SPSA based algorithm
outperforms the algorithm proposed in [11].
From a broader perspective, a special case of the proposed algorithm (i.e.,
single source-destination (SD) case) provides an optimal solution to more general
problems that have a simplex constraint set. Although applications of SPSA to the
constrained optimization problems have generated a certain level of interest in the
literature, the simplex constraint set problems have not been handled properly as
we will discuss in Section 2.5.
Note that the SPSA algorithm can achieve almost sure convergence, provided
that the step size parameter diminishes with the number of iterations. However, such
a policy may not be practical under dynamic network conditions as the algorithm
may not be able to react to network changes in a timely manner after the step size
parameter becomes small. As a result, in practice, we have to reset the step size
value after some time interval to ensure that the algorithm is able to react to network
dynamics appropriately. An obvious alternative is the use of a constant step size.
Even though it is difficult to obtain similar almost sure convergence in a constant
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step-size case, it has been shown in [27] that weak convergence (i.e., convergence
in distribution) is possible under certain conditions. While the weak convergence
is not as strong as almost sure convergence, we demonstrate in Section 2.5 that it
does not have a significant effect on the performance of the algorithm in a practical
sense.
In the second part of this thesis, we investigate the potential benefits of load
balancing both unicast and multicast traffic together within a single domain and
propose a practical routing algorithm for carrying out this task using only noisy
network measurements.
Multicast traffic over the Internet is growing steadily with increasing number
of demanding applications including Internet broadcasting, video conferencing, data
stream applications, web-content distributions, and exchange of large data sets by
geographically distributed scientists and researchers working in collaboration. Ide-
ally, many of these applications require certain rate guarantees, and providing such
guarantees demands that the network be utilized more efficiently than with current
approaches to satisfy the rate requirements.
There is a limited amount of existing work on multipath multicast routing.
Park and Shin [34] propose a scheme that creates multiple trees between a source
and a set of destinations and splits the traffic optimally among the trees. However,
the proposed solution covers only a single source case. In addition, it assumes the
existence of the gradient of an analytical cost function and that the cost function
is strictly convex and continuously differentiable. As discussed in [11], in practice
it may be difficult, if not impossible, to precisely define accurate analytical cost
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functions due to the dynamic nature of networks. Further, even when an analytical
cost function exists, it may not be differentiable everywhere. As we will show in
Chapter 2, these assumptions can be relaxed.
In another set of work [33, 48] solutions based on network coding (see [1, 25,
29] for details) are proposed. Even though they approach the problem under a
more general architecture, these solutions suffer from the limitations inherited from
network coding. First, network coding relies on an unrealistic assumption that the
network is lossless as long as the average link rates do not exceed the link capacities.
In fact, a packet loss can be much more costly when network coding is employed
because it can potentially affect the decoding of a large number of other packets.
Moreover, similar to earlier efforts, these solutions also assume that there is only
one multicast session in the network.
We propose a distributed optimal routing algorithm that balances the load
along multiple paths for multiple multicast as well as unicast sessions. As in the
unicast only case, our measurement-based algorithm does not assume the existence
of the gradient of an analytical cost function and is a natural generalization of the
unicast routing algorithm discussed in Chapter 2. To the best of our knowledge this
is the first attempt to address the issue of (optimal) multipath routing with multiple
multicast sessions in a distributed manner, while relying only on (local) network
measurements.
In order to study the performance of the proposed algorithm and to understand
and quantify the benefits of implementing additional multicast capabilities in the
underlying IP network, we consider three different network models with gradually
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increasing network capabilities; first, we look at the problem under the traditional
network model without any IP multicast functionality. In this model multiple paths
are provided using a limited number of (application-layer) overlay nodes that are
used as relay nodes. In the second model, we allow IP multicast and load balancing
of multicast traffic is carried out utilizing multiple multicast trees available for each
source. These trees are rooted either at the source or at the overlay nodes that act
as surrogate sources for traffic forwarded by the source. The routers are assumed to
be capable of copying and forwarding multicast packets onto downstream branches.
Finally, in the third model we replace the routers in the second model with “smart”
routers capable of forwarding multicast packets onto each downstream branch at a
different rate. This model enables our algorithm to exercise finer control over rate
allocation than in the second model. These models together provide us with a gen-
eral framework that helps us identify functionalities beyond basic operations (e.g.,
store-and-forward) that are essential for the performance gain from load balancing.
It is worth noting that the finer control available in the third model comes at
the price of additional intelligence needed at the routers. This is due to the fact
that in order to ensure the delivery of distinct packets to the receivers, a source
needs to maintain careful bookkeeping of all the packets forwarded to each receiver
so that every packet is forwarded to each receiver and delivery of duplicate packets
is minimized. For the same reasons, an intermediate IP router must be able to
identify the set of intended receivers for each multicast packet. We will show that
this problem of potentially complicated bookkeeping at the multicast sources and
the core overlay nodes can be avoided by employing a family of source codes called
7
Digital Fountain codes [31].
Similar to the unicast case, we investigate the convergence performance of our
multipath multicast algorithm for both decreasing and fixed step sizes. We first
show that under a set of mild conditions the algorithm converges with probability
1 (w. p. 1) to an optimal solution that minimizes the network cost with decreasing
step size. Next, for the fixed step size, we show that when the step size is sufficiently
small, the algorithm converges to a small neighborhood around the set of optimal
points. We demonstrate using simulation results that the performance of a fixed
step size algorithm is comparable to that of a policy with decreasing step sizes.
The overlay architecture plays a key role in providing paths for the multi-
path routing algorithms. By selecting the number, location and the connectivity
of the overlay nodes we establish multiple paths between source-destination pairs
over which we run our optimal routing algorithms. Clearly, the performance of the
routing algorithms are limited by the selection of overlay nodes. Hence, it is of
profound importance to optimize the overlay topology to improve the performance
of the routing algorithms. In the final part of this thesis, we address the issue
of finding good alternative paths by locating a limited number of overlay nodes
in the network. To this end, we first formulate a discrete stochastic optimization
problem and solve it using the Stochastic Comparison (SC) [16] algorithm. Next, we
seek suboptimal solutions suitable for dynamical network environments, stemming
from the fact that the SC is only suitable for offline optimization because of its
computational complexity. Namely, we develop a greedy heuristic solution, which
can also allow us gradual deployment of overlay nodes as explained in Chapter 4.
8
We show through a detailed simulation study that the performance obtained by the
heuristic solution is comparable to that of SC algorithm.
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Chapter 2
Measurement Based Optimal Multipath Routing for
Unicast Sessions
In this chapter, we focus on the assignment of unicast traffic onto pre-established
paths to meet certain requirements [4]. We present a distributed optimal routing
algorithm based on stochastic approximation theory that uses only noisy local state
network measurements.
2.1 Model
We model the network by a set L of unidirectional links. Let S = {1, 2, · · · ,
S} denote the set of SD pairs. An SD pair s has a set Ps ⊆ 2L of paths available to
it, and Ns = |Ps|, i.e., Ns is the number of paths available for SD pair s. Denote
the set of links that belong to at least one path p ∈ Ps by Ls ⊂ L. With a
little abuse of notation we let Ps = {1, 2, . . . , Ns}, and define the set of all paths
P = ∪s∈SPs = {1, 2, . . . , N}, where N =
∑
s∈S Ns. While by definition, none of the
paths can be used by more than one SD pair, any two paths can share a link.
The total input traffic rate of an SD pair s is denoted by rs, and the SD pair
routes xsp amount of traffic on path p ∈ Ps such that
∑
p∈Ps
xsp = rs, for all s. (2.1)
Let xs = (xsp, p ∈ Ps) be the rate vector of SD pair s, and let x = (xs, s ∈ S)
10







For each link l, Cl(x
l) represents the link cost as a function of the link flow
rate xl. We assume that, for all l, Cl(·) is convex and continuously differentiable.
The objective is to minimize the total cost C(x) =
∑
l Cl(x
l) by mapping the traffic












xsp = rs,∀ s ∈ S, (2.4)
xsp ≥ ε, ∀ p ∈ Ps, s ∈ S, (2.5)
where ε is an arbitrarily small positive constant. For instance, some of the control
packets may be routed along different paths available to an SD pair.
Theoretically if the exact gradient values are known, one can use the well
known gradient projection algorithm to solve this constrained optimization problem,
where the constraint set Θ is defined by (2.4) and (2.5). Each iteration of the
algorithm takes the form:
x(k + 1) = ΠΘ
[
x(k)− a(k)∇C(k)] (2.6)
where ∇C(k) is the gradient vector whose (s, p)th element is the first derivative




/∂xsp ), a(k) > 0
is the step size, and ΠΘ[ϑ] denotes the projection of a vector ϑ onto the feasible set
Θ with respect to the Euclidean norm.
11
The above iteration can be carried out in a distributed manner by each pair s
without the need to coordinate with other pairs [45], [5]. In other words, the source
of each SD pair s updates its rates xs independently of other SD pairs:





where ∇Cs(k) = (∂C(x(k))/∂xsp, p ∈ Ps) is the vector of first derivative lengths of
paths in Ps, i.e., a subvector of ∇C(k) with elements correponding to the paths in
Ps, and ΠΘs denotes a projection onto the feasible set Θs of SD pair s.
One problem with directly implementing (2.7) is that the first derivative length
of a path, ∂C/∂xsp, may not be available in practice and can only be estimated
empirically through noisy measurements of the cost function. This is due to the fact
that the packet arrival processes are both stochastic and time varying. Therefore,
one must resort to a gradient approximation method to obtain an estimate to be
used in (2.7). Stochastic approximation methods are natural candidates for such
problems.
2.2 Stochastic Approximation
Stochastic Approximation (SA) is a recursive procedure for finding the root(s)
of equations using noisy measurements, and is particularly useful for finding extrema
of functions [43] (e.g., [24] and [7]).
General constrained SA has the same form as (2.6) with the gradient vector
∇C(k) replaced by its approximation ĝ(k). The approximation is obtained through
measurements of C(x) around x(k). Under appropriate conditions, one can show
12
that x(k) converges to the solution set of (2.3), which we denote by x∗.
A critical issue in SA is the approximation of gradient vector. The standard
approach motivated from the definition of gradient is the Finite Differences ( FD)
method, in which each component of x(k) is perturbed one at a time and corre-
sponding measurements y(.) are obtained. Typically, the i-th component of ĝ(k)
( i = 1, 2, ..., m) under the FD method is given by
ĝi(k) =
y(x(k) + ξ(k)ei)− y(x(k)− ξ(k)ei)
2ξ(k)
where ξ(k) is some positive number, ei denotes a unit vector with one in the i-
th position and zeros elsewhere, and y(·) denotes the measured cost function with
measurement noise.
An alternative method for estimating the gradient is called the Simultaneous
Perturbation (SP). In this method, all elements of x(k) are randomly perturbed
together to obtain two measurements. The i-th component of ĝ(k) is computed by
ĝi(k) =
y(x(k) + ξ(k)∆(k))− y(x(k)− ξ(k)∆(k))
2ξ(k)∆i(k)
where the vector of the random perturbations for SP, ∆(k) = (∆1(k), ∆2(k), · · · ,
∆m(k)), needs to satisfy certain conditions that will be discussed later. Here m
denotes the dimension of the vector x.
Both of the above approximations have a “two-sided” form in the sense that
they use the measurements y(x(k) ± perturbation). On the other hand, one-sided
gradient approximations require measurements of y (x(k)) and y(x(k)+ perturbation).
Although it is known that the standard two-sided form gives more accurate estimates
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compared to one-sided forms, for real-time applications one-sided gradient approxi-
mation may be preferred when the underlying system dynamics change too rapidly
to get an accurate gradient estimate with two successive measurements [41]. In our
work we assume that the one-sided form is utilized for the gradient approximation
under both methods unless stated otherwise.
An SA algorithm using the FD (resp. SP) gradient approximation method is
referred to as a FDSA (resp. SPSA) algorithm. One should note that, in an SPSA
algorithm the gradient approximation requires only two cost function measurements,
regardless of the value of m. Standard (two-sided) FD approximation requires 2m
measurements to estimate the gradient. In [43] it is shown that under reasonably
general conditions, SPSA and FDSA achieve the same level of statistical accuracy
for a given number of iterations even though SPSA uses m times fewer function
evaluations than FDSA. This theoretical result has been confirmed in many numer-
ical studies, even in cases where m is on the order of several hundreds or thousands
[41]. This is certainly an important property especially if the measurements are
costly and/or time consuming. Clearly, this is the case for the routing problem at
hand as measurements require resources and must be collected and reported in a
timely manner. In other words, SPSA promises a potential for better statistical
accuracy over the same period of “time” due to a much shorter measurement period
required at each iteration, even though the two methods have the same statistical
accuracy with the same number of “iterations”. This suggests that the algorithm
based on SPSA will be able to track and respond to changes in a network much
faster than another algorithm based on FDSA and thus improve the overall network
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performance.
In [43], Spall provides a formal proof of convergence of SPSA algorithm for
the “unconstrained” case. The convergence of an SPSA algorithm under inequality
constraints are presented in [14, 37]. However, these results do not consider the case
where x(k)±ξ(k)∆(k) 6∈ Θ, which may occur in our routing problem. In [37] Sadegh
suggests projecting x(k) to a point x
′
(k) ∈ Θ such that x′(k) ± ξ(k)∆(k) ∈ Θ. If
x
′
(k)− x(k) → 0 as k →∞, convergence can still be established. However, when
Θ is a simplex, if ξ(k)
∑
j ∆j(k) 6= 0 then x
′
(k) ± ξ(k)∆(k) 6∈ Θ for all x′(k) (as
the demand constraint in (2.4) is violated). Under these conditions, there is no
established convergence result of an SPSA algorithm that we can directly apply to
our problem. ( In [14], although authors claim that they have shown the convergence
for the case of a network of queues with similar constraints, they do not consider
the aforementioned issue in the proofs.)
In the next section, we will resolve this technical issue by a simple method and
present a formal proof of the SPSA algorithm under these constraints.
2.3 Optimal Routing Using SPSA
2.3.1 An Optimal Routing Algorithm - Decreasing Step Size
In this section we propose an optimal routing algorithm and prove its stability
and optimality. We know from [45] that if each SD pair runs (2.7) independently
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and asynchronously,1 the overall algorithm converges. Let us now consider the use
of SPSA in place of (2.7).
At time k, SD pair s updates its rate according to
xs(k + 1) = ΠΘs [xs(k)− as(k)ĝs(k)] (2.8)










(C+s (k) + µ
+
s (k))− (C−s (k) + µ−s (k))
ξs(k)∆s,i(k)
,
i = 1, . . . , Ns, (2.9)
Here ∆(k) = (∆s(k), s ∈ S), ∆s(k) is the random perturbation vector for source s
at iteration k, Ξ(k) is an N×N diagonal matrix whose j-th diagonal entry is equal to
ξsj (sj being the SD pair associated with the j-th component of ∆(k)), and ys(·) are
the noisy measurements of the partial cost information, which is the summation of




C+s (k) = Λs(ΠΘ[x(k) + Ξ(k)∆(k)]) with µ
+
s (k) and µ
−
s (k) being the measurement
noise terms.
Note that (2.9) differs from the standard SA in the following ways. First, each
SD pair uses only partial cost information (i.e., summation of the costs of the links
in Ls) as opposed to the total network cost, which is the summation of the costs
of all the links in the network. In addition, the noise terms observed by each SD
1Here asynchrony refers to the fact there might be a time lag between SD pairs in continuous
time operation in practice.
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pair are allowed to be different. Second, while ξ(k) is a positive scalar in standard
SA, in our case Ξ(k) is an N × N diagonal matrix. This allows the possibility
of having different ξs(k) values for different SD pairs. Also, note that we have an
extra multiplicative factor Ns
Ns−1 in (2.9) compared to the standard SA. This term is
required for convergence as an outcome of the projection of xs(k) + ξs(k)∆s(k) to
Θs for all s ∈ S using L2 projection while calculating ĝs(k). Finally, if ΠΘs [xs(k) +
ξs(k)∆s(k)] = xs(k), the SD pair draws a new perturbation vector ∆s(k) until
xs(k) 6= ΠΘs [xs(k) + ξs(k)∆s(k)].
Note from (2.8) that SD pairs may have different step sizes as(k). This allows a
certain level of asynchrony between SD pairs in the sense that SD pairs can respond
to the network changes independently of each other to some extent.For instance,
this formulation covers the case where SD pairs start the algorithm at different
times. However, we assume that SD pairs update their rates once every iteration
after they start the algorithm. This assumption is reasonable in our case, since at
each iteration SD pairs should make use of the collected information that is already
available. This is, however, not to say that the updates take place simultaneously.
The errors due to this asynchrony are assumed to be absorbed into the error terms
µ
+−
s (k) in (2.9).
For the optimality of the new algorithm, we need to show that (2.8) converges
to the same point x∗s as (2.7) for all SD pairs. For the convergence of the algorithm
we assume that the following conditions are true:
A1. C (x (k)) is differentiable for each x(k) ∈ Θ, and convex.
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A2. The perturbation terms ∆s,i(k) are (i) mutually independent with zero mean
for all s ∈ S and i ∈ Ps, (ii) uniformly bounded by some constant α < ∞ with
support on finite discrete sets, (iii) independent of (x(n), n = 0, 1, · · · , k), and
(iv) E [(∆s,i(k))







are bounded and E [µ+s (k)− µ−s (k)|∆(k),Fk] = 0 a.s.
for all k, where Fk is the σ-field generated by {x(0), · · · ,x(k)}.
A4. (i)
∑∞













= 1 for all s, s′ ∈ S.
A5. Define â(k) := maxs∈S as(k). (i)
∑∞





Theorem 2.3.1. Under Assumptions A1-A5, the sequence x(k) = (xs(k), s ∈ S)
generated by the algorithm defined by (2.8) converges to x∗ with probability 1, where
x∗ is the solution set of the optimization problem in (2.3), regardless of the initial
vector (xs(0), s ∈ S) ∈ Θ.
Proof: The proof of Theorem 2.3.1 is given in Section 2.7.
2.3.2 The Optimal Routing Algorithm - Constant Step Size
In the previous subsection we have employed decreasing step sizes as(k), k =
0, 1, . . ., as defined in A4 and A5. Although it is possible to use decreasing step
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sizes, it is of practical importance to consider the case with constant step size a > 0
given in the following form
xs(k + 1) = ΠΘs [xs(k)− a · ĝs(k)]. (2.10)
This is because in the case of decreasing step sizes, one has to make sure that
each source node resets the step size after a certain period of time when the step size
becomes too small to effectively react to the dynamics of the network. Consequently,
such a requirement introduces additional complexity which can be avoided by using
a constant step size. The main difficulty with constant step size algorithms is that
it is difficult to establish almost sure convergence. However, as shown in [27], under
certain conditions constant step size SA algorithms can achieve weak convergence
(i.e., convergence in distribution), which can be interpreted as convergence to a
neighborhood of the optimal operating point(s). Since the performance of the system
near the optimal operating point(s) may be comparable to that of the optimal
solution(s) in a network problem, the performance degradation, if there is any, due
to a constant step size may not be significant. This is supported by simulation
results in Section 2.5.
The following theorem establishes the (weak) convergence of the algorithm
with a constant step size.
Theorem 2.3.2. Under Assumptions A1-A3, for any δ > 0, the fraction of time
the sequence x(k) = (xs(k), s ∈ S) generated by the algorithm defined by (2.10)
spends in δ-neighborhood of x∗ on [0, k], goes to one (in probability) as a → 0 and
k →∞ regardless of the initial vector (xs(0), s ∈ S) ∈ Θ.
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Proof: The proof of Theorem 2.3.2 is given in Section 2.8.
2.3.3 Measurement Process
In this section, we discuss some of the issues regarding the measurement pro-
cess and their effect on the overall performance of the algorithm. We will also point
out the benefits of SPSA based algorithms over the FDSA alternatives.
By definition, an FDSA based algorithm requires SD pair s to perturb its
paths one at a time, requiring Ns + 1 measurements for the one-sided form and
2Ns measurements for the two-sided form in each iteration for the estimation of an
Ns × 1 gradient vector. For this reason, FDSA based algorithms need each SD pair
to collect measurements (i.e., perturb its paths) at different times. As mentioned
in [11], this requires a coordination protocol that determines the order in which
paths are perturbed. Moreover, it increases network traffic load by creating extra
communication overhead.
SPSA, on the other hand, allows us to estimate the gradient vector using only
two measurements. In the context of our routing problem, this implies that an
SD pair can perturb all of its paths simultaneously if an SPSA based algorithm is
employed. In addition, it also suggests that all SD pairs can execute the perturbation
in parallel without the need for strict coordination needed in FDSA (Theorem 2.3.1
and Theorem 2.3.2). This enables SD pairs to operate independent of each other to
some extent. As a consequence, a potential overhead that would be incurred by a
coordination protocol under an FDSA algorithm is avoided. Furthermore, we can
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significantly reduce the duration of measurement periods by concurrently executing
the measurement process at the SD pairs. Since the statistical accuracy of SPSA
does not degrade from that of FDSA, we can achieve much faster convergence due
to the fact that we significantly reduce the time required for each iteration.
Another issue regarding the measurement process is the effect of asynchronous
operation of SD pairs in practice due to the lack of perfect synchronization. It is
proved in [11] that, with increasing level of asynchrony, the convergence becomes
slower. For each s ∈ S, let ts0 be the time lag between the time traffic measurements
are collected and the time SD pair s carries out a rate update. In other words,
ts0 is the delay between the collection of measurements and execution of an SPSA
algorithm by SD pair s. Define t0 = maxs∈S ts0. Then, the larger the t0 is, the slower
the convergence will be due to the use of delayed information. On the other hand,
in the SPSA case as the level of asynchrony between the SD pairs increases, on the
average, the magnitude of the error term in measurements tends to become smaller
since the duration of the interval over which the measurements overlap with each
other gets shorter, and this may cause a marginal increase in the overall system
performance. As we will see in Section 2.5, these two effects mainly cancel each
other and the performance of the algorithm does not degrade significantly if the
time lag is not large.
2.4 Implementation Issues
In this section, we give a brief overview of an overlay architecture used to
enable traffic engineering capabilities. The details of the overlay architecture can be
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Figure 2.1: Proposed overlay architecture for multipath routing.
found in [26].
2.4.1 Path Establishment
Alternative paths between SD pairs are created using overlay nodes. The over-
lay nodes are located at all source-destination nodes as well as at some core nodes.
The basic idea is similar to the ones presented in [9] and [2], with the difference be-
ing that the overlay is implemented within a domain (i.e., intra-domain) as opposed
to inter-domain. When a packet is sent along the default path (e.g., the shortest
path), it is forwarded in the same way as in traditional IP networks. However, when
a packet is to be routed through an alternative path, it is processed at the source
overlay node and an additional IP header is attached to the packet. This way the
packet is first tunneled to a specific overlay node that lies in the selected alternative
path, using the underlying routing protocol in use. This is shown in Figure 2.1.
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When the overlay node receives the packet, it removes the outer IP header and for-
wards the packet to the final destination (or possibly to another overlay node). It
is plain to see that one can utilize as many alternative paths as needed by placing
overlay nodes at appropriate locations. Note that using this architecture, we can
still employ the simple shortest path routing inside the network, without having
to modify the existing traditional routers. The overlay capabilities can be realized
by attaching a simple device (e.g., a host with network processor) to the existing
routers. This device simply processes the packets, and adds or removes IP headers
before the basic forwarding operation is performed at the routers.
As a final remark, we would like to emphasize the point that the basic mech-
anism of the proposed routing algorithm can be employed in different types of net-
works. For instance, it can also be deployed in an MPLS based network, where the
overlay paths are replaced with LSPs (Label Switched Paths). The proposed use of
overlay architecture enables us to adopt the algorithm in the traditional IP-based
networks.
2.4.2 Traffic Monitoring
Traffic monitoring is also handled by the overlay architecture. Each link in
the network is mapped to the closest overlay node with a tie-breaking rule that
gives a unique mapping [26]. Overlay nodes periodically poll the links that they
are responsible for, process the data and forward necessary local state information
to the SD pairs utilizing the corresponding links. This eliminates the need for
each SD pair to probe the links used by it. Note that, before forwarding the link
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cost information to source nodes of SD pairs, the overlay nodes can aggregate the
information gathered from different links. For example, due to the additive cost
structure (according to the definition given in (2.3)), if the overlay nodes are aware
of Ls, an overlay node can first compute the sum of the link costs over the links in
Ls it is responsible for and then report only the total cost to the source node of SD
pair s. As a consequence, the overhead caused by the distribution of the link state
information is minimized.
2.5 Experimental Setup and Simulation Results
In this section we evaluate the performance of the proposed algorithms through
simulations under various network conditions, and study their convergence rates.
To this end, we developed a packet level discrete-event simulator to carry out the
simulations. Each plot presented in this section is the average of 10 independent
simulation runs with different random seeds.
For the simulations we select the cost function of the form
Cl(x) = dl(x) + ul(x)
2 (2.11)
where dl(x) is the number of packets dropped on link l,
2 and ul(x) is the link
utilization. In all simulations, the measurement period is selected to be one second.
As a consequence, SD pairs can update their rates at best approximately every
2In the simulation we have used the observed number of packet drops, while in the model this
term in the cost function can be interpreted as the expected number of packet losses as a function
of the link load.
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2 seconds since they require two measurements for estimating the gradient vector
using the SPSA algorithm.
The requirements on the cost function are stated in Assumption A1, and one
can argue that the selected cost function satisfies these requirements as follows.
Since we deal with backbone networks, the packet arrival process at a source node
is an aggregate of many individual flows. We assume that each individual flow gen-
erates packets according to an equilibrium renewal process, i.e., interarrival times
of packets from a flow have a fixed distribution, and these equilibrium renewal pro-
cesses are mutually independent. Then, by the Palm-Khintchine theorem [22], the
superposition of these independent renewal processes can be approximated by a
Poisson process, where interarrival times of packets are exponentially distributed.
In addition, according to the work presented in [8], the packet size distribution
of Internet traffic has two peaks at 500 and 1,500 bytes. Using this observation, we
can approximate the packet size as a Bernoulli random variable with values at 500
and 1,500 bytes.
Under the above conditions, we can approximate the links in the network
as M/G/1/K queues, where K is the buffer size. Following this assumption we
can justify the assumption on convexity of the cost function as follows. One can
check that in the regime of interest (e.g., with utilization level being less than 150
percent), the link cost function is convex in the case of M/M/1/K queue. In the
case of M/G/1/K queue one can show that the approximation functions for blocking
probability of an M/G/1/K queue (e.g., Gelenbe’s formula [15] and two-moment











Figure 2.2: Network Topology 1
parameter settings.
Simulations are carried out under two different network topologies. The first
topology, which is used in [11], is given in Figure 2.2. Due to its simplicity this
topology allows us to obtain insights into the fundamental behavior of the proposed
algorithm. In addition, it serves us as a base setup so that we can make a comparison
with the MATE algorithm presented in [11]. We have three SD pairs (S1-D1, S2-D2
and S3-D3) and each pair has two distinct paths. Note that links L1, L2 and L3 are
shared by paths of all the three SD pairs, which creates a considerable amount of
interaction between these SD pairs.
The setup we use is similar to the one adopted in [11] for comparison purposes.
(See [38] for the details of this setup.) The network consists of identical links with a
bandwidth of 45 Mbps. The average packet size is 257 bytes. Each SD pair initially
uses only the default shortest (minimum hop distance) path. Since all paths have
equal length, the default min-hop paths are selected such that L2 is along the default
shortest path of S1-D1, while the default shortest paths of S2-D2 and S3-D3 both
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traverse L3. Each SD pair generates traffic according to a Poisson process with an
average rate of 19.8 Mbps (corresponding to 0.44 link utilization). In addition, links
L1, L2 and L3 carry uncontrolled cross traffic generated by Poisson processes. The
average rate of cross traffic normalized by the link capacity is given in Table 2.1. A
random delay is introduced before each SD pair starts running the optimal routing
algorithm to ensure that the SD pairs are not synchronized. (The maximum value
of this random delay is defined as offset.) In this simulation a decreasing step size
policy is adopted that satisfies the conditions in Assumptions A3-A6. Specifically,
the step sizes are given by as(k) = 15/(k + 100)
0.602 and ξs(k) = 75/(k
0.101).3
Load Distribution in Time (sec)
Link [0-1000) [1000-2500) [2500-3600)
L1 0.77 0.44 0.44
L2 0.33 0.33 0.67
L3 0.33 0.33 0.33
Table 2.1: The Cross Traffic Dynamics
As shown in Figs. 2.3 and 2.4, the algorithm quickly eliminates the congestion
and successfully balances the traffic. Moreover, these results show that the proposed
algorithm clearly outperforms the MATE algorithm [11]; while the MATE algorithm
requires around 400-500 seconds to converge,4 our algorithm takes around 200 sec-
3as(k) and ξs(k) are reset to their initial values at simulation times 1,001 and 2,501 seconds for
faster convergence.
4Since simulation code and packet size distributions for the MATE algorithm are proprietary,
it was not possible to simulate MATE. Therefore, we base our comparison on the results presented
in [11].
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onds. Furthermore, our algorithm quickly (around 50 seconds) eliminates packet
drops unlike MATE. (See Figs. 10 and 11 presented in [11].)
Figs. 2.5 and 2.6 illustrate the effect of increased asynchrony between SD
pairs. We increase the asynchrony between SD pairs by simply increasing the offset
values. From these plots we can conclude that the algorithm is still able to converge
in a short time. As we see from Figs. 2.3 and 2.5, the performance is almost the
same for offset values of 50 ms and 200 ms. However, when we increase the offset
to 500 ms, we see that the convergence of our algorithm becomes slightly slower.
Thus, these results validate the earlier discussion made in subsection 2.3.3.
Figure 2.7 represents the second topology we consider. This topology is also
used in [32], [3] and closely resembles the MCI Internet topology presented in [30].
Using this topology, we analyze the performance of the proposed algorithm under
more realistic network conditions.
Nodes 1, 5, 6, 14 and 18 serve as both source and destination nodes. This gives
us a total of 20 SD pairs. Each pair has at least two paths to reach the destination.
A total of 78 paths are created between these 20 SD pairs, using overlay architecture.
Overlay capability is available at all source/destination nodes as well as nodes 2, 10
and 13. In this experiment, the offset is set to 0.1 sec. The links shown as dashed
lines have a capacity of 50 Mbps, while the links represented by solid lines have a
capacity of 20 Mbps. The packet size for this scenario is selected to be 500 bytes.
All SD pairs initially use only the shortest paths. Each SD pair generates traffic
with a rate of 11.5 Mbps. In addition, the cross traffic traverses link (3-12), starting
at simulation time 1,600 sec. The cross traffic rate is 18 Mbps and cannot be shifted
28
















Aggregate Traffic on Link 1
Aggregate Traffic on Link 2
Aggregate Traffic on Link 3
Figure 2.3: Offered Load on Network Topology 1 with an offset of 50 ms


















Loss Rate on Link 1
Loss Rate on Link 2
Loss Rate on Link 3
Figure 2.4: Total packet drops on Network Topology 1 with an offset of 50 ms
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Aggregate Traffic on Link 1
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Aggregate Traffic on Link 3
Figure 2.5: Offered Load on Network Topology 1 with an offset of 200 ms
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Figure 2.7: Network Topology 2
to any alternative paths as before.
In Figure 2.8, we illustrate how the load is distributed by our algorithm.5 The
links for which we plotted the load are selected in such a way that each of them
is located on a distinct alternative path that can be used to divert the traffic sent
on link (3-12). The only exception is link (12-16), which is a downstream link of
link (3-12) for some of the paths utilized by SD pairs. The plot of traffic on link
(12-16) shows how the traffic load is migrated away from the paths that traverse
link (3-12). In addition, Figure 2.9 shows the total number of packets dropped
in the entire network. We observe from both figures that the algorithm quickly
removes congestion as the packet drops are eliminated fast and distributes the load
among the multiple paths between the SD pairs in a reasonable amount of time.
This result indicates that the proposed algorithm successfully converges under the
scenarios where many SD pairs operate in an independent and asynchronous fashion.
5as(k) is reset to its initial value (0.15) at simulation time 1601 seconds for faster convergence.
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Figure 2.8: Offered Load on Network Topology 2

























Figure 2.9: Total packet drops on Network Topology 2
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Decreasing Step Size (0.150)
Constant Step Size (0.150)
Constant Step Size (0.225)
 Constant Step Size (0.15) 
 Decreasing Step Size (0.15) 
 Constant Step Size (0.225) 
Figure 2.10: Offered Load on Link 3-8
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Figure 2.10 demonstrates the effect of using a constant step size. We plot the
variation of traffic load on link (3-8) using two different values of fixed step size
as(k) = a = 0.15 and as(k) = a = 0.225, and compare their performance with the
decreasing step size case where the step size for each SD pair is given by as(k) =
15/(k+100)0.602. Even though we do not have almost sure convergence with constant
step size, our results suggest that the convergence in distribution is sufficient for
practical purposes. Moreover, the initial convergence rate improves slightly as the
algorithm is able to reach a small neighborhood of the optimal operating point
faster compared to the decreasing step size case. Since this neighborhood appears
to be small and a constant step size policy gives us the robustness to track dynamical
changes in the network, this result supports the use of a constant step size algorithm
in a practical implementation.
2.6 Conclusion
In this chapter, we have considered optimal multi-path routing in environ-
ments where the link cost derivatives can be estimated (but for which an analytic
expression may not exist). We have mathematically proven the optimality and sta-
bility of our proposed scheme, which is based on simultaneous perturbations. We
have demonstrated that an SPSA algorithm provides significant improvements over
an algorithm based on traditional finite-difference methods. Specifically, we have
shown that our scheme results in much shorter measurement periods during the
gradient estimation phase, and as a result, converges faster. Our simulation results
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show that our scheme can quickly alleviate network congestion and distribute load
efficiently under dynamic network conditions.
The results of this chapter have been published in [18, 19].
2.7 Proof of Theorem 2.3.1
Collecting the terms of (2.8) for all SD pairs we have
x(k + 1) = ΠΘ[x(k)−A(k)ĝ(k)], (2.12)
where ĝ(k) := (ĝs(k), s ∈ S), and A(k) is an N×N diagonal matrix and the diagonal
entries of A(k) are given by the corresponding step sizes of SD pairs, as(k). This is
different from the general stochastic approximation algorithms in the sense that the
step size a(k) is no longer a scalar. Following [28, Theorem 5.3.1] closely, we will
utilize the so-called “ODE method” to show convergence. We rewrite (2.12) in the
following form
x(k + 1) = v(k) + τ (k) + φ(k) (2.13)
where
v(k) = x(k) + A(k)[−∇C(x(k)) + %(k) + b(k)],
%(k) = E [ĝ(k)|x(k)]− ĝ(k),
b(k) = ∇C(x(k))− E [ĝ(k)|x(k)] ,
τ (k) = ΠΘ[v
γ(k)]− vγ(k),
vγ(k) = x(k) + A(k)[−∇C(x(k)) + %(k) + b(k)]I(k),




I(k) denotes the indicator function of the event ||A(k)%(k)|| ≤ γ(k)/2, and γ(k) is
a sequence of positive real numbers such that (i) γ(k) → 0 and (ii) ||A(k)%(k)|| ≤
γ(k)/2 for all but a finite number of k w.p. 1. The following lemma guarantees the
existence of such a sequence.
Lemma 2.7.1. Under the assumptions A1-A4, for the SPSA gradient estimator
ĝ(k) defined in (2.9), the bias and error terms given by b(k) and %(k), respectively,
satisfy
(a) b(k) → 0 w.p. 1,
(b)
∑∞
k=0 E [||A(k)%(k)||2] < ∞ w.p. 1.




s. t. ηT u = rs
is given by






where u = [1, 1, · · · , 1]T . Obviously, if ηi ≥ 0 for all i, this solution is equivalent to
the L2 projection. Here for the purpose of temporary perturbation we replace (2.5)
with a non-negativity constraint. Thus, the projection of xs(k) + ξs(k)∆s(k) can








≥ 0 . (2.16)
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. Since, ξs(k) → 0, there exists finite K1
such that ξs(k) ≤ ε2α for all k > K1. Therefore, (2.15) can be used to compute the
projection of xs(k) + ξs(k)∆s(k) for sufficiently large k > K1.
Let ∆̄s(k) be an N×1 vector, where values of entries corresponding to those of
SD pair s are ∆s,i(k) and zero otherwise. Hence,
∑
s∈S ∆̄s(k) = (∆s,i, s ∈ S, i ∈ Ps).
Similarly, us is an N × 1 vector, where the values of entries corresponding to those
of SD pair s are one and the remaining entries are zero. Following the proof in [14]
and using Taylor’s theorem, for k > K1 and s ∈ S we have
E [ ĝs,i(k)|x(k)] = Ns
Ns − 1E
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where C−s (k) = Λs(x(k))(=
∑
l∈Ls Cl(x










Therefore, one can see that b(k) → 0 with probability one.
From the assumption that E[µ+s (k) − µ−s (k)|Fk] = 0 and using the indepen-



















µ+s (k)− µ−s (k)
ξs(k)∆s,i(k)
)2]
Following a similar argument used above one can show that the first term in (2.19)
is O(1) and using the bounds on E [(∆s(k))
2], E [(∆s(k))
−2], and E [(µ±s (k))
2] the
second term is O(ξs(k)
−2). Therefore,
∑∞
i=k E [||A(k)%(k)||2] < ∞ w. p. 1.
Since
∑j
i=k A(i)%(i), j ≥ k is a martingale and
∑∞
i=k E [||A(i)%(i)||2] < ∞, from




















A(i)%(i)|| ≥ ε) = 0 .
and the existence of the γ(k) sequence is guaranteed.
We interpolate x(k) into a continuous parameter process X0(t), which is used
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Φ0(tk+1) t ∈ (tk, tk+1.)
6Recall that â(k) = maxs∈S as(k).
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−∇C(x(k)) + %(k) + b(k)
]


















A(k) [−∇C(x(k)) + %(k) + b(k)] + τ (k) + φ(k)
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â(k)∇C(x(k)) + Z0(t) + T0(t) + Φ0(t)














x̄(s) = x(k), s ∈ [tk, tk+1) .
Since we are interested in the tail properties of the interpolated process, let us
define the left shifted and centered process Xk(t):
Xk(t) := x(k) + Bk(t) + Mk(t) + Hk(t) + Zk(t) + Tk(t) + Φk(t), (2.23)
where
Bk(t) = B0(tk + t)−B0(tk), Mk(t) = M0(tk + t)−M0(tk),
Tk(t) =T0(tk + t)−T0(tk), Φk(t) = Φ0(tk + t)−Φ0(tk),
Zk(t) = Z0(tk + t)−Z0(tk), Hk(t) = −
∫ t
0
∇C(x̄(tk + s)ds .
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Similarly as in [28], we work with a fixed w /∈ Ω0 where Ω0 denotes the set
for which ||A(k)%(k)|| ≥ γ(k)/2 infinitely often or the conditions given in Lemma
2.7.1 do not hold. In this case Mk(t) and Bk(t) converge to zero uniformly on finite
intervals as k →∞. In addition, Φk(t) → 0 uniformly on finite intervals as k →∞
because we have
||φ(k)|| ≤ || −A(k)∇C(x(k) + A(k)%(k) + A(k)b(k)||(1− I(k))
+||ΠΘ[v(k)]− x(k)||(1− I(k)).
and only a finite number of terms of (1− I(k)) are nonzero.
Under assumption A6, using similar arguments one can easily verify that
Zk(t) → 0 as k → ∞. Therefore, all the time varying terms on the right side
of (2.23) other than Hk(t) + Tk(t) go to zero as k → ∞, and Assumption A5 is
sufficient to guarantee the equicontinuity of Hk(t)+Tk(t) as shown in [28, Theorem
5.3.1]. Hence, as a consequence of Arzela-Ascoli Theorem ( [27, p. 72]), there exists
a convergent subsequence X(t) → x∗, which in fact results in x(k) → x∗, and as
shown in [28, Theorem 5.3.1], x∗ is determined by the solution of the following ODE:









Note that the stationary points of the ODE above is the set of Kuhn-Tucker points
KT = {x : ∃ λi ≥ 0 such that ∇C(x) +
∑
i: qi(x)=0
λiqi(x) = 0, } (2.25)
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where qi(·) terms are the constraints of the problem. Since the cost function C(x) is
assumed to be convex, any KT point belongs also to x∗ which concludes the proof.
2.8 Proof of Theorem 2.3.2
For the proof of the constant step size case, since the step size is fixed and
the same for all SD pairs, we can directly apply the result of Theorem 8.2.1 of [28,
p. 219]. Let as(k) := a ≤ 1 and ξs(k) := ξ = a·ε2α . Then, as in the decreasing step
size case with k > K1, we can replace the projection of xs(k) + ξs(k)∆s(k) with its





















= 0 in mean.
where the limm,k,a means that the limit is taken as m → ∞, k → ∞, and a → 0
simultaneously in any way at all. Then, ĝ(k) = {ĝs(k), s ∈ S} satisfies all the
conditions given in Theorem 8.2.1 of [28, p. 219], establishing the convergence.
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Chapter 3
A Unified Framework for Multipath Routing for Unicast
and Multicast Traffic
3.1 Background & Set-up
Consider a network that consists of a set of unidirectional links L = {1, . . . ,
L}. Let S = {1, . . . , S} be the set of source nodes. Each source node is associated
with a session that can be either a unicast or a multicast session. For simplicity
each source is assumed to have a single session. However, the results also apply to
the case where there may be multiple sessions originating at a single source node.
We use Ds to denote the set of destination nodes for the source s ∈ S. Each
source needs to deliver packets to every destination d ∈ Ds at a fixed rate rs. As
discussed in Section 2.4.1, we study the scenario where the sources can make use of
pre-installed application-layer overlay nodes that can be used to provide the sources
with alternate paths in addition to the default path provided by the underlying
IP routing protocol. We denote the set of core overlay nodes by O and the set of
overlay nodes in O used to create alternative paths between a source s ∈ S and its
destination node(s) in Ds by Osc ⊆ O. Here a destination node refers to a unicast
destination node or a multicast receiver node. Since every source node is also an
(edge) overlay node, the set of overlay nodes utilized by a source s ∈ S is given by
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Os := Osc ∪ {s}, and there are Ns := |Os| paths available to each destination node,
where |Os| denotes the cardinality of Os. Define N = ∑s∈S(Ns · |Ds|).
We are interested in designing a load balancing algorithm that can utilize mul-
tiple paths available between sources and destination nodes and optimize the net-
work performance according to a given network cost function. In order to capture
the performance improvement vs. cost trade-off with increasing network capabili-
ties, we consider three different network models (described in Section 3.2). These
models differ in the set of assumptions we impose on the capability of the underly-
ing network. We study the relative performance of these systems and some of the
properties of their operating points.
In the remainder of this section we explain how some of the bookkeeping
issues that arise in our problem can be handled using a special family of codes,
called Digital Fountain codes.
3.1.1 Digital Fountain codes
As discussed in Chapter 1, when a source s forwards packets to a destination d,
without any special coding it must ensure that the destination receives all distinct
packets necessary for recovering the message. When different sets of packets are
forwarded to different destinations using two or more overlay nodes, the source must
keep track of the packets forwarded along different paths so that every destination
receives all necessary packets. As a result, this requires complicated bookkeeping
at the multicast sources and the core overlay nodes. We propose the adoption of
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Digital Fountain codes to solve this problem.
The original application area of Digital Fountain codes [31, 39] is the reliable
transmission of data over the Internet as an alternative to the unicast TCP/IP
retransmissions. Since the Internet can be modeled as an erasure channel, the idea
is to use an erasure-correcting code that will eliminate retransmissions. Classic
block codes for erasure correction are called Reed-Solomon codes. An (N ;K) Reed-
Solomon code has the ideal property that if any K of the N transmitted symbols
are received then the original K source symbols can be recovered. However, when
using a Reed-Solomon code, as with any block code, one must estimate the erasure
probability and choose the code rate R = K/N before transmission. In addition,
Reed-Solomon codes are practical only for small K, N .
Fountain codes are rateless in the sense that the number of encoded packets
that can be generated from the source message is potentially limitless; the number
of encoded packets to be generated can be determined on the fly. Regardless of
the statistics of the erasure events on the channel, one can send as many encoded
packets as needed in order for the decoder to recover the source data. The input
and output symbols can be bits or more generally binary vectors of arbitrary length.
Each output symbol is generated by a (binary) addition of some randomly selected
input symbols. The number of input symbols to be added is determined according to
some fixed degree distribution. It is assumed that each output symbol is tagged with
information describing which input symbols are used to generate it, for example, in
the packet header.
A decoding algorithm for a Fountain code is an algorithm that recovers the
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original K input symbols from any set of M output symbols with a high probability.
For good Fountain codes the value of M is very close to K and the decoding time is
approximately linear in K. Raptor codes [39] are examples of such Digital Fountain
codes with linear time encoders and decoders for which the probability of decoding
failure converges to zero polynomially fast in the number of input symbols. For
instance, for K = 64,536 and M = 65,552, i.e., with a redundancy of 1.5 percent,
it is shown in [39] that the error probability is upper bounded by 1.71 × 10−14.
In practice, however, Digital Fountain codes introduce approximately 5 percent
overheads.
Raptor codes have been used in commercial systems by the Digital Fountain
startup company. Their Raptor code implementation can encode packets at the
speed of several gigabits per second on a 2.4 Ghz Intel Xeon processor with a fairly
small upper bound on the decoding error probability even for a small number of
input symbols.
In our formulation we assume that a source first divides the traffic into blocks
of, say, K symbols and applies a form of Digital Fountain code (e.g., Raptor code) to
generate encoded output symbols that are forwarded to the destinations. Here the
block size will be constrained by the buffer size at the source. Since a receiver can
recover the K source symbols in each block from any M encoded symbols, the source
node does not require any bookkeeping as long as it sends distinct packets along each
path. This will guarantee that each receiver successfully receives the whole multicast
stream as long as each user receives packets at a sufficient rate. This allows us to
formulate our problem as one of assigning packet forwarding rates to available paths
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for each destination, subject to a constraint that the aggregate rate at which the
destination receives packets exceeds certain threshold. This threshold depends on
the demand rate rs as well as the efficiency of the coding scheme.
3.2 Network models
In this section we describe three different models that we consider for perfor-
mance evaluation. For each s ∈ S and d ∈ Ds let xso,d be the rate at which the
source node s sends packets to destination d through an overlay node o ∈ Os.1 Also,
define xso to be the total rate at which an overlay node o receives packets from source
s. In a unicast case this is simply the rate at which packets are forwarded to the
destination through the overlay node, while in the case of a multicast session, it
depends on the capability of the underlying network and the implementation as will
be explained shortly.
As mentioned in the previous subsection, the adoption of a Digital Fountain
code reduces our problem to that of rate assignment x = (xso,d, s ∈ S, o ∈ Os, d ∈
Ds), which is the focus of the remainder of this chapter. We assume that the overlay
nodes can copy packets. Hence, the sources need to deliver only a single copy of
the packets to an overlay node, and the overlay node acts as a surrogate source for
these packets. Under this assumption, the rate xso to an overlay node o is given by
xso = maxd∈Ds x
s
o,d, and depending on the assumed network model and the assigned
1When a source s uses a default path or a multicast tree rooted at itself to deliver some of
packets to the receivers, we say that the source uses itself as an overlay node to forward the
packets, although strictly speaking no processing by any overlay node is involved for these packets.
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Figure 3.1: Network model-I (NM-I). Each dotted line represents a unicast session.
rates, some or all of the packets forwarded to the overlay node are relayed to the
destinations.
We now describe the models in increasing order of network capabilities.
3.2.1 Network Model-I
The first network model we consider represents a unicast only IP network,
where routers do not possess IP multicast functionality. We assume that packets
are encoded using a Digital Fountain code at the source. A source node first forwards
the encoded packets to overlay nodes at the required rate, and the overlay nodes
create a unicast session for each destination and forward packets at the specified
rate xso,d. Hence, a source node and overlay nodes need to maintain multiple unicast
sessions in case of a multicast session with more than one destination. This is shown
in Figure 3.1.
Let V n1n2 ⊂ L be the set of links in the default path from node n1 to node n2.
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We refer to this model as NM-I.
3.2.2 Network Model-II
Under Network Model-II the routers are IP multicast capable. We assume that
each overlay node o ∈ Os creates a separate multicast tree MT so rooted at itself
for forwarding packets from the source s, using an intradomain multicast algorithm
(e.g., DVMRP [46]). However, we assume that IP multicast routers are only capable
of copying and forwarding packets. Hence, every packet forwarded to an overlay
node by a source node s is relayed to all destinations in Ds. As a result, the rate at
which destination nodes receive packets from an overlay node is the same (assuming
no packet losses) and is given by xso = maxd∈Ds x
s
o,d. This is shown in Figure 3.2.
Clearly, this may cause a receiver to receive packets at a rate larger than the intended
rate. However, as we will show shortly, our algorithm exploits this property through
measurements and attempts to eliminate such redundancy. In fact, at the optimal
operating point x? we have xso,d
? = xso
? for all d ∈ Ds.













where T so is the set of links in the multicast tree MT so in the case of a multicast
session or the set of links in the default path in the case of a unicast session, i.e., T so =
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Figure 3.2: Network model-II (NM-II).
V od . This model is referred to as NM-II.
3.2.3 Network Model-III
In this model, in addition to the IP multicast capability we also assume that
each router is capable of forwarding packets onto each branch at a different rate.
We refer to these routers as “smart” routers to distinguish them from the routers
used in NM-II. This is shown in Figure 3.3. Under this model a source s can
select the individual rates xso,d independently for each destination, and packets will




2 This allows the network operator more flexibility and
fine-grained control in rate assignment and to better exploit the existence of multiple
paths through overlay nodes, while making use of multicast nature of the traffic at
2This assumes that there are no packet losses along the path.
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the same time.















Here V̂ od denotes the set of links along the path from overlay node o to destination
d. In the case of a multicast session, this is the set of links in the multicast tree,
which may be different from the default path provided by the underlying routing
protocol. We will refer to this model as NM-III.
Due to the large gap between the level of intelligence currently available at the
IP routers and the required intelligence assumed in this model, it is unlikely that
this type of network will be available in the near future. However, we consider this
model for comparison purposes, and compare the performance of the other models
against that of this somewhat ideal model.
Note that under these models, overlay nodes can be viewed as content delivery
servers that store a portion of the original content to be distributed. Our goal is to
design a unified load balancing algorithm that minimizes the total network cost by
distributing the traffic load among multiple available paths, under all three network
models. However, since the link loads depend on the assumed network model, the
desired operating point as well as the aggregate network cost are also determined
by the assumed network model. This will allow us to quantify the additional net
benefit we can acquire from placing increasing network capabilities and to carry out
the performance vs. cost trade-off analysis.
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Figure 3.3: Network model-III (NM-III).
3.3 Optimization Framework and the Proposed Algorithm
We formulate the problem of rate assignment as an optimization problem,
where the objective function is the sum of link costs. A link cost is a function of
the total rate traversing the link xl and is given by Cl(x
l), l ∈ L. This formulation
is similar to the one defined in Chapter 2 for the unicast traffic. As before the
link cost functions are assumed to be convex. However, here we need to drop the
differentiability assumption due to the fact that the link rate functions (3.1), (3.2)
and (3.3) are not differentiable with respect to the input traffic rates xso,d. The










s + εs, ∀s ∈ S, d ∈ Ds (3.5)
xso,d ≥ ν, ∀s ∈ S, o ∈ Os, d ∈ Ds (3.6)
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where rs is the assumed traffic rate of source s, ν is an arbitrarily small positive
constant,3 and εs is the additional rate required by the coding scheme for a receiver
to successfully decode the incoming encoded data.
This problem in (3.4) can be viewed as a natural generalization of the problem
studied in Chapter 2. Indeed, the algorithm proposed in Chapter 2 is a special case
of the algorithm described in this paper with only unicast sessions under NM-I
described in subsection 3.2.1. There are two major differences between the current
problem and that investigated in the previous chapter. First, here the link loads
xl, l ∈ L, resulting from the rate assignment, and hence the overall network cost,
depend on the adopted network model. Consequently, the performance of the system
depends on the assumed capability of the underlying network. Second, the lack of
differentiability of the cost function with respect to the rate assignment x raises
some technical issues as will be clear in the analysis.
3.3.1 Proposed routing algorithm
One thing to note in the optimization problem in (3.4) - (3.6) is that the
decision variable x is a collection of rate assignments of the sources xs, s ∈ S, and
the constraints given in (3.5) and (3.6) comprise separate constraints for each source
that are independent of others. Therefore, the problem can be naturally decomposed
into several coupled subproblems, one for each source.
Let Θs denote the set of feasible rate assignments for source s that satisfy the
3For instance, some of the control packets may be routed along different paths available between
the source and destination nodes.
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constraints in (3.5) - (3.6) and ΠΘs [ζ] the projection of a vector ζ onto the feasible
set Θs using the Euclidean norm. We denote the set of links utilized by source s’s
packets by Ls. Clearly, this set Ls depends on the assumed network model and is
given by {V so ∪ V od : o ∈ Os, d ∈ Ds} for NM-I and {V so ∪ T so : o ∈ Os} for NM-II
and NM-III.
In order to find a solution to (3.4) we propose the following SPSA-based algo-
rithm to be run at each source node in a distributed manner: At time k = 0, 1, . . .,
each source s updates its rate vector xs(k) according to
xs(k + 1) = ΠΘs [xs(k)− as(k)ĝs(k)] (3.7)
where as(k) > 0 is the step size, and ĝs(k) is an approximation to either the gradient
vector ∇Cs(k) = (∂C(x(k))/∂xso,d, o ∈ Os, d ∈ Ds) if C(x(k)) is differentiable or a
subgradient vector sg(x) otherwise [20].









(C+s (k) + µ
+
s (k))− (C−s (k) + µ−s (k))
ξs(k)∆s,i(k)
,
i = 1, . . . , Ns · |Ds|, (3.8)
Similar to the discussion in Chapter 2, ∆(k) = (∆s(k), s ∈ S) is an N × 1
vector, ∆s(k) is the random perturbation vector generated by source s at iter-
ation k, Ξ(k) is an N × N diagonal matrix composed of block diagonal entries
{Ξs(k) := ξs(k) · Is, s ∈ S} with ξs(k) > 0 and Is being the (Ns · |Ds|)× (Ns · |Ds|)





l) obtained with a given rate assignment vector x. The
variables C−s (k) and C
+
s (k) denote Λs(x(k)) and Λs(ΠΘ[x(k) + Ξ(k)∆(k)]), respec-
tively, and µ+s (k) and µ
−
s (k) represent the measurement noises due to stochastic
nature of traffic and/or potential lack of synchronization of the algorithms at the
sources and will be modeled as random variables (rvs). For the simplicity of analy-




in the approximation is
conditionally independent of the perturbation vector ∆s(k) selected by the source
throughout this paper. In addition, we assume that a source keeps drawing a new
perturbation vector until ΠΘs [xs(k) + ξs(k)∆s(k)] 6= xs(k).
Note that this algorithm holds the properties that are discussed on Section
2.3.1 as well.
3.4 Convergence of the Proposed Algorithm
In this section we establish the convergence of the proposed algorithm in (3.7)
and (3.8). We first consider the case where the step sizes {as(k), k = 1, 2, . . .} are
decreasing and establish the a.s. convergence of the algorithm to a solution of the
optimization problem in (3.4) - (3.6). Then, we study the case of a fixed or constant
step size, i.e., as(k) = a for all s ∈ S and k = 0, 1, . . ., and demonstrate the weak
convergence of the algorithm to a neighborhood of a solution.
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3.4.1 Decreasing step size case
In this subsection we establish the a.s. convergence (or convergence w. p. 1)
of (3.7) under all three network models described in Section 3.2.
The following definition is borrowed from convex analysis [20], and further
details can be found in [35].
Definition 3.4.1. Suppose that h is a real-valued convex function on IRr. A vector
sg(x) is said to be a subgradient of h at a point x if h(z) ≥ h(x) + (z − x)T sg(x)
for all z ∈ IRr. The set of all subgradients of h at x is called the subdifferential of
h at x and is denoted by ∂h(x).
In order to establish the convergence of our algorithm based on SPSA, we
replace assumptions A1 and A2 (Section 2.3.1) with the following:




are convex for all l ∈ L, but are not necessar-
ily differentiable. The subdifferential of C at x is denoted by ∂C(x) and is
bounded for all x ∈ Θ, where Θ is the feasible set of x, i.e., xs ∈ Θs for all
s ∈ S.
A7. The perturbation terms ∆s,i(k) are (i) mutually independent with zero mean
for all s ∈ S and i ∈ {1, 2, · · · , Ns · |Ds|}, (ii) uniformly bounded by some
constant α < ∞ with support on finite discrete sets, (iii) independent of
(x(n), n = 0, 1, · · · , k), and (iv) E [(∆s,i(k))−1], E [(∆s,i(k))−2] are bounded
for all k.
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Note that A6 drops the differentiability assumption, while A7 adapts A2 to
a multicast traffic problem by replacing source destination path variables (i.e., Ps)
with paths between a multicast source and it’s destinations (i.e., {1, 2, · · · , Ns ·
|Ds|}). The main result of this subsection is given by the following theorem.
Theorem 3.4.2. Under Assumptions A3 - A7, the sequence x(k) = (xs(k), s ∈ S)
generated by the algorithm given by (3.7) converges to a point in the set of solutions
of (3.4) - (3.6) w. p. 1 under each of the three network models with link loads defined
by (3.1) - (3.3), starting from any initial rate assignment (xs(0), s ∈ S) ∈ Θ.
Proof: We provide a proof only under NM-I with link loads given by (3.1) in Sec-
tion 3.7. The proof for the other two models follows from the fact that the necessary
convexity of the objective function can be established in a similar manner.
One thing to note here is that the proposed algorithm does not require any
modifications for its convergence under different network models. This allows us
to compare different network models using the same optimal routing algorithm and
quantify the benefits obtained from increasing multicast capabilities. For the same
reason the underlying IP network can be upgraded gradually without requiring any
changes to our algorithm.
A property of NM-II
As mentioned in subsection 3.2.2, under NM-II all destinations receive packets
at the same rate maxd∈Ds xso,d = x
s
o from overlay node o ∈ Os because the multicast
routers are assumed to be capable only of copying and forwarding packets. Based
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on this observation one can trivially prove the following corollary.
Corollary 3.4.3. Let x? be a feasible solution of (3.4) to which the a.s. convergence
in Theorem 3.4.2 takes place under NM-II with link loads defined by (3.2). Then,
for all s ∈ S and o ∈ Os, we have
xs?o,d = x
s?
o for all d ∈ Ds.
This simple result tells us that under NM-II the optimization problem in (3.4)
- (3.6) can be reduced to that of finding the optimal rate assignments (xs?o , s ∈
S, o ∈ Os) to the overlay nodes. This is because the rates to individual receivers
from an overlay node are the same as the rate from the source node to the overlay
node. Therefore, the optimization problem in (3.4) - (3.6) can be rewritten as the













s, ∀ s ∈ S (3.10)
where, with a little abuse of notation, x = (xso, s ∈ S, o ∈ Os). When the number of
receivers is large, this leads to much lower computational requirement at the sources
and faster convergence as will be demonstrated in Section 3.5.
Note that in (3.10) the term εs is removed from (3.5). This is due to the fact
that, at a feasible solution, a source node can deliver packets to the overlay nodes
that simply forward the packets to all destinations. As a result, there is no issue of
bookkeeping at the source and εs can be set to zero. We refer to this variation of
NM-II as NM-IIb in the rest of the paper.
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3.4.2 Constant step size case
Similar to the discussion in Section 2.3.2, we are interested in using a constant
step size due to its practical implications.
We consider the case where the step sizes at the sources are fixed at as(k) =
a > 0 and ξs(k) = ξ for all s ∈ S and k = 1, 2, . . .. Throughout this subsection we
assume that ξ := a·ν
2α
, where α is the uniform bound on the perturbation terms ∆s,i in
Assumption A2. Although we are not able to establish the same a.s. convergence
to a solution with constant step sizes, as shown in [27] under certain conditions
constant step size SA algorithms can achieve weak convergence to a neighborhood
of the solution set. Since the performance near the set of solutions is comparable to
that of a solution in our problem, a constant step size policy is expected to perform
reasonably well, which is supported by our simulation results in Section 3.5.
In this subsection we are interested in the system behavior when the step size
is sufficiently small. To this end, we consider the following parametric scenario:
Let {an, n = 1, 2, . . .} and {qn, n = 1, 2, . . .} be a decreasing sequence of positive
real numbers with an → 0 and a nondecreasing sequence of non-negative integers,
respectively.
Fix n = 1, 2, . . .. We rewrite the update rule in (3.7) for all sources in the
following compact form:
xn(k + 1) = ΠΘ[x
n(k)− anĝn(k)]
= xn(k)− anĝn(k) + υn(k) ,
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where υn(k) is the reflection term to keep xn(k + 1) in the feasible set Θ.4












n(i) , for t < 0
The process Υn(t) is defined similarly with υn(k) in place of xn(k).
Before we state the main result of this subsection we impose the following
additional assumption on ĝ(k), k = 0, 1, . . ..
A8. {ĝn(k); n, k} is uniformly integrable.
The main result of this subsection is now given by the following theorem.
Theorem 3.4.4. Suppose that Assumptions A3 and A6-A8 hold. Then, for each
subsequence of {Xn(anqn + ·),Υn(anqn + ·), n ∈ IN := {1, 2, . . .}}, there exists a
further subsequence {Xn(anqn+·),Υn(anqn+·), n ∈ K} and a process (X(·),Υ(·))
such that the following distributional convergence (denoted by ⇒n) takes place:
(Xn(anqn + ·),Υn(anqn + ·)) ⇒n (X(·),Υ(·)) ,
where
Ẋ ∈ ∂C(X) + Υ, Υ ∈ −V (X(t))
for almost all ω (in the sample space Ω of the underlying probability space) and t.
Here V (x) denotes the convex cone generated by the set of outward normals defined
in Section 3.7.
4We use a superscript n to denote the dependency on the step size an.
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Furthermore, for any δ > 0, the fraction of time that Xn(anqn + ·) spends
in Nδ(SΘ) on [0, T ] goes to one (in probability) as n → 0 and T → ∞, where
SΘ is the set of stationary points defined in Section 3.7 and Nδ(SΘ) := {x ∈ Θ :
infx?∈SΘ ||x− x?|| ≤ δ}.
Proof: The proof of Theorem 3.4.4 is given in Section 3.8.
Theorem 3.4.4 states that for sufficiently small step sizes a, as k → ∞, the
rate assignment x(k) oscillates around a small neighborhood of the set of optimal
solutions.
3.5 Simulation Results
In this section we evaluate the performance of our proposed algorithm under
various network conditions and validate its convergence. In addition, we also com-
pare the performance of our algorithm under the three network models to quantify
the benefits with increasing level of intelligence at the routers, as well as that of
DVMRP for comparison.
We developed a packet level discrete-event simulator for our study. For the




, where cl is
the link capacity and xl is the link rate as defined in Section 3.2. In all simulations,
the measurement or sampling period is set to one second. Therefore, source nodes
can update their rates at most approximately every two seconds since two measure-
ments are needed for estimating the (sub)gradient vector according to (3.8). For
simplicity we set the source coding overhead/redundancy εs to zero. Experiments
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Figure 3.4: Network topology 1
The first topology is shown in Figure 3.4. This topology is also used in [3, 32]
and closely resembles the MCI backbone topology reported in [30]. Each link has
a capacity of 20 Mbps. Packet size is selected to be 500 bytes. Nodes 1 and 5
are selected as multicast sources. In the first set of simulations, each source has 6
receivers. For each source we select a set of receivers spatially distributed throughout
the network. In this example, D1 = {4, 7, 8, 11, 13, 16} and D5 = {1, 8, 9, 12, 15, 17}.
Nodes 9 and 17 are selected to be core overlay nodes and, hence, there are three
available paths to reach each destination. For the simulations we attempt to select
nodes with a higher degree as core overlay nodes. Each source generates Poisson
traffic with an average rate of 11.5 Mbps.5 Under all network models the rates along
5Since we focus on intra-domain routing, this rate may represent an aggregate rate of multiple
multicast sources having the same receiver set Ds.
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alternate routes through core overlay nodes are initially set to zero, i.e., xso,d(0) = 0
if o 6= s and xss,d(0) = rs. Hence, under NM-I model, the algorithm starts with
traditional unicast routing to each destination, while under NM-II, NM-IIb and
NM-III all the traffic is initially routed through the multicast tree rooted at the
source and is gradually shifted to alternative trees rooted at core overlay nodes 9
and 17 when desired. In this simulation a decreasing step size policy is adopted,
which satisfies the conditions in Assumptions A3-A5. In particular, as(k) = 20/(k+
100)0.602 and ξs(k) = 50/(k
0.101).
Figure 3.5 shows the evolution of total network cost and packet loss rate under
different network models. Throughout this section we only plot a single sample path
out of ten independent runs starting with different random seeds. The other sample
paths are similar. We also compute the optimal cost values under NM-II and NM-
III, using a MATLAB optimization package. The optimal values under NM-II and
NM-III are 4.7979 and 4.3548, respectively. As expected the optimal value under
NM-III is smaller than under NM-II due to assumed additional capabilities of the
routers. However, interestingly the difference is rather small in this example. Hence,
the additional complexity of having smart routers capable of forwarding packets onto
each branch at a different rate offers only a marginal benefit in this case.6 Also,
6This is not to say that the same holds in all cases as the difference depends on the topology
and source-destination pair selections as well as their traffic demand. Indeed, we suspect that
when there is a severe bottleneck along a path from an overlay node to a destination that can be
congested under NM-II, then the optimal cost under NM-II can be significantly larger than that
under NM-III.
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Figure 3.5: Network costs and packet losses with 6 receivers. (a) Network cost, (b)
packet losses. 64
it is clear from the achieved network cost and packet loss rate that our algorithm
considerably outperforms DVMRP under both NM-II and NM-III by distributing
the traffic among three available multicast trees.
As shown in the figures, while our algorithm can reduce the network cost
to a certain level under NM-I, it cannot completely eliminate packet losses and
incurs a much higher overall cost compared to DVMRP. (The cost of NM-I model
decreases to around 14.197 while it is around 7.45 for DVMRP.) The reason for this
rather poor performance under NM-I is the lack of multicast functionality. Since
we cannot create multicast trees, independent unicast sessions need to be set up to
each destination from the sources and overlay nodes, ignoring the multicast nature
of the traffic. This requires producing a separate copy of the same packet for each
destination, even when these packets traverse many common links, and leads to
severe link stress in the network.
It is clear from Figure 3.5 that our algorithm converges faster under NM-IIb
than under any other model. This is due to the fact that we only need to optimize
the overlay rates xso instead of individual receiver rates x
s
o,d. Hence, the number of
parameters that need to be updated in each iteration is much smaller than the other
cases (6 versus 36).
In order to better understand the convergence rate of our algorithm under
different network models we also simulate a scenario with 11 receivers for each
source. The receiver sets are given by D1 = {3, 4, 7, 8, 9, 10, 11, 12, 13, 16, 17} and
D5 = {1, 2, 3, 4, 8, 9, 10, 12, 15, 16, 17}. The evolution of network cost and packet
losses is plotted in Figure 3.6. We do not plot the performance of our algorithm un-
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Figure 3.6: Network costs and packet losses with 11 receivers. (a) Network cost, (b)
packet losses. 66
der NM-I for the ease of illustration (as it is not comparable to that under NM-II or
NM-III). Clearly, as the number of receivers increases, the convergence of the algo-
rithm under NM-II and NM-III becomes somewhat slower. Standard SPSA theory
suggests that the convergence of an SPSA algorithm does not change significantly
with the number of parameters. However, in our case sources perturb the system
independently of others and they observe only partial network information as op-
posed to global information assumed in the standard SPSA model. We suspect that
these are the main reasons for the slight performance degradation with increasing
number of parameters in our case. Also, note that the algorithm does not suffer
from slower convergence under NM-IIb with increasing number of receivers because
the overlay node rates do not depend on the number of receivers. This points at
another advantage of NM-IIb and suggests the robustness of its performance with
respect to the number of receivers.
We note that in this scenario our algorithm effectively distributes the network
load and eliminates the packet losses (except for under NM-I) with only three paths.
We suspect that in many cases a small number of paths are sufficient to substantially
improve the network performance, suggesting that only a limited number of core
overlay nodes may be required in practice.
3.5.2 Second topology
Figure 3.7 shows the second topology we consider. It is a close approximation



























Figure 3.7: Network topology 2
an average node degree of 3.1667, the second topology is more densely connected
and has an average node degree of 5.0769. As mentioned earlier in Chapter 1,
recent findings suggest that many ISPs are in the process of increasing the node
connectivity of their networks. In this subsection we are interested in understanding
the effects of the density of the network on the relative performance of our algorithm.
The capacity of a link is 20 Mbps. There are three multicast sources and
S = {1, 9, 22}. Each source has 18 receivers. The receiver sets are given by D1 =
{2, 3, 4, 5, 6, 8, 9, 10, 11, 13, 15, 16, 19, 20, 21, 22, 23, 25}, D9 = {1, 2, 3, 4, 6, 7, 8,
10, 11, 13, 15, 16, 17, 18, 21, 22, 23, 24} and D22 = {1, 2, 3, 4, 6, 8, 9, 10, 11, 12, 14,
15, 16, 17, 20, 21, 23, 26}. Nodes 10 and 23 are selected as additional core overlay
nodes.7 This gives O1 = {1, 10, 23}, O9 = {9, 10, 23} and O22 = {22, 10, 23}, and
each source-destination pair has three paths. Each source generates Poisson traffic
7Since both of the core nodes are also destination nodes for all three sources, under NM-I there
are only two paths from the sources to these nodes.
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with an average rate of 10 Mbps.
Decreasing step sizes
In this subsection we adopt the same decreasing step sizes used in the previous
subsection and compare their relative performance. Figure 3.8 shows the evolution
of network cost and packet loss rate. Similar to the previous case, our algorithm
under NM-I experiences high link stress due to the lack of multicast capability and
performs worse than DVMRP. Also, it is worth noting that the convergence of the
algorithm under both NM-II and NM-III is considerably slower than under NM-
IIb due to a relatively large number of receivers. The optimal cost values under
NM-II and NM-III models are 12.5875 and 11.7612, respectively, and hence are
close as in the previous case. This again suggests that much of the benefits can be
obtained with the simpler NM-II (or NM-IIb) without the need to implement smart
routers. Finally, we again see that three paths per receiver is sufficient to successfully
distribute the traffic even when the DVMRP algorithm cannot eliminate the packet
losses.
Constant step size
In this subsection we fix the step size as(k) = a for all s ∈ S and k =
0, 1, . . ., and compare the system performance for different values of a and against the
decreasing step size case. Figure 3.9 plots the evolution of network cost and packet
losses under NM-IIb for different values of step sizes. The values in parentheses
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Figure 3.8: Network costs and packet losses - Poisson traffic source. (a) Network
cost, (b) packet losses. 70
denote the step size. The figure clearly shows that when the step size is fixed
the network cost oscillates slightly above the optimal value. Moreover, the initial
convergence rate is better for several values of the fixed step size as the algorithm
is able to reach a small neighborhood of the optimal operating points faster than
with decreasing step sizes. Since this neighborhood is small and a constant step
size policy is more robust in the presence of network fluctuations and can track
dynamical changes in the network, this result suggests that the algorithm with a
well chosen fixed step size may be preferred in practice.
MMPP sources
In the last set of experiments we adopt a different source model to simulate
VBR video traffic.8 It is shown in [21] that long-range dependence is not a crucial
property in determining the buffer behavior of VBR video traffic and a Markov
chain traffic model can be used to estimate the buffer occupancy well. Following
this observation, we select a Markov Modulated Poisson Process (MMPP) as an
alternative source model. We assume that each MMPP source with an average rate
of 10 Mbps consists of 128 ON-OFF mini-sources with a mean ON period of 350 ms
and a mean OFF period of 650 ms. We employ a decreasing step size policy for the
simulation as in subsection 3.5.2.
From Figure 3.10 we see that the performance of the algorithm in each network
model is similar to the Poisson traffic source case except for the higher variance
8Due to source encoding, it is possible to shape the incoming multicast traffic at the source
nodes. However, this issue is ignored in the simulation studies.
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Figure 3.9: Network cost and packet drops with fixed step sizes and decreasing step
sizes. 72
observed around the mean values. This is expected since the packet rates at the
sources fluctuate around some mean value from the adopted traffic model.
3.6 Conclusion
We studied the issue of multipath routing of both unicast and multicast traffic
where the gradient of network cost is not available and needs to be estimated using
noisy measurements. We proposed an optimal routing algorithm based on the idea
of simultaneous perturbation stochastic approximation with provable convergence
properties. Three different network models (NM-I, II, and III) were considered
to evaluate its performance and to quantify the benefits of additional functional-
ity/intelligence in the underlying IP network. In NM-III we established a routing
framework that generalizes the multiple distribution trees to a more general multiple
path scenario where each destination can receive packets at a different rate from a
multicast tree. The need for complicated bookkeeping at the sources and interme-
diate IP routers is handled by employing Digital Fountain coding. We proved the
convergence properties of the proposed algorithm both with decreasing step sizes
and with a fixed step size. Further, our simulation studies show that while basic
IP multicast functionality in NM-II is crucial for better performance, additional
functionalities introduced in NM-III provide only marginal benefits in relation to
required complexity.
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Figure 3.10: Network cost and packet losses - MMPP source. (a) Network cost, (b)
packet losses. 74
3.7 Proof of Theorem 3.4.2
The basic approach we follow in the proof is similar to that in [27, pp. 127-131]
and [19]. A main difference between the proof in [19] and the current proof stems
from the fact that the cost function is no longer continuously differentiable with
respect to the rate assignment although the convexity is preserved. This is because
of the max operator in the link cost functions in (3.1) - (3.3). Here we will show
that the same convergence holds even when the cost function is not differentiable,
borrowing tools from the convex analysis and the concept of subgradient.
Collecting the terms of (3.7) for all sources, we have the following update rule
for the system:
x(k + 1) = ΠΘ[x(k)−A(k)ĝ(k)] , (3.11)
where ĝ(k) := (ĝs(k), s ∈ S), A(k) is an N ×N diagonal matrix with the diagonal
entries Aii(k) given by the step sizes as(k) of corresponding sources. This is different
from the standard stochastic approximation algorithms that have a scalar step size.
In the rest of the proof we closely follow the same outline in [27] with the
gradient ∇C(x) replaced by a subgradient sg(x). Unless stated otherwise Ek(·)
represents E [·|Fk]. Rewrite (3.11) in the following form
x(k + 1) = ΠΘ[x(k)−A(k)ĝ(k)]
= x(k) + A(k)[−sg(x(k)) + %(k) + b(k)] + τ (k) + φ(k),
= v(k) + τ (k) + φ(k) (3.12)
75
where
v(k) = x(k) + A(k)[−sg(x(k)) + %(k) + b(k)],
%(k) = Ek(ĝ(k))− ĝ(k), b(k) = sg(x(k))−Ek(ĝ(k)),
τ (k) = ΠΘ[v
γ(k)]− vγ(k),
vγ(k) = x(k) + A(k)[−sg(x(k)) + %(k) + b(k)]I(k),
φ(k) = vγ(k)− v(k) + (ΠΘ[v(k)]− x(k)
)(
1− I(k)),
I(k) is an indicator function of the event {||A(k)%(k)|| ≤ γ(k)/2}, and {γ(k), k =
0, 1, . . .} is a sequence of positive real numbers such that (i) γ(k) → 0 and (ii)
||A(k)%(k)|| ≤ γ(k)/2 for all but a finite number of k w. p. 1. The following lemma
is used to show the existence of such a sequence.
Lemma 3.7.1. Under Assumptions A1 - A5, the bias and error terms given by
b(k) and %(k), respectively, satisfy the following:
(a) b(k) → 0 w. p. 1 , and
(b)
∑∞
k=0 Ek(||A(k)%(k)||2) < ∞ w. p. 1.
Proof: Please see Section 3.9 for a proof.




i=k A(i)%(i), j ≥ k, is a martingale and
∑∞
i=k Ei(||A(i)%(i)||2) < ∞ from




































and the existence of the sequence {γ(k), k = 0, 1, . . .} is guaranteed.











9 We will show that the trajectory of this continuous time
process follows that of the differential inclusion to be defined shortly, and the path of
this differential inclusion will be shown to converge to a point in the set of solutions
















and the corresponding piecewise linear interpolations for t ∈ (tk, tk+1) are defined
similarly as in (3.13).
9Recall that â(k) = maxs∈S as(k).
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A(i)[−sg(x(i)) + b(i) + %(i)]







+b(k)] + τ (k) + φ(k)
)




−(t− tk)sg(x(k)) + Z0(t) + T0(t) + Φ0(t)
= x(0) + B0(t) + M0(t) + H0(t) + Z0(t)
















x̄(s) = x(k) , s ∈ [tk, tk+1) .
We are interested in the tail properties of the interpolated processes. To this
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end we introduce the following time shifted and centered processes.
Xk(t):=x(k) + Bk(t) + Mk(t) + Hk(t) + Zk(t)
+Tk(t) + Φk(t) , (3.14)
where Bk(t) = B0(tk + t) − B0(tk), Mk(t), Tk(t), Φk(t) and Zk(t) are defined
similarly, and Hk(t) = − ∫ t
0
sg(x̄(tk + s))ds.
We now show that every process on the right hand of (3.14) is equicontinuous
and hence Xk(t) is also equicontinuous. First, from Lemma 3.7.1 and the definition
of {I(k), k = 0, 1, . . .} one can show that there is a null set Ω0 such that for each
outcome ω /∈ Ω0, the processes Bk(t), Mk(t) and Φk(t) converge to zero uniformly
on finite intervals as k →∞. Second, under Assumptions A5 and A1 (in particular,
∂C(x) is bounded for all x ∈ Θ, which implies that there exists a finite bound B
on sg(x(k))) it is easy to verify that Zk(t) → 0 as k →∞. Hence, Bk(t), Mk(t),
Φk(t), and Zk(t) converge to zero uniformly on each bounded interval in (−∞, ∞)
as k → ∞, and thus are equicontinuous [27, p. 101]. The equicontinuity of Hk(t)
follows from the same argument in the proof of Proposition 1 in [20] because of the
existence of a finite bound B on sg(x) mentioned before. The equicontinuity of
Tk(t) can shown by the same argument in the proof of Theorem 5.2.1 in [27, p.
128].
Since the processes on the right-hand side of (3.14) are equicontinuous, so
is Xk(t). Therefore, Arzela-Ascoli Theorem [27, p. 100] tells us that, for every
ω /∈ Ω0, there exists a subsequence {kj, j = 1, 2, . . .} such that {Xkj(ω, .), Hkj(ω, .),
Tkj(ω, .)} converges to some {X(ω, .), H(ω, .), T(ω, .)} uniformly and, following the
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same argument in the proof of Proposition 1 in [20], we can write
X(ω, t) = X(ω, 0) + H(ω, t) + T(ω, t) . (3.15)
The second term on the right-hand side H(ω, t) =
∫ t
0
h̃(ω, s)ds, where h̃(ω, s) ∈
−∂C(X(ω, s)) [20]. The third term T (ω, t) = ∫ t
0
τ̃ (ω, s)ds with τ̃ (ω, s) ∈ −V (X(ω, s))
for almost all s [27, pp. 128-129], where V (x) is the convex cone generated by the set
of outward normals {y : y = ∇qi(x), s.t. qi(x) = 0} and qi(·) are the constraints
of the optimization problem.
From (3.15) it is plain that the limit X(ω, .) of any convergent subsequence
satisfies the differential inclusion:
Ẋ ∈ −∂C(X) + T , T(t) ∈ −V (X(t)). (3.16)
This tells us [20] that the limit Xk(ω, ·) converges to the stationary set of points of
(3.16) in Θ w. p. 1. We denote this set of stationary points where 0 ∈ −∂C(x) + τ
by SΘ. Since C(·) is a convex function and Θ is a nonempty convex set, any point
in SΘ attains the minimum of C(·), and this completes the proof of the theorem.
3.8 Proof of Theorem 3.4.4
We use similar arguments used in the proof of Theorems 8.2.1 and 8.2.5 of
[27, pp. 251-254 and 261-262] in our proof. First, the existence of a convergent
subsequence follows from the fact that the uniform integrability of {ĝn(k); n, k} in
Assumption A8 implies tightness of {Xn(anqn + ·),Υn(anqn + ·)} [27, p. 253], which
is a sufficient condition for the existence of a convergent subsequence.
80
Following the argument in the proof of Lemma 3.7.1, for sufficiently small step
size an we can replace the projection of x
n(k)+ξn∆(k) with the linear approximation
in (3.17). Thus, from (3.21) we have
Ek(ĝ
n(k)) = sg(xn(k)) + O(an) + δ
n(k)
First, from the argument in the proof of Lemma 3.7.1 (in particular, eq. (3.20)) one








if we take m = m and a = m−2 with m →∞.
Now since the mapping from x ∈ Θ to the subdifferential ∂C(x) is upper
semicontinuous, from [27, pp. 261-262], the limit process {X(·),Υ(·)} satisfies
Ẋ ∈ ∂C(X) + Υ, Υ(t) ∈ −V (X(t))
for almost all ω and t .
Similarly as in the proof of Theorem 3.4.2, this implies that the limit Xk(·) converges
to the stationary set of points of (3.16) in Θ. This completes the proof.
3.9 Proof of Lemma 3.7.1
Let ∆̄s(k) be an N × 1 vector, where values of entries corresponding to those
of source s are ∆s,i(k) and zero otherwise. Hence, ∆(k) =
∑
s∈S ∆̄s(k) = (∆s,i, s ∈
S, i ∈ 1, 2, · · · , Ns · |Ds|). Similarly, us is an N × 1 vector, where the values of
entries corresponding to those of source s are one and zero otherwise.
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First, we show that there exists a finite K1 such that for all k ≥ K1 we can
rewrite C±s (k) as
C−s (k) = Λs(x(k)) and


















s. t. ηT u = rs
is given by






where u = [1, 1, · · · , 1]T . Obviously, if ηi ≥ 0 for all i, this solution is equivalent to
the L2 projection. Here for the purpose of temporary perturbation we replace (3.6)
with a non-negativity constraint. Thus, the projection of xs(k) + ξs(k)∆s(k) can








≥ 0 . (3.18)
Recall that ∆s,i(k) is bounded by α from Assumption A2. Hence, (3.18) holds if





. Since ξs(k) → 0, there
exists finite K1 such that ξs(k) ≤ ε2α for all k ≥ K1. Therefore, (3.17) can be used
to compute the projection of xs(k) + ξs(k)∆s(k) for sufficiently large k ≥ K1.
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Define for k ≥ K1
Gsk :=


























Definition 3.9.1 ([20]). Suppose that h : IRr → IR is a real-valued convex function
on IRr. The one-sided directional derivative of h at x with respect to a vector y is
defined to be
h′(x; y) = lim
λ↓0
h(x + λy)− h(x)
λ
.
For each vector y the directional derivative satisfies
h′(x; y) = max
sg(x)∈∂h(x)
sg(x)T y .
In other words, the directional derivative is the maximum of the inner products <
sg(x), y > over ∂h(x). We denote the set of subgradients that achieve the maximal
inner product by ∂hy(x) ⊆ ∂h(x), i.e., ∂hy(x) = arg maxsg(x)∈∂h(x) sg(x)T y.
Let Λ′s(x(k) ; ∆̂(k)) (resp. C
′(x(k) ; ∆̂(k))) be the one-sided directional deriva-
tive of Λs (resp. C) at x(k) with respect to vector ∆̂(k). Since Λs(·) is convex and
continuous, we can show using [20, Lemma 1] that, for any ε > 0, there exists finite
83





From above, for every sgs(x(k)) ∈ ∂Λs,∆̂(k)(x(k)), we have












→ 1, there exists finite K3 ≥ max(K1, K2) such that, for all ε > 0 and
k ≥ K3,
∣∣∣∣∣







w. p. 1. (3.20)




























= sgs,m(x(k)) + O(ξs(k)) + δ̄1(k) (3.21)
where sgs,m(x(k)) is the entry of sgs(x(k)) corresponding to xs,m(k),
δ1(k) =
















It is now plain to see that limk→∞ δ̄1(k) → 0 w. p. 1 from (3.20) and hence
Ek(ĝs,m(k))− sgs,m(x(k)) → 0 w. p. 1. (3.22)
According to [6, Proposition 4.2.4, p. 232], if a real-valued function h is a sum
of a set of convex functions {h1, . . . , hn}, i.e., h(x) =
∑n
i=1 hi(x), the subdifferential









sgi(x) : sgi(x) ∈ ∂hi(x) for all i ∈ {1, . . . , n}
}
.






where sgl(x(k)) ∈ ∂Cl,∆̂(k)(x(k)). In addition, this implies that any summation
∑
l∈L sg
l(x(k)) with sgl(x(k)) ∈ ∂Cl,∆̂(k)(x(k)) for all l ∈ L is a subgradient in
∂C∆̂(k)(x(k)).




l?(x(k)), s ∈ S, and sg?(x(k)) = ∑l∈L sgl?(x(k)). Then,
from the above argument, it is clear that sg?s(x(k)) satisfies (3.19) for all s ∈ S.
Moreover, if we denote by s(m) the source corresponding to the m-th entry of x, then
the m-th entry of sg?(x(k)) equals the m-th entry of sg?s(m)(x(k)). Therefore, from
(3.22) this proves claim (i) of the lemma that there exists a sequence of subgradients
{sg(x(k)), k = 0, 1, . . .} such that b(x(k)) := sg(x(k)) −Ek(ĝ(k)) goes to 0 w. p.
1.
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From the assumption that E [µ+s (k)− µ−s (k)|Fk] = 0 and using the indepen-
















µ+s (k)− µ−s (k)
ξs(k)∆s,i(k)
)2)
After some algebra using the bounds on E [(∆s(k))
2], E [(∆s(k))
−2], and E [(µ±s (k))
2],












from Assumption A4, it is easy to see that
∑∞
i=k Ek(||A(k)%(k)||2) < ∞ w. p. 1.
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Chapter 4
Obtaining Better Paths through Overlay Node Selection
4.1 Introduction
We consider a network, where every node potentially has overlay capabilities.
This allows us the possibility that every node can be used as an overlay node.1. How-
ever, in practice it is beneficial to activate the overlay capability only on a limited
number of nodes due to the following reasons. First, much of the benefit from mul-
tipath routing can be obtained using only a subset of nodes. In fact, activating all
overlay nodes may only create redundant alternate paths without providing any ad-
ditional benefit. Moreover, the alternative paths established through overlay nodes
tend to have higher delay compared to the default paths given by the underlying
routing protocol due to generally larger hop counts as well as due to the processing
time required to redirect the packets to the final destinations by the overlay appli-
cation. Finally, the convergence rates of the proposed routing algorithms slow down
as the number of paths per SD pair increases. This is actually in contradiction with
the basic SPSA convergence results which, as discussed in Chapter 2, claim that
the convergence of the SPSA algorithm does not depend on the size of the vector
1In this work we only consider single level overlays, i.e., using at most one overlay node along
each path established. However, it is easy to generalize the results to the general setting where
one can establish paths with more than one overlay node along the path.
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of input parameters. However, this result is not necessarily valid for the routing
algorithms proposed in the previous chapters. This is because unlike the global cost
information used in regular SPSA, each SD pair makes use of only the local network
state information. As each SD pair independently perturbs their paths to converge
under the SPSA model, they create additional noise to each other in measuring their
local network state. In fact, simulation results presented in the previous chapters
support this argument although the corresponding analytical result has not been
established.
In the light of all the above, in this chapter we consider activating the overlay
capability on a limited number of network nodes that will allow us to effectively
load balance the network traffic.
4.2 Model
Following the notation used in Chapter 3, let S = {1, . . . , S} be the set of
source nodes. The set Osc denotes the core overlay nodes used to establish alternative
paths between a source s ∈ S and its destination node(s) in Ds. Let Oc = {Osc , s ∈
S} denote the overall set of core overlay nodes in the network2.
We consider the overlay selection problem as an offline or a slow time scale
(compared to that of the routing problem) online process. Specifically, we assume
that the set of source nodes, their corresponding set of destination node(s) as well as
the traffic load between each pair are fixed over the timescales that we consider for
2This modeling allows us to have different overlay nodes to be assigned for different sources.
However, in the following discussion we will assume Osc = Os
′
c for all s, s′ ∈ S for simplicity.
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the overlay selection problem. Assuming that significant changes to these parameters
occur only on a slow time scale, the new set of overlay nodes can be obtained once
the set of source and destination nodes and the corresponding traffic matrix change.
Naturally, we use the same objective function used in the previous chapters.
We formulate the problem of overlay selection as an optimization problem with the
objective function C(x), where C(.) is a convex function with respect to x, the
vector of path rates. However, as the decision variable in the overlay problem is
Oc but not x we redefine the objective function as V (Oc), whose value is equal to
optimal cost C(x∗), i.e., V (Oc) = C(x∗). Note that C(x∗) is obtained by using
the generalized routing algorithm presented in Chapter 3 assuming the alternative
paths created by the overlay set Oc remain fixed.
As discussed in the previous chapters, due to the nature of the problem, we
assume that the analytical structure of V (Oc) cannot be obtained where one can
only rely on measurements of the V (Oc) possibly under noise. For that matter, the
problem naturally falls into the class of stochastic discrete optimization problems.
Let Õ be the discrete set of all possible overlay alternatives. Our objective is to find




The solution to this problem needs not be unique where a globally optimal
overlay set Õ ∗ satisfies
Õ ∗ =
{
Oc ∈ Õ | V (Oc) ≤ V (Oc′) ∀Oc′ ∈ Õ
}
. (4.2)
The optimization problem stated above can be solved using different algo-
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rithms. Simulated Annealing (SA) is one such alternative. As stated in [16], for SA
algorithm to perform well, it requires a good neighborhood structure and accurate
estimates of the objective function values. Otherwise, a poor choice of a neigh-
borhood structure and the use of rough estimates of the objective function values
can lead to poor performance (See [23], [16] and references in there). An alterna-
tive to SA is the Stochastic Ruler (SR) algorithm [47]. The SR algorithm compares
the objective function estimates with a uniformly distributed random number called
stochastic ruler. The range of the random number is selected by the range of the ob-
jective function. The algorithm tries to maximize the probability that the estimated
objective function is smaller than the ruler by iteratively changing the configuration.
It is shown that under fairly general conditions SR algorithm converges in proba-
bility to the optimum. However, when the range of the objective function is not
known in advance, the performance of the algorithm can degrade as too big a ruler
reduces the sensitivity of the algorithm and slows down the optimization process,
while a small ruler may not be able to distinguish the best solutions from other good
solutions that are outside the range of the ruler [16]. Furthermore, similar to the
SA, the SR algorithm also requires a neighborhood structure.
4.3 Stochastic Comparison Algorithm
In [16], Gong, Ho and Zhai propose the Stochastic Comparison (SC) algorithm.
SC is a general method to solve discrete stochastic optimization problems with large
unstructured search spaces. Unlike SA and SR, SC algorithm does not require
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any neighborhood structure. Experimental results presented in [16] show that the
algorithm converges to a good solution very quickly, even under very noisy estimates
of the objective function. The algorithm is defined in [16] as follows:
Let Ṽ (·) be a sample estimate of the objective function V (·) and R : Õ×Õ →
[0, 1] be a generating probability for Õ such that
(a)
∑
j ∈ Õ R(i, j) = 1 for i ∈ Õ,
(b) R(i, j) > 0 if and only if j ∈ Õ \ {i}.
Furthermore, let Xk be the overlay configuration selected at iteration k, and
Mk be the number of sample estimates that must be obtained for a configuration
at the kth iteration (a.k.a testing sequence). Finally, let Ṽl(i), l = 1, . . . , Mk denote
the Mk samples obtained for some configuration i ∈ Õ.
Stochastic Comparison Algorithm (SC)
Initial Data: R, Mk, i0 ∈ Õ.
Step 0: Set X0 = i0 and k = 0.
Step 1: Given Xk = i, choose a candidate Zk from Õ \ {i} with probability
P [Zk = j|Xk = i] = R(i, j), j ∈ Õ \ {i}. (4.3)









Step 3: Set k = k + 1 and go to Step 1.
The SC algorithm is proved to converge to the optimal set Õ ∗ under the
following conditions:
(a) The estimates Ṽ (i) are unbiased i.e., E[Ṽ (i)] = V (i) and identically dis-
tributed;
(b) The variance of the estimates is finite i.e., E[Ṽ (i)− E[Ṽ (i)]]2 < ∞.
(c) R(i, j) > 0 for all j 6= i, j ∈ Õ.
(d) The testing sequence Mk satisfies Mk = bc logσ(k + k0 + 1)c, k = 0, 1 . . ., for
some positive numbers c, σ, and k0.
Returning back to the overlay selection problem, let us define the measurement
error in observing the network cost as µ(Oc) under an overlay configuration Oc.
Then,
Ṽ (Oc) = V (Oc) + µ(Oc). (4.5)
Given the conditions for convergence of SC above, the following assumptions
guarantee the convergence of the SC algorithm for the overlay selection problem
defined in (4.1)
A9. µ(Oc) is i.i.d with a symmetric continuous probability density function.
A10. E[µ(Oc)] = 0 and E[µ(Oc)
2] < ∞ for all Oc ∈ Õ.
Note that in order for the SC algorithm to converge, the testing number Mk
should grow logarithmically. However, the log function increases fast at the begin-
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ning of the algorithm which requires one to obtain a significant number of obser-
vations of the objective function. Moreover, as the SC algorithm progresses, it can
potentially test bad overlay configurations that can lead to very bad system perfor-
mance. Hence, SC algorithm can lead to severe performance variations during its
convergence period. Therefore, it is impractical to consider using SC as an online
algorithm. This leads us to look for an alternative, possibly suboptimal, solution
that is comparably less demanding and is more suitable as an online algorithm.
4.4 A suboptimal heuristic
As discussed in the previous section, it is of interest to obtain an alternative
algorithm that can be used online while performing close enough to the optimal
solution. We consider an algorithm that adds in sequence the best overlay node
found over the set of all nodes that have overlay capability. For simplicity the
algorithm ignores the stochastic nature of the problem and therefore is prone to
errors resulting from the estimation of the objective function. Furthermore, the
algorithm only considers the case where the overlay set is common for all sources,
i.e., Osc = O
s′
c = Oc, for all s, s
′ ∈ S. Let Nc be the number of core overlay nodes
to be added and Oc(k) be the overlay node to be added to the overlay set Oc. The
algorithm can be described as follows:
Greedy Heuristic Algorithm (GH)
Initialization: The overlay set Oc = ∅, the set of network nodes N .
Step 1: Oc ← Oc ∪ {argmini∈N\Oc Ṽ (Oc ∪ {i})}.
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Step 2: If |Oc| < Nc go to Step 1.
The algorithm defined above is greedy since at each step it tries to add the
best overlay node that it can find. It is easy to see that the complexity of the
algorithm is O(|N |Nc). Given the fact that one prefers to keep Nc as small as
possible for the reason discussed in Section 4.1, this algorithm can be viewed as an
online algorithm that operates at a slower time scale compared to that of the routing
problems considered in Chapter 2 and Chapter 3. We will refer to this algorithm as
Greedy Heuristic (GH) in Section 4.5 where we compare the performance of GH to
SC using simulations under different network topologies and traffic types.
A distinct feature of GH is that we can add overlay nodes to the network in a
gradual manner if GH is employed for the overlay selection process. This is due to
the greedy nature of the algorithm and can be seen from Step 1 of the algorithm.
In other words, once a node is selected, it will not be removed in the following
iterations. Therefore, this allows us the opportunity to set Nc initially to a small
value, and gradually increase it to eliminate network congestion without the need
to replace the overlay nodes that are already active. Note also that the performance
of GH algorithm can only get better no matter which node is added to the existing
overlay set. This is important for the online implementation of the algorithm.
4.5 Simulation Results
In this section we evaluate the performance of both the SC based optimal
algorithm and the proposed heuristic solution GH.
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For the optimization problem, we have selected the cost function to be V (Oc) =





cl is the link capacity and xl is the link rate as defined in Section 3.2. This formu-
lation minimizes the maximum link utilization in the network, which is one of the
major indicators of network congestion.
In order to get the cost estimates Ṽ (Oc) for a particular overlay set, Oc, we
make use of our SPSA based algorithms presented in Chapters 2 and 3 and allow
the algorithm to converge by running the algorithms over a long period of time,
namely 2,500 seconds. We have used a constant step size policy with step size
as(k) = a = 0.3 for all the SPSA based routing algorithms (both for unicast and
multicast cases).
For the SC algorithm to converge to the optimal solution the testing sequence
Mk, i.e., the number of sample estimates that must be obtained for a configura-
tion at the kth iteration should satisfy Mk = bc logσ(k + k0 + 1)c, k = 0, 1 . . ., for
some positive numbers c, σ, and k0. However, the log function increases fast at
the beginning of the algorithm. This requires one to obtain a significant number of
observations of the objective function. Therefore, as in [16] we use a linear sequence,
Mk = 1 + bk/500c, which is a reasonable approximation to the logarithm sequence
over the finite range of k used in the experiments. We constrain the optimization
algorithm by fixing the number of overlay nodes Nc in order to observe the effect
of every additional overlay node in minimizing the network cost. Hence, the SC
algorithm returns the best set of overlay nodes with a cardinality of Nc. The gen-
erating function R(i, j) is set to be the reciprocal of the total number of overlay set
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configurations. This way, given the current set of overlay nodes, the probability of
selecting any overlay set except the current set as a candidate is the same. A major
source of noise in estimation comes from the random nature of the traffic sources. In
this study, we assume that each source node generates traffic according to a Poisson
process.
Experiments are conducted with two different network topologies with both
unicast and multicast sessions.



















Figure 4.1: Network topology 1
The first topology is shown in Figure 4.1. This topology is also used in [3, 32]
and closely resembles the MCI backbone topology reported in [30]. Each link has
a capacity of 20 Mbps. Packet size is 500 bytes. Nodes 1, 5, 6, 14 and 18 serve as
both source and destination nodes. This gives us a total of 20 SD pairs. Each source
node generates Poisson traffic at an average rate of 11.5 Mbps. We demonstrate the
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convergence performance of the SC algorithm under different values of Nc in Figure
4.2. We see that while the maximum link utilization in the network decreases as we
increase the number of overlay nodes, i.e., the number of paths available to each SD
pair, the benefit obtained from a new overlay node gets smaller with each additional
overlay node.








































Figure 4.2: Variation of maximum link utilization in the first topology under stochas-
tic comparison algorithm.
In Table 4.1, we present the performance of our heuristic solution GH compared
to that of the SC algorithm. We observe that the heuristic solution obtains exactly
the same set of overlay nodes as the SC algorithm. Note that cost values Ṽ (Oc) are
not equivalent due to the stochastic nature of the problem as sample paths are not
identical for the two algorithms considered while obtaining the cost estimate Ṽ (Oc).
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Stochastic Comparison Greedy Heuristic
Nc Oc Ṽ (Oc) Nc Oc Ṽ (Oc)
1 {10} 0.915 1 {10} 0.915
2 {9, 10} 0.756 2 {9, 10} 0.754
3 {9, 10, 14} 0.532 3 {9, 10, 14} 0.531
4 {9, 10, 14, 15} 0.505 4 {9, 10, 14, 15} 0.511
Table 4.1: Performance comparison of GH vs. SC.
This result strongly supports the GH against the SC algorithm due to its simplicity.
However, one cannot claim the optimality of GH as GH ignores the stochastic nature
of the problem, and hence is prone to errors. On the other hand, it might be possible
for GH to be optimal for the corresponding deterministic problem where all random
variables are replaced with their mean values. This is an open problem for us to
consider as a future work.
4.5.2 Unicast traffic sessions under second topology
Figure 4.3 shows the second topology we consider. It is a close approximation
of Sprint backbone topology reported in [44]. Compared to the first topology with
an average node degree of 3.1667, the second topology is more densely connected
and has an average node degree of 5.0769. The capacity of a link is 20 Mbps.
Nodes 4, 6, 8, 10, 15, 18 and 21 serve as both source and destination nodes.
This gives us a total of 42 SD pairs. Each source node generates Poisson traffic at
an average rate of 8.5 Mbps for each destination. We demonstrate the convergence



























Figure 4.3: Network topology 2





































Figure 4.4: Variation of maximum link utilization in the second topology under
stochastic comparison algorithm.
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Stochastic Comparison Greedy Heuristic
Nc Oc Ṽ (Oc) Nc Oc Ṽ (Oc)
1 {11} 0.757 1 {11} 0.757
2 {16, 23} 0.357 2 {11, 23} 0.358
3 {13, 16, 23} 0.302 3 {11, 13, 23} 0.295
Table 4.2: Performance comparison of GH vs. SC.
to the results obtained in subsection 4.5.1, we observe that a limited number of
overlay nodes is sufficient to eliminate congestion in the network and addition of
further overlay nodes brings relatively low gains.
We compare the performance of the GH heuristic to SC based algorithm in
Table 4.2. Unlike the results obtained for the first topology, the set of core overlay
nodes obtained from both algorithms are not identical. However, they still seem to
be very close. Recall that the SC algorithm converges asymptotically and it requires
a logarithmic testing sequence Mk, which is not utilized in these experiments due to
practicality concerns. Hence, one cannot claim the optimality of the results obtained
from the SC algorithm. As a consequence of this fact and due to the fact that the
GH algorithm appears to manage to eliminate the congestion as well as the SC
algorithm, we conclude that the GH can be a good alternative to the SC based
solution for locating the core overlay nodes.
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4.5.3 Unicast traffic sessions with a non-uniform traffic matrix
In this subsection, we investigate the effect of variation in the input traffic
rates on the optimal set of core overlay nodes. We use the second topology and the
corresponding source nodes aforementioned. However, instead of having a uniform
traffic generation as done in Section 4.5.2, here we assume that each source node
generates Poisson traffic with a different average rate. Specifically, we assume that
nodes 4, 6, 8, 10, 15, 18 and 21 generate traffic with an average rate of 6.4 Mbps,
8.5 Mbps, 10.2 Mbps, 8.5 Mbps, 3.8 Mbps, 8.9 Mbps and 8.2 Mbps respectively.





































Figure 4.5: Variation of maximum link utilization in the second topology under
stochastic comparison algorithm.
Convergence performance of the SC algorithm for different values of Nc is
depicted in Figure 4.5. The set of overlay nodes obtained under SC and GH
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Stochastic Comparison Greedy Heuristic
Nc Oc Ṽ (Oc) Nc Oc Ṽ (Oc)
1 {11} 0.744 1 {11} 0.744
2 {16, 23} 0.363 2 {11, 23} 0.360
3 {13, 22, 23} 0.303 3 {11, 13, 23} 0.281
Table 4.3: Performance comparison of GH vs. SC.
algorithms are given in Table 4.3. We observe that the set of overlay nodes the GH
algorithm obtains is identical to the set of overlay nodes it selects under the uniform
traffic matrix presented in Section 4.5.2. This is also true for the SC algorithm
except for the case Nc = 3. This result suggests that minor changes in the traffic
distribution do not have a significant effect on the selection of the overlay nodes.
Hence, it is fair to claim that a service provider employing overlays as a means of
providing multiple paths does not need to change or relocate the core overlay nodes
unless there is a dramatic change in the traffic pattern. This is an important feature
for the practical deployment of overlay nodes for the purpose of establishing paths
in an intra-domain network.
4.5.4 Multicast traffic sessions
In this subsection we evaluate the performance of proposed algorithm under
multicast traffic. Again we employ the second topology given in Figure 4.3. There
are three multicast sources and S = {1, 9, 22}. Each source has 18 receivers and
generates Poisson traffic with an average rate of 8.5 Mbps.. The receiver sets are
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given by D1 = {2, 3, 4, 5, 6, 8, 9, 10, 11, 13, 15, 16, 19, 20, 21, 22, 23, 25}, D9 =
{1, 2, 3, 4, 6, 7, 8, 10, 11, 13, 15, 16, 17, 18, 21, 22, 23, 24} and D22 = {1, 2, 3, 4,
6, 8, 9, 10, 11, 12, 14, 15, 16, 17, 20, 21, 23, 26}. We employ the NM-IIb presented
in Chapter 3 as the multipath multicast routing algorithm.



































Figure 4.6: Variation of maximum link utilization in the second topology under
stochastic comparison algorithm for multicast traffic.
Figure 4.6 depicts the performance of the SC algorithm for different values
of Nc. The set of core overlay nodes that SC and GH algorithms return with their
corresponding objective function values is given in Table 4.4. Unlike the unicast
traffic case, we see that the set of overlay nodes given by each algorithm under
multicast traffic is not similar. However, the objective function values for both
cases are still very close. This suggests that the optimal overlay node set may not
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Stochastic Comparison Greedy Heuristic
Nc Oc Ṽ (Oc) Nc Oc Ṽ (Oc)
1 {13} 0.425 1 {13} 0.425
2 {5, 10} 0.286 2 {13, 23} 0.290
3 {5, 10, 21} 0.247 3 {6, 13, 23} 0.282
Table 4.4: Performance comparison of GH vs. SC. for multicast traffic
be unique, i.e., the cardinality of Õ ∗ may be larger than one. Nevertheless, the
simulation results once again show that the GH algorithm can substitute for the
SC algorithm in practice without sacrificing network performance under different




In this thesis we have addressed a fundamental traffic engineering problem,
namely traffic mapping, i.e., load balancing the network traffic flows along multiple
paths.
Motivated by increasing demand for services requiring higher data rates, we
considered the network congestion and resource utilization problem in a dynamical
network environment and formulated the problem in an optimization framework.
In order to reflect practical constraints of a real network situation, we have con-
sidered optimal multi-path routing in environments where the link cost derivatives
can be estimated, but for which an analytic expression may not exist. The main
contributions in this thesis are as follows.
• Measurement based optimal multipath routing for unicast sessions
We focused our analysis on intra-domain networks with unicast traffic sources.
We have established a distributed measurement based optimal multipath rout-
ing algorithm which is based on simultaneous perturbations. We have math-
ematically proven the optimality and stability of our routing scheme. We
analyzed the convergence properties of the proposed algorithm both with de-
creasing step sizes and with a fixed step size. We demonstrated that an SPSA
algorithm provides significant improvements over an algorithm based on tradi-
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tional finite-difference methods. Specifically, we have shown that our scheme
results in much shorter measurement periods during the gradient estimation
phase, and as a result, converges faster. Furthermore, using simulations we
have shown that our scheme can quickly alleviate network congestion and
distribute load efficiently under dynamic network conditions.
• Measurement based optimal multipath routing for multicast sessions
We next generalized our study in an effort to establish a unifying framework
for multipath routing of both unicast and multicast traffic within a domain.
We developed a distributed optimal routing algorithm that balances the load
along multiple paths for multiple multicast and/or unicast sessions. As in
the unicast only case, our measurement-based algorithm does not assume the
existence of the gradient of an analytical cost function and is a natural gener-
alization of the unicast routing algorithm. To the best of our knowledge this is
the first attempt to address the issue of (optimal) multipath routing with mul-
tiple multicast sessions in a distributed manner, while relying only on (local)
network measurements. In order to evaluate the performance of our routing
scheme, we considered three different network models (NM-I, II, and III) to
quantify the benefits of additional functionality/intelligence in the underlying
IP network. In NM-III we established a routing framework that generalizes
the multiple distribution trees to a more general multiple path scenario where
each destination can receive packets at a different rate from a multicast tree.
The need for complicated bookkeeping at the sources and intermediate IP
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routers is handled by employing Digital Fountain coding. As for the unicast
case, we proved the convergence properties of the multicast routing algorithm
both with decreasing step sizes and with a fixed step size. Further, our simula-
tion studies have shown that while basic IP multicast functionality in NM-II is
crucial for better performance, additional functionalities introduced in NM-III
provide only marginal benefits in relation to required complexity.
• Path optimization through overlay node placement
The performance of the routing algorithms are limited by the paths that are
available. We considered an overlay architecture for providing multiple paths
in an IP network. We have addressed this problem by formulating a discrete
stochastic optimization problem where we attempt to place a limited num-
ber of overlay nodes in the network to establish alternative paths. We have
solved this optimization problem using the Stochastic Comparison (SC) [16]
algorithm. However, SC is computationally demanding. Moreover, in order to
converge to the optimal set of overlay nodes, it needs to try and evaluate many
other set of overlay nodes configurations, some of which may be far worse than
another and may disrupt network performance if SC is used as an online set-
ting. Motivated by those facts, we have also considered suboptimal solutions
suitable for dynamical network environments and presented a greedy heuristic
solution. We have also shown through simulations that the performance of the
heuristic algorithm is comparable to that of SC algorithm.
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