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Abstract
Looped-functionals have been shown to be relevant for the analysis of a wide variety of systems. However, the conditions
obtained in [1,2,3] for the analysis of sampled-data, impulsive and switched systems have only been shown to be sufficient
for the characterization of their associated discrete-time stability conditions. We prove here that these conditions are also
necessary. This result is derived for a wider class of linear systems, referred to as impulsive pseudo-periodic systems, that
encompass periodic, impulsive, sampled-data and switched systems as special cases.
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1 Introduction
Looped-functionals have been introduced in [1] for the
analysis of sampled-data systems. They have been then
further considered in [4,5] for the analysis of impul-
sive systems (see e.g. [6,7]) and in [3] in the context of
switched systems (see e.g. [8,9,10]). The main rationale
behind such functionals lies in the reformulation of a
discrete-time condition into an expression that allows for
the consideration of linear uncertain time-varying sys-
tems [4,5,3] and nonlinear systems [11]. The main dif-
ference with Lyapunov functionals, see e.g. [12], is that
positivity is not a required condition anymore. Instead,
we demand that a certain algebraic boundary condition
be satisfied, the so-called looping-condition. It has been
demonstrated in the aforementioned papers that this
class of functionals leads to less conservative conditions
than those obtained using usual Lyapunov functionals,
demonstrating then the relevance of the approach.
In the papers [2,3], the considered looped-functional was
shown to yield sufficient conditions for the feasibility of
the discrete-time stability criterion characterizing the
stability of impulsive, sampled-data and switched sys-
tems. The goal of this paper is to show that this very
same looped-functional is, in fact, “complete”, in the
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sense that the resulting condition is also necessary. This
result is proved for a larger class of systems, referred to as
pseudo-periodic systems, that include periodic systems,
impulsive systems, sampled-data systems and switched
systems as particular cases. Along these lines, several
corollaries pertaining on the analysis of these systems
are directly obtained from the main result, and shown to
complete those previously obtained in the literature. As
the conditions are infinite-dimensional, we also describe
how they can be (approximately) solved using sum of
squares programming [13].
Outline: Preliminaries are stated in Section 2 while the
main result is presented in Section 3. This result is then
applied to various problems in Section 4. Finally, Section
5 provides some practical discussions about the verifica-
tion of infinite-dimensional semidefinite programs.
Notations: The sets of symmetric and positive defi-
nite matrices of dimension n are denoted by Sn and Sn≻0
respectively. Given two real symmetric matrices A,B,
the expression A ≻ ()B means that A − B is positive
(semi)definite. Given a real square matrix A, the opera-
tor He(A) stands for the sum A+A⊺. The set of natural
numbers {1, . . .} is denoted by N where the set of whole
numbers is denoted by N0 := N ∪ {0}.
2 Definitions
Some definitions and preliminary results are intro-
duced below. In particular, pseudo-periodic functions
and pseudo-periodic systems are formally character-
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ized. Discrete-time state-transition matrices for pseudo-
periodic systems are also defined.
Definition 2.1 (Pseudo-periodic functions) Given
scalars 0 < δ ≤ Tmin ≤ Tmax < ∞, let f :
[0, Tmax]× [Tmin, Tmax]→ R be bounded and integrable,
and define the family of sequence of time instants 1
I := {{tk}k∈N : ti+1 − ti ∈ [Tmin, Tmax], i ∈ N0, t0 = 0} .
(1)
The generated class of pseudo-periodic functions is
given by
Gf :=
{
∞∑
k=0
φk(t) : t ≥ t0 = 0, {tk}k∈N ∈ I
}
, (2)
where φk(t) := f(t − tk, tk+1 − tk)1[tk,tk+1)(t) and
1[tk,tk+1) is the indicator function of the interval
[tk, tk+1). We also define Tk := tk+1−tk for all k ∈ N0.▽
The function f above is referred to as a seed function
and the set I as a family of sequence of transition times.
Definition 2.2 The linear system
x˙(t) = Σ(t)x(t), t /∈ {tk}k∈N
x(t) = Jx(t−), t ∈ {tk}k∈N
x(0) = x0
(3)
where x, x0 ∈ R
n are the system state 2 and the initial
condition, is said to be an impulsive pseudo-periodic sys-
tem if the matrix Σ(t) is a pseudo-periodic matrix func-
tion, i.e. it can be expressed as
Σ(t) :=
∞∑
k=0
A(t− tk, tk+1 − tk)1[tk,tk+1)(t), t0 = 0 (4)
for some seed matrix function A(·, ·) with {tk}k∈N ∈ I.▽
It is assumed here that the matrix Σ(t) is sufficiently
regular so that solutions to the differential equation are
well defined. It is immediate to see that periodic systems
and impulsive systems are a particular case of pseudo-
periodic systems. Note that we assume here that the
impulse times and transition times coincide.
Definition 2.3 (State-transition matrix) The
state-transition matrix of system (3)-(4) is defined as
the unique matrix function
Φ : [0, Tmax]× [Tmin, Tmax]→ R
n×n (5)
1 Note that this sequence does not admit any accumulation
point and is unbounded from above.
2 The state is assumed to be right-continuous and the left-
limit at tk is denoted by x(t
−
k
) = lim
s↑0
x(tk + s).
that solves the parametrized family of linear differential
equations
∂
∂η
Φ(η, T ) = A(η, T )Φ(η, T ), η ∈ [0, T ]
Φ(0, T ) = In
(6)
for all T ∈ [Tmin, Tmax]. ▽
Using the state-transition matrix above, it is possible to
define the transition map associated to the system (3)-
(4). This operator plays a key role in the paper.
Definition 2.4 (Discrete-time transition map)
Given a family of transition times, the discrete-time
transition map corresponding to system (3)-(4) is defined
by Ψ(T ) := Φ(T, T ), T ∈ [Tmin, Tmax], and we have that
x(t−k+1) = Ψ(Tk)Jx(t
−
k ), k ∈ N
x(t0) = x0
(7)
where {tk}k∈N ∈ I.
The discrete-time transition map hence defines the se-
quence of state values for any sequence of transition
times in I.
3 Main result
The following result is the main result of the paper
that will allow us to prove that the conditions based on
looped-functionals considered in [2,3] equivalently char-
acterize certain stability conditions taking the form of
linear matrix inequalities:
Theorem 3.1 Let A, J ∈ Rn×n and M ∈ Sn be given
matrices, and let T be a positive scalar. Then, the follow-
ing statements are equivalent:
(a) There exists a matrix P ∈ Sn≻0 such that the matrix
inequality
J⊺Ψ(T )⊺PΨ(T )J − J⊺PJ +M + ε I  0 (8)
holds for some ε > 0 and where Ψ(·) is defined in
(7).
(b) There exist a matrix P ∈ Sn≻0 and continuous
matrix-valued functions Z1, Z2 : [0, T ] → S
n such
that the conditions
Z1(T ) = 0
J⊺Z1(0)J + Z2(0)− Z2(T ) = 0
(9)
and
He[(TP + Z1(τ))A(τ)] + Z˙1(τ)  0
M + ε In + Z˙2(τ)  0
(10)
hold for some ε > 0 and for all τ ∈ [0, T ].
2
Proof : The proof is given in the Appendix. ♦
Remark 3.2 The above result straightforwardly extends
to the case when matrices Ψ, J and M depend on some
additional time-invariant parameters, say ρ. In such a
case, the matrix-valued functions Z1 and Z2 also need to
depend on this additional parameter in order to preserve
necessity.
4 Applications
To demonstrate the versatility and usefulness of the
main result, we now apply it to the analysis of vari-
ous systems such as pseudo-periodic systems, impulsive
systems, sampled-data systems and switched systems.
It is important to stress that these results have been
partially obtained in [2,2,1]. However, only sufficiency
was proven. Using Theorem 3.1, we demonstrate that
these conditions are also necessary.
4.1 Application to pseudo-periodic systems with im-
pulses
We have the following result:
Theorem 4.1 The pseudo-periodic system (3)-(4) with
pseudo-period Tk ∈ [Tmin, Tmax], 0 < δ ≤ Tmin ≤
Tmax < ∞, is asymptotically stable if one of the follow-
ing equivalent statements hold:
(a) There exists a matrix P ∈ Sn≻0 such that the LMI
JTΨ(θ)⊺PΨ(θ)J − P ≺ 0 (11)
holds for all θ ∈ [Tmin, Tmax].
(b) There exist a constant matrix P ∈ Sn≻0, a scalar
ε > 0 and a matrix function Z : [0, Tmax] ×
[Tmin, Tmax] → S
3n differentiable with respect to
the first variable and verifying
Y ⊺2 Z(θ, θ)Y2 − Y
⊺
1 Z(0, θ)Y1 = 0 (12)
for all θ ∈ [Tmin, Tmax] where
Y1 =

 J 0nIn 0n
0n In

 , Y2 =

0n InIn 0n
0n In

 (13)
and such that the LMI
Θ(τ, θ)+He

Z(τ, θ)

A(τ, θ) 0n 0n0n 0n 0n
0n 0n 0n



+ ∂
∂τ
Z(τ, θ)  0
(14)
holds for all τ ∈ [0, θ] and θ ∈ [Tmin, Tmax] where
Θ(τ, θ) :=

θHe [PA(τ, θ)] 0n 0n⋆ ε In + J⊺PJ − P 0n
⋆ ⋆ 0n

 .
(15)
Proof : From Lyapunov theory, we can see that the con-
dition of statement (a) is a quadratic stability condition
implying stability of the system. To prove the equiva-
lence between the two statements, we consider Remark
3.2 and extends the matrix function Z(τ) to Z(τ, Tk)
so that the equality condition (12) may be satisfied (see
also [2,3]). Choosing then Z = diag(Z1, Z2, 0n) in (14)
leads to a condition of the form (10), from which the
equivalence follows. ♦
4.2 Application to impulsive and sampled-data systems
The case of impulsive systems is obtained by simply
choosing the matrix Σ(t) in (3) to be a constant matrix
A ∈ Rn×n. This leads to the following system
x˙(t) = Ax(t), t /∈ {tk}k∈N
x(t) = Jx(t−), t ∈ {tk}k∈N
x(t0) = x0.
(16)
and the following result completing the one derived in
[2]:
Corollary 4.2 The impulsive system (16) with inter-
impulses times Tk := tk+1 − tk ∈ [Tmin, Tmax], 0 < δ ≤
Tmin ≤ Tmax <∞, is asymptotically stable if one of the
following equivalent statements hold:
(a) There exists a matrix P ∈ Sn≻0 such that the LMI
J⊺eA
⊺θPeAθJ − P ≺ 0 (17)
holds for all θ ∈ [Tmin, Tmax].
(b) There exist a constant matrix P ∈ Sn≻0, a scalar
ε > 0 and a matrix function Z : [0, Tmax] ×
[Tmin, Tmax] → S
3n differentiable with respect to
the first variable and verifying
Y ⊺2 Z(θ, θ)Y2 − Y
⊺
1 Z(0, θ)Y1 = 0 (18)
for all θ ∈ [Tmin, Tmax] where Y1 and Y2 are defined
in (13) and such that the LMI
Θ(θ)+He

Z(τ, θ)

A 0n 0n0n 0n 0n
0n 0n 0n



+ ∂
∂τ
Z(τ, θ)  0
(19)
3
hold for all τ ∈ [0, θ] and θ ∈ [Tmin, Tmax] where
Θ(θ) :=

θHe [PA] 0n 0n⋆ ε In + J⊺PJ − P 0n
⋆ ⋆ 0n

 . (20)
For numerical results obtained using the above corollary,
see [2].
Remark 4.3 It is known that sampled-data systems can
be reformulated as impulsive systems; see e.g. [14]. In
this respect, the result above can be applied to sampled-
data systems as well. See [1] for some numerical results
about sampled-data systems using looped-functionals.
4.3 Application to switched systems
Let us consider now switched systems of the form
x˙(t) = Aσ(t)x(t)
x(0) = x0
(21)
where σ : R≥0 → {1, . . . , N} and assume that the
switching times are given by the sequence {tk}k∈N.
We then have the following result completing the one
obtained in [3]:
Corollary 4.4 The switched system (21) is asymp-
totically stable for any dwell-time tk+1 − tk =: Tk ∈
[Tmin, Tmax], 0 < δ ≤ Tmin ≤ Tmax <∞, k ∈ N, if one
of the following equivalent statements hold:
(a) There exist matrices Pi ∈ S
n
≻0, i = 1, . . . , N such
that the LMIs
eA
⊺
i
θPie
Aiθ − Pj ≺ 0 (22)
holds for all θ ∈ [Tmin, Tmax] and for all i, j =
1, . . . , N , i 6= j.
(b) There exist constant matrices Pi ∈ S
n
≻0, i =
1, . . . , N , a scalar ε > 0 and matrix func-
tions Zij : [0, Tmax] × [Tmin, Tmax] → S
3n,
i, j = 1, . . . , N , i 6= j, differentiable with respect to
the first variable and verifying
W ⊺2 Zij(θ, θ)W2 −W
⊺
1 Zij(0, θ)W1 = 0 (23)
for all θ ∈ [Tmin, Tmax] where
W1 =

In 0nIn 0n
0n In

 , W2 =

0n InIn 0n
0n In

 (24)
and such that the LMI
Θij(θ) + He

Zij(τ, θ)

Ai 0n 0n0n 0n 0n
0n 0n 0n



+ Z ′ij(τ, θ)  0
(25)
hold for all τ ∈ [0, θ], all θ ∈ [Tmin, Tmax] and for
all i, j = 1, . . . , N , i 6= j, where
Θij(θ) :=

θHe [PAi] 0n 0n⋆ ε In + Pi − Pj 0n
⋆ ⋆ 0n

 . (26)
Proof : Based on Theorem 4.1, we can define A(τ, T ) =
Ai, Z = Zij and M = Mij := Pi − Pj for all
i, j = 1, . . . , N , i 6= j. The result then follows. ♦
For numerical results obtained using the above corollary,
see [3].
5 Computational considerations
The conditions stated in the above results are infinite-
dimensional semidefinite programs that cannot be
checked directly. A way for turning these conditions into
finite-dimensional ones is to use sum of squares tech-
niques [13,15]. To use this approach, we need to assume
that all the infinite-dimensional variables are polyno-
mials. Note that the choice of using polynomials can be
justified by the fact that polynomials are dense in the
set of continuous functions with compact support. Once
the conditions have been reformulated in the sum of
squares paradigm, then the problem can be turned into
an equivalent finite-dimensional LMI problem, using for
instance SOSTOOLS [15], which can be solved in turn
using standard SDP solvers.
In what follows, we say that a polynomial symmetric
matrix S(y), y ∈ Rn, is a sum of squares matrix if there
exists a (possibly very tall) polynomial matrix T (y) such
that S(y) = T (y)⊺T (y). Below is the sum of squares for-
mulation for the conditions of statement (b) of Corollary
4.2:
Proposition 5.1 Assume that there exist a matrix P ∈
S
n
≻0 and polynomial matrices Z,Γ1,Γ2 : R
2 → S3n such
that
• Γ1 and Γ2 are sum of squares matrices.
• The equality Y T2 Z(θ, θ)Y2−Y
⊺
1 Z(0, θ)Y1 = 0 holds for
all θ ∈ R.
• The expression
−Θ(θ)−He

Z(τ, θ)

A 0n 0n0n 0n 0n
0n 0n 0n



− ∂
∂τ
Z(τ, θ)
−Γ1(τ, θ)τ(θ − τ) − Γ2(τ, θ)(Tmax − θ)(θ − Tmin)
(27)
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is a sum of squares matrix where Θ(θ) is defined in
Corollary 4.2.
Then, the impulsive system (16) with inter-impulses
times Tk := tk+1 − tk ∈ [Tmin, Tmax], 0 < δ ≤ Tmin ≤
Tmax <∞, is asymptotically stable.
The role of the SOS matrices Γ1 and Γ2 is to incorpo-
rate the constraints that τ ∈ [0, θ] and θ ∈ [Tmin, Tmax]
inside the conditions.
6 Conclusion
A proof for the necessity of previously obtained looped-
functional conditions have been proposed. It is shown
that the conditions obtained for the analysis of switched,
sampled-data and impulsive systems are necessary and
sufficient for the characterization of the associated
discrete-time stability conditions. This result therefore
consolidates the framework of looped-functionals.
A Proof of Theorem 3.1
A.1 A preliminary result
Lemma A.1 ([16]) Let U : R≥0 → R
n×n, Q : R≥0 →
S
n and S0 ∈ S
n. The symmetric solution S : R≥0 → S
n
of the matrix equality
−S˙(t) + U(t)⊺S(t) + S(t)U(t) = Q(t), t ≥ 0
S(0) = S0
(A.1)
is given by
S(t) = XU (t, 0)
⊺S0XU (t, 0)+
∫ t
0
XU (t, s)
⊺Q(s)XU (t, s)ds
(A.2)
where XU (t, s) = YU (t)YU (s)
−1 where Y˙U (t) =
U(t)YU (t), YU (0) = I. When U(t) ≡ U is a constant
matrix, then XU (t, s) = e
U(t−s).
A.2 Proof of Theorem 3.1
Instead of proving the equivalence between the condi-
tions of statement (b) and statement (a), we first make
a change of variable to turn the conditions of statement
(a) into a more convenient form. To this aim, let us then
define the change of variables Z˜i(τ) = Zi(T − τ). Then,
clearly, we have that Z˜i(0) = Zi(T ) and Z˜i(T ) = Zi(0).
Therefore, we obtain that the conditions of statement
(b) are equivalent to the conditions
Z˜1(0) = 0
J⊺Z˜1(T )J + Z˜2(T )− Z˜2(0) = 0
(A.3)
and
He[(TP + Z˜1(τ))A(τ)] −
˙˜Z1(τ)  0
M + ε In −
˙˜Z2(τ)  0
(A.4)
hold for all τ ∈ [0, T ].
Proof of (b)⇒ (a). Assume that the conditions (A.3)
and (A.4) hold. Then, using Lemma A.1, we can show
that the inequalities (A.4) imply that
Z˜2(τ)  Z˜2(0) + τ(M + ε In) (A.5)
together with
Z˜1(τ)  Ψ(τ)
⊺Z˜1(0)Ψ(τ)
+T
∫ T
0
XA(τ, s)
⊺He[PA(s)]XA(τ, s)ds
= Ψ(τ)⊺Z˜1(0)Ψ(τ)
−T
∫ T
0
∂
∂s
[XA(τ, s)
⊺PXA(τ, s)]ds
= Ψ(τ)⊺Z˜1(0)Ψ(τ) + T [Ψ(τ)
⊺PΨ(τ)− P ] ,
(A.6)
where we used the fact that Ψ(τ) = XA(τ, 0). The first
equality in (A.3) implies that we have
Z˜1(τ)  T [Ψ(τ)
⊺PΨ(τ)− P ] . (A.7)
Finally, the second equality implies
T (J⊺ [Ψ(T )⊺PΨ(T )− P ] J +M + ε In)
 J⊺Z˜1(T )J + Z˜2(T )− Z˜2(0) = 0
(A.8)
where the equality to 0 holds by assumption. This then
implies that the condition (8) holds, proving then suffi-
ciency.
Proof of (a)⇒ (b). The necessity can be proven by ex-
plicitly constructing suitable matrix-valued Z1 and Z2
that verify the conditions of statement (b) whenever the
condition of statement (a) holds. Let us therefore con-
sider the following matrix-valued functions
Z˜∗1 (τ) = T (Ψ(τ)
⊺PΨ(τ)− P )
Z˜∗2 (τ) = Z˜
∗
2 (0) + (M + ε In)τ − τΞ,
(A.9)
where Ξ := J⊺Ψ(T )⊺PΨ(T )J−TJ⊺PJ+M +ε In  0.
Note that the inequality holds by assumption. Substi-
tuting these expressions in (A.4) yields
He[(TP + Z˜∗1 (τ))A(τ)] −
˙˜Z∗1 (τ) = 0
for the first condition, and
M + ε In −
˙˜Z∗2 (τ) = Ξ  0
5
for the second condition. We can therefore clearly see
that the proposed functions verify the conditions (A.4)
provided that Ξ  0 holds; i.e. the condition of statement
(a) holds.
Let us now consider the conditions (A.3). It is imme-
diate to see that the first condition in (A.3) is trivially
satisfied. The second one given by
J⊺Z˜∗1 (T )J + Z˜
∗
2 (T )− Z˜
∗
2 (0) = TΞ− TΞ
= 0
is also satisfied. Necessity is proved.
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