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The work reported in this thesis examines the spin reorientation transition in Fe3Sn2 using a 
combination of microscopic and macroscopic techniques. Macroscopic measurement of single 
crystal Fe3Sn2 was undertaken using a SQUID (superconducting quantum interference device) 
magnetometer to measure the change in magnetisation along the Kagome plane. The domain 
structure on the surface of the crystal was measured using magnetic force microscopy (MFM) 
over a range of temperatures. The combination of techniques used for measuring the bulk and 
microscopic properties increases the understanding of first order spin reorientation transitions. 
The bulk magnetisation measurement of single crystal Fe3Sn2 displayed features that are 
typical of a first order phase transition. The magnetisation measured along the Kagome plane 
on warming and cooling differed in magnitude and a first order jump in magnetisation was also 
observed on cooling. This highlighted the hysteretic nature of the phase transition. The 
hysteresis and first order jump arises from the mechanism of the spin reorientation. On cooling 
through the spin reorientation temperature the sample is supercooled until the low temperature 
phase nucleates, after the nucleation the low temperature phase grew rapidly leading to a 
cascade effect and a first order jump in magnetisation. No evidence of a first order jump on 
warming was observed and therefore no significant superheating occurred. The lack of 
superheating is due to remanent high temperature phase at 2 K from an incomplete phase 
transition.  The remanent phase provided ‘seeds’ for the growth of the high temperature phase, 
reducing the activation energy.  
The variable temperature magnetic force microscopy (MFM) measurements allowed the 
changes in the domain structure to be examined as the crystal underwent a spin reorientation 
transition. The evolution of the domain structure during the phase transition allowed the 
mechanism of the phase transition to be observed. On cooling from the high temperature 
phase, a fine structure associated with the low temperature phase formed within the branches 
of the domains associated with the high temperature structure. The fine structure grew with 
further cooling as a greater portion of the sample underwent the spin reorientation transition. 
Evidence of a thermal hysteresis was also observed in the domain images on warming and 
cooling, with images at a given temperature having different domain structures. The 
development of a fine structure was only observed on cooling, the absence of a fine structure 
on warming confirms that remanent high temperature phase prevents superheating on 
warming. 
The combination of macroscopic and microscopic results has allowed the phase diagram for 
the spin reorientation transition to be determined and the phase coexistence region to be 




The development of local probe measurements has allowed the behaviour of materials to be 
investigated on a microscopic level. Localised measurements are less susceptible to the 
influence of a change in the properties of the material such as defects or impurities that can 
lead to a variation in the behaviour. Macroscopic measurements represent an average of the 
properties of the material over which the measurement is made.  
The magnetic properties of a material can be measured using local probe measurements such 
as magnetic force microscopy (MFM) and macroscopic techniques such as magnetometry. 
The area of the sample measured in a local measurement is dependent upon the technique 
used to measure the sample. MFM measurements measure the magnetic force due to the 
stray field of the sample. The size of the tip used for the MFM measurement determines the 
area of the sample measured and the use of a sharp tip allows a small proportion of the sample 
to be measured.  
The magnetic properties of the whole sample can be measured using macroscopic techniques 
such as SQUID (superconducting quantum interference device) magnetometry. A 
measurement of the magnetic properties measured using magnetometry represent an 
average of the magnetic properties of the complete sample.  
The measurement of a sample using a combination of macroscopic and microscopic 
techniques provides a greater understanding of the sample behaviour. A macroscopic 
measurement provides a relatively easy method to determine the average properties of a 
sample. The properties of a material may be highly sensitive to local conditions such as 
defects and therefore the property of a material can change across the sample. 
The measurement of a phase transition, such a magnetic phase transition, can be difficult 
using macroscopic techniques. The temperature of the phase transition can vary depending 
on a number of factors, for example, the history of the sample, the conditions of the sample 
and sample defects. This can lead to a variation in the transition temperature, with a number 
of different transition temperatures within a single sample. The variation in the transition 
temperature makes determining the phase transition temperature very difficult using 
techniques that inherently average the measured properties across a large volume of the 
sample.  
The localised measurement can be used to analyse the phase transition of a small area of the 
sample. A smaller proportion of the sample will reduce the variation in the measured 
properties, and therefore shows the change in the properties of the material more clearly.  
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A measurement of a sample with a variation in the phase transition temperature will make the 
nature of the phase transition difficult to determine. For example, the measurement of a first 
order phase transition occurs at a single phase transition temperature, a sample undergoing 
a first order phase transition with a variation of the phase transition temperature in the sample 
will make characterisation of the nature of the phase transition difficult. The reduction in this 
variation allows the properties associated with the phase transition and the nature of the phase 
transition easier to determine.  
The magnetic phase transition in Fe3Sn2 will be measured using a combination of microscopic 
measurements, using MFM, and macroscopic measurements, using SQUID magnetometry. 
The combination of the two techniques will measure properties of a portion of the sample and 
the sample as a whole, providing a greater understanding of the phase transition as well as 
allowing a direct comparison of the techniques. 
1.1.1 Phase transitions 
Phase transitions occur between states of matter, such as liquid to gas, paramagnetic to 
ferromagnetic, and normal metal to superconducting metal.   
Phase transitions fall into two classes, an order-order transition or an order-disorder transition. 
An ordered state is a phase with correlations between degrees of freedom associated with the 
individual atoms of the material, for example a solid or ferromagnetic material. The 
ferromagnetic phase transition at the Curie temperature is an example of a disorder-order 
transition, with the paramagnetic state above Tc a disordered state, where the electronic 
moments point in random directions, and the ferromagnetic state characterised by a single 
direction for the moments. The spin reorientation transition, where the moments simply tilt 
uniformly, is an example of a ferromagnetic to ferromagnetic phase transition and therefore 
an order-order transition. 
The phase transition may be first order or second order. A first order phase transition is 
associated with a discontinuity in the first derivative in the free energy with respect to the 
changing condition and a second order due to a discontinuity in the second derivative.  An 
example of a second order phase transition driven by a temperature change in a magnetic 
system is the ferromagnetic transition at a Curie point. The Curie temperature is the 
temperature at which the exchange interactions between the magnetic moments overcome 
their thermally driven rotations and align them to yield a spontaneous magnetisation.  
First order phase transitions can be understood using the familiar example of the solid-liquid-
gas transition. At the transition temperature, which is the melting point of the solid, the low 
temperature state (solid) and high temperature state (liquid) are in equilibrium. The nucleation 
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of the new phase requires a driving force sufficient to compete with the activation barrier to 
the new phase. This leads to supercooling of the high temperature phase, with the persistence 
of liquid until the nucleation and subsequent growth of the solid phase. Supercooling and 
superheating will lead to hysteresis in properties describing the transition [1, 2].  
The phase diagram in Figure 1 illustrates a liquid-gas phase transition and its critical point. At 
a temperature above the critical temperature the liquid gas transition is continuous, below the 
critical temperature the transition occurs via nucleation and growth of the new phase leading 
to the coexistence of the two phases. The critical point, Tc in Figure 1, separate the regimes 
where the phase transition occurs via the two-phase region (below Tc) or is continuous (above 
Tc). 
 
Figure 1: An example of a solid-liquid phase diagram showing the coexistence of the two 
phases and the critical point above which a continuous transition from liquid to gas is 
observed [2]. 
The nature of a first order transition is described with reference to the solid-liquid-gas 
transition. A first order magnetic phase transition has similar properties, where the 
magnetisation, applied field and temperature are the analogues of the density, pressure and 
temperature, respectively. For example, in the case of a spin reorientation transition, where 
an ordered phase with an easy axis in one direction undergoes a transition to an ordered 
phase with another easy axis direction, the properties of the material during the transition can 
indicate whether it is first order or second order. The critical point is also observed in magnetic 
phase transitions, for example, in a spin reorientation transition when the field is increased 
above a saturation field the phase transition is continuous. The saturation field in the 
temperature range of the phase transition therefore defines the critical point. 
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1.1.2 Magnetic phase transitions 
The phase diagram can be used to describe the change in phase of a material when the 
conditions are changed. The schematic diagram in Figure 2 shows the most stable phase with 
temperature and applied magnetic field. The high temperature phase, for example 
corresponding to a magnetic moment out of the plane, is stable at high temperatures. Cooling 
the material will lead to a change in the most stable phase with the low temperature phase 
stable at low temperatures.  
The first order phase transition will lead to a phase co-existence of the high temperature and 
the low temperature phase when the applied magnetic field is below a critical value. The 
shaded region on the phase diagram in Figure 2 represents conditions in which the high and 
low temperature phases co-exist. Phase coexistence occurs as the low temperature phase 
nucleates within the high temperature phase. The boundary of the co-existence region 
corresponds to equilibrium conditions, with the energy of the high temperature phase equal to 
the low temperature phase, such that there is no driving force leading to transition between 
the two phases. Cooling below the phase transition temperature will lead to the nucleation of 
the low temperature phase, with regions of metastable high temperature phase corresponding 
to regions without sufficient energy to overcome the activation energy for nucleation of the low 
temperature phase. 
The change in a property of the material associated with the two phases can be used to 
determine the nature of the phase diagram of a material. In a spin reorientation transition the 
magnetisation relative to the crystallographic orientation is a property of the phase transition 
with the transition from the high to low temperature phase changing the magnetisation in a 
direction relative to the crystal.  
The free energy plot in Figure 2 shows the change in free energy with a constant applied 
magnetic field in the coexistence region of the phase diagram. Below the critical field, H5, there 
are two stable states with an energy barrier between the two states. This leads to the high and 
low temperature states coexisting. As the magnetic field approaches the critical field the 
energy barrier between the two states reduces, until at the critical field the energy barrier is 
zero and a single minima is formed. Coexistence of the two phases is not observed above the 
critical field, with a continuous transition between states observed.  
As the material is cooled through the two-phase region the proportion of the low temperature 
phase increases and the high temperature phase reduces. The change in temperature 
decreases the energy of the low temperature phase relative to the high temperature phase 
and therefore increases the driving force to form the low temperature phase.  
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The nature of the phase transition can be examined using bulk and microscopic techniques. 
The material undergoing a phase transition below the critical field will have a phase 
coexistence; this phase coexistence will be observed in microscopic measurements with 
regions corresponding to both the high and low temperature phases observed. The phase 
coexistence will also be observed in bulk measurements. The supercooling and subsequent 
nucleation and growth of the new phase through the phase transition allows the phase 
coexistence line to be observed from the opening and closing of the hysteresis loop.  
 
Figure 2: A schematic phase diagram (a), magnetic field (H) vs. temperature (T), showing 
the high temperature and low temperature phase with a region in which the two phases 
coexist and (b) a schematic free energy plot, with the plots separated for clarity, showing the 
change in the energy barrier between the high and low temperature phase with applied 
magnetic field (H1 to H6). 
1.1.2.1 Supercooling 
As a sample is cooled through a first order phase transition it is possible for a metastable state 
to form. Supercooling during a first order phase transition is familiar in a solid-liquid transition, 
for example, a liquid may be supercooled due to the activation energy required to nucleate the 
solid phase. A magnetic phase transition is similar, with the low temperature phase nucleating 
once it has been sufficiently supercooled to overcome the activation barrier. As with a 
supercooled liquid the degree of supercooling is dependent on the sample, for example, 
defects can provide a lower energy path to forming domains of the low temperature phase and 
therefore reduce the level of supercooling. 
The schematic phase diagram and free energy plot in Figure 3 show the change in energy of 
the high temperature and low temperature phase on cooling through the phase coexistence 
region. At T5 the high temperature and low temperature phases are in equilibrium. Cooling of 
the crystal will lower the energy of the low temperature phase, leading to the nucleation of the 
low temperature phase. The high temperature phase remaining at temperatures T4 to T2 
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corresponds to a region of supercooled high temperature phase in a metastable state. Further 
cooling will lead to an increase in the population of the low temperature phase as the activation 
energy for the phase transition is overcome. At T1 a single phase is present with the energy 
difference between the high temperature and low temperature phases being such that the 
metastable high temperature phase has undergone the phase transition.  
 
Figure 3: A schematic phase diagram (a) showing the high temperature phase, low 
temperature phase and the coexistence region and (b) a schematic free energy plot, with the 
plots separated for clarity, showing the change in the energy barrier at various temperatures 
and zero field during supercooling through the phase transition temperature. 
1.1.2.2 Examples of magnetic phase transitions 
Phase coexistence, characteristic of the first order phase transition, has been observed in a 
number of materials using local probe measurements. Local probe measurements provide 
direct images of a material undergoing a phase change and therefore can be used to image 
phenomena such as nucleation and growth and phase coexistence observed during a first 
order phase transition. A number of examples are provided below, with images taken in 
conditions corresponding to the phase coexistence region enabling the nature of the phase 
transition to be identified.  
Leib et al [3] observed the magnetic martensitic transition of Gd5(SixGe1-x)4 using magnetic 
force microscopy (MFM). The MFM images shown in Figure 4 show hysteresis, with the 
images on cooling showing a different stage of the first order phase transition compared to 
images taken during warming. The images at 282.6 K and 282.7 K have different levels of 
magnetic contrast, with the image on cooling showing areas of strong magnetic contrast on 




Figure 4: MFM images of a 20 µm area showing a first order ferromagnetic to paramagnetic 
phase transition on Gd5(Si0.29Ge1.91) polycrystalline sample with a difference in temperature 
of the cooling and warming cycle [3]. 
Nucleation and growth is a signature of a first order phase transition, local measurements 
showing the nucleation and growth of the new phase have been previously observed [4-6]. 
Loudon et al [4] observed a paramagnetic to ferromagnetic phase transition in La0.7Ca0.3MnO3 
using Fresnel images from a transmission electron microscope. The images showed 
nucleation and growth of the ferromagnetic domains from a grain boundary, providing 
evidence that the phase transition is first order in nature.   
Manekar et al [5] observed a first order antiferromagnetic to ferromagnetic transition on an 
Fe-Rh alloy. The magnetometry measurement showed a thermal hysteresis associated with 
the first order transition. Measurements of the surface using MFM show a nucleation of islands 
of the ferromagnetic phase and evidence of phase coexistence of the antiferromagnetic and 
ferromagnetic phases. 
Wu et al [6] used variable temperature MFM to image the manganite LPCMO 
(La5/7.6Pr0.4MnO3). The results showed a supercooling of the first order antiferromagnetic to 
ferromagnetic transition. This suggests that a low temperature spin glass state is not formed, 
but the properties are associated with the metastability of the supercooled first order transition.  
Soibel et al [7] imaged a vortex lattice in a superconductor and the first order solid liquid 
transition using magneto-optical imaging. Soibel et al showed local variations led to the 
broadening of the measured properties of the global phase transition. The images on warming 
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and cooling showed regions where the transition was reversible and local supercooling was 
observed.  
Roy et al [8] measured a Ru doped CeFe2 alloy with a first order antiferromagnetic 
ferromagnetic phase transition. Hysteresis and phase coexistence was observed through the 
phase transition using Hall probe measurements. The Hall probe measurements also showed 
a temporal variation with the ferromagnetic phase. The growth rate decreased with additional 
Ru doping which was attributed to the control of the nucleation and growth with disorder.  
Microscopic imaging techniques enable the phase diagram of the material to be examined on 
a local level, with a limited sample volume reducing the influence of sample inhomogeneity of 
the material. Local probe measurements therefore allow the nature of the phase transition to 
be investigated, overcoming the averaging that may hinder the observation of the phase 
transition in a bulk measurement.  
1.1.2.3 Spin reorientation 
As described above, the spin reorientation transition is an order-order transition with the 
direction of the easy axis of magnetisation changing from one direction to a different direction. 
A phase transition associated with a spin reorientation occurs where two phases correspond 
to magnetic moments pointing in two different crystallographic directions. The phase transition 
occurs when there is a change in the most stable easy axis of magnetisation.  
Phase transitions can be understood using thermodynamics. The transition point corresponds 
to the condition where both phases are in equilibrium, with the energy of both states equal. 
The spin reorientation transition occurs naturally in many materials and is driven by the change 
in anisotropy that is associated with changes in the crystallography, shape, or electronic 
structure.   
Spin reorientation can be observed in a number of materials including rare earth orthoferrites 
[9-11], intermetallics [12, 13] and manganites [14]. The nature of the spin reorientation can be 
determined from the change in properties measured using microscopic measurements, for 
example magneto-optical imaging [13, 15], magnetic force microscopy [14]  and electron 
microscopy [16, 17], and bulk measurements including specific heat and magnetometry 
measurements [10, 12, 18-20].  
The spin reorientation in thin films has been studied extensively [21-27], where the underlying 
driving force for the spin reorientation transition is the shape anisotropy associated with the 
film thickness. The magnetic anisotropy of a thin film can be separated into anisotropies 
associated with the bulk and surface of the film. The surface anisotropy is associated with the 
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difference in strain at the surface and the electron orbitals of the outer atoms not within the 
lattice. In ultrathin films the surface anisotropy dominates over the volume anisotropy. The 
volume anisotropy increases relative to the surface anisotropy as the thickness of the film 
increases, inducing a spin reorientation. The surface anisotropy leads to the moment out-of-
plane, with an increase in film thickness the easy axis moves from out-of-plane to in-plane as 
the volume anisotropy dominates. The spin reorientation occurs at a critical thickness where 
the volume and surface contributions to the anisotropy are equal [28]. 
Where the easy axis of the bulk material corresponding to the thin film has an out-of-plane 
easy axis there can be a second spin reorientation [29]. The shape anisotropy and domain 
wall energy will dominate for thin films compared to the magnetocrystalline anisotropy, 
therefore driving the moments to align in the plane of the film. Increasing the thickness of the 
film reduces the influence of the shape and there is an out-of-plane easy axis, as observed in 
cobalt thin films [23]. 
The rotation of the magnetic moment can be induced by changes to the conditions of the 
material, for example temperature. The change in environment alters the most stable easy 
axis of magnetisation. The nature of the spin reorientation can be either discontinuous, as 
observed in a first order phase transition, or continuous. For example, in a second order phase 
transition with the moment rotates continuously and the derivative is discontinuous [30]. 
The ability to distinguish between a gradual spin reorientation (second order) and a 
discontinuous transition (first order) can be difficult when investigating bulk samples. The 
temperature of the phase transition can be dependent on the local conditions, making the 
phase transition susceptible to small variations in the sample. Kuz’min et al [12] examined the 
effect of a variation in the titanium content in DyFexTi. The small compositional variations 
within the crystal led to a variation in the first order transition temperature. The effective 
averaging of the large number of transition temperatures gave the transition a continuous 
appearance, thus not allowing the first order nature of the transition to be observed. The 
influence of sample defects, such as those that are compositional and or crystallographic, will 
influence the magnetic behaviour of the material. The measurements of a non-perfect sample 
will therefore introduce an averaging of a number of transitions, and thus lead to a ‘blurring’ of 
the transition.   
The domain structure through the spin reorientation has been investigated for DyFe11Ti. The 
images, shown below in Figure 5, show Kerr microscopy through the transition temperatures. 
Kerr microscopy is an optical measurement using the change in the polarisation of the light 
reflecting depending on the magnetisation direction of the magnetic domain. The polarised 
light is rotated by the magnetic domain, the image from a Kerr microscope reflects the rotation 
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of the polarisation the reflected light and therefore provides information on the direction of the 
magnetic moment of a domain. The information about the magnetic domain structure using a 
Kerr microscope is limited by the resolution of the optics. Due to these limitations the 
mechanism of the transition is unclear and therefore does not help the debate on whether the 
transition is first or second order. Further images obtained on a single crystal by Pastushenkov 
et al [13] show neighbouring images with easy cone and easy axis domain patterns, 
highlighting the dependency of the spin reorientation on the composition or stress as 
suggested by Kuz’min et al [12]. 
 
Figure 5: The change in domain structure is shown in Kerr microscope images on DyFe11Ti 
whilst cooling through two second order spin reorientation transitions at 260 K and 155-
110 K. The images show the domain structure at (a) 290 K (b) 260 K, (c) 245 K, (d) 248 K, 
(e) 195 K, (f) 9 K [13]. 
The spin reorientation in the manganite La1.36Sr1.64Mn2O7 has been investigated using 
magnetic force microscopy (MFM) by Huang et al [14]. MFM imaging scans a magnetic tip 
across the surface to determine the magnetic domain structure; MFM will be described in 
detail in section 2.1.1. The rotation of the easy axis from the c-axis to the ab plane around 
80 K was investigated by Welp et al [15] with a branched domain structure at low temperatures 
observed. The change in the anisotropy constant was attributed to changes in the 
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magnetocrystalline and dipolar anisotropies. However, details of the driving force or nature of 
the transition were not given. The MFM images by Huang et al [14], Figure 6, show a gradual 
change in the domain structure from 78 K to 85 K with the loss of the distinct branched 
domains. At 88 K the moments rotate into the plane with an in-plane domain structure. The 
nature of the spin reorientation remains unclear from the MFM images. The MFM images show 
a gradual change in the magnetic domain structure and it is not possible to establish whether 
coexistence is visible; the image obtained at 88 K shows a feature leading to contrast in the 
bottom left of the image. This feature may be associated with sample variation across the 
surface or phase coexistence. The characteristic properties of a first order phase transition 
are not clearly observed in the MFM images, a gradual change in the domain structure is 
observed and evidence of the high and low temperature phase coexistence is inconclusive. 
The nature of the phase transition is therefore unclear.  
 
Figure 6: MFM images on an 8x6 µm area of La1.36Sr1.64Mn2O7 showing the rotation of the 
moment from the c-axis to ab plane with the spin reorientation between 85-88 K [14]. 
Spin reorientations have been observed in other materials including ferrimagnets. The spin 
reorientation in a ferrimagnetic material was examined generally by Horner et al [31]. The 
order of the transition was found to be dependent on the sign of the anisotropy constant K2, 
with a positive value giving a second order transition and negative a first order rotation [31]. 
? ? ?? ? ?? ???? ? ? ?? ???? ? 
where F is the free energy, F0 is a constant, the K1 and K2 are anisotropy constants 
and θ is the angle between the magnetisation and the c axis 
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1.1.2.4 Driving force for spin reorientation  
The spin reorientation can be driven by any change in the magnetic anisotropy of the crystal. 
As described above, the total magnetic anisotropy is a combination of the anisotropy of the 
atomic-scale crystal structure and the anisotropy associated with the shape of the crystal. The 
easy axis of magnetisation is driven by a change in the total anisotropy of the crystal and 
therefore the spin reorientation may be driven by a change in any of the components of the 
anisotropy.  
The spin reorientation for a single crystal will not be driven by a change in the shape anisotropy 
as any change in the shape, driven by thermal expansion, is likely to be very small. The spin 
reorientation in single crystals is driven by changes in magnetocrystalline and exchange 
anisotropy.  
1.1.3 Magnetic anisotropy 
Previous work on Fe3Sn2, as outlined in section 1.2, described a spin rotation with temperature 
with the easy axis of magnetisation moving from the c-axis to the ab plane on cooling. This 
section will now outline the magnetic anisotropy leading to a preferred orientation of the 
magnetic moment and previous work on other materials concerned with spin reorientation 
transitions.  
The magnetic anisotropy of the material is a property of the material that determines the lowest 
energy orientation for the magnetic moment. The magnetic anisotropy of a material is 
dependent on the combination of the physical shape and fundamental properties of the crystal 
[32]. The various origins of anisotropy in a material and the reasons for which the anisotropy 
of the material will change will be described in this section.  
The magnetic anisotropy can be separated into an anisotropy driven by the fundamental 
material properties e.g. magnetocrystalline and exchange anisotropy, and properties 
originating from the geometric properties of the material such as shape anisotropy and 
magnetoelastic anisotropy. Equation 1 below shows that the total anisotropy is a combination 
of each type of magnetic anisotropy. 
?????? ? ??????????????? ? ?????????????????? ? ?????? ? ?????????       Equation1 
Magnetocrystalline anisotropy originates from the spin-orbit coupling between the spin and 
orbital angular momentum of an electron. Since the electron orbits are linked to 
crystallographic directions, spin orbit coupling leads to certain crystallographic axes being 
more favourable for the magnetic moment to align. The crystal symmetry of a crystal will 
influence the anisotropy. Crystals with a high symmetry, such as cubic crystals, will have a 
low anisotropy due to the energy difference between magnetic moment orientations being 
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small. Lower symmetry crystals have a generally greater discrepancy in energy of the moment 
orientation and therefore have a larger anisotropy.   
Exchange anisotropy drives the magnetic moment towards a preferred direction due to the 
exchange interaction between the atoms. The exchange interaction between the magnetic 
moments defines the behaviour of the material and can be described using the magnetic 
susceptibility.  The exchange interaction can be in the form of a magnetic dipole-dipole 
interaction due to the interaction between two magnetic dipoles. Direct exchange is an 
interaction between two neighbouring atoms controlling the configuration of electrons within a 
shell and this leads to neighbouring electrons aligning in the lowest energy configuration. 
Indirect exchange occurs between magnetic ions through an intermediate atom, the RKKY 
interaction is an example of a long-range oscillatory indirect exchange. Another exchange 
interaction is the Coulomb force between the electrons that is an electronic repulsion of like 
charges; this leads to electrons not occupying the same orbits.  
Shape anisotropy leads to a preferred magnetic moment orientation that’s dependent on the 
shape of the sample. This originates from the demagnetising field, described below, and is 
more prominent in materials with highly non-symmetric geometries such as thin films. Thin 
films, due to the very small thickness, will have a very large demagnetising field when the 
external magnetic field is perpendicular to the plane of the film and therefore the anisotropy is 
highly dependent on the shape anisotropy.  
The demagnetising field refers to the magnetic field generated inside a ferromagnetic material 
by the magnetisation within the sample. The demagnetising field acts to minimise the internal 
magnetic field in the sample. The demagnetising field (Hd) depends on the shape of the 
sample, as illustrated in Figure 7.  
 
Given ?? ? ? ? and ? ? ???? ???     ??? ? ???? 
Figure 7: Schematic diagram showing the dependence of the demagnetising field on the 
geometry of the sample. The plate shape sample (left) has a larger area perpendicular to the 
applied magnetic field; it has a larger magnetisation and a larger demagnetisation field due 
to the relationship between the magnetisation and the demagnetising field.  
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The divergence of the magnetisation, M, is large at the surfaces of the sample, due to the 
boundary between the ferromagnetic and non-ferromagnetic material. The boundaries are 
therefore critical to the demagnetisation of the sample. In the case of a thin plate with two 
surfaces perpendicular to the external field being close together the demagnetising field is 
significant, whereas in the case where the surfaces and divergence of the magnetisation are 
a large distance away the demagnetising field will be very small.  
The magnetoelastic anisotropy describes the dependence of the magnetic anisotropy on the 
deformation of the crystal. As the crystal structure of the material is deformed the easy axis of 
the material can be altered. 
1.2 Introduction to Fe3Sn2   
In this section the material that will be studied, Fe3Sn2, will be described and the previous 
work undertaken on this material reviewed.  
1.2.1 Why study Fe3Sn2? 
Fe3Sn2 is a layered hexagonal crystal comprising a bilayered Kagome structure separated by 
a layer of tin. The Kagome bilayers have an interplane spacing of 6.69Å and the Kagome 
structure comprising equilateral triangles with iron bond lengths 2.732Å and 2.582Å. The 
crystal structure is shown in Figure 8 below, with the equilateral triangles corresponding to 
bond lengths 2.732Å and 2.582Å in blue and red respectively [33].
 
Figure 8: Diagram showing the crystal structure of Fe3Sn2 with iron tin layers separated by 
tin, with multiple Kagome layers (left) and a single Kagome layer (right) [33]. 
The Kagome lattice structure has a number of magnetic interactions, for example, iron-iron 
and iron-tin coupling as well as a variation in both length. The competing exchange 
interactions may lead to a magnetically frustrated structure. Previous work by Fenner et al [33] 
proposed evidence of the formation of a non-collinear spin state on cooling.  The potentially 
complex magnetic interactions in this material arising from the Kagome structure and presence 




1.2.2 Previous work on Fe3Sn2 
The magnetic properties of Fe3Sn2 were initially studied using Mössbauer spectroscopy and 
magnetometry [34-37]. Fenner et al [33] have recently investigated the magnetic properties of 
Fe3Sn2 powder samples with the results showing signs of possible magnetic frustration and a 
spin glass transition at 80 K. 
The spin rotation with temperature in Fe3Sn2 has been investigated in powder samples using 
magnetometer measurements by Le Caer et al [34, 35] and more recently by Fenner et al [33]. 
Fenner et al used SQUID magnetometry and x-ray diffraction experiments to investigate the 
change in magnetic behaviour with temperature and proposed that the material undergoes a 
spin glass transition at 80 K. 
The electrical properties of Fe3Sn2 in the powder form have also been investigated recently. 
The anomalous Hall effect was measured using a pressed powder sample by Kida et al [38].  
The results showed a very large anomalous Hall voltage, which was attributed to the magnetic 
frustration arising from the Kagome lattice of Fe3Sn2.  
The behaviour of Fe3Sn2 with temperature and any evidence of a phase transition in the 
previous work will now be outlined. The ferromagnetic behaviour of Fe3Sn2, due to the 
magnetic exchange interaction aligning the magnetic moments, leads to a phase transition at 
the Curie temperature where the thermal energy leads to the random alignment of moments. 
The Curie temperature measured recently by Fenner et al [33] using SQUID magnetometry 
confirmed previous results from Trumpy et al [37] (Tc=612 K) and Le Caer et al [35] (Tc=657 K) 
with a Curie temperature of ~640 K. The change in magnetic susceptibility measured by 
Fenner et al on powder samples is shown in Figure 9 below. The susceptibility data shows a 
large increase at the Curie temperature as the random orientations of the magnetic moments 




Figure 9: SQUID magnetometry on powder Fe3Sn2 showing the variation in the measured 
magnetic moment with temperature with measurements made after cooling in without an 
applied magnetic field (zero field cooling) and with an applied field (field cooled) [33]. 
The rotation of the magnetic moments can be determined from the magnetometry results on 
powder samples of Fe3Sn2, the random orientation of the crystal axis means that the change 
in orientation of the magnetic moment will be determined statistically. Figure 10 shows a 
schematic representation of a powder sample, with a random c-axis direction, split into an x, 
y and z axis. The powder sample comprises nx, ny and nz crystals with the c-axis along x, y 
and z respectively. The powder will be randomly oriented and therefore it can be assumed 
that the powder sample with nx, ny and nz representing the proportion in each axis and each 
corresponding to a third of the total population. 
 
Figure 10: Schematic diagram showing the mixture of crystal orientations in a powder 
sample (left) with each crystal (right) with the Kagome plane randomly oriented. 
The crystallographic structure of Fe3Sn2 is likely to lead to a significant anisotropy within the 
plane, therefore the magnetic moment has no preferential orientation and would be expected 
to rotate into a random orientation in the Kagome plane. When the magnetic moment has 
rotated into the Kagome plane it can be approximated to have an equal number of moments 
in the x-direction and y-direction. A schematic diagram representing a measurement of a 
powder sample with the moment in the c-axis and Kagome plane is shown below in Figure 11.  
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When the easy axis is along the c-axis, as shown in Figure 11 (a), the magnetic field is aligned 
to the applied field in one of the three possible directions. An in-plane easy axis has two 
crystals with 50% of the moments oriented with the field and therefore a total of a third of the 
moments are aligned to the field.  
 
Figure 11: Schematic representation showing a magnetic measurement with (a) the 
magnetic moment in the Kagome plane and (b) the moment in the c-axis. 
The increase in magnitude of the susceptibility on cooling is therefore not a function of the 
powder averaging. The particles of the powder sample can be assumed to be spherical, as 
such the influence of the demagnetisation factor will be insignificant. The change in magnitude 
is therefore due to the rotation of the moment in the Kagome plane. When the moment is in 
the plane the moment can rotate in the plane to align with the field. In contrast, a rotation of 
the moment to align with the field when the moment is along the c-axis would require the 
moment to rotate into the plane of the crystal. The ease of rotation within the plane would lead 
to two of the three orientations having the moment align with the field when the moment is in 
the Kagome plane, accounting for the approximate doubling of the signal as the sample is 
cooled and the moment rotates into the plane. This confirms that the anisotropy within the 
Kagome plane is very small. 
The magnetometry data in Figure 9 has an increase in the gradient at 520 K; this was 
described as the temperature at which the spins start to move into the basal plane [33]. The 
gradient continues to increase to a temperature of 60 K, below which the susceptibility starts 
to decrease.  The rate of change of the susceptibility with temperature increases below 300 K, 
suggesting that the rotation of the magnetic moment increases on cooling below 300 K. The 
powder susceptibility data shows a gradual change in the gradient of susceptibility with no 
sharp transition points. The averaging of measurements on a powder sample make the nature 
of the spin reorientation transition difficult to determine.   
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Earlier work by Le Caer et al [34-36] and Trumpy et al [37] used neutron diffraction and 
Mössbauer spectroscopy to analyse the magnetic behaviour of Fe3Sn2. Mössbauer 
spectroscopy, which uses the emission and subsequent absorption of gamma rays from the 
nuclei, investigates the local environment of the nuclei. Changes in the local environment, 
such as the magnetic field, will lead to changes in the energy levels of the nucleus and 
therefore alter the gamma ray.  
Trumpy et al [37] examined various iron-tin intermetallic compounds using Mössbauer 
spectroscopy. The work on Fe3Sn2 showed the hyperfine field due to the magnetic moment 
was aligned in the opposite direction to the applied magnetic field. The alignment of the Fe 
and Sn hyperfine fields demonstrates the ferromagnetic alignment of the moments from iron 
and tin in Fe3Sn2. The Mössbauer spectroscopy data showed evidence of a transition at 114 K 
in Fe3Sn2. At room temperature one hyperfine field was visible in the Mössbauer spectrum 
and at 77 K two hyperfine fields were present. The transition point between one and two 
hyperfine fields was measured at 114 K. The hyperfine field was also dependent on the 
applied field at room temperature and the application of a 4 T field led to the splitting of the 
hyperfine field.  
The work by Le Caer further examined Fe3Sn2 using Mössbauer spectroscopy [34, 35] and 
neutron diffraction [36]. Le Caer et al found evidence of a spin rotation below 220 K although 
no evidence was found of the transition point described by Trumpy et al [37]. Le Caer’s 
Mössbauer data suggested that each spin rotation was abrupt and that a continuous transition 
was observed due to the increasing fraction of moments having flopped into the ab plane. The 
magnetisation curves with various fields showed a separation of the warming and cooling 
curve in the measured moment, although the warming and cooling curves do not form a closed 
loop. The neutron diffraction experiment undertaken by Malaman et al [36] found the spin 
rotation occurs between 250 and 60 K with the spins in the ab plane below 60 K, although 
details of the nature of the spin rotation were not provided by Malaman et al. This paper also 
refers to a single crystal measured using a magnetometer, showing an easy axis along [001] 
at room temperature and in the plane at low temperatures, although no details or results of 
the work on single crystal Fe3Sn2 were provided. A later Mössbauer and magnetometry study 
by Le Caer et al [34] further examined the spin rotation into the Kagome plane on cooling, 
suggesting maximum spin rotation occurred at around 100 K.  
The previous work on Fe3Sn2 is not conclusive with regard to the nature of the change in 
magnetic behaviour with temperature. The nature of the spin rotation is unclear with the 
neutron diffraction data indicating a gradual rotation of the moment while the Mössbauer data 
suggests a mechanism where the moments flop into the plane with the proportion in the 
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ab plane increasing on cooling. The reason for a wide range of temperatures over which the 
spin rotation was observed was unknown but a possible explanation due to internal defects or 
particle size [34, 35] and a weak temperature dependence of the exchange anisotropy was 
proposed [36]. The evidence for the spin glass phase transition proposed by Fenner et al [33] 
is not conclusive and the averaging of crystallographic directions using powder samples 
makes any phase transition less clear. The nature of the transition observed by Trumpy et al 
[37] is unclear and the lack of reproducibility in further measurements by Le Caer makes it 
difficult to draw conclusions. 
The limitations of measurements on a powder sample make any determination of the nature 
of the spin reorientation difficult with an effective averaging over a large number of samples. 
A single crystal measurement limits the effect of averaging on the magnetic properties due to 
variations between crystals. The averaging of measured properties is a fundamental problem 
for all bulk measurements. The measurement of a phase transition on a single crystal with a 
variation in properties within the crystal will require a local measurement of the sample such 




2. Background theory to experimental techniques 
2.1.1 Magnetic Force Microscopy (MFM) 
2.1.1.1 Domain theory 
The exchange energy drives the magnetic moments to align in a ferromagnet. However, a 
uniform alignment of the moments can lead to very large stray fields from the material. Multiple 
magnetic domains, where a domain is a region with the magnetic moments oriented in a 
uniform direction, are formed to minimise the total energy of the system. 
The domain pattern formed by a ferromagnetic material is the lowest energy arrangement of 
the magnetic moments. To understand the driving force for the domain structure the energy 
of the system must be understood. The total energy for the formation of a domain was 
described by Landau-Lifshitz [39], as shown below: 
ETotal = EMagnetostatic + EMagnetostrictive + EMagnetocrystalline + EExchange+ EZeeman 
The domains are separated by regions called domain walls where the orientation of the 
magnetic moment gradually rotates. The domain wall energy is the energy associated with the 
formation of the domain wall and is due to a combination of magnetocrystalline energy from 
deviations of the magnetic moment away from the easy axis and from the exchange energy 
associated with misalignments between neighbouring moments.  
The properties of the domain walls are dependent on the material. There are two primary types 
of 180° domain walls as illustrated below: the Bloch wall where the rotation of the moments is 
perpendicular to the plane of the wall and the Néel wall with the rotation axis in the plane of 
the wall. The Néel wall is commonly observed in thin films where there is a strong shape 
anisotropy driving the moment into the plane. The demagnetising field associated with the 
shape of the thin film will increase the energy of the ‘out-of-plane’ Bloch wall in thin films [40]. 
As described above in section 1.1.1, shape anisotropy associated with the film thickness can 
lead to a spin reorientation transition due to a change in thickness. The domain wall width is 
dependent on the exchange energy and the magnetocrystalline energy. The exchange 
coupling will drive the magnetic moments to align, therefore favouring a very wide wall with a 
small change in angle between neighbouring moments. The magnetocrystalline anisotropy 
energy will be larger for moments misaligned to the easy axis and thus is higher for a large 




Figure 12: A schematic diagram of a domain wall showing the 180o rotation of the magnetic 
moments, represented by arrows, in (a) Bloch wall and (b) Néel wall. 
The formation of multiple domains and the change in energy is illustrated in Figure 13 below. 
In step 1, the single domain is split into two domains with moments in the opposite orientation. 
The creation of the domain wall has an energy cost but there is also a reduction in 
magnetostatic energy through reducing the stray field. Step 2 shows a further refinement of 
the domain structure. The formation of a closure domain reduces the magnetostatic energy 
but also leads to the formation of more domain walls and domains with the moment away from 
the easy axis.  This example shows how the formation of the domain structure is an energy 
balance between forming domain walls that have an energy cost compared to the reduction 
in stray field that has a large energy benefit. 
 
Figure 13: A schematic diagram showing the formation of domains within a sample with the 
magnetic moments in each domain aligned, represented above by an arrow in each domain. 
The formation of more domains from left to right leads to a reduction in stray field. 
2.1.1.2 Branched domain structure  
There are a number of types of domain structures. The following section will describe the 
distinctive branched domain structure observed in Fe3Sn2.  
Branched domains are formed in highly anisotropic materials where the energy cost to form a 
domain that is away from the preferred magnetisation direction leads to the formation of a 
structure of progressively refined domains towards the surface. The reduction in the stray field 
in highly anisotropic materials cannot be achieved by forming domains parallel to the surface. 
The stay field is therefore minimised by refining the out-of-plane domains, with the energy cost 
in formation of domain walls less than that associated with the reduction in stray field. A 
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schematic illustration of the domain structure and the refinement towards the surface is shown 
in Figure 14 below. 
 
Figure 14: A schematic illustration of the branching of the domain structure at the surface of 
a crystal. The crystal has divided into a number of smaller domains to reduce the stray field 
emanating from the sample surface, with the orientation of the magnetic moment 
represented by the arrow in each domain. 
Figure 14 shows the branching with a domain structure and how the distinctive dendritic 
domains on the surface are formed. The degree of branching of the internal domains is 
dependent on the thickness of the crystal. The surface domain structure reflects the internal 
branching with the length scale of the domains observed on the surface dependent on the 
degree of branching. The dependence of the surface domain structure is described below with 
reference to Figure 15. The formation of a fine domain structure towards the surface leads to 
a reduction in the stray field but an increase in the domain wall energy with greater length of 
domain walls. 
 
Figure 15: Domain image of the branched domain structure on two samples, (a) cobalt 
sample and (b/c) NdFeB sample, showing the branching through the thickness and the 
surface domain structure [41]. 
The variation of the domain structure in the volume of the crystal leads to a thickness variation 
of the surface domains [41, 42]. The image in Figure 15 shows a cross sectional view of the 
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crystal. The formation of this surface is likely to alter the internal domain structure. Manke et 
al [42] examined the domains through the volume using neutron tomography, avoiding the 
creation of a surface and altering the domain structure. The thickness dependence of the 
branched domain structure has been analysed on cobalt crystals, with the length scale of the 
branches measured as a function of crystal thickness. The thickness dependence originates 
from the energy balance of the domain structure with the energy cost of the domain walls 
balanced with the reduction in stray field.    
2.1.1.2.1 Cobalt domain structure 
The domain structure of cobalt is typical of a branched domain structure. The domain structure 
of cobalt has been extensively studied [41, 43-46]. This section will review the work conducted 
to analyse the domain structure of cobalt to magnetic structure that leads to the dendritic 
surface domains. 
 
Figure 16: A series of magnetic domain images of the same scale showing a thickness 
dependence measurement measured on a wedge shaped cobalt crystal with the length 
scale of the domain structure dependent on the thickness (D) of the sample [41]. 
The branched magnetic domain structure of cobalt shown in Figure 16 was measured using 
Kerr microscopy [41]. The images show the variation of the length scale and degree of 
branching of the domain structure with thickness.  
Unguris et al [44] examined the magnetic structure of the surface of cobalt using an SEM with 
polarisation analysis (SEMPA), the resolution of the image using this technique is greater than 
that using a Kerr microscope because it is not limited by the wavelength of visible light. The 
two polarisation analysers allowed the in-plane and out-of-plane magnetisation to be imaged. 
The image of the out-of-plane polarisation shows a typical dendritic pattern associated with a 
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branched domain structure.  The in-plane polarisation image shows the x and y components 
of the moment; the contrast observed suggests a closure domain pattern.  
 
Figure 17: Measurement of cobalt (0001) using SEMPA, top: 18 µm wide images of 
magnetic moments in (a) x axis, (b) y axis, and (c) z axis. Bottom: magnetic moment 
direction calculated from the bottom left of the Mx and My  data [44]. 
The very small penetration depth (1 nm) of the SEMPA technique compared to Kerr 
microscopy was suggested as an explanation for the difference between these results and 
those observed with Kerr microscopy.    
The cobalt domain structure has also been investigated by Ding et al [45] using both MFM and 
spin polarised STM (SP-STM).  The image from Ding et al shows a branched domain structure 
with sharply tipped domains.  The SP-STM images showed the tips of the domains form a 
sharp point, this is not observed in the MFM image due to the limits to the resolution. 
 
Figure 18: Images of the cobalt (0001) domain structure, left: MFM image of the Cobalt 
(0001) domain structure, right: comparison between (a) MFM and (b) SP-STM [45]. 
The origin of the observed sharp domain walls can be explained by considering the overall 
domain structure of the material shown in Figure 19 [46]. The formation of closure domains 
has been suggested to explain the sharp domains observed using SP-STM. The specific 
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domain structure is dependent on the inherent material properties and, although there are 
characteristic domain structures, the energy balance will be different for each material. 
Forming closure domains and the reduction in stray field may lead to reduction in the energy 
of the system. 
The example of cobalt highlights the difficulty in interpreting domain structures as well as the 
limitations of imaging techniques. The interpretation of domain images must be carefully 
considered with the limitations of the technique in mind.  Ding et al [45] demonstrated the 
differences between the resolution of MFM and SP-STM techniques, the fundamental 
difference in the nature of the two techniques must also be considered when comparing these 
results.  As described below MFM images measure the change in the stray field at a given 
height above the surface and the stray field reflects the underlying domain structure whereas 
SP-STM is a direct measurement of the magnetic moment orientation in the domain. 
 
Figure 19: Schematic domain image showing the formation of closure domains on the 
surface leading to thin magnetic domain walls on Cobalt [46]. 
The previous work on cobalt is not conclusive on the domain structure that leads to the 
branched structure observed. The results from Ding et al [46] would suggest a mixture of out-
of-plane domain and closure domain lead to the formation of a sharp dendrite like structure. 
The results above are for a cobalt crystal with a branched domain structure and it is not known 
how applicable the results are to other branched domain structures, such as Fe3Sn2.  
2.1.1.3 Domain pinning 
A domain structure is pinned, for example by defects or crystallographic imperfections, when 
the domain walls are not able to overcome a pinning force and move on the crystal. The 
reduction in the length of the domain wall at a defect will lead to a pinning force. To unpin the 
domain an additional energy lengthening the domain wall is required. The pinning energy will 
lead to the pinned domain structure persisting in conditions that without the pinning force 
would not be stable, leading to a metastable arrangement of domains.  
The Barkhausen effect describes the influence of the pinning force on the domain structure 
with an applied magnetic field [47-49]. A magnetic hysteresis is observed when sweeping the 
magnetic field due to the pinning of the domain walls stabilising the original magnetic domain 
structure. As the applied magnetic field is swept from a positive to a negative magnetic field 
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the original domain structure, corresponding to zero magnetisation, is observed at a negative 
field. The negative field required to restore the original the domain structure, the coercive field, 
is the field required to overcome the pinning energy of the domain structure. The apparent 
smooth slope observed when changing the magnetic field comprises a series of small steps, 
with the small steps due to the domain walls moving and overcoming the pinning force. 
The change in magnetisation with field can be used to determine the magnitude of the pinning 
force on the domain structure. The size of the hysteresis loop indicates the degree to which 
the domain structure is pinned, with a large coercive field indicating that the domain structure 
is strongly pinned and a large field is required to overcome the pinning energy.  
Domain pinning will lead to the stabilisation of the original domain structure. The change in 
the domain structure will be dependent on the current domain structure, leading to a 
dependence of the properties on the history of the sample. 
2.1.1.4 Introduction to MFM 
The magnetic force microscopy (MFM) technique is based on the atomic force microscopy 
(AFM) technique used to image surface topography. The surface topography is imaged via 
the force between the tip and the sample surface and the longer-range magnetic force 
distinguished from topographical features.  
MFM measures the local magnetic field emanating from a ferromagnetic material using a 
magnetic tip with sharpness defined by the radius of the apex of the tip, which is of the order 
of tens of nanometres. Commercial MFM tips are generally AFM tips coated with cobalt 
chromium. The magnetic coating determines the tip coercivity, the magnetic field required to 
demagnetise the tip, indicating the stability of the magnetic moment of the tip during scanning. 
The influence of the tip will be further discussed in the context of the MFM images obtained in 
section 2.1.1.5.1. As the magnetic tip is moved across the surface of the ferromagnet, the 
interaction of the magnetic tip with the local magnetic field allows the mapping of the domain 
structure of the ferromagnet. 
2.1.1.4.1 How AFM/MFM works 
The topographical force (AFM) or magnetic force (MFM) between the sharp tip and the surface 
allows the surface to be probed by scanning the tip across the surface, thus building an image 
of the tip sample interaction on the surface. The position of the tip is therefore an important 
parameter to be determined when using a scanning technique that either deflects the 
cantilever when operated in contact mode or shows a change in the tip vibration when 
operated in tapping mode. The tip position can be determined by reflecting a laser off the top 
of the cantilever to measure the position of the reflected laser signal or by measuring the 
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intensity of the superposition of the original signal with the reflected light. The methods for tip 
position measurement are outlined in Figure 20 showing both the reflection method, typically 
using in room temperature MFM system for example in a National Instruments system and the 
interferometer method used in the Attocube low temperature system.  The deflection method 
determines the position of the tip from the position of the laser spot on a photo detector that 
changes when the tip is deflected. 
 
Figure 20: Schematic diagram showing the two main methods for determining the tip position 
(a) reflection of the laser by the tip (b) superposition of the input and reflected laser signal. 
The alternative method of detection is by using an interferometer, where the deflection of the 
tip leads to a change in the spacing between the optical fibre and back of the cantilever as 
explained further below in Figure 21. 
 
Figure 21: Schematic diagram showing the distance of the optical fibre relative to the tip (left) 
and the resultant change in intensity with the change in position of the tip due to the 
superposition of the input and reflected light from the cantilever (right). 
??????????????? ? ?? ??????? ??? ?????? ? ??  Equation 2 
??= incident amplitude, ??= reflected amplitude, ?= phase difference between incident and 
reflected wave.  
The phase difference, ?, between the incident and reflected wave is dependent on the 
distance between the tip and optical fibre. The total amplitude dependent on the amplitude of 
the incident and reflected light and the phase difference between the incident and reflected 
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light (see Equation 2).  As shown in Figure 20, the change in the tip fibre distance leads to 
constructive interference (incident and reflected waves in phase) when the distance between 
the coupler and the back of the tip is an integral number of half wavelengths (nλ/2) and 
destructive (input and reflected waves out of phase) for (n+1/2)λ/2. The intensity of the light is 
monitored using a photodetector to give a voltage output indicating the light intensity. The 
interferometer method is a very sensitive method for determining the tip position with a small 
change in distance of λ/4 (≈250 nm) giving a large change in the intensity of the signal.  
The measured voltage from the photo detector, representing the light intensity, depends on 
the tip position relative to the fibre as described above. The voltage signal (V) for the oscillation 
of the tip can be converted into the distance using the etalon above. The wavelength for the 
change in amplitude of the etalon signal is λ/2.  
? ? ?? ? ???? ????′??    Equation 3 
where k’ is the wave vector of the etalon response and xn is the difference in the path of the 
light, x the displacement of the tip (xn = x/2), Vamp is the amplitude of the oscillating voltage.  
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      Equation 4 
The two primary methods of imaging the surface of a material, contact and tapping mode, are 
outlined below. The topography is measured with the tip in contact with the surface by 
determining the deflection of the tip.  Alternatively tapping mode measures the response of 
the tip oscillation whilst scanning the surface. Tapping method has a lower risk of damaging 
the tip with the smaller lateral force on the tip compared to contact mode. 
 
Figure 22: A schematic diagram of a tip passing over a surface feature during an AFM scan 
in contact mode. The tip is deflected as it passes over the surface feature and remains in 
contact with the surface during the scan. 
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Contact mode AFM images the surface structure through the deflection of the tip. The figure 
above illustrates the reaction of the tip moving across a topographical feature with the degree 
of bending of the cantilever, indicating the height of the surface, determined using the laser 
reflection from the back of the cantilever as described above.  Contact mode AFM leads to an 
increased risk to the tip, possibly reducing the sharpness of the tip apex and ultimately 
reducing the life of the tip with both lateral and vertical forces increasing the chances of the tip 
breaking.   
Tapping mode is an alternative method to contact mode AFM where the tip oscillates at a 
given frequency. The tip can be considered as a damped harmonic oscillator with a driving 
force provided by the oscillating dither piezo attached to the tip.  The general equation for the 






? ?? ? ?? ?????   Equation 5 
Natural frequency of the tip, ?? ? ??
?
?
 Equation 6 
where b describes the damping constant, m the mass of the tip, and k the spring constant. 
The oscillatory motion of the damped harmonic oscillator decays with an exponential function 
dependent on the damping coefficient. The damping of the tip will lead to an underdamped 
solution where the oscillations slowly decrease. The equation describing a driven harmonic 
oscillator is outlined in Appendix 1. 
The oscillation is sensitive to long-range forces, which decay away from the sample, with the 
force gradient dependent on the nature of the force. Imaging the relatively weak long range 
forces by oscillating the tip using a lock-in amplifier gives a greater signal to noise ratio 
compared to the deflection of the tip in a static mode and is therefore the preferred method of 
detecting long range forces.   
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?? ? ?? ?????   Equation 7     
              with a natural frequency ??′ ???
??????
?
    Equation 8 
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The tip is oscillated at a frequency close to the resonant frequency of the tip away from the 
sample. The shift in the resonant frequency of the tip due to the force gradient will lead to the 
tip oscillating at a frequency closer or further away from the altered natural frequency of the 
tip.  This leads to a change in both the oscillation amplitude and the phase, as illustrated in 
Figure 23 below.  The phase of the tip is a measure of the phase difference between the input 
oscillation driving the tip and the resulting oscillation of the tip. The change in phase provides 
the most sensitive mechanism for determining the force gradient of the long-range forces such 
as the van der Waals and magnetic force. 
 
Figure 23: Diagram showing how the change in resonant frequency of the tip leads to a 
change in both the oscillation amplitude and phase. Green = original oscilation signal, red = 
shifted oscillation signal due an attractive force, blue = shifted oscillation due to a repulsive 
force and the dashed line shows the driven oscillation frequency. 
The decaying repulsive force will give a negative force gradient and shift the resonant 
frequency to a higher frequency leading to an increase in the phase signal, as shown in 
Figure 24 below. The attractive signal gives a positive force gradient and gives a decrease in 
phase signal. 
 
Figure 24: A plot showing the change in the magnitude of the force with distance from the 




During tapping mode the tip oscillates with an amplitude of approximately 20 nm. The natural 
frequency of the tip is determined by sweeping the frequency of the applied force when the tip 
is withdrawn from the surface of the sample. An oscillation frequency lower than the resonant 
frequency, corresponding to an approximate drop of 20% in the oscillation amplitude, is 
selected to drive the tip.  
The oscillating tip will experience both van der Waals attractive force and repulsive Pauli 
interactions due to the overlap of electron orbitals from the tip and sample when close to the 
sample. The diagram in Figure 25 illustrates the force on the tip during the oscillation using 
the Lennard-Jones approximation (shown below) with the Pauli repulsion force falling with 
1/(distance)13 and van der Waals attraction falling with 1/(distance)7. This shows that only very 
close to the surface, of the order of a few angstroms, the repulsive Pauli force dominates and 
the majority of the range of the tip oscillation is in the attractive van der Waals regime. The 
force gradient due to the long-range van der Waals force on the tip will lead to a downward 
shift of the resonant frequency of the tip and therefore an increase in the oscillation amplitude 
as outlined above. The repulsive force due to the Pauli repulsion will shift the resonant 
frequency to a higher frequency and therefore reduce the amplitude of the oscillation.  




  Equation 9 
 
Figure 25: Diagram showing the forces on the tip during AFM tapping mode using the 
Lennard-Jones approximation with the red region at a distance of a few angstroms from the 
surface showing a repulsive force on the tip and the blue region an attractive force. 
The behaviour of the oscillation amplitude as the tip sample separation is reduced is shown in 
Figure 26. The experiment shows that the much greater force gradient from the Pauli force 
dominates the shift in the resonant frequency over the much smaller van der Waals force 
gradient even though most of the range of motion of the tip is in the attractive force regime. 
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The amplitude of the oscillations increases due to the attractive van der Waals interaction then 
reduces rapidly as the tip starts to experience Pauli repulsion from the tip and the resonant 
frequency of the tip is shifted to a higher frequency. 
 
Figure 26: Tip sample approach curve showing the change in oscillation voltage with 
distance moved on the Z axis changing the tip sample separation.  In this case, the tip was 
driven at a frequency just below the resonant frequency measured far away from the 
sample. 
The surface is imaged by maintaining the oscillation amplitude at a set level, corresponding to 
a constant shift in resonant frequency, with a feedback mechanism on the Z piezoelectric 
moving the sample vertically up and down keeping the position of the tip relative to the sample 
constant. The oscillation voltage, indicating the amplitude of the oscillation of the tip provides 
an error on the topography data, showing how the feedback mechanism responds to changes 
in topography by how constant the oscillation amplitude remains.  For example, when a sharp 
step is imaged it may not be possible for the feedback to react quickly enough to keep the 
oscillation voltage constant.  
 
Figure 27: Illustration of (a) the changes in the oscillation amplitude when moving over a 
surface feature and (b) the feedback mechanism keeping the oscillation amplitude constant 
by adjusting the tip sample separation with the dashed line representing the tip position 




Magnetic force microscopy (MFM) is a mode of operation of an AFM that allows the surface 
magnetic fields to be imaged using a magnetised tip. The imaging of the magnetic field from 
the sample is taken scanning in ‘non-contact’ mode, using long-range forces for imaging. 
When scanning close to the surface topographical features dominate the images, but as the 
distance between the tip and sample increases the force due to van der Waals interactions 
falls quickly as outlined by Casimir and Polder [50]. The magnetic force falls with distance less 
rapidly, therefore, as the tip sample distance increases the force on the tip is dominated by 
the magnetic force.  
The sharp magnetic tip is magnetised with the magnetic moment aligned along the z-axis. The 
sharpness of the tip means the magnetic moment of the tip can be considered as a dipole 
originating from an infinitesimally small point. The force on the tip can therefore be calculated 
with the formula below; 
? ? ??????    Equation 10 
The alignment of the magnetic moment of the tip with the z-axis means the tip is only sensitive 
to the z derivative of the magnetic field component in the vertical direction. The magnetic field 
strength from a region on the surface with aligned magnetic moments (magnetic domain) can 
be approximated to a current coil and the magnetic field calculated using Biot-Savart law. This 
approximation shows the magnetic field falls with 1/(distance)3 and therefore the force on the 
tip due to the magnetic field falls with 1/(distance)4. The dependence of the magnetic force 
with distance compared to the more rapid (1/(distance)7) decrease in van der Waals force 
means the magnetic force becomes the dominant long range force as the tip is moved away 
from the sample. Phase detection method is commonly used for MFM images. The changes 
in the phase difference allow the measurement of the force gradient due to the interaction of 
the magnetic tip with the local magnetic field from the sample. 
The MFM scan can be performed by first doing a topography scan and rescanning at a fixed 
height above the surface taking into account any changes in the height of the surface by 
recording the AFM trace first. This mode is also known as lift mode MFM. The second method 
is to first find the slope of the sample in both lateral directions, and then scan at a given height 





Figure 28: The different scanning methods to image magnetic domains are shown: (a) 
constant height above the surface (b) constant height above the surface illustrating potential 
problems when surface roughness is large (c) lift mode where the MFM scan retraces the 
topography at a given height above the surface. 
Figure 28 above shows the two main methods for undertaking MFM scans. Flyover mode 
leads to an increased risk to the tip if features with a greater height than the flyover height are 
on the surface, as shown in Figure 28 (b). Lift mode MFM provides greater certainty that the 
tip is at the required height above the surface, but has the disadvantage that strong magnetic 
interactions can get coupled into the topographical scan. Magnetically strong samples have a 
magnetic force that is comparable to the atomic force when the tip is ‘in contact’ with the 
sample, leading to magnetic information in the topographical scan. This influences the 
magnetic contrast with an attractive magnetic force lowering the net repulsive force on the tip, 
and as a result of the feedback, moving the tip closer to the sample. This leads to a reduced 
lift height for the attractive magnetic force and an increased lift height for the repulsive 
magnetic force.  The images in Figure 29 show the cross talk with the magnetic information 
observed in the topographical scan. The level of magnetic force picked up in the AFM trace 
can be reduced by altering the set point to decrease the sample-tip separation increasing the 
atomic force relative to the magnetic force.  However, this can lead to an increased risk of 




Figure 29: Images from a lift mode scan with an AFM scan of the topography (left) and a 
MFM scan of the magnetic structure (right). The cross talk of magnetic features in the AFM 
scan can be observed in the topographical image made with a magnetised tip.  
The MFM scan at a given height above the surface has competing atomic and magnetic 
forces, therefore the resulting MFM image is dependent on the scanning parameters such as 
the height above the surface for the magnetic scan. A smaller lift height increases the spatial 
resolution of the magnetic image, but at very small lift heights topographical features are 
observed in the image. The images in Figure 30 show the effect of the lift height on the 
resolution of the image, with the 30 nm lift increasing the spatial resolution of the image with 
the apex of the dendrite arms appearing more defined. The line profile of the two images 
shows a smaller width for the thin magnetically strong region and an increase in magnetic field 
strength as the tip sample distance is decreased, with the line profile showing a peak to peak 
phase difference of ~3 degrees for a 30 nm lift height, whereas the 70 nm lift height image 
shows a phase difference of ~2 degrees. This demonstrates the caution required when 




Figure 30:  MFM measurement of Fe3Sn2 showing the magnetic domain image (top) and the 
corresponding line profile (bottom). The features in the MFM image with a lift height of 30 nm 
(left) show a greater resolution than the features taken with a lift height of 70 nm (right). 
Dias et al [51] showed how the magnetic image varies on stainless steel as the lift height is 
varied. The images in Figure 30 show an increase in spatial resolution and topographical 
features in the magnetic image with smaller lift heights. The lines across the image observed 
in (a) are due to surface features; these are only observed in the magnetic image with lift 
heights of 5, 15, and 30 nm. The effect of lift height on the spatial resolution is demonstrated 
by the loss of the clarity of the finer details of the magnetic structure at lift heights beyond 
50 nm.       
 
Figure 31: MFM images showing the influence of lift height on the magnetic image of a 
duplex stainless steel with (a) topography (b) 5 nm (c) 15 nm (d) 30 nm (e) 50 nm (f) 80 nm 




The examples of the dependence of domain image on tip lift height demonstrates how the 
images formed can in some circumstances provide limited information on the magnetic 
structure, with the small scale details not always resolvable. The image of the Fe3Sn2 dendrites 
is an example of the MFM image giving limited information of the magnetic structure as it is 
unknown whether further detail is not being resolved, and therefore it is not possible to 
determine the true width of the dendrite arms. 
2.1.1.5 Tip parameters 
The force between the probe and the sample is highly dependent on both the sample and the 
probe itself. The magnetic force will change depending on the properties of the tip, such as 
the magnetic moment and sharpness.  Therefore, making comparisons between images using 
different tips is difficult. The image is also highly dependent on the sharpness of the apex of 
the tip, with the resolution determined by a function of the radius of the tip. A sharper tip is 
closer to the approximation of the magnetic dipole moment of the tip originating from an 
infinitesimally small point.  
The radius of the tip apex can limit the ability to image fine magnetic domains. The force on 
the tip measured during scanning is the net force from the sample. When a domain is smaller 
than the tip radius the force on the tip is from multiple domains, as shown schematically in 
Figure 32. This can lead to domains smaller than the tip radius and can lead to a measurement 
of the force from multiple domains, therefore making the individual domains difficult to resolve.  
 
Figure 32: Schematic diagram showing the limitations of a finite tip width for measuring the 
force from multiple magnetic domains.  The solid lines represent the magnetization, and the 
dashed lines represent the magnetic field lines. 
The influence of the magnetic tip itself must be considered when analysing and comparing 
MFM images. Using new sharp tips and small lift heights can optimise the measurement of 
fine domains, but resolution is limited and the smallest resolvable domain must be considered 
as the limit to the resolution.  
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The magnetic interaction between the tip and the sample is dependent on the properties of 
the tip. The strength of the magnetic field from the tip can vary between individual tips and 
therefore interpreting the magnitude of the signal measured using different tips is difficult. The 
magnetic field from the tip can be measured using bulk magnetometry, but the bulk 
measurement will not provide any information about the distribution of stray fields from the tip 
and is therefore of limited use. The changes in the tip during scanning must also be carefully 
considered. The sharpness of the tip will change during scanning, leading to a change in the 
stray field distribution from the tip. Any change in the tip condition must be considered when 
making comparisons between MFM images taken in sequence.  
2.1.1.5.1 Tip sample interaction 
During scanning, the magnetic moment of the scanning tip can provide enough magnetic field 
to move the magnetic domains of the sample if the energy to move the domains is low, i.e. if 
the sample is magnetically soft. The interaction can also lead to the change in the magnetic 
moment of the tip when the sample being scanned has a high magnetic field. This was 
investigated by Carl et al [52], where an external field was applied to reverse the magnetisation 
of the tip. The MFM image during reversal of the tip magnetisation is shown in Figure 33.  
 
Figure 33: An image with multiple MFM line scans with various applied magnetic fields 
showing the effect of an externally applied magnetic field on the tip magnetisation, with the 
tip switching magnetisation and influencing the MFM scan [52]. 
The influence of tip sample separation on a soft magnetic film is outlined by Hartman et al [53], 
and shown in Figure 34. The scan with a small tip sample separation led to an alteration in the 
domain structure of the sample, with the subsequent 910 nm scan showing a different domain 
pattern from the original one. This demonstrates how the tip altered the original domain 





Figure 34: MFM image (25 μm x 25 μm) of a YSmBiGaFe garnet film showing the influence 
of tip sample distance on magnetic domain structure with a tip probe separation of (a) 
910 nm (b) 520 nm (c) 390 nm (d) 910 nm [53]. The image corresponding to smallest tip 
sample distance (b) shows the greatest disruption in the magnetic domain image. 
The MFM images of the Fe3Sn2 show perturbations of the domain structure similar to those 
observed by Hartman et al [53]. The glitches are predominantly observed in the MFM scans 
in Figure 35. The image shown in Figure 35 was scanned along the X-axis, with a step along 
the Y-axis after completing the X-axis scan in both directions.  The glitches observed in the 
images of the magnetic structure manifest as shifts in the magnetic structure over a number 
of scan lines along the Y-axis, this indicates that the shift in magnetic structure is persistent 
for a period of time to enable a number of lines of the scan to be completed before the domain 
structure returns to the original position. 
 
Figure 35: An AFM image (left) and MFM image (right) of Fe3Sn2 taken during a lift mode 
scan, with perturbations in the MFM image (right) and no perturbations of the measured 
topographical features (left). 
The perturbations observed on the images in Figure 35 have shifted the position of the domain 
by a greater distance than the width of the domain itself and therefore the shift is much greater 
than the tip resolution limit.  The image glitches are unlikely to be caused by a rotation of the 
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magnetic moment of the tip since the phase contrast remains constant before and after the 
observed glitches. It’s also unlikely to be due to a lateral shift in the tip position as the shift is 
not observed in the topography image. 
The data above suggests that it is likely that the tip is moving the domains on the surface of 
the sample to a new position. When scanning the next line of the image the domains remain 
in the new position for a short period of time before moving back to their original position, with 
the dendrite-like structure appearing to return to the original position later in the image. The 
original domain structure is reformed with the following scans showing no long term change 
in the domain structure 
The size of the magnetic domain measured using MFM is dependent on the direction of 
magnetisation of the tip.  Foss et al [54] examined the dependence of the width of domain 
walls when measured using tip of opposite magnetisation. The line profiles in Figure 36 show 
the difference between the image from an attractive and repulsive interaction using a lift height 
of 30 nm. An attractive force between the tip and the magnetic domain will lead to an 
enlargement of the domain during the measurement. The attractive interaction will reduce the 
stray field energy leading to the growth of domains due to the moments rotating to align to the 
tip. 
As shown in Figure 36, Foss et al [54] demonstrated that the magnetic interaction between 
the magnetic tip and the domain structure alters the energy balance of the domain structure 
leading to a different domain structure during measurement. The perturbations in Figure 35 
show the magnetic tip also alters the domain structure in Fe3Sn2. The measured domain 
structure may not correspond to the domain structure without the presence of stray field of the 
tip, therefore the influence of the tip on the lowest energy domain must be considered when 
interpreting MFM images.  
 
Figure 36: MFM profile showing Bloch walls with the tip magnetisation in opposite directions: 
(a) tip magnetisation opposite to domain wall, (b) tip magnetisation parallel to wall 
magnetisation, (c) comparison between (a) and (b), (d) subtraction of the inverse of (a) from 
(b) [54]. The domain image is therefore dependent on the direction of the tip magnetisation. 
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2.1.1.6 Attocube AFM instrument 
The Attocube is a low temperature and variable field AFM system. The AFM head is placed 
within a cryostat allowing the temperature to be controlled through current heating and 
providing a magnetic field using the superconducting magnet. This section will outline the 
design of the system and experimental details specific to the Attocube. 
Operating the Attocube within a cryostat requires the AFM head to be compact, enabling it to 
be placed within a sealed tube under an inert helium atmosphere. The vacuum tube is pumped 
to a pressure of approximately 1x10-4 to 2x10-4 mbar and filled with 1mbar of helium gas. The 
atmosphere of the tube is important for low temperature measurements, the use of helium gas 
provides a heat transfer medium and prevents freezing of gases affecting measurements. The 
air in the tube is removed by pumping and flushing the space within the tube and backfilling 
with a helium exchange gas. The AFM head schematic in Figure 37 shows the build-up of the 
stack; the temperature of the sample is controlled by the heater immediately below the sample 
stage. The temperature at the sample is measured using a Lakeshore CX 1050-sd Cernox 
temperature sensor located on the sample plate. The temperature is controlled using the 
heater and temperature sensor with an Oxford ITC 503 PID temperature controller.  The 
temperature range available is limited by the requirement not to lose the cryogenic fluid via 
boiling by the current heater. 
The piezoelectric material is used to move the position of the sample in the Attocube. A 
piezoelectric material is a material without a centre of symmetry, therefore when applying an 
electric field the crystal deforms creating a dipole moment. The deformation of the material 
with a field is used for small movements of the sample whilst scanning and for larger 
movements for positioning the sample.  
The location of the sample relative to the tip is controlled using three slip-stick piezoelectric 
motors. A slip stick motor works by initially applying a voltage to the piezo over a very short 
time period, the very quick increase in voltage and subsequent rapid expansion of the piezo 
electric will overcome the frictional forces to the platform. The voltage is then slowly 
decreased, slowly relaxing the piezo to the original size. The slow change in the piezo size 
leads to a smaller force and isn’t sufficient to overcome the friction thus sliding the platform. 
The step in position is therefore achieved due to the force only transferring when there’s a 
slow change in the voltage.  
The motion of the AFM head during scanning is achieved by applying a voltage to a set of 
scanning piezoelectrics.  The application of a voltage and the subsequent expansion of the 
piezoelectric will move the position of the sample, with a range of 40 µm at room temperature. 
The size of the scan area is controlled by the range of the voltage applied to the piezoelectric; 
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the number of pixels in the scan is determined by the increase in the voltage per step whilst 
scanning. A voltage applied to the scanning z piezoelectric can be controlled with a feedback 
mechanism, such that the voltage is changed to maintain a constant tip sample distance. 
The position of the AFM tip is determined using a laser interferometer, as described in 
section 2.1.1.4.1, with a laser of wavelength 1310 nm. The AFM tip is attached to a dither 
piezo serving two purposes. Firstly, the piezo allows the tip to be positioned relative to the 
optical fibre ensuring that the tip fibre distance corresponds to the maximum change of the 
etalon. Secondly, it applies an oscillation to the tip close to the resonant frequency of the tip 
for performing scans in tapping mode.  
 
Figure 37: Schematic diagram of the AFM/MFM system used in the Attocube system to 
enable movement of the sample with step piezoelectrics (piezos) and scan the sample 
relative to the tip using scan piezos. 
2.1.1.7 Q factor 
The response of the tip to a change in the oscillation frequency is determined by the Q factor 
of the tip. The Q factor is defined as the number of oscillations for the energy to reduce to 
1/e2π of the original value. The resonant frequency and Q factor is dependent on the tip 
properties and the external conditions such as temperature and pressure. The Q-factor of a 
tip is a measurement of how the tip behaves with a change in drive frequency. The change in 
the oscillation amplitude of the tip with frequency is dependent on various tip properties such 
as the tip material, the mass of the tip and shape of the cantilever. The resonant frequency 
and Q-factor of each tip will therefore vary. The frequency dependence of the tip will also vary 
with a change in the external conditions, for example a change in temperature will alter the 
properties of the tip material and therefore vary the behaviour. A change in the pressure will 
vary the damping of the tip oscillation, thus changing the Q-factor of the tip. 
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The phase contrast, corresponding to the change in the phase difference between the tip and 
the dither piezo, is dependent on the Q-factor of the tip. The magnitude of the Q-factor of the 
tip alters the gradient of phase with oscillation frequency. The phase contrast of the image will 
therefore represent a combination of the change in magnetic behaviour and the change in Q-
factor. The result of the phase image can be normalised using the tip calibration data to take 
into account the change in Q-factor with the variation in conditions.  
The high Q factor of the tip can be problematic for scanning during AFM/MFM. The low 
pressure of the Attocube system leads to a reduction in the damping factor of the tip and 
therefore leads to an increase in the Q-factor [55]. A very high Q-factor reduces the response 
time of the tip and therefore the maximum scan speed is reduced.  The increase in the Q-
factor can lead to difficulty in making measurements of magnetic domain structures with a 
periodic out-of-plane domain structure. An out-of-plane domain will have a large magnetic 
interaction with the tip and therefore lead to a large change in the resonant frequency, with 
the change in oscillation from the previous domain affecting subsequent measurements along 
the scan line unless the scan speed is very slow. For example, scanning an attractive region 
will lead to an increase in the oscillation amplitude, if the oscillation decays slowly, a change 
in the magnetic interaction over a small length scale and therefore occurring over a small time 
span will not be observed. The high Q-factor effectively averages the image due to the slow 
decay of the tip oscillation and fine structure is not visible.   
2.1.1.8 Temperature control 
The control of the temperature of the sample using the heater will lead to the heating of the 
whole stack, including the piezos and the tip. The position of the sample heater within the 
stack, as shown in Figure 37, will lead to a change in the temperature of the piezoelectric 
controllers changing the behaviour and the distance moved with a given applied voltage. The 
system was calibrated using both helium and nitrogen cryogens using a helium exchange gas 
with a pressure of 1mbar at room temperature, corresponding to the environment of future 
measurements. 
The heating of the sample will lead to the heating of the surrounding area and therefore 
change the temperature of the tip as it approaches the sample. The withdrawal and engaging 
of the tip can lead to instabilities arising from this temperature gradient. The instability due to 
the change in temperature is generally avoided by engaging the tip with the sample and 
waiting for the tip oscillation to be stable before scanning. When the tip is in contact with the 
sample the tip and dither piezo warms and the temperature stabilises. To minimise the change 
in the tip oscillation, due to the change in temperature of the tip and dither piezo between the 
set-up and scan configurations, the tip is recalibrated once the temperature has stabilised.   
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2.1.1.8.1 Non-linearity of the scan piezoelectrics 
The motion of piezoelectric scanners is inherently non-linear when the scanner is moved by a 
large distance. The non-linearity is due to the hysteresis in the response of the piezoelectric 
to an applied voltage. The degree of hysteresis must therefore be minimised during scanning, 
this can be done through controlling the scanning parameters and procedures.  
 
Figure 38: An AFM scan of a calibration grid (Anfatec UMG01) at 77.7 K at 25.6x25.6 µm 
showing the extent of the distortion due to the hysteresis of the scanning piezoelectric. 
The non-linearity of the piezo scanners limits the size of the scan that can be made with a 
constant calibration factor. The hysteresis of the scanning piezoelectrics has been 
documented using a calibration grid. Figure 38 shows the extent of the non-linearity with the 
40x40 µm area has a much greater hysteresis than that observed within a 10x10 µm section 
of the scan.  
The slope of the sample measured is kept within 20% in the x and y axes, the range of the Z 
scanning piezo is therefore much lower than that of the x-y scanning piezos. The effect of 
hysteresis on the Z measurement should therefore be insignificant in comparison to the x-y 
measurement.   
The influence of the hysteresis of the piezo scanner is minimised by using an appropriate scan 
size that gives an acceptable level of hysteresis. For example, the image at 77.7 K in Figure 38 
shows hysteresis at the edges of the scan, with the majority of the image having an acceptable 
level of distortion. The image size for large scan was therefore restricted to a maximum of 




The piezoelectric hysteresis also leads to a drift in position with an applied voltage leading to 
a change in the position of the sample relative to the tip over time. This can be minimised 
through keeping the voltage applied to the piezo as constant as possible by moving the z-
scanner and bringing the tip into range and waiting until the z-piezo is stable before scanning.  
2.1.1.8.2 Noise 
The primary sources of noise during scanning originate from the vibration of the floor, electrical 
interference, acoustic noise and from the boiling of the cryogenic liquids. An active damping 
system was used to minimise the noise from the vibration of floor. The active damping system 
has a passive and dynamic component reducing the noise, and using a feedback system to 
analyse the inertial force from any vibrations and responding rapidly to minimise the vibration. 
The electrical interference is minimised using filters to remove frequencies outside those used 
to manipulate and scan during operation. The noise originating from boiling of cryogens and 
acoustic noise are minimised through the operational procedures, for example, by filling the 
cryogens at the last moment to allow the maximum time between filling and scanning to reduce 
noise associated with large levels of boil off immediately after filling. 
 
The influence of reducing the noise can be demonstrated through the comparison of the image 
of the calibration grid without active damping and after the noise was minimised below in 
Figure 39. The definition of the boundary of the topographical image of the calibration grid 
demonstrates the importance of minimising the noise to enable high-resolution images to be 
measured and therefore clarify the small changes in the MFM images through any magnetic 
phase transition. 
 
Figure 39: AFM images of a calibration grid demonstrating the enhancement of the 
resolution through minimising the influence of sources of noise during scanning with the left 
image before installation of an active damping system and right image after installation. 
2.1.2 SQUID (Superconducting quantum interference device) magnetometry 
SQUID magnetometry is a macroscopic technique that measures total magnetic moment from 




superconducting coils. The operation of the SQUID and how the moment from the sample is 
measured are briefly outlined below. 
2.1.2.1 How the SQUID works 
The SQUID magnetometer uses the induction of a current from the motion of the magnetic 
field to calculate the magnetic moment from the material. Faraday’s law states that the electric 
field induced in a wire is proportional to the rate of change of magnetic flux. The movement of 
a magnetic material through superconducting coils will lead to the induction of a current related 
to the total magnetic moment of the material. The magnetometer is formed of a number of 
superconducting coils along the direction of motion of the sample as shown in the schematic 
diagram below.  
 
Figure 40: A schematic diagram showing the superconducting coils of the SQUID 
magnetometer and the direction of each coil. 
The movement of the magnetic sample through superconducting coils leads to a variation in 
the induced electric field in each coil. The superconducting coils are formed from a single 
superconducting wire and arranged with the top and bottom coils wound in the opposite 
direction relative to the central coils leading to the formation of a second order gradiometer 
[56]. The current induced in the superconducting wire of the coils is connected to a 
magnetically isolated SQUID. The persistent current in the superconducting wire from the 
detection coil is converted into a voltage by the SQUID, giving the voltage signal output 
corresponding to the current. The sample is moved vertically through the coils, inducing a 
current in the superconducting wire from the magnetic field from the sample passing through 
the detection coils. The variation in voltage output from the SQUID with the distance moved 
by the sample is used to calculate the total magnetic moment from the sample. 
The typical variation of the voltage with distance for a magnetic sample is shown below. The 
data from a single point shows the sample is scanned over the range twice with 64 points per 
scan. The SQUID uses three methods to fit the data and calculate the magnetic moment: 
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iterative regression, linear regression and full scan. The full scan mode integrates the area 
under the response curve to calculate the moment. The iterative and linear regression 
methods fit the data to functions to calculate the moment. The measurements were made on 
Fe3Sn2 using the full scan mode. 
 
Figure 41: Data from a ferromagnetic sample showing the variation in the measured voltage 
as the sample is scanned along the z-axis through the coils of the magnetometer. 
The motion of the sample along the axis and through the coils can be continuous, using the 
reciprocating sample option (RSO) scan. Alternatively, the sample can move along the axis in 
discrete steps, which is known as a DC sample measurement. 
2.1.2.2 Sample installation 
The sample is placed within a straw on a long carbon fibre rod; the rod is attached to the motor 
that drives the sample through the coils to measure the moment. The sample space is pumped 
and flushed with helium gas to ensure the air in the system is removed after inserting the 
sample.  
The alignment of the sample during the measurement is critical to understanding the change 
in magnetic anisotropy of the material with temperature. The measurement of the spin 
reorientation transition in Fe3Sn2 requires the sample to be well aligned to a crystal plane; 
therefore we designed a sample holder for the bulk measurements in the SQUID as illustrated 
in Figure 42 below. 
The sample holder was designed to minimise any the effect on the measurement. A Perspex 
rod, providing a minimal magnetic signal, was used. The length of the sample holder is such 
that any signal from the sample rod that may originate from impurities in the Perspex, is 
constant throughout the travel of sample. As described above, the signal from the sample is 
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calculated by subtracting the background signal, if the rod is sufficiently long the background 
signal will be constant and therefore not influence the measurement of the sample.  
The diameter of the rod was machined to fit within the sample straw of the SQUID, minimising 
the movement of the rod within the straw. The sample straw and rod in the measurement 
position is shown in Figure 42, the end caps hold the two sides of the Perspex rods together 
and prevent movement of the rod relative to the straw during measurement.  
The sample is placed between the face of each rod, as shown in Figure 42. Vacuum grease 
is applied to the face of the sample holder, which holds the crystal on the face of the rod during 
installation. The sample holder can also be used for c-axis measurements, with the sample 
placed between the two flat ends of the rods. 
 
Figure 42: A diagram (left) showing the two parts of the sample holder located within a straw 
to be inserted into the SQIUID and an image (right) with the sample located on one half of 
the sample holder. 
2.1.2.3 Superconducting coils 
The SQUID magnetometer applies a magnetic field using superconducting magnets; the 
superconducting coils have zero resistance, allowing a very large current to flow through the 
coils. The high magnetic fields that can be achieved are due to the high density winding of the 
superconducting wire to form magnet. The current in the superconducting wire is controlled 
using a switch heater. The switch heater can be used to charge and discharge the magnet, 
with the heater making a section of the coil non-superconducting. The current in the non-
superconducting section can then be changed, thus driving a current in the superconducting 
section of the solenoid. When the desired current is achieved the switch heater is turned off 
and the whole coil is superconducting.  
2.1.2.4 Limitations of the SQUID 
The magnetic field of the superconducting magnet is controlled by the current passing through 
the superconducting magnet. The superconducting magnet can have a small remanent field 
after applying a large magnetic field; this can lead to inaccuracies during measurements 
involving small magnetic fields. The remanent field is due to a small current remaining in the 
coils after discharging the magnet and can be minimised using various methods during 
discharging the magnet. The remanent field can be reduced by oscillating the field to charge 
and discharge. The oscillating mode changes the current above and below the target and 
cycles the current down to the required value. Oscillating the field can be inappropriate with 
samples with significant field history; therefore an alternative is to use a ‘no overshoot’ mode 
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where the field is slowly changed on approaching the target. Another option is to use the 
magnet reset option that warms the superconducting coils to remove the trapped flux. A 
magnet reset quenches the magnet to release the energy from the superconducting current 
as heat, by warming the magnet above the superconducting temperature. 
The magnetic field in the sample is dependent on the external field applied and the 
demagnetising field within the sample. The concept of the demagnetising field was outlined in 
section 1.1.3. In particular, the demagnetising field depends on the shape of the sample and 
therefore the true internal field in the crystal must be carefully considered. 
The magnetic history of a ferromagnetic sample can influence the magnetic properties and it 
is therefore an important consideration during measurements.  The magnetic history can be 
removed by heating the sample above the Curie temperature removing the domain structure. 
The temperature range of the accessible SQUID is limited to 2 K to 400 K, the temperature 
limitation will be problematic when measuring materials with a Curie temperature above 400 K. 
When the sample cannot be heated above the Curie temperature the effect of magnetic history 
on measurements must be considered. As explained above, the influence of magnetic history 
will be less critical with a magnetically soft material due to the smaller influence of the pinning 
sites on the domain structure.  
2.1.3 X-ray diffraction 
X-ray diffraction can be used to investigate the crystal structure of materials.  The crystal 
structure is an important characteristic of a material and can be used to identify the material 
and its crystal quality. The lattice plane spacing and the intensity of the peaks for the reflections 
can be used to identify the material. The schematic figure below shows the conditions required 
for constructive interference of the incoming and diffracted x-ray beam.  
 
Figure 43: Schematic diagram showing the reflection from a first and second layer of a 
material, showing the difference in path length from a first and second reflection. 
? ? ?? ????    path difference =2x   
?? ? ?? ? ??? ??? ?   Equation 11 
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The rotation of the incident x-ray beam through various 2θ angles can identify the 
characteristic reflections of the crystal. This can be achieved by measuring a single crystal 
sample or a powder sample. The expected reflections and the relative intensities for a Fe3Sn2 
powder sample are shown below in Figure 44.  This is calculated for a wavelength 
corresponding to the copper K
α
 reflection, where λ = 1.538Å. The powder sample has no 
preferred orientation, therefore giving an average of all the possible reflection planes. The 
scans undertaken on crystal samples will be oriented to scan the 00L reflections.  
 
Figure 44: A plot showing the expected 2θ reflections of Fe3Sn2 and the relative intensity of 
each peak with a source emitting a copper k
α
 beam, the 00L reflections of Fe3Sn2 are 
highlighted in red. 
The quality of the crystal can be determined from the width of the peak with the position of the 
peak corresponding to the lattice spacing. A variation in the lattice spacing of a crystal will lead 
to a distribution in the intensity of the reflection with 2θ. For a single crystal, without a 
distribution of grains, the width of the peak corresponds to the range of lattice plane spacing. 
A broad peak can correspond to a crystal with a number of imperfections, such as stacking 
faults in layered materials leading to the x-rays reflecting from planes with various interplane 
spacings or the presence of multiple crystallites. 
The rocking curve can be used to investigate the width of peaks corresponding to a certain 
value of 2θ. The 2θ angle is fixed at the angle corresponding to the reflection of the lattice 
plane, the theta angle is then moved and the intensity shows variation with theta shows the 
quality of the crystal. The width of the peak with a variation in theta, whilst keeping 2θ constant, 




Figure 45: Diagram showing a theta-2theta scan (left) where the angle between the beam 
and detector is varied to scan a range of 2θ angles and a rock curve measurement (right) 
with the 2θ held constant and the crystal rotated. 
The source of the x-rays is an important consideration for the analysis of the diffraction peaks. 
The x-rays in a standard laboratory set are formed from the emission from an x-ray tube. The 
x-ray tube is formed from a cathode and an anode held in a vacuum. The application of a high 
voltage across the cathode and anode leads to the electrons being accelerated from the 
cathode to the anode material. The electrons bombard the anode, leading to a characteristic 
emission of x-rays. The x-rays form due to the electrons in the lower shells being removed 
and the vacant lower shell being filled by an electron from a higher energy state. The energy 
difference between the upper and lower state corresponds to the wavelength of the x-ray 
produced. 
 
Figure 46: A diagram showing the process of the emission of a characteristic frequency due 
to the x-ray beam removing an electron from a lower shell and that shell being filled by a 
higher energy shell with the emitted frequency corresponding to the energy gap between the 
electron shells. 
The characteristic spectrum of a material will have a range of emission frequencies 
corresponding to the energy levels of the target material. The frequency of the x-rays used for 
diffraction is an important parameter for determining the crystal structure. Ideally the x-ray 
source would be of a single frequency, therefore the width of the diffraction peaks are 
determined from the crystal structure, not multiple x-ray frequencies.  
Copper radiation comprises K-alpha (K
α
) and K-beta (K
β
) peaks in the emission spectrum. 
These peaks are due to electrons moving into low energy shells from different energy shells. 
The K
α
 peak is due to an electron falling from the 2p orbital into the 1s orbital. The splitting of 
the energy level of the 2p orbital into a doublet leads to the emission of a K
α1 and Kα2 peaks. 
The K
β
 peak is from the electron in the 3p orbital occupying the 1s shell. The integrated 
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intensity of each peak corresponds to the number of electrons moving from each energy shell 
to fill the lower shells. 
The range of frequencies in the x-ray emission spectrum can be reduced through using filters 
or mirrors. The use of a filter material that has characteristic absorptions in the range of the 
unwanted frequencies can lead to a spectrum with a narrow range of frequencies. The K
α1 and 
K
α2 peaks can be difficult to filter due to the close energy level of the peaks, the application of 
a filter generally leads to a significant reduction in the intensity of the primary K
α1 peak. 
2.2 Experimental plan 
The spin reorientation in Fe3Sn2 has been investigated using powder samples using a 
combination of techniques include magnetometry, neutron scattering and Mössbauer 
spectroscopy. The results of previous experiments have not been conclusive as to the nature 
of the spin reorientation in Fe3Sn2. The spin rotation and possible phase transitions will be 
investigated using single crystal Fe3Sn2. Measurements using single crystal Fe3Sn2 samples 
will overcome some of the limitations of the previous measurements with regard to the 
averaging over a large number of crystallites. 
The sensitivity of the spin reorientation observed on other crystals suggests that the properties 
of the phase transition may change across the sample. A bulk measurement of the sample 
would be an average of the variation across the sample and therefore the nature of phase 
transition may be difficult to determine.  
A local probe measurement of the phase transition will limit the region of the sample measured 
and reduce the level of averaging. Local measurements examine the properties over a small 
area minimising the influence of variations. MFM allows high-resolution measurements of the 
magnetic domain structure to be made and the change in the domain structure associated 
with the magnetic phase transitions to be measured. 
The Attocube system measures the magnetic domain structure at various temperatures and 
magnetic fields. The change in domain structure through a magnetic phase transition can 
therefore be analysed, enabling the magnetic behaviour and nature of the phase transition to 
be determined. 
The spin reorientation transition will be measured on Fe3Sn2 crystals using a combination of 
techniques to enable the nature of the phase transition to be determined. The magnetic 
properties of the crystal will be measured using bulk magnetometry measurement and local 
probe MFM measurements. 
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The combination of macroscopic and microscopic techniques will allow the phase diagram of 
Fe3Sn2 to be determined. A bulk SQUID magnetometry measurements will allow the total 
magnetisation of the crystal to be measured with various temperatures and fields, allowing the 
type of phase transition and the temperatures associated with the phase transition to be 
determined. Combining the bulk measurements with local measurements will allow the phase 
diagram to be further refined and confirm the properties measured in the bulk crystal 
correspond to a phase transition.  
2.3 Samples 
A list of the samples along with the measurements made on each sample is provide in the 
appendix. The measurement history of each sample during SQUID magnetometry 
measurements is also listed in the appendix for reference with respect to the influence of the 
magnetic history on the behaviour.  
2.3.1 Sample growth 
The Fe3Sn2 crystals were made by Andrew Wills’ group, UCL Department of Chemistry. The 
crystals were made by synthesising powder Fe3Sn2 and using the Fe3Sn2 powder in a chemical 
vapour transport method to form Fe3Sn2 crystals.  
The Fe3Sn2 powder was made by mixing iron and tin powder and heating to 1083 K [57]. The 
stoichiometric mixture of iron and tin was formed into a pellet that was then pressed. The 
pressed pellet was placed in an ampoule that was pumped, flushed and filled with argon to a 
pressure of 3.5mbar. The ampoule was heated to 1073 K and held at this temperature for 1 
week. On cooling the ampoule was quenched using cold water to ensure no other phases 
develop.  
Fe3Sn2 crystals were made using chemical vapour transport (CVT). Fe3Sn2 powder was placed 
in an ampoule with iodine used as a transport agent. The ampoule was pumped and flushed 
with argon and pumped down to 10-6 mbar. The ampoule was then placed in a tube furnace 
with the evaporation zone at 650˚C and the deposition zone at 720˚C. The CVT process uses 
iodine as a transport agent; the iodine reacts with the Fe3Sn2, moving along the tube and is 
deposited at the location corresponding to the correct temperature.   
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3. SQUID magnetometry measurements 
3.1 Introduction 
The measurement of the spin reorientation transition makes the orientation of the crystal 
critical for interpreting the change in orientation of the magnetic moment. The overall moment 
from the Fe3Sn2 crystal was measured using SQUID magnetometry. The technique and 
sample alignment is outlined in section 2.1.2. 
The net moment along the ab plane was measured with changes in temperature and magnetic 
field on a number of crystals. Previous measurements on powder samples of Fe3Sn2 indicate 
that the easy axis of the crystal changes with temperature.  
The previous experiments [34-37] have not established the nature of the phase transition 
associated with the change in the easy axis of magnetisation of Fe3Sn2. The schematic phase 
diagram in Figure 47 (a) shows the stable phases corresponding to the previous results taken 
using powder Fe3Sn2. The results show the Curie temperature at 640 K and a temperature 
range in which the spin rotates from an out-of-plane high temperature phase to a low 
temperature in-plane phase. The previous results show a range of temperatures at which the 
moment rotates into the plane, but are unable to determine the nature of the transition or 
boundaries defining phase coexistence region.    
The SQUID magnetometry measurements on single crystal Fe3Sn2 will allow the phase 
diagram to be defined. The opening and closing of the hysteresis loop, indicating the range of 
the metastable phase coexistence region, will allow the range of temperatures and magnetic 
field of the phase coexistence to be determined. Figure 47 (b) shows how SQUID 
measurements can be used to map the phase coexistence region, and therefore determine 
the phase diagram of Fe3Sn2. The magnetic moment at a series of magnetic fields, H1 to H5, 
whilst sweeping the temperature from 350 K to 0 K, and a series of fixed temperature 
measurements, T1 to T5, whilst sweeping the magnetic field is illustrated by the dashed lines 
in Figure 47 (b). The mapping of the phase diagram using these measurements will allow the 




Figure 47: A diagrammatic phase diagram corresponding (a) the previous experiments 
undertaken on Fe3Sn2 with a Curie temperature at 640 K and a transition from the high 
temperature out-of-plane phase to low temperature phase from 60 K to 300 K and (b) the 
planned measurements to define the phase transition, the critical point and coexistence 
region. 
3.2 Demagnetisation factor   
The Fe3Sn2 crystals are formed of a layered crystallographic structure and form a thin plate 
like crystallites. A schematic illustration of the geometry of the crystal is shown below with an 
approximation of a rectangular is used to estimate the demagnetisation factor.   
 
Figure 48: An optical micrograph of sample March pt1 showing the size and shape of the 
sample (left) and a rectangular approximation of the sample geometry to estimate the 
demagnetisation factor. 
The crystal can be approximated to a rectangular prism with a length-width ratio of 2. The 
thickness of the crystal is ~30 µm, therefore c/(ab)0.5 is ~0.027, leading to a fluxmetric 
demagnetisation factor of approximately 0.91 with a field applied along the c-axis [58]. 
3.3 Temperature variation 
The spin reorientation of Fe3Sn2 is expected to lead to a change in the proportion of magnetic 
moments along the c-axis and in the Kagome plane with temperature. The change in the 
preferred orientation of the moments will primarily be measured on a single crystal sample of 
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Fe3Sn2 applied the field along the ab plane, reducing the influence of the demagnetisation 
factor on the measurements. The magnitude of the magnetic moment along the Kagome 
plane, with the Kagome plane perpendicular to the coils of the SQUID magnetometer, will be 
measured. 
The behaviour of Fe3Sn2 with temperature was investigated using a measurement of the 
change in magnetic moment with temperature at a constant field and a change in the magnetic 
moment with magnetic field at a constant temperature. The field and temperature sweeps 
allows the nature of the change of the magnetic easy axis to be analysed.  
The phase diagram in Figure 49 below shows a measurement of the magnetisation with 
temperature with a constant applied magnetic field. The boundary between the single phase 
region and the coexistence region can be identified by measuring the change in magnetisation 
on warming and cooling. The metastable phase coexistence region, due to the nucleation and 
growth of the new phase, will lead to a thermal hysteresis in the phase transition. The boundary 
between the single and coexistence region will be observed through a measurement on 
warming and cooling by the temperature range of the thermal hysteresis.  
 
Figure 49: A schematic phase diagram showing a measurement at a constant applied 
magnetic field and variable temperature. The temperature points on the coexistence line are 
measured at the opening and closure of the thermal hysteresis.  
The change in magnetisation with applied magnetic field can be measured at various magnetic 
fields, as shown in Figure 50. The critical field of the phase transition can be identified from 
the determination of the temperatures defining the coexistence region. The magnetic field at 
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which a thermal hysteresis is not observed corresponds to the critical field, as shown at the 
field H5 in Figure 50. 
 
Figure 50: A schematic phase diagram showing variable temperature measurements at 
various applied magnetic fields. The temperature sweep at various magnetic fields will allow 
the change temperature range of co-existence region with applied field to be determined.   
3.3.1 Temperature sweep measurements 
The previous measurements undertaken by Fenner et al [33] on powder samples suggest that 
the spin reorientation in Fe3Sn2 is substantially below 350 K and therefore the 2 K-350 K range 
of temperatures, limited by the Perspex sample holder, provided by our apparatus is sufficient. 
The measurement on warming and cooling indicates whether there is any dependence on the 
nature of the rotation of the spin depending on whether the moment is rotating into the Kagome 
plane (cooling) or from the Kagome plane towards the c-axis (warming). The measurement in 
Figure 51 below shows measurements on cooling and warming at 100 Oe along the Kagome 
plane with a significant hysteresis between the warming and cooling measurement. The 
change in magnetisation with temperature indicates that the transition of the moment from an 
out-of-plane direction to an in-plane orientation at low temperature comprises a sharp jump at 
in the measured magnetisation.  
The sharp step observed at both 100 Oe and 1000 Oe in Figure 51 indicates that, within this 
range of magnetic fields, the spin reorientation undergoes a first order transition. As explained 
above, section 1.1.2.3, the spin reorientation transition can be first order or second order with 
a first order phase transition signified by a discontinuous transition.  
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The cooling and warming curve show a thermal hysteresis with the curves separating at 
approximately 200 K. The curve on cooling shows a transition at a lower temperature to that 
on warming, suggesting that the phase associated with the higher temperature or lower 
temperature is stabilised, therefore inducing supercooling or superheating. The step in 
magnetisation is only observed on cooling. This step is associated with a large change in the 
magnetic moment aligned with the measurement axis of the SQUID and signifies a first order 
phase transition. The temperature at which the first order jump is observed varies from 
measurement to measurement, as shown in Figure 51.  
The sample was measured on cooling from 350 K. Cooling the sample from 350 K minimises 
the population of the low temperature phase at the start of the measurement. Heating to a 
temperature a long way above the temperature at which the phase transition starts will lead to 
a large driving force for the transition of any remanent low temperature phase to form a high 
temperature phase. The temperature that the sample can be cooled to below the transition 
temperature, and therefore the driving force to form the low temperature phase, is limited by 
the temperature range of the instrument. The measurements in Figure 51 indicate that the 
phase transition starts at around 210 K, at the opening of the thermal hysteresis loop, and 
continues with the reduction in the measured magnetic moment to 2 K. 
 
Figure 51: Change in magnetisation at 100 Oe (smaller magnetisation) and 1000 Oe (larger 
magnetisation) with temperature on warming (solid) and cooling (dashed) showing the 
variation in the temperature of the first order step on cooling through the spin reorientation, 
the inset shows a magnified region showing the first order jumps. 
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The minimum temperature of 2 K is unlikely to provide a sufficient driving force to remove all 
the high temperature phase and therefore at 2 K metastable regions of high temperature 
phase will remain and these regions provide seeds for the high temperature phase to grow. 
The pre-existing nucleation points will prevent the step being visible in the magnetometry 
measurements on warming, the removal of the nucleation step will prevent superheating and 
therefore lead to a smooth transition.  
The observation of a step on cooling and not on warming suggests that the transition is not 
complete at 2 K, supercooling not superheating is therefore observed due to the reduction of 
the activation energy with presence of high temperature phase seeds. In contrast, on cooling 
a much lower population of the low temperature phase is present leading to supercooling and 
a first order jump. 
The transition temperature on cooling is lower than that for the warming cycle. The hysteresis 
is a symptom of the supercooling of the sample during the phase transition on cooling, with 
the sample requiring supercooling below the transition temperature to overcome the activation 
energy to nucleate the low temperature phase. The sample is cooled until the driving force for 
the phase transition is sufficient to overcome the activation energy. The first order jump on 
cooling occurs once nucleation of the low temperature phase has occurred, and the low 
temperature phase grows with a cascade effect where, due to the reduction of activation 
energy, the low temperature phase grows from the nucleation point. 
The jump in the data observed in Figure 51 leads to a closure of the thermal hysteresis. This 
would be expected with the jump corresponding to the temperature at which the low 
temperature phase has formed and the activation energy forming the low temperature phase 
is reduced. Once the jump has occurred the energy required to form the low temperature 
phase is reduced, therefore supercooling and the thermal hysteresis is not observed.  
The gradual increase in magnetisation and jump in magnetisation corresponds to part of the 
sample locally forming the low temperature phase and another part of the sample being 
supercooling with the nucleation of the low temperature phase leading to the cascade of 
growth. The gradual change and avalanche effect of the growth of a new phase is related to 
disorder [59]. The difference in behaviour across the sample is likely to be related to a variation 
in the sample properties, with disorder leading to isolated growth of the low temperature 
phase. 
The change in magnetisation at 100 Oe is greater than that observed at 1000 Oe. This is due 
to the change in magnetisation at 1000 Oe being limited by the saturation magnetisation at 
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low temperatures. The curve up to the first order step therefore represents a partial spin 
reorientation, where regions of the sample undergo a phase transition and the average 
measurement of these transitions leads to a smooth change in magnetisation. This suggests 
that many first order transitions are occurring at various temperatures. The step is associated 
with a region of the sample having a larger activation energy, possibly due to a volume free of 
defects, and nucleation of the low temperature phase in this region leads to the first step 
observed. 
The variation of the size of the first order step with temperature is dependent on the magnitude 
of the applied magnetic field. A small magnetic field leads to a larger hysteresis and jump in 
the magnetisation. The magnitude of the magnetisation at 350 K, with the high temperature 
phase, and 2 K, low temperature phase, is greater than that for lower fields. This suggests 
that the magnetic moments are canted by the applied field towards the Kagome plane. The 
influence of the applied magnetic field will be examined further later in this section.  
The first order jump in magnetisation on cooling can be observed at any temperature within 
the range of temperatures the spin reorientation transition occurs, shown by the temperature 
range of the thermal hysteresis. The width of the jump is always within the measurement 
resolution of the instrument.  For example, if a measurement is made with temperature steps 
of 1 K the jump will be observed between two of the steps. The smallest resolution for which 
the step was measured was 0.3 K, as shown in Figure 52. This measurement showing the 
step within 0.3 K indicates that the measurement represents a discontinuity in the 
magnetisation measurement, therefore suggesting the transition is first order in nature. 
The step is only observed on cooling at magnetic fields at 1500 Oe and below. The plot in 
Figure 52 shows measurements at 1400 Oe, 1500 Oe and 1600 Oe. The steps in the 
measurements at 1400 Oe and 1500 Oe are much smaller than that observed at 100 Oe and 
the measurement at 1600 Oe shows no distinctive first order step. This would suggest that 
1600 Oe corresponds to the critical field, above which a first order transition is not observed. 





Figure 52: SQUID magnetometry data for sample March showing the change in 
magnetisation with temperature at fields of 100 Oe (black), 1400 Oe (red), 1500 Oe (blue) 
and 1600 Oe (green). The measurement shows a thermal hysteresis between 
measurements on cooling (solid line) and warming (dashed line) with a first order step in the 
magnetisation on cooling up to 1500 Oe, the inset shows a magnification of the steps at 
fields of 1400 Oe to 1600 Oe. No jump is observed at 1600 Oe, suggesting that 1600 Oe is 
the critical field.   
3.3.2 Field variation  
The field sweep measurement will measure the change in magnetisation at a single 
temperature whilst varying the applied magnetic field.  The application of a magnetic field will 
rotate the magnetic moment towards the applied magnetic field due to the force aligning the 
magnetic dipole of Fe3Sn2 to the applied magnetic field. The applied magnetic field along the 
Kagome plane of the crystal will lead to a torque on the magnetic moment and therefore a 
rotation of the moment towards the Kagome plane.  
The measurement of magnetisation at various magnetic fields at a single temperature will 
provide further details of the phase diagram of Fe3Sn2, confirming the coexistence region 
measured in the temperature sweep measurements. As shown below in Figure 53, the 
dependence of the field response of different phases should will identify different phases and 




Figure 53: A schematic phase diagram showing measurements sweeping the applied 
magnetic field with a constant temperature. The temperatures T1 to T5 correspond to various 
temperatures, with the range of temperature measurements allowing the phase diagram of 
the material to be characterised. 
3.3.2.1 Variable field measurements 
The influence of the applied magnetic field on the magnetic moment of Fe3Sn2 is shown in 
Figure 54 to Figure 56. The application of a magnetic field leads to the rotation of the moment 
towards the Kagome plane, as indicated by the increase in the measured magnetic moment.  
The magnetic field increases as the moment rotates until the saturation field, where the 




Figure 54: A magnetometry measurement of the change in magnetisation with applied field 
in the ab plane at various temperatures on sample March. The results show the saturation 
field at higher magnetic fields with increasing temperature. 
The variation in the easy axis and the saturation field with temperature is shown in Figure 54. 
The magnetic field required to increase the measured magnetisation is dependent on the 
temperature at which the field is applied. The magnetic susceptibility, corresponding to the 
change in magnetisation with magnetic field, is dependent on the easy axis of magnetisation. 
The temperature dependence of the magnetisation corresponding to the spin reorientation 
transition from out-of-plane to an in-plane orientation is reflected in the change in easy axis 
with temperature. An increase in the population of the phase with the moment towards the 
Kagome plane will reduce the field required to rotate the moment into the Kagome plane.  
The variation in the population of the in-plane phase leads to a change in the susceptibility, 
altering the saturation field. The change in the saturation field leads to the behaviour observed 
with the first order step with an applied magnetic field of 1600 Oe, as shown in Figure 52. The 
plot for sample 8pt1 shows the change in the thermal hysteresis as the applied field 
approaches the critical field. As the field is increased the temperature at which the hysteresis 
loop closes increases due to the saturation field being reached. The plot at 1400 Oe shows a 
very small hysteresis and the hysteresis loop closing at a higher temperature than that 
observed for 800 Oe.  
The plots in Figure 55 show a change in the magnetisation with a magnetic field at 2 K, a 
temperature at which the sample is saturated by the applied field. The change in magnitude 
of the magnetisation at 2 K is pronounced when comparing an applied field of 2000 Oe and 
10000 Oe, this is also observed in the field sweep measurement in Figure 59 below. This 
difference is due to the paramagnetic component in the measurement, the origins of the small 
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degree of paramagnetism measured is likely to be due to the grease and possibly a small level 
of oxygen remaining in the sample space.  
 
Figure 55:  A measurement of the change in magnetisation with temperature at various 
applied fields for (a) sample March and (b) sample 8pt1. The measurements show a 
reduction in of the thermal hysteresis and step size at the applied field approaches the 
critical field.  
The change in the susceptibility with temperature and the influence of the applied magnetic 
field on the variable temperature measurement is shown below in Figure 56. The increase in 
torque on the magnetic moment with applied field and a subsequent rotation of the magnetic 
moment towards the applied field leads to an increase in the magnetisation at all temperatures. 
The dependence of the magnetisation on applied field indicates that the spin reorientation 
transition, rotating the easy axis towards the Kagome plane on cooling, corresponds to a 
relative rotation of the moment with neither phase being aligned with the c-axis or Kagome 
plane.  
 
Figure 56: Plot showing the variation in magnetisation with temperature at a range of applied 
fields (left) and the change in magnetisation with applied magnetic field (right) on sample 
March with the field applied along the Kagome plane. 
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The dependence of both the ‘in-plane’ phase and ‘out-of-plane’ phase on the applied field 
indicates that the moment on both phases is rotated towards the applied field. The schematic 
diagram in Figure 57 shows the influence of a differing sized field on the spin reorientation 
transition, with the moment rotated towards the magnetic field for both phases.  
 
Figure 57: Schematic diagram showing the influence of an increase in the magnetic field in 
the ab plane on the orientation of the magnetic moment with (a) a small in-plane field and (b) 
a larger in-plane field. The applied magnetic field rotates the moments towards the ab plane.  
The applied magnetic field does not induce a spin reorientation transition. The characteristic 
step and hysteresis associated with the phase change is not observed as a function of 
magnetic field for a fixed temperature. The field sweep measurement shows a change in the 
susceptibility and no evidence of hysteresis. The lack of hysteresis suggests that the domain 
structure is not pinned and the application of a magnetic field leads to a change in the domain 
structure to align the magnetic moment towards the applied field. As explained above, the 
change in susceptibility from 300 K and 4 K reflects the low temperature phase having a 
moment closer to the Kagome plane and therefore a larger susceptibility. 
The variation in the size of the step and the temperature range of the thermal hysteresis is 
shown below in Figure 58. The size of the jump corresponds to the applied field with a small 




Figure 58: Phase diagram of Fe3Sn2 showing the temperature of opening (blue triangles) 
and closing jump (blue circles) of the hysteresis loop with magnetic field and the Curie 
temperature (black), indicating the range of the phase coexistence region. The inset plot 
shows the change in size of the first order step with magnetic field, with a decrease in jump 
size as the applied field approaches the critical field. 
The dependence of the phase change on the applied field is shown in Figure 58, with the size 
and position of the jump plotted for applied magnetic fields up to 1500 Oe. The opening of the 
hysteresis loop is consistent at all the applied fields indicating that the start of the phase 
transition is not dependent on the magnitude of the applied field. The position of the step 
occurs at a temperature corresponding to the supercooling required to form the low 
temperature phase from the metastable high temperature phase. The first order jump leads to 
the closure of the thermal hysteresis loop. The size of the jump is dependent on the 
temperature at which the jump is observed with further supercooling leading to a greater 
separation of the cooling and warming measurement. The jump size is also dependent on the 
magnitude of the applied magnetic field with the size of the jump decreasing with applied fields 
above 700 Oe. The decrease corresponds to the reduction in the size of the thermal hysteresis 
as the applied magnetic field approaches the critical field.  
3.3.3 Paramagnetic background 
The variation in the magnetisation from the sample with applied field at very large magnetic 
fields was measured to determine whether the slope of the apparent paramagnetic 
background of the measurement corresponds to a change in the magnetic properties of the 
material. A change in the slope at large magnetic fields with temperature would signify that 
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the magnetic field continues to alter the magnetic structure of Fe3Sn2, providing a domain 
structure evolution at low magnetic fields to form a uniform magnetic field.  
The plot in Figure 59 shows that there is a very small change in the susceptibility at large 
magnetic fields with temperature. This confirms that the change in magnetisation with a sweep 
in the magnetic field observed in the field sweep measurements corresponds to an altering of 
the domain structure and the phase transition is not reflected in a change in the behaviour at 
large magnetic fields.  
 
Figure 59: The change in magnetisation with applied magnetic field (left) in the magnetic 
field range corresponding to the saturation field and a plot of the change in gradient at 
negative fields (red) and positive fields (black), measured using a linear fit, at fields greater 
than the saturation field with temperature (right).  
The small degree of paramagnetism is present in all measurements, as demonstrated above 
in Figure 55 with an increase in the measured magnetisation at saturation from 2000 Oe to 
10000 Oe. The level of paramagnetism was minimised with the sample installation procedure 
although a small degree of paramagnetism is unavoidable. 
3.4 Sample variation 
The measurement of various samples showed that the exact nature of the magnetic phase 
transition associated with the spin reorientation is highly sample dependent. Previous work on 
spin reorientation transitions [12] has highlighted the sensitivity of the spin reorientation 
temperature on the properties of the material such as strain and chemical composition.  
The change in magnetisation on cooling for six different crystals is shown below in Figure 60. 
Each sample measured shows a difference in the formation of the low temperature phase on 
cooling with a variation in the rate of formation of the low temperature phase and the degree 
of thermal hysteresis.  
The crystals have a very similar value for magnetisation at 300 K, suggesting that all crystals 
at high temperature comprise solely of the high temperature phase. The variation in the 
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behaviour between samples occurs as the samples are cooled through the phase transition 
temperature.  
A local variation within the sample will lead to a variation in the spin reorientation temperature, 
therefore the transition measured on the complete sample will be an average and the 
measured transition will be blurred. 
The gradient of magnetisation with temperature is an indication of the rate at which the phase 
transition is occurring. A comparison of the change in magnetisation for sample 21-9 and 
sample 13-9 in Figure 60 shows the average temperature of the phase transition for 
sample 21-9 occurs at a higher temperature. There is also a variation in the degree of 
hysteresis, for example, sample 32 does not show a thermal hysteresis between the 
measurement on warming and cooling. The spin reorientation variation also leads to a 
variation the behaviour at low temperature with some crystals plateauing and other samples 
having a continuous rotation of the moment into the Kagome plane.  
 
Figure 60: SQUID magnetometry measurements showing the change in magnetisation with 
temperature on a range of samples with a measurement on warming (solid) and cooling 
(dashed) at 100 Oe. The plots show the large variation in thermal hysteresis and rate of 
change of magnetisation between samples. 
The variation in the thermal hysteresis and the extent of the spin reorientation indicates that 
there is a variation in the energy barrier to form the low temperature phase from the metastable 
high temperature phase. The partial spin reorientation transitions observed in samples 8, 
33pt1 and 13-9 suggest that the driving force for forming the low temperature phase is 
insufficient to fully form the low temperature phase and remanent high temperature phase 
remains. The variation in the degree of hysteresis is due to a partial spin reorientation. The 
incomplete spin reorientation reduces the volume of the sample undergoing a spin 
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reorientation transition and reduces the energy barrier associated with the nucleation of the 
low temperature phase due to the presence of a large number of nucleation points within the 
sample. A large number of nucleation points may also originate from crystallographic defects 
or a distribution of the high temperature phase, although the consistency of the magnitude at 
350 K would suggest the proportion of the high temperature phase does not vary significantly.  
The variation and the origin of this variation between the samples will be investigated further 
later in this chapter with measurements undertaken on complete and partial crystal and with 
a period of time between measurements.  
As shown below in Figure 61, the change in behaviour observed with a change in the 
temperature is not easily observed when measuring the change in magnetisation with applied 
field. Field sweep measurements were measured at 300 K, predominantly high temperature 
phase, and 4 K, low temperature phase, on two samples with different temperature sweep 
behaviour. The difference between the curves at 300 K and 4 K is indistinguishable, as 
highlighted by the plot of the derivative of the magnetisation with applied field in Figure 62. 
The temperature sweep measurement would suggest that both crystal have similar 
populations of the high temperature phase at 300 K, but crystal 13-9 pt1 does not have a 
complete phase transition and therefore a larger population of the high temperature phase is 
expected at 4 K. The measurement of the spin reorientation transition, the population of each 
phase, and the change in nature of the transition is most clearly observed using temperature 
sweep measurements. 
 
Figure 61: SQUID magnetometry data showing the change in magnetisation with 
temperature at 100 Oe (left) and with magnetic field at 300 K and 4 K (right) for sample 
March (red) and sample 13-9 pt1 (black). The temperature sweep measurements show a 





Figure 62: A derivative of the field sweep data in Figure 61 comparing the change in the 
magnetisation with field at various applied fields for sample March (red) and sample 13-9 pt1 
(black). This highlights the similarity between field sweep measurements on both samples. 
3.4.1 Sample variation – phase diagram  
The difference in the measured magnetic behaviour with temperature for different samples 
corresponds to the variation in the phase diagram of different crystals. The magnetic behaviour 
through the spin reorientation transition is dependent on the nature of the phase transition in 
the sample measured.  
The phase diagram in Figure 63 is formed from a plot of the open and closure of the thermal 
hysteresis at various magnetic fields. The measurements allow the phase coexistence region 
to be defined for a range of crystals. The plot shows a wider temperature range between 
samples for the formation of the low temperature phase.  
The variation in the phase diagram for different crystals suggests that the temperature required 
to form the low temperature phase throughout the sample, corresponding to the low 
temperature boundary of the phase coexistence region, has a greater dependence on the 
sample conditions than the nucleation of the low temperature phase, indicated by the high 
temperature boundary of the phase coexistence region.  
This variation may be due to local defects altering the energy of the two phases and stabilising 
one phase relative to the other, leading to a variation in the required temperature to complete 
the phase transition.  The variation may also originate from an incomplete phase transition of 
cooling, with a different proportion of the sample remaining as the high temperature phase on 




Figure 63: A phase diagram formed from the opening and closure temperatures at various 
magnetic fields for various crystals. The phase diagram shows the large variation in the 
phase coexistence region for various samples, with a greater variation in coexistence line 
between the low temperature phase and coexistence region. A line showing the phase 
coexistence region is shown on four of the samples as an example of the variation.  
3.4.2 Field sweep variation  
A change in the slope of the magnetisation with magnetic field can be observed at small 
magnetic fields on various samples. The comparison between two crystals and the change in 
magnetisation with an applied field is shown below in Figure 64.  
 
 
Figure 64: SQUID measurements showing the change in magnetisation with an applied 
magnetic field along the ab plane with (a) sample May (black) showing an increase in the 
slope at low fields in comparison with sample March (red) leading to an increase in the 
saturation field and (b) the difference between the measurements on the two samples. The 
difference corresponds to the expected magnetic behaviour of Fe3O4. 
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The plot above shows the additional component to the May sample has a large susceptibility 
and a saturation field of approximately 100 Oe. The additional component leads to an increase 
in the saturation magnetisation with the increase corresponding to the additional component 
saturating at around 100 Oe. The additional component is likely to correspond to the growth 
of Fe3O4 on the surface of the crystal with the magnetic behaviour of Fe3O4 being similar to 
that observed from the additional component in Figure 64 above. The formation of an oxide 
on the surface was also observed in MFM measurements with surface ‘mushrooms’ observed 
on the surface of the crystal. The influence any oxidation of the iron on the surface of the 
crystal was minimised by storing the crystals in an inert atmosphere and when assessing the 
quality of the sample by undertaking an initial field sweep measurement at 300 K.  
3.5 Broken crystal measurements 
The measurement of the crystal before and after breaking provides evidence of origin of the 
variation in the change in magnetic moment with temperature. The measurements below have 
been initially made on the complete sample and a subsequent measurement made after the 
sample has broken off part of the original sample.  
 
Figure 65: A plot of the change in magnetisation on warming (dashed line) and cooling (solid 
line) for various samples, including complete samples and later measurements of parts of 
the complete sample. The difference between the behaviour of the complete and part of 
sample suggests that variation within the sample or magnetic history is responsible for the 




Figure 66: Magnetometry measurement on warming (dashed) and cooling (solid) at 100 Oe 
for sample March and March pt1, shown in black and red respectively. The difference in 
behaviour on this sample is smaller than that observed on other samples suggesting a 
smaller variation within the sample or less dependence on magnetic history. 
The measurement of sample March and sample March part 1 overlapped with the thermal 
hysteresis of the complete sample and one half of the original sample correlating. The 
measurement on half of the sample showed multiple first order jumps. Other variations such 
as the magnetisation at 2 K are within the bounds expected from the thermal history of the 
crystal. 
The relatively small variation of sample March relative to the other crystals measured indicates 
that the properties of sample March are significantly more uniform that the other samples 
measured.  This would suggest that the crystallographic properties of the other sample may 
include other phases or impurities that influence the spin reorientation transition and as such 
the properties of the spin reorientation transition for the complete crystal and part of the crystal 
vary.   
The variation between the broken crystal relative to the complete crystal demonstrates the 
limitation of bulk magnetometry, wherein the measurement of the crystal is an average across 
the sample and in the case of the spin reorientation transition of a crystal including variation 
across the crystal the measurement will be an average of the properties of the various spin 
reorientation transitions. The lack of variation across the volume of sample March may lead to 
the large first order jumps observed. The uniformity of the crystal will minimise the effect of 
averaging across the crystal and therefore the bulk measurement made will more closely 
reflect the true nature of the transition, with a single large jump.  
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The results for both sample 13-9 and sample 8 show a significant variation between the 
complete crystal and part of the crystal. Sample 13-9 and 13-9 pt1 have the same 
magnetisation value at 350 K, but sample 8, 8pt1 and 8pt2 have a variation in magnetisation 
at 350 K. This variation at high temperatures suggests a variation in the amount of the high 
temperature phase and therefore a proportion low temperature phase remains at 350 K.  
3.6 Measurement history 
The measurement history of the sample may lead to a change in the magnetic behaviour with 
the domain structure altered by the history of the sample and the original domain structure 
may alter the route by which the spin reorientation occurs. The measurement history was 
investigated by repeating measurements under the same conditions and storing the samples 
at room temperature in inert gas for a long period of time. 
The measurements were labelled and the complete measurement history of the samples is 
provided in the appendix. 
3.6.1 Repeated measurements 
The final low temperature state formed by the crystal is dependent on the magnetic 
measurement history of the sample. The measurements in Figure 67 below were taken with a 
100 Oe field on warming and cooling in the same measurement sequence. The change in the 
behaviour observed at low temperatures reflects the alteration of the magnetic behaviour of 
the sample through a series of measurements. 
The measurements in Figure 67 show the value of magnetisation measured at 2 K varied on 
all samples with repeated measurements. The variation appears to be random with the value 
of magnetisation increasing and decreasing with subsequent measurements. The change in 
the magnetisation indicates that when the crystal undergoes a spin reorientation and there are 
multiple states it can enter. The different possible routes for the phase transition to occur will 
lead to the formation of different end states with a different portion of the magnetic moments 
undergoing a phase transition and rotating into the plane.  
In general, a variation in the change in magnetisation through the phase transition with 
subsequent measurements is observed on all samples. The measurements on sample 33pt1 
show a shift in the hysteresis loop with further cooling cycles. The magnitude of the hysteresis 
loop increases on further cooling cycles, the measurement 33pt1-2 showing a much smaller 
hysteresis loop compared to measurement 33pt1-1.  
A change in the magnitude and temperature range of the hysteresis loop is not observed on 
all samples. A number of samples, for example sample March and sample 8 (Figure 67 (b, c)), 
have a consistent hysteresis on subsequent measurements with change in the magnetisation 
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at 2 K and a variation in the position of the jump. The dependence of the hysteresis upon 
measurement history, corresponding to a variation in the temperature range of the phase 
coexistence region, is therefore dependent on characteristics of individual samples.  
 
Figure 67: SQUID magnetometry data along with the measurement number showing the 
variation in the behaviour of measurements from samples (a) 13-9, (b) March, (c) 8, (d) 32, 
(e) 33pt1 and (f) 21-9 on warming (dashed) and cooling (solid) with a field of 100 Oe applied 
in the Kagome plane. The measurements show how the magnetic behaviour varies over with 
series of measurements on various samples. 
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The variation in magnetisation at 2 K is due to a variation in the proportion of in-plane phase 
at 2 K. The change in the behaviour of sample 33pt1 is therefore likely to have resulted from 
a different proportion of the sample undergoing a phase transition. The magnetisation value 
at 2 K for sample 33pt2 is low, 0.6 µbFe-1, compared to the other crystals. This indicates that 
a significant proportion of the sample remains in the high temperature phase. Repeated 
cooling of the sample will lead to an increase in the proportion of the sample undergoing a 
phase transition, therefore altering the hysteresis loop. 
 
Figure 68: A phase diagram showing the variation in the temperature range of the phase 
coexistence region with successive measurements, 1 to 3, on sample 33pt1. The 
measurements, corresponding to Figure 67 (e), show the thermal hysteresis shifted to higher 
temperatures on further temperature cycles. 
The plot in Figure 68 shows the change in position of the phase coexistence region is therefore 
associated with a change in the volume of the sample pinned into the high temperature phase. 
The increase in the proportion of the sample undergoing the spin reorientation transition will 
alter the temperature range of the phase coexistence region, for example the first 
measurement has a small hysteresis loop shifted to a lower temperature due to the 
stabilisation of the high temperature phase. The greater proportion of the sample undergoing 
the phase transition, due to the temperature cycling, is reflected with the opening of the 
hysteresis loop and an apparent shift in the phase coexistence region. The shift in the phase 
coexistence region is therefore a result of additional regions of the sample undergoing a phase 
transition.   
3.6.2 Zero field cooled measurement 
The comparison between zero field cooled measurements, where the crystal is cooled from 
room temperature without applying a magnetic field, and subsequent measurements when a 
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magnetic history has been introduced into the sample can provide evidence to the influence 
of the magnetic history on Fe3Sn2.  
The plots in Figure 69 show a comparison between samples with (field cooled) and without 
(zero field cooled) a magnetic history, and a plot for various crystals showing the behaviour of 
a range of crystals. The difference between zero field cooled and field cooled measurements 
is not uniform on all samples, the majority of samples showed very little difference between 
the zero field cooled and field cooled measurements. 
 
Figure 69: Bulk magnetometry measurements showing the variation between zero field 
cooled and field cooled measurements with a 100 Oe magnetic field applied in the ab plane 
on sample March and sample 32. The ZFC measurement on sample March follows the path 
of the field cooled measurement until the first order step in the field cooled measurement, 
whereas the ZFC and field cooled measurements on sample 32 follow different paths.  
The zero field cooled (ZFC) measurements on samples 32 and March show a low temperature 
magnetic state with a much lower magnetisation than the subsequent field cooled 
measurements. The measurement on the March sample shows the ZFC and the subsequent 
measurement following the same path until the field cooled measurement has a first order 
step. The comparison of the two measurements indicates that the ZFC measurement is an 
example where the crystal has not undergone a complete transition. The virgin sample had 
not previously undergone a spin reorientation transition and therefore is unlikely to consist of 
any low temperature phase before cooling. Sample 32 appears to show a different change in 
magnetisation with temperature, suggesting the spin reorientation occurs in a different manner 
to the subsequent field cooled measurement.  
The difference in the behaviour is due to the virgin samples not containing any low temperature 
phase and therefore the high temperature phase will be supercooled until the low temperature 
phase nucleates. The ‘training’ of the crystal, where the sample is cooled and warmed through 
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the spin reorientation temperature, leads to small regions of the low temperature phase 
remaining enabling a full transition to occur.  
The difference between the ZFC and field cooled measurements is not consistent for all 
samples, this may be due to certain samples consisting of a larger number of nucleation 
points, for example via surface or crystallographic defects. The comparison between the 
variation between samples and the change in field cooled and ZFC measurements shows 
similarities in the variation between the field cooled and ZFC measurements and the variation 
between the samples. The sample variation therefore may also be due to the samples 
remaining in the high temperature phase with limited nucleation of the low temperature phase 
leading to the majority of the sample remaining in the high temperature phase at 2 K. 
The difference between the field cooled and ZFC measurements on powder samples has been 
attributed to a spin glass transition with the relative dip in the ZFC measurement evidence of 
a spin glass transition [33]. 
The comparison between the field cooled and ZFC measurement for sample March, 
Figure 69, is significant. The field cooled measurement shows a step, typical of that of a first 
order spin reorientation transition. The ZFC plot follows the path of the cooling measurement 
until the first order phase transition. The ZFC measurement corresponds to the crystal without 
having gone through the spin reorientation transition and therefore little magnetic history. 
When cooling the sample rapidly without an applied field there was not a sufficient driving 
force to overcome the activation barrier to form the low temperature structure. This led to the 
metastable high temperature structure remaining to 2 K and no first order phase transition. 
The subsequent measurement made on cooling from 350 K to 2 K with a 100 Oe field had a 
sufficient energy to overcome the activation barrier, possibly due to the in-plane 100 Oe field 
that will drive the magnetic moment into the plane and therefore reduce the activation energy 
for forming the in-plane phase or the slower cooling rate, approximately 35 minutes from 300 K 
to 10 K for a zero field cooled measurement compared to ~4 hours for the field cooled 
measurement. 
The difference observed between zero field cooled and field cooled measurements by Fenner 
et al [33] may therefore not be associated with a spin glass transition but a first order phase 
transition. The zero field cooled measurement may not have undergone a complete spin 
reorientation transition leading to a variation in the behaviour compared to the subsequent 
field cooled measurements.  
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3.6.3 Time period between measurements  
Comparing the magnetic behaviour alongside the time period between measurements 
indicates whether the behaviour is driven by sample dependence or magnetic history 
dependence. The samples were held in an inert atmosphere to minimise possible degradation 
of the sample, in the form of oxide forming on the surface which may change in the behaviour 
of the sample.  
The high field response indicates that the fundamental nature of the crystal remains 
unchanged as temperature is reduced. The magnetic behaviour is observed to change at low 
fields with a change in temperature as the sample undergoes a spin reorientation transition.  
The measurement of sample March pt1 shows a variation in the change in magnetic moment 
with temperature depending on the time period between the measurements. The 
measurement made after 5 months of measuring sample March and sample March pt1 
correlate with the change in magnetic moment with temperature agreeing within expected 
small changes in the low temperature moment. The second set of measurements on the March 
pt1 sample (M’114 and M’117) showed a partial transition with no first order step observed 
during the spin reorientation transition. The change in the sample behaviour over time may 
due to the high temperature magnetic domain structure evolving over time to form a more 
stable state and therefore increasing the energy barrier to form the low temperature phase 
from the more stable high temperature phase. 
Alternatively, the nature of the sample itself may have changed over time. An oxide may have 
grown on the surface of the material or another form of crystal degradation may have taken 
place, both effects are unlikely as the samples are kept in an inert atmosphere and the time 
exposed to the air minimised. The comparison of the field sweep plots over the same period, 
as shown in Figure 71, shows no change indicating that the nature of the crystal remains 
constant whilst the behaviour through the spin reorientation transition changes. The 
consistency of the saturation magnetisation suggests that no new material phase has grown 
over time and the sample has remain constant and therefore any change in behaviour is 





Figure 70: Change in magnetisation with temperature on cooling showing the change 
in spin reorientation in measurements on sample March pt 1 with measurements 
M'114 and M'117 taken 9 months after measurement M'105, on sample 13-9 with 
measurement 13-9 (63) taken approximately 2 months after 13-9 (47) and on sample 
8 part 2 with measurements 8’’-25 to 8’’-29 taken over a period of a month. The 




Figure 71: Bulk magnetometry measurement showing the variation in magnetic 
moment with field on sample March pt1 showing measurement M’104 (black) and 
M’116 (red) with a period of 9 months between the first and second measurements. 
The field sweep measurements show no change in the sample behaviour with time. 
The variation over time is likely to occur for a similar reason to that underlying the variation 
between ZFC and field cooled measurements above. Holding the sample at room temperature 
may lead to a reduction in the residual low temperature phase as the sample overcomes the 
pinning of the low temperature phase or the feature pinning the low temperature phase 
changes. The later measurement therefore will correspond to the earlier ZFC measurement 
as the virgin state is effectively recovered with the population of the low temperature phase 
reduced.  
3.7 Thermoremanent magnetisation measurement  
The measurements over time suggest that the phase transition is not time dependent. The 
results from Fenner et al [33] suggested that a gradual increase in the measured moment that 
fitted an exponential model was evidence of a spin glass transition. The measurements 
undertaken by periodically measuring the magnetic moment in the plane of the crystal do not 
show any evidence of a variation like that observed by Fenner et al. The difference between 
the measurements made here and Fenner et al may be behind the different result. The 
measurements made on a single crystal measure the moment in the ab plane of the crystal, 
the powder measurement made by Fenner et al measure crystals in a random orientation not 
a specific crystallographic orientation. The measurements made by Fenner et al were over a 
period of approximately 80,000 seconds, comparable to the timescale of the measurements 
below.  
Measurements were made with various wait times (tw), corresponding to the time the crystal 




Figure 72: Measurement over time at 50 Oe at 4 K on sample March with (a) showing 
variation in wait time (b) tw=600 s and (c) tw=14400 s and (d) showing a measurement at 
100 Oe at 120 K with tw=60 s. The measurement show very small jumps in magnetisation 
that likely to be associated with instrumental effects. 
The steps observed in the measurements of the magnetic moment in the ab plane over time 
are relatively small compared to the size of the signal. The step may be first order jumps where 
the metastable remanent high temperature phase undergoes a transition to the low 
temperature phase. The jumps with a decrease in measured magnetic moment may be due 
to a region of the sample where the energy of the high temperature phase is very similar to 
the low temperature phase leading to a phase transition in both directions over time.  
The averaging of the moment across the sample would make such a region of the sample 
where the energy difference between the high and low temperature phases is small difficult to 
observe and the percentage change over a complete sample difficult to distinguish. The nature 
of the SQUID measurement and the stability of the magnetic field were described in 
section 2.1.2, the magnetic field is a superconducting coil and therefore small variations in the 
magnetic field are possible whilst the magnet is in persistent mode. When taking a 
measurement over such a period of time the possible variation in the magnetic field over that 
time must be considered. The small jumps observed correspond to a negligible change in 
magnetic field and therefore the change in the magnetic field may lead to the jump observed. 
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The results in Figure 73 below show a measurement on a second crystal with the influence in 
the change of wait time (tw) and a measurement made over a long period investigated. A 
measurement was made by making periodic measurements whilst holding the sample at 
50 Oe and 10 K.  
 
Figure 73: Measurement over time on 13-9 at 10 K and 50 Oe showing (a) various wait times 
and (b) tw=600 s over a period of 10.7 days with an inset figure showing the initial stage of 
the measurement. The results show that the change in wait time has very little difference on 
the magnetisation. 
The measurement for sample 13-9 did not show pronounced steps such as those observed in 
sample March. The measurement with a wait time of 600 seconds shows a small step at the 
start of the measurement, the measurements with longer wait time do not show any 
measureable steps. 
The measurements for various wait times show a variation in the magnitude of the 
magnetisation with different measurements. The variation is shown in comparison with a 
temperature sweep measurement below, the time dependent measurements show a much 
lower variation in sample March in comparison to sample 13-9. The measurements in 
Figure 67 compare the variation in low temperature states in two crystals. The 13-9 sample 
appears to show a partial spin reorientation transition and a greater change in the low 
temperature magnetisation value.  
The large variation in the low temperature states observed in the 13-9 sample, Figure 74, is 
likely to be associated with the partial spin reorientation transition. Cooling sample 13-9 
through the spin reorientation transition without an applied field leads to a lower value of 
magnetisation due to the energy barrier to form the low temperature phase and reduced 
driving force associated with the applied field. A greater portion of sample March undergoes 
a phase transition, therefore on cooling in zero field a larger magnetisation value is measured. 
The variation in the magnetisation value at 10 K on sample 13-9 is due to the change in the 




Figure 74: Bulk magnetometry measurements at 50 Oe on (a) sample 13-9pt1 and (b) 
sample March showing the change in magnetisation with temperature in comparison with the 
magnitude of the constant field-temperature measurement over time. 
The small size of the jumps measured over time make any conclusion from these difficult. The 
jumps may be from random regions of the sample undergoing a phase transition. It is however 
not possible to distinguish this possibility from a small change in the applied field from the 
SQUID. 
3.8 Field along c-axis 
The measurements described above were made with the sample aligned with the magnetic 
field along the ab plane. Magnetometry measurements were made with the c-axis of the crystal 
aligned to the magnetic field.  
The demagnetising field of a sample was described in section 3.2. The shape of the crystal 
and the direction of the applied field therefore influences the behaviour of the magnetic 
moment in the sample. Ideally to measure the behaviour in both the ab plane and the c-axis a 
symmetrical sample would be used and as such the demagnetisation factor for both 
orientations would be equal. 
Figure 75 shows the variation in the susceptibility of the crystal measured in the c-axis. The 
change in susceptibility is negligible between 2 K and 300 K, suggesting that the easy axis of 
magnetisation has not changed with temperature. The phase change observed in 
measurements with the crystal aligned with the magnetic field along the ab plane shows a 
phase change with a first order phase transition from a phase along the c-axis at 300 K to an 
in-plane phase at 4 K and a change in the easy axis corresponding to the change in population 




Figure 75: SQUID magnetometry showing the change in magnetisation with temperature 
with a field applied in the c-axis (right) and change in magnetisation with field showing a 
constant susceptibility with a field applied in the c-axis (left). The c-axis measurements show 
no evidence of a spin reorientation transition.   
Figure 76 shows the change in the susceptibility in the c-axis with a change in temperature. 
The susceptibility measurements confirm there is a negligible variation in the susceptibility 
with temperature and therefore no significant spin reorientation is observed whilst measuring 
the crystal with an applied field in the c-axis. 
 
Figure 76: A plot showing the change in the susceptibility, measured using a linear fit of the 
field sweep measurement between -6000 Oe to +6000 Oe, with temperature with the 
magnetic field applied along the c-axis of the crystal. The susceptibility measurement 
confirms there is no change in behaviour with temperature when measuring in the c-axis. 
The variation in the measured magnetic moment in the c-axis above 300 K is due to a rotation 
of the crystal within the sample holder. The torque on the crystal under such applied field is 
significant and will lead to the rotation of the crystal towards an alignment of the field to the 
ab plane. The change in measured magnetic moment indicating the crystal has rotated within 
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the sample holder starts around 300-320 K. The working range of the grease is up to 30 °C, 
therefore below 300-320 K the vacuum grease holding the sample becomes more viscous.  
Further measurements of the crystal along the c-axis above 300 K were made to determine 
the cause of the variation in the measured magnetic moment and whether this is an indication 
that the spin reorientation temperature has been shifted to a higher temperature during 
measurements with the field applied in the c-axis. Measurements of the magnetic moment 
whilst sweeping the field at a temperature above 300 K were made to determine whether the 
apparent variation in the magnetic moment is reflected in a change in the easy axis of 
magnetisation. 
Measurements with large applied fields in the c-axis led to a high frequency of sample fracture, 
induced by the torque from the applied field on the crystal. 
3.8.1 Spin reorientation in c-axis  
The lack of evidence for a spin reorientation when the crystal is measured with the field in the 
c-axis is due to the demagnetisation field of the crystal. The shape of the sample is such that 
the demagnetising field will be very large and therefore internal field will be larger than the 
variation associated with the spin reorientation. The measurement with the magnetic field in 
the c-axis will not show the change associated with the spin reorientation as this change is 
much smaller than the demagnetisation field. The measurement in Figure 75 shows a small 
decrease at 4000 Oe and 6000 Oe. This may be manifestation of the spin reorientation 
transition in the c-axis. A decrease is also observed in the susceptibility calculated from the c-
axis field sweep data in Figure 76 above. The small change in susceptibility makes it difficult 
to make a conclusion from the change in susceptibility in the c-axis. 
3.9 Conclusion 
The magnetometry results show an increase in magnetisation measured in the ab plane on 
cooling through the spin reorientation transition. The influence of sample variation and 
magnetic history on the phase diagram has been examined.  
The schematic phase diagrams in Figure 77 show the variation of the phase coexistence 
region on different samples and on a single sample. Figure 77 (a) shows the general trend of 
the phase transition for various samples, with a larger variation in the temperature 
corresponding to the loss of the high temperature phase compared to the variation in the 
nucleation temperature. The magnetic history of the sample also influences the phase 
transition. The schematic phase diagram in Figure 77 (b) shows the variation in the phase 
coexistence region. The measurements shown in Figure 67 confirm the dependence of the 
sample behaviour on measurement history. This dependence suggests that some of the 
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variation stems from a different portion of the sample undergoing the spin reorientation 
transition.  
 
Figure 77: A schematic phase diagram showing (a) the variation in the coexistence curve for 
a single sample and (b) the coexistence region from different samples. The phase diagrams 
show that in general the low temperature boundary of the phase coexistence boundary 
varies by a greater extent than the high temperature boundary.  
The inter-sample variation and sample history dependence are likely to originate from a 
variation in the proportion of the sample undergoing a phase transition. The history 
dependence is due to further measurements on the sample reducing the energy for a portion 
of the sample to undergo the phase transition, therefore varying the change in magnetisation 
on cooling. The inter-sample variation is also likely to be due to a variation in the proportion of 
the sample undergoing a spin reorientation transition. Small variations in defects may lead to 
a differing degree of stabilisation of the high temperature phase, altering the energy barrier for 
the phase transition. This will lead to a change in the proportion of the sample undergoing a 
phase transition in each sample.  
The change in the behaviour of sample March pt1 before and after being held at room 
temperature is shown above in Figure 70. This demonstrates the state of the crystal can vary 
over a long time period. The temperature cycle of measurements demonstrated with thermal 
history of the sample and the thermoremanent measurements did not conclusively show a 
variation with time, for example, over a period of ten days. This would suggest that the 
underlying mechanism leading to the change in behaviour through the spin reorientation 
transition is dependent on a thermal history in the short time period and can evolve over a 
long time period.  This may be due to a stabilisation of the high temperature phase over time, 
leading to an increase in the energy barrier to form the low temperature phase. 
The schematic diagram in Figure 78 below shows the total phase diagram for a range of 
samples. In general, the magnetometry data has shown a greater variation in the temperature 
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of the boundary between low temperature phase and coexistence region due to an incomplete 
phase transition. The variation between the samples is likely to stem from a variation in the 
volume of the sample undergoing the spin reorientation transition and sample imperfections 
such as defects stabilising one of the phases. 
 
Figure 78: A schematic average phase diagram of Fe3Sn2 showing the variation in the 
coexistence region for different crystals, with a greater variation in the temperature 
corresponding to boundary between the coexistence region the low temperature phase than 




4. Magnetic domain structure – room temperature 
The domain structure was imaged at room temperature with MFM images were taken with a 
Digital Instruments Dimension 3100 using lift mode scan. A Veeco MESP-RC tip was used in 
the MFM images presented in this section unless stated otherwise.  Details of the lift scan 
mode are provided in section 2.1.1.  
The domain structure observed at room temperature is similar to that observed in other highly 
anisotropic materials, such as cobalt. The branched domain structure and its feature sizes 
have been briefly reviewed in section 2.1.1.1. The room temperature domain structure in 
Fe3Sn2 will be examined and the feature sizes for various crystals examined in the section 
below. 
 
Figure 79: A schematic phase diagram with a red dot showing the room temperature MFM 
measurement, allowing the domain structure associated with the high temperature phase to 
be examined. 
The domain structure at room temperature corresponds to the crystal in the high temperature 
phase. The schematic phase diagram in Figure 79 shows the location on the phase diagram 
of the room temperature measurement.  Analysis of the domain structure corresponding to the 
high temperature phase will allow any change in the domain structure due to the formation of 
the low temperature phase to be identified. The change in the domain structure with 
temperature due to the spin reorientation transition can therefore be analysed. 
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4.1 Branched domain structure 
The branched domain structure is a result of the minimisation of the energy associated with 
the domain wall and stray field. The arrangement of magnetic moments leading to the 
distinctive branched domain structure is outlined in section 2.1.1.2. The dendritic domains are 
similar to those observed for cobalt crystals. The branched domain structure is typically 
observed in highly anisotropic crystals with an out-of-plane magnetic moment. 
 
Figure 80: Schematic diagram showing a representation of the domain within the crystal and 
the resultant domain structure on the surface.  
Figure 80 shows a schematic image of the domain pattern corresponding to the branched 
domain structure. As explained in section 2.1.1.1, the previous literature is unclear on whether 
the branched domain structure is due to closure domains or branching.  
The length scales characterising the domain structure are examined using 2D Fast Fourier 
Transform (2D-FFT). The Fourier transform will indicate the repeat lengths present in the 
image with the magnitude of the peak representing the number of repeating structures within 
the image. 
The domain images from two Fe3Sn2 crystals, ‘atto July’ and ‘atto nov-dec’, are shown below 
in Figure 81, along with the 2D-FFT and the radial average of the 2D-FFT. The images show 





Figure 81: MFM images showing the typical branched domain structure of Fe3Sn2 on (a) 
‘atto nov-dec’ and (b) ‘atto July’ with the 2D fast Fourier transform and radial average shown 
for each crystal demonstrating the variation in the length scale for each crystal (MFM image 
lift height=70 nm).  
The degree of branching in the two images differs with the larger length scale images having 
a higher degree of branching. The increase in the degree of branching with length scale is 
expected with previous results on cobalt showing a similar trend. 
The magnitude of the magnetic signal from samples ‘atto nov-dec’ and ‘atto July’, each sample 
with domain structures of different length scales, is compared by plotting the histogram of the 
magnetic signal of the MFM image. The histogram represents the phase change during the 
MFM image. The two images were taken using the same tip during a single measurement 




Figure 82: A histogram of the phase signal from the ‘atto nov-dec’ (red) and ‘atto July’ (black) 
with both images using a lift height of 70 nm, showing ‘atto nov-dec’ with a larger length 
scale having a greater magnetic response. 
The plot in Figure 82 suggests that the signal strength varies with the length scale of the 
domain structure. It is not clear from these measurements whether the change in the signal 
strength is due to a difference in the surface domain structure or a measurement artefact due 
to a constant resolution on images of different length scales.  
The histogram from measurements of a crystal using three different scan sizes is shown below 
in Figure 83. The different scan sizes represent a different resolution image and therefore the 
dependence of the magnetic signal on image resolution can be determined.  
The histogram in Figure 83 shows a small difference in the signal with a tenfold change in the 
image size and therefore image resolution. The significant difference in the magnitude of the 
magnetic signal in each signal in Figure 82 is therefore not associated with the change in 
resolution for the images and may therefore be associated with a difference in orientation of 





Figure 83: A histogram showing the dependence of the measured phase change on the size 
of image and therefore the resolution of the image for sample ‘atto nov-dec’, confirming the 
change in magnetic response is not due to a change in image resolution.  
 
Figure 84: A line profile through ‘atto nov-dec’ and ‘atto July’ with a differing length scale and 
degree of branching (lift height=70 nm). 
Figure 84 shows a line profile through a branch of the domain structure. The line profile shows 
a high phase contrast between the branch and the background. The high phase contrast 
suggests that the domains comprise of moments parallel and anti-parallel to the tip axis, 
therefore along the c-axis of the crystal. The surface domain structure may be associated with 
a series of closure domains with a very fine out-of-plane domain visible [46] or the surface 
pattern is due to a domain walls between closure domains [44]. The level of contrast would 
suggest that the visible domains are due to a significant out-of-plane moment. 
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The domain pattern of ’atto nov-dec’ and ‘atto July’ show different degrees of branching 
corresponding to the length scale of the domain structure. Sample ‘atto nov-dec’, with a 
smaller distance between the branches, has two distinctive branches with a main worm-like 
backbone and dendrites emerging from the branches. The domain structure with a greater 
distance between the branches also has more degrees of branching, highlighted with the MFM 
images in Figure 85. The main worm like pattern is present in both domain images, but there 
are further branches from the dendrite fingers. Analysis of the domain structure using 2D fast 
Fourier transforms (2D-FFT) to find the repeat lengths within the images is shown Figure 85.  
The radial average of the 2D-FFT show two distinctive peaks from ‘atto nov-dec’ 
corresponding the spacing between the branches and the dendrites. The domain structure of 
‘atto July’ gives a peak for the branched structure, but at shorter length scales there is a wide 
peak in the radial average due to the further branching of the dendrites. The correlation 
between the degree of branching and the length scale of the domain structure is expected 
from the theory of branched domain pattern outlined by Hubert [41]. 
 
Figure 85: MFM images showing ‘atto nov-dec’ (left) and ‘atto July’ (right) the branching of 
the domain structure (lift height=70 nm). 
The images in Figure 85 demonstrate several artefacts associated with the MFM imaging 
technique outlined in the section 2.1.1. The images show a discrepancy in the width of the 
positive and negative contrast of the MFM image; the true size of each domain is expected to 
be equal in size. The difference in the size of the regions corresponding to each domain is due 
to the influence of the stray field of the tip on the magnetic domain structure, with the change 
in size dependent on the moment orientation on the tip [54]. The positive phase contrast 
(bright) is due to a repulsive force between the tip, and therefore the sharp regions of Figure 85 




The MFM images of Fe3Sn2 at room temperature show sharp contrast from the repulsive 
domains and large attractive domains. The magnetic domain pattern provides evidence for 
the presence of closure domains on the surface of the Fe3Sn2 crystal, as outlined on cobalt 
crystals in section 2.1.1.2.1. The schematic diagram in Figure 86 shows the distribution of 
domains on the surface of the crystal and the influence of the tip on the domains. The domains 
formed on the surface are partially closed, leading to in-plane and out-of-plane domains on 
the surface. The domain structure observed using MFM shows a sharp repulsive domain due 
to the influence of the tip on the closure and out-of-plane domains. The repulsive interaction 
will reduce the size of the anti-parallel domain with the growth of the surrounding in-plane 
domains. The MFM images do not show a distinct attractive domain due to closure domains 
on the surface that, as shown in Figure 86, lead to a gradual change in domain orientation for 
the attractive domain. 
 
Figure 86: Schematic diagram showing the influence of the magnetic tip on the magnetic 
domain structure. The closure domains shown in (a) are modified by the interaction between 
the tip, leading to the enlargement of domains corresponding to attractive interaction (b). The 
resulting domain structure (c) shows a small repulsive domain due to the expansion of the 
attractive domain. 
The manipulation of the domain structure from the tip is evident from the glitches in the domain 
structure. The glitches are observed on the sharp anti-parallel domain, this is consistent with 
the tip leading to a growth of the in-plane domains. The attractive force from the tip rotates the 
moment towards a parallel orientation with the tip. As the tip moves across the surface, the 
closure domains grow until the magnetic force is not sufficient to rotate the moments and the 
repulsive domain is observed. The glitches observed correspond to a variation in the growth 
of the in-plane domain induced by the tip. Repeated scanning of the same area shows the 
domain structure is repeatable, thus confirming that the underlying domains remain unaltered 
but the surface domains are manipulated by the tip. 
4.2 Thickness dependence 
The dependence of the domain structure length scale has been investigated in other branched 
domain structures such as cobalt. The variation in length scale on a number of samples and 
on different areas is investigated further in section 5.5.3.1 with measurements of the magnetic 
domain structure taken along with the thickness of the crystal. 
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The dependence of the magnetic domain structure on the thickness of the crystal was 
confirmed by imaging a single crystal before and after cleaving, as shown in Figure 87. The 
original crystal (a) was cleaved along the Kagome plane leading to two crystals, (b) and (c), 
with a smaller thickness. 
 
Figure 87: MFM images of two halves of the cleaved crystal (right hand images, lift=30 nm) 
and the original uncleaved crystal (left hand image, lift 70 nm), with a distance between 
branches of (a) 5.37 µm, (b) 3.87 µm and (c) 3.42 µm. 
The length scale of the image, corresponding to the distance between the branches, is 
significantly smaller for the two halves of the cleave in comparison to the original crystal. The 
reduction in the length scale on a single crystal confirms that the variation in the domain 
structure originates from the crystal thickness not sample variation. 
4.3 Conclusion  
The room temperature MFM measurements have shown the domain structure corresponding 
to the high temperature phase is a branched dendritic structure. The length scale of the 
branched structure is dependent on the thickness of the crystal with a thicker crystal having a 
greater distance between the branches and a greater degree of branching of the structure. 
The MFM images have shown an interaction between the tip and the sample leading to a 
variation in the size of the attractive and repulsive domains. The expansion of the attractive 
domains due to a lowering of the stray field energy through the enlargement also provides 
evidence for the presence of closure domains on the surface. The thin repulsive domains 
without thin attractive domains is due to a gradual rotation of in-plane closure domains, this 
confirms the branched domain structure consists of closure domains. 
The MFM images of the high temperature phase allow the characteristics of the domain 
structure to be identified. These characteristics can be used to examine the phase transition 
using variable temperature MFM measurements, for example, from the loss of the length 
scales associated with the high temperature structure. 
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5. Sample analysis 
The variation of the behaviour with different crystals has been observed in the change in the 
bulk magnetisation with temperature measured using SQUID magnetometry measurement 
and the length scale of the domain structure observed with room MFM measurements. The 
crystallographic structure will be measured using x-ray diffraction (XRD) to determine whether 
the variation in the spin reorientation transition can be related to any crystallographic defects.  
As explained above, the variation in thickness of the crystal is expected to correlate with a 
change in the length scale domain structure, measuring the thickness of the crystal will enable 
this to be confirmed.  
The sample analysis will be undertaken at room temperature, and therefore the sample will 
be in the high temperature out-of-plane phase. 
5.1 X-ray diffraction  
The XRD measurements were undertaken on various instruments. An experiment was done 
at Brookhaven National Laboratory (X20A beamline) on a limited number of samples using a 
single wavelength, low angular divergence source. Additional samples were measured using 
laboratory instruments (PANalytical X’pert MPD (UCL), PANalytical MRD XRD, PANalytical 
MPD XPD (Imperial), Bede D1 system). These instruments are of lower resolution compared 
to the instrument used at Brookhaven and comprise secondary peaks. 
The measurements were conducted using a theta-2theta scan measuring reflections from 
angles of approximately 7 to 92. A rocking curve was also measured on the (009) and (0018) 
reflections to determine the degree of polycrystallinity. 
5.1.1 Measurement  
The XRD measurement on Fe3Sn2 was made in the c-axis orientation and therefore measured 
the repeat length of the crystallographic planes in the out-of-plane direction.  The XRD 
measurement will therefore detect reflections from the (00L) crystallographic planes. The 
family of peaks that will be present along with the relative intensity of the peaks is shown in 








Crystallographic plane 2θ angle (Cu kα1) Relative intensity 
003 13.5 3.52 
006 27.1 2.24 
009 41.2 60.28 
0012 55.9 0.01 
0015 71.8 0.18 
0018 89.9 4.98 
Table 1: A table showing the 2θ angle of the 00L reflections from Fe3Sn2 for Cu Kα1 and the 
relative intensity of each reflection. 





The radiation from the copper source is a mixture of emissions corresponding to the 
wavelengths K1, K2 and K. The mixture of wavelengths in the x-ray signal will lead to 
secondary peaks for each crystallographic reflection offset from the primary peak. The ratio of 
the primary and secondary peaks will correspond to the ratio of the emission of the K1, K2 
and K

 radiation signals. The ratio of the measured peak corresponding to each radiation 
signal can be correlated to the ratio of the emission signals. A mixture of radiation signals will 
lead to signals corresponding to a small variation in the crystallographic length scale being 
within the overlap of the mixture of wavelengths, therefore preventing a variation in the 
wavelength and the variation in crystallographic length scale being distinguished.  
Figure 88 shows a comparison between measurements made at Brookhaven, with a single 
wavelength source and using an XRD set with a mixture of K1 and K2 emissions. The 
addition of secondary peaks make determining any impurities or imperfections giving a signal 




Figure 88: A comparison between the measurement at Brookhaven and a laboratory XRD 
set (PANalytical X’pert MPD (UCL)) showing the greater resolution and a single diffraction 
peak for the Brookhaven data compare to the mixture of K1, K2 for the laboratory set. 
The PANalytical MRD XRD set used for some measurements showed reflections with an 
additional peak associated with the 009 reflection corresponding to a wavelength of 1.46Å as 
shown in Figure 89. The additional peak is observed at the same position on all crystals 
measured using this XRD set, the example of sample 36 and March pt1 is shown in Figure 90. 
The reflections corresponding to the 009 peak for the two crystals show the family of 
reflections, K1, K2, K and a double peak around 1.46Å.  The additional peak does not 
correspond to a reflection from another 2θ angle as no corresponding K
 peak is observed.   
 
Figure 89: Diffraction pattern from a PANalytical MRD XRD set for sample March pt1 
showing a peak corresponding to the K1, K2 and K positions, an additional twin peak for 




Figure 90: Diffraction pattern from PANalytical MRD XRD set for sample 36 and March pt1 
showing a consistent diffraction pattern for each crystal. The plot on the left shows a linear 
plot showing that the additional peak at ~39° has no observable peak that would correspond 
to a K wavelength. 
Figure 91 confirms the additional peak is an artefact of the instrument, with further 
measurements using two additional instruments showing that the peak is only present on the 
PANalytical MRD XRD set. A scan of the sample holder taken during the experiment does not 
show any peaks. The wavelength of the additional peak is close to that expected for tungsten 
Kα1 radiation, when comparing the ratio of the 2θ angles the ratio corresponds to that expected 
of tungsten and copper. 
 
Figure 91: Diffraction pattern from sample 36 (left) from two XRD sets (red: Bede D1 system, 
black: PANalytical MRD XRD) and sample 33pt1 from XRD sets (red: PANalytical MPD XRD 
(Imperial), black: PANalytical MRD XRD). Both crystals show that the peak at ~39° is only 
visible on PANalytical MRD XRD set. 
5.2 Theta-2theta scan 
A measurement of a range of 2θ angles allows the angle and relative intensity of each peak 
to be measured determining whether all the expected reflections for Fe3Sn2 are present. As 
described above, the measurements were undertaken using various XRD diffraction sets. The 
XRD set used for each measurement will be stated in the corresponding caption.  
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The measurements in Figure 92 and Figure 93 show a theta-2theta scan on various crystals 
measured using a PANalytical MRD XRD set and Brookhaven National Laboratory, 
respectively. As explained above the measurements using the PANalytical MRD XRD set will 
comprise additional peaks corresponding to a range of wavelengths emitted. The crystals 
measured in Figure 92 do not show any additional peaks that correspond to impurity phases. 
 
Figure 92: Measurements at 2θ angles ranging from 10° to 92° using set PANalytical MRD 
XRD with sample 8pt1, 36, March pt1 and March pt2, showing no additional peaks to those 
expected from Fe3Sn2. 
The crystals measured at Brookhaven in Figure 93 show additional peaks for sample 13-9 and 
sample 35. A potential impurity with a peak corresponding to the 2θ angle of these peaks 
could not be identified. The measurement highlights that an impurity phase may be present, 
but the lack of samples showing additional peaks makes establishing the influence on the spin 




Figure 93: Measurements at 2θ angles ranging from 10° to 92° using beamline number 
X20A at NSLS I of Brookhaven National Laboratory on sample 13-9, sample 35 and ‘atto 
July’. The measurements on sample 13-9 and sample 35 appear to show additional peaks. 
5.3 Variations in 2θ 
The small shifts in the position of the 2θ peak between samples indicates a variation in the 
crystallographic structure. The 2θ measurement is due to the reflections from the 
crystallographic planes perpendicular to the c-axis, planes along the Kagome plane. The 




Figure 94: A measurement of the intensity of the diffraction peak corresponding to the (009) 
plane measured using set PANalytical MRD XRD, the counts for each plot has been 
adjusted to allow each crystal to be compared. 
 
The difference in 2θ angle between the measurement on sample 33pt1 and March pt1 (M pt1) 
corresponds to a c-axis repeat length of 19.82Å and 19.80Å respectively, with an expected 
c-axis length of 19.702 Å. The change in c-axis length represents a change of 0.6% 
(March pt1) and 0.5% (sample 33pt1). The strain corresponding to a stacking fault, for 
example an additional tin layer or a triple layer of iron instead of the bi-layer structure, induces 
a large strain. The doubling in size of a tin layer will induce a 10.7% strain and a triple iron 
layer will lead to a strain of 22.6%.  
A small level of strain observed leading to the shift in 2θ value may be due to a very small 
number of stacking faults as described above, or a distribution of inclusions between the layers 
in the Kagome structure, leading to a small change in the c-axis repeat length.   
The spin reorientation transition has a different characteristic for each crystal shown in 
Figure 94. The comparison of the change in magnetisation with temperature is shown below 
in Figure 95. The variation in the 2θ angle and therefore the c-axis repeat length does not 
correspond to the change in behaviour of the spin reorientation transition. The behaviour of 
the crystal changes over time, sample March pt1 has a large change in magnetisation and a 
first order step on cooling on earlier measurements. The plot below shows a measurement 
made a short period after undertaking XRD measurements.  
The XRD measurements in Figure 94 show that crystals 8pt1 and March pt1 have similar 2θ 
values. Any dependence in the change in the spin reorientation on the degree of stacking 
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faults would therefore be expected to be reflected in a similarity between measurements with 
similar theta-2theta measurements. The difference in the spin reorientation of the 
corresponding crystals (Figure 95) does not reflect the change in the 2θ value. It must also be 
considered that the behaviour of sample March pt1 (M pt1) varied over time (see Figure 70). 
 
Figure 95: SQUID magnetometry data showing the change in magnetisation with 
temperature for the crystals corresponding to the XRD data of Figure 94. 
5.4 Rocking curve 
The (009) peak has the greatest intensity and therefore was used to determine the degree of 
crystallinity of each sample.  The 2θ angle was fixed at the angle corresponding to the largest 
number of counts and a rocking curve measured. The variation in the width of the rocking 




Figure 96: Rocking curves for the (009) peak on various crystals showing the varying degree 
of crystallinity in the crystals measured. The number of counts for each plot have been 
adjusted to allow the crystals to be compared. 
Measurements of various crystals were undertaken on different instruments, a comparison of 
the rocking curves on two instruments is provided in Figure 97 below. The curves show a 
similar total width for the samples measured on the two instruments, although the 
measurement from the PANalytical MRD XRD set appears to have a larger number of peaks. 
This difference is likely to be associated with a difference in the resolution of each instrument.  
 
Figure 97: Rocking curve for the (009) peak taken on sample 36 using the instrument 
PANalytical MRD XRD (red – top axis and righthand axis) and Bede D1 system (black - 





The rocking curve measurements of the 009 crystallographic plane made at Brookhaven 
National Laboratory are compared in Figure 98. The comparison of the rocking curves 
measured at Brookhaven should not be limited by the resolution of the instrument, therefore 
it can be determined whether there is a correlation between the spin reorientation and the 
number of crystallites measured in the rocking curve.  
The measurement in Figure 98 shows the ‘atto July’ crystal with a smaller width compared to 
the other two samples measured. The measurement for the ‘atto July’ sample has a sharp 
peak and a background with a larger theta range, this would suggest that the majority of the 
crystal measured is single crystal.  
 
Figure 98: A comparison of the (009) rocking curve measured on three samples measured 
using beamline number X20A at NSLS I of Brookhaven National Laboratory. The ‘atto July’ 
sample appears to have a smaller width rocking curve. 
The crystals measured in Figure 99 show a very similar width of the (009) rocking curve. The 
crystals show a small variation in the 2θ value, but as shown above this appears not to be 
directly related to the nature of the spin reorientation transition. The peak widths for each 
sample are similar but the samples show a different number of peaks, for example, 
sample March pt2 (green) has a double peak whilst sample 36 (black) has four visible peaks. 
It is likely that the resolution of the instrument will limit the number of peaks that are visible, 




Figure 99: A plot of a theta-2theta scan (left plot) and rocking curve (right plot) of the (009) 
peak for sample 33pt1 (red), sample 36 (black) and March pt2 (green) using PANalytical 
MRD XRD. The counts for each measurement in each plot have been scaled to enable a 
comparison between samples to be made. 
The magnetometry results in Figure 100, corresponding to the XRD data in Figure 99, show a 
significant variation in the nature of the spin reorientation transition in each sample. The spin 
reorientation in sample 33pt1 is not typical of the measurements observed on the other 
crystals. The comparison of the XRD measurements on this sample does not show a 
significant variation compared to the results of the other crystals. 
 
Figure 100: Magnetometry measurement showing the change in magnetisation along the 
ab plane during warming (solid) and cooling (dashed) for sample 33pt1 (red), sample 36 
(black) and March pt2 (green). 
The crystallographic peak measuring the (009) plane for the sample March pt1 and 8pt1 
correspond as shown in Figure 94. The correlation of the two peaks shows the crystallographic 
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structure for the two crystals are very similar. The rocking curve for the (009) reflection for 
each crystal is shown in Figure 101.  
 
Figure 101: A rocking curve for sample 8pt1 and March pt1 (M pt1), measured using 
PANalytical MRD XRD, with the change in intensity of the diffraction peak with theta at the 
2θ angle corresponding to the (009) plane for each sample 
 
The rocking curve for both of the samples shown in Figure 101 would suggest that sample 8pt1 
has fewer grains than March pt1. The comparison of the SQUID data shows that sample 8pt1 
has a partial spin reorientation transition whereas March pt1 sample has a first order step 
during the formation of the low temperature phase, although later measurements on March 
pt1 show an incomplete transition.  
The XRD results suggest that the two samples have the same crystallographic structure but 
the sample with a partial spin reorientation transition, sample 8pt1, has a crystallographic 
structure with fewer grains. The sample showing a first order step would be expected to have 
a few grains giving a smaller variation in the spin reorientation temperature in the crystal and 
therefore leading to the spin reorientation transition to be uniform throughout the crystal. The 
XRD results comparing the two crystals show evidence to the contrary. 
It may also be possible that the 8pt1 sample is ‘locked-in’ to the high temperature phase and 
does not have sufficient energy to overcome the activation energy required to form the low 
temperature phase, similar to the later measurements on sample March pt1.  
The comparison between the complete sample 8 and the two broken pieces of sample 8 show 
the nature of the spin reorientation transition is different in the two halves compared to the 
original sample, see section 3.5. The variation may be due to a change in the nature of the 
spin reorientation over time or due to a variation in the behaviour of the crystal through the 
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volume. The change in the behaviour of sample March pt1 over time suggests that the 
variation is time dependent and the similarity between the measurement of the sample 8pt1 
and the measurement on March pt1 after a period of time at room temperature would suggest 
that the variation stems from the history of the sample and is not crystallographic in origin. 
The XRD measurements were taken at Brookhaven National Laboratory and using laboratory 
x-ray sets, as discussed earlier. The XRD measurements at Brookhaven were undertaken by 
Dr Jihwey Park. 
5.5 Methods of determining thickness of the crystal 
The correlation between the thickness and the domain structure was discussed in section 1. 
The MFM from a sample before and after cleaving shown in Figure 87 demonstrated the 
dependence of the distance between the branches on the thickness of the crystal. The 
relationship between the thickness of the sample and the length scale of the domain structure 
required the thickness of each sample to be determined.   
The shape of the crystal makes any measurement of the thickness difficult. As explained 
above the crystals form thin plates with a thickness of the order of 10-50 µm and up to 1cm in 
length. The dimensions make a direct optical measurement of the edge difficult due to the 
limited depth of focus of the microscope. Various methods were used to measure the 
thickness, including confocal microscopy, optical focus method and SEM microscope images. 
5.5.1 Optical focus method 
The optical method for determining the thickness of the crystal utilises the change in focus 
position between the top of the crystal and the surface on which the sample is located. The 
change in z-height of the stage can be measured using the micrometer of the microscope.  
 
Figure 102: A schematic diagram showing the optical measurement of the crystal by 
focussing on a point of the crystal and a position on the glass slide whilst measuring the 
change in height of the stage between the first and second measurement. 
The crystals were measured optically by placing the crystal on a glass slide and measuring 
the height of the stage when the microscope is in focus with the glass slide and the crystal, as 
shown in the schematic diagram above.  
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5.5.1.1 Variation in the sample thickness 
The optical microscope images show the variation of the crystal thickness, this variation is 
reflected in the size of the error bars in plot in Figure 106. The variation in the height of the 
stage to focus on various positions on the sample surface shows the lack of uniformity of the 
crystal. The error in the measurement is therefore dominated by the variation in thickness. 
The stage height can be measured to an accuracy of 0.5 µm, therefore the measurement error 
is insignificant relative to the variation in the measurement. 
The size of the variation in the thickness is likely to be exaggerated by the measurement 
process using the optical focus method to determine the thickness of the crystal. The 
schematic figure below shows examples of an increase in the change in z height measured 
from a sample lying on the surface. The measurement process was undertaken to minimise 
this effect and multiple measurements were made to establish the degree of variation on the 
crystal.  
 
Figure 103: A schematic diagram showing the variation in the measured z height of the 
surface originating from a foreign object (left) preventing the crystal from lying flat on the 
substrate or a variation in the contours of the crystal leading to an enhancement of the 
change in height. 
5.5.2 SEM 
Scanning electron microscopy (SEM) was used to accurately measure the thickness of the 
edge of the crystal. The measurement of the edge of the crystal is assumed to represent the 
thickness throughout the crystal, although as established with the optical measurements the 
thickness varies across the sample. The edge thickness is nonetheless considered to be 
representative of the thickness throughout the area of the crystal.  
Figure 104 shows SEM images from six different samples; the images show differing 
uniformity in the thickness.  Sample 32 has a uniform thickness with a small number of surface 
features on the face of the crystal. Sample 9 shows a crystal with a large amount of growth of 
a material on the surface of the crystal, the material on the surface may be due to an oxide 
layer on the surface. The SQUID measurements on a number of crystals showed a variation 
in susceptibility that was attributed to Fe3O4. The level of oxide on the surface of the crystal 
on sample 9 is such that the plate-like shape of the crystal, expected from the crystallographic 
structure, is not visible. 
The contrasting layers observed in sample 7, sample 22 and sample 6 provide further 
evidence that stacking faults or inclusions are present in the crystal. The contrast would 
suggest that different layers are present in the sample. From the image it is unclear whether 
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this is due to a change in the sample composition, a change in crystallographic structure or 
an artefact from the variation of the surface of the edge of the crystal. Sample 6 also shows 
the interlayer changes in size across the sample with an increase in the size of the layer from 
left to right, this would suggest it is not an artefact of surface variation on the edge of the 
crystal. 
 
Figure 104: SEM images of samples (clockwise) sample 32, sample 7, sample 9, sample 22, 
sample 10, sample 6 showing the edge of the crystals.  
Figure 105 shows SEM images for complete crystals. Sample 32 highlights the growth of an 
oxide on the surface of the crystal, as shown by the uneven nature of the material coating the 
surface in the inset image. The variation in the size of the edge of the crystal is demonstrated 
in the image of sample 10, the edge of this crystal therefore may not be representative of the 
thickness of the crystal. Measurements of the thickness from the edge of the crystal were 




Figure 105: SEM images of sample 10 (top) and sample 32 (bottom) including an inset 
image from the corner of sample 32. The SEM images show small islands and a variation in 
thickness. 
The SEM images provide further evidence of an oxide growth on the surface of the crystal 
with the images of the crystals showing isolated islands on the surface, for example on 
sample 10. Other crystals, such as sample 9, appear to show an oxide coating on the surface 
and do not have a sharp edge to the crystal that would be expected from a layered structure. 
The presence of layers on the edge of the crystal would also suggest that intergrowth layers 
may be present, which would lead to the results measured using XRD.  
5.5.3 Crystal thickness - domain length scale correlation 
The correlation between the length scale of the magnetic domain structure and the thickness 
can be determined from the MFM images of the domain structure and the measurement of the 
thickness of the crystal described above. The length scale of the MFM image was determined 





Figure 106: Plot showing the correlation between thickness and length scale of the domain 
structure using measurements of the thickness using optical microscopy measurements 
(blue) and SEM microscope images (red). The plot shows no clear correlation between 
domain length scale and crystal thickness. 
The difficulty in determining the thickness of the crystal where the MFM image was measured 
has added a significant error to the results shown in Figure 106. The general trend of an 
increasing length scale for crystals of a greater thickness is in agreement with the expected 
result.  
The variation in thickness will influence the domain structure length scale; the degree to which 
the length scale is altered will depend on the area over which the thickness of the crystal 
varies, for example, a localised change in thickness will not alter the length scale as a change 
in thickness across the sample surface.  
A thickness variation over the surface of the crystal makes any relationship between the 
sample thickness and length scale of the domain structure difficult to determine accurately. 
The location of the MFM image of the crystal may be different to the location at which the 
thickness is measured.  
The methods described above would not be able to determine the thickness of a crystal at a 
given position where the MFM image was taken. The nature of the MFM scan is such that a 
clean location, away from the edge of the crystal must be used. The measurement of the 
thickness using SEM images is limited to measuring the thickness of the outer edge of the 
crystal and the variation of the thickness of the crystal will lead to the crystal being inclined on 
the glass slide. Therefore it is not possible to determine and correlate the variation across the 
surface of the crystal on both sides of the crystal. 
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5.5.3.1 Variation in domain length scale 
The variation in the thickness of the crystal, as shown above, will lead to a variation in the 
length scale depending on the location measured. The MFM images from two areas on two 
samples are shown in Figure 107. The corresponding 2D-FFT shows a significant variation in 
the length scale of the domain structure.  
 
Figure 107: MFM images and 2D-FFT from two areas of (a) sample 31 with inset images of 
a 10 µm area and (b) March pt1 with inset images of a 20 µm area, showing the variation of 
the length scale of the domain structure on two areas of the sample. 
The variation in the domain length scale across two locations on the surface is driven by the 
change in crystal thickness in the various locations.  
Sample 31pt1 shows two measurements with a significant variation in the length scale of the 
domain structure and therefore a variation in the crystal thickness. The data from the 
measurement of the focal point of the sample 31 would suggest that the variation in the crystal 
thickness ranges from ~24m to ~36m. Although the variation in the thickness of the crystal 
appears to be significant, the standard deviation in the measured thickness for sample 31pt1 
is less than that measured for the March pt1 sample.  
The variation in the thickness measured using the optical microscope therefore does not 
directly correspond to the variation in the domain structure measured using MFM. The 
variation in the domain length scale is expected to correspond to a change in the thickness of 
the crystal, i.e. a different number of Kagome planes.  The variation in the thickness measured 
using an optical microscope may correspond to isolated regions of growth or growth of an 
oxide, both of which would not correspond to a uniform variation in height and therefore may 
not manifest in a change in the domain length scale.  
The optical image in Figure 108 shows examples of a variation in the height of the crystal due 
to isolated islands with a localised change in height and a more uniform change in height with 
additional crystallographic planes. It would not be possible to measure the domain at the 
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localised islands due to the variation in topography. The localised change in height is likely to 
have a local influence on the length scale of the domain structure. 
 
Figure 108: Optical microscope image showing the variation in height of the surface of the 
crystal with islands and planes at varying heights. 
The lack of correlation in Figure 106 reflects the uncertainty in the measurement of the 
thickness. The optical images demonstrate the difficulty in determining a thickness of the 
crystal and making a measurement of the domain structure using MFM. A variation in the 
domain structure will be dependent on the location of the measurement and it would be not 
be possible to correlate the thickness with the MFM image due to variations in the thickness 
on both sides of the crystal. 
5.6 Conclusion 
The x-ray diffraction measurements show a variation in the crystallographic structure between 
samples, with a varying degree of crystallinity and defects observed. The variation in the 
sample properties and the difference in the spin reorientation do not correlate suggesting that 
the crystallographic variation is not the primary cause of this variation.  
The magnetometry results have shown that a single crystal can show different behaviour 
during a sequence of measurements and over a time period. The variation in the behaviour is 
likely to stem from a number of influences and it is not possible to decouple these. 
Crystallographic imperfections may lead to a stabilisation of one of the phases through 
pinning, but this will be difficult to observe due to the thermal history influencing the stability of 
each phase.  
A change in the length scale domain structure associated with the high temperature out-of-
plane domain structure was observed when measuring a crystal before and after cleaving, 
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with the cleaved halves having a smaller length scale with respect to length scale of the 
domains of the complete crystal. The measurement of the thickness and the domain length 
scale could be used to determine the relationship of the variation. The shape of the crystals 
leads to an uncertainty in the thickness measurement, preventing an accurate determination 
of the dependence of the domain structure on crystal thickness.  
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6. Magnetic domain structure – temperature dependence 
An introduction to variable temperature MFM and details on the Attocube system are given in 
section 2.1.1.6. Variable temperature MFM measurements locally examine changes due to 
the rotation of the magnetic moment through the domain structure from the magnetic domain 
structure. The phase transition is observed from the domain structure associated with the high 
temperature, out-of-plane, and low temperature, in-plane, phases. The domain structures are 
distinctive and therefore the phase transition can be observed from the change in the 
measured domains. 
Figure 109 shows a schematic phase diagram with a dashed line representing the 
measurement made with the variable temperature MFM. The MFM measurement will be made 
without an applied magnetic field, and from the phase diagram three characteristic domain 
structures should be observed.  
A schematic illustration of the change in the domain structure is shown at temperatures T1 to 
T5 in Figure 109. At high temperatures an out-of-plane domain structure is expected, 
corresponding to the high temperature phase with magnetic moments oriented towards the 
c-axis. At low temperatures an in-plane domain structure corresponding to moments oriented 
towards the Kagome plane is expected. The phase coexistence region will be observed in the 
domain structure, with the high and low temperature domain structures both being observed 
in the range of temperatures defining the phase coexistence region. 
 
Figure 109: A schematic phase diagram showing the variable temperature MFM 
measurement at zero field (dashed line) through the phase coexistence region. The inset 
images show the expected domain structure on cooling, with the high and low temperature 
domain structure coexisting within phase coexistence region. 
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This chapter will show the variable temperature MFM results from two crystals, with each 
crystal having different domain length scales at room temperature. As well as variable 
temperature MFM measurements bulk magnetometry has been used to examine the change 
in orientation of the magnetisation in each crystal. The combination of bulk and local 
measurements on these crystals will allow the phase transition and the phase diagram to be 
examined. The local measurements will provide further evidence on the nature of the phase 
change, for example, allowing the temperature range of the phase coexistence region to be 
determined from the temperatures at which the high temperature phase, low temperature 
phase, and phase coexistence is observed. 
6.1 Sample installation 
The Fe3Sn2 samples and the Attocube system were prepared in a standard fashion during the 
installation procedure. The Fe3Sn2 samples were cleaved before installation to provide a clean 
surface, minimising the variation in topography and therefore reducing cross talk of topography 
in the magnetic domain measurement.  
The crystals were cleaved by attaching epoxy glue to the surface of the crystal, then applying 
a lateral force to the epoxy to remove both the epoxy glue and part of the surface of the crystal. 
The crystals fracture along the most weakly bonded crystal planes; for Fe3Sn2 the crystal 
fractures along the tin layer separating the Kagome bi-layers, exposing a clean and flat area 
for measurement. 
The fracture process will lead to a fracture of the crystal along a number of tin layers, leading 
to steps on the surface of the crystal corresponding to the change in layer in which the fracture 
of the crystal has occurred. The area of the crystal scanned is selected to minimise the number 
of steps on the surface, but, as shown in the images below, the occurrence of step edges is 
often unavoidable and this is considered when interpreting the magnetic images.  
The sample was attached to a sample plate using conducting epoxy (Epo-tek E4110), and the 
sample plate was held onto the sample holder in the Attocube using conducting grease. The 
conducting grease improves electrical contact of the sample, reducing build-up of charge 
during scans. The sample is installed onto the sample plate and the Attocube positioner 
system inserted into the holding tube. The atmosphere of the holding tube is controlled using 
the backfilling procedure described above. All measurements were taken using a Veeco 
MESP-LM tip with a scan height of 50 nm above the surface during magnetic measurements. 
6.2 Domain structure evolution  
The two crystals, with different domain length scales, show characteristic changes in the 
domain structure with temperature. The evolution of the domain structure can be divided into 
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three stages, the high temperature dendrite structure, an intermediate fine structure and low 
temperature remanent domains.  The onset of the second stage, with the development of fine 
structure, corresponds to the coexistence region of the phase diagram. The temperature of 
the nucleation of the low temperature phase therefore corresponds to the boundary defining 
the coexistence region.   
The localised measurement using MFM shows regional dependency of the phase transition 
temperature. This will provide further details on how the bulk measurement corresponds to 
the microscopic measurement, with an increased averaging effect on the bulk measurement. 
MFM images of the high temperature phase are described in section 4. The distance between 
the branches can be used to characterise the change in domains with temperature.  As the 
domain structure varies the distance between the branches of the domain structure will be 
lost, with the low temperature structure showing no branches.   
6.3 Samples: ‘atto nov-dec’ - ‘atto July’ 
The high temperature domain structures of the two crystals, atto nov-dec and atto July, are 
shown in Figure 81 in section 4.1. After these measurements the samples were cleaved in 
preparation for Attocube measurements. The high temperature domain structure measured at 
room temperature shows the variation in the length scale of the two domain structures. 
Cleaving the crystal alters the sample thickness, therefore the domain structure must be 
compared post-cleave. 
Figure 110 shows the domain structure at room temperature of both crystals after cleaving. 
The FFT analysis shows the length scale of the domain structure of each crystal. The length 
scale differs for each crystal. The distance between the branches being 1.67 µm for 




Figure 110: MFM images recorded at 200 K comparing the high temperature domain 
structure of ‘atto nov-dec’ (left) and ‘atto July’ (right) and the corresponding FFT images and 
radial average of the FFT image. The difference in length scale of the branched structure is 
highlighted in the radial average of the 2D-FFT with the peak of ‘atto nov-dec’ corresponding 
to a distance of 1.69 µm between the branches and ‘atto July’ a distance of 3.9 µm.  
6.4 Variable temperature measurement 
The sequence of images in this section, Figure 111 to Figure 120, show the evolution of the 
domain structure with temperature on two crystals (‘atto July’ and ‘atto nov-dec’) measured 
using the attocube. The images show how the domain structure evolves through the phase 
transition. 
The image recorded at 200 K shows domains that are typical of a branched domain structure 
observed in crystals with high magnetic anisotropy and a magnetic moment along the c-axis, 
corresponding to the high temperature phase. The domain structure evolves on cooling as the 
low temperature phase develops, indicating the onset of phase coexistence and a first order 
phase transition.  Below 200 K a fine structure, corresponding to the low temperature phase, 
is observed. The MFM images therefore confirm the phase coexistence region of the phase 
diagram extends approximately to 200 K. As the crystal is cooled further the proportion of the 
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low temperature phase increases relative to the high temperature phase, as shown with the 
growth of the nucleation points.  
The ‘atto nov-dec’ crystal cooled to 4.2 K shows an area with only low temperature domains, 
suggesting the boundary between the phase coexistence region and the low temperature 
phase is greater than 4.2 K. Sample ‘atto July’ shows a remanent high temperature phase at 
4.2 K, therefore the phase coexistence region extends down to at least 4.2 K. 
The captions for each Figure describe the changes in the domain structure at that temperature 
and the evolution of domain structure. 
 
Figure 111: MFM images at 200 K for ‘atto nov-dec’ (left) and ‘atto July’ (right) showing a 
branched domain structure associated with an out-of-plane magnetic moment. The domain 
images for both crystals show no evidence of the nucleation of the low temperature phase. 
 
Figure 112: MFM images at 180 K for ‘atto nov-dec’ (left) and ‘atto July’ (right). The branches 
for both crystals remain unaltered but a fine structure between the branches has developed 
on ‘atto nov-dec’. The fine structure shows the phase coexistence region starts above 180 K 




Figure 113: The domain structure at 160 K for ‘atto nov-dec’ (left) and ‘atto July’ (right).  
Sample ‘atto nov-dec’ shows fine domains within the branches and between the branches. 
The dendrite arms appear to have reduced in size and are less prominent. Sample ‘atto July’ 
shows growth of the structure between the arms of the branches, with the arms appearing to 
split and separate. 
 
Figure 114: MFM images at 140 K for ‘atto nov-dec’ (left) and ‘atto July’ (right). At 140 K the 
dendrite arms are only visible as perturbations along the branch of the dendrite in 
‘atto nov-dec’ and the fine structure within and between the branches appears to have 
coalesced to form a continuous structure. The fingers of the dendrite arms on ‘atto July’ are 
now less distinct and the structure between the dendrite arms has grown. The domains 
between each branch also appears to coalesce to form a continuous structure of opposite 
contrast to the branch it is forming within. 
 
Figure 115: The structure at 120 K for ‘atto nov-dec’ (left) and ‘atto July’ (right) show a 
significant evolution from the high temperature branched domain structure. Sample 
‘atto nov-dec’ shows little resemblance to the branched domains of the high temperature 
structure, with each branch having a continuous internal structure and small perturbations at 
the original position of the fingers of the domains. Sample ‘atto July’ shows continuous lines 




Figure 116: MFM images at 100 K for ‘atto nov-dec’ (left) and ‘atto July’ (right). At 100 K the 
branches on both ‘atto nov-dec’ and ‘atto July’ are not visible. A magnetic structure can be 
observed in a similar location to that of the branches in the high temperature structure.  
 
Figure 117: MFM images at 80 K for ‘atto nov-dec’ (left) and ‘atto July’ (right).  At 80 K the 
regions of higher magnetic contrast have moved further away from each other leading to a 
greater portion of the image corresponding to low temperature domain and very little 
magnetic contrast.  
 
Figure 118: MFM images at 60 K for ‘atto nov-dec’ (left) and ‘atto July’ (right).  At 60 K a 
single isolated out-of-plane loop can be observed on ‘atto nov-dec’ and sample ‘atto July’ 




Figure 119: MFM images at 40 K for ‘atto nov-dec’ (left) and ‘atto July’ (right).  Sample ‘atto 
nov-dec’ has lost the remanent out-of-plane domain, with the loop observed at 60 K no 
longer visible. Sample ‘atto July’ shows no change with the remanent out-of-plane domain 
remaining unaltered from the image at 60 K. 
 
Figure 120: MFM images at 4.2 K for ‘atto nov-dec’ (left) and ‘atto July’ (right).  The image at 
4.2 K shows no change in the magnetic structure on either crystal. Sample ‘atto nov-dec’ has 
an additional bright region corresponding to a topographical feature. 
The general features of the domain evolution in the images shown in Figure 111 to Figure 120 
correlate for both crystals. The temperature of the phase transition of ‘atto nov-dec’ appears 
to be higher than that of ‘atto July’. The domain structure of ‘atto nov-dec’ changes 
dramatically, with the loss of the branched domains, between 120 K and 100 K. The 
corresponding transition in ‘atto July’ is at a higher temperature, with the branches lost 
between 140 K and 120 K. This suggests that the phase transition temperature is at a higher 
temperature for ‘atto July’.  
The MFM images show an approximate temperature the nucleation of the domains for sample 
‘atto nov-dec’, with a fine structure observed at 180 K. Although the nucleation temperature is 
more difficult to determine for sample ‘atto July’, the transition occurs at a higher temperature 
relative to sample ‘atto nov-dec’. The high temperature boundary of the phase coexistence 
region for sample ‘atto July’ is therefore at a higher temperature than sample ‘atto nov-dec’.  
The MFM images suggest that the phase transition is not complete at 4.2 K for ‘atto July’ and 
complete between 60 K and 40 K for sample ‘atto nov-dec’, The MFM images therefore 
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indicate that the phase coexistence region extends to a lower temperature for ‘atto July’ 
compared to ‘atto nov-dec’. 
6.5 Topography of sample ‘atto nov-dec’ and ‘atto July’ 
The difficulty in decoupling the AFM topography data from the contrast associated with the 
domain structure makes it difficult to determine whether a weak magnetic signal is due to a 
topographical feature. Figure 121 shows the topography of ‘atto nov-dec’. The topography 
image was measured using two partial images during which the tip had picked up something 
from the surface of the sample preventing magnetic features from being detected. The 
topography of the area of the ‘atto nov-dec’ sample measured is shown in Figure 121, with the 
corresponding individual scan (b) showing the range of topography measured.   
 
Figure 121: AFM images of the surface of ‘atto nov-dec’ with (a) a composite of two images 
showing the topographical features across the scan area and (b) an individual scan showing 
the size of the features measured. 
The MFM images at high temperatures are not likely to show cross talk from the topography 
of the crystal due to the strength of the magnetic field associated with the out-of-plane 
branched domain structure.  
Figure 122 shows the correlation between the domain structure at 4.2 K and the topography 
of the sample. The image shows that the features observed in the magnetic image do not 
correspond to the surface of the crystal. This confirms the features at 4.2 K are magnetic in 
nature and correspond to domains with a small canting away from the Kagome plane. This is 
expected from the powder neutron diffraction study by Fenner et al [33] that suggests the 
average moment is approximately 65.9˚ or 68.6˚ from the c-axis, fitted to a collinear and non-




Figure 122: An AFM image (left) and the MFM image (right) for sample ‘atto nov-dec’ at 
4.2 K. The AFM image corresponds to the area of the MFM scan, with the overlay on the 
MFM image showing the location of the topographical features. 
The remanent high temperature structure of ‘atto July’ makes determining the topography 
using an AFM scan with a magnetic tip difficult due to the coupling of the magnetic and 
topographical signals. The change in the position of the magnetic structure observed on 
warming and cooling confirms the structure observed during scanning is magnetic in nature.  
6.6  Bulk magnetometry of ‘atto nov-dec’ and ‘atto July’ 
Bulk magnetometry measurements were made on both Attocube samples after conducting 
variable temperature MFM measurements. The samples were adhered to a titanium plate 
using a conducting epoxy to ensure the sample was electrically connecting to the instrument 
and flat during scanning. The attachment of the sample to the sample plate led to difficulty 
preparing the sample for SQUID measurements.  
SQUID measurements could not be conducted prior to measuring the sample using the 
Attocube due to the use of vacuum grease to place the sample within the holder ensuring the 
correct alignment is measured. The grease remaining on the sample surface would make 
MFM measurements very difficult.  
The sample was removed from the titanium sample plate using dichloromethane. The amount 
of conducting epoxy remaining on each sample varied. The majority of the conducting epoxy 
was removed for ‘atto July’, but regions of epoxy remained adhered to sample ‘atto nov-dec’.  
The magnetic response of the conducting epoxy with a change in the magnetic field was 
measured using the SQUID, as shown below in Figure 123. The silver particles in the 
conducting epoxy led to a diamagnetic response. The magnitude of the response of the 
measured silver epoxy sample, which is significantly larger than the amount of silver epoxy 
remaining on the crystal, is much smaller than the signal from the Fe3Sn2 and does not vary 
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significantly with temperature. The epoxy is not therefore expected to have a significant 
influence on the SQUID measurement. 
 
Figure 123: A bulk magnetometry measurement showing the change in the measured 
moment with an applied magnetic field on a conducting epoxy sample. 
The epoxy used on the sample during preparation for the Attocube and handling of the 
sample may also have led to the oxidation of the Fe3Sn2 surface. 
The SQUID data from ‘atto nov-dec’, corresponding to the sample with conducting epoxy 
remaining on the surface, showed a slope in field sweep measurements at large positive and 
negative magnetic fields characteristic of a paramagnetic background component. This is 
contrary to the expected influence of the conducting epoxy, confirming the influence of the 
conducting epoxy on the measurement is very small.   
The measurement of change in magnetisation with magnetic field at 300 K shows a 
characteristic kink at low magnetic fields, also observed on a number of crystals measured 
using SQUID. As explained above, the kink in magnetisation can be attributed to an iron oxide 
(Fe3O4) on the surface.  This suggests that ‘atto nov-dec’ has, over time, developed a degree 
of oxide on the surface. Any oxide on the surface will not be in the region of the MFM 





Figure 124: A SQUID magnetometry measurement showing the change in magnetisation 
with temperature on cooling (solid line) and warming (dashed line) for (a) ‘atto nov-dec’ and 
(b) ‘atto July’. Both crystals show a thermal hysteresis that is indicative of a first of phase 
transition. 
The change in magnetisation measured on ‘atto nov-dec’ and ‘atto July’ is similar to that 
measured on a range of samples, as shown in section 3. Sample ‘atto nov-dec’ has an 
increase in magnetic moment in the ab plane on cooling as the moment rotates into the plane 
on approaching 2 K. Sample ‘atto July’ shows a similar rotation of the moment although on 
cooling below 50 K the magnetic signal appears to plateau.  
 
Figure 125: Analysis of the magnetometry data of Figure 124 for ‘atto nov-dec’ (red) and 
‘atto July’ (black) showing (a) the change the slope of magnetisation with temperature and 
(b) the change in magnetisation between warming and cooling showing the magnitude of the 
thermal hysteresis. The plots confirm that ‘atto nov-dec’ has a lower phase transition 
temperature, with a peak at 95 K compared to 125 K for ‘atto July’. 
The plot of the change in magnetisation with temperature shows a peak at approximately 95 K 
for ‘atto nov-dec’ and 125 K for ‘atto July’. The shift in the peak of the derivative indicates that 
the average spin reorientation transition temperature for ‘atto nov-dec’ is at a higher 
temperature than ‘atto July’. The MFM images in Figure 115 and Figure 116 show the domain 
structure at 120 K and 100 K respectively. The branched domain structure for ‘atto nov-dec’ 
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persists at 120 K whilst ‘atto July’ shows little resemblance to the branched structure at 120 K. 
The images recorded at 100 K show ‘atto July’ having a similar structure to that observed at 
4.2 K and ‘atto nov-dec’ having a structure that originates from the outer edges of the high 
temperature branch.  The MFM domain structures therefore support the bulk magnetometry 
measurements, showing a variation in the average spin reorientation temperature on both 
crystals.  
The thermal hysteresis in the magnetometry data for ‘atto nov-dec’ and ‘atto July’, as shown 
in Figure 124 and Figure 125, are similar and therefore the coexistence regions for both 
samples are similar. The hysteresis loop opens at around 220 K on both crystals and closing 
at approximately 20 K for ‘atto nov-dec’  and 10 K for ‘atto July’. The magnetometry data 
indicates that the coexistence region starts at the same temperature on both samples and 
extends down to a lower temperature on ‘atto July’ compared to ‘atto nov-dec’. 
The domain structure on both ‘atto nov-dec’ and ‘atto July’ show very few changes below 60 K. 
The MFM images for sample ‘atto nov-dec’ show a loop corresponding to the high temperature 
phase at 60 K that is no longer observed in the scan area at 4.2 K, whereas the magnetometry 
data, Figure 124 (a), shows phase coexistence persists to a lower temperature. The MFM 
image is a local measurement, therefore it is likely that metastable high temperature phase is 
present in other areas of the sample. The domain structure of sample ‘atto July’ shows a 
domain structure with a persistent locked-in high temperature domain remaining at 4.2 K, this 
agrees with the magnetometry data showing the hysteresis loop closing at 10 K, Figure 
124 (b).  
The variation in the remanent high temperature domain structure observed in MFM 
measurements on the two crystals correlates with the bulk magnetometry data.  Sample ‘atto 
nov-dec’ shows a continuous decrease in the magnetisation along the c-axis on cooling whilst 
the MFM images show a complete loss of the high temperature domain structure at 40 K and 
below. Sample ‘atto July’ shows no change in the domain structure from 60 K to 4.2 K with a 
remanent high temperature structure observed. The plateau region is consistent with 
magnetometry showing an approximately constant magnetisation from 50 K to 2 K.  
The general agreement of the magnetometry data with the domain images would suggest that 
the regions examined using MFM are representative of the sample as a whole.  
6.7  Domain evolution 
The evolution of the domain structure will now be explained in detail for each crystal. The 
evolution is separated into three temperature ranges corresponding to the nucleation of the 
low temperature phase, coexistence and the loss of the high temperature phase: 
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 Branched domain structure to fine domains (200 K to 160 K) showing the onset of the 
phase coexistence region as the low temperature phase nucleates within the low 
temperature phase; 
 Coalescence of fine domains (160 K to 120 K) with the proportion of the in-plane 
temperature domain structure increasing relative to the out-of-plane domains on 
cooling through the phase coexistence region; 
 Loss of domain contrast and remanent domain structure (120 K to 4.2 K) 
corresponding to the loss of the high temperature domain structure and formation of a 
single low temperature phase with the in-plane domain structure. 
The evolution of the domains of each crystal will be described separately with reference to the 
general features of the domain evolution described with reference to Figure 111 to Figure 120 
above. 
The MFM images in Figure 126 to Figure 130 were taken using lift mode (~26 µmx26 µm), 
where the tip is rescanned after an AFM scan, and flyover mode (~6.5 µmx6.5 µm) with a 
single scan 50 nm above the surface.   
6.7.1 Nucleation stage (200 K to 180 K) 
The images in this section show the initial stage of the growth of the low temperature phase 
with small islands of the low temperature phase forming.  
The images in Figure 126 show the domain structure at temperatures on cooling from the high 
temperature phase into the phase coexistence region. As the crystal is cooled into regions 
where the low temperature phase nucleates, other regions, where the activation energy is 
greater are supercooled. Further cooling will increase the proportion of the sample overcoming 





Figure 126: MFM images of sample ‘atto nov-dec’ showing the nucleation of small islands 
corresponding to the low temperature phase on cooling with images at 200 K (a/b), 190 K 
(c/d) and 180 K (e/f). Nucleation of the low temperature phase is observed at 190 K, 




Figure 127: A magnetometry measurement of sample ‘atto nov-dec’ showing the variation of 
magnetisation on warming (dashed) and cooling (solid). The red circles highlight the 
temperatures, 200 K to 180 K, corresponding MFM measurements in Figure 126. The plot 
shows the hysteresis loop opening between 200 K and 190 K, which corresponding to the 
temperature phase coexistence is observed in the MFM images. 
At 200 K the magnetic phase of the crystal is predominantly the out-of-plane phase. As shown 
in the bulk magnetometry there is very little change between the magnetic moment in the 
c-axis at 350 K to that at 200 K, and therefore a very small portion of the crystal will have 
undergone a spin reorientation transition.   
Further cooling of the crystal to 190 K and 180 K shows a development of fine structure. The 
growth of the fine structure is evidence of the phase transition occurring as the supercooling 
of the high temperature phase increases. The magnetometry plot, Figure 127, shows the 
opening of the hysteresis loop around 200 K, and therefore supercooling of the metastable 
high temperature phase is sufficient to lead to islands corresponding to the nucleation of the 
low temperature phase from 200 K to 190 K. The MFM results confirm the bulk result locally, 
with the fine structure developing on cooling from 200 K.  
6.7.2 Growth (170 K to 130 K) 
The nucleation is followed by the growth of the low temperature phase, as the temperature 
decreases the fraction of the low temperature phase increases leading to increase in the size 
of the features corresponding to the low temperature phase in the MFM images. 
The sequence of images in Figure 128 show the growth of the low temperature phase. The 
small nucleation points increase in size on cooling as a greater portion of the metastable high 




Figure 128: MFM images of sample ‘atto nov-dec’ on cooling from 170 K to 140 K with 
domain structures at (a)/(b) 170 K  (c)/(d) 160 K , (e)/(f) 150 K and (g)/(h) 140 K showing the 
increase in the size of the nucleation points. The growth of the regions corresponding to the 
low temperature phase show the transition of the metastable high temperature phase to the 




Figure 129: A magnetometry measurement of sample ‘atto nov-dec’ showing the variation of 
magnetisation on warming (dashed) and cooling (solid). The red circles highlight the 
temperatures, 170 K to 140 K, corresponding MFM measurements in Figure 128. The plot 
shows thermal hysteresis at 170 K to 140 K, therefore phase coexistence is expected. 
The magnetometry measurement in Figure 129 shows that phase coexistence is expected 
with thermal hysteresis observed between 170 K and 140 K. The MFM images show the 
growth of low temperature domains and regions of metastable high temperature phase 
remaining between 170 K and 140 K. The MFM images therefore correspond to the 
magnetometry data with this temperature range being within the phase coexistence region.  
6.7.3 Loss of branch structure (130 K to 4 K)  
The images in Figure 130 show a further growth of the low temperature phase on cooling, with 
a separation of the branches and increase in the size of the in-plane domain within each 
branch. At 130 K there is an elongated in-plane domain structure with a variation within the 
scan area. Some regions show a continuous in-plane domain whilst other regions still show a 
fine structure. Cooling to 120 K leads to the formation of continuous in-plane domains 
throughout the area of the scan. Figure 128 (d) shows a ~7 µm scan with the in-plane domain 
continuous within the branch. At 110 K the inner cores associated with the in-plane domain 
have grown and the out-of-plane domain located at the edge of the branch separating. The 
images at 100 K show the outer edges separated by the growth of the in-plane domain, leading 
to an increase of the relative area of the in-plane domain. At 50 K the out-of-plane domain is 
no longer visible in the scan area and no further change is observed on cooling to 4 K, 









Figure 130: MFM images on cooling from 130 K to 50 K showing the formation of the low 
temperature phase with domain structures at (a)/(b) 130 K  (c)/(d) 120 K, (e)/(f) 110 K, (g)/(h) 
100 K, (i)/(j) 90 K  (k/(l) 80 K, (m) 70 K, (n) 60 K and (o) 50 K. The images at 70 K to 50 K (m 
to o) were taken on a different area of sample. The sequence of images show the growth of 
the low temperature phase leading to the separation of the features corresponding to the 




Figure 131: A magnetometry measurement of sample ‘atto nov-dec’ showing the variation of 
magnetisation on warming (dashed) and cooling (solid). The red circles highlight the 
temperatures, 130 K to 50 K, corresponding MFM measurements in Figure 130. The plot 
shows the thermal hysteresis closing as the sample is cooled to 50 K, therefore a decrease 
in phase coexistence is expected.  
The magnetometry plot in Figure 131 shows a closure of the hysteresis loop at approximately 
40 K, indicating the metastable high temperature phase has undergone a phase transition to 
the low temperature phase. The MFM results show a loss of the high temperature structure at 
50 K, suggesting a single phase at 50 K. The localised measurement is unable to determine 
whether the low temperature phase persists in other regions of the sample. This is likely to 
lead to the small difference in the temperature of the coexistence boundary between the bulk 
and local measurements. 
6.8 Analysis of the evolution of the domain structure  
The following section provides further analysis of the MFM images corresponding to each 
stage of the evolution of the domain structure with temperature.  Image analysis techniques 
allow a greater understanding of the changes in the images with temperature. 
6.8.1 Nucleation of the low temperature phase (200 K to 180 K) 
The images at 200 K and 190 K, (a/b) and (c/d) respectively in Figure 126, resemble the high 
temperature structure with distinct dendrite arms visible. The change in the appearance of the 
domain structure is minimal on cooling from 200 K and 190 K.  
The appearance of the magnetic domains on cooling from 190 K (c/d) to 180 K (e/f), in 
Figure 126, has altered with the fine structure appearing elongated at 180 K relative to the 
190 K domain structure. At 190 K the fine structure is formed of small, apparently isolated, 
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islands between each arm of the branch, as shown schematically below in Figure 132. The 
islands are more clearly visible at 180 K due to the growth of each island.  
 
Figure 132: A schematic illustration of the domain structure of Fe3Sn2 at (a) 200 K, (b) 190 K 
and (c) 180 K showing the nucleation and growth of isolated islands. 
The distinct islands correspond to the nucleation of the low temperature phase within the high 
temperature branched structure. The line profile Figure 133 shows the contrast within a branch 
with large peaks at approximately 0.4 µm and 1.5 µm representing the arms and smaller peaks 
at approximately 0.9 µm and 2 µm from the islands. The line profile also shows higher phase 
signal for the arms with a similar peak width (0.2 µm). The domain image suggests the arm is 
associated with the branched structure it originates from. A relative reduction in the phase 
contrast of the peak due to the island is expected for an island associated with an in-plane 
domain. 
 
Figure 133: A line profile though the MFM image of the domain structure of ‘atto nov-dec’ at 
180 K showing the change in contrast of the island located within the branch compared to 
the change in contrast associated with the branch itself. 
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The distribution of the islands within the branch can make it difficult to distinguish between the 
islands and the arms of the dendritic pattern. When observing the images in isolation it is 
difficult to determine whether the dendrite arm is elongating or individual islands growing. The 
sequence of images from 200 K to 180 K show, particularly in images corresponding to 
overlapping regions, that the isolated islands are growing. 
The observation of the nucleation of the in-plane domains is limited by the resolution of the 
MFM image. The bulk magnetometry data shows an opening of the thermal hysteresis, and 
therefore supercooling of the high temperature phase and phase coexistence, at 
approximately 200 K to 210 K. The in-plane domain islands may be present at 200 K but it is 
likely that they are too small to resolve. The islands are only visible once the sample has been 
sufficiently cooled for the islands to have grown to a size resolvable using MFM. 
6.8.2 Growth of the low temperature phase (170 K to 140 K) 
The temperature range corresponding to the growth of the islands associated with the low 
temperature phase is difficult to distinguish; as described above the nucleated regions are 
only visible once the region is of a sufficient size to be measured using MFM. The domain 
images on cooling from 170 K to 140 K show the isolated islands elongating along the branch, 
and therefore represent growth of the low temperature phase.  
 
Figure 134: A schematic diagram showing the growth of the islands within the each branch 
and the coalescing of the islands to form a continuous inner core. 
The MFM image recorded at 170 K shows islands with an elongated appearance compared 
to the structure at 180 K. On further cooling the islands continue to grow and extend along the 
length of the branch. The image at 160 K shows a large number of elongated islands with 
some islands extending along the branch. As the crystal is cooled to 150 K the number of 
islands appears to reduce with fewer larger islands extending along the branch observed. The 
domains corresponding to the in-plane phase at 130 K form a continuous inner core to the 
branch. The growth of the in-plane phase on cooling is shown schematically in Figure 134.  
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Figure 135 shows a line profile associated with the original image, the Gaussian smoothed 
image and the resultant image. The Gaussian smoothed image is formed by applying a 
smoothing function to the image averaging over a range of pixels. The Gaussian smoothed 
image only includes features corresponding to large length scales, with the averaging process 
removing the fine structure from the image. The Gaussian smoothed image is then subtracted 
from the original image to remove the branched structure from the resulting image. The 
resulting image therefore corresponds to the fine structure and enables changes in the phase 
due to the fine structure to be observed more clearly. 
 
Figure 135: Images and line profiles showing the Gaussian filtering of the MFM image of 
‘atto nov-dec’ with (a) corresponding to the original image, (b) the Gaussian smoothed image 
and (c) the resultant filtered image. The resultant filtered image shows the fine structure 
more clearly. 
Figure 136 shows MFM images recorded at 160 K, 150 K and 140 K with half of the image 
corresponding to a Gaussian filtered MFM image. The filtered images in Figure 136 show the 
fine structure development from 160 K to 140 K. The fine structure appears to coalesce and 
grow along the length of the branch, and at 140 K the fine structure forms an elongated domain 
along the length of the branch.  As the in-plane structure grows to form the elongated structure 




Figure 136: MFM images of ‘atto nov-dec’ showing the development of the fine structure at 
(a) 160 K (b) 150 K and (c) 140 K with the right hand side of the image filtered to show more 
clearing the fine structure growth and coalescence. 
The fine structure appears to be more prominent in the branches with a positive phase than 
those with a negative phase. The line profile through both the positive and negative branches 
at 150 K in Figure 137, confirms that the magnitude of the change in phase associated with 
the fine structure between positive and negative branches is reflected in the line profile and is 
therefore not a visual effect. The fine structure with a negative phase change (dark regions) 
observed within the positive phase (bright) branch is due to the magnetic moment in the fine 
domain having a closer alignment to the tip than the moment of the branch domain. The 
influence of the tip-sample interaction on the observed domain structure is explained in 
section 2.1.1.5.1, with domains associated with a repulsive force appear smaller than those 
with an attractive force.  The difference between the population and size of the fine structure 
within the attractive and repulsive branch is due to the effect of the tip on the sample. The 
attractive branch appears to have less fine structure than the repulsive branch due to the 
increase in size of the fine structure observed in the repulsive branch, with the fine structure 




Figure 137: MFM image of ‘atto nov-dec’ at 150 K and corresponding and line profile 
showing the variation in the observed fine structure in the up and down branches. The line 
profile confirms the change in phase associated with the fine structure is greater in branches 
having negative contrast.  
6.8.3 Inner core domain growth (130 K to 4 K)  
The growth of the low temperature phase as the crystal is cooled leads to the increase in the 
proportion of the low temperature phase. The inner core domains associated with low 
temperature phase grow on cooling with the separation of the branches, increasing the 
proportion of in-plane domains with respect to the out-of-plane domains. When the sample is 
sufficiently cooled the branches are not observed within the scan area.  
The growth of the inner core is shown in Figure 138 with the line profile of each image showing 
the distance between the edges of the branch increasing on cooling. The images are taken 
on the same region of the sample, as indicated by the bright topographical feature at 
approximately 1.5 μm below the line profile. As shown in Figure 130, the inner core domain 
increases in size rapidly from 100 K to 90 K. The growth of the inner core is continuous until 
the out-of-plane structure is no longer visible at 50 K. The increase in the rate of growth of the 
inner core may be due to a reduction in the stability of the metastable high temperature phase 
with neighbouring domains undergoing the phase transition. The high temperature branches 
may also be stabilised by domain pinning, leading an additional energy being required to 
overcome the pinning energy. Once the pinning of the branched structure is overcome, around 
110 K to 100 K, the domains at the edges of the branches are mobile enabling an increase in 




Figure 138: A sequence of MFM images on cooling of sample ‘atto nov-dec’ and 
corresponding line profiles showing the growth of the inner core structure leading to the 
separation of the outer branches at (a) 120 K, (b) 110 K, (c) 100 K and (d) 90 K. 
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6.9 Domain image interpretation 
The nucleation and growth of the low temperature phase has been associated with the 
characteristic features observed in the variable temperature domain structure. Nucleation of 
in-plane domain islands and growth of these islands is observed on cooling at temperatures 
corresponding to the temperature of the thermal hysteresis in bulk magnetometry and indicate 
the temperature range of the phase coexistence region.      
MFM measures the stray field due to the domain structure of the material and is not a 
measurement of the magnetic moment itself. The stray field is representative of the domain 
structure and therefore the underlying domain structure of the material. The corresponding 
magnetic moment orientation can be understood through an examination of the domain 
structure. The example described in 2.1.1.2.1 measuring the domain structure of cobalt 
provides an example where domain structure associated with the stray field is not clear. In this 
example the in-plane domain could not be distinguished from the out-of plane domain [44-46]. 
When interpreting the nucleation and growth of the in-plane domains in Fe3Sn2 other possible 
origins for the stray field must therefore be considered.  
The nature of the measurement of the change in the domain structure on Fe3Sn2, where a 
sequence of images at different temperatures were taken, enable the development of the 
domain structure to be observed. The observation of the domain structure during the gradual 
evolution of the in-plane domains from an out-of-plane structure makes interpreting the domain 
structure easier. The sequence of images shows the growth of the fine structure to form in-
plane domains when cooled to 4.2 K, therefore providing strong evidence that the fine 
structure is due to a domain with an in-plane magnetic moment.  
The change in domain structure with temperature is an indication of an underlying change in 
the magnetic moment orientation. The analysis of this change has been made with reference 
to the growth of the in-plane domain, which corresponds to the orientation of the bulk moment. 
In contrast to the out-of-plane domain, the minimisation of the stray field from an in-plane 
moment will be minimal, as such an assumption can be made that the measurement of an in-
plane magnetic moment on the surface reflects the bulk magnetic moment. The out-of-plane 
domain will form closure domains, but the distinctive branched structure enables the out-of-
plane phase to be identified despite the presence of closure domains.  
6.10 Nucleation and growth 
The domain structure evolution observed on both ‘atto nov-dec’ and ‘atto July’ are consistent, 
with both images showing a characteristic evolution on cooling with a gradual loss of the 




Figure 139: Sections of the MFM images on ‘atto July’ taken on cooling from (a) 200 K, (b) 
190 K, (c) 180 K, (d) 170 K to (e) 160 K. The sequence of images show the loss of the 
branched domain structure on cooling from 200 K to 160 K. 
The sequence of images in Figure 139 on ‘atto July’ show the development of the in-plane 
domains on cooling. The schematic domain structure shown in Figure 140, corresponding to 
the evolution observed on ‘atto July’ in Figure 139, shows the development of the low 
temperature. A small region corresponding to an in-plane domain between the arms is 
observed at 200 K, these regions grow on cooling to 190 K and on further cooling below 180 K 
the in-plane domains lead to the splitting of each arm.  
 
Figure 140: Schematic domain structure showing the development of the in-plane domain in 
‘atto July’ showing (a) small nucleation points of the low temperature domain, (b) the growth 
of the low temperature domain and (c) the splitting of the arms of the branched domain 
structure as the in-plane domains grow within and between each arm. 
The sequence of images in Figure 139 show that the nucleation and growth of the low 
temperature domains is consistent for both ‘atto nov-dec’ and ‘atto July’. The images at 200 K 
differ in that ‘atto nov-dec’ shows the branched domain structure with no visible nucleation of 
the low temperature structure whilst ‘atto July’ shows small regions of the in-plane domains 
present at 200 K. This difference is likely to originate from the measurement sequence. 
Sample ‘atto nov-dec’ was cooled from room temperature to 200 K and measurements taken 
on cooling from 200 K. Due to the difficulty in finding a region without topographical features 
‘atto July’ was initially cooled to 4.2 K to find a flat region and warmed to 200 K before 
measuring the domain structure on cooling. This measurement sequence was replicated using 
a SQUID magnetometer. The magnetometry measurement in Figure 141 shows the ‘atto July’ 
sample cooled from 200 K and shows a smaller thermal hysteresis compared to a sample 
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cooled from 350 K. The bulk magnetometry measurement supports the evolution observed in 
the MFM images. At 200 K the small in-plane domains associated with the low temperature 
phase are observed. The presence of the in-plane domains at 200 K, compared to the 
absence at 200 K on ‘atto nov-dec’, is due to the seeds of the low temperature phase 
remaining at 200 K. The presence of seeds of the low temperature phase will reduce the 
energy of formation of the in-plane domain and therefore reduce the level of supercooling of 
the high temperature structure.  
 
Figure 141: SQUID magnetometry measurement on ‘atto July’ showing the change in 
magnetisation on cooling (solid) and warming (dashed) when cycling the temperature from 
350 K to 2 K (black) and from 200 K to 2 K (red). The plots show a reduction in thermal 
hysteresis when the sample is cooled from 200 K compared to cooling from 350 K. 
6.11 Local variation in the phase transition 
The localised measurement of the domain structure provides information on the variation in 
the phase change within the area of the scan. The change in domain structure on cooling 
shows distinct domain structures associated with nucleation and growth of the low temperature 
phase. As described earlier, the growth of the low temperature phase and coalescing of the 
islands upon growth has a very different appearance to the early stage of the transition where 
isolated islands are visible within the branches.  
The MFM images of ‘atto nov-dec’ shown in Figure 129 and Figure 130 at 140 K and 130 K 
respectively show a variation in the domain structure within the 26 µmx26 µm scan. The in-
plane domains in the bottom left have a continuous inner core structure whilst those in the top 




Figure 142: MFM images of sample ‘atto nov-dec’ at 130 K showing a single scan (a) with 
differing stages of the spin reorientation transition, the two small MFM images (b)/(c) show 
secondary scans of the two areas highlighted in the left hand image.  
Figure 142 shows the variation of the domain structure at 130 K, all three images are from 
different scans with the images (b) and (c) corresponding to individual smaller area scans. 
The difference in the fine structure across the sample is therefore not an artefact due to a 
change in the resolution of the image.  The top right of the image has a domain structure 
corresponding to an earlier stage of the growth of the low temperature phase with localised 
islands of the low temperature phase within the branches. The bottom left of the image shows 
a continuous inner core within each branch corresponding to the stage of the phase transition 
where the isolated islands of the low temperature phase have coalesced to form a continuous 
inner core. The bottom left corner of the MFM image at 150 K in Figure 128 has a fine structure 
similar to that of the top right of Figure 142 (measured at 130 K). The effective difference in 
the transition temperature therefore across 20 m is therefore approximately 20 K. 
Figure 143 shows a radial average of the 2D-FFT for the top right and bottom left of the image. 
The 2D-FFT confirms the visual interpretation of the image, where the top right has a fine 
structure and the bottom right a continuous inner core inside each branch. The FFT of the top 
right of the image has is greater magnitude at length scales corresponding to 0.4 µm 
(2.5 µm-1), this is in agreement with the repeat length of the fine structure. Figure 143 also 
shows 2D-FFT images from the top left and bottom right of image (a) in Figure 142 with the 




Figure 143: A radial average of a 2D-FFT from the bottom left quarter (black) and top right 
quarter (red) of image (a) in Figure 142. Inset: 2D-FFT images at 130 K from the (a) bottom 
left with inner core structure and (b) top right with fine structure. The inner circle corresponds 
to a repeat length of 2.66 µm (0.376 μm-1) and the outer circle a repeat length of 0.885 µm 
(1.13 μm-1). 
Both plots in Figure 143 show a bright peak at close to the line of 45˚-225˚ (relative to 0˚ at 
the top centre of the 2D-FFT image) corresponding to the first peak in the radial average plot. 
The location of the peak confirms the peaks are due to the repeating branches aligned to the 
135˚-315˚ direction of the MFM image. A smaller peak is also visible in Figure 143 (a) along 
the 135˚-315˚ line corresponding to the branches aligned 45˚-225 direction in the MFM image.  
A weaker second peak at approximately 1.1 μm-1 can be observed on both sections of the 
image. The second peak corresponds to the structure within each branch. The line profile in 
Figure 144 below shows the change in phase signal through a series of branches in the top 
right and bottom left the image at 130 K. The line profile shows that both images have a 
repeating structure due to the in-plane domains within the branch. The formation of a 
continuous inner core within the branch leads to a periodic structure associated with the inner 
core and the fine structure of the top right image which also has a repeat length of ~1 μm.  
The top right of the image, shown in Figure 142, shows a structure within the branch 
comprising both coalesced fine structure forming a backbone aligned with the branch and 
individual islands along the branch. The backbone is a precursor to the inner core formed on 
further cooling, observed in the bottom left of the MFM image in Figure 142. The difference in 
the nature of the peak at 1.1 μm-1 in the image from the top right and bottom left is due to the 
differing nature of the structure within the branch.  
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The line profile below shows the repeating structure from the branches and in-plane domains 
within each branch. The top right of the image has perturbations within the positive and 
negative contrast branches, with each branch having a periodic structure due to the fine 
structure. The peak at ~1.1 μm-1 (corresponding to ~0.9 μm) is from the outer edge of each 
branch. The distance between the outer edges of the branches is constant for both the positive 
and negative branches, leading to the strong peak observed in the radial average plot. The 
profile from the bottom left of the image (black) shows a single peak within the negative phase 
branches and no peak on the branches of positive phase.  The lack of inner core peak in some 
positive branches is likely to be an artefact due to the measurement of an attractive and 
repulsive domain as explained in section 2.1.1.5.1. The repeat length originating from the inner 
core is therefore not observed on all branches, reducing the size of the peak at ~1.1 μm-1. 
The second peak of the top right image (Figure 143 – red line) ranges from ~0.8 μm-1 to 
~1.2 μm-1 (~0.8 μm to 1.25 μm), the wide range of the second peak reflects the lack of 
uniformity of the fine structure with the fine structure in each branch showing variation.   
 
Figure 144: Line profile through branches in the top right of the image (red) and bottom left 
of the image (black) of the MFM image of ‘atto nov-dec’ at 130 K. The plots show that the 
distance between branches is greater bottom left image, but the magnitude of the phase 
signal is similar for both regions. 
The first and second peaks are both associated with the branched structure, each peak would 
therefore be influenced by the variation of curvature of the branched structure. The ratio of the 
first and second peak is expected to be independent of the variation branch curvature. 
Figure 144 shows the phase magnitude of the signal of each area is also similar.  
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The radial average from the bottom left image has a strong first peak (16.5deg.µm2) and a 
very weak second peak (1.79 deg.μm2) around 1 µm-1. The radial average from the top right 
image has a first peak of magnitude 13.9 deg.μm2 and a second peak of 2.175 deg.μm2. The 
first peak is 6.4 time larger than the second peak for the top right image compared to 9.3 times 
larger for the bottom left. The change in ratio between the first and second peaks is expected 
from the line profile from the branches in Figure 144, the regularity of the structure within the 
branch of the top right image will increase the size of the second peak relative to the first.  
The position of the first peak appears to be shifted to a longer repeat length for the bottom left 
image in Figure 143. The difference in the magnitude of this peak makes comparing the 
position of the peak difficult; Figure 145 shows a scaled plot of the first peak. The peak position 
in Figure 145 is the same for both images but the peak from the bottom left is shifted to a lower 
frequency. The line profile in Figure 144 confirms this observation with a greater distance 
between the peaks for the bottom left image, having distance of 3.1 μm from the first peak to 
the second, and the bottom right a distance of 2.8 μm. This corresponds to a shift of 
approximately 0.035 μm-1 in the Fourier transform, this is in agreement with the size of the 
shift of the peak observed in Figure 145.  The change in the frequency of the first peak is due 
to the change in the structure within the peak. The coalescing of the fine structure to form a 
continuous inner core and the growth of the inner core will separate of the peaks leading to 
an increase in the distance between the branches and, although the Fourier analysis was on 
a small area with a limited number of branches, the radial average shows an increase in the 
length scale from the branch corresponding to the inner core structure.  
 
Figure 145: The radial average of a 2D-FFT from the bottom left quarter (black) and top right 
quarter (red) of image (a) in Figure 142 with the first peak of each image scaled to the same 
magnitude. The plot confirms the image from the top right is has a smaller distance between 
the branches compared to the bottom left. 
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The contrast between the level of fine structure in the top right and bottom left of the image is 
confirmed by the radial average plot show a greater magnitude for the top right image at length 
scales from 1.5 µm-1 to 3.5 μm-1. This confirms that the two areas of the scan correspond to 
different stages of the transition, with a different degree of supercooling and therefore a 
variation in the energy required for the metastable high temperature phase to undergo the 
phase transition. The metastable high temperature phase in the bottom left corner is more 
stable and therefore greater supercooling is required to form the low temperature phase. 
6.12 Local and bulk spin reorientation variation 
The variation in the magnetic domain structure locally across the MFM image confirms that 
the stability of the high temperature phase and therefore the transition temperature varies in 
different areas of a single 26 µm scan area as well as between samples. The variation in the 
domain structure locally provides an insight into the origins of the variation observed in the 
bulk magnetometry measurements. 
The bulk measurement of the spin reorientation transition showed some samples with a first 
order step on cooling, whilst others had an apparently smooth transition. The effect of 
averaging across the sample will lead to the smoothing of the first order spin reorientation 
transition with the bulk measurement showing an average of many local transitions at different 
temperatures across the sample volume. 
The local change in the transition temperature within the area of the MFM scan will also 
influence the analysis of the MFM images with a degree of averaging present on each image 
that is analysed. Fourier analysis of the image requires a large area, with a sufficient number 
of repeating patterns, to produce a strong signal in the 2D-FFT. As shown above, the large 
scan area is likely to have a variation in the transition temperature and therefore multiple 
transition temperatures are effectively measured.  
6.13 Fourier analysis 
The change in the domain structure corresponds to a change in the repeat length scale of the 
MFM image. The spin reorientation transition leads to the loss of the branched structure and 
formation of a fine structure before forming a long length scale structure corresponding to the 
low temperature phase. The phase transition is therefore accompanied by a change in the 
length scale of the domain structure. Using Fourier analysis the change in the length scale 
can be analysed.   
6.13.1 Sample ‘atto nov-dec’ 
The evolution of the domain structure of ‘atto nov-dec’ is shown in detail in section 6.7. The 
loss of the branched structure is examined below using a radial average of the 2D-FFT of the 
domain images. The large change in the magnitude of the signal due to the rotation of the 
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moment into the plane, perpendicular to the moment on the tip, leads to a large variation in 
the magnitude of the 2D-FFT image. The analysis below was conducted to examine the 
change in length scale, therefore some plots correspond to a normalised phase signal to 
enable a comparison to be made between images over a large temperature range. 
6.13.1.1 Nucleation and growth 
The plot in Figure 146 shows the change in magnitude of different length scales on cooling 
from 190 K to 150 K. The images in this temperature range show a high temperature domain 
structure with branches and periodic fingers with a repeat length of ~0.9 μm (1.1 μm-1) at 
190 K. Cooling to 150 K leads to a gradual loss of the periodic fingers, with the images at 
160 K and 150 K only showing a small perturbation where the fingers originated.  
 
Figure 146: Radial average of 2D-FFT images for normalised phase MFM images of 
‘atto nov-dec’ at 190 K to 150 K showing change in magnitude corresponding to the 
repeating length scales of the domain structure with temperature. The plot shows a decrease 
in the magnitude of the peak associated with the branches 1.1 μm-1 on cooling.  
The radial average plot, Figure 146, shows the images at 190 K and 180 K have a peak around 
1.1 μm-1 corresponding to the length scale of the fingers of the dendritic structure. On cooling 
the size of the peak decreases, with images at 170 K to 150 K showing a lower magnitude of 
the signal corresponding to the length scale of the fingers. The 2D-FFT analysis therefore 
confirms the visual interpretation that the features associated with the branched domain 
structure are lost on cooling from 190 K to 160 K, also corresponding to the development of 
the low temperature phase with nucleation and growth of the in-plane domains. 
The phase transition also leads to the formation of fine structure. The images at 160 K to 140 K 
show a fine structure associated with the nucleation of the low temperature phase. The length 
scale of the fine structure is approximately 0.5 μm (2 μm-1), although as can be observed on 
161 
 
the images in section 6.7, the length scale of the fine structure varies with regions of the image 
showing a less periodic fine structure. Figure 146 shows a variation in magnitude at 2 μm-1. 
This is very difficult to interpret due to the very large relative magnitude of the first peak, 
corresponding to the branches.  
As described with reference to Figure 135, a Gaussian filter can be applied to reduce the 
intensity of the repeating structure to analyse the fine structure. This prevents the strong 
repeating branched structure from dominating the 2D-FFT. The comparison of the 2D-FFT 
from filtered images is made with a constant filtering coefficient is used on all images.  
The radial average in Figure 147 shows the variation in the 2D-FFT on Gaussian filtered 
~6.6 µm images. The nucleation and growth of the low temperature phase can be observed 
in the MFM images, with the images at 160 K and 150 K having a large degree of fine 
structure. Figure 148 shows the corresponding raw radial average for normalised MFM images 
collected over a 6.6 µm x 6.6 µm area. The scale range in this plot has been selected to enable 
the difference in magnitude around the length scale of the fine structure to be observed.  
 
Figure 147: Radial average of 2D-FFT from ~6.6 μm x6.6 μm Gaussian filtered MFM images 
of ‘atto nov-dec’ on cooling from 200 K to 150 K. The plot shows the decrease in the 




Figure 148: Radial average of 2D-FFT images for normalised phase ~6.6 μmx6.6 μm MFM 
images of ‘atto nov-dec’ from 200 K to 150 K, showing the change in the magnitude at 2 μm-1 
with temperature.  
The plots above, Figure 147 and Figure 148, show a temperature dependence of the length 
scale corresponding to the fine structure with a repeat length ~0.5 μm (2 μm-1). The fine 
structure is most prominent in the MFM images at 160 K and the fine structure starts to 
coalesce at 150 K to form the continuous inner core to the branch.  The radial average plots 
confirm this with the magnitude at 2 μm-1 being greater at 160 K.  
The radial average corresponding to the Gaussian filtered data in Figure 147 shows the stages 
of the change in domain structure associated with the nucleation and growth of the new phase. 
The images at 200 K to 180 K show a pronounced peak around 1 μm-1 that corresponds to the 
fingers of the dendritic structure. The plots corresponding to the 170 K and 160 K images do 
not have a peak at 1 μm-1, confirming the dendritic structure is lost at these temperatures with 
fingers of the dendrite structure appearing as small perturbations along the branch. The plot 
at 150 K shows that the peak at 1 μm-1 is visible once again, this peak does not correspond to 
the dendritic structure but is due to a repeat length associated with the inner core of the branch. 
The emergence of this peak shows that the loss of the branched structure has begun with the 
coalescing of the fine structure and formation of a continuous inner core in each branch.  
Figure 147 also shows a variation in the fine structure with temperature on cooling. The plots 
at 150 K and 160 K show a peak around 2 μm-1. The peak at 160 K is of greater magnitude 
than the 150 K confirming the fine structure starts to reduce on cooling below 160 K. This is 
also confirmed on the plot corresponding to the raw data in Figure 148 with the curve at 160 K 
showing an increase in magnitude at 2 μm-1 relative to other temperatures.   
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The figures above confirm that the low temperature phase nucleates within the branches on 
cooling forming a fine structure with a high frequency repeat length at 160 K. Further cooling 
leads to the growth and coalescing of this fine structure and a decrease in the magnitude of 
the high frequency repeating structure. 
6.13.1.2  Loss of branched structure 
The MFM images from 160 K to 120 K show the domains corresponding to the branches are 
lost on cooling. Figure 149 shows the 2D-FFT of the Gaussian filtered images between 160 K 
and 120 K. The domain images show the branches of the high temperature structure with an 
internal fine structure at 160 K, and on cooling the fine structure grows and coalesces to form 
a continuous inner core at 120 K. The higher temperature images show a repeating structure 
due to the branches and fine structure from isolated islands of the in-plane domains. Cooling 
leads to the loss of the fine structure with the branches remaining until the fine structure forms 
a continuous inner core within the branch. 
 
Figure 149: Radial average of 2D-FFT from ~13.1 μm x13.1 μm Gaussian filtered MFM 
images of sample ‘atto nov-dec’ on cooling from 160 K to 120 K, showing the formation of a 
single peak at 120 K corresponding to the loss of the branched structure. 
The plot in Figure 149 confirms the observation of the domain structure in Figure 128 with the 
magnitude of the peak at 0.9 μm-1, originating from the formation of a continuous inner core, 
increasing at 120 K. The length scale of the branches, ~2.7 µm (0.36 μm-1), is not shown 
clearly as a peak due to the Gaussian filter removing the low frequency structure. The images 
at 160 K and 150 K show a broad peak ranging from ~0.3 μm-1 to ~1.2 μm-1 corresponding to 
distance between the branches and the fingers of the dendritic structure. A broad peak is 
formed due to the reduction in the magnitude of the first peak. The Gaussian filter subtracts 
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the branched structure, therefore reducing the size of the peak at ~0.3 μm-1.  The plots 
corresponding to 130 K and 120 K show a single peak at 0.9 μm-1, with the size of the peak 
increasing on cooling from 130 K to 120 K. The peak at 0.9 μm-1 corresponds to the repeat 
length between the inner core structures of the branches. The continuous inner core splits the 
branch leading to an additional strong repeating length scale. The dramatic change in the 2D-
FFT at 120 K with the formation of a large magnitude peak at 120 K confirms the loss of the 
high temperature branched structure with a continuous inner core. 
6.13.1.3  Growth of the inner core 
The formation of the inner core at 120 K leads to the loss of the branched domain structure. 
The inner core structure grows and the outer edges of the branches, corresponding to out-of-
plane domain, separate. The inner core growth and separation of the outer edges changes 
the length scale associated, with the branches at ~2.7 µm (0.36 μm-1) and the inner core 
structure ~1.1 μm (0.9 μm-1). Figure 150 and Figure 151 show the change in the peak 
associated with the branch and the inner core below a temperature of 120 K.  
The plot in Figure 150 shows the position of the peak from the branched structure remains 
constant, around 0.38 μm-1, with a sharp peak at 140 K. At 130 K the 2D-FFT shows a 
broadening of this peak and a small shift to a longer length scale. This reflects the variation in 
the sample with parts of the image having a continuous inner core and the repeat length 
between the branches increased accordingly, as described in section 6.11. Figure 143 shows 
the radial average from the top right and bottom left of the image with the first peak on the top 
right (with fine structure) shifted to a shorter length scale relative to the peak corresponding to 
the bottom left (inner core structure). The broadness of the peak at 130 K is therefore due to 
the mixture of domain patterns within the scan area. 
Further cooling from 130 K leads to a shift of the first peak. The MFM images show the domain 
structure losing the branched structure across the image at 120 K with the inner core structure 
growing and at 100 K the branches are difficult to distinguish. The radial average plot below 
shows a rapid change in the position of the first peak from 130 K to 100 K with the peak moving 
to a lower frequency corresponding to a larger distance between the branches as the inner 
core structure grows. The plot corresponding to 100 K has a very weak peak around 0.19 μm-1 
corresponding to the outer edges of the branched structure.  At 100 K the MFM images shows 
a small number of out-of-plane domains with large in-plane domains. The out-of-plane 





Figure 150: Radial average of 2D-FFT from ~26 μm x 26 μm raw MFM images of 
‘atto nov-dec’ on cooling from 170 K to 100 K showing the variation in size and position of 
the peak corresponding the branch structure. 
Figure 151 shows the change in the position and size of the peak around 0.9 μm-1 with the 
loss of the branched domain structure.  On cooling from 130 K to 120 K a continuous inner 
core is formed within the branches, the inner core leads to the formation of a peak 
corresponding to the outer edges of the branches at 0.9 μm-1. Further cooling from 120 K to 
110 K leads to an increase in the magnitude of this peak and a shift of the peak to lower 
frequencies with the growth of the inner core and increase in the repeat length scale. The peak 
reduces in size and at 100 K and 90 K is difficult to distinguish, as expected with the loss of 
the branched structure. The plot corresponding to 110 K appears to show an increase in the 
size of the peak around 0.9 μm-1 and a shift to a higher frequency. This is due to the repeating 
structure observed in the top right of the image at 110 K, as shown in Figure 130. The 
frequency of the structure formed in the top right of the image corresponds to the peak around 




Figure 151: Radial average of 2D-FFT from ~26μm x26μm raw MFM images of 
‘atto nov-dec’ on cooling from 130 K to 90 K showing the decrease in the peak associated 
with the branched structure on cooling from 130 K. 
6.13.2 Sample ‘atto July’ 
The scale of the repeating branches in ‘atto July’ leads to a lower number of repeating 
structures within the scan area compared to ‘atto nov-dec’, therefore reducing the number of 
repeating structures for Fourier analysis.  The schematic diagram of the high temperature 
domain structure in Figure 152 shows the length scales marked according to the repeating 
feature.  
 
Figure 152: Schematic diagram of the domain structure showing the repeat lengths of the 
structure with (1) ~0.7μm, (2) ~1.1μm, (3) ~2.1μm and (4) ~5.9μm. 
The radial average plots in Figure 153 show the change in repeat length as the branched 
structure is lost on cooling. The peak corresponding to the branches is difficult to distinguish 
due to the small number of branches within each image. It is therefore difficult to analyse the 
position or size of this peak. Plot (a) in Figure 153 shows that the structure changes 
significantly over a 20 K change in temperature. The plots at 200 K and 160 K show a peak 
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due to the structure between the arms (2) and from the arms themselves (3). These peaks are 
not visible at 140 K and 120 K, this is expected at 120 K with the MFM image (Figure 115) not 
showing a structure that resembles the branched structure. The image at 140 K (Figure 114) 
shows a branched structure with a structure between each arm of the structure; it would 
therefore be expected that the radial average would have a strong peak at the length scale 
corresponding to ~0.45 μm-1.  Further examination of the image at 140 K shows that some 
branches have split to form intermediate structure between the branches but other arms 
remain unsplit. This has led to a variation in the length scale corresponding to the arms and 
structure between the branches. The radial average plot shows a very broad peak ranging 
from approximately 0.45 μm-1 to 0.9 μm-1; the broad peak reflects the lack of uniformity of the 
branch structure at 140 K. 
Plot (b) of Figure 153 shows the change on cooling from 200 K to 160 K, corresponding to the 
early stages of the phase transition.  The plot shows a change in the peak at ~0.45 μm-1, 
corresponding to the length scale of the structure between the branches. At 180 K and 200 K 
the MFM images show a weak structure between the branches, leading to a weak broad peak 
at ~0.45 μm-1. On cooling the structure between the arms grows with a distinct structure 
observed at 160 K and 150 K. This is reflected in the 2D-FFT with a sharp peak observed at 
~0.45 μm-1. 
The change in the length scale between 150 K and 120 K in Figure 153 (c) show the loss of 
the branched structure at 130 K. The radial average plots at 150 K and 140 K have peaks 
corresponding to the arms of the branch structure. The 2D-FFT at 130 K shows a very broad 
peak in the range 0.45 μm-1 to 0.9 μm-1 and further cooling to 120 K leads to a 2D-FFT without 
a distinguishable peak corresponding to the branch structure, confirming the loss of the 
branched structure.  
Further Fourier analysis of the images from ‘atto July’ is provided in section 6.14.2, comparing 




Figure 153: Radial average plot of the 2D-FFT from normalised MFM images of ‘atto July’ 
with (a) from 200 K to 120 K, (b) 200 K to 150 K and (c) 150 K to 120 K showing the change 
in repeat length scales of the domain structure on cooling through the phase transition 
temperature. 
6.14 Thermal hysteresis  
The supercooling of the crystal leads to formation of a thermal hysteresis. As the crystal is 
cooled from the high temperature phase the energy required to nucleate the low temperature 
phase, therefore metastable high temperature phase remains until the crystal is sufficiently 
cooled to overcome the energy require to form the low temperature phase. This supercooling 
leads to a temperature variation for the cooling and warming cycles. Thermal hysteresis will 
be observed with a difference between the domain images on cooling and warming.  
6.14.1 Temperature cycling - ‘atto nov-dec’ 
The domain structure was measured on ‘atto nov-dec’ with the temperature cycled between 
80 K and 150 K. The initial measurement, on day 1, was made during cooling of the crystal 
from room temperature. The second measurement at 80 K on day 7 was also made during 
the cooling of the crystal from room temperature. The subsequent images were taken by 




Figure 154: MFM images for sample ‘atto nov-dec’ with the temperature cycled between 
150 K and 80 K measured in the sequence (a) 150 K (day 1), (b) 80 K (day 7) (c) 150 K (day 
8), (d) 80 K (day 9), (e) 150 K (day 12) and (f) 80 K (day 13). The highlighted region shows 
the same area on each MFM image. The images show a greater variation between images 
taken with a greater time period between scans. 
The images in Figure 154 show a variation in the domain structure with time and depending 
on whether the measurements were made on warming from 80 K or during cooling. Images 
(a), (c) and (e) show the domain structure at 150 K. Image (a) shows a fine structure that is 
characteristic of the nucleation and growth mechanism described above.  The images taken 
on warming from 80 K, (c) and (e), do not show a fine structure, the in-plane domains have a 
continuous inner core within each branch. The domain structure at 80 K remains constant 
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during the temperature cycling, suggesting that the remanent structure observed at 80 K is 
not influenced by the nature of the structure within each branch at 150 K.  
Figure 154 also shows a time dependence of the position of the branches in the high 
temperature structure. The variation between images (a) and (c) reflects the time period and 
sequence of temperatures between these measurements with a small number of regions 
remaining unchanged. The unchanged regions are shown in Figure 155, these distinctive 
regions represent areas of the domain structure that are immobile with respect to the crystal. 
The consistency of the branched domain structure appears to be dependent on the history of 
the sample with images (c) and (e) having a very similar domain structure.  The replication is 
therefore dependent on the measurement history of the sample.  The three images taken at 
80 K (b, d, f) also show a consistent domain structure on cycling. The similarities between the 
three images do not appear to be dependent on the time period between measurements with 
the image taken after 3 days at 80 K (d to f) showing no additional changes to the domain 
structure. Both images recorded at 80 K and 150 K show that the domain structure can be 
replicated upon cycling, the two images showing a significant change (a to c) were observed 
after taking measurements at 10 K intervals between 150 K and 80 K over a 7 day period.  
 
Figure 155: MFM images at 150 K from the 1st cycle, Figure 154 (a), (left) and 2nd cycle, 
Figure 154 (c), (right) showing regions with an unchanged domain structure. The images 
show that regions of the domain structure remain unchanged with a sequence of tempera 8 
day period. 
The images cycled between 150 K and 80 K show no similarities in the domain structure, 
although as described above the out-of-plane domains at 80 K originate from outer edge of 
the branched domain structure, and therefore the two structures are inherently related. The 
reproduction of the branched domains may be related to a larger pinning force on the domains. 
In this case the domain structure between each cycle is lost when the 80 K domain structure 
is formed, therefore the pinning force preventing the domain structure from movement has 
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been overcome.  The replication of the domain structure is unlikely to be associated with a 
pinning force, although it is energetically favourable to reform the original domain structure. 
6.14.1.1  Time variation 
The comparison between images taken over a period of time Figure 154 (b) - (d) and 
Figure 154 (d) - (f) show no dependence on the low temperature structure with time. The 
images taken during cooling (Figure 126, Figure 128 and Figure 130) show that the branched 
domain structure does not evolve over time, with measurements from 200 K to 110 K taken 
over the period of a week. Figure 156 shows an image of the branched structure at 120 K 
taken before and after the sample was held at 120 K for 3 days.  
 
Figure 156: MFM images of sample ‘atto nov-dec’ showing the domain structure at 120 K 
with the first image (left), after which the sample was held at 120 K and the second image 
(right) taken 3 days later. The images show a constant domain structure with time. 
 
Figure 157: MFM images of the domain structure at 4.2 K with the first image (left), after 
which the sample was held at 4.2 K for 4 days and magnetic fields applied in the c-axis up to 
2 T and then the second image (right) taken. The images show that the low temperature 
domain structure remains constant over time and magnetic fields in the c-axis. 
The dependence of the domain structure associated with the low temperature phase on the 
magnetic field in the c-axis and time is shown in Figure 157. The domain structure in both 
images is constant with the position of the domain walls remaining constant after the 
application of a magnetic field and the sample being held at 4.2 K. The application of a 
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magnetic field to the crystal has led to the magnetic moment on the tip flipping. This leads to 
an inverse image in the second image. 
The images in Figure 154 to Figure 157 show that the branched domain structure (150 K), the 
remanent out-of-plane structure (80 K) and the low temperature structure (4.2 K) do not vary 
over time. The changes observed in Figure 154 between the first cycle (a to c) are therefore 
associated with the evolution of the domain whilst undergoing the first order phase transition. 
The cycling images, from Figure 154 (b) to Figure 154 (f), do not involve the nucleation and 
growth of the low temperature phase whereas the crystal has undergone the growth of the low 
temperature phase cooling from 150 K (Figure 154  (a)) to 80 K (Figure 154 (b)). The 
subsequent cycles reform the branched structure from the remanent out-of-plane domains 
observed at 80 K. The structure at 150 K in images Figure 154 (c) and Figure 154 (f) show a 
continuous inner core within each branch, not the fine structure observed on cooling from room 
temperature (Figure 154 (a)). The inner core structure demonstrates that the crystal has 
undergone a partial re-growth of the high temperature phase with remanent low temperature 
structure remaining in the form of a continuous inner core. The remanent low temperature 
structure at 150 K will provide a seed for the low temperature phase and reduce the 
supercooling of the high temperature structure associated with nucleation and growth.  
The remanent structure from the previous measurement, at 150 K or 80 K, acts as a seed for 
the growth of the low temperature phase (on cooling) or high temperature phase (on warming). 
The ‘memory’ of the previous domain structure is therefore likely to originate from the 
remanent structure. Although the remanent structure does not correspond to the domain 
structure associated with the high temperature or low temperature phase, the locations of the 
seeds will act to predetermine the route by which the transition occurs leading to the 
reformation of the originating domain structure. 
The comparison of the images at 150 K taken on cooling from room temperature, whilst 
undergoing nucleation and growth, and on warming confirm that seeds lead to the reformation 
of the domain structure. The image taken on cooling will not have any seeds for forming the 
low temperature phase whilst the branched structure in the images taken on warming will have 
grown from the remanent structure at 80 K. The regions showing a similar domain pattern in 
images Figure 154 (a), (c) and (e) therefore may be due to a degree of memory of the original 
high temperature branched structure in the remanent structure at 80 K or due to local 




Figure 158 shows a bulk magnetometry measurement replicating the temperature cycling of 
the MFM experiment. The red line shows the change in magnetisation on warming from 80 K 
to 150 K and subsequent cooling to 80 K. The magnetometry results reflect the difference 
between the MFM images on cooling from 300 K and warming from 80 K with a different 
moment measured on cooling compared to warming at 150 K. The plot shows that warming 
from 80 K to 150 K follows a different path, confirming the result observed using MFM with the 
original structure not reformed on warming from 80 K compared to cooling. 
 
Figure 158: A SQUID magnetometry measurement for ‘atto nov-dec’ replicating the 
temperature cycle images with the red line corresponding to the data taken during warming 
from 80 K to 150 K and cooling back to 80 K. The plot confirms that a different moment is 
expected at 150 K when cooling from room temperature and warming from 80 K. 
6.14.2 Measurement on cooling and warming  
6.14.2.1  Sample ‘atto nov-dec’ 
The measurements in Figure 159 show the domain structure on cooling from room 
temperature and warming from 4.2 K. A magnetic field was applied to the sample at 4.2 K 
during this cycle but this did not change the domain structure. The measurements show a 
difference between the domain structure on warming and cooling, similar to the temperature 




Figure 159: MFM images of sample ‘atto nov-dec’ showing the thermal hysteresis with the 
images measured on cooling at (a) 140 K, (c) 100 K and (e) 80 K and on warming at (b) 
140 K, (d) 100 K and (f) 80 K. The images show a difference in the domain structure 
between warming and cooling. 
The difference between the images 140 K measured on cooling and warming in Figure 159  
are similar to the differences observed on warming and cooling at 150 K in the temperature 
cycle images as shown in Figure 154. The domain structure on warming has an inner core 
structure corresponding to a remanent low temperature phase. The 2D-FFT and line profile in 
Figure 160 confirms the differences between the two structures. The image on warming has 





Figure 160: Radial average of the 2D-FFT of the raw MFM image of ‘atto nov-dec’ at 140 K 
on cooling (black) and warming (red) from Figure 159 showing the increase in the magnitude 
of the length scale corresponding to the inner core for the image on warming. 
6.14.2.2  Sample ‘atto July’ 
The domain structure on ‘atto July’ was also measured on cooling and warming. The cooling 
cycle was measured by initially making a topographical measurement of the crystal at 4.2 K 
then warming to 200 K to measure the domain structure on cooling. The measurement on 
warming followed the cooling measurement, with MFM images taken on warming up to 200 K 
from 4.2 K.  The images in Figure 161 show a comparison of the domain pattern on cooling 
and warming at 200 K to 100 K.  
MFM images on cooling on ‘atto July’ were examined along with sample ‘atto nov-dec’ in 
section 6.4. The differences in the domain structure between ‘atto nov-dec’ and ‘atto July’, 
more specifically the lack of evidence of a nucleation phase in ‘atto July’ was attributed to the 
measurement sequence with sample ‘atto July’ cooled to 4 K then warmed to 200 K before 
measuring the domain structure on cooling.  
The measurement of the thermal hysteresis on ‘atto July’ is on the same area of the crystal, 




Figure 161: MFM images on a ~13 µm x 13 μm area of sample ‘atto July’ showing the 
thermal hysteresis in the magnetic domain structure, with MFM images on cooling from 
200 K (left column) and on warming from 100 K (right column). The images show the 
difference in the domain structure on warming and cooling. 
The warming cycle shows the growth of the branched domain structure from the remanent 
out-of-plane domain at 100 K and 4.2 K (see Figure 120). Warming from 100 K to 110 K leads 
to the remanent out-of-plane domain on the left hand side of the image separating into isolated 
islands along the length of the domain. The domain structure at 120 K starts to show 
characteristic features associated with the branched domain structure. The top right of the 
image shows a structure resembling a branch with an adjacent structure with a repeat length 
similar to that of the arms of the dendritic structure. At 130 K the backbone of the branched 
domain structure is visible and further warming to 140 K leads to the development of the arms 
of the dendrites located on each branch. The image at 140 K shows a distinct inner core within 
each branch, the inner core is along the full length of the branch and is visible within branches 
of positive and negative contrast.   
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The images measured during the warming cycle at 160 K, 180 K and 200 K show a gradual 
loss of the inner core structure. Warming from 140 K to 160 K led to the loss of the majority of 
the inner core structure with the image at 160 K showing a small number of inner cores, 
specifically in the branches located in the top right quadrant of the show the inner core in both 
branches of positive and negative phase. The inner core structure is not visible in images 
recorded at 180 K and 200 K, with a continuous backbone structure observed. The evolution 
of the domain structure from 160 K to 200 K also shows subtle changes associated with the 
arms of the dendritic structure. The image at 160 K shows a structure between each arm of 
the domain and within each arm, as shown schematically below in Figure 162. The splitting of 
the arm is gradually reduced with the structure extending from the end of the arm reducing in 
length. The image at 200 K shows a small number of structures remaining between each arm; 
this indicates that the phase transition is not yet complete. The remaining structure is 
associated with the low temperature phase that has yet to undergo a phase transition. 
 
Figure 162: Schematic diagram showing the change in the domain structure between each 
arm and with the arm of the dendritic structure on warming from 160 K to 200 K on sample 
‘atto July’. 
6.14.3 Warming and cooling cycle comparison  
The comparison of the MFM images on warming and cooling demonstrates the thermal 
hysteresis observed in the bulk measurements of Fe3Sn2. The measurement sequence 
undertaken during the measurement of the domain structure on warming and cooling was 
replicated using a bulk magnetometry measurement on sample ‘atto July’. The bulk 
magnetometry measurement in Figure 163 shows a smaller hysteresis loop than that observed 
when the sample was cooled from 350 K. The reduced hysteresis stems from the sample only 
being warmed to 200 K and therefore it will contain remanent domains associated with the in-
plane phase that can provide a seed for the growth of the low temperature phase. 
The hysteresis loop opens at around 160 K with the cooling and warming curve separating. 
The magnetisation at 4.2 K is not the same on the cooling and warming cycle, the difference 
between the magnetisation at low temperature is explained above with reference to the 




Figure 163: Bulk magnetometry measurement show the change in magnetisation on 
warming (dashed) and cooling (solid) of ‘atto July’, with the measurement sequence 
replicating the warming/cooling experiment on ‘atto July’. The plot shows a hysteresis loop 
which opens at approximately 160 K. 
The cooling cycle has a lower phase transition temperature due to supercooling of the crystal, 
which leads to the high temperature domain structure remaining to a lower temperature. As 
explained above, superheating is not observed due to the remanent out-of-plane structure 
providing a plurality of nucleation points for the high temperature phase to grow. 
The difference between the warming and cooling images in Figure 161 is apparent when 
comparing images recorded at 130 K to those obtained at 150 K. On cooling the repeating 
structure associated with the arms of the branched structure is visible to 130 K. The repeat 




Figure 164: A sequence of 2D-FFT of the MFM images of sample ‘atto July’ at (a/d) 140 K, 
(b/e) 130 K and (c/f) 120 K, with images (a to c) on cooling and (d to f) on warming. The lines 
correspond to the four repeat lengths shown in Figure 152. The plots show a change in 
length scale and direction of the repeat lengths. 
 
Figure 165: Radial average of the 2D-FFT plot from raw MFM images of sample ‘atto July’ 
showing the variation in the averaged value with radius of the image on cooling (solid) and 
warming (dashed) at 140 K (blue), 130 K (red) and 120 K (black). The plots show the 
difference in the length scales observed on cooling and warming. 
The radial average of the 2D-FFT in Figure 165 confirms the observation that the length scale 
associated with the branched structure remains visible on cooling at 130 K but is not 
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distinguishable on warming. The radial average plot shows the curves on warming and cooling 
at 130 K have significant variation at a wavelength of around 0.65 µm-1. The repeating 
structure observed at 130 K on cooling repeats along the 75°-255° line (relative to 0˚ at the 
top centre of the 2D-FFT image). The 2D-FFT images at 130 K in Figure 164 show a strong 
signal along this line between markers 2 and 3, and thus confirm that the difference observed 
in the radial average plot between repeat lengths 2 and 3 is due to the repeating structure 
observed along the 75°-255° line. 
The domain structure between 200 K and 160 K appears to undergo a greater change on 
warming than cooling. The images on cooling show a fixed domain structure with the position 
of the branches and characteristic length scales appearing to remain constant on cooling. The 
images on warming show significant changes from 160 K to 200 K, the image at 160 K shows 
a structure that resembles the branches of the high temperature domains but, although the 
lack of repeating structures make conclusions difficult, the branches appear more irregular 
and the position of the branches doesn’t remain constant on warming.  
The 2D-FFT images in Figure 166 from images recorded at 180 K and 160 K confirm the 
strong radial dependence of the structure on cooling with images (a) and (b) showing a strong 
signal along the line 75°-255°. The images from measurements on warming have a signal 
distributed along the radius of the 2D-FFT with peaks along the 170°-350° line.  
The domain structure on cooling from 200 K to 140 K appear to have a regular repeating 
structure corresponding to the branches whilst the images on warming appear to have a 
variable repeat length and repeat direction. This is reflected in the FFT images in Figure 164, 
with a more radially distributed 2D-FFT on warming (Figure 164 (d)) than cooling 
(Figure 164 (a)). It is difficult to make a conclusion based on these images due to the scan 
area limiting the number of repeating structures. A larger scan area may show a more or less 




Figure 166: 2D-FFT of the MFM images at (a/c) 180 K and (b/d) 160 K, with images (a-b) on 
cooling and (c-d) on warming. The lines correspond to the four repeat lengths shown in 
Figure 152. The plots show a change in radial distribution on warming and cooling cycles. 
The radial average of the 2D-FFT at 200 K to 160 K is shown in Figure 167. The radial average 
plot does not show a clear trend between the cooling and warming images, this is likely to be 
due to the lack of repeating structures especially when examining the repeating structure 
corresponding to the branches. The analysis of the 2D-FFT is therefore limited to the structure 




Figure 167: Radial average of the 2D-FFT plot from raw images showing the thermal 
hysteresis with the variation in the averaged value with radius of the image on cooling (solid) 
and warming (dashed) at 200 K (black), 180 K (red) and 160 K (blue). The plot show a 
greater difference between warming and cooling at 160 K compared to 200 K. 
The repeating structure corresponding to the length scale (1) shows the warming and cooling 
images with a very similar magnitude. A difference between the cooling and warming radial 
average plots can be observed at length scale (3) with the largest difference between the 
cooling and warming cycle at 160 K. The MFM image at 160 K on cooling shows the arms 
separating as the structure within each arm and between the arms grows. This leads to a 
reduction in the magnitude at peak (3) and the radial average plot shows the peak shifted to 
a shorter length scale. This exemplifies the difference in the nature of the domain structure 
evolution on warming and cooling with the domain structure on warming showing smaller 
changes to the structure within the arms but a greater change of the structure between each 
branch. 
The difference in evolution of the domain structure on warming and cooling confirms the bulk 
magnetometry measurement with the MFM images demonstrating that the phase transition 
occurs via a different route on warming and cooling.  
6.14.4 Hysteresis images on ‘atto nov-dec’ and ‘atto July’ 
The difference between cooling and warming in the bulk magnetometry measurement is 
greater when the sample has been warmed to 350 K, as shown below in Figure 168. Cooling 
from 350 K reduces the proportion of remanent low temperature phase present on cooling. 
The crystal therefore undergoes greater supercooling when the population of the low 
temperature phase is lower. The smaller hysteresis loop on cooling from 200 K is due to the 
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remaining nucleation points reducing the energy barrier for the development of the low 
temperature phase. This confirms the role of the remanent phase on the phase transition. 
 
Figure 168: SQUID magnetometry measurement showing the change in magnetisation on 
warming (solid) and cooling (dashed) for ‘atto July’ measured on cooling from 350 K (red) 
and on cooling from 200 K (black). The plot confirms there is a smaller hysteresis on cooling 
from 200 K compared to cooling from 350 K. 
6.14.5 Co-existence of high temperature and low temperature phase 
The nucleation and growth of the low temperature phase on cooling and therefore the 
coexistence of the high and low temperature phases during this process confirms the 
temperature range of the coexistence region determined from the SQUID magnetometry 
measurement. 
The MFM images and SQUID magnetometry show evidence of a thermal hysteresis. The 
thermal hysteresis arises due to the metastable high temperature phase remaining on cooling. 
As the sample is cooled the proportion of the low temperature phase increases as the change 
in temperature is sufficient to overcome the energy barrier associated with the phase 
transition. The MFM images enable the phase transition to be viewed on the microscopic scale 
and the formation of low temperature phase islands on cooling. The evidence of the 
supercooling and subsequent nucleation and growth of the low temperature phase supports 
the evidence from the SQUID magnetometry of a first order spin reorientation transition.  
6.15 Frequency shift with temperature 
The analysis of the images above has been conducted using MFM images with a change in 
phase. As explained in section 2.1.1.4 the Q-factor of the tip is dependent on the measurement 
temperature and the change in gradient will lead to a change in the phase change from a 
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feature of the image.  The change in the domain structure is not reliant upon the phase signal 
of the image therefore analysis, such as Fourier analysis, has been conducted on the images 
using the change in phase signal.  
The phase data can be converted to a change in frequency using the measured response of 
the tip with a change in frequency. The tip response is measured before the tip is engaged 
with the sample, approximately 10-15 μm away from the sample, and the environment of the 
tip may therefore alter especially when measuring with a large counter heating leading to a 
large temperature gradient. 
 
Figure 169: Histograms showing the variation the frequency shift of the MFM domain image 
with temperature for ‘atto nov-dec’ over a temperature range corresponding to the formation 
of the low temperature phase (left) and the evolution of the branched structure (right). The 
histograms show the formation of a single peak between 140 K and 120 K. 
The histogram data from ‘atto July’ shows a similar trend to ‘atto nov-dec’. The plots in 
Figure 170, for sample ‘atto July’, show a double peak evolving to form a single peak on 
cooling from 140 K to 130 K. Figure 169, for ‘atto nov-dec’ shows a double peak at 130 K and 
a single peak at 120 K. This confirms the SQUID magnetometry data and MFM images 
showing the phase transition in ‘atto July’ occurs at a higher temperature than ‘atto nov-dec’. 
The histogram plot in both crystals shows a single peak due to the remanent structure when 




Figure 170: Histograms showing the variation the frequency shift of the MFM domain image 
with temperature for ‘atto July’ over a temperature range corresponding to the evolution of 
the branched structure (left) and the formation of the low temperature phase (right). 
Figure 171 shows a comparison between the histogram from the domain images on warming 
and cooling for ‘atto July’. The frequency change is very similar for both warming and cooling 
images with only the images at 180 K showing significant variation. The MFM images at 180 K 
does not show a significant variation in the population of the low temperature domains on 
warming and cooling. The domain structure images therefore do not provide an explanation 
for the variation in frequency shift. The images at 180 K and 200 K are taken with a significant 
counter heating of the sample and therefore there will be a large temperature gradient with 
distance from the sample. This may lead to a large difference in the environment of the tip 
during the calibration process and the measurement process due to the ~10-15 µm change in 
position of tip on approaching the sample. 
 
Figure 171: Histograms showing the variation the frequency shift of the MFM domain image 
with temperature for ‘atto July’ on cooling (solid) and warming (dashed). The histograms at 
180 K show the greatest variation between warming and cooling. 
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6.16 Conclusion  
The variable temperature MFM results provide further evidence of the first order nature of the 
spin reorientation phase transition. The domain structure on cooling shows the nucleation and 
growth of the low temperature phase. A fine structure forms on cooling below the equilibrium 
temperature as regions of the sample have sufficient energy to overcome the activation energy 
associated with the formation of the low temperature phase. The small islands of the low 
temperature phase grow as further cooling leads to an increase in the proportion of the sample 
with sufficient energy to form the low temperature phase.  
The MFM images allow the temperature range corresponding to the coexistence region to be 
determined. Regions of metastable high temperature phase remain as the sample is cooled 
and the supercooled high temperature phase leads to the coexistence of the two phases. This 
allows the temperature range of the phase coexistence region to be determined. As described 
above, it is difficult to determine the temperature at which the low temperature phase nucleates 
as this is dependent upon the image resolution. The high temperature boundary of the phase 
coexistence is therefore based on an estimate from the temperature at which the low 
temperature phase is first observed on cooling. The dependence on resolution means it is not 
possible to determine an accurate temperature of the boundary of the coexistence curve from 
the MFM images. 
Figure 172 shows a schematic phase diagram for the two samples measured. Both sample 
‘atto July’ and ‘atto nov-dec’ start to show nucleation of the low temperature phase at 
approximately 200 K, signifying the upper range of the phase coexistence region.  Sample 
‘atto July’ has a remanent high temperature structure remaining at 4.2 K, therefore the phase 
coexistence region extends to at least 4.2 K at zero field. Sample ‘atto nov-dec’ has a single 
low temperature phase at 50 K, this temperature therefore defines the phase coexistence 
boundary in this scan area, although this may differ on other regions of the sample.  
The local measurements have allowed the opening and closure temperatures of the hysteresis 
loop to be determined. It is not possible to determine from the bulk measurement whether 
there is remanent high temperature phase on cooling, the MFM images allow the high 




Figure 172: A schematic phase diagram showing the extent of the coexistence region for 
sample ‘atto nov-dec’ (red) and sample ‘atto July’ (grey), with coexistence region for both 
‘atto nov-dec’ (red) and sample ‘atto July’ starting at approximately 200 K with the 
observation of the nucleation of low temperature phase. The coexistence region extends 
down to 4.2 K for ‘atto July’ with the high temperature phase remaining whilst ‘atto nov-dec’ 




7. Concluding remarks 
7.1 Results achieved 
The measurements on single crystal Fe3Sn2 using bulk and microscopic measurement 
techniques have enabled the magnetic behaviour of Fe3Sn2 with temperature to be 
understood, revealing a simple spin-reorientation transition that occurs on a first order line 
terminating at a critical end point in the field-temperature plane. Peculiar glass or non-collinear 
states are excluded by the data.  
The bulk and local measurements have allowed the phase diagram for a number of Fe3Sn2 
crystals to be determined. The temperature range of the thermal hysteresis at a range of 
applied magnetic fields in the bulk measurements allowed the extent of the phase coexistence 
region to be determined. Similarly local measurements at zero field showed thermal 
hysteresis, allowing the phase coexistence region to be determined on a portion of a crystal. 
The correlation between bulk and local measurements confirmed the nature of the phase 
transition and allowed the extent of the phase coexistence region to be determined using 
domain images of the two phases at a single temperature. 
7.1.1 SQUID magnetometry 
The single crystal SQUID magnetometry results by themselves reveal the first order nature of 
the spin reorientation transition in Fe3Sn2 is first order in nature. The measurements of the 
crystal with a magnetic field applied along the Kagome plane suggest that a first order spin 
reorientation transition towards the Kagome plane occurs on cooling. 
The measurement of the magnetisation on cooling showed a thermal hysteresis and a first 
order jump on cooling for a number of samples. The hysteresis and first order step is 
associated with the supercooling of the high temperature phase on cooling, with the phase 
transition occurring when the sample is sufficiently cooled to overcome the activation barrier 
to form the low temperature phase.  
A first order jump was observed during cooling on a number of samples, with the size of the 
jump varying between samples. The jump is due to the supercooling of the high temperature 
phase on cooling, when the temperature reduction is sufficient to provide the driving force for 
the nucleation of the low temperature phase the low temperature phase grows rapidly leading 
to the jump in magnetisation. The jump therefore corresponds to the rapid growth of the low 
temperature phase from a nucleation point. The jump is only observed on warming not cooling, 
this would suggest that the superheating of the low temperature phase does not occur. The 
presence of supercooling and not superheating is due to the limit of the temperature to which 
the sample is cooled. During cooling the sample is not cooled sufficiently to remove the high 
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temperature phase, the remaining high temperature phase provides a nucleation point on 
warming for the high temperature phase to grow.  
The variable field measurements showed no evidence for hysteresis, confirming that domain 
pinning doesn’t play a significant role in the magnetic behaviour of the sample.  
The size of the jump in magnetisation decreases with the application of a larger magnetic field 
in the Kagome plane, with the applied field rotating the moments of the high temperature and 
low temperature phase towards the Kagome plane. A magnetic field of 1600 Oe leads to the 
loss of the first order jump in magnetisation on cooling, corresponding to the critical field at 
which the spin reorientation removed. The measurements at various applied magnetic fields 
have allowed the critical field to be determined for a range of crystals. The phase diagram for 
the different crystals varied due to different phase transition temperatures and different 
degrees of supercooling.  
A variation in the behaviour of the crystals whilst undergoing a spin reorientation was 
observed. The rate of change of magnetisation with temperature and magnitude of the thermal 
hysteresis varied between samples; this variation could not be correlated with the 
crystallographic measurements of the samples. The variation of the behaviour of the same 
crystal with time indicates that the variation was not sample dependent. Sample March 
typically showed a large change in magnetisation with a first order jump in magnetisation. 
Some measurements on sample March showed an incomplete phase transition.  The initial 
zero field cooled measurement showed a partial spin reorientation on cooling and an 
incomplete transition was also observed again after a long period of time at room temperature. 
The variation in behaviour indicates that the crystal can form a state in which the supercooling 
to 2 K is insufficient to overcome the activation energy required to form the low temperature 
state.  
The measurement of the critical field and the variation in the temperature range of the thermal 
hysteresis with temperature has allowed the phase coexistence region to be measured on a 
range of samples. The variation in the phase diagram is observed between samples and on 
multiple measurements on a single sample. This variation is primarily due to the dependence 
of the magnetic phase transition on the magnetic history of the sample.  
7.1.2  MFM 
Magnetic force microscopy measurements were made on Fe3Sn2 at room temperature to 
investigate the nature of the room temperature domain structure. The domain structure 
observed from the room temperature image comprised a highly branched dendritic pattern 
that is typical for a highly anisotropic material with the easy axis of magnetisation out of the 
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plane. An increase in the thickness led to an increase in the length scale of the domain 
structure and a higher degree of branching. The tip sample interaction led to a change in the 
relative size of the attractive and repulsive domains and the manipulation of the domains by 
the tip. The nature of the interaction between the tip and sample confirmed the presence of 
closure domains on the surface of the crystal.  
Variable temperature MFM measurements were made on two crystals with differing length 
scales. The two crystals showed similarities with the loss of the branched domain structure, 
corresponding to the high temperature phase, on cooling and the growth of domains with the 
moment towards the Kagome plane, corresponding to the low temperature phase. The MFM 
images show a coexistence of the high temperature and low temperature phase. 
The images from ‘atto nov-dec’ showed nucleation and growth of the low temperature phase 
on cooling. The temperature range of the nucleation and growth of the low temperature phase 
corresponds to the thermal hysteresis observed in bulk magnetometry measurements for the 
crystals. The local measurement of the first order spin reorientation transition has enabled the 
phase transition process to be visualised. The nucleation and growth of the fine structure 
during the phase transition is a characteristic feature of a first order phase transition and the 
associated supercooling leads to a thermal hysteresis. 
The MFM images from ‘atto nov-dec’ showed different areas of a scan corresponding to 
different stages of the spin reorientation transition. The variation within the scan area 
corresponds to the results observed on bulk measurements confirming the gradual spin 
reorientation observed on a number of crystal arises due a variation of the spin reorientation 
temperature across the bulk crystal. The local measurement demonstrates the difficulty in 
determining the properties of the phase transition of a bulk material. The sensitivity of the 
transition temperature leads to a large variation in the transition temperature and the 
appearance of a continuous phase transition.  
Domain images recorded at 4.2 K demonstrated that remanent structure from the high 
temperature phase remains on cooling. The remaining high temperature structure will provide 
the ‘seed’ for the high temperature phase to grow on warming, thus avoiding superheating of 
the low temperature phase.  The SQUID measurements show a step on cooling, not warming, 
that is due to the high temperature phase growing from the remanent high temperature phase, 
lowering the energy required to form the high temperature phase.  
7.2 Future work 
The results above have enabled the spin reorientation transition on Fe3Sn2 to be understood. 
There are questions regarding the phase transition that remain unanswered. This provides an 
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opportunity for future work to provide a greater understanding of the spin reorientation 
transition in Fe3Sn2. 
The mechanism of the spin rotation is not yet understood. The experiments undertaken in this 
work have not enabled an understanding of what drives the spin to tilt into the plane on cooling. 
Spin reorientation transitions on orthoferrites and orthochromates have been associated with 
the exchange interaction between the rare earth and the iron or chromium respectively [60]. 
The driving force in Fe3Sn2 may be crystallographic in nature or competing interactions 
between the iron and tin. Further experiments such as modelling the interaction or a variable 
temperature diffraction experiment could be undertaken to provide further information on the 
underlying driving force for the reorientation.  
An experiment to determine the variation in the crystallographic properties of single crystal 
Fe3Sn2 with temperature may enable the crystallographic properties to be correlated to the 
magnetic phase transition. Such an experiment would require a variable temperature x-ray 
diffraction set-up with a temperature range of at least room temperature to 2 K, although 
ideally the crystallographic length scale could be measured from the Curie temperature to 2 K.  
The restriction of the SQUID set-up meant that measurements could only be conducted from 
350 K to 2 K. The measurements investigating the magnetic history of the crystal were 
therefore limited to a temperature below the Curie temperature (Tc~640 K). Magnetic history 
arising from the domain structure therefore cannot be controlled, a measurement procedure 
enabling the sample to pass through the Curie temperature would clarify the behaviour 
depending on the history of the sample.  
This work would require apparatus suitable for high temperature magnetometry 
measurements with a temperature range from 640 K to 2 K. The high temperature insert for 
the Quantum Design system has a small sample space. This measurement will also require a 
sample holder that ensures the crystal is aligned to the magnetic field of the magnetometer, 
further limiting the sample size.  
The variable temperature MFM results were measured without an applied magnetic field. The 
attocube system allows a magnetic field to be applied along the measurement axis, therefore 
on the c-axis of the crystal. The measurements did not yield meaningful results. This is likely 
to be due to the demagnetisation factor and problems with tip stability whilst measuring with 
an applied field.  
The sample stage in the attocube system available was static, new sample stages supplied 
by attocube allow the sample to be rotated, therefore enabling a field to be applied in directions 
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other than parallel to the measurement axis. MFM experiments measuring the domain 
structure with different fields applied along the Kagome plane will enable a microscopic 
measurement of the crystal through the transition temperature approaching the critical field at 
which the first order transition is not observed. The stability of such measurements will be 
improved by employing tip preparation techniques such as those used by Prof Hans Hug 
where the tips are prepared so as to limit the volume of magnetic material on the tip, unlike 
commercial tips that are fully coated with cobalt-chromium. The reduction of the magnetic 
volume limits the response of the tip to the applied field and therefore increases the stability 
of the measurement.  
The correlation of the magnetic properties with electrical transport measurements on single 
crystal samples may provide information about the underlying driving force of the phase 
transition. This can be conducted using four probe measurements on a single crystal that has 
been characterised using both SQUID magnetometry and MFM measurements to enable the 
results of the electrical transport to be correlated with the magnetic phase transition.  
Previous work examining the electrical properties on a pressed polycrystalline pellet suggest 
the results from such an experiment on a single crystal sample may provide an insight into 
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Therefore the general solution is ???? ? ????????? + transient solution, where A  and ? are 
defined above. The transient solution is the solution calculated for the unforced damped 
oscillator. 
???????? ? ????????????? ? ? ?????? ? ??    
The total oscillation is the sum of the transient decay and the steady state solution due to the 
driven oscillations. The rapid decay of the oscillations in the transient solution will mean that 















Atto July       
Atto nov-dec       
Sample March       
Sample March 
pt1 
      
Sample March 
pt2 
      
Sample 13-9       
Sample 13-9pt1       
Sample 8       
Sample 8pt1       
Sample 8pt2       
Sample 32       
Sample 32pt1       
Sample 21-9       
Sample 30       
Sample 30pt1       
Sample 33pt1       
Sample 33pt2       
Sample 31pt1       
Sample 31pt2       
Sample 35       
Sample 36       
Sample 10       
Sample 7       
Sample 22       
Sample 6       
Sample 9       
Sample 24       




Sample March – field in ab plane 
No. Measurement 
M1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
M2 100 Oe 350 K to 2 K 
M3 100 Oe 2 K to 350 K 
M4 100 Oe 350 K to 2 K 
M5 1000 Oe 350 K to 2 K 
M6 Field sweep (+-7 T) 300 K 
M7 Field sweep (+-7 T) 200 K 
M8 Field sweep (+-7 T) 160 K  
M9 Field sweep (+-7 T) 120 K 
M10 Field sweep (+-7 T) 100 K 
M11 Field sweep (+-7 T) 70 K 
M12 Field sweep (+-7 T) 40 K 
M13 Field sweep (+-7 T) 4 K 
M14 25 K, 50 Oe measurement for 
~28 hours  
M15 4 K, 50 Oe measurement for ~27 
hours 
M16 10000 Oe 350 K to 2 K  
M17 10000 Oe 2 K to 350 K 
M18 5000 Oe 350 K to 2 K 
M19 1000 Oe 350 K to 2 K 
M20 800 Oe 350 K to 2 K 
M21 600 Oe 350 K to 2 K 
M22 400 Oe 350 K to 2 K 
M23 4 K, 50 Oe measurement for ~34 
hours 
M24 4 K, 50 Oe measurement for 
~21.7 hours 
M25 100 Oe 350 K to 2 K 
M26 100 Oe 350 K to 2 K 
M27 250 Oe 350 K to 2 K 
M25 500 Oe 350 K to 2 K 
M26 750 Oe 350 K to 2 K 
M27 1000 Oe 350 K to 2 K 
M25 1000 Oe 350 K to 2 K 
M26 1000 Oe 350 K to 2 K (after 7 T 
at 350 K) 
M27 1000 Oe 350 K to 2 K (after 7 T 
at 350 K) 
M28 500 Oe 350 K to 2 K 
M29 Field sweep (+-0.5 T) 300 K 
M30 Field sweep (+-0.5 T) 200 K 
M31 Field sweep (+-0.5 T) 100 K 
M32 Field sweep (+-0.5 T) 50 K 
M33 Field sweep (+-0.5 T) 4 K 
M34 1800 Oe 350 K to 2 K 
M35 1600 Oe 350 K to 2 K 
M36 1400 Oe 350 K to 2 K 
M37 1200 Oe 350 K to 2 K 
M38 100 Oe 350 K to 2 K 
M39 800 Oe 350 K to 2 K 
M40 1400 Oe 350 K to 2 K 
M41 1500 Oe 350 K to 2 K 
M42 1400 Oe 350 K to 2 K 
M43 Field sweep (+-7 T) 250 K 
M44 1500 Oe 350 K to 2 K 
M45 100 Oe 350 K to 2 K 
M46 1400 Oe 350 K to 2 K 
M47 1400 Oe 2 K to 350 K 
M48 100 Oe 350 K to 2 K 
M49 Field sweep (+-7 T) 120 K 
M50 Field sweep (+-7 T) 20 K 
M51 Field sweep (+-7 T) 2 K 
Sample rotated about the c-axis by 
~30deg 
M52 100 Oe 350 K to 2 K 
M53 20 Oe 350 K to 2 K 
M54 1000 Oe 350 K to 2 K 
M55 10 Oe 2 K to 350 K 
M56 10 Oe 350 K to 2 K 
M57 50 Oe 2 K to 350 K (heated to 
350 K and cooled to 2 K in zero 
field) 
M58 50 Oe 350 K to 2 K 
M59 1000 Oe 2 K to 350 K (heated to 
350 K and cooled to 2 K in zero 
field) 
M60 1000 Oe 350 K to 2 K 
M61 1400 Oe 350 K to 2 K 
M62 10 Oe 2 K to 350 K 
M63 10 Oe 350 K to 2 K 
M64 50 Oe 2 K to 350 K 
M65 50 Oe 350 K to 2 K 
 
Sample March – field along c-axis 
M66 10 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M67 Field sweep (+-7 T) 300 K 
M68 1000 Oe 350 K to 2 K 
M69 Field sweep (+-7 T) 4 K 
M70 Field sweep (+-7 T) 40 K 
M71 Field sweep (+-7 T) 100 K 
M72 Field sweep (+-7 T) 200 K 
M73 6000 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
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M74 6000 Oe 350 K to 2 K 
M75 6000 Oe 2 K to 350 K 
M76 2000 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M77 2000 Oe 350 K to 2 K 
M78 2000 Oe 2 K to 350 K 
M79 1000 Oe 350 K to 2 K 
M80 4000 Oe 350 K to 2 K 
M81 4000 Oe 2 K to 350 K 
M82 2000 Oe 350 K to 2 K 
M83 2000 Oe 2 K to 350 K 
M84 1000 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M85 1000 Oe 350 K to 2 K 
M86 1000 Oe 2 K to 350 K 
M87 500 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M88 500 Oe 350 K to 2 K 
M89 500 Oe 2 K to 350 K 
M90 100 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M91 100 Oe 350 K to 2 K 
M92 100 Oe 2 K to 350 K 
M93 2000 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M94 2000 Oe 2 K to 350 K 
M95 2000 Oe 350 K to 2 K 
M96 2000 Oe 2 K to 350 K 
M97 500 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M98 500 Oe 350 K to 2 K 
M99 500 Oe 350 K to 2 K 
 
Sample March part 1  
 
Period of 5 months 10 days between last 
measurement and first measurement on 
March pt1 
M’100 100 Oe 2 K to 350 K (cooled 
from 350 K to 2 K in zero field) 
M’101 100 Oe 350 K to 2 K 
M’102 100 Oe 2 K to 350 K 
M’103 Field sweep (+-0.5 T) 4 K 
M’104 Field sweep (+-0.5 T) 300 K 
M’105 100 Oe 350 K to 2 K 
M’106 100 Oe 2 K to 350 K 
M’107 1000 Oe 350 K to 2 K 
M’108 1000 Oe 2 K to 350 K 
M’109 1400 Oe 350 K to 2 K 
M’111 1400 Oe 2 K to 350 K 
M’112 120 K, 100 Oe measurement 
for 16.6 hours 
M’113 100 Oe 350 K to 2 K 
 
Period of 9 months and 13 days between last 
measurement on March pt1 and next. 
M’114 100 Oe 350 K to 2 K 
M’115 100 Oe 2 K to 350 K 
M’116 Field sweep (+-0.5 T) 300 K 
M’117 100 Oe 350 K to 2 K 
 
Sample March pt 2 
M’’100 100 Oe 350 K to 2 K 
M’’101 100 Oe 2 K to 350 K 
M’’102 Field sweep (+-0.5 T) 300 K 
M’’103 100 Oe 350 K to 2 K 
M’’105 100 Oe 2 K to 350 K 
 
Sample 13-9 
13-9 1  Zero field cooled, 100 Oe 
measured 2 K to 350 K 
13-9 2 100 Oe 350 K to 2 K 
13-9 3 100 Oe 2 K to 350 K 
13-9 4 Field sweep (+-0.5 T) 300 K  
13-9 5  50 Oe 350 K to 2 K 
13-9 6 50 Oe 2 K to 350 K 
13-9 7 1000 Oe 350 K to 2 K 
13-9 8 1000 Oe 2 K to 350 K 
 
Sample measured with field in the c-axis 
13-9 9  Field sweep (+-7 T) 300 K 
13-9 10 Field sweep (+-7 T) 350 K 
13-9 11 Field sweep (+-7 T) 4 K 
13-9 12 1500 Oe 350 K to 2 K 
13-9 13 1500 Oe 2 K to 350 K 
13-9 14 Field sweep (+-7 T) 100 K 
13-9 15 2000 Oe 350 K to 2 K 
13-9 16 2000 Oe 2 K to 350 K 
13-9 17 600 Oe 350 K to 2 K 
13-9 18 600 Oe 2 K to 350 K 
13-9 19 100 Oe 350 K to 2 K 
13-9 20 100 Oe 2 K to 350 K 
13-9 21 600 Oe 350 K to 2 K 
13-9 22 600 Oe 2 K to 350 K 
13-9 23 Field sweep (+-7 T) 350 K 
13-9 24 Field sweep (+-7 T) 350 K 
13-9 25 100 Oe 350 K to 2 K 
13-9 26 100 Oe 2 K to 350 K 
13-9 27 600 Oe 350 K to 2 K 
13-9 28 600 Oe 2 K to 350 K 
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13-9 29 Field sweep (+-7 T) 300 K 
13-9 30 Field sweep (+-7 T) 250 K 
13-9 31 Field sweep (+-7 T) 330 K 
13-9 32 Field sweep (+-7 T) 200 K 
13-9 30 Field sweep (+-7 T) 150 K 
 
Sample broken into 3 pieces 
 
13-9pt1 – field along c-axis 
13-9’ 32 1000 Oe 350 K to 2 K 
13-9’ 33 1000 Oe 2 K to 350 K 
13-9’ 34 2000 Oe 350 K to 2 K 
13-9’ 35 2000 Oe 2 K to 350 K 
13-9’ 36 Field sweep (+-7 T) 350 K 
 
13-9pt1 – field in ab plane  
13-9’ 37 Field sweep (+-0.5 T) 
300 K 
13-9’ 38 100 Oe 350 K to 2 K 
13-9’ 39 100 Oe 2 K to 350 K 
13-9’ 40 1400 Oe 350 K to 2 K 
13-9’ 41 1400 Oe 2 K to 350 K 
13-9’ 42 100 Oe 350 K to 2 K 
13-9’ 43 100 Oe 2 K to 350 K 
13-9’ 44 100 Oe 350 K to 2 K 
13-9’ 45 Field sweep (+-0.5 T) 
4 K 
13-9’ 46 100 Oe 2 K to 350 K 
13-9’ 47 100 Oe 350 K to 2 K 
13-9’ 48 100 Oe 2 K to 350 K 
13-9’ 49 1000 Oe 350 K to 2 K 
13-9’ 50 1000 Oe 2 K to 350 K 
13-9’ 51 50 Oe 350 K to 2 K 
13-9’ 52 50 Oe 2 K to 350 K 
13-9’ 53 4 K, 50 Oe measurement 
for ~3.3 hours 
 
13-9pt1 – field in ab plane (1 week later) 
13-9’ 54 
10 K, 50 Oe measurement 
for 22 hours 
13-9’ 55 10 K, 50 Oe measurement 
for 10.7 days 
13-9’ 56 Field sweep (+-0.5 T) 10 K 
13-9’ 57 10 K, 50 Oe measurement 
for 20 hours 
13-9’ 58 10 K, 50 Oe measurement 
for 20 hours 
13-9’ 59 10 K, 50 Oe measurement 
for 17.2 hours 
 
13-9pt1 – field in ab plane (1 week later) 
13-9’ 60 
Field sweep 300 K 
 
13-9pt1 – field in ab plane (10 days later) 
13-9’ 61 
2000 Oe 350 K to 2 K 
13-9’ 62 2000 Oe 2 K to 350 K 
13-9pt1 – field in ab plane (1 month, 7 days 
later) 
13-9’ 63 
100 Oe 350 K to 2 K 
 
Sample 8 
8 1 Field sweep (+-0.5 T) 300 K 
8 2 100 Oe 350 K to 2 K 
8 3 100 Oe 2 K to 350 K 
8 4 1000 Oe 350 K to 2 K 
8 5 1000 Oe 2 K to 350 K 
8 6 2000 Oe 350 K to 2 K 
8 7 2000 Oe 2 K to 350 K 
8 8 50 Oe 350 K to 2 K 
8 9 50 Oe 2 K to 350 K 
8 10 100 Oe 350 K to 2 K 
8 11 100 Oe 2 K to 350 K 
8 12 200 Oe 350 K to 2 K 
8 13 200 Oe 2 K to 350 K 
8 14 75 Oe 350 K to 2 K 
8 15 Field sweep (+-0.5 T) 300 K 
8 16 100 Oe 350 K to 2 K 
8 17 100 Oe 2 K to 350 K 
8 18 Field sweep (+-0.5 T) 70 K 
8 pt1 – 5 months, 6 days later 
8’ 19 
2000 Oe 350 K to 2 K 
8’ 20 2000 Oe 2 K to 350 K 
8’ 21 1400 Oe 350 K to 2 K 
8’ 22 1400 Oe 2 K to 350 K 
8’ 23 800 Oe 350 K to 2 K 
8’ 24 800 Oe 2 K to 350 K 
8’ 25 600 Oe 350 K to 2 K 
8’ 26 600 Oe 2 K to 350 K 
8’ 27 400 Oe 350 K to 2 K 
8’ 28 400 Oe 2 K to 350 K 
8’ 29 100 Oe 350 K to 2 K 
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8’ 30 100 Oe 2 K to 350 K 
8’ 31 Field sweep (+-0.5 T) 300 K 
 
8pt2 – 5 months, 7 days later 
8’’ 19 Field sweep (+-0.5 T) 300 K 
8’’ 20 2000 Oe 350 K to 2 K 
8’’ 21 2000 Oe 2 K to 350 K 
8’’ 22 1400 Oe 350 K to 2 K 
8’’ 23 1400 Oe 2 K to 350 K 
8’’ 24 100 Oe 350 K to 2 K 
8’’ 25 100 Oe 2 K to 350 K 
 
8pt2 - 1 month later 
8’’ 26 100 Oe 350 K to 2 K 
8’’ 27 100 Oe 2 K to 350 K 
8’’ 28 100 Oe 350 K to 2 K 
8’’ 29 100 Oe 2 K to 350 K 
 
Sample 32 – field in ab plane 
32 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
32 2 100 Oe 350 K to 2 K 
32 3 100 Oe 2 K to 350 K 
32 4 Field sweep 300 K (+- 0.5 T) 
32 5 Field sweep 4 K (+- 0.5 T) 
32 6 100 Oe 350 K to 2 K 
32 7 100 Oe 2 K to 350 K 
32 8 100 Oe 350 K to 2 K 
32 9 100 Oe 2 K to 350 K 
32 10 1000 Oe 350 K to 2 K 
32 11 1000 Oe 2 K to 350 K 
32 12 100 Oe 350 K to 2 K 
32 13 100 Oe 2 K to 350 K 
 
Sample 32 pt1 – field in ab plane 
32’ 14 100 Oe 350 K to 2 K 
32’ 15 100 Oe 2 K to 350 K 
32’ 16 Field sweep 300 K (+- 0.5 T) 
32’ 17 100 Oe 350 K to 2 K 
32’ 18 100 Oe 2 K to 350 K 
 
Sample 21-9 – field in ab plane 
21-9 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
21-9 2 100 Oe 350 K to 2 K 
21-9 3 100 Oe 2 K to 350 K 
21-9 4 Field sweep 300 K (+- 0.5 T) 
21-9 5 1000 Oe 350 K to 2 K 
21-9 6 1000 Oe 2 K to 350 K 
21-9 5 50 Oe 350 K to 2 K 
21-9 6 50 Oe 2 K to 350 K 
21-9 5 100 Oe 350 K to 2 K 
21-9 6 Field sweep 4 K (+- 7 T) 
21-9 7 100 Oe 2 K to 350 K 
21-9 8 100 Oe 350 K to 2 K 
Held at zero field, 10 K for ~20 hours 
21-9 9 100 Oe 2 K to 350 K 
21-9 10 100 Oe 350 K to 2 K  
21-9 11 3000 Oe 350 K to 2 K 
21-9 12 100 Oe 350 K to 2 K 
21-9 13 4 K, 100 Oe measurement 
for 3.4 hours 
 
1 month, 6 days later 
 
Field along c-axis 
21-9 14 Field sweep 300 K (+-7 T) 
21-9 15 Field sweep 4 K (+-7 T) 
21-9 16 2000 Oe 2 K to 350 K 
21-9 17 2000 Oe 350 K to 2 K  
Field in ab plane 
21-9 18 100 Oe 350 K to 2 K  
 
Sample 30 – field in ab plane 
30 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
30 2 100 Oe 350 K to 2 K 
30 3 100 Oe 2 K to 350 K 
30 4 1000 Oe 350 K to 2 K 
30 5 1000 Oe 2 K to 350 K 
30 6 100 Oe 350 K to 2 K 
30 7 100 Oe 2 K to 350 K 
30 8 100 Oe 350 K to 2 K 
30 9 100 Oe 2 K to 350 K 
30 10 50 Oe 350 K to 2 K 
30 11 50 Oe 2 K to 350 K 
30 12 10 K, 50 Oe measurement for 
~13.5 hours 
30 13 Field sweep 4 K (+-0.5 T) 
Sample broken into two pieces 
 
Sample 30pt1 – field in ab plane 
30’ 14 100 Oe 350 K to 2 K 
30’ 15 100 Oe 2 K to 350 K 
30’ 16 Field sweep 4 K (+-0.5 T) 
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30’ 17 Field sweep 300 K (+-0.5 T) 
30’ 18 100 Oe 350 K to 2 K 
30’ 19 100 Oe 2 K to 350 K 
30’ 20 100 Oe 350 K to 2 K 
30’ 21 100 Oe 2 K to 350 K 
30’ 22 10 K, 50 Oe measurement 
for ~18 hours 
30’ 23 50 Oe 350 K to 2 K 
30’ 24 50 Oe 2 K to 350 K 
30’ 25 4 K, 50 Oe measurement for 
~13.3 hours 
 
Sample 33pt1 – field in ab plane 
33’ 1  Zero field cooled, 100 Oe 
measured 2 K to 350 K 
33’ 2 100 Oe 350 K to 2 K 
33’ 3 100 Oe 2 K to 350 K 
33’ 4 1000 Oe 350 K to 2 K 
33’ 5 1000 Oe 2 K to 350 K 
33’ 6 100 Oe 350 K to 2 K 
33’ 7 100 Oe 2 K to 350 K 
33’ 8 10 K, 50 Oe measurement 
for ~37 hours 
33’ 9 Field sweep 300 K (+-0.5 T) 
33’ 10 Field sweep 4 K (+-0.5 T) 
33’ 11 100 Oe 350 K to 2 K 
33’ 12 100 Oe 2 K to 350 K 
 
Sample 33pt2 – field in ab plane 
33’’ 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
33’’ 2 100 Oe 350 K to 2 K 
33’’ 3 100 Oe 2 K to 350 K 
33’’ 4 Field sweep 300 K (+-0.5 T) 
 
Sample 31pt2 – field in ab plane 
31’’ 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
31’’ 2 100 Oe 350 K to 2 K 
31’’ 3 100 Oe 2 K to 350 K 
31’’ 4 Field sweep 300 K (+-0.5 T) 
31’’ 4 Field sweep 300 K (+-7 T) 
 
Sample 35 – field in ab plane 
35 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
35 2 100 Oe 350 K to 2 K 
35 3 100 Oe 2 K to 350 K 
35 4 Field sweep 300 K (+-0.5 T) 
35 5 Field sweep 4 K (+-0.5 T) 
35 6 100 Oe 350 K to 2 K 
35 7 100 Oe 2 K to 350 K 
35 8 1000 Oe 350 K to 2 K 
35 9 1000 Oe 2 K to 350 K 
35 10 100 Oe 350 K to 2 K 
35 11 100 Oe 2 K to 350 K 
 
Sample 36 – field in ab plane 
36 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
36 2 100 Oe 350 K to 2 K 
36 3 100 Oe 2 K to 350 K 
36 4 Field sweep 300 K (+-0.5 T) 
36 4 Field sweep 300 K (+-7 T) 
 
‘atto July’ – field in ab plane 
J 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
J 2 100 Oe 350 K to 2 K 
J 3 100 Oe 2 K to 350 K 
J 4 Field sweep 300 K (+-0.5 T) 
J 5 Field sweep 4 K (+-0.5 T) 
J 6 100 Oe 350 K to 2 K 
J 7 100 Oe 2 K to 350 K 
J 8 1000 Oe 350 K to 2 K 
J 9 1000 Oe 2 K to 350 K 
J 10 100 Oe 350 K to 2 K, 2 K to 
200 K 
J 11 100 Oe 2 K to 200 K 
4 months, 12 days later 
J 12 1000 Oe 350 K to 2 K 
J 13 1000 Oe 2 K to 350 K 
J 14 1400 Oe 350 K to 2 K 
J 15 1400 Oe 2 K to 350 K 
J 16 2000 Oe 350 K to 2 K 
J 17 2000 Oe 2 K to 350 K 
 
‘atto nov-dec’ – field in ab plane 
N 1 Zero field cooled, 100 Oe 
measured 2 K to 350 K 
N 2 100 Oe 350 K to 2 K 
N 3 100 Oe 2 K to 350 K 
N 4 Field sweep 300 K (+-0.5 T) 
N 5 Field sweep 4 K (+-0.5 T) 
N 6 1000 Oe 350 K to 2 K 
N 7 1000 Oe 2 K to 350 K 
N 8 1400 Oe 350 K to 2 K 
N 9 1400 Oe 2 K to 350 K 
N 10 10 Oe 350 K to 2 K 
N 11 10 Oe 2 K to 350 K 
N 12 100 Oe 350 K to 2 K 
N 13 100 Oe 2 K to 350 K 
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