We extend the Huygens wavefront tracing algorithm, which is a part of an open source Madagascar project, to sound propagation in inhomogeneous, moving media and apply it to a series of benchmark tasks. One set of tasks admits exact analytic solutions and serves the purpose of validation of the new algorithm. Another set of calculations demonstrates applicability of the algorithm to the studies of wavefront dynamics and stability in ocean and atmospheric acoustics. The method is based on a system of differential equations equivalent to the eikonal equation, but formulated in the ray
Introduction
In current mathematical 1-5 and geophysical [6] [7] [8] [9] [10] [11] literature, a considerable attention is devoted to decreasing running time and improving accuracy of computer models of wave fields within the geometric optics (geometric acoustics) approximation through replacing traditional ray tracing approaches with more efficient numerical methods of solving the eikonal and transport equations. Solutions of the eikonal equation determine wave travel times and geometry of wavefronts, while corresponding solutions to the transport equation determine wave amplitude in the geometric optics (geometric acoustics) approximation. 12 Improvement of efficiency, stability, and accuracy of geometric optic (geometric acoustic) propagation models is particularly important in solving nonlinear inverse problems, [13] [14] [15] [16] Monte-Carlo simulations of wave propagation through random media, [17] [18] [19] [20] and in investigations of interferometry of imperfectly diffuse noise fields. [21] [22] [23] [24] A major problem with a direct modeling of acoustic wavefronts in the complex media like ocean or atmosphere without solving ray tracing equations (for example, through numerical solution of the eikonal equation) lies in the eikonal (and acoustic travel time) being a multi-valued function of position. A number of computational approaches to solve the eikonal equation without ray tracing have been developed in mathematical and seismological communities. 1, 7, 25, 26 Most of these methods are only capable of tracing the wavefront of the earliest, first arrival and thus are not suitable for acoustic applications in complex multi-scale media. In addition they all lack ability to deal with moving media.
The new algorithm presented in this paper is an adaptation and extension of the computer codes originally developed by Sava and Fomel 6, 27 for seismic modeling and imaging. These codes implement an approach known as Huygens wavefront tracing (HWT). HWT consists in solving by a finite-difference technique of a certain system of partial differential equations, which is equivalent to the eikonal equation but is formulated in the ray coordinate system. This should be contrasted with wavefront construction using traditional ray tracing, where the eikonal equation is solved by numerically integrating a large number of ordinary differential equations describing individual rays. For wavefront tracing in inhomogeneous media, HWT is much more computationally efficient and robust than traditional ray codes. 6 Unlike many other eikonal solvers, the HWT method produces the output in ray coordinates and has the important ability to track multiple arrivals. With the HWT method, each wavefront is generated from the preceding one by finite differences in the ray-coordinates domain. The first-order discretization scheme for HWT has a remarkably simple interpretation in terms of the Huygens principle, hence the method's name. Basic algorithm implementing HWT is a part of an open source Madagascar project (http://www.reproducibility.org). The choice of HWT as the basis of acoustic wavefront modeling was also motivated by the fact that the Huygens principle remains valid in moving media 28 and, therefore, it should be possible to describe within the HWT framework the acoustic effects due to currents in the ocean and winds in the atmosphere.
As a part of adaptation of the HWT technique it has proved necessary to modify the underlying finite-difference algorithm to improve stability of wavefront predictions at longrange propagation in media with a wide range of spatial scales of inhomogeneities. Based on theoretical results on properties of acoustic rays and wavefronts in inhomogeneous anisotropic environments, 29, 30 the HWT technique has been extended to moving fluids. Functionality has been developed to efficiently model acoustic timefronts 17 in addition to the wavefronts.
Verification of the new numerical model of wavefront propagation required formulation of several benchmark problems. The algorithm reproduces acoustic wavefronts caused by a static point source in a homogeneous fluid uniformly moving with a sub-sonic speed. New explicit, analytic solutions of the eikonal equation for wavefronts due to a point source in fluids with a uniform flow and linear profiles of either the sound speed or the refractive index squared, as well as for a fluid with linear profiles of the sound speed and the flow velocity, have been utilized for validation purposes.
Application of wavefront tracing to simulation of long-range sound propagation in the ocean with a random internal gravity wave field described by the Garrett-Munk spectrum has been demonstrated. The high-resolution, multi-mode model of the internal gravity wave field employed in our simulations is described in Ref. 29 . At the present stage, the internal wave model predicts only random sound-speed perturbations but not the random currents caused by the internal waves. For the purposes of the current publication three-dimensional effects are not yet accounted for in the sound propagation model.
Basic Theory
We shall consider acoustic rays and wavefronts in a two-dimensional fluid with sound speed c(x) and flow velocity u(x) = {u x (x), u z (x)}. Fluid parameters are assumed to be smooth functions of position x = {x, z}. (In geophysical applications, x and z have meanings of horizontal and vertical coordinates, respectively.) Let a ray x = r(t, γ) be parameterized as a function of time t and a parameter γ that specifies the ray, such as the angle that determines direction of the ray launch from a point source or the position of the launch point on an initial wavefront. The set {t, γ} can be viewed as ray coordinates. Let s stand for the slowness vector at a point on the ray. (The ray trajectory and wavefront geometry as well as group velocity and slowness are independent of wave frequency. For waves of frequency ω, wave vector k = ωs.)
Eikonal equation 12 in moving media is 
Here α, β = 1, 2 and summation over repeated indices is implied in this section (but not in the next section). Ray equations (2) and (3) are ordinary differential equations; d/dt are actually partial time derivatives taken with γ kept constant. Group velocity of sound is
For derivatives R = ∂r/∂γ of the ray trajectory with respect to the initial conditions, it is shown in Ref. 30 that the inner product
at every point on a ray, if the product is zero at any one point on the ray. We will assume that γ is chosen to satisfy the latter condition. For rays emanating from a point source, Eq. (5) holds for any parameterization of the rays provided the fluid is homogeneous in a small vicinity of the source. (Equation (5) 
From Eqs. (2) and (5) it follows that
Let us add here a convenient relation between directions of the wave normal and the acoustic ray in moving fluids. The direction of a ray at a given point is given by the unit vector m = c g /c g tangent to the ray and the unit normal to the wavefront at the same point is n = s/s. n points in the direction of the wavefront propagation (expansion), while m points in the direction of sound energy propagation along the ray. When n is known, as it follows from (4),
The inverse relation takes the form 31
Here, as before, u and c are the flow velocity and the sound speed.
Discretization Scheme
Consider a shift of a wavefront over a small time interval δt. Let a = cδt. The quantity a corresponds to r in Ref. 27 . Let r = (x(t, γ), z(t, γ)), where (x, z) are Cartesian coordinates, and
By adopting the notation for discrete mesh in (t, γ) where index i enumerates rays and index j enumerates time steps, from (6) we obtain the following finite difference equation:
If (x, z) is a point on a new wavefront reached at time t + δt, then, according to Eq. (6),
By differentiating Eq. (12) with respect to γ and approximating derivatives by finite differences, we obtain
Our Eqs. (6), (7), (11) and (13) are moving-medium counterparts, respectively, of Eqs. (5)- (7) and (10) in Ref. 27 and reduce to the latter when u → 0. The explicit scheme based on Eqs. (11) and (13) determines the next, (j+1)th position of the wavefront on a base ray path i from coordinates of three points on a previous wavefront j. As in the case of a motionless fluid, the set of Eqs. (11) and (13) is a direct expression of the Huygens' principle.
An analysis shows that solution of the difference equations (11) and (13) converges to the solution of the differential equations (6) and (7), with the discrepancy decreasing linearly with the step size of the difference scheme.
Implementation Details

Initialization
The system of Eqs. (11) and (13) requires prior knowledge of the shape of the initial wavefront. In the case of a point source, one can assume that both the sound speed c(x) and the flow velocity u(x) vary smoothly in the vicinity of the source point {x 0 , z 0 } and that their spatial variation within the very first step of the scheme can be neglected. Then coordinates Zabotin et al. of base points on the first wavefront may be obtained from Eq. (4):
where base ray paths are characterized by the angle of the ray launch ϑ i counted counterclockwise from the direction of the z-axis.
One step of the scheme
The systems (11), (13) reduces to a quadratic equation and has the following two explicit solutions:
where
and no summation over repeated indices is implied. Only one of the two points described by (15) makes physical sense. The correct solution is the one represented by the point farthest away from the preceding one on the same ray. In the case of moving fluid, this condition should be supplemented by explicit check of the absence of an unphysical sharp turn of the ray. Reflections from boundaries are treated in the special way described in Sec. 4.3. Note that, though indices i + 1, i − 1 in expression (15) denote the rays adjacent to the base ray i, there is no requirement that these rays would necessarily belong to the base ray set defined on the original wavefront. To calculate the next, (j+1)th wavefront position on the base ray path i, one can introduce two auxiliary rays crossing the jth wavefront that are characterized by small, equal in absolute value but opposite in sign, shifts in any parameter that distinguishes them from the ray i. For example, this parameter may describe positions of the two rays on the wavefront j relative to the ray i. In a small vicinity of the point (x i j , z i j ) the wavefront j may be approximated by a segment of a straight line orthogonal to the unit vector n described by expression (9) . The two points on this line that are shifted in opposite directions with relation to the point (x i j , z i j ) by the same small distances a i j can be used to substitute in Eq. (15) . This approach using auxiliary neighbor rays instead of the base adjacent rays provides stability to the scheme even under the conditions of very long propagation paths in irregular media (such as ocean), where spatial distribution of the base ray crossings with wavefronts becomes highly uneven. The simple approximation of a plane wavefront segment in a small vicinity of the point (x i j , z i j ) can, of course, be replaced with a more elaborate approximation by taking into account available information about positions of the other points on the wavefront.
Reflection at a boundary
In stationary media (meaning that c(x) and u(x) do not depend on time and boundaries are motionless in the absence of sound) normal component of the flow velocity vanishes on the boundary. 12 Let a boundary be locally described by a unit tangent vector b(x). Then, in the 2-D problem u b at the points belonging to the boundary, and the reflection condition 12 for a wavevector reduces to conservations of its absolute value and of its projection onto the b vector direction. As immediately follows from (4), the absolute value of the c g vector and its projection onto the b vector direction are also preserved. This means that a simple specular reflection condition (the angle of incidence equals the angle of reflection) is valid for the ray path itself. For rectilinear boundaries of the kind
where b and d are constants, processing of the reflection cases starts with a check at every step of the scheme if the new position of the wavefront x i j+1 and the previous position of the wavefront x i j appear at different sides of the line (16) . If the result of the check is positive, then the point x i j+1 is replaced with the pointx i j+1 symmetrical to the point x i j+1 with respect to the line (16) . This is the next position of the wavefront on the base ray i. For the next step of calculations (described in Sec. 4.2) the previous position of the wavefront x i j is replaced with an auxiliary pointx i j+1 symmetrical to the point x i j with respect to the line (16).
Examples of Calculations
The following examples serve for verification purposes and demonstrate capabilities of the new version of the software. We start with two simple examples of motionless fluid to confirm that the new algorithm accurately reproduces old capabilities. Then we include currents into the medium models and compare specially obtained analytical solutions to numerical calculations. Finally we show how new algorithm reproduces basic properties of the rays and the time fronts for a long range propagation of the sound in irregular ocean.
Motionless fluid with linear sound speed profile
Consider fluid half-space z > 0 with linear dependence of the sound speed on the depth:
Let a point sound source be located at the point (0, 0, z 0 ) in 3-D space. An exact analytic solution for acoustic field due to a point monochromatic source in such a medium was 
It is straightforward to check that t(x, y, z) (18) satisfies eikonal Eq. (1), which in motionless fluid becomes c 2 (∇t) 2 = 1, and tends to zero when receiver approaches the point source.
For receivers in the plane y = 0, the travel time from the point source coincides with the travel time from a linear source at (0, y 0 , z 0 ) and, hence, the travel time in 2-D propagation problem.
In the plane y = 0, Eq. (18) can be rearranged as an explicit equation for wavefronts:
This is an equation of a circle with a radius that increases with time. The center of the circle, which at t = 0 coincides with the source, also shifts with time. Times fronts are given by the explicit equation
Figures 1(a) and 1(b) compare results of numerical wavefront/timefront tracing using new generalized code to analytical results described by Eqs. (19) and (20) . 
Motionless fluid with linear profile of the refraction index squared
As another example, consider fluid with the sound speed profile
Here, c 0 has a meaning of sound speed at z = 0 and b is a constant coefficient. The fluid occupies the half-space, where 2bz < 1. Again, let a point sound source be located at the point (0, 0, z 0 ) in 3-D space. An exact analytic solution for acoustic field due to a point monochromatic source in such a medium was obtained by Li et al. 33 and is given by Eq. (4.3.54) in Ref. 12 . By calculating high-frequency asymptotics of the exact solution of the wave equation, for the ray travel times to point (x, y, z) we obtain two results:
The minus and plus signs in Eq. (22) correspond, respectively, to wavefronts of "direct" and "refracted" waves. All rays corresponding to the refracted wave have turning points, where their group velocity is orthogonal to the sound speed gradient, before reaching the receiver at the point (x, y, z). Rays corresponding to the direct wave have no turning points. An inspection shows that both travel times t(x, z) (22) satisfy eikonal Eq. (1), as expected. Travel time of the direct wave (22) , but not of the refracted wave, tends to zero when receiver approaches the point source.
For receivers in the plane y = 0, the travel time from the point source in the 3-D problem coincides with the travel time in the 2-D problem we solve numerically. Figure 2 demonstrates how well the new numerical scheme reproduces time fronts described by Eq. (22) .
Using Eqs. (19) and (22), benchmark problems can be also constructed for wavefronts and timefronts in a moving fluid with a uniform horizontal current and sound speeds (17) or (21) . If current velocity u = (u 0 , 0) and u 0 = const., Eqs. (18)- (20) and Eq. (22) remain valid in the moving fluid, with a substitution
Figures 3(a) and 3(b) show results of numerical calculations of the timefronts for the two models of the propagation medium with a homogeneous current, compared to the analytical solutions.
Moving fluid with linear sound speed and flow velocity profiles
Consider acoustic rays and wavefronts in a 2-D layered fluid with sound speed (17) and background flow velocity
1250009-9 N. A. Zabotin et al. where γ is a constant. Unlike the simpler models considered above, this environmental model allows us to benchmark the new wavefront tracing algorithm in a medium where both sound speed and flow velocity are inhomogeneous.
In any layered medium, where u z = 0 and c and u x are functions of coordinate z only, the component s x of the slowness vector remains constant on each ray, according to Eq. (3), and s = (1 − s x u x )/c, according to Eq. (1). Then, the differential Eqs. (2) and (3) of rays can be written as
which are readily integrated in quadratures for x and t as functions of s x (or launch angle of the ray) and z. 12 In a fluid with linear profiles (17) and (24) of the sound speed and flow velocity, the resulting integrals can be evaluated in a closed form. We assume for definiteness that Figure 4 provides a comparison between analytically and numerically determined time fronts for this model for three different positions of the z = const. line. A point source was set at x 0 = 0, z 0 = 10 km and the following set of parameters described the propagation medium model: α = 0.1, γ = 0.15 and u 0 = 0.2 km/s. Exaggerated values of flow velocities have been utilized to illustrate accuracy of numerical predictions under more stringent conditions. In this and in other calculations, a convergence of the numerical solution to the analytical one has been tested and it has been confirmed that the differences between the two at any propagation ranges decrease linearly with the time step.
Long-range sound propagation in the ocean
As an example demonstrating the new algorithm performance in describing long-range propagation and reflections at linear boundaries let us consider at first a model of the ocean's
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where z a = H = 1 km, c 0 = 1500 m/s, and χ = 6.215 · 10 −3 . The upper boundary is a horizontal line z = 0; the lower boundary is described by the equation z = 5.0 + 0.01x where both x and z are expressed in km. The HWT algorithm focuses on wavefront propagation, but all information about the base ray paths set is also preserved. Figure 5 builds on this feature showing ray geometry in the 0-370 km range in the case of a point source located at x 0 = 0, z 0 = 1 km. Note the difference in the horizontal and vertical scales in the figure. Various types of rays [refracted rays trapped in the SOFAR channel, surfacereflected/bottom-reflected (SRBR) rays, surface-reflected/refracted rays (SRR)] as well as a transition from SRBR to SRR rays at downslope propagation are correctly reproduced by the extended HWT code, where rays are obtained as a byproduct of wavefront tracing. Now we proceed with still more complex situation. In Fig. 6 timefronts in rangeindependent ocean are compared to timefronts in a single realization of an ocean with a random internal gravity wave field described by the Garrett-Munk spectrum. The highresolution, multi-mode model of the internal gravity wave field employed in our simulation is described in Ref. 17 and was provided by Wolfson. The internal wave model 17 predicts random sound-speed perturbations but not the random currents caused by the internal waves. This simplification is actually not a requirement of the HWT numerical algorithm. Note also that multiple arrivals readily reproduced by the HWT algorithm are a very essential feature of the propagation picture in the ocean acoustic waveguide perturbed by internal waves. 17, 35, 36 
Conclusion
We have described a generalization of the HWT algorithm, a part of the open-source project Madagascar, to include sound propagation in inhomogeneous, moving fluids and reflections at sloping boundaries. Functionality has been developed to efficiently model acoustic timefronts in addition to the wavefronts. To verify the new numerical algorithm of wavefront tracing, several benchmark problems were formulated, including propagation of sound waves from a point source in a medium with a linear refractive index and a linear current profile. A linear convergence (with respect to the time step) of the numerical solution to the analytical one has been confirmed. Demonstration calculations have been performed of long-range sound propagation in an irregular ocean waveguide where detection of multiple arrivals represents an important part of the problem. In all cases the new algorithm revealed good performance in terms of stability and accuracy. Moving fluids are acoustically anisotropic. Successful generalization of the HWT algorithm to acoustic fields in moving media indicates that the algorithm can be further extended to describe propagation of seismic waves in anisotropic solids.
We expect that, within the geometrical acoustics approximation, the new wavefront tracing software would allow one to efficiently model effects of "spice", internal gravity waves, and other physical processes in the water column on temporal structure of the acoustic field and on the spatial structure of wavefronts and time fronts in the ocean. Acoustic travel-time bias, multi-pathing, rapid proliferation of eigenrays, deep acoustic shadow-zone arrivals, and other previously studied effects [17] [18] [19] 29, [35] [36] [37] [38] [39] [40] caused by random internal gravity waves and mesoscale inhomogeneities in the ocean can be modeled using this tool without neglecting currents. The HWT algorithm ability to accurately account for wind and its largeand small-scale variations is crucial for modeling long-range propagation of infrasound in the atmosphere. 41, 42 Computational efficiency of the wavefront-tracing algorithm makes the approach suitable for large-scale Monte-Carlo simulations and for extensions to modeling sound propagation in three-dimensional inhomogeneous moving media.
