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Abstract. The paper presents and outlines the demonstration of Presentation 
Trainer, a prototype that works as a public speaking instructor. It tracks and 
analyses the body posture, movements and voice of the user in order to give in-
structional feedback on non-verbal communication skills. Besides exploring the 
background of the feedback theory used by the prototype, this paper describes 
its conceptual implementation and proposes its use and deployment for the con-
ference demonstration.  
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1 Introduction 
Interaction modalities in human computer interaction are rapidly growing and getting 
more intuitive and realistic. Elements of speech and gesture are integrated in com-
monly available applications, which handle realistic input with devices such as the 
Microsoft Kinect1 or various kinds of sensors. The increasing availability of these 
devices together with their software development kits (SDK), has allowed for the 
development of new types of learning based platforms with the capacity to track and 
give feedback about the performance of different activities. The platform presented in 
this article, called Presentation Trainer has the purpose to work as a public speaker 
instructor. It tracks the user’s body posture, movements and voice in order to give 
feedback of its performance. The software architecture of the platform has been de-
sign to allow different implementations of feedback, giving the opportunity to test for 
the type of feedback most suitable for the user. 
2 Background 
Presentation skills are important in education. However, to acquire presentation skills 
students need sufficient practice and feedback [1]. Presentation Trainer aims to ad-
dress this. The feedback given by Presentation Trainer gives an answer to the ques-
                                                            
1 Microsoft Kinect: http://www.xbox.com/en-US/kinect 
tion of: “How am I going?” which is one of the three questions for effective feedback 
presented in [2] by providing information relative to the performance goal of the user. 
In order to implement an answer to this question we have followed two approaches. 
The first approach is based on the feedback dimension described as complexity of 
feedback [3]. The levels of complexity that have been used are the try-again feedback 
and the correct-response feedback. In case of the try again feedback, the system keeps 
pointing out that something is being done inappropriately according the predefined 
rules, until the user corrects it.  
In case of the correct response the system tells the user how to adjust. The second 
approach used for the implementation of the answer to “how am I going?” is based on 
the elements of feedback loops [4], which are evidence, relevance, consequences and 
actions. For this first implementation the evidence and relevance are the only ele-
ments presented by the platform.   
Making the software architecture modular allows the addition and subtraction of 
different feedback modules giving the opportunity to experiment with different im-
plementations of the answer, finding the one that is suitable for the user allowing it to 
learn while avoiding some cognitive overload [5]. 
2.1 Prototype Description 
The purpose of Presentation Trainer is to give immediate feedback of public speak-
ing skills while preparing for a presentation. The core of the platform allows the in-
clusion of different types of sensors and feedback mechanisms in order to train differ-
ent skills. At the moment Presentation Trainer provides support in developing non-
verbal public speaking skills such as body language and voice. 
Two different aspects are analysed in the body language: the posture and the 
movements of the user. Postures such as arms crossed, legs crossed, hands below the 
hips, hands behind the body and a hunch posture have been defined and are identified 
by the platform as incorrect postures during a presentation. Once the system detects 
one of these postures, it sends feedback about it to the user.  
Staying still or moving too much during a presentation increases the probability of 
losing the attention of the audience. Therefore Presentation Trainer tracks the user’s 
movements and if they are outside of the predefined threshold feedback is sent. 
The current state of Presentation Trainer analyses two different elements of the 
voice. The first element analysed is the speaking cadence, while pauses are important 
in order to let the audience assimilate what has been spoken, create, curiosity, antici-
pation and some tension. Long pauses lead to a decrease of attention from the audi-
ence; hence the prototype gives feedback when pauses are shorter or longer than the 
predefined threshold. The second element is the volume of voice if the volume is too 
high, too low the platform notifies the presenter about it.  
Presentation Trainer was developed in Processing 2.12, which is an open source 
JAVA-based programing language and development environment. Its OpenGL inte-
gration allows for fast graphic manipulation and makes it suit for interactive 2D and 
                                                            
2 Processing: http://processing.org 
3D programs. In order to track the posture and movements from the user, Presenta-
tion Trainer makes use of the Microsoft Kinect sensor and the OpenNI3 framework 
that is an open source SDK used for the development of 3D sensing middleware li-
braries and applications.  
The voice is captured by the computer’s microphone and it is analyzed using the 
Minim4 audio library that uses the JavaSound API. 
The prototype Presentation Trainer has 3 different layers: the sensor layer, integra-
tion layer and presentation layer. The sensor layer consists in different sensor modules 
that can be plugged in to the integration layer.  Each module is responsible to analyse 
its data according to presentation skill rules. The integration layer retrieves the data 
analyses from the different modules in the sensor layer and sends these results to the 
different modules in the presentation layer, which are the ones responsible to present 
the feedback to the user. 
3 Demonstration 
In the context of the conference demonstration interested users will be able to use 
Presentation Trainer and test their presentation skills on body posture and move-
ments, voice cadence and volume, and presentation continuity.  
The prototype starts tracking the user’s body posture, whenever it stands within 1.2 
to 3.5m in front of the Microsoft Kinect. Once the tracking starts, the prototype high-
lights in the screen the limbs of the user that are in a wrong position letting the user 
know whether its posture is appropriate for doing a presentation. While the user is 
being tracked the prototype analyses its movements, in the case the amount of move-
ment is outside of the predefined range of movements suitable for a presentation, the 
prototype suggests the user to move more or to slow down its body movements.  
 
 
Fig. 1. Left: Body Posture Feedback. Right: Voice Feedback 
                                                            
3 OpenNI: http://www.openni.org 
4 Minim: http://code.compartmental.net/tools/minim/ 
During the demonstration the user’s voice will also be analysed. Suggestions about 
lowering or increasing the volume of the user’s voice are displayed whenever the 
user’s voice volume is outside of the predefined ranges of voice volume suited for 
giving a presentation. The prototype also reminds the user to start speaking in case it 
has been quiet for too long time, and suggest the user to take a deep breath and pause 
whenever it has been talking without pauses for a long period of time. 
4 Future Work   
The planning for experiments testing the feasibility and usability of the presentation 
trainer is in current development. After the first experiments there are plans to up-
grade the presentation trainer into a system able to adapt its feedback on running time 
according to the performance of the user. For this a set of presentation tasks will be 
designed with varying difficulty and different levels of support and feedback. 
The knowledge gained from Presentation Trainer and its immediate feedback will 
be used for the instructional design in the Metalogue project (www.metalogue.eu), 
which purpose is to train people for negotiation dialogs, by giving them metacognitive 
feedback. 
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