When tails wag the decision: The role of distributional tails on climate
  impacts on decision-relevant time-scales by Garner, Gregory G. & Keller, Klaus
 1 
Full Title: When tails wag the decision: The role of distributional tails on climate impacts on 
decision-relevant time-scales 
Short Title: Distributional tails in decision analysis 
 
Gregory G. Garner
1
 and Klaus Keller
2,3,4
 
 
1
 Woodrow Wilson School of Public and International Affairs, Princeton University, Princeton, 
New Jersey 08544, U.S.A. 
2 
Earth and Environmental Systems Institute, The Pennsylvania State University, University 
Park, Pennsylvania 16803, U.S.A. 
3 
Department of Geosciences, The Pennsylvania State University, University Park, Pennsylvania 
16803, U.S.A. 
4 
Department of Engineering and Public Policy, Carnegie Mellon University, Pittsburgh, 
Pennsylvania 15213, U.S.A. 
 
Submitted to PLOS ONE on October 27, 2017 
 2 
Abstract 
Assessing and managing risks in a changing climate requires projections that account for 
decision-relevant uncertainties.  These deep uncertainties are often approximated by ensembles 
of Earth-system model runs that sample only a subset of the known uncertainties.  Here we 
demonstrate and quantify how this approach can cut off the tails of the distributions of projected 
climate variables such as sea-level rise.  As a result, low-probability high-impact events that may 
drive risks can be under-represented.  Neglecting the tails of this deep uncertainty may lead to 
overconfident projections and poor decisions when high reliabilities are important.  
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Introduction 
Many decisions we make today depend on projections of the complex and dynamic Earth-
system.  For example, designing a strategy to manage coastal flooding risks depends on 
projections of future sea levels, storm surges, and human behavior [1,2].  Decision makers often 
have strong preferences for the reliable functioning of crucial systems [2].  As a result, decision 
analyses often need to account for the relevant uncertainties that affect these reliabilities [3].   
Some risk and decision analyses sample potential future climates using an ensemble of complex 
Earth-system models, such as those in the Climate-Model Intercomparison Project (CMIP) [4–7].  
These ensembles have provided valuable insights, but it is important to remember that these 
ensembles are often a collection of different best-estimates of the system [8,9], thus sampling 
only a subset of the known uncertainties [10–12] often due to limited computational resources, 
limited knowledge of the system, or scarcity of data and information [13–15].  As a result, the 
empirical distribution from these ensembles may be appropriate for some decision objectives 
(e.g., to perform well in the most likely outcome), but decision makers often care about low-
probability high-impact events [16,17].  For example, designing coastal-defense infrastructure 
often strives for infrequent breaches on the order of one per several decades to thousands of 
years [18].  The decision makers here require information about the extreme tails.  A distribution 
of best-estimates – in contrast – focuses on the mode of the distribution and may well miss 
decision relevant tails.  Some studies have started to address this issue by post-processing these 
best-estimates to remove ensemble-member correlations [19], by fusing observations and models 
using a Bayesian modeling framework [20,21], or by adopting a framework from the rapidly 
growing field of robust decision making (RDM) [22–24].  However, the underlying problem of 
the limited number of ensemble members persists. 
 4 
Data and Methods 
We consider a simple example driver of projection uncertainty in climate change: the 
equilibrium climate sensitivity [25]. Equilibrium climate sensitivity is the change in the global 
equilibrium surface air temperature due to a doubling of the atmospheric carbon dioxide 
concentration relative to pre-industrial levels [26].  Climate sensitivity is a deeply uncertain 
quantity [27–30] (Fig 1) and an important characteristic of the climate system [31].  Current 
estimates of climate sensitivity are poorly characterized by a single estimate or range of best-
estimates.  The range of the empirical distribution of 43 complex-model estimates [25] (Fig 1 – 
vertical bar) gives zero probability to anything beyond the highest value sampled by the 
ensemble.  In contrast, the estimates of the climate sensitivity distribution considered here [27–
30] produce substantial probability in the tails beyond the range of the empirical distribution.  
Incorporating the deeply-uncertain tails of these climate sensitivity estimates into climate risk 
assessment can be crucial to informing decisions [32,33]. 
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Fig 1. Empirical probability distributions of climate sensitivity. 
The vertical black bar is the range of the 43 climate sensitivity estimates from CMIP 3 and CMIP 
5 models [25].  Each of the gray lines is a climate sensitivity distribution.  Four of the 
distributions that generally span the range of the collective 23 distributions are highlighted in 
color. 
 
To demonstrate the mapping of uncertainty in climate sensitivity to projections of atmospheric 
temperature, we use the simplest possible model structures we could identify that can 
demonstrate the effects in question.  Much more complex model structures are, of course, 
possible [34,35], but these more complex model structures would introduce considerable and 
arguably unnecessary computational demands and complexity in this exposition. 
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For one, we use the Diffusion Ocean Energy balance Climate Model (DOECLIM) [36].  
DOECLIM is a one-dimension energy-balance model with a diffuse ocean model.  It captures the 
relationship between climate sensitivity and the diffusion of heat energy into the oceans [26].  
The model inputs are an exogenous time-series of atmospheric forcing on an annual time-step, a 
single value of climate sensitivity, and a single value of ocean diffusivity.  Atmospheric 
temperature, sea-surface temperature, and heat fluxes are calculated endogenously at an annual 
time-step.  Since we will be using samples from distributions of climate sensitivity, we must first 
calibrate the model to ensure the pair of climate sensitivity and ocean diffusivity values used are 
consistent with a historical temperature record [37]. 
We calibrate the ocean diffusivity parameter to the selected climate sensitivity by producing 
temperature hindcasts using historical radiative forcing provided from the Radiative 
Concentration Pathway (RCP) database [38].  In these hindcasts, we sample climate sensitivity 
and select the ocean diffusivity value that minimizes the sum of square errors between the 
National Aeronautics and Space Administration (NASA) Goddard Institute for Space Studies 
(GISS) historical temperature record [39,40] and the model hindcast [37].  More complex 
methods can be used to estimate the joint distributions of the two parameters [28]; however, our 
simplified approach provides a reasonable calibration of climate sensitivity to ocean diffusivity 
(Fig 2) consistent with the historical temperature record (Fig 3) and is sufficient to demonstrate 
our points.  
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Fig 2. DOECLIM model calibration results. 
The ocean diffusivity parameter in the DOECLIM model, which regulates the rate at which heat 
is vertically diffused into the ocean, is calibrated to climate sensitivity.  This calibrated 
relationship ensures temperature hindcasts are consistent with the historical temperature record. 
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Fig 3. DOECLIM temperature hindcasts. 
The gray dots are the National Aeronautics and Space Administration – Goddard Institute for 
Space Studies observed mean annual global temperature anomaly from year 1900 [39,40].  The 
lines represent the temperature hindcasts from the highlighted distributions and Climate Model 
Intercomparison Project model ensemble [25].  Solid lines are the median and dotted lines are the 
0.5
th
 and 99.5
th
 percentile of the respective distributions. 
 
We project atmospheric temperature with the calibrated DOECLIM model, the climate 
sensitivity distributions, and the equivalent radiative forcing of the RCP8.5 pathway [38] out to 
2100.  First, we randomly draw 50,000 climate sensitivity samples from each distribution in Fig 
1.  With each climate sensitivity sample, we calculate the appropriate ocean diffusivity value 
from the calibration curve in Fig 2.  We then project atmospheric temperature using the RCP8.5 
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radiative forcing time-series.  This results in atmospheric temperature projected to year 2100 in 
an annual time-series for each climate sensitivity sample across all climate sensitivity 
distributions in Fig 1. 
The second model we need maps the temperature projections to global sea-level rise (SLR). For 
this task, we use the SLR module described in the Regional Integrated Model of Climate and the 
Economy (RICE) [41].  This module maps changes in atmospheric temperature to changes in 
global sea level through contributions from thermal expansion, glacial melt, and ice sheets on 
Greenland and Antarctica.  The atmospheric temperature output from the DOECLIM model runs 
described earlier are used as input into this module, producing a time-series of SLR out to year 
2100 for each of the sampled climate sensitivities.   
Results and Discussion 
The distribution of climate sensitivity derived from the ensemble of CMIP models under-
represent uncertainty in the SLR projections (Fig 4).  The range of projected SLR in year 2100 
produced by the model ensemble is 0.81 m – 1.12 m.  This range misses between 8.5% and 
91.8% of the mass of the distributions of projected SLR produced by the other climate sensitivity 
estimates which collectively range from 0.13 m to 1.25 m (Fig 5).  While only a small portion of 
the mass that is missed when using the model ensemble is in the upper tail in this example, the 
difference can cause sizeable changes in risks and decisions about strategies to manage these 
risks by effectively shifting the failure rate of the designed infrastructure [34].  Additionally, 
tipping points, such as the collapse of portions of the Antarctic ice sheet, local atmosphere-ocean 
dynamics, and bathymetry may lead to even larger sea-level rise in some locations [42,43]. 
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Fig 4. Distribution of global mean SLR in projected year 2100. 
(A) The empirical probability distributions of SLR in projected year 2100 for each of the climate 
sensitivity distributions in Fig 1.  The vertical black bar is the range of the CMIP model 
ensemble and the lines are the individual climate sensitivity distributions.  The four distributions 
highlighted in color are consistent with the distributions highlighted in Fig 1.  (B) The empirical 
cumulative distribution function (eCDF) of the SLR distributions in part A.  Vertical dotted lines 
denote the range of SLR produced by the CMIP model ensemble. 
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Fig 5. CMIP model ensemble coverage of other climate sensitivity distributions. 
Vertical bars represent the integrated mass of the year 2100 SLR distributions that fall outside of 
the range of the CMIP model ensemble (i.e. the “cut off tails”).  The horizontal black lines 
crossing each of the bars delimits the mass cut off from the lower tail (below – darker color) 
from the mass cut off from the upper tail (above – lighter color).  
 
The effect of the tails of the distributions appears on decision-relevant timescales (Fig 6).  
Differences in the 0.5
th
 and 99.5
th
 percentiles between the model ensemble distribution and the 
other distributions become apparent as early as year 2030, which is 30 years into the simulation.  
This timescale is well within the considered lifetime of coastal flood defense infrastructures [1].  
Considering more extreme percentiles of these distributions make these differences more 
apparent earlier in the simulation.  These differences continue to increase throughout the duration 
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of the simulation, suggesting that propagating the tails of these distributions becomes even more 
important in long-term planning and adaptation.   
 
Fig 6. Timeseries of projected SLR for the highlighted distributions and CMIP model 
ensemble. 
Dots represent the median and the vertical lines represent the 0.5
th
 and 99.5
th
 percentiles of the 
distributions of SLR for the appropriate simulation year.  Only the highlighted distributions and 
the CMIP model ensemble are shown for clarity. 
 
This analysis is designed to illustrate the problem of under-representing the tails of key climate 
components.  To keep this illustration simple and transparent, the analysis is silent on important 
processes and uncertainties (for example changes in storm surge, land subsidence, or human 
behavior).  The analysis shows, however, that the common approach of using an ensemble of 
complex-model outputs can under-represent low-probability potentially high-impact events that 
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are decision relevant.  Additionally, we show that reducing deep uncertainty to a single estimated 
distribution can affect decision-relevant metrics, thus leading the decision-maker to make 
decisions inconsistent with the real situation.  This is especially important for decision analytical 
frameworks that are concerned about the robustness of a strategy over a broad range of possible 
future states of the world [1,23,24]. 
Conclusions 
We strongly urge decision analysts to look beyond the status quo and consider a fuller 
representation of deep-uncertainty and decision-relevant tails in their analyses.  Attention to 
decision-relevant features of the distributions of critical climate components better ensures that 
the analysis is both scientifically sound and ethically defensible.  As our study demonstrates, this 
will require analysts to sample the known-unknowns that can influence these decision-relevant 
features by, for example, examining how uncertainty in the structure and parameter estimates of 
both the models and distributions affect the decision. This approach is more complex as it 
requires collaborations across academic disciplines (e.g. between decision analysts, statisticians, 
ethicists, Earth scientists, and engineers) as well as a meaningful engagement with real decision 
problems.  However, an increased attention to decision-relevant features can help improve 
decisions and inform the design of mission-oriented basic science. 
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