Abstract-This paper introduces a new approach for infrastructure based content distribution in a vehicular network. It is built on broadcasting and pseudo random network coding. Its main strength is that, being broadcast based, it does not need any feedback channel and thus uses less data rate. Data is transmitted exploiting network coding, multiple linear combinations of data are sent. A vehicle needs to receive a defined number of independent linear combinations to decode the data. The server will send a larger number of different linear combinations. The unreliability of broadcast is thus neutralized through a useful redundancy rather than through re-transmission. Finally, computation of the linear combination coefficients is done so that the overhead is the same as it would be without network coding.
I. INTRODUCTION
Several approaches have been presented to improve the behaviour of a control channel dedicated to safety applications implemented on top of Vehicular Ad-hoc Networks (VANETs for short) [1] [2] [3] [4] [5] .
We believe that such networks will also be useful to provide the driver and passengers with data related to non safety applications (road safety). Such data could be a map, tourist informations, software or firmware updates, etc. This paper tackles the download of a large file with no timing constraints by a large number of vehicles spread in a wide area.
This task can be achieved through two complementary strategies. The first one uses an infrastructure so that at least some vehicles receive the file. The second one will use ad-hoc communications so that most of the vehicles get the file. Most of the studies dedicated to this problem focus on the second strategy, assuming the first one is simpler.
The first strategy also deserves to be studied as its behaviour has important consequences on the download efficiency of the second strategy (collaborative download). We proposed such a strategy on PRAVDA [6] , which is extended in this work. The question we address is how to disseminate (parts of) the file to some (hopefully a large number of) vehicles? before any P2P cooperative download.
For this purpose, different technologies could be foreseen, such as cellular network or satellite broadcasting. Their wide area coverage allows a full download from a large number of vehicles. However, the process needs to be repeated on a regular basis for newcomers, resulting in a high cost.
Another interesting solution is to use IEEE 802.11p access points, called Road Side Units (RSU for short). Each RSU can reach a small number of OBUs (the On Board Unit is the device in the vehicle), however, in a wide area, a large number of RSUs can be deployed. As a consequence, even by using a small ratio of the available throughput on each RSU, a large amount of data can be sent to the vehicles.
A collaborative content delivery strategy based on vehicle to vehicle communications could then be able to use these data to complete the download on each vehicle if necessary.
The remainder of this paper is structured as follows: section III introduces the models we use to evaluate our proposal, PRAVDA which is described in Section IV. The evaluation of PRAVDA is described in Section V for the analytical results and in Section VI for the simulation results. Let us start by describing the problem we focus on.
II. PROBLEM DESCRIPTION
The following assumptions were made. The file is split in a large number N of chunks. The chunk size is chosen so that each chunk could be sent in a single frame. As a consequence, N depends on file size, on the coding scheme and on the various overheads that we will assume being constant.
Our objective is thus to provide a large number of vehicles with as many chunks as possible. Furthermore, we want to introduce as much diversity as possible, in order to increase the efficiency of any subsequent collaborative dissemination.
A. Broadcasting issue: duplicated chunks
In such a context, unicast transmissions are obviously irrelevant. Broadcasting is far more scalable with the help of multiple RSUs distributed along the road that periodically broadcast the file as a sequence of chunks.
In a previous work, we showed by an analytical model (confirmed by simulations) that the performance of such a system is mainly driven by duplication [7] . On one hand, as long as a vehicle cross more and more RSUs, packet losses are compensated by multiple transmissions. On the other hand, because of these duplicated chunks, a full download is hardly achievable.
B. Improving the download ratio
Let us define the download ratio for a vehicle as the number of chunks successfully received divided by the total number N of chunks in the file. The system download ratio is then the average of the vehicle download ratio.
As far as the system download ratio is mainly driven by the repeated chunks phenomenon, we want to reduce duplication. There are basically two kinds of techniques for this purpose. The first one (described in Section II-C) is to make the server aware of the chunks that have been received by each vehicle so that it could decide the chunks to send through each RSU. The second one (described in II-D) is to reduce the sources of correlation that induce duplicated chunks.
C. Feedback based techniques
In order to implement a technique of the first kind, vehicles could send feedback information to the server in order to lower the retransmission rate. Such a strategy is successful in collaborative download where the vehicles exchange a bitmap describing the chunks they have already received. The chunks could then be sent on a rarest first basis [8] [9] [10] .
We have shown, however, that this strategy also compromises the broadcast efficiency and is therefore useless [7] . Basically, the problem is that all the resources used for this purpose (the transmission of the bitmaps from the OBUs to the server) are not available anymore for broadcast, the efficiency of which is then jeopardized. Furthermore, this would require a return channel, which could not be implemented on top of any technology (e.g. satellite broadcast).
D. Decreasing duplicated chunk probability
The second kind of technique aims to minimize the probability of multiple receptions of the same chunk without any feedback information.
We have shown that multiple transmissions in random order can help, but will not improve the system download ratio [7] .
Another way to decrease the duplicated chunk probability is to increase significantly the number of different chunks. If we are still able to construct the file out of N chunks (temporarily disregarding any overhead), the performance of the system should be increased.
Fortunately, Linear Network Coding is the perfect tool for this purpose [11] [12] . Before describing the PRAVDA strategy, the system model is introduced.
III. SYSTEM MODEL
We want to study the system with analytical evaluation and simulations. Of course, the model used for the former is simpler than the one used for the latter. We will describe these models in this section.
A. Scenario
Some RSUs are spread along a highway section implementing a partial coverage of the road (Figure 1 ). Vehicles cross this highway portion from one side to the other. Each vehicle is equipped with an OBU, in a way that when it is within the transmission range of an RSU, it could be able to receive the packets sent by the RSU (depending on the propagation conditions). 
B. Application layer
Let us assume that the file has been split in N chunks C 1 , . . . , C N . The server periodically sends a sequence of chunks through each RSU.
During its trip, each OBU will thus receive some chunks from consecutive RSUs. A successfully received chunk will be called innovative if it has not been already received by the OBU. Without network coding, a vehicle will be able to build the file as soon as it has received N different chunks. This model needs to be simplified for analytical evaluation purposes. In this second model, vehicle speed is constant and both IDM and MOBIL have been removed.
C. Mobility model

D. Physical and link layer
For this study, we have chosen to use channel G5SC2 [15] . The recommended configuration leads to a data rate of 12 Mbps, based on a "16-QAM 1/2" modulation and a transmit power limit of 23 dBm.
Our simulation implements such a configuration as well as the NIST error rate model, a three log distance propagation model and a Nakagami fading model [16] [17] [18] . Figure 2 shows (with label "RTS/CTS") the amount of data received by a single vehicle driving through a RSU covered area as a function of the throughput of the link (which depends on the modulation/coding scheme). These results have been analytically evaluated based on the well known Bianchi model [19] . We can notice that the optimum bitrate is 18 Mbit/s. Higher values lead to worse results because of the shorter coverage area. The Bianchi model is dedicated to unicast communications, so we have also used a modified version that suits our broadcast application [20] . With this second model, the throughput increase is never counterbalanced by the range decrease. This can be seen in Figure 2 (label "Broadcast"). This difference with the unicast model comes from the absence of some delays of the MAC mechanisms. In the same figure, we can notice (label "W/O RTS/CTS") that removing the virtual carrier sense from IEEE 802.11p improves the performance.
The standard version of the protocol is probably not the best solution for broadcast applications. In order to improve unidirectional Infrastructure to Vehicle applications, a channel with a dedicated MAC could be used to these communications.
It has been used the standard characteristics for our simulations, but it has been limited the throughput at the application layer so that no more than a small part of the bandwidth is used.
In the model used for analytical evaluation, the physical and link layer have been implemented using an uniform packet loss probability. As far as we use broadcast, there is no need to model the MAC mechanisms.
The loss rate used in this model has been determined through simulations. Using the previously described parameters, we have measured a mean packet loss rate of 17%.
IV. INTRODUCING PRAVDA
As already stated, we want to build a large number of chunks so that the file could be built out of N (plus the overhead cost) of them as far as they are different. For this purpose, we will use Pseudo Random Network Coding (PRNC).
PRNC has already been used for data dissemination in VANETs [21] [10] [22] . But as already stated, these studies mainly focus on collaborative download based on vehicle to vehicle communications. The use of PRNC for an infrastructure based broadcast has been proposed in the WiMAX context [23] . The objective was to allow a complete file download with no feedback information.
One issue with PRNC is the tradeoff between the number of chunks and the overhead needed for the receivers to be able to build the file through the correct linear combinations. Achieving such a tradeoff is one of the purposes of PRAVDA.
A. Using Network Coding
Let us define c = (c 1 , . . . , c N ) , c i ∈ F q a set of coefficients from the Galois field F q where q = 2 γ . Applying classical Network Coding techniques [11] [24], we can encode a block B as a linear combination of the original chunks C i :
Note that C i has to be seen as a vector whose coefficients are in F q (with bit packing, and potential padding with null values if the number of bits is not a multiple of γ). The number of dimensions of this vector is thus d = L/γ where L is the bit length of the chunk, and γ is the number of bits of each coefficient.
A vehicle will be able to build the file as soon as it has received N blocks B 1 . . . B N that are linearly independent. These blocks and their associated coefficients build a system of N equations (such as Equation 1) with N unknowns C 1 . . . C N . This system being linearly independent, the original chunks C i can be computed.
In order to build these linear equations, the receiver needs to know all the coefficients c i for each block B.
For this purpose, we could imagine that the coefficients are included in the blocks. This technique is proposed for example in a file swarming protocol [22] . For large files, however, this would lead to large overhead. Each coefficient vector can be seen as N · γ bits, potentially hundreds of bytes, depending of the file size. Figure 3 shows the overhead ratio (the total amount of overhead divided by the file size) as a function of the file size and the chunk size. One can notice that large values can be easily reached.
Another solution is to use a predefined codebook and to include in each coded chunk the index of the associated coefficient vector in this codebook [23] . However, if we want a large number of potential coded chunks (in order to reach a low probability of duplicated chunks), this could lead to a huge database for a single non safety application.
We have chosen a third way, in which the receiver is able to build the coefficients by itself which is described below.
B. Pseudo Random Network Coding
The use of Pseudo Random Network Coding (PRNC) has proven efficient in a somehow different contexts [25] . Our aim here is to be able to build a huge number of different blocks in order to decrease the probability of duplicated blocks. To do this, each block is associated to a seed. A pseudo random number generator (PRNG) is then used with the seed as input to compute the corresponding coefficient vector c.
Each block is thus built up using the following process. The server randomly generates a seed s ∈ [0 . . .
where α is the number of bits of the seed. We will assume α = 32. Then, it uses a PRNG technique such as defined in [26] to build N coefficients c 1 , . . . , c N . As far as c i ∈ F q and assuming that γ ≤ α, c i can be built with the γ less significant bits of the PRNG results. The encoded block B s is then computed using Equation 1 .
The block B s and associated seed s are then sent in a single packet. As a consequence, the overhead is really low: only a few bytes (α/8) to describe the seed. As a comparison, without network coding, each encoded chunk C i has to be sent with its identifier (i), leading to the same overhead. If the packet size is of the order of thousand of bytes, then this overhead is less than 1 % of N .
The server will send through each RSU a random sequence of such blocks. Note that by using a simple PRNG such as a Lehmer [26] , there is no need of any kind of synchronisation between the server and the receivers.
The main drawback is that, in order to be able to decode the file, a receiver needs N blocks that are linearly independent. As far as the coefficients are (pseudo) randomly generated, there is no guarantee that a given set of N different blocks presents this property. As a consequence, a receiver may need N + ε different blocks to be able to decode the file.
V. ANALYTICAL EVALUATION
At any time during its trip, a vehicle has received some blocks. We want to evaluate the probability that it can decode the whole file with the help of those received blocks.
A. Number of received chunks
If, at time t, k blocks have been sent to a vehicle (through the different RSUs during its trip), then we will assume that it has received r = p · k blocks, where p is the reception probability of a block. For the sake of simplicity, we will assume that p is constant, even if it obviously depends on the distance between the OBU and the sending RSU.
B. Number of different seeds
Each block is built based on a randomly generated seed. As a consequence, before considering the r received blocks as a set of vectors, we need to determine Ψ r (d) the probability that d blocks have been generated by different seed values.
For this, we should notice that in order to have d different blocks after the reception of the rth one, the vehicle must already have d or at least d − 1 different blocks before this reception. It then comes (with S = 2 α potential seeds) Figure 4 shows the probability that a receiver has less than N blocks with different seeds after the reception of r = N +ε chunks (note the logarithmic scale). In this figure, α = 32, and the results are given for N ∈ {1000, 10000} and ε ∈ [−1 . . . 9]. 
p(ε)
Number of extra chunks (ε)
Prob. of less than 10000 dierent seeds Prob. of less than 1000 dierent seeds It is then clear that, even for large files, the receiver only needs a few extra blocks to be able, with a high probability, to decode the file. A two bytes seed also gives good results for small files.
As a comparison, Figure 5 shows the expected number of different chunks received after the reception of 1 to 3000 chunks (without network coding) or block (with PRNC), assuming a file size of 1000 chunks. Using network coding (with α = 32), the file size is reached with 1001 blocks. Without network coding, only 950 chunks are different after the reception of 3000 chunks.
Network coding has advantage, but it has too drawbacks. The most important drawback is that the receiver needs all the blocks to be able to decode the file. Another problem is that these blocks need not only to be different but also linearly independent. 
C. Number of linearly independent chunks
A vehicle will not be able to build the file with less than N linearly independent blocks. So, if a vehicle has received r = N + ε different blocks, we need to determine how many of these blocks are independent. For this, let us define p r (l) the probability that l blocks are linearly independent in a set of r blocks that have been received.
In order to determine p r (l), we must recall that each block is a vector with N dimensions, whose coefficients are in a finite set of cardinality q = 2 γ . A set of k linearly independent vectors (or blocks) then defines a vector space of dimension k and thus cardinal q k . The probability that the next vector is linearly independent is then
Using the same approach as for Figure 6 shows the probability to have less than N blocks linearly independent after receiving at least N different packets (γ = 32). Here again, note the logarithmic scale.
Different values of N leads to the same results. As far as q is large, the most probably situation with less than N independent blocks is the one with N − 1 independent blocks. Its probability is thus given by
−3 and then does not depend on N . This results are used in the next section.
VI. SIMULATION RESULTS
In order to compare PRAVDA's performances with a classical broadcast technique, we have implemented both in our simulation environment. We have also used the analytical model to evaluate its suitability. Figure 7 displays the average reception ratio for vehicles moving along the highway section. The results are given for different file sizes ranging from 4 · L to 12 · L where L is arbitrarily chosen so that a vehicle travelling at medium speed could receive L chunks or blocks through a single RSU assuming a null loss ratio.
Each ratio is represented as the sum of the ratios received through each consecutive RSU. These are expected values for the analytical model and averaged over a large number of vehicles for simulation.
We should notice first that the theoretical and experimental results of PRAVDA are close. We can conclude that our analytical model suits our scenario (that means that the mobility model has little impact on the results) and therefore that the previous results are reliable.
This also shows that the most significant phenomenon for PRAVDA is packet loss. Innovative blocks are evenly distributed among RSUs so that a file with size n · L chunks is received after n · L/p RSUs (p is the reception probability).
The main drawback is that the pure broadcast technique suffers from duplicated chunks. The obvious consequence is that the number of new chunks is smaller for each new RSU. These results have also been validated by an analytical model defined in a previous study [7] .
VII. CONCLUSIONS
In order to provide the same file to a large number of vehicles in a VANET environment, content distribution applications must be built. The first task of such an application is to ensure that some vehicles receive parts of the file so that a collaborative content download should be able to complete the file dissemination as a second task.
On this paper, we proposed and studied a solution to implement this first task through an infrastructure based VANET technology such as IEEE 802.11p. In order to be cost effective, such a solution should use as little throughput as possible on each RSU and interfere as less as possible on other communications. We thus propose PRAVDA, a solution based on a low throughput broadcasting through the infrastructure. We have shown that the traditional medium access control for IEEE 802.11p could be simplified (e.g. on some channels) in order to improve the performance of such an application.
The basic problem with such a technique is the large replication rate caused by the use of multiple RSUs. To address this problem, we use pseudo random network coding to generate a huge number of different blocks. In order to minimize the overhead usually necessary to carry the coefficients, we propose a new way to compute these coefficients, based on pseudo random number generators.
We show both by simulation and analytical evaluation that PRAVDA can achieve good performance. Furthermore, the use of PRNC dramatically increases the diversity of the blocks received by the different cars. This property will be useful for the cooperative file dissemination. In a next study, we will implement such a cooperative content distribution in order to evaluate the impact of PRAVDA on its performance.
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