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Abstract: Let E be an elliptic curve over Q, and p 6= 2 a prime of good ordinary reduction.
The p-adic L-function for Sym2E always vanishes at s = 1, even though the complex L-function













where X2 − ap(E)X + p = (X − αp)(X − βp) with αp ∈ Z×p .
We first devise a method to calculate Lp(Sym2E) effectively, then show it is non-trivial for
all elliptic curves E of conductor NE ≤ 300 with 4|NE, and almost all ordinary primes p < 17.
Hence, in these cases at least, the order of the zero in Lp(Sym
2E, s) at s = 1 is exactly one.
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1To form a part of this author’s PhD thesis
1
1 Introduction
Let p be an odd prime. For a pure motive M defined over Q of weight zero, there is a conjectural
recipe to attach a p-adic L-function, Lp(M, s), provided its Galois representation is p-ordinary
(see [6] for the precise details). The interpolated p-adic L-function should be related to its
complex cousin, L∞(M, s), at the critical point s = 0, via the formula




Here Ep(M, s) is a product of certain Euler factors at p, and Ω∞(M) denotes the Deligne period.
Curiously, sometimes Ep(M, s) can vanish at s = 0 even when L∞(M, 0) 6= 0, in which case
we say that M has an exceptional p-adic zero. Let us factorise out the trivial zero contribution
into Ep(M, s) = E†p(M, s) × Etrivp (M, s), where E
†














One is naturally left to address the following problem.
Question. For a given motive M as described above, and for an ordinary prime p satisfying
the exceptional zero condition, is Greenberg’s L-invariant term LGrp (M) non-zero?
For example, let f be a primitive eigenform of weight k ≥ 2, level N and trivial nebentypus.
Then the symmetric square motives M = Sym2(f)(k − 1) and M = Sym2(f)(k) both exhibit
exceptional p-adic zero phenomena at ordinary primes p - N .





as part of his PhD, but he was unsuccessful and the project was shelved.
Recently there has been a renewed interest in this topic [2, 22, 30], in particular with the
construction of global cohomology classes (an Euler system) for the motive M(f ⊗ f) in [27].
Under some standard assumptions, Hida has shown [26] that in a Λ-adic family of modular




can vanish at only finitely many points
in the weight-space W. It therefore seems an appropriate time to revisit this open problem of
non-vanishing for the symmetric square L-invariant, albeit from a computational perspective.




mod pm numerically when f arises from an elliptic curve,
and then check whether the associated L-invariant is non-vanishing in a variety of examples.
Let E be an elliptic curve over Q, so that E is necessarily modular by the work in [4, 35].










where q is any prime different from l, Frobl is an arithmetic Frobenius element, and Il ⊂ GQl
denotes the inertia subgroup at l. If the prime number l does not divide the Q-conductor NE




∣∣∣ Sym2Hét(E,Qq(1))Il) = (1− α2lX)(1− β2l X)(1− lX)






is the factorisation of the Hecke polynomial at l.
Gelbart and Jacquet [17] showed that the function L∞(Sym
2E, s) has an analytic continuation
to all s ∈ C, and satisfies a functional equation linking the value at s with the value at 3− s.
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To describe Greenberg’s L-invariant term in detail, let us first fix an ordinary prime p.





)∗) ∼= Qp⊗Zp Sym2(Tap(E)) where
Tap(E) = lim←−nEpn is the p-adic Tate module of E. Viewed as a GQp-module, there is a filtration
0 = Fil3V ⊂ Fil2V ⊂ Fil1V ⊂ Fil0V = V
where each quotient Fil
iV
Fili+1V
is isomorphic to Qp(i) as an Ip-representation, for i ∈ {0, 1, 2}.
Let Σ denote a finite set of primes containing p and the primes of bad reduction for E.




-representation V in [3] are the Bloch-Kato Selmer groups
H1f,{p}(Q, V ) := Ker



















where H1f (GQp , V ) denotes the kernel of the mapping from H
1(GQp , V ) to H
1(GQp , V ⊗Bcris).
Flach et al. [16, 35, 12] have shown H1f (Q, V ) = {0}, which implies that dimQpH1f,{p}(Q, V ) = 1.
Let us fix a generator η of this line, so that H1f,{p}(Q, V ) = Qp · η.



















)GQp + dimQpH0(GQp ,W )+ dimQpH0(GQp ,W ∗(1))
which yields the value 3+0+0 if W = V , and 2+0+1 if W = Fil1V . Applying Kummer theory,
there is a natural identification H1
(
GQp ,Qp(1)































where logp : Q×p → Qp denotes Iwasawa’s logarithm map, normalised so that logp(p) = 0.



















which is clearly independent of the choice of generator η for the Qp-line H1f,{p}(Q, V ).
In fact, there is a more analytic way to introduce the L-invariant if we work with the p-adic
L-function directly. Depending on the reduction type of the curve, p-adic L-functions which




(1) have been constructed in [7, 9, 11, 21, 24, 31].
Now if E has good ordinary reduction at p, there exists F(X) ∈ X · Zp[[X]]⊗Q such that
F
(













at all non-trivial characters χ of conductor fχ = p
mχ > 1 satisfying χ
∣∣
F×p
= 1, while F(0) = 0.
Here αp is the p-adic unit root of X
2−ap(E)X+p, secondly τ(χ) denotes a Gauss sum for χ−1,
and lastly Ω±E are real/imaginary periods associated to a minimal Weierstrass equation for E/Z.
Definition 1.2. We write Lp(Sym
2E,−) : Zp → Qp for the Mazur-Mellin transform
Lp(Sym
2E, s) := F
(




2E, s) has an exceptional zero at s = 1.
In the late 1980s, Coates and Greenberg made the following prediction about its first derivative.
























As will be discussed at length in §3.3, in most situations the work of Citro, Dasgupta and
Hida [5, 10, 26] implies that Lanp (Sym2E) = LGrp (Sym2E), so we may shift between these two
definitions as appropriate. In particular, the non-vanishing of the analytic L-invariant means









Remarks: (a) If E has complex multiplication, then a result of Ferrero and Greenberg [14]
implies that Lanp (Sym2E) = logp(α−2p ); therefore in the CM case, Conjecture 1.3 is at least
known to be true.
(b) If E has split multiplicative reduction at p, under certain restrictions Rosso [30] recently
proved Lanp (Sym2E) = logp(qE)/ordp(qE) where qE is the Tate period of the rigid analytic curve;
moreover logp(qE) 6= 0 by [1, Theorem 3], so Conjecture 1.3 holds in this situation too.
(c) We should also point out that in the case where E has split multiplicative reduction at p,
















































(d) Using efficient methods to compute overconvergent modular symbols, Dummit et al [13, §7.2]
have computed Lanp (Sym2E) for (E, p) =
(
X0(11), 11), and for p = 5 and E ∈ {15a1, 19a1, 95a1}
(here we employ Cremona’s elliptic curve labelling from [8]).
By devising algorithms to compute Lp(Sym
2E, 1)′ and Lanp (Sym2E) numerically to a reasonable
accuracy, and then implementing them into SAGE, we have established the following result.
2In the case of split multiplicative reduction the L-invariant for Sym2E is the same as the L-invariant for E,
and it is further conjectured (by Greenberg) that the L-invariants for SymmE should be independent of m > 0.
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Theorem 1.4. Let E be an elliptic curve over Q of conductor NE ≤ 300, with 4 dividing NE.
(i) If p ∈ {3, 5, 7} is a prime of good ordinary reduction for E then Conjecture 1.3 is true,






(ii) If p = 11 is a prime of good ordinary reduction for E then Conjecture 1.3 is true, with the
possible exception of the following four elliptic curves:
116a1, 124b1, 200a1, 296a1.
(iii) If p = 13 is a prime of good ordinary reduction for E then Conjecture 1.3 is true, with the
possible exception of the following six elliptic curves:
140a1, 200b1, 232b1, 244a1, 272b1, 280a1.
Here is a brief plan of the paper.
Sections 2.1–2.5 explain the theory behind our method. We first derive a technical result
about the Petersson inner product in §2.1. In the next two sections, we relate the moments
of the p-adic measure interpolating Sym2E(1) to a specific inner product involving the weight
two newform fE obtained from E by modularity, and an auxiliary weight two form “R|U2m−1p ”
which is independent of the elliptic curve. Then in §2.4, we use our identity from §2.1 to obtain
an expression for Lp(Sym
2E, 1)′ mod pm, thereby yielding an approximation to Lanp (Sym2E).
Lastly in §2.5, we discuss how one might increase both the speed and the accuracy of our
computations by instead evaluating Tate-twists for the p-adic measure, although there remain
significant technical hurdles to overcome if one adopts this approach.
Sections 3.1–3.2 contain an implementation of our algorithms. We chose NE ≤ 300 and
p ≤ 13 as our bounds to determine whether or not Lp(Sym2E, 1)′ was non-zero, and thence to
tabulate the L-invariants to a decent accuracy – see Appendix B for the full numerical results.
It took ten months to run our programs within these limited ranges, on a single core of an
Intel i5-2400. The 4 + 6 = 10 missing pairs (E, p) in Theorem 1.4(ii)-(iii) occurred because the
run-time required to show that Lp(Sym
2E, 1)′ 6= 0 for these specimens was too slow.
Finally in §3.3, we discuss how the work of Hida, Citro and Dasgupta [26, 5, 10] combined
with Theorem 1.4 implies the non-vanishing for the derivative of the Hecke eigenvalue ap(Fk)
at weight k = 2, where F denotes the p-ordinary family lifting fE .
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2 The Analytic Theory




for the C-vector space of modular forms of weight




the subspace of cusp forms.


















denote the primitive form associated to the modular elliptic curve E.
Without loss of generality, we assume that
• the conductor NE of the newform fE is divisible by 4.
Because L∞(Sym
2E, s) is invariant under taking quadratic twists, one can always ensure that the
above holds by replacing E with its twist by the unique character of conductor 4 (if necessary).
We also modify the quantities in Conjecture 1.3, as follows:
• we swap the motivic period (2πi)−1Ω+EΩ
−
E with the automorphic period π〈fE , fE〉NE ;
• we shall exchange the primitive symmetric square L-function L∞(Sym2E ⊗ χ, s) with its
imprimitive version










• we replace the p-adic L-function with Limpp (Sym2E, s) := F imp
(














if χ 6= 1, with F imp(0) = 0.
Providing the imprimitive L-function is non-vanishing at s = 1 so that D(E, 1) 6= 0,















The right-hand bracketed term in Equation (1) is reasonably straightforward to evaluate.


























for a finite set of bad primes S1.




)s/2 · π−s/2Γ(s/2)(2π)−sΓ(s) × L∞(Sym2E, s),
then the functional equation [7, Thm 2.2] for this completed L-function states that
Λ∞(Sym
2E, s) = Λ∞(Sym
2E, 3− s).
Combining the above equation at s = 2 with the formula D(E, 2) = 8π
3
NE
× 〈fE , fE〉NE for the
imprimitive symmetric square L-function in [15, Equation (5)], the result follows easily.
To calculate Lanp (Sym2E) numerically, we must therefore evaluate ddsL
imp
p (Sym
2E, s) at s = 1
to a reasonable accuracy. If µimpE ∈ Meas(Z×p ,Qp) is the p-bounded measure corresponding to







E (x) for every s ∈ Zp,
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Question. Given a class e ∈ (Z/pmZ)×, how do we calculate each µimpE (e+ pmZp) efficiently?
It is well known [7, 9, 31] the moments µimpE (e+ p














, whose Fourier coefficients are p-integral.
The integrality of µimpE (−) is then controlled by that of
〈f0,Rm,e〉pNE
〈fE ,fE〉 for varying m and e.
2.1 Petersson inner product identities for f 0
Recall that the functional equation for the completed Hasse-Weil L-function, Λ∞(E, s), has the
form Λ∞(E, 2− s) = wE × Λ∞(E, s) where wE ∈ {±1} denotes the root number for E over Q.
In terms of the associated newform,
fE
∣∣W (NE) = −wE · fE under the action of W (NE) = ( 0 −1NE 0
)
.
Let h(z) denote a weight 2 holomorphic modular form of level pNE , and with trivial character.
Our goal here is to derive the following technical result, which we repeatedly make use of later.
Lemma 2.2. (i) If C · h(z) ∩
(








































consists of the subspace C · fE(z) ⊕ C · fE(pz).
Without loss of generality, assume h(z) is an eigenform for the Hecke algebra at level pNE .















= 0, so part (i) is true.
To establish statement (ii), let us first introduce the p-stabilisation
f0(z) := fE(z)− βpfE(pz) = α−1p · fE
∣∣∣(Up − βpI2) ∈ S2(Γ0(pNE)). (2)
This cusp form f0 is related to f
0 through the formula
f0(z) = fρE
∣∣W (pNE)− αpp−1fρE∣∣W (NE) = fρ0 ∣∣W (pNE), (3)
7
where the involution (−)ρ above sends each h(z) =
∑
n≥1 hne

































− wE · fE
∣∣∣ ( p 0
0 1




−1[Γ0(NE) : Γ0(pNE)] · 〈fE , fE〉NE .
Note from the trace map identity fE
∣∣∣ ( p 0
0 1
































































upon applying [18, §C.5, Lemma 1], and clearly one has
〈
fρE
∣∣W (NE), fE〉NE = −wE〈fE , fE〉NE .









































which completes the demonstration of (iii), and thereby the lemma.
2.2 The q-expansion of the modular form Rm,e
The key ingredient in calculating the first derivative of Limpp (Sym
2E, s) at s = 1, is that the
moments of the measure dµimpE (−) can be written in terms of the f0-isotypic projection of a
holomorphic modular form. More precisely, let us recall from [7, Eqs (3.22)-(3.23)] that
µimpE (e+ p













is obtained by summing up products of certain theta-functions
of weight 1/2 with Eisenstein series of weight 3/2 (the precise definitions will not be needed).
Note also from [7, Lemma 3.10(ii)], the classical trace map identity
h
∣∣U2m−1p = h∣∣∣W (p2mNE)∣∣∣TrΓ0(p2mNE)Γ0(pNE) ∣∣∣W (pNE)
8
implies that Rm,e
∣∣U2m−1p actually has level pNE , so the inner product above is well-defined.
Remarks: (i) If Rm,e =
∑∞
n=0 rn(m, e)q
n then clearly Rm,e
∣∣U2m−1p = ∑∞n=0 rnp2m−1(m, e)qn;
furthermore, r0(m, e) = 0 since the theta-functions of weight 1/2 vanish at the cusp ∞.
(ii) Applying [7, Theorem 3.11] each coefficient rn(m, e) ∈ Q, in fact rn(m, e) ∈ Zp if p2m−1
∣∣n;
it therefore follows that Rm,e
∣∣U2m−1p ∈ q · Z(p)[[q]].











µ(a)b · εn2(a)χ(b2a)χ−1(n1e) · LNE (χεn2 , 0).
(5)
Here we have employed the notation:
• ∆m denotes the set of non-trivial Dirichlet characters of conductor dividing pm;
• Wn is the set of pairs (n1, n2) ∈ N× N coprime to p, and satisfying n21 ×
NE
4 + n2 = n;
• Vn2 consists of pairs (a, b) ∈ N× N that are coprime to pNE , such that (ab)2 divides n2;





As usual, LNE (χεn2 , s) indicates the χεn2-twisted zeta-function with its Euler factors at the
primes dividing NE removed.
Definition 2.3. (a) For an integer t ≥ 1 and y ∈ Z with p - y, one defines
ϑt(y) =

(p− 1)2/p2 if t ≥ 2 and y ≡ 1 ( mod pt)
−(p− 1)/p2 if t ≥ 2, y 6≡ 1 ( mod pt) but y ≡ 1 ( mod pt−1)
0 if t ≥ 2 and y 6≡ 1 ( mod pt−1)
(p− 2)/p if t = 1 and y ≡ 1 ( mod p)
−1/p if t = 1 and y 6≡ 1 ( mod p).
(b) For any m ∈ N and integers x, n2 both coprime to p, we set



















)] ∈ {0, . . . , fεn2− 1} is the unique integer congruent to (i− j)p−t mod fεn2 .
The following yields an alternate expression for rn(m, e), designed for use in our programs.
Proposition 2.4. If p2m−1 divides n, then the qn-coefficient of Rm,e is given by












∗ ∈ {1, . . . , pm − 1} denotes the multiplicative inverse of n1e modulo pm.
Before we give the demonstration, we make a couple of observations.
Firstly, the main expense in computing rn(m, e) is in tabulating the values of εn2 necessary
to compute M
(n2)
m (−). The length of time required to compute rn(m, e) is roughly proportional
to the sum
∑
(n1,n2)∈Wn fεn2 , which has order O(p
3m) as a function of m.
9
Secondly, the quantity φ(pm)−1 ·M (n2)m
(
ab2d(n1e)
∗) occurring above is actually p-integral.
The reason is that M
(n2)
m (−) coincides with ‘Mm(−)’ defined in [7, Eq (3.30)], and then by
Lemma 3.12 of op. cit., the latter is congruent to zero modulo pm−1. However, once one has
programmed in the function ϑt, our version M
(n2)
m (−) is the quicker to calculate numerically.
Proof. If one recalls the standard identity LNE (χεn2 , s) =
∑
d|NE µ(d)χ(d)εn2(d)d
−s ·L(χεn2 , s),




















Therefore, it is enough to show that
∑
χ∈∆m χ(x)L(χεn2 , 0) is equal to the quantity M
(n2)
m (x).
Now as each L(χεn2 , 0) = −B1,χεn2 with B1,χεn2 denoting a χεn2-twisted Bernoulli number,















where fχ = p
t > 1 say, and the integers ai,j := (i − 1)pt + j. Moreover χ(ai,j) = χ(j), so
decomposing ∆m into a disjoint union of ∆t −∆t−1’s yields∑
χ∈∆m




















εn2(ai,j) · ai,j .
The lemma will now follow, provided one can verify that:
(i) p−t ·
∑
χ∈∆t−∆t−1 χ(xj) equals ϑt(xj);
(ii)
∑fεn2





















φ(pt)× char1 mod pt(xj) − φ(pt−1)× char1 mod pt−1(xj)
)
where char1 mod pt(y) returns 1 if p
t divides y− 1, and returns 0 otherwise. It is then routine to
check that the above formula agrees with ϑt(xj) from Definition 2.3.
To prove that (ii) is true, we first observe that
fεn2∑
i=1





























so statement (ii) is also verified.
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2.3 Expressing Rm,e
∣∣U2m−1p in terms of a rational basis
The next stage is to write Rm,e
∣∣U2m−1p in terms of an explicit rational basis of M2(Γ0(pNE)).













where the second summand denotes the space of generalised Eisenstein series of weight two,
level pNE and trivial nebentypus.
Definition 2.5. For two Dirichlet characters χ and ψ, we define the q-expansion










 qm ∈ Q[[q]]
where the constant term c0(χ, ψ) =
{
0 if fχ > 1
−B2,ψ/4 if fχ = 1.
Let XpNE be the group of Dirichlet characters χ : (Z/pNEZ)× → C×. One can then form sets
Σ1 :=
{








Remember throughout we have assumed the conductor NE is divisible by 4, and that p - NE .
The following is a special case of a very well known result – the full details can be found in
Miyake’s book [28, Thm 4.7.1 and §7.2].






























and one can express an arbitrary cusp form as a linear combination of Hecke eigenforms.


























Proof. This follows immediately from a classical formula of Shimura (e.g. see [34, Prop 6.1]),
upon noting that 4|pNE and p exactly divides the level pNE .









Then there exist coefficients δ•(m, e) ∈ Q such that
Rm,e









fE(z), fE(pz), g3(z), g4(z), . . . , gdS (z)
}
is a basis of cuspidal eigenforms at level pNE ,
and
{
h1, . . . , hdEis
}
denotes an arbitrary Q-basis for the Eisenstein component.
Remarks: (a) We have adopted the labelling convention that g1(z) = fE(z) and g2(z) = fE(pz).
(b) To find the basis elements g1, . . . gdS generating the space of cusp forms, at every M | pNE




, by using the SAGE command
CuspForms(Gamma0(N),k).new subspace().q expansion basis(prec)





c dividing pNE/M (note the precision of the q-expansions is determined by the value of prec).
(c) To find the elements h1, . . . , hdEis one can code up an implementation of Proposition 2.6(ii),
or instead produce a basis of q-expansions (in echelon form) via the SAGE command
EisensteinForms(Gamma0(N),k).q expansion basis(prec)
with level N = pNE and for weight k = 2, once again.
We are then left with the task of determining the δ•(m, e)’s, especially δ1(m, e) and δ2(m, e). To
accomplish this we select an ordered tuple N =
[
n1, n2, . . . , ndS+dEis
]
∈ NdS+dEis of distinct




an(gi) · δi(m, e) +
dEis∑
j=1
an(hj) · δj+dS (m, e) for each n ∈ N,



































































Hypothesis (detM 6= 0). The matrix M = M(N) is invertible for the choice of tuple N.
Clearly one can always find an N for which the above holds, otherwise
{
g1, . . . , gdS , h1, . . . , hdEis
}




. In practice, we choose a tuple N that will minimise∑
n∈N
∑
(n1,n2)∈Wn fεn2 , and hence the time needed to compute the vector r(m, e).









w1,j · r(m, e)j and δ2(m, e) =
#N∑
j=1
w2,j · r(m, e)j .
Therefore, to obtain these first two components of δ(m, e), we must:
• compute the dimensions dS and dEis by using Propositions 2.7 and 2.6(i), respectively;
• calculate g1, . . . gdS and h1, . . . , hdEis using the SAGE commands in (b) and (c) above;
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• find an optimal choice of N ∈ NdS+dEis such that Hypothesis (detM 6= 0) holds;




n∈N from Propositon 2.4;
• evaluate the first two basis coefficients, i.e. δ1(m, e) and δ2(m, e), using Corollary 2.8.
The slowest part of the algorithm is the penultimate line, and as we need #N = dS + dEis of
these rnp2m−1(m, e)’s, the time required for this step has order O
(
(dS + dEis)× p3m
)
.
2.4 An explicit formula for Lanp (Sym2E) modulo pm, when D(E, 1) 6= 0
We shall begin by expressing the moments of the measure dµimpE in terms of the vector δ(m, e).
























Therefore to compute νm,p we must calculate the 2(p− 1)pm−1 coefficients δ•(m, e), • = 1, 2.
The Zp-module Lm,p ⊂ Qp generated by the δ1(m, e)’s and the δ2(m, e)’s evidently satisfies
Lm,p := Zp ·
〈
δ1(m, e), δ2(m, e)
∣∣∣ e ∈ (Z/pmZ)×〉 = pνm,p · Zp.

















· (1− α−2p )×
(
αp · δ1(m, e) + δ2(m, e)
)
and these moments lie inside pνm,p(1− α−2p ) · Zp.
Proof. Considering Equations (4) and (6) in turn, one deduces that
µimpE (e+ p
























If we make full use of Lemma 2.2, the three Petersson inner product identities imply
µimpE (e+ p
















which is equivalent to the stated formula.




An important corollary of this result is that the power series F imp(X) belongs to pνm,p ·Zp[[X]],
hence the imprimitive p-adic L-function is p-integral if
∣∣δ1(m, e)∣∣p, ∣∣δ2(m, e)∣∣p ≤ 1 for all e.
Furthermore, if Sord denotes the set of primes where E has good ordinary reduction over Qp,
13









an easy exercise verifies that
F(X) ∈ pνm,p · Zp[[X]] at every prime p ∈ Sord − Sdenom.
Consequently, the primitive p-adic L-function Lp(Sym
2E, s) is a p-integral Iwasawa
function at good ordinary primes p 6∈ Sdenom for which sup
{
νm,p(F imp)
∣∣ m ∈ N} ≥ 0.
For each m, the quantities νm,p give a lower bound on the µ-invariant of F(X) when p 6∈ Sdenom.
In all of our numerical calculations, we found that the exponent νm,p(F imp) stabilized as a
function of m ≥ 3, and was only once smaller than −2 in value. In fact, this was the single
instance where L′p(Sym
2E, 1) 6∈ Zp, occurring at the prime p = 3 for the curve E = 268a1.






(1− α−2p ) · ξSym2E
)
, then the L-invariant will satisfy the congruences
Lanp (Sym2E) ≡
−2 wE · ξ−1Sym2E






αp ·δ1(m, e)+δ2(m, e)
)
mod pm+νm,p−εp
for every integer m ≥ 1.



























αp · δ1(m, e) + δ2(m, e)
)
mod pm+νm,p .
Now using Equation (1) which is valid as D(E, 1) 6= 0, the L-invariant can be expressed as
Lanp (Sym2E) =
(








and since (1− α−2p )(1− pα−2p ) ξSym2E · Zp = pεp · Zp, the result follows directly.
2.5 Attempts at evaluating the moments
∫
xj · dµimpE for j 6= 0?
Theoretically at least, there should be a more efficient way to compute the derivative of the


















xj · dµimpE (x)
where
∑∞
j=0Ae,j(s)xj is the power series development for <x>s−1p logp<x>p along e+ pZp.
Question. Is there an efficient algorithm to determine
∫
e+pZp x
j · dµimpE (x) when j 6= 0?
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to some prescribed p-adic precision, and next sum the values over the range e = 1, . . . , p − 1.
In theory this should yield a far quicker and more accurate method than using Riemann sums,
but in practice there are a number of difficulties that arise.
To better illustrate these difficulties, let us assume that Fk is a p-stabilised ordinary Hecke
eigenform of weight k ≥ 2 and level Np. The critical points for the L-function of the symmetric





integer values, naturally subdivide into the disjoint subsets {1, . . . , k − 1} and {k, . . . , 2k − 2}.
If dµimp,−
Sym2Fk(j)
is the measure interpolating χ-twists of Sym2Fk(j) at each j ∈ {1, . . . , k − 1},

























m,e are certain C∞-modular forms exhibiting moderate growth at the cusps ofX1(p2mN),
and ‘Hol’ denotes the operator of holomorphic projection, in the terminology of [20].
Remarks: (i) If j = k − 1 then the modular forms R̃(k,k−1)m,e are already holomorphic, and there
is no need to hit them with the operator ‘Hol’ (e.g. for weight k = 2, one has Rm,e = R̃
(2,1)
m,e ).
(ii) However if j ∈ {1, . . . , k− 1} and j 6= k− 1, then R̃(k,j)m,e is not a holomorphic modular form.
(iii) More alarmingly, if j ∈ Z−{1, . . . , k−1} then R̃(k,j)m,e no longer has moderate growth at the
cusps of X1(p






does not even make sense.

















xj−k+1 · dµ−(x, εn2)
 · qn
(7)
where the scalars C
(k,j)




s · dµ−(x, εn2) = ζp(s, χ−1εn2) at finite order characters χ, with 1− s ∈ N.




, one could naively try to Tate twist the q-expansions
in Equation (7) at integer values j 6∈ [1, k − 1], and then compute the F0k -isotypic component.
We attempted this for both the ranges j > k − 1 and j < 1 (which lie outside the region of
p-adic interpolation), but found that the corresponding q-expansions could not possibly come
from modular forms of level Np. Essentially these methods fail because the operator ‘Hol’
cannot be extended to real analytic forms that do not exhibit moderate growth.
A possible salvage is to allow the p-stabilised eigenform Fk to vary in an ordinary family.
For example, one could pick another weight k′ = k + t(p− 1)pr for some t, r ∈ N, and a Hecke













are also congruent, albeit modulo a lesser





Because k′ = k+ t(p−1)pr with the chosen r > 1, the strip {1, . . . , k′−1} is considerable larger





)∣∣∣U2m−1p is a classical weight











)∣∣∣U2m−1p in terms of a basis of weight




grows rapidly with k′. Therefore any advantage gained by calculating this larger set of moments





)∣∣∣U2m−1p in terms of a C-basis.







= 234, 375, 008, which is crippling from a numerical standpoint.
Nevertheless, because the subspace of p-ordinary modular forms has fixed dimension by Hida’s





would make the algorithm far more efficient.
3 The Basic Method







for all curves E of conductor NE ≤ 300 such that 4
∣∣NE , as well
as their symmetric square L-invariants. These numerical values are tabulated in Appendix B.
Here we were mainly interested in verifying that Lanp (Sym2E) was non-zero, rather than in
computing it to a high p-adic accuracy.
3.1 An algorithm to compute the L-invariant numerically
We begin with some general observations. Assume we are given an elliptic curve E/Q with no
restriction on its conductor NE . Then Lanp (Sym2E) depends only on the Q-isogeny class of E.
Indeed Nastasescu [29] has shown that the p-adic L-function for Sym2E uniquely determines
the Q-isogeny class of the elliptic curve E, up to a twist by a quadratic character.
Let l 6= 2 be a prime. We write ωl : F×l → µl−1 for the Teichmüller character modulo l,
which associates to each x ∈ F×l the unique (l − 1)-st root of unity congruent to x modulo l.
One can then define a quadratic character $l : F×l → {±1} by the rule $l(x) = ω
(l−1)/2
l (x).
However if l = 2, then $2 : (Z/4Z)× → {±1} denotes the quadratic character of conductor 4.









, then replace E with its twist E⊗ θ; alternatively, if E has conductor NE
such that ord2(NE) ≤ 1, then replace E with its twist E ⊗$2 to ensure that 4|NE holds.
Step 2: For our (possibly new) choice of E, let us define the set
S1 = S1(E) :=
{
primes l
∣∣NE such that ordl(jE) ≥ 0}.
Note if the j-invariant of E satisfies ordl(jE) < 0, then the Euler factor at l for D(E, s) equals




, hence there is no discrepancy;




= 2 if l
∣∣∣∣NE .
We shall now compute the bad Euler factors, Hl(X), at each prime number l ∈ S1, and also
the l-part of CSym2E (we should point out that E has potential good reduction at all l ∈ S1).









will denote the inertia subgroup.










if l = 2; then Hl(X) = (1 − α̂l2X)(1 − β̂l
2









X + lX2 = (1− α̂lX)(1− β̂lX).
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Step 3b: If #Φl > 2, then each factor Hl(X) is determined by Proposition A.1 in the Appendix,




can be read off from the results in [7, pp120-121].
Step 4: Evaluate the imprimitive L-value ξSym2E =
D(E,1)
π〈fE ,fE〉NE
using the formula in Lemma 2.1,
which requires both
∏
l∈S1 Hl(X) and CSym2E =
∏
l|NE l
ordl(CSym2E) from the previous steps.
However, if D(E, 1) = 0 then STOP!
Step 5: Compute dS and dEis, then find a q-coefficient matrix M = M(N) with det(M) 6= 0.
Step 6: Fix the desired accuracy m ≥ 1; then for each e ∈ (Z/pmZ)×, compute both of the
terms δ1(m, e) and δ2(m, e) by following the method described at the end of Corollary 2.8.
Step 7: Calculate Lanp (Sym2E) mod pm+νm,p−εp via the numerical congruences in Theorem 2.10.
The structure of these inertia subgroups Φl was worked out completely by Serre in [32, §5.6].
To summarise, if ordl(jE) ≥ 0 and l
∣∣NE then Φl ∈ {C2, C3, C4, C6} provided that l 6= 2, 3. If
l = 3 then the semi-direct product C4 oC3 is also a possibility, while if l = 2 then both SL2(F3)
and Q8 (the quaternion group of size 8) can also occur as Φl.
Fortunately, there is an extensive table given in [7, p121] which contains the information
required to pin down the structure of Φ2 and Φ3, as well as the 2- and 3-parts of CSym2E .
Therefore Step 3 can be fully automated.
We should also point out that the matrix M(N) in Step 5 need only be determined once,
which is lucky because dS+dEis can typically be greater than 10
4 even if NE is relatively small.
3.2 A general formula for Lp(Sym
2E, 1)′ modulo pm, even when D(E, 1) = 0
It is important to mention for the six elliptic curves 176b1, 196a1, 200b1, 240d1, 272b1, 300c1,
the value of Limpp (Sym
2E, 1)′ is zero at all primes p simply because D(E, s) vanishes at s = 1.
One should note that the triviality of Limpp (Sym
2E, 1)′ does not imply either the
triviality of Lp(Sym
2E, 1)′, nor the triviality of Lanp (Sym2E).
In order that our study of Conjecture 1.3 is not missing out any curves of conductor ≤ 300,
for those six elliptic curves listed above with D(E, 1) = 0, we shall now describe a general
method to approximate Lp(Sym
2E, 1)′ that will work irrespective of whether D(E, 1) is zero.
Let us begin by partitioning the set S1 = S1(E) into a disjoint union of
S′1,− :=
{









l ∈ S1 such that #Φl = 2
}
, and S1,+ := S1 − S′1,− − S′′1,−.
A careful reading of the argument in [7, pp119-121] indicates that for each prime l ∈ S′1,−∪S′′1,−,
one has Hl(X) = (1− lX) ·Υl(X) where
Υl(X) :=
{





if l ∈ S′′1,−.
(8)
Alternatively, if a prime l ∈ S1,+ then Hl(X) = (1 + lX) unless either l = 3 and Φ3 ∼= C4 oC3,




, in which case Hl(X) = 1.


































Comparing the above with the imprimitive p-adic L-function, one can factorise the latter into
Limpp (Sym






× Lautp (Sym2E, s) (9)
























hence Conjecture 1.3 is equivalent to Limpp (Sym
2E, s) vanishing with order 1 + #S′1,− + #S
′′
1,−
at the critical point s = 1.
To verify Coates and Greenberg’s conjecture for a given elliptic curve E when S′1,−∪S′′1,− 6= ∅,
we must therefore supply a method to calculate Lautp (Sym
2E, 1)′, then check it is non-zero.












)1+#S′1,−+#S′′1,− · µimpE (e+ pmZp)





















1,− ≥ 0. We have the following Taylor series at s = 1:



































for each prime l 6= p.


































)κp+1 × µimpE (e+ pmZp) mod pm+νp .





Remarks: (a) The preceding theorem yields an effective method to calculate Lautp (Sym
2E, 1)′,
as a formula for the moments of the measure dµimpE has already been given in Lemma 2.9.




















1,− and also the Hl(X)’s.
(d) If S′1,− = S
′′
1,− = ∅ so that D(E, 1) 6= 0, then Theorem 3.2 and the L-invariant equation
specialise to the situation covered in §2.4 – here Lautp and L
imp
p have the same order at s = 1.
A worked example at level 176. Consider the elliptic curve
E = 176b1 : y2 = x3 + x2 − 5x− 13
of conductor NE = 2
4 · 11. Its first few good ordinary primes are p = 3, 5, 7, 13, . . . with
corresponding Hecke eigenvalues a3(E) = 1, a5(E) = 1, a7(E) = 2, a13(E) = 4, . . . respectively.
The quadratic twist E ⊗ $2 has conductor 11, and therefore will be Q-isogenous to X0(11).
One determines that S1,+(E) = S
′







= 1 + 4X2




X + 2 = X2 + 2X + 2.



















× 1 = 4.






]−1 × Ress=2(∑∞n=1 an(E ⊗$2) · n−s∑∞









l|NE (1 + 1/l)


































)2 · µimpE (e+ pmZp)
2!×Υ2(2−1)× logp(1/2)
mod pm+νm,p−1.
Evaluating the moments of the measure dµimpE (via Lemma 2.9) for varying m ≥ 2, we obtain
Laut3 (Sym
2E, 1)′ = p+O(p4), Laut5 (Sym
2E, 1)′ = p+O(p2),
Laut7 (Sym
2E, 1)′ = 2p+O(p2), Laut13 (Sym
2E, 1)′ = 4p+O(p2).
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Finally, dividing the above derivatives by (1− α−2p )(1− pα−2p )×
L∞(Sym2E,1)
π〈fE ,fE〉NE




















= Lan13(Sym2E) = 2p+O(p2)
which are all non-zero elements of Zp.
Remark: In fact, if one chooses p = 11 so that X0(11) has split multiplicative reduction at p,




= 6p + 5p2 + 7p3 + 7p4 + O(p5) 6= 0
by using an approach based on overconvergent modular symbols3. It follows immediately that
Conjecture 1.3 must hold for the modular elliptic curve X0(11), at all odd primes p < 17.
3.3 The connection with deformation theory
We conclude by interpreting these numerical calculations in the context of Λ-adic cusp forms.





to an I-adic eigenform, F , where I denotes a suitable finite, flat extension
of Zp[[X]], isomorphic to the irreducible component of the universal ordinary Hecke algebra
carrying the form f0.








for k ∈ W ∩ Z≥2











, on the disk W.




with respect to X is rigid meromorphic on W.
Hida established in [25, Prop 7.1] under suitable hypotheses (which are true, for instance, if the
versal deformation ring RE is Gorenstein) that da(F ,p)dX is non-zero, and can thus vanish at only





= −2 logp(1 + p) · a
(
Fk, p









again denotes Greenberg’s algebraic L-invariant.
Note that the Gorenstein property of the versal deformation ring RE above has been verified
for numerous elliptic curves E, and ordinary primes p ≥ 3 (see [4, 24, 35]). For example, it is
known to hold if the conductor NE of the elliptic curve is a square-free integer.
Remarks: (a) Let Lp
(
Fk ⊗ Fk, s
)
denote the analytic p-adic L-function constructed in [23],
which interpolates the special values L
(
Fk ⊗ Fk ⊗ χ, k
)
. From Dasgupta’s result in [10, Thm





= ? × ζp
(











3 We also computed Lp(Sym2E) for E = 304e1 at the good ordinary prime p = 5, using an identical method.
In fact L5(Sym2(304e1)) = L5(Sym2(19a1)) because E ⊗ $2 is Q-isogenous to 19a1; thankfully, the value we
obtained numerically agreed with the 5-adic expansion for L5(19a1) given in [13, p52], at the weight k + 2 = 2.
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s− k+ 1, ω0p
))






















































(note the second equality is a consequence of the p-adic functional equation for Sym2(Fk)).
A corollary of these remarks is that we can replace the algebraic L-invariant in Equation (10)
















p , up to an explicit p-adic unit.
Of course, this could just end up being be the equation “0 = 0” in disguise!
Nevertheless, combining our numerical calculations from Appendix B with Equation (13):
Corollary 3.3. Suppose that E is an elliptic curve over Q of conductor NE ≤ 300 with 4|NE,
and let p ≤ 13 be a prime of good ordinary reduction for E. Provided that (E, p) is not one of













, and δp(E) := − pαp2 logp(1+p) ∈ Z
×
p .
Dummit, Hablicsek, Harron, Jain, Pollack and Ross [13] have a direct method to calculate
a(F , p)′(0) through the use of overconvergent modular symbols, and they have computed four
examples in op. cit., thereby establishing the non-triviality of Lanp (Sym2E) in these cases.
Their results further determine power series expansions for a(Fk, p), as a function of k, over the
weight-space W.
The non-triviality of this L-invariant has a key consequence for the Iwasawa Main Conjecture
for Sym2E over the cyclotomic Zp-extension Qcyc of Q. The property that Lanp (Sym2E) 6= 0
allows one to deduce that the order of the algebraic p-adic L-function at s = 1 is exactly one.
Here the algebraic p-adic L-function denotes the Mazur-Mellin transform of a generator, for













– we refer the reader to [30, Sect 10] for a fuller discussion.
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A Determining the set S1, and the bad factors Hl(X) with l ∈ S1
The purpose of this Appendix is to compute the decomposition S1 = S1,+ ∪ S′1,− ∪ S′′1,−, and
the corresponding Euler factors Hl(X). We retain the same notation and assumptions as §3.2.
Let ∆E denote the discriminant associated to a minimal Weierstrass equation for E over Z.















if l = 2, in which case
Hl(X) = (1− α̂2lX)(1− β̂2l X)(1− lX)
where 1− al(E ⊗ θ)X + lX2 = (1− α̂lX)(1− β̂lX).










= 3, 9 and l ≡ 1 ( mod 4)
in which case Hl(X) = 1− lX.










= 3, 9 and l ≡ 3 ( mod 4)
in which case Hl(X) = 1 + lX.
(d) For a prime l ∈
(
S1 ∩ {2, 3}
)
− S′′1,−, one determines whether it belongs to S′1,− or to S1,+,
and also its Euler factor Hl(X), by using the tables in [7, p121] and Lemma 2.13 of op. cit.
Proof. Most of these statements follow from the description in [32] of the Galois representation
ρE,p∞ : Gal(Q/Q)→ GL2(Zp) associated to the p-adic Tate module Tap(E) := lim←−nEpn .
Firstly (a) is true because ρE,p∞ ⊗ θ will be unramified at l, and corresponds to the Tate
module of the quadratic twist E ⊗ θ, which has good reduction at l by the criterion of Néron,
Ogg and Shafarevich; consequently Sym2(ρE,p∞) ∼= Sym2(ρE,p∞ ⊗ θ) is also unramified at l.
To establish (b) and (c), let us now assume (i) the prime l ≥ 5, and also (ii) dl := #Φl > 2
so that Φl ∈ {C3, C4, C6} here. Then using [7, Lemma 1.4],
Hl(X) =
{
1− lX if Ql(Ep)/Ql is abelian
1 + lX if Ql(Ep)/Ql is non-abelian.
Since Ql(Ep∞)/Ql(Ep) is unramified, we observe that Ql(Ep)/Ql is abelian if and only if
Ql(Ep∞)/Ql is abelian.


















, whence l ≡ 1 ( mod dl).
Conversely, there exists a unique tamely ramified extension Hd of Qnrp with degree d > 0.
If l ≡ 1 ( mod dl) then the action of Φl ∼= ρE,p∞(Il) on Tap(E) factors through the algebraic
extension Hdl = Qnrl (Ep∞) ⊂ Qnrl (µl), which is certainly an abelian extension of Ql.
Conclusion: The extension Ql(Ep)/Ql is abelian if and only if l ≡ 1 ( mod dl).
To complete the proof, we note that dl = #Φl can be read off from [32, p312] as follows:
• #Φl = 3 if and only if ordl(∆E) ≡ 4 or 8 mod 12;
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• #Φl = 4 if and only if ordl(∆E) ≡ 3 or 9 mod 12;
• #Φl = 6 if and only if ordl(∆E) ≡ 2 or 10 mod 12.
It is then a tedious but straightforward exercise to verify that the conditions stated in (b)
correspond to l ≡ 1 ( mod dl), while the conditions in (c) correspond to l 6≡ 1 ( mod dl).
B Results for odd primes p ≤ 13, in the range 11 ≤ NE ≤ 300
Throughout we have only considered elliptic curves E/Q whose conductors are divisible by 4. We
first treat the curves with D(E, 1) 6= 0, and then the six exceptional curves with D(E, 1) = 0.
B.1 Tables of L-invariants for elliptic curves E with D(E, 1) 6= 0
Tabulated below are the values we computed for both the derivative of Limpp (Sym
2E, s) at s = 1
together with the corresponding L-invariant term, for the elliptic curves E with D(E, 1) 6= 0.
If the elliptic curve E is already a quadratic twist of another (earlier) elliptic curve listed in our
tables, then we omit the L-invariant data for E completely.









respectively, that Lp(Sym2E) coincides with logp(α−2p )
in agreement with the Ferrero-Greenberg formula. However if E has no complex multiplication,
this identity no longer appears to hold in general.
E = 20a1, CSym2E = 10




2E, 1)′ Lanp (Sym2E)
3 −2 p2 + p3 + 2p4 + 2p5 + 2p6 +O(p7) p2 + 2p4 +O(p7)
7 2 2p+ 2p2 + p3 +O(p4) p+ 2p2 + p3 +O(p4)
13 2 11p+ 2p2 +O(p3) 12p+ 12p2 +O(p3)
E = 24a1, CSym2E = 12




2E, 1)′ Lanp (Sym2E)
5 −2 2p2 + p3 + p4 +O(p5) 3p2 + 2p3 +O(p5)
11 4 6p+ 8p2 +O(p3) p+O(p3)
13 −2 7p+ 9p2 +O(p3) 9p+ 4p2 +O(p3)
E = 32a1, CSym2E = 8




2E, 1)′ Lanp (Sym2E)
5 −2 3p+ p2 + 2p3 + 4p4 +O(p5) 4p+ 3p2 + 3p3 + 3p4 +O(p5)
13 6 p+ 9p2 +O(p3) 4p+ 7p2 +O(p3)
E = 36a1, CSym2E = 6




2E, 1)′ Lanp (Sym2E)
7 −4 6p+ 3p2 + 2p3 +O(p4) 2p+ 3p2 + 2p3 +O(p4)
13 2 p2 +O(p3) p2 +O(p3)
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E = 40a1, CSym2E = 20




2E, 1)′ Lanp (Sym2E)
7 −4 p+ 6p3 +O(p4) p+ 4p2 + 6p3 +O(p4)
11 4 5p+ 4p2 +O(p3) 10p+ 3p2 +O(p3)
13 −2 10p+ 2p2 +O(p3) 11p+ 11p2 +O(p3)
E = 44a1, CSym2E = 22




2E, 1)′ Lanp (Sym2E)
3 1 2p3 +O(p6) p3 + p5 +O(p6)
5 −3 4p+ 2p2 + p4 +O(p5) 2p+ 3p3 + 3p4 +O(p5)
7 2 3p+ 5p3 +O(p4) 5p+ p2 +O(p4)
13 −4 3p+ p2 +O(p3) 9p+ 11p2 +O(p3)
E = 52a1, CSym2E = 26




2E, 1)′ Lanp (Sym2E)
5 2 4p+ 2p4 +O(p5) 2p+ 2p3 + 3p4 +O(p5)
7 −2 p3 +O(p4) 4p3 +O(p4)
11 −2 10p+ p2 +O(p3) 5p+ 9p2 +O(p3)
E = 56a1, CSym2E = 28




2E, 1)′ Lanp (Sym2E)
5 2 p+ p2 + 2p3 +O(p4) 4p+ 2p3 +O(p4)
11 −4 p+O(p3) 2p+ 10p2 +O(p3)
13 2 9p+O(p2) 6p+O(p2)
E = 56b1, CSym2E = 28




2E, 1)′ Lanp (Sym2E)
3 2 2p+ p4 +O(p5) 2 + p3 +O(p4)
5 −4 3p+ p2 +O(p3) 4 + 2p+O(p2)
E = 76a1, CSym2E = 38




2E, 1)′ Lanp (Sym2E)
3 2 1 + 2p+O(p4) 1 + p+ 2p2 +O(p4)
5 −1 4p+ 3p2 +O(p3) 3 + 2p+O(p2)
7 −3 p2 +O(p3) 6p2 +O(p3)
11 5 5p+ 4p2 +O(p3) 9p+ 4p2 +O(p3)
13 −4 4p+ 9p2 +O(p3) 12p+ 3p2 +O(p3)
E = 84a1, CSym2E = 42




2E, 1)′ Lanp (Sym2E)
11 −6 5p+ 3p2 +O(p3) 9p+ 4p2 +O(p3)
13 2 10p+ 10p2 +O(p3) 5p+ 6p2 +O(p3)
24
E = 84b1, CSym2E = 42




2E, 1)′ Lanp (Sym2E)
5 4 p+ 2p2 +O(p3) 1 + 3p+O(p2)
11 2 5p+ 4p2 +O(p3) 8p+ 3p2 +O(p3)
13 −6 7p+ 3p2 +O(p3) 4p+ 2p2 +O(p3)
E = 88a1, CSym2E = 44




2E, 1)′ Lanp (Sym2E)
5 −3 4p+ p3 +O(p4) p+ 4p2 + p3 +O(p4)
7 −2 6p+ 5p2 +O(p3) 4p+ 5p2 +O(p3)
E = 92a1, CSym2E = 46




2E, 1)′ Lanp (Sym2E)
3 1 p4 + 2p5 +O(p6) 2p4 + 2p5 +O(p6)
7 2 6p+ 2p2 +O(p3) 3p+ 4p2 +O(p3)
13 −1 11p+O(p2) 2 +O(p)
E = 92b1, CSym2E = 46




2E, 1)′ Lanp (Sym2E)
5 −2 4p+ p2 + 2p3 +O(p4) 2p+ 3p2 +O(p4)
7 −4 3p+ 3p2 +O(p3) 4p+ 4p2 +O(p3)
11 2 10p+O(p2) 5p+O(p2)
13 −5 12p+O(p2) 12p+O(p2)
E = 96a1, CSym2E = 24




2E, 1)′ Lanp (Sym2E)
5 2 p2 + 2p3 +O(p4) 3p2 + 4p3 +O(p4)
7 −4 4p+ 2p2 +O(p3) p+ 2p2 +O(p3)
11 4 9p+O(p2) 3p+O(p2)
13 −2 3p+O(p2) 4p+O(p2)
E = 104a1, CSym2E = 52




2E, 1)′ Lanp (Sym2E)
3 1 p+ p2 + 2p3 + p4 +O(p5) 2 + 2p+ 2p3 +O(p4)
5 −1 2p2 +O(p3) 2p+O(p2)
7 5 p+O(p3) 3p+ 6p2 +O(p3)
11 −2 9p+O(p2) 6p+O(p2)
E = 108a1, CSym2E = 18




2E, 1)′ Lanp (Sym2E)
7 5 6p+ 5p2 +O(p3) 2p+ 3p2 +O(p3)
13 −7 6p2 +O(p3) p2 +O(p3)
25
E = 112c1, CSym2E = 14




2E, 1)′ Lanp (Sym2E)
3 2 p+ 2p2 +O(p5) 1 + p3 +O(p4)
13 −4 9p+O(p2) p+O(p2)
E = 116a1, CSym2E = 58




2E, 1)′ Lanp (Sym2E)
5 3 p+ 3p2 +O(p3) 3p+ 2p2 +O(p3)
7 4 4p+ 3p2 +O(p3) 3p+ 2p2 +O(p3)
11 −1 O(p2) O(p)
13 −3 12p+O(p2) p+O(p2)
E = 116b1, CSym2E = 58




2E, 1)′ Lanp (Sym2E)
3 1 2p2 + 2p3 +O(p5) p2 + p3 + p4 +O(p5)
5 3 3p+ 4p2 + 4p3 +O(p4) 4p+ 2p2 + 4p3 +O(p4)
7 −4 6p+ 4p2 +O(p3) p+ 4p2 +O(p3)
11 3 5p+O(p2) 4p+O(p2)
13 5 9p+O(p2) 9p+O(p2)
E = 116c1, CSym2E = 58




2E, 1)′ Lanp (Sym2E)
3 2 1 + 2p+ p2 + 2p3 +O(p4) 1 + p+ 2p3 +O(p4)
5 −2 p+ 4p2 +O(p3) 3p+ 4p2 +O(p3)
7 4 3p+ 4p2 +O(p3) 4p+ 3p2 +O(p3)
11 −6 2p+O(p2) 8p+O(p2)
13 2 8p+O(p2) 4p+O(p2)
E = 120a1, CSym2E = 60




2E, 1)′ Lanp (Sym2E)
11 −4 6p+O(p2) p+O(p2)
13 6 11p+O(p2) 9p+O(p2)
E = 120b1, CSym2E = 60




2E, 1)′ Lanp (Sym2E)
7 4 5p+ 3p2 +O(p3) 5p+ 2p2 +O(p3)
13 −6 6p+O(p2) 12p+O(p2)
26
E = 124a1, CSym2E = 62




2E, 1)′ Lanp (Sym2E)
3 −2 2 + 2p+ p2 +O(p4) 2 + p2 + 2p3 +O(p4)
5 −3 2p+ 3p2 + 2p3 +O(p4) p+ p2 + 2p3 +O(p4)
7 −1 2p2 +O(p3) 4p+O(p2)
11 −6 7p2 +O(p3) 6p2 +O(p3)
13 2 4p+O(p2) 2p+O(p2)
E = 124b1, CSym2E = 62




2E, 1)′ Lanp (Sym2E)
5 1 p+ 3p2 +O(p3) 2 + p+O(p2)
7 3 5p+ 6p2 +O(p3) 2p+ 5p2 +O(p3)
11 6 O(p3) O(p3)
13 −4 11p+O(p2) 7p+O(p2)
E = 128a1, CSym2E = 16




2E, 1)′ Lanp (Sym2E)
3 −2 2p+ 2p2 + p3 +O(p5) 2 + p+ p2 + 2p3 +O(p4)
5 −2 4p+ 2p2 + p3 +O(p4) 4p+ 3p3 +O(p4)
7 −4 3p+ 5p2 +O(p3) 5p+ 6p2 +O(p3)
11 2 7p+O(p2) 4p+O(p2)
13 −2 5p+O(p2) 9p+O(p2)
E = 132a1, CSym2E = 66




2E, 1)′ Lanp (Sym2E)
5 2 4p+ p2 + p3 +O(p4) 2p+ 3p2 + 2p3 +O(p4)
7 −2 p+O(p3) 4p+O(p3)
13 −2 12p+O(p2) 6p+O(p2)
E = 132b1, CSym2E = 66




2E, 1)′ Lanp (Sym2E)
5 2 2p+ 3p2 +O(p3) p+ 4p2 +O(p3)
7 2 3p+ p2 +O(p3) 5p+ 5p2 +O(p3)
13 6 3p+O(p2) 11p+O(p2)
E = 136a1, CSym2E = 68




2E, 1)′ Lanp (Sym2E)
3 −2 2p2 + 2p3 + p4 +O(p5) 2p+ 2p2 + p3 +O(p4)
5 −2 3p+ 3p2 + 3p3 +O(p4) 2p+ 2p2 + 4p3 +O(p4)
7 −2 2p+ 2p2 +O(p3) 6p+ 2p2 +O(p3)
11 −6 10p+O(p2) 2p+O(p2)
13 2 9p+O(p2) 6p+O(p2)
27
E = 136b1, CSym2E = 68




2E, 1)′ Lanp (Sym2E)
3 2 2p+ 2p2 + 2p3 + 2p4 +O(p5) 2 + 2p+ 2p2 + 2p3 +O(p4)
11 2 3p+O(p2) 2p+O(p2)
13 −6 p+O(p2) 2p+O(p2)
E = 140a1, CSym2E = 70




2E, 1)′ Lanp (Sym2E)
3 1 2p+ p2 +O(p4) p+ 2p2 + 2p3 +O(p4)
11 3 p+O(p2) 3p+O(p2)
13 −1 O(p2) O(p)
E = 140b1, CSym2E = 70




2E, 1)′ Lanp (Sym2E)
11 −5 2p+O(p2) 8p+O(p2)
13 −3 8p+O(p2) 5p+O(p2)
E = 148a1, CSym2E = 74




2E, 1)′ Lanp (Sym2E)
3 −1 2p+ p2 +O(p4) p+ 2p2 + 2p3 +O(p4)
5 −4 3p+ 4p2 +O(p3) 3 + 2p+O(p2)
7 −3 p+ 3p2 +O(p3) 6p+ 4p2 +O(p3)
11 5 8p+O(p2) 10p+O(p2)
E = 152a1, CSym2E = 76




2E, 1)′ Lanp (Sym2E)
3 −2 2p+O(p5) 2 +O(p4)
5 −1 p+ 2p2 +O(p3) 1 + 4p+O(p2)
7 −3 p+ 6p2 +O(p3) p+O(p3)
11 −3 3p+O(p2) p+O(p2)
13 −4 4p+O(p2) 3p+O(p2)
E = 152b1, CSym2E = 76




2E, 1)′ Lanp (Sym2E)
3 1 2p+ 2p2 + 2p3 + 2p4 +O(p5) 1 + 2p+O(p4)
7 3 p+O(p3) p+ p2 +O(p3)
11 2 8p+O(p2) 9p+O(p2)
13 1 7p+O(p2) 8 +O(p)
28
E = 156a1, CSym2E = 78




2E, 1)′ Lanp (Sym2E)
5 −4 2p+ p2 +O(p3) 2 + 3p+O(p2)
7 −2 4p+O(p3) 2p+ 2p2 +O(p3)
11 −4 7p+O(p2) 5p+O(p2)
E = 156b1, CSym2E = 78




2E, 1)′ Lanp (Sym2E)
7 2 6p+O(p3) 3p+ 3p2 +O(p3)
E = 160a1, CSym2E = 40




2E, 1)′ Lanp (Sym2E)
3 −2 2p+ 2p2 + p3 + p4 +O(p5) 1 + 2p+O(p4)
7 −2 p+ 3p2 +O(p3) 6p+O(p3)
11 −4 2p+O(p2) 8p+O(p2)
13 −6 10p+O(p2) p+O(p2)
E = 168a1, CSym2E = 84




2E, 1)′ Lanp (Sym2E)
5 2 p+ p2 + 3p3 +O(p4) 4p+ p3 +O(p4)
13 −2 3p+O(p2) 2p+O(p2)
E = 168b1, CSym2E = 84




2E, 1)′ Lanp (Sym2E)
5 2 4p2 + 2p3 +O(p4) p2 +O(p4)
13 6 10p+O(p2) 7p+O(p2)
E = 172a1, CSym2E = 86




2E, 1)′ Lanp (Sym2E)
3 −2 2 + p+O(p4) 2 + 2p+ 2p3 +O(p4)
7 −4 4p+ 2p2 +O(p3) 3p+ 3p2 +O(p3)
11 −3 3p+O(p2) 9p+O(p2)
13 −1 9p+O(p2) 4 +O(p)
E = 184a1, CSym2E = 92




2E, 1)′ Lanp (Sym2E)
3 −1 2p2 + p3 + p4 +O(p5) p+ p3 +O(p4)
5 −4 2p2 +O(p3) p+O(p2)
7 2 p+ 6p2 +O(p3) 3p+ 2p2 +O(p3)
11 −4 6p+O(p2) p+O(p2)
13 −5 3p+O(p2) 4p+O(p2)
29
E = 184b1, CSym2E = 92




2E, 1)′ Lanp (Sym2E)
3 −1 2p2 + 2p3 +O(p5) p+ 2p2 + 2p3 +O(p4)
5 −2 p+ 3p2 +O(p4) 4p+ 3p2 + 2p3 +O(p4)
7 −4 3p+ p2 +O(p3) 3p+ 6p2 +O(p3)
11 −2 4p+O(p2) 10p+O(p2)
13 7 3p+O(p2) 6p+O(p2)
E = 184c1, CSym2E = 92




2E, 1)′ Lanp (Sym2E)
7 4 5p+ 5p2 +O(p3) 5p+ 4p2 +O(p3)
11 6 8p+O(p2) 6p+O(p2)
13 −2 7p+O(p2) 9p+O(p2)
E = 184d1, CSym2E = 92




2E, 1)′ Lanp (Sym2E)
7 −2 p+O(p3) 3p+ 5p2 +O(p3)
13 −5 p+O(p2) 10p+O(p2)
E = 200a1, CSym2E = 20




2E, 1)′ Lanp (Sym2E)
7 2 5p+ 6p2 +O(p3) 3p+ 2p2 +O(p3)
11 1 O(p2) O(p)
13 4 6p+O(p2) 7p+O(p2)
E = 204a1, CSym2E = 102




2E, 1)′ Lanp (Sym2E)
5 −1 2p+ p2 +O(p3) 4 + 2p+O(p2)
7 4 6p3 +O(p4) p3 +O(p4)
11 3 8p+O(p2) 2p+O(p2)
13 3 3p+O(p2) 10p+O(p2)
E = 204b1, CSym2E = 102




2E, 1)′ Lanp (Sym2E)
5 1 2p2 +O(p3) 4p+O(p2)
11 5 10p+O(p2) 7p+O(p2)
13 −5 8p+O(p2) 8p+O(p2)
30
E = 208a1, CSym2E = 26




2E, 1)′ Lanp (Sym2E)
3 −1 p+ 2p2 + 2p4 +O(p5) 2 + 2p2 + 2p3 +O(p4)
5 −3 2p+ 3p2 + 4p3 +O(p4) 2p+ p2 + 2p3 +O(p4)
7 1 6p+O(p2) 1 +O(p)
11 −6 7p+O(p2) 10p+O(p2)
E = 208d1, CSym2E = 26




2E, 1)′ Lanp (Sym2E)
5 −1 4p+ 4p2 +O(p3) 1 + p+O(p2)
7 −1 3p2 +O(p3) 4p+O(p2)
11 2 6p+O(p2) 5p+O(p2)
E = 212a1, CSym2E = 106




2E, 1)′ Lanp (Sym2E)
3 −1 2 + 2p+ p3 +O(p4) 1 + p+ p2 + p3 +O(p4)
5 −2 p2 + 2p3 +O(p4) 3p2 + 3p3 +O(p4)
7 −2 3p+ 4p2 +O(p3) 5p+ 3p2 +O(p3)
11 2 8p+O(p2) 4p+O(p2)
13 −7 11p+O(p2) 10p+O(p2)
E = 212b1, CSym2E = 106




2E, 1)′ Lanp (Sym2E)
3 2 1 + p+ p2 + 2p3 +O(p4) 1 + p2 + p3 +O(p4)
5 2 4p+ p2 + 3p3 +O(p4) 2p+ 3p2 + 3p3 +O(p4)
11 −4 10p+O(p2) 4p+O(p2)
13 −2 3p+O(p2) 8p+O(p2)
E = 216a1, CSym2E = 36




2E, 1)′ Lanp (Sym2E)
5 −4 2p+ 3p2 +O(p3) 3 + p+O(p2)
7 −3 p+ 4p2 +O(p3) 3p+ p2 +O(p3)
11 −4 6p+O(p2) 3p+O(p2)
13 1 4p+O(p2) 10 +O(p)
E = 216c1, CSym2E = 36




2E, 1)′ Lanp (Sym2E)
5 1 2p+O(p2) 1 +O(p)
7 3 4p+ 2p2 +O(p3) 5p+ 5p2 +O(p3)
11 −5 10p+O(p2) 6p+O(p2)
13 4 2p+O(p2) 11p+O(p2)
31
E = 220a1, CSym2E = 110




2E, 1)′ Lanp (Sym2E)
3 −2 2 +O(p2) 2 + p+O(p2)
7 −4 p+O(p3) 6p+ 4p2 +O(p3)
13 −4 2p+O(p2) 6p+O(p2)
E = 220b1, CSym2E = 110




2E, 1)′ Lanp (Sym2E)
3 2 1 + p2 +O(p3) 1 + 2p+ p2 +O(p3)
E = 224a1, CSym2E = 56




2E, 1)′ Lanp (Sym2E)
3 −2 p3 +O(p4) 2p2 +O(p3)
11 −4 10p+O(p2) 7p+O(p2)
13 −4 8p+O(p2) 12p+O(p2)
E = 228a1, CSym2E = 114




2E, 1)′ Lanp (Sym2E)
5 2 p+O(p3) 3p+ 2p2 +O(p3)
11 2 9p+O(p2) 10p+O(p2)
13 2 11p+O(p2) 12p+O(p2)
E = 228b1, CSym2E = 114




2E, 1)′ Lanp (Sym2E)
5 −3 2p+ 4p2 +O(p3) p+ 4p2 +O(p3)
7 1 6p+O(p2) 5 +O(p)
11 −5 2p+O(p2) 8p+O(p2)
13 −6 p+O(p2) 8p+O(p2)
E = 232a1, CSym2E = 116




2E, 1)′ Lanp (Sym2E)
3 −1 p+O(p4) 2 + 2p2 +O(p3)
5 −3 p+ 3p2 +O(p3) 4p+ p2 +O(p3)
7 2 p+O(p3) 3p+ 5p2 +O(p3)
11 −3 3p+O(p2) p+O(p2)
13 −5 2p+O(p2) 7p+O(p2)
32
E = 232b1, CSym2E = 116




2E, 1)′ Lanp (Sym2E)
3 1 p+ 2p3 +O(p4) 2 +O(p3)
5 1 3p+O(p2) 3 +O(p)
7 2 2p+O(p3) 6p+ 3p2 +O(p3)
11 3 6p+O(p2) 2p+O(p2)
13 −1 O(p) O(1)
E = 236a1, CSym2E = 118




2E, 1)′ Lanp (Sym2E)
3 −1 2p2 +O(p3) p2 +O(p3)
5 −1 4p+O(p2) 3 +O(p)
7 −3 6p+O(p3) p+ 5p2 +O(p3)
11 −2 3p+O(p2) 7p+O(p2)
E = 236b1, CSym2E = 118




2E, 1)′ Lanp (Sym2E)
3 1 2p2 +O(p4) p2 +O(p4)
5 3 2p3 +O(p4) p3 +O(p4)
7 −1 6 +O(p) 5p−1 +O(1)
11 6 5p+O(p2) 9p+O(p2)
13 −4 7p+O(p2) 8p+O(p2)
E = 240b1, CSym2E = 30




2E, 1)′ Lanp (Sym2E)
7 4 p+ 2p2 +O(p3) 4p+ 3p2 +O(p3)
13 2 10p+O(p2) 5p+O(p2)
E = 244a1, CSym2E = 122




2E, 1)′ Lanp (Sym2E)
5 −3 p+ 4p2 +O(p3) 3p+O(p3)
7 −3 3p+ 2p2 +O(p3) 4p+O(p3)
11 −1 4p+O(p2) 2 +O(p)
13 1 O(p2) O(p)
E = 248a1, CSym2E = 124




2E, 1)′ Lanp (Sym2E)
3 −2 p2 +O(p4) p+O(p3)
5 1 3p+O(p2) 3 +O(p)
7 −3 2p+ 2p2 +O(p3) 2p+ 4p2 +O(p3)
11 −2 7p2 +O(p3) p2 +O(p3)
13 −2 6p+O(p2) 4p+O(p2)
33
E = 248b1, CSym2E = 124




2E, 1)′ Lanp (Sym2E)
3 −2 2p3 +O(p4) 2p2 +O(p3)
5 2 4p+O(p3) p+ 2p2 +O(p3)
11 2 5p+ 5p2 +O(p3) 7p+ 5p2 +O(p3)
13 4 12p+O(p2) 9p+O(p2)
E = 248c1, CSym2E = 124




2E, 1)′ Lanp (Sym2E)
5 −3 p3 +O(p4) 4p3 +O(p4)
7 −3 6p+O(p3) 6p+ 6p2 +O(p3)
11 2 3p2 +O(p3) 2p2 +O(p3)
13 −4 7p+O(p2) 2p+O(p2)
E = 256a1, CSym2E = 8




2E, 1)′ Lanp (Sym2E)
3 −2 p+ p3 +O(p4) p+ p2 + p3 +O(p4)
11 −6 2p+O(p2) 7p+O(p2)
E = 256b1, CSym2E = 8




2E, 1)′ Lanp (Sym2E)
5 −4 p2 +O(p3) p+O(p2)
13 −4 5p+O(p2) 6p+O(p2)
E = 260a1, CSym2E = 130




2E, 1)′ Lanp (Sym2E)
3 2 2 + p2 +O(p3) 2 + p+ 2p2 +O(p3)
7 2 p2 +O(p3) 4p2 +O(p3)
11 4 4p+O(p2) 6p+O(p2)
E = 264a1, CSym2E = 132




2E, 1)′ Lanp (Sym2E)
7 2 3p+ p2 +O(p3) 2p+ 5p2 +O(p3)
E = 264b1, CSym2E = 132




2E, 1)′ Lanp (Sym2E)
5 2 p+ 2p2 +O(p3) 4p+ 4p2 +O(p3)
13 2 12p+O(p2) 8p+O(p2)
34
E = 264c1, CSym2E = 132




2E, 1)′ Lanp (Sym2E)
5 −2 p2 +O(p3) 4p2 +O(p3)
7 4 5p+ 6p2 +O(p3) 5p+ 5p2 +O(p3)
13 6 5p+O(p2) 10p+O(p2)
E = 264d1, CSym2E = 132




2E, 1)′ Lanp (Sym2E)
5 4 3p+O(p2) 4 +O(p)
7 −2 6p+O(p2) 4p+O(p2)
E = 268a1, CSym2E = 134




2E, 1)′ Lanp (Sym2E)
3 2 p−1 + 2 + p+O(p2) p−1 + 1 +O(p2)
5 2 4p+ 3p2 +O(p3) 2p+ 4p2 +O(p3)
7 2 p+ 6p2 +O(p3) 4p+ 3p2 +O(p3)
11 −4 3p+O(p2) 10p+O(p2)
13 −6 6p+O(p2) 9p+O(p2)
E = 272d1, CSym2E = 34




2E, 1)′ Lanp (Sym2E)
3 2 p+ p2 + p3 +O(p4) 1 + 2p+ 2p2 +O(p3)
7 4 3p+ 2p2 +O(p3) 5p+ p2 +O(p3)
11 −6 p+O(p2) 3p+O(p2)
13 2 7p+O(p2) 10p+O(p2)
E = 280a1, CSym2E = 140




2E, 1)′ Lanp (Sym2E)
3 −1 p+ 2p2 + 2p3 +O(p4) 2 + p+ p2 +O(p3)
11 −5 7p+O(p2) 8p+O(p2)
13 1 O(p) O(1)
E = 280b1, CSym2E = 140




2E, 1)′ Lanp (Sym2E)
11 −5 4p+O(p2) 3p+O(p2)
13 −5 10p+O(p2) 9p+O(p2)
E = 288a1, CSym2E = 24




2E, 1)′ Lanp (Sym2E)
5 −4 2p2 +O(p3) 4p+O(p2)
13 −6 7p+O(p2) 4p+O(p2)
35
E = 296a1, CSym2E = 148




2E, 1)′ Lanp (Sym2E)
3 −1 p2 +O(p4) 2p+O(p3)
5 −2 4p+ p2 +O(p3) p+ p2 +O(p3)
7 1 4p+O(p2) 6 +O(p)
11 1 O(p) O(1)
13 −6 2p+O(p2) 4p+O(p2)
E = 296b1, CSym2E = 148




2E, 1)′ Lanp (Sym2E)
3 −1 2p+ 2p2 + p3 +O(p4) 1 + 2p+ p2 +O(p3)
7 −3 2p+ 3p2 +O(p3) 2p+ 5p2 +O(p3)
11 −3 8p+O(p2) 10p+O(p2)
E = 300a1, CSym2E = 30




2E, 1)′ Lanp (Sym2E)
7 1 p+O(p2) 6 +O(p)
11 6 5p2 +O(p3) 5p2 +O(p3)
13 −5 3p+O(p2) 9p+O(p2)
B.2 Tables of L-invariants for elliptic curves E with D(E, 1) = 0
Included below are the values we computed for both the derivative of Lautp (Sym
2E, s) at s = 1
and the corresponding L-invariant term, for the six exceptional elliptic curves with D(E, 1) = 0
(we omitted these specimens from §B.1 as Limpp (Sym2E, 1)′ = 0 for each of these six curves).
To calculate these p-adic numbers, we used the generalised congruences given in Theorem 3.2.
E = 176b1, CSym2E = 11




2E, 1)′ Lanp (Sym2E)
3 1 p+O(p4) 1 + 2p2 +O(p3)
5 1 p+O(p2) p+O(p2)
7 2 2p+O(p2) 2p+O(p2)
13 4 4p+O(p2) 2p+O(p2)
E = 196a1, CSym2E = 14




2E, 1)′ Lanp (Sym2E)
3 −1 1 + 2p+ p2 +O(p3) 2p+ p2 + 2p3 +O(p4)
5 −3 3p+O(p2) 3p+O(p2)
11 −3 p+O(p2) 3p+O(p2)
13 −2 10p+O(p2) 8p+O(p2)
36
E = 200b1, CSym2E = 20




2E, 1)′ Lanp (Sym2E)
3 −2 p+ p3 +O(p4) 1 + p+ p2 +O(p3)
7 −2 4p+O(p2) 6p+O(p2)
11 −4 7p+O(p2) p+O(p2)
13 −4 O(p2) O(p2)
E = 240d1, CSym2E = 15




2E, 1)′ Lanp (Sym2E)
11 4 10p+O(p2) 6p+O(p2)
13 −2 3p+O(p2) 3p+O(p2)
E = 272b1, CSym2E = 17




2E, 1)′ Lanp (Sym2E)
5 −2 p+ 4p2 +O(p3) 2p+ 2p2 +O(p3)
7 −4 2p+O(p2) 2p+O(p2)
13 −2 O(p) O(p)
E = 300c1, CSym2E = 30




2E, 1)′ Lanp (Sym2E)
7 4 2p+O(p2) 5p+O(p2)
11 −4 4p+O(p2) 4p+O(p2)
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