T his paper intends to show that the time needed to solve mixed-integer-programming problems by branch and bound can be roughly predicted early in the solution process. We construct a procedure that can be implemented as part of an MIP solver. It is based on analyzing the partial tree resulting from running the algorithm for a short period of time and predicting the shape of the whole tree. The procedure is tested on instances from the literature. This work was inspired by the practical applicability of such a result.
Introduction
The effectiveness of the branch-and-bound procedure for solving mixed-integer-programming (MIP) problems has made it a method of choice in commercial software for several decades. Its applicability to large instances has increased in the last 10 years with the increased computational power of computers as well as substantial improvements in algorithms. Although current software packages are able to solve many large instances by branch and bound and its modifications, there are also many other instances where they fail due to the excessive size of the enumeration tree.
The branch-and-bound algorithm is a divide-andconquer approach that dynamically constructs a search tree, each node of which represents a subproblem. Upper and lower bounds can be obtained from feasible solutions and from solving the linear programming relaxation of these subproblems. These bounds are used to prune the tree. In addition to the bounds, the search strategies determine the size and shape of the search tree. Good descriptions of the branch-and-bound algorithm can be found in Nemhauser and Wolsey (1988) and Wolsey (1998) . An extensive study of search techniques is presented in Linderoth and Savelsbergh (1997) .
The application of the branch-and-bound algorithm can be limited by both the computing time and the storage space required (even when storing nodes on a hard disk). The solution process may take hours or days, and there is very little a priori indication of how difficult a model will be to solve. Unfortunately, there is no known method to extract this information from the problem formulation. Practice shows that even small modifications in a model can increase or decrease the solution time by an order of magnitude. On the other hand, many present-day applications require a solution of MIP problems within minutes. Some specialized commercial software products for solving MIP problems apply only heuristics because speed is more important than obtaining an optimal solution. Therefore, from a practical point of view, even a rough estimate of the computing time required by branch and bound would be useful. It can help decide whether to continue with branch and bound or switch to heuristics.
Memory requirements are also critical. To store the tree may require enormous space and it is possible for the branch-and-bound algorithm to terminate prematurely after many hours of work without providing a satisfactory solution due to a lack of memory. For example, some instances from MIPLIB, a standard library of test problems, require many gigabytes for node storage.
The CPU time required for a branch-and-bound solution depends roughly linearly on the number of nodes in the branch-and-bound tree (for simplicity, we will call it the tree). In the present paper we attempt to devise a method for estimating the total size of the tree at an early stage of the solution process. We define the following requirements for the method.
• It should function as part of a general-purpose MIP solver. It should provide predictions without controlling or directing the solution process.
• It should be able to output a prediction with satisfactory precision after a short period of time (e.g., five seconds for medium-size problems). It should be able to update the prediction as time elapses.
• The additional computations for these predictions should consume a negligible amount of time compared to the branch-and-bound algorithm. They should not slow down the solution process. They should rely as much as possible on the data obtained from the MIP solver.
Satisfactory precision can be defined in different ways. We propose to measure the precision by the error factor-the factor by which the prediction underor overestimates the actual tree size. We consider that a prediction within an error factor of five provided after five seconds of solution time is satisfactory. Such a prediction will allow us to conclude whether the solution will take minutes, hours, or days. For example, an estimated solution time of one hour would be interpreted as saying that the instance can be solved between 12 minutes and five hours. If we had set a time limit of 10 hours and the actual solution time of an instance exceeded 10 hours, the one-hour prediction would not be considered satisfactory, whereas a four-hour prediction would be.
We introduce a notion related to the shape and size of a tree called the -sequence. The nodes at distance i from the root node are said to occupy level i. Let the width of a level be the number of nodes at that level. We define i as the ratio between the width of level i + 1 and that of level i. The -sequence of a tree is the sequence of i for all levels i with positive width. Given the -sequence of a tree, we can reproduce the number of nodes at each level. Our main goal is to obtain a satisfactory approximation to the -sequence. After running the branch-and-bound algorithm for a short period of time, we obtain a subtree of the whole branch-and-bound tree. One approach is to use the -sequence of the partial tree as a basis for the estimation. Our tests showed that this does not lead to good results. Instead, we will use the partial tree to estimate three key parameters of the complete tree: the depth, the last full level, and the waist level. We will use these parameters for modeling the -sequence. We describe and analyze our approach and present our computational results in Section 3. Knuth (1975) proposed a procedure for estimating the size of branch-and-bound trees based on sampling by random paths. Discussion of this method and its application is included in Section 2.
The testbed for the experiments described in this paper includes 28 instances from MIPLIB 3.0 (Bixby et al. 1998) . The solution of most of them requires building a branch-and-bound tree of more than 1,000 nodes. We also included some of the "smaller" instances. The choice is aimed at obtaining diversity while concentrating on the nontrivial instances. We also tested our prediction algorithm on additional instances from the literature. The computations were made on a Sun Ultra 60 (360 MHz UltraSPARC-II processor) with ILOG CPLEX 8.0. Because our goal in this paper focuses on the branch-and-bound algorithm, we did not apply heuristics and cuts at nodes other than the root node, except at the very end of Section 3 where we briefly report on our experience with branch and cut. Knuth (1975) was the first to discuss how to estimate the size of a general backtrack tree. The method that he proposed is a random exploration of the tree based on a Monte Carlo approach. The algorithm repeatedly traverses random paths from the root node to the leaves, without backtracking. At each node, one of its successors is chosen at random according to a uniform probability. The estimate of the number of nodes in the tree is the average over several runs of
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where d i is the number of successors to the chosen node at level i and k is the depth reached. Furthermore, Knuth generalized the above simple, unbiased method to allow the selection of random paths under nonuniform probabilities. He proves that the expected value of both estimates, unbiased and biased, is the size of the search tree, and he provides upper bounds on the variance of the estimates.
Knuth's algorithm has been improved in various ways by Purdom (1978) and Chen (1992) . The modified algorithm by Purdom attempts to reduce the variance of the estimate by allowing more than one branch out of a node to be further investigated. Chen adopted a stratified-sampling approach, based on a "heuristic function" (stratifier) supplied by the algorithm designer. Chen proved that, by exploiting the tree structure reflected by the stratifier, the heuristic sampling method reduces the variance relative to Knuth's algorithm.
Although he did not present many test results, Knuth provided a good insight into the potential problems that may arise when applying his procedure. He emphasized the large variance of the estimator, as well as the tendency to get underestimations when the deep levels are visited with very low probability. Another important remark was that "the estimation procedure does not apply directly to branch-and-bound algorithms" (Knuth 1975, p. 135) , unless the optimal objective value is given a priori as a bound. Thus, the procedure can be used to estimate the amount of work to prove any given bound for optimality.
Nevertheless, Knuth's method has been employed for estimating the size of a branch-and-bound tree. Lobjois and Lemaitre (1998) proposed a method to select, for each instance of the maximal-constraintsatisfaction problem, the most appropriate branchand-bound algorithm from among several candidates. They compared the running times of the algorithms predicted by Knuth's procedure and concluded that, despite the great variability of the estimates, it selects the best algorithm in most cases. One conclusion was that Knuth's estimator can be used for comparison purposes even when it outputs imprecise predictions. Brüngger et al. (1998) set up such an estimator in their solver to predict the running time when tackling large-scale quadratic assignment problems (QAP) by parallel computation. Anstreicher et al. (2002) also used Knuth's procedure for estimating the solution time of a specialized branch-and-bound algorithm for QAP. They reported excellent results of the basic, unbiased method for instances of size less than 24 but pointed out that the quality of the estimation rapidly deteriorates as the size of the problems increased. To fix this, they applied "importance sampling," identical to the biased sampling proposed by Knuth (1975) . They suggested the use of nonuniform probabilities that depend on the inherited relative gap at a node. In addition, they proposed a way of reducing the variance of the estimates at deeper levels in the tree and avoiding wasteful duplication of computations at low levels. Rather than start the random dives at the root node, they first ran the branch-and-bound algorithm in breadth-first mode to obtain all nodes at a predetermined level, and then initialized Knuth's algorithm from a node at that level. The modified procedure output very good estimations for QAP problems of sizes up to 30.
We performed tests with our set of MIPLIB instances but could not observe the good estimation properties of Knuth's procedure reported in the aforementioned papers. We applied unbiased random sampling with 1,000 iterations. Even when the optimal objective value was provided as a cutoff bound, the error factor of the prediction was greater than 5 in 11 of the 23 instances solved to optimality (see Table 1 ). Five instances were not solved within 10 hours of computing time and 1 GB of storage space. For these instances, a correct prediction should exceed the number of nodes at interruption. Knuth's method provided such a prediction in three cases and produced significant underestimations in the other two cases. The large number of errors can be attributed to the large variance of the estimator and to the insufficient number of iterations (1,000 while Anstreicher et al. proposed 10, 000) . In addition, even with this relatively small number of samples, the estimation time was significant. It was greater than one minute for all problems but one, and it was greater than five minutes in 10 out of 28 cases. For many of the instances, this is an unreasonably long period of time devoted solely to time estimation without contributing to the solution. Moreover, in 11 cases, the number of nodes visited during the estimation procedure exceeded the size of the branch-and-bound tree, i.e., the estimation procedure took longer to execute than the solution algorithm itself. Even with this abundant information, the prediction error factor was greater than 5 in 5 of these 11 cases. When we applied 10,000 samples in order to obtain a more precise estimate, the estimation time became longer than the solution time for 20 out of 28 instances. This made the price for the increased precision too high.
Furthermore, starting with information about the optimal objective value is not realistic. The above experiment, repeated with no cutoff bound, lead to huge overestimations (by factors of 10 2 to 10 31 ) for almost all problems, while the estimation time was even longer than that reported in Table 1 .
We can see three main reasons for the observed inaccuracy. First, the lack of a good cutoff bound results in a very small amount of pruning in the second experiment. Second, due to the exponential growth of the estimate with node depth, the error tends to be small when the tree is shallow, as those studied by Anstreicher et al. (2002) , but when the tree is deep, e.g., more than 100 levels, even one or two sample paths that go to the deepest levels can cause a huge overestimation. Third, it is possible that the procedure by Knuth (1975) works much better in some classes of problems and with some types of branch-and-bound algorithms than with others. (The algorithm employed by Anstreicher et al. (2002) is specialized for QAP.)
Our conclusion is that in most cases Knuth's method is not practical for early prediction of the solution time of general MIP problems. We would like to have a much faster routine with acceptable precision that does not assume prior knowledge of the optimal objective value.
Our exploration in this paper is distinct from Knuth's work in the following four respects. First, it does not rely on an initial bound, although having such a bound would be advantageous. Second, our procedure employs a standard branch-and-bound algorithm, which does backtracking and updates the bound. Third, our method is based on estimating Notes. * Solution procedure interrupted. Column "Actual number of nodes" contains the number of nodes at time of interruption.
parameters of the enumeration tree and extrapolating its -sequence from these parameters, rather than estimating the -sequence directly by the number of descendants. Finally, our estimation procedure analyzes the partial tree produced by the branchand-bound algorithm and then continues the search. Therefore, the work done in the estimation phase is essentially the beginning of the solution process. While the random sampling can find a good solution by chance, the time spent by this sampling procedure is usually lost for the solution of the problem.
Some other means of estimating the termination time of a branch-and-bound algorithm have been considered as well. One idea is to estimate upper and lower bounds on the objective value as a function of time and then apply simple regression. A ballpark estimate of running time can be obtained by extrapolating those curves and predicting when the gap will be zero. One could also consider the number of active nodes in the queue as a function of time and, again, extrapolate the curve. Both approaches require a significant amount of solution time to capture the trend. The gap closes in large steps at the beginning and in much smaller ones later on. The behavior of the set of active nodes is very problem-specific. Our experience shows that the gap closed in the first 5-10 seconds and the dynamics of the set of active nodes in the same period hardly provide sufficient information to make a sensible prediction. Howerer, combining all these methods could lead to a more precise estimator. Further investigation in this direction should be fruitful.
Our Method

General Description
In what follows, we assume that the maximum number of descendants of a node is two. By redefining the last full level, our estimation procedure can accommodate a branching scheme with any number of descendants.
Definition 1. In a branch-and-bound tree T , let w T i be the width of level i, i.e., the number of nodes at that level. Let d T = max i w T i > 0 be the depth of the tree. Level l T = min i w T i + 1 /w T i < 2, 0 ≤ i ≤ d T is called the last full level of the tree (assuming that each node has at most two successors). Up to this level, the tree is a complete binary tree. Let the waist of the tree be the level with maximum width, A framework for estimating the size of a branching tree T is given in Figure 1 . The branch-and-bound algorithm is paused at a given point in time. The resulting tree of visited nodes, t, also called the partial tree, is used to estimate the parameters of the complete branch-and-bound tree. In Step 3 we find the last full level, the waist, and the depth of the partial tree, which serve as estimates of the parameters of the complete tree. The measurement tree constructed in
Step 4 is not a real tree but a profile of a tree that is designed to replicate, as much as possible, the profile of the estimated tree. It is built according to a model to be discussed in the next section. The number of nodes in the measurement tree is used as an estimate of the total number of nodes in the branchand-bound tree.
We apply this procedure repeatedly to output periodic estimations until the branch-and-bound algorithm terminates. We formally divide the solution Input: A mixed-integer-programming problem Initialization. Set counters for the width of the levels, w(i) = 0, for i = 0, . . . , D, and D large enough.
Step 0. Run the branch-and-bound algorithm.
Step 1. At each node of the branching tree, increment the corresponding counter by 1.
Step 2. Stop when a prespecified event occurs (e.g., a time or node bound is reached), and let t be the resulting subtree of T .
Step 3. Find l t , b t , and d t .
Step 4. Construct a measurement tree M .
Step 5. If the problem is not solved, output n(M ) (an estimate of n(T )), continue the branch-and-bound algorithm, and go to Step 1. Otherwise, terminate. process into two phases. Phase I ends with the output of the first prediction. In Phase II, we output periodic predictions. As a termination criterion for Phase I, we require that both of the following conditions be satisfied: the solution time is at least five seconds and the number of nodes in the partial tree is at least 20 times the depth of the partial tree n t ≥ 20d t . The second condition is important because a reasonable level width is necessary to obtain a sensible approximation of the parameters of the complete tree. The factor of 20 is established empirically and can be changed to reflect trade-offs between speed and accuracy of the first prediction. In the above procedure, branch and cut can be used instead of branch and bound. It is important to note that cuts added after branching has started can change the structure of the branching tree and affect the validity of the predictions. 
The Linear Model for Estimating
the -Sequence In this section, we describe a model for the measurement tree needed in Step 4 of the above procedure. We propose to model the profile of the complete tree using three parameters only, namely l t , b t , and d t .
A characteristic that uniquely defines a tree profile is its -sequence-the ratios that describe the change of width from one level to the next.
Definition 2. Consider a branch-and-bound tree T and let d T be its depth. The sequence 0 1 d T is called the -sequence of this branch-and-bound tree,
Given the -sequence of a tree T , the width of a particular level i is w i = i−1 j=0 j . The size of the tree
i−1 j=0 j . A tree model is essentially a model for building the -sequence.
We analyzed the profiles of branch-and-bound trees obtained using the CPLEX default solution settings. The solution algorithm was cut and branch, where cuts are applied only at the root node. Our tests show that, for almost all of the problems in MIPLIB, the profile of the tree looks like a bell-shaped curve. The same observation is made by Knuth (1975) for backtrack algorithms in general. The -sequence is generally decreasing for i greater than the last full level and the value of i is approximately 1 at the waist and 0 at the deeepest level. This observation justifies the use of a linear model for the change of , defined by the formula:
This simple model outputs satisfactory estimations in the majority of the cases. Figure 2 shows a typical tree profile (the solid line) and the measurement tree obtained by the linear tree model (the dashed line). The proximity of the two lines is common for most problems with a bell-shaped tree profile.
The estimation properties of the linear model are tested in experiments with the set of 28 problems from MIPLIB. In this part, we assume that the exact values of l T , b T , and d T for the complete trees are available and we study the accuracy of the tree model. Table 2 compares the size of the measurement tree obtained by the linear model with the actual number of nodes in T . The last column shows the ratio between the two.
The solution of the problems marked with an asterisk has been interrupted after 10 hours and, therefore, the figure in the second column is the size of the branching tree at interruption. We analyze this group of problems separately. A desirable output of the tree model for these instances is an estimation greater than the number of nodes processed before interruption. This is observed in four out of five cases. In the fifth case, the ratio between the predicted number of nodes and the number of nodes after 10 hours of computation is 0.4. In this paper, we consider this satisfactory (i.e., within a factor of five) although we do not know the true ratio between the predicted and the actual number of nodes. Twenty-three problems were solved to completion. For 15 problems, the error is within a factor of five. For 11 of them the error is within a factor of two. Our conclusion is that the linear model provides a satisfactory estimation of the actual tree profile for most instances and, therefore, can be used to estimate the number of nodes in the tree.
Computational Experience (MIPLIB Instances)
We performed computational experiments with the procedure described above and our testbed of 28 MIPLIB problems. We ran the branch-and-cut algorithm of CPLEX 8.0 with its default branching and node-selection rules but with the restriction that cuts and heuristics were applied only at the root node. The results are presented in Table 3 . The solution process was interrupted when solution time exceeded 10 hours or when the branching-tree size exceeded 1 GB. These instances are marked with an asterisk. We applied the linear tree model for the construction of the measurement tree based on the parameters l t , b t , and d t of the partial tree obtained at the end of Phase I. The predicted tree size is reported in the second column of Table 3 . The third column contains the actual tree size and the ratio between the prediction and the true value is shown in the fourth column. The fifth column contains the time to obtain the prediction.
We compute a time estimate for solving the instance. This time estimate equals the size of the measurement tree times the average solution time of a node in the partial tree, based on the assumption that the average running time at a node is relatively constant during the solution. Instead of the point estimate , we output a range for the solution time, shown in column six. The width of this range corresponds to an estimation error of five. Specifically, = max Phase I time 0 2 , = 5 (or + when 5 > 10 hours), and we round seconds and minutes to the nearest multiple of five, and hours (or minutes smaller than five) to the nearest integer. The true solution time or the time until interruption is given in the last column. Incorrect predictions are marked by a dagger. For instances solved to completion, a dagger marks the cases for which our prediction interval does not contain the actual solution time. For the instances that are not solved to completion, a dagger marks the cases where we predicted that the instance could be solved in less than 10 hours. Note that, when an instance was interrupted because of space limitation, it could happen that our time prediction is within a factor of five of the actual unknown solution time but we still consider these to be incorrect predictions. For example, if the predicted solution time is between 15 minutes and six hours and the solution process is interrupted after two hours because of space limitation, we consider the prediction incorrect. Five instances, lseu, mod008, modglob, rgn, and stein27, were solved during Phase I. They are not present in the table. Eighteen of the remaining instances were solved to optimality. For 10 of them the prediction is correct. For two instances, bell3a and gesa2_o, the error is small. There are four cases, mas74, misc07, noswot, and rout, with a considerable error. The solution of five instances was interrupted after exceeding the time or space limit, and this was predicted correctly. Overall, the results are satisfactory considering the great diversity of the instances.
Computational Experience (Additional
Instances) Our procedure for estimating the number of nodes in a branch-and-bound tree was designed based on observations from a diverse sample of 28 instances from the MIPLIB. To validate the procedure, we applied it to an independent test set. We used MIP benchmarks from the literature representing several different problem types. The results are reported in Tables 4 and 5 .
The first group of instances are multidimensional knapsack problems from Beasley (1990b) and Chu and Beasley (1998) . Due to a significant amount of pruning, the branch-and-bound trees tend to be slim and deep. Our procedure deals relatively well with the lower-dimensional instances (mknapcb1, mknapcb4, mknapcb7) but not as well with higher-dimensional problems. Overall, 13 out of 27 instances are solved to completion. Correct predictions are obtained for seven of them, for two instances the error in prediction is small, and in four cases the error is significant. The solution of 14 instances was interrupted, in most cases because of the space limit. For 11 of them, this interruption was predicted correctly.
The second group consists of set covering instances from Beasley (1990a, b) . For these instances, the estimation requires typically more than 1 minute, in some cases more than 10 minutes. The reason is the long solution time at a node (on average, 40 times longer than for the group of multidimensional knapsack problems). The estimation procedure performs well for these instances. There is only one incorrect prediction out of 18.
The third group of instances are bin-packing problems from Falkenauer (1994) and Beasley (1990b) . The solution of all these instances takes more than 10 hours and our method provides correct estimations in all cases. Due to the long solution time of a single subproblem, the Phase I time is much longer than five seconds, reaching more than two hours in two cases. This may seem too long for a prediction, but this is the time to make only about 20-30 dives in the tree. If Knuth's (1975) estimation method were applied with 1,000 or 10,000 dives, the prediction procedure would hardly be practical.
The fourth type of instances we tested are capacitated facility-location problems from Beasley 
Notes. * Instance not solved to completion. † Incorrect time prediction. (1988, 1990b) . A huge solution tree is typical, which leads to exceeding the space limit after less than three hours in all of the cases. (The space limit applied to this group of instances was 3 GB.) Interruption was predicted correctly for all these instances. Bin-packing problems Finally, we tested seven other MIP benchmark instances from Argonne National Laboratory (2004) and Mittelmann (2003) . The prediction is correct for four of them.
In this section, 76 additional instances were tested. Twenty-seven of them were solved to completion. For these 27 instances, the number of correct predictions was 19. In two cases, the prediction is close to the actual solution time and in six cases the error of prediction is significant. The solution of 49 instances was interrupted due to the time or space limit. For them, there are only five cases of incorrect prediction.
Overall, we tested 99 MIP instances. The predicted time range was correct for 78 instances. (In this summary, we exclude the five MIPLIB problems that were solved during Phase I.) In particular, there were 54 instances that required excessive time (more than 10 hours) or space (more than 1 GB), and this was predicted correctly in 49 cases. For the 45 instances that could be solved within the 10 hour and 1 GB limits, this fact was predicted correctly for 29 of them. From a different point of view, given the time and space limitations that we set for these experiments, the estimation procedure estimated correctly whether an instance could be solved in 88 out of 99 cases. We conclude that, although not precise, this method often provides a reasonable early estimate of the computing time of a branch-and-bound algorithm.
Analysis and Refinements
In this section we identify several sources of imprecision in our estimation procedure, and we discuss possible remedies. We also discuss our experience with branch and cut.
3.5.1. The Linear Model. The results reported in Section 3.2 show that for most problems, the linear model has satisfactory precision. However, it does not perform well when the tree is deep and slim. The problem stems from the fact that the linear model uses only three parameters, the last full level, the waist, and the depth. The model does not incorporate an estimate of the maximum width of the tree, which we might call the waistline, i.e., the width at the waist. If a slim tree and a fat tree have identical last full level, waist, and depth, the model will output the same estimation. The linear model assumes that decreases linearly from two to one, which reproduces satisfactorily the profiles of most of the branching trees we tested. But if the actual decrease is faster in the beginning, as is the case with deep and slim trees like those of bell5, misc07, and mod008, the waistline will be much less in the real tree than in the measurement tree. This causes significant overestimations by the linear model.
One approach to better model the behavior of observed in the slim trees is to use a nonlinear model of the -sequence. For example, one could use a convex combination of the linear model and its cubic perturbation
where ∈ 0 1 and i is the -sequence obtained by the linear model. This model has the linear model as a special case, when = 0. Increasing , it can be tuned to output good estimations to -sequences of slim trees, but it does not provide good results for the most common tree profiles when is far from 0. The linear model performs better for general MIP problems but if we deal with a special class of problems, it might be worth analyzing the tree profile and tuning the model. To illustrate the above, we performed tests with the 30 multidimensional knapsack problem instances of the group mknapcb1 (100 variables, 5 constraints) from Beasley (1990b) and Chu and Beasley (1998) . As we observed in Section 3.3, the branch-and-bound trees of this type of problems are usually slim, and the linear model overestimates their size. We tried the cubic model with = 0 5. For this choice of , in 28 of the 30 cases, the prediction by the cubic model is closer to the actual number of nodes than that of the linear model. The mean error factor of the estimations by the linear model is 1.84, while that of the cubic model estimation is 1.28. (A value of one means exact estimation.)
The cubic model is only one example of improvement. Different models based on different sets of parameters could also prove useful.
3.5.2. Estimating the Waist. Another concern is the quality of the estimation of the tree parameters. Tests of the sensitivity of the linear model to changes in the parameters show that the waist is the most important one. Even small changes in it cause large variations in the number of nodes in the measurement tree, while the variations caused by changes in the depth and the last full level are less significant. On the other hand, our experiments show that d t and l t of a small (with respect to the complete tree T ) partial tree t are better estimates of d T and l T , respectively, than b t is an estimate of b T .
State-of-the-art branch-and-bound algorithms employ node-selection rules that are a combination of depth-first search and best-bound search. For example, the default branch-and-bound algorithm of CPLEX 8.0 dives along a path until a node gets pruned and then continues from a best-bound node. As a consequence, shortly after the start of the algorithm, the top levels are well studied and the depth is estimated with good precision. The sampling error present in the partial tree affects mainly the determination of the waist.
The variability of b t is shown in Figure 3 . The left figure depicts the tree profiles after 320, 640, 1,280, 2,560, 5,120, and 10,715 seconds of solution time of the problem called rout. It can be seen that the waist gradually increases with time up to its final value of 33. This is shown also in the figure on the right, where the thin horizontal line is the waist of the complete tree, b T , and the thick solid line represents the waist of the partial trees as a function of solution time. As time elapses, the waist approaches that of the complete tree. Greater fluctuations are typical at the beginning of the solution procedure. Tests show that usually b t < b T for a small partial tree t, and sometimes the difference is significant. Therefore, often b t is not a good estimate of b T .
In some cases, the error in waist estimation can be reduced by considering the levels with large width and taking the estimate of the waist to be the midpoint of these levels. We call this the average waist and define it as follows.
Definition 3. The average waist of a tree T is the
T is the center of the smallest interval containing the levels with width at least 50% of the maximum width.
It is not uncommon thatb T = b T for the complete tree T , but our tests indicate that both values are close. Early on in the solution process, the average waist is often a better estimate of the waist of the complete tree. Additionally, compared to b t , the average waistb t shows less variation during the solution process. Therefore, the average waist can be used to improve the prediction when there is a large variation in the waist. The average waist of the partial tree of problem rout is plotted with a dashed line in the right graph of Figure 3 .
Repeating the experiments on the same 99 test instances by using the average waist instead of the waist, the number of correct predictions increased from 78 to 85. This is a reduction of the incorrect predictions by one third. Further research in this direction would be worthwhile.
3.5.3. Effect of the Bound from the Best Feasible Solution Found. If a good upper bound (for a minimization problem) is not found early in the solution process, the method can produce very poor and erratic estimates. Even after a good upper bound is found, the method could still produce poor estimates if it is biased by early "deep dives." Depending on the diving strategy, the first few dives into the tree can be very deep compared to what they would have been with a good a priori upper bound. This biases the estimate of the depth. One simple idea to avoid this problem is to eliminate (post facto) any node whose lower bound exceeds the current upper bound, even though such nodes are technically part of the search tree. This method will produce the same estimate that would have been produced had the bound been known a priori and should reduce the bias.
3.5.4. Experiments with Branch and Cut. We repeated the experiment from Section 3.3 with the default settings of the CPLEX branch-and-cut algorithm. The results are reported in Table 6 .
Six instances, lseu, mod008, modglob, pp08a, rgn, and stein27, were solved during Phase I. They are not present in Table 6 . Eighteen of the remaining instances were solved to optimality. For 11 of them the prediction is correct. There are six cases, arki001, blend2, mas74, misc07, pk1, and pp08aCUTS, with considerable error. The solution of four instances was interrupted after exceeding the time or space limit, and this was predicted correctly for three of them.
Compared with Table 3 , there is a deterioration in the prediction in some cases, but there are some improvements too (like with problem rout). Overall, the quality of the estimate is not significantly different.
Conclusion
We have shown empirically that the branch-andbound solution time of an MIP solver can be roughly estimated in the early stages of the solution process. We proposed a procedure for this estimation based on parameters of a small subtree. Our experiments showed that, in a relatively short time, we can obtain sufficient information to predict the total running time with an error within a factor of five. This procedure can easily be built into an MIP solver. It is fast and does not interfere with the branch-and-bound algorithm.
It might be worth exploring -sequence models that are contingent on particular types of integerprogramming problems. One might also be able to obtain relevant information on the whole tree profile using other parameters of the tree. Our attempts to use the amount of pruning in the subtree were fruitless, but more research in this direction would be interesting. 
