The mechanical behavior of the vertebrate skull is often modeled using free-body analysis of simple geometric structures and, more recently, finiteelement (FE) analysis. In this study, we compare experimentally collected in vivo bone strain orientations and magnitudes from the cranium of the American alligator with those extrapolated from a beam model and extracted from an FE model. The strain magnitudes predicted from beam and FE skull models bear little similarity to relative and absolute strain magnitudes recorded during in vivo biting experiments. However, quantitative differences between principal strain orientations extracted from the FE skull model and recorded during the in vivo experiments were smaller, and both generally matched expectations from the beam model. The differences in strain magnitude between the data sets may be attributable to the level of resolution of the models, the material properties used in the FE model, and the loading conditions (i.e., external forces and constraints). This study indicates that FE models and modeling of skulls as simple engineering structures may give a preliminary idea of how these structures are loaded, but whenever possible, modeling results should be verified with either in vitro or preferably in vivo testing, especially if precise knowledge of strain magnitudes is desired.
Biomechanical models of the vertebrate skull often invoke simple beam, plate, or cylindrical structures as geometric models to make predictions regarding in vivo bone strain patterns (Preuschoft et al., 1983 (Preuschoft et al., , 1986 Thomason and Russell, 1986; Russell and Thomason, 1993; Ross and Hylander, 1996; Ravosa et al., 2000; Ross, 2001; Rafferty et al., 2003) . Although this approach has proven to be useful in some cases, in vivo bone strain values often diverge from expectations based on simple geometric models. For example, although bone strain orientation patterns in the skull of the strepsirrhine primate Otolemur match those predicted for a simple cylinder under torsion (Ravosa et al., 2000; Ross, 2001) , those in the circumorbital regions of anthropoid primates Macaca and Aotus do not (Hylander et al., 1991; Ross and Hylander, 1996; Ross, 2001) . The reason for these differing results is not clear. It might be the case that the anthropoid skull actually is twisting, but the complexity of its geometry and material properties cause the strain patterns to diverge from those of a simple cylinder. Alternately, the skull might be behaving very similarly to a simple cylinder subjected to some unknown loading regime. Without additional infor-mation, it is impossible to choose between these two possibilities.
Finite-element analysis (FEA) provides a method for choosing between these two alternatives. FEA of the macaque skull, validated by in vivo bone strain data (Strait et al., 2003, this issue; Ross et al., 2005, this issue) , suggests that during unilateral biting and mastication, the macaque skull is not twisted, but instead is subjected to a complex deformation of the circumorbital region similar to that reported from in vitro studies of Homo and Gorilla (Endo, 1966) .
Crocodilians are another example where simple beam models have been used to infer function and interpret design of the skull. For example, despite the fact that modern crocodilians have diverged from tubular morphology in being notably platyrostral (dorsoventrally flattened snouts), it has been suggested that the in vivo behavior of the crocodilian rostrum during biting can be understood by modeling it as a cylindrical structure that is subjected to bending and twisting moments during unilateral and bilateral biting (Ferguson, 1981; Preuschoft et al., 1986; Busbey, 1995) . Moreover, a number of morphological changes characterizing crocodilian evolution are hypothesized to be linked to increasing the mechanical resistance of the crocodilian cranium to these bending and torsional moments. These include fusion of the medial palatal plates, and posterior extension of the bony palate as well as the development of broad overlapping scarf joints between cranial elements (Langston, 1973; Busbey, 1995; Cleuren and De Vree, 2000) .
Two of us (K.A.M. and C.F.R.) have been collecting in vivo bone strain data to test these hypotheses regarding the behavior of the crocodilian snout during biting. However, as with the primate studies, when the in vivo data diverge from the strict predictions of beam theory, it is difficult to determine whether this is because the loading regime is not as predicted, or the geometry invalidates predictions based on simple geometric structures.
This article examines whether FEA can be used to alleviate these problems by deriving predictions for in vivo bone strain from a finite-element model (FEM) that more closely approximates skull geometry than a simple geometric structure does. Here, we make predictions regarding in vivo bone strain in the alligator (Alligator mississippiensis) rostrum using simple beam mechanics theory, modeling the snout as a bending and twisting beam with a solid ellipsoid cross-section. Next, we use FEA to make predictions regarding bone strain patterns at selected sites on the alligator snout. Finally, we report the strain patterns recorded from three in vivo experiments and compare these with the simple beam and FEA predictions.
Previously, validation studies have compared experimental strain results with those derived from FEA. However, these are typically conducted using either skeletal elements with a relatively simple geometric structure (Gross et al., 1997 (Gross et al., , 2002 Kotha et al., 2004) or in vitro strain data (Gupta et al., 2004) . This study represents one of the first validation studies of a geometrically complex skeletal structure using in vivo data collected under naturalistic conditions (Strait et al., 2003 .
MATERIALS AND METHODS Application of Beam Theory
In order to predict deformation patterns in the crocodilian skull from standard beam theory, reference was made to an engineering textbook, Mechanics of Materials, by Hibbeler (2000) , as well as to Biewener (1992) . For estimation of strain orientations, the skull was analogized to a cantilevered ellipsoid beam (to simulate platyrostry) fixed at its posterior end, to which an upwardly directed external force was applied at various places (i.e., bite points; Fig. 1 ). Specific predictions regarding principal strain orientations were generated using Hibbeler's (2000) discussions of torsion (p. 177-253), bending (p. 255-361) , and combined loadings (p. 409 -438) . In the beam model, no attempt was made to simulate the local or global effects of jaw musculature.
To predict strain in the skull due to bending caused by specific bites, bending stress at a point in a beam section was calculated using the formula: ϭ My/I, where M is Fig. 1 . Orientations of principal strains on the surfaces of a bending and a twisting ellipsoid beam. A: Profile view of an ellipsoid beam cantilevered at one end and subjected to a bending moment caused by an external force (F e ). The upper surface of the beam is subjected to compression (⑀ 2 ) along the long axis of the beam and tension (⑀ 1 ) along the long axis on the bottom surface. Normal strains as they cross the neutral axis (NA) are at 45°angles to the long axis, and they are smaller than the normal strains at the dorsal and ventral surfaces. B and C: Orientation of maximum principal strain (⑀ 1 ) on the surface of an ellipsoid beam subjected to a twisting moment by external force (curved arrow). Compressive strain (⑀ 1 ) is of equal magnitude and oriented perpendicular to the tensile strain.
the bending moment, y is the perpendicular distance from the neutral axis to the point of interest (strain gauge location), and I is the second moment of area of the section of interest (Hibbeler, 2000) . Then, strains were calculated from these values by dividing by the same Young's (elastic) modulus as was used for the FEM (10 GPa). Bending moments (Nm) varied by bite point and were the same as used for loading the FEM. The second moments of area (I) of sections at which gauges were placed were calculated from coronal section scans published by the University of Texas Digimorph project (Brochu et al., 1998) . At each of these sections, maximum width and height of the skull were measured, scaled to the size of the experimental animals using equivalent measurements and an assumption of isometry, and used to calculate second moment of area, I, using the formula for a solid ellipse. Perpendicular distance from the neutral axis to gauge location was simply the distance from the strain gauge location to the neutral axis of bending, which was assumed to pass horizontally through the section centroid. Strain values were expected to be significantly lower than functional strains reported from in vivo studies, since the second moment of area was calculated based on a solid beam rather than a hollow structure. Although shear strains from torsion in an ellipsoid beam were not quantified, predictions were made based on engineering principles discussed below.
Finite-Element Analysis
Finite-element model construction. The geometric properties of the skull model were obtained using publicly available CT scans of a subadult American alligator skull (Alligator mississippiensis; Texas Memorial Museum M-983; skull length, 30.2 cm), published on the Internet by the University of Texas Digimorph project (www.digimorph.org). Coordinates were read from CT sections, and node points placed at these coordinates on each section were manually joined to create finite elements. Because CT sections were extracted from MPEG data and were of relatively low-resolution, there is some uncertainty in estimation of between-section coordinates. The 3D model was then scaled down to the actual length of the animals used during the in vivo experiments assuming geometric similarity and using head length, biquadrate length, and tooth row length as scaling factors. Strand v6.16 was used for model construction and implementation (GϩD Computing, Sydney, Australia).
Approximately 2,400 shell elements were used to represent the cranium (the mandible was not included in this FEM), with 1,453 nodes (Fig. 2) . Although this is a relatively coarse model, more elements were not justified due to the nature of the coordinate data. Because shell elements assume a linear variation of in-plane displacements through the thickness of the element, this model is of a more limited accuracy in thicker regions of the cranium (e.g., quadrates, basicranium), but it is appropriate for the regions focused on in this study (i.e., rostrum, skull roof). Each shell element is a flat surface, representing the midsurface of the bone, and each is of constant thickness. In addition to in-plane deformation, shell elements can bend and twist out-of-plane. Use of shells places two significant limitations on geometric modeling. First, artificial stress concentrations can occur when a faceted surface replaces a doubly curved surface. Second, sudden geometric changes are present in the model that may be more gradual in reality. More details of model construction can be found in Daniel and McHenry (2001) .
Material properties. The elastic properties used in this model were a Young's (elastic) modulus of 10 GPa (the stress/strain ratio for uniaxial loading) and a Poisson's ratio of 0.4 (Daniel and McHenry, 2001) . Potential orthotropic properties of the alligator cranium were not included in this model because there has not been adequate material testing performed, although this will be included when such data become available. However, for this study, after an isotropic solution was obtained, the FEM was rerun with orthotropic properties using a transverse elastic modulus of only 5 (instead of 10) GPa along a fiber. Fiber directions were assigned to agree with the directions of principal tension or compression (whichever had the greater stress) read from the results of the isotropic model. Although the results of this comparison will not be discussed in this study, in general, the use of orthotropic properties results in higher stresses (Daniel and McHenry, 2001 ).
Model loading.
Muscle loads were applied as described in Daniel and McHenry (2001) using muscle physiological cross-sectional areas taken from Sinclair and Alexander (1987) and Busbey (1989) and assuming bilateral, simultaneous, and maximal contraction of all adductor muscles. Muscle forces were distributed over nodes positioned approximately at attachment areas. The model was constrained with spring supports placed at the jaw joints. It is worth noting that although the jaw joints have been fixed in the model, indirect in vivo evidence suggests that both tensile and compressive loading may be present within the joint (Metzger et al., 2003) .
To simulate biting at different points, the model was loaded at each of 11 bite locations ( Fig. 3B ; anterior midline; right: anterior, anterior/middle, middle, middle/pos- terior, posterior; left: same as right). Bite force was distributed evenly along the bite region, because point loading resulted in unstable strain orientations, and because in vivo loading was distributed along the width of the bite force device. A total of 22 model loading experiments was conducted, representing all bite locations for which data were available from the three in vivo experiments. Bite force used to load the model at a given bite location was the average in vivo value recorded during all bites at that location during a given experiment. For example, during experiment 64, the average recorded bite force from the nine left middle bites was 116 N; this was used as the bite force applied to the FEM at the left middle bite point. After models were run, principal strain orientations and magnitudes were extracted from the elements located at the experimental gauge sites. All model loadings were conducted by W.J.T.D. without any a priori knowledge of the in vivo strain magnitudes or orientations.
Strain Gauge Recording and Analysis
Subjects. Two subadult American alligators (Alligator mississippiensis; head length, 12.3 and 17.5 cm) were used for 3 separate experiments (experiments 64, 68, and 103). Animals were housed separately in large plastic tanks with both a wet and a dry area on a 12-hr light/dark cycle and were fed three times per week on mice, chicken, and fish ad libitum. The environmental temperature ranged from 28°C during the day to 20°C at night, with a heater to keep water at a relatively constant temperature (27°C). Data collection. Stacked delta rosette strain gauges (SA-06-030WY-120; Micromeasurements, Raleigh, NC) or rectangular rosette strain gauges (FRA 1-11-1L; Texas Measurements, College Station, TX) were wired, insulated, and gas-sterilized using procedures described previously (Ross, 2001) . All surgeries were performed with the animal under 2% isofluorane anesthesia administered in oxygen through an intubation tube. Following induction of anesthesia, 1 cm squares of skin overlying the gauge sites were removed, the periosteum was elevated, the bone degreased with chloroform, and the gauge bonded to the surface of the bone using cyanoacrylate adhesive. Gauges were placed in various locations, including the maxilla above the tooth row (two), anterior jugal (one), posterior jugal (two), prefrontal (two), and midline frontal (one) bones (Fig. 3A, Table 1 ). After the gauges were attached, the wires were glued and sutured to the skin overlying the skull and then run through a plastic tube secured to the back of the animal with self-adhesive VetWrap and surgical tape.
Animals were allowed to recover from surgery (at least 2 hr), and then strains were recorded while the animal bit on a custom-built bite force recording device at different locations along the tooth row. The bite device consists of two 6 mm steel bite plates attached to a piezoelectric force transducer located behind a pivot point [modeled after Herrel et al. (2001) ]. The force transducer (type 9301B; Kistler, Switzerland) was connected to a charge amplifier, and bite force data were recorded synchronously with the strain data. The steel bite plates were covered with several layers of surgical tape, and the upper layer was replaced after each bite so that the position of the bite on the bite plate could be accurately recorded using the tooth impression on the tape. Bite point locations were assigned to 11 regions: an anterior region at the front of the tooth row on the midline, and anterior, anterior/middle, middle, middle/posterior, and posterior regions on each side (Fig.  3B ). Biting side/location along the tooth row and the presence of any unusual activity (shake, attempted twisting) were recorded on a data sheet.
All strain data, transmitted as voltage changes, were conditioned and amplified on Vishay 2100 bridge amplifi- Data analysis. Strain data were filtered and processed in IGOR Pro 4.0 (WaveMetrics, Lake Oswego, OR) using custom-written software. The strain data were converted to microstrain (10 Ϫ6 ⑀, ⌬L/L) using calibration files made during the recording sessions. The following variables were then calculated and are reported below: magnitude of maximum (⑀ 1 ) and minimum principal strains (⑀ 2 ) and maximum shear strain (␥ max ) (Hibbeler, 2000) . Maximum principal strain (⑀ 1 ) is usually the largest tensile strain value, while the minimum principal strain is usually the largest compressive strain value (⑀ 2 ). ⑀ 1 Ϫ ⑀ 2 is equal to the maximum shear strain, or ␥ max . Additionally, the orientation of the maximum (tensile) principal strain relative to the sagittal axis of the skull and the ratio of maximum to minimum principal strains (͉⑀ 1 /⑀ 2 ͉) were calculated and are reported. All data were split into 11 groups based on the 11 tooth row regions into which the bite locations were assigned, as described above. Statistical tests discussed below were conducted using SPSS v11.5 (SPSS, Chicago, IL).
Comparison of Beam Model, FEM, and In VivoDerived Data
Strain magnitudes. The strain magnitudes predicted for the beam model under bending are oriented normal to the parasagittal plane (long axis of the snout), whereas the strains calculated for the FEM and in vivo data are principal strains and therefore these are not necessarily directly comparable to each other. In order to make the FEA and in vivo data comparable to beam strains, the component of strain parallel to the parasagittal plane at each gauge site was calculated from the principal strains using the formula:
where ⑀ 1 and ⑀ 2 are maximum and minimum principal strains and ␣ is the angle between ⑀ 1 and the mid-sagittal plane (Hibbeler, 2000: p. 491) . When ⑀ 1 and ⑀ 2 are principal strains, as is the case here, shear strain ␥ 12 equals 0, and the term ␥ 12 2 sin2␣ is ignored.
Because absolute strain magnitudes from the beam model were expected to be lower than FEM and in vivo strains (for reasons described above), an analysis on ranks (Friedman's test) was performed on the data collected during loading at each bite point. This test evaluates the null hypothesis that rank order of strain values at the recording sites does not differ across treatments (i.e., beam, FEM, in vivo). This test was performed on the data recorded or extracted during loading/biting at each bite point. For each bite point, a three-way test (beam, FEA, in vivo) and three pairwise tests (beam vs. FEA, beam vs. in vivo, FEA vs. in vivo) were performed. The test output is a Kendall's W-statistic, which ranges from 0 (no agreement in rank) to 1 (complete agreement), and a significance value.
Principal strain orientations. Orientation of maximum principal (⑀ 1 ) strain was compared across the three data sets. For the beam model, inferences based on bending and torsion of an ellipsoid member (Figs. 1 and 4) allow comparison to the FEA and in vivo data. The strain orientations in the FEA and in vivo data sets were compared by calculating the difference between the two values for each bite point/strain gauge (Tables 6 -8). The value used for the in vivo data was the average orientation recorded for all bites during biting in each region.
RESULTS

Predictions Based on Beam Theory
Beam theory strain magnitudes. Calculated bending strains in the beam were always tensile at the sites representing jugal gauge positions (range, 6.0 -33.8 ⑀) and compressive at all other gauge positions (range, Ϫ20.3 to Ϫ114.8 ⑀), regardless of load point location. Strains were typically highest at positions representing the dorsoventral positions of the frontal, prefrontal, and maxillary gauges (Table 2) .
Beam theory strain orientations. Biting at the rostral end of the tooth row exerts primarily shear and bending moments on the snout, whereas unilateral biting at the posterior end of the tooth row exerts predominantly torsional moments. Only exact midline bites (or bilateral bites with equal right and left side bite force magnitudes) will produce a pure loading regime (bending and shear without torsion), and even posterior tooth row bites generate shear and bending moments in more caudal sections. The relative importance of bending and torsion presumably varies with bite position, from predominantly bending during anterior bites to predominantly torsion during posterior bites.
In an ellipsoid beam subjected to upwardly directed bending, the patterns of strain orientation are those illustrated in Figure 1A (i.e., compression along the long axis of the top of the beam, and tension along the long axis of the bottom). Strain orientations on the side of the beam depend on the location relative to the bending axis (of neutrality), and they will curve along the side of the beam, crossing the neutral axis at a 45°angle.
In an ellipsoid beam under torsion, the faces of elements oriented parallel to the beam's twisting axis are subjected to pure shear. Hence, maximum principal strain orientations are oriented in a helical pattern, with tension oriented at 45°to the twisting axis (Fig. 1B) , reversing in direction with changes in twisting direction. This orientation will hold true regardless of where the beam is sampled.
When the snout is modeled as an ellipsoid beam, as the bite point moves posteriorly along the tooth row from an anterior midline bite to a posterior unilateral bite, maximum principal strain angle on the dorsal surface should rotate clockwise: from an orientation perpendicular to the long axis of the skull (the theoretical twisting axis) toward a 45°orientation relative to the long axis. This represents a transition in loading regime from one of dorsal bending at anterior bite points to increasing torsion at more posterior ones.
FEA Results
FEM strain magnitudes. Full descriptive statistics
derived from the finite-element model are given in Tables  3-5 . The within-gauge means of maximum (⑀ 1 ) principal strain ranged from 55 to 230 ⑀, and the grand mean across all bite points was 120 ⑀. For minimum (⑀ 2 ) principal strain, within-gauge means ranged from Ϫ226 to Ϫ378 ⑀ with a grand mean of Ϫ296 ⑀. t-tests on principal strain data recorded from each site under all loading regimes revealed significant differences between working and balancing side minimum principal strain magnitudes only at the right jugal and right prefrontal sites (P Ͻ 0.05). All other working-balancing side comparisons were not significant.
Model-derived ͉(⑀ 1 /⑀ 2 )͉ ratios are also reported in Tables 3-5. In the majority of cases, side-averaged ͉(⑀ 1 /⑀ 2 )͉ ratios indicate that compressive strain is predominant over tensile strain (i.e., the ratios are less than 1.0). Tensile strain is only greater than compressive at the frontal site during middle bites (simulating experiment 64; Table 3 ), at the right jugal sites during middle/posterior and posterior bites (simulating experiment 64; Table 3 ), and at the prefrontal sites during contralateral posterior bites (simulating experiment 68; Table 4 ). For midline (anterior) bites, ⑀ 1 is oriented approximately in the coronal plane, averaging only 12°rotation from this plane across all gauges (Fig. 5) . During unilateral bites, strain orientations vary between biting sides, but exhibit minimal variation among bite points within a side (Figs. 6 and 7). During right unilateral bites, ⑀ 1 is almost always oriented between 45°and 90°at the frontal, right jugal (experiment 64 location), right maxilla (experiment 64 location), and right prefrontal sites (Fig. 6 , Tables 6 and 7). At the right jugal (experiment 68 location), left prefrontal, left jugal, and right maxilla sites (experiment 103 location), ⑀ 1 orientations are higher than 90°a nd range up to 135°. Slightly less variability is observed in ⑀ 1 orientations during left side bites, both among sites for a particular bite point, and within a site across bite (Fig. 7) . At the frontal, right jugal (experiment 64, 68 locations), right maxilla (experiment 64, 103 locations), and left prefrontal sites, ⑀ 1 orientations range from 90°to 120°. At the right prefrontal and left jugal sites, this value is slightly less than 90°, ranging from 56°to 80°. There is no apparent difference in variability of principal strain orientation across sites when data are grouped by simulated bite point location.
In Vivo Results
Potential problems with in vivo data collection.
Strain magnitudes (␥ max , ⑀ 1 , and ⑀ 2 ) and orientations from the left prefrontal gauge are highly irregular compared to the other in vivo results from these experiments. Strain magnitudes are significantly higher than at most other gauge sites and are notably higher than magnitudes from the right prefrontal, which was located in the same position but on the opposite side of the skull. Additionally, during biting at several bite point locations (e.g., midline, right anterior, right middle, right posterior; Figs. 5 and 6), ⑀ 1 orientations at this gauge site are highly divergent from strain orientations of adjacent sites and sites along the same coronal plane. Although the strain gauge was properly attached throughout the experiment, because of these anomalies, results from this gauge are generally not included in this discussion.
Shear strain magnitudes. Full descriptive statistics
of the maximum shear strain recorded from all strain gauges and all bite locations are given in Tables 9 -11 . The within-gauge means of maximum shear strain (␥ max ) ranged from 631 to 1,907 ⑀, and the grand mean for all bite points was 1,350 ⑀. Although strain gauges were usually located at or behind the rear of the tooth row, shear strain values during posterior bites are not typically the highest seen, and in most gauge sites, a trend of increasing and then decreasing shear strain along the tooth row (anterior to posterior) is evident, with mean ␥ max highest during biting at the middle or middle/posterior bite positions. Mean ␥ max values vary broadly across gauge sites (range, 161-3,833 ⑀) and within gauge sites with variation in bite point. For all but one gauge site (left prefrontal gauge, experiment 68), working side bites (i.e., bites ipsilateral to the gauge) have the highest ␥ max . In Overall, compressive strain exceeds tensile strain, although this pattern was reversed in the frontal gauge, and in the left prefrontal and maxillary (experiment 103) gauges, tension and compression are roughly equal. Unpaired sample t-tests reveal that for one of seven gauge sites, the mean ͉(⑀ 1 /⑀ 2 )͉ ratio of all bite locations is significantly greater on the working side than on the balancing side (maxilla; experiment 64; P Ͻ 0.05). During midline bites (Fig. 5) , maximum tensile strain at all sites is roughly oriented in the coronal plane; ⑀ 1 averages 19°rotation (in either direction) from this plane. ⑀ 1 orientations during unilateral bites are less consistent across all gauges than midline bites. Notable exceptions to this are the ⑀ 1 orientations at the frontal gauge, which are extremely consistent across bite locations (95°Ϯ 11°), almost exactly parallel with the coronal plane. In the other gauges, ⑀ 1 orientations during anterior and anterior/ middle bites are less variable among the gauge sites than during more posterior bites.
Principal
During right side bites, mean ⑀ 1 orientations have a high degree of variability, especially at gauge locations near the bite point (Fig. 6) . When all gauge sites are considered together for a given right side bite point, the range of strain orientations at any given site varies from 59°to 89°. Within-gauge variability for different right side bite locations is even more extreme, ranging from 3°to 88°a nd averaging 54°. Mean ⑀ 1 orientations during left side bites are generally more consistent than on the right side (Fig. 7) . With only a few exceptions, maximum principal strain orientations range from 90°to 135°relative to the sagittal plane. The frontal, right jugal (experiments 64 and 68), and right maxilla (experiment 64) have steady ⑀ 1 orientations across bite points, always within 15°of the coronal plane.
Comparison of Beam Model, FEA, and In Vivo Results
Rank-order comparison of all three data sets simultaneously indicates no significant similarities in relative strain magnitudes across gauge sites during biting at any bite point location. This was the case both for the threeway comparison and the three pairwise comparisons. The lack of any statistically significant rank similarities makes it impossible to say definitively whether the FEM or beam model is a better predictor of strain magnitude similarity across in vivo gauge sites. Similarly, a graphic display of these data indicates almost no patterns of strain similarity across gauge sites (Fig. 8) . Figure 8 displays strain magnitudes for the beam (top row), and the parasagittal component of strain magnitudes for the FEM (middle row), and experimental (bottom row) data sets for all bites, with gauge site locations listed across the x-axis from rostral (left) to caudal (right). The beam and FEM graphs show that compressive strain is predominant over tensile strain; the exceptions in the beam model are at the ventral-most sites, which most likely show tensile strain because the beam is modeled as fully elliptical rather than with a flattened ventral aspect. In contrast, the in vivo graphs show extensive tensile strains, even at extremely dorsal sites (prefrontal gauges). There is slight agreement among the data sets regarding where the highest magnitude strains are located, particularly between the FEM and in vivo data. Strains in the maxilla are typically compressive and small, while strains in the jugals (experiment 68) are typically compressive and high. However, there is no statistical significance to this, and there are notable exceptions, such as the tensile strain in the jugals during posterior in vivo bites.
Comparison of FEA and In Vivo Results
Principal strain magnitudes. Mean principal strains (⑀ 1 and ⑀ 2 ) are greater for the in vivo than for the finite-element model derived data in 111 of 132 cases (84% ; Tables 3-5) . When an FEM-derived principal strain is greater than the corresponding in vivo strain, it is almost always minimum principal (compressive) strain, and almost half of these cases are for a single gauge (frontal gauge; experiment 64). Mean FEM ⑀ 1 Fig. 5. Mean orientation of maximum principal strain (⑀ 1 ) for the FEM-generated (left) and experimentally measured (right) data sets at gauge locations during middle bites. Minimum principal strain (⑀ 2 ) is oriented orthogonal to the arrows. Note that strain orientations were not available for all gauge locations/bite points from the FEM. Asterisks indicate bite point location. magnitude is 123 ⑀ (range, Ϫ151-721 ⑀) and mean in vivo ⑀ 1 magnitude is 487 ⑀ (range, 5-1,746 ⑀). Mean FEM ⑀ 2 magnitude is Ϫ306 ⑀ (range, Ϫ30 to Ϫ1,305 ⑀) and mean in vivo ⑀ 2 magnitude is Ϫ582 ⑀ (range, 659 to Ϫ2,286 ⑀). The FEM and in vivo maximum principal strain magnitudes are not correlated either when grouped together or split into separate experiments ( Fig. 9 ; all experiments: r ϭ 0.105, NS; experiment 64: r ϭ 0.102, NS; experiment 68: r ϭ 0.314, NS; experiment 103: r ϭ Ϫ0.98, NS).
Principal (⑀ 1 ) strain orientations. The difference between the model and experimental data is less notable for strain orientations then for strain magnitudes. The average difference between the model-derived and the in vivo ⑀ 1 strain orientations for all bite locations and gauge sites is 33.4°, and when gauge sites are considered separately, this average difference ranges from 7°to 55° ). Additionally, model-derived and in vivo strain orientations have a tendency to be more similar at gauge sites that are located further away from the bite point location. For example, during left side biting at various bite point locations, ⑀ 1 orientation at the FEM right jugal gauge site (experiment 64) differed from the in vivo data by an average of only 9°. However, during right side bites, the FEM ⑀ 1 orientations differ from the in vivo results by an average of 39° (Table 6 ). FEM vs. in vivo differences tend to be larger at more posterior bite point locations (7 of 13 gauge sites/bite sides follow this pattern). Model-derived ⑀ 1 orientations from the frontal gauge have the lowest average difference from the in vivo data across bite points (7°; Table 6 ).
DISCUSSION Beam Theory-Derived Strain Magnitudes
Strain due to bending. The cross-sectional geometry of a beam has a significant effect on the distribution of strain throughout it. Under pure bending, normal strain within a cross-section increases with distance from the neutral axis of bending (Fig. 4A) . In addition, sections closer to the fixed end of the beam will experience higher normal strains at equivalent distances from the neutral axis. This pattern was not seen in our beam model data (Table 2 ) because we modeled each section as having a unique second moment of area and hence different distances to the gauge locations from the neutral axis.
Variation in compressive strain magnitude at the maxillary, prefrontal, and jugal sites is a function of the magnitude of the perpendicular distance from the neutral axis and the second moment of area. Not surprisingly, strains in our solid beam model are significantly lower (1-2 orders of magnitude) than those typically seen in limb bones (Biewener, 1990) or mandibles (Dechow and Hylander, 2000) , which are generally either flat or have medullary cavities, resulting in lower second moments of area and consequently higher strains.
Strain due to torsion. In a beam with an elliptical cross-section loaded in pure torsion, the maximum shear stress and strain is expected to occur at a point on the surface of the beam that is closest to the twisting axis (Fig.  4B) . Additionally, in cross-sectional view, shear stresses increase with the distance outward from the twisting axis (Hibbeler, 2000: p. 221) . Unlike during bending, the distribution of shear stress will be the same at any crosssection in the beam, regardless of the distance between the cross-section and the fixed end of the beam.
Comparison of Models and In Vivo Data
As noted above, there were clear differences between the beam model, FE model, and the recorded in vivo strains, both with regard to the absolute strain magnitudes and the patterns of strain gradients across the skull. Low strains in the beam model were expected. There are several possible explanations why principal strain magnitudes were much higher in vivo than in the FEM. The most likely cause is that the scaling method used for constructing this model from a larger specimen (geometric similarity) resulted in thickened rostral bone relative to size for the scaled models, which would decrease principal strain values. In reality, it is expected that rostral bone thickness does not scale with isometry and therefore would be thinner than in the model. Two other possibilities for this discrepancy relate to the material properties of bone in the FEM. First, if an incorrect elastic modulus were used, this would not have much of an impact on stress magnitudes, but would greatly impact strain magnitudes (Daniel and McHenry, 2001) . Second, during preliminary testing of the FEM, modeling the bone as isotropic resulted in lower stresses and presumably lower strains, and it is very likely that the crocodilian skull, like other vertebrate skulls, is generally orthotropic (Peterson and Dechow, 2003) . Material testing of gauge sites will help to address these two issues.
Because in vivo and FEM loading is complex, it is difficult to determine why there was no similarity in rankorder patterns of strain magnitude between the three data sets. Incongruence between the models and the in vivo data may be attributable to a number of factors, such as local effects of muscles that were not accounted for in the FE or beam models, local effects of bite force, effects of sutures, or the presence of a complex, combined loading regime in vivo.
The strain orientations predicted by beam theory (Fig.  1) and the FEA and in vivo orientation values measured from the alligator rostum, jugals, and frontal bone (Figs. 5-7) allow evaluation of hypotheses that during midline (middle) biting, the snout can be modeled as a beam experiencing dorsally directed bending, and that during unilateral biting, the snout acts as an ellipsoid beam subjected to superimposed twisting and bending regimes.
During anterior midline bites, the strain orientations from both the FEM and in vivo strain gauges (Fig. 5) are indicative that the rostrum is acting as a cantilevered beam that is being bent dorsally concave (as in Fig. 1A) . Although the FEM orientations are slightly more consistent with this hypothesis than in vivo orientations, this is not surprising considering that anterior midline bites during the in vivo experiments may have sometimes deviated slightly from the midline, creating torsional moments.
It is more difficult to assess whether unilateral biting causes the snout to act like a twisted beam because of the potentially confounding effects of the superimposed bending regime. However, if it is presumed that unilateral biting causes the working side to be twisted in a dorsal direction due to the dorsally directed bite force (Busbey, 1995; Preuschoft and Witzel, 2002) , we should expect strain orientations to be approximately 45°during right side bites and Ϫ45°during left side bites (relative to the sagittal plane). The in vivo strain orientations generally confirm this hypothesis, especially when the animals bit at the right anterior, right anterior/middle, and left side bite point locations (Figs. 6 and 7) .
FEM strain orientations confirmed the hypothesis of a combined loading in bending and torsion, although there was a noted asymmetry in the FEM results (Figs. 6 and 7) . Orientations during right side bite FEM loadings were less consistent with this loading regime than during left side bites. A possible explanation for these unexpected results is that most of the strain gauge sites were located on the right side of the skull, and the FEM may have exhibited unusual behavior when the bite point too closely approached the gauge site. This deviation of strain orientation from the expectation of a twisted ellipsoid beam during unilateral biting was also found in the in vivo results when the bite point was located adjacent to the gauge (e.g., Fig. 6 , right posterior bites; Fig. 6 , left middle/ posterior, left posterior bites), lending credence to this hypothesis. In these cases, ⑀ 1 is oriented in the sagittal plane and probably represents a local loading regime due to localized effects of bite force rather than a global one acting on the entire snout.
The relative invariance of principal strain orientations in the frontal gauge location, in both the FEM and the in vivo strain experiments, is notable. In all cases, this orientation is indicative of dorsal bending in the region be- tween the orbits. We suggest that this similarity may indicate that the dorsal roof of the braincase is part of a functionally discrete region, distinct from more rostral areas of the cranium, and subject to different loading conditions. However, further testing is needed to confirm this hypothesis.
Beams (Greaves, 1985; Thomason, 1991; Weishampel, 1993; Covey and Greaves, 1994; Busbey, 1995) and finiteelement analyses (Daniel and McHenry, 2001; Strait et al., 2003; Rayfield, 2005 , this issue) have often been used to represent loading regimes within the vertebrate cranium theoretically. The results of this study indicate that neither simple beam theory nor a finite-element model is able to provide a completely accurate prediction of the nature of in vivo strain recorded from the alligator cranium. Specifically, the models were not able to represent absolute in vivo strain magnitudes or strain gradients accurately.
The poor correspondence between the Alligator FEA and in vivo strain data stands in stark contrast to the close correspondence in the studies of the macaque skull published elsewhere in this volume (Ross et al., 2005, this issue; Strait et al., 2005, this issue ). These differing degrees of correspondence might be attributable to differences in modeling procedures. Most notably, the Alligator model used in this study was of relatively low resolution and so did not include the detailed geometry of the macaque model. Similarly, the material properties and muscle forces used in the macaque model are arguably more realistic than those used in the Alligator model.
We hypothesize that one significant difference between the two models lies in the relative importance of sutures in the biomechanical functioning of the two skulls. Numerous experimental studies have shown that sutures typically exhibit strain magnitudes that are an order of magnitude higher than those in the bones that they connect, and strains can be reduced or reoriented across sutures (Jaslow, 1990; Jaslow and Biewener, 1995; Rafferty and Herring, 1999; Herring and Teng, 2000; Metzger and Ross, 2001; Rafferty et al., 2003; Lieberman et al., 2004) . The principal strain values recorded from the alligators in vivo are on average greater than those recorded from any other vertebrate cranial bones that have been extensively sampled (Hylander, 1979; Hylander and Johnson, 1992; Herring et al., 1996; Ross and Hylander, 1996; Hylander and Johnson, 1997; Herring and Teng, 2000; Ravosa et al., 2000; Ross, 2001; Thomason et al., 2001; Lieberman et al., 2004; Ross and Metzger, 2004) . If sutural strain increases as a function of bone strain, the very high bone strain magnitudes recorded in this study predict extremely high sutural strains, suggesting that sutural morphology might be of great importance in the functioning of the Alligator skull, as it appears to have been in dinosaurs (Rayfield, 2005, this issue ) and at least some mammals (Herring and Teng, 2000) .
The results of this study should serve as a caveat against the exclusive use of FEA or beam modeling techniques to demonstrate loading patterns in a complex skeletal structure such as the cranium, which is subjected to unpredictable and highly dynamic forces. However, even using relatively low-resolution finite-element and beam models, we can reproduce the basic strain orientations that were seen in vivo, indicating that both of these modeling techniques have the utility of serving as a first-pass approximation of the in vivo loading conditions. While beam and FE analyses are suitable first-pass estimations for strain orientations, we advocate that whenever possible, hypotheses related to loading in the vertebrate cranium should be supported with either in vivo or in vitro strain data.
Loading Regimes in Crocodilian Skull
Although the principal strain orientations recorded in vivo are not precisely those predicted by either the beam models or the FEA, the strain orientation data strongly suggest that the snout is bent upward and twisted during biting. If this hypothesis is correct, then, as suggested by Busbey (1995) , the cross-sectional profile of the Alligator rostrum is not optimized for resisting the loading regimes to which it is subjected during feeding. This is even more remarkable, considering the high principal strain magnitudes recorded from the Alligator skull in vivo compared to the relatively low strain magnitudes recorded from the Alligator postcranium (Blob and Biewener, 1999) . Whether the cranial/postcranial differences reflect differing optimality criteria in the cranial versus the postcranial skeleton, differing material properties, or differing success in eliciting vigorous locomotor versus biting behavior (Ross and Metzger, 2005) , it is clear that explanations for the cross-sectional geometry of the alligator snout must invoke a function other than dissipating feeding forces. One possibility is Busbey's (1995) suggestion that the platyrostral geometry of the crocodilian snout is optimized for lateral snapping movements used in the capture of prey in an aquatic environment. The consequent decreased ability of the snout to resist dorsoventral bending is compensated for by the evolution of a hard palate and decreased resistance to torsion is compensated for by scarf joints at the sutures (Busbey, 1995) . If this hypothesis is correct, then the Alligator snout is sim- ilar to various parts of the primate skull in that the function of dissipating feeding forces appears to have exerted little constraint on the geometry of the cranium (Hylander et al., 1991; Ravosa et al., 2000; Ross, 2001 ).
