Abstract. Let P (n) denote the largest prime divisor of n, and let Ψ (x, y) be the number of integers n ≤ x with P (n) ≤ y. In this paper we present improvements to Bernstein's algorithm, which finds rigorous upper and lower bounds for Ψ (x, y). Bernstein's original algorithm runs in time roughly linear in y. Our first, easy improvement runs in time roughly y 2/3 . Then, assuming the Riemann Hypothesis, we show how to drastically improve this. In particular, if log y is a fractional power of log x, which is true in applications to factoring and cryptography, then our new algorithm has a running time that is polynomial in log y, and gives bounds as tight as, and often tighter than, Bernstein's algorithm.
Introduction
For a positive integer n, let P (n) denote the largest prime divisor of n. If P (n) ≤ y, then n is said to be y-smooth. Smooth numbers are utilized by many integer factoring and discrete logarithm algorithms, and hence they are of interest in cryptography [19, 22] . Define Ψ (x, y) to be the number of integers n ≤ x that are y-smooth. In this paper, we present improvements to an algorithm of Bernstein [4, 5] , based on discrete generalized power series, which gives rigorous upper and lower bounds for Ψ (x, y).
Previous Work
To compute the exact value of Ψ (x, y), one could simply factor all the integers up to x using a sieve. The Buchstab identity Ψ (x, y) = Ψ (x, 2) + 2<p≤y Ψ (x/p, p)
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leads to a simple recursive algorithm. Bernstein presents several algorithms in his thesis [3] . See [17] for several more. All of these algorithms are far too slow for use in applications related to factoring and cryptography.
There are a number of asymptotic estimates for Ψ (x, y) in the literature [8, 10, 11, 13, 14, 15, 18, 20, 21] , many of which lead to algorithms.
Dickman's function, ρ(u), is defined as the unique continuous solution to ρ(u) = 1 (for 0 ≤ u ≤ 1), ρ(u − 1) + uρ (u) = 0 (for u > 1).
It is well-known that the estimate Ψ (x, y) ≈ xρ(log x/ log y) holds; for example Hildebrand [13] proved that for ε > 0, we have
where y ≥ 2 and u := u(x, y) = log x/ log y satisfies 1 ≤ u ≤ exp[(log y) 3/5−ε ]. This range can be extended if we assume the Riemann Hypothesis. Highly accurate estimates for ρ(u) can be computed quickly using numerical integration; see for example [27] .
Hildebrand and Tenenbaum [14] gave a more complicated estimate for Ψ (x, y) using the saddle-point method. Define
Let a be the unique solution to φ 1 (a, y) + log x = 0. Then
uniformly for 2 ≤ y ≤ x. This theorem has led to a string of algorithms that, in practice, appear to give significantly better estimates to Ψ (x, y) than those based on Dickman's function [17, 24, 25] . Recently, Suzuki [26] showed how to estimate Ψ (x, y) quite nicely in only O( √ log x log y) operations using this approach. Bernstein's algorithm [4, 6] provides a very nice compromise between computing an exact value of Ψ (x, y) (which is very slow) and computing an estimate (which is fast, but not as reliably accurate): compute rigorous upper and lower bounds for Ψ (x, y). Bernstein's algorithm introduces an accuracy parameter α, and his algorithm creates upper and lower bounds for Ψ (x, y) that are off by at most a factor of 1 + O(α −1 log x), implying a choice of, say, α log x log log y. As we will show in the next section, Bernstein's algorithm has a running time of O y log log y + y log x (log y) 2 + α log x log α arithmetic operations, which is roughly linear in y. It also generates, for free, rigorous bounds on Ψ (x , y) for certain values of x < x.
New Results
We present two improvements to Bernstein's algorithm. Our first improvement is a simple one that Bernstein mentioned but did not analyze. In essence, the idea is to use an algorithm to compute π(t), the number of primes up to t, for many values of t with 2 ≤ t ≤ y, rather than use a prime number sieve that finds all primes up to y. The result, Algorithm 3.1, has the same accuracy as the original, with a running time of log y + α log x log α operations. Our second improvement is to choose a parameter z, with 1451 ≤ z < y and z α 4 (log α) 2 , and then use the π(t) algorithm for t ≤ z, but use the fast-to-compute estimate
for t > z, where li(t) is the logarithmic integral. The above inequality follows from work of Schoenfeld [23] under the assumption of the Riemann Hypothesis (see also [9 log z + α log x log αy operations, with a relative error of at most O(α −1 log x). In particular, if we take α log x(log log y) 2 , say, resulting in z (log x) 4 (log log x) 2 (log log y) 8 , we obtain the running time of
O((log x)
11/3 (log log x) 1/3 (log log y) 22/3 ) operations. In applications related to factoring and discrete logarithms, we have log x ≈ (log y) 3 , so that our algorithm runs in time polynomial in log y. With such a small running time, we can choose to make α larger, resulting in more accurate upper and lower bounds for Ψ (x, y), in less time.
A Comparison
Below we compare the relative error and running times (with big-Oh understood) for several different algorithms.
For log x = (log y) 2 so that u = log y we have:
Relative Error Algorithm Running Time
(log y)
Suzuki [26] (log y)
Bernstein [4, 6] y (log y)
Bernstein [4, 6] y(log y)
Algorithm 4.1 y(log y) 3 For log x = (log y) 3 so that u = (log y) 2 we have:
Algorithm 4.1 (log y)
Algorithm 4.1 y(log y) 4 
Organization
The rest of this paper is organized as follows. In §2 we review Bernstein's algorithm and provide a running time analysis.
In §3 we present and analyze our first improved algorithm. In §4 we present the second improved algorithm, along with a running time analysis. In §5 we perform an accuracy analysis of the algorithm from §4. Finally in §6 we present some timing results.
Bernstein's Algorithm
In this section, we review Bernstein's algorithm [4, 6] that gives rigorous upper and lower bounds for Ψ (x, y). We also give a running time analysis. Consider a discrete generalized power series
where r ranges over the real numbers. The a r may lie in any fixed ring or field, although we will limit our interest to the reals. We require that, for any real h, the set {r ≤ h : a r = 0} is finite. We write
the sum of the coefficients of F on powers of X below h. We make the reasonable restriction that x be a power of 2. Define lg x := log 2 x, and let h := lg x so that 2 h = x. Then for |X| < 1 we have
Here we used the identity log(1 − t)
To reduce the number of terms in this power series, we approximate each prime p using a fractional power of 2. Define p ≤ p and p ≥ p as such.
Replacing p with p in the series above, we denote the resulting series by B + (x, y), which overestimates Ψ :
Replacing p with p, we denote the resulting series by B − (x, y) which underestimates Ψ :
We now present the algorithm for computing a lower bound for Ψ (x, y). Computing the upper bound is similar.
Algorithm 2.1.
Recall that x = 2 h . WLOG we are computing B − (x, y), the lower bound.
1. Choose an accuracy parameter α, an integer, that satisfies 2 log x < α lg 3 < (log x)e √ log y .
2. Find the primes up to y, and for each p, compute p such that 
Hildebrand [16] shows that Ψ (cx, y) ≤ cΨ (x, y) when y is sufficiently large and c ≥ 1 + exp(− √ log y). Taking c = x ε/(1±ε) , we find that
provided that x is sufficiently large and exp(− log y) < ε log x < 1/2.
In view of (1), we can take ε = 1/(α lg 3).
As for the running time, Step 2 can be done with a prime sieve [2] , taking O(y/ log log y) operations. In Step 3, G(X) will have O(αh) nonzero terms, and so takes O(hy/(log y)
2 ) time to construct. The FFT-based exponentiation algorithm in Step 4 takes only O(αh log(αh)) operations [7] . Finally, Step 5 takes only O(αh) time. Adding this up gives the stated runtime bound.
In practice, likely one of the first two terms will dominate the running time.
The First Improvement
We improve Bernstein's algorithm by first computing the n i values, and then use them to compute G(X).
Algorithm 3.1. WLOG we are computing B
− (x, y), the lower bound.
Compute the n i values for α
≤ i ≤ α lg y. 3. Compute G(X) := α lg y i=α n i hα/i k=1 1 k X ki/α .
Compute exp G(X)
using an FFT-based algorithm.
Compute distr h exp G(X) by summing the coefficients.
Similarly, for the upper bound we have
Bernstein mentions this improvement in his paper [6] , but gives no analysis, and his code (downloadable from cr.yp.to) does not use it.
Theorem 3.2. When y is sufficiently large, Algorithm 3.1 computes upper and lower bounds, B
+ (x, y) and B − (x, y), for Ψ (x, y) satisfying
log y + α log x log α arithmetic operations.
Again, we expect the first term to dominate the running time.
Proof. The accuracy analysis of Algorithm 3.1 is identical to that of Algorithm 2.1, so we only need to perform a runtime analysis. We can use the algorithm of Deléglise and Rivat [12] to compute π(t) in time O(t 2/3 /(log t) 2 ). This means that it takes
(log y) 2 operations to compute all the n i values (Step 2). The time to construct G(X) or G(X) (Step 3) is then proportional to
The remaining steps have the same complexity as Algorithm 2.1.
The Second Improvement
Next we show how to make Bernstein's algorithm faster and tighter, especially when y is large. The idea is to choose a parameter z < y, and only compute the n i values for i ≤ α lg z. For larger i, we estimate n i using the prime number theorem and the Riemann Hypothesis. This introduces more error, but the greatly improved running time allows us to choose a larger α to more than compensate.
Assuming the Riemann Hypothesis, we have
when t ≥ 1451 (see [23, 9] ), so we require that z > 1451. We note that a very good estimate for li(t) can be computed in O(log t) time (see equations 5.1.3 and 5.1.10, or even 5.1.56, in [1] ). Define n ± i , our upper and lower bound estimates for n i , as follows:
and n
We define G − (X) by replacing n i with n − i in the definition of G(X):
We define G + (X) and A + (x, y) in a similar way for the upper bound. Note that, for A − (x, y) to be a rigorous lower bound on Ψ (x, y), it is not necessary for n − i ≤ n i , but merely that, for every i,
Similarly, for A + (x, y) to be a rigorous upper bound it suffices that, for every i,
We achieve this assuming the Riemann Hypothesis. This leads us to the following algorithm. In the next section we prove the following: 
Because α log x, asymptotically we can ignore the last term in each case. The other two terms balance when α is asymptotic to z 1/4 / √ log z. This justifies our choosing z proportional to α 4 (log α) 2 in Step 1 of the algorithm, and this implies that
To achieve a tighter bound with A ± (x, y) than is obtained with B ± (x, y) in Algorithm 3.1, we will simply choose α larger. For example, if in Algorithm 3.1 we used α log x log log y, then in our improved algorithm we might use α log x(log log y) 2 . As we will see in §6, we can tolerate a larger α and still get a faster running time. -The remaining steps take at most O(α log x log α) steps, the same as in Algorithm 3.1.
Adding this up completes the proof.
If we choose α log x(log log y) 2 , say, making z (log x) 4 (log log x) 2 (log log y) 8 , then the running time is
O((log x)
11/3 (log log x) 1/3 (log log y) 22/3 ).
In applications to factoring, we have, roughly, log x ≈ (log y) 3 , so in this case our running time is (log y) 11+o (1) , which, asymptotically, is significantly better than y 2/3+o(1) .
An Accuracy Analysis
In this section, we present the proof of Theorem 4.2. For the purposes of accuracy analysis, we will redefine n On recalling (2), we may rewrite this as 
on recalling (5). It therefore follows from (6) that
Notes
-If the FFT exponentiation algorithm is the runtime bottleneck (Step 4), then Algorithm 3.1 will perform better in practice; Algorithm 4.1 only does better when the bottleneck is finding the primes up to y (Step 2). -Unless y is quite large, finding the primes up to y (or z) and using them to compute the n i values is more efficient in practice than using an algorithm for π(t). -As with all timing experiments, the results depend on the platform, the compiler, and the programmer.
