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Mentor: doc. dr. Jure Žabkar
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Povzetek
Naslov: Sledenje očem z uporabo spletne kamere
Avtor: Luka Vranješ
V diplomski nalogi se soočimo s problemom napovedovanja točke pogleda
z uporabo spletne kamere za potrebe aplikacije za zaznavo disleksije. Spe-
cifični primer uporabe nam omogoča dodatne omejitve problema. V osnovi
je problem razdeljen na dva dela. Prvi del rešimo z metodami računalnǐskega
vida in vključuje zaznavo obraza, interesnih točk in sredǐsča zenice. V dru-
gem delu z uporabo globoke nevronske mreže napovemo točko pogleda. Z
opravljenimi eksperimenti definiramo parametre kalibracije. V najbolǰsem
primeru smo dobili povprečno napako napovedi v radiju 3, 37 cm. To nam
pogojno omogoča uporabo predstavljenega pristopa za potrebe aplikacije.
Ključne besede: računalnik, oči, sledenje, kamera.

Abstract
Title: Webcam based eyetracking
Author: Luka Vranješ
We consider a problem of gaze prediction using a simple webcam for use
with an application that screens for dyslexia. The specific use case enables
us to define additional boundaries that simplify our problem. On a higher
level the problem is composed of two sub problems. The first one requires
us to detect the users face, find its landmarks and in the end locate the eye
center. We solve this as a computer vision problem. The second sub problem
is mapping the features to a point on the screen. For this we used a deep
neural network. For optimal results we preform experiments on how to most
efficiently calibrate. In the best test case we were able to achieve an average
of 3, 37 cm prediction error. This puts our approach at most conditionally
suitable for use with the target application.




Sledenje očem postaja v zadnjih letih vse bolj popularno. Predvsem kot
posledica padca cen specializirane strojne opreme in prodajnih strategij, ki
so to tehnologijo začele popularizirati tudi izven znanstvenih krogov, najbolj
očitno v industriji računalnǐskih iger. V raziskovalne namene se sledenje
očem največ uporablja za preučevanje uporabnikove interakcije z elementi
na zaslonu in spremljanje mikro in makro očesih premikov med specifičnimi
interakcijami. Med igranjem iger je to lahko učinkovit podporni sistem, s
katerim omogočimo igralcu večjo vživetost.
1.1 Motivacija
V sklopu projekta ŠIPK, pri katerem sem sodeloval, smo uporabljali sledi-
lec očem proizvajalca Tobii za spremljanje uporabnikovih očesnih premikov
med igranjem izbranih iger. Cilj projekta je bila zgodnja prepoznava dis-
leksije, konkretno pri otrocih v prvi triadi osnovne šole. Aplikacija naj bi
delovala kot hiter in poceni test, katerega bi otroci lahko opravili v šoli ali
doma. Igre so zasnovane na podlagi že obstoječih testov, ki se uporabljajo za
prepoznavo disleksije. Rezultati teh iger naj bi omogočili grobe rezultate. Z
uporabo sledilca očem želimo te rezultate izbolǰsati in skraǰsati čas, potreben
za klasifikacijo. Najdražji element potreben za uporabo aplikacije je ravno
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sledilec očem. Vprašanje je ali lahko s preprosto spletno kamero in uporabo
modernih pristopov računalnǐskega vida ter umetne inteligence, za potrebe
te aplikacije nadomestimo sledilec očem.
1.2 Problematika
Aplikacija za prepoznavo disleksije je sestavljena iz 6 nalog. Od tega sta 2
bralni in 3 slušne, kjer testiranec glede na slǐsano nato izbere ustrezen prika-
zan element, ter 1 slikovna. Slikovne in slušne naloge v osnovi ne zahtevajo
visoke natančnosti sledilca očem, saj so pri teh elementi na zaslonu večji in
primerno razmaknjeni. Najbolj problematični sta bralni nalogi. Pri njiju ne
moremo pretirano vplivati na razmak med posameznimi črkami in velikost
črk saj bi to vplivalo na rezultate naloge. Zato je tu natančnost sledilca očem
ključnega pomena za uporabnost pridobljenih podatkov.
1.3 Struktura naloge
V 2. poglavju bomo naredili pregled člankov, ki so se že soočili s problemov
napovedi točke pogleda z uporabo spletne kamere. 3. poglavje bo vsebo-
valo opis teoretičnega ozadja. V njem bo opis globokih nevronskih mrež,
Viola-Jones detektorja obraza, poravnave obraznih elementov ter zaznave
centra zenice. V 4. poglavju bodo opisane uporabljene rešitve posameznih
podproblemov (detekcija obraza, zaznava interesnih točk na obrazu, zaznava
sredǐsča zenice, napovedovanje točke pogleda). V 5. poglavju bomo opravili
teste za nastavitev parametrov kalibracije (velikost točk za kalibracijo, število
kalibracijskih točk, dolžina prikaza točk za kalibracijo, postavitev okna za-
jema podatkov) in preverili delovanje implementacije. V 6. poglavju bomo
glede na rezultate pridobljene v poglavju 5 ocenili delovanje in uspešnost
predlagane implementacije ter predlagali možne izbolǰsave.
Poglavje 2
Pregled področja
Področje napovedovanja točke pogleda je precej dobro raziskano. Problem je
v osnovi razdeljen na dva dela. V 1. delu gre za zaznavo očesa. 2. del pa je
napovedovanje točke pogleda [2]. V splošnem se ne uporablja specializiranih
kamer oziroma kamer z visoko resolucijo, saj te niso preprosto dostopne ozi-
roma je njihova cena primerljiva ceni specializirane strojne opreme. Zaradi
potrebe po delovanju v realnem času, metode predstavljene v razdelku 2.1 v
večini ne vključujejo časovno zahtevnih algoritmov, kot so na primer algo-
ritmi za ocenjevanje postavitve glave. Prav tako vse metode opisane v pred-
stavljenih člankih za svoje delovanje uporabljajo le eno kamero. Od kakeršne
koli takšne implementacije ni pričakovati natančnosti na ravni enega piksla.
Če si predstavljamo da imamo zaslon in kamero enake ločljivosti, je oko na
kameri predstavljeno z bistveno manj piksli kot je teh na zaslonu. Kakršna
koli napak pri zaznavi točk okoli in na očesu tako samo pripomore k slabšim
rezultatom. Profesionalni sledilci očem s specializirano strojno opremo po-




Slika 2.1: Primer sestave profesionalnega sledilca očem s specializirano
strojno opremo.
2.1 Sorodna dela
V članku [4] je opisan postopek, ki za svoje delovanje uporablja konvolu-
cijsko nevronsko mrežo. Za učenje so ustvarili lastno podatkovno množico s
2.445.504 slikami in njihovimi točkami fiksacij. Cilj članka je bil izdelati sledi-
lec očem za mobilne telefone in tablične računalnike. Članek [15] ravno tako
uporablja konvolucijsko nevronsko mrežo, vendar uporabljena podatkovna
množica vsebuje bistveno manj, le 213.659 slik. Ciljna skupina so bili upo-
rabniki osebnih računalnikov. Obe omenjeni podatkovni bazi sta vključevali
slike prosto gibajočih uporabnikov v nenadzorovanem okolju, kar bistveno
oteži delovanje. V članku [12] je opisan preprost pristop, ki uporablja zgolj
center zenice in zunanji očesni kotiček. S kalibracijo se nato zgradi 2D li-
nearna preslikava. Napoved koordinat na zaslonu dobimo z interpolacijo.
Omenjen pristop ne dovoljuje večjih premikov glave. Članek [6] predstavlja
implementacijo spletnega sledilca očem. Za napoved točke fiksacije je upo-
rabljen vektor pridobljen iz slike očesa (natančen opis uporabljene metode je
opisan v članku [14]). Ta se z modelom (ang. ridge regression) preslika v ko-
ordinate zaslona. Posebnost te implementacije je predvsem kalibracija, ki se
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ne izvaja ločeno vendar med uporabnikovo interakcijo s spletnimi vsebinami.
Članek [11] je edini med predstavljenimi, ki vključuje algoritem za oceno po-
stavitve glave. Implementacija tega je sicer zelo poenostavljena. Poleg tega
uporablja tudi zanimiv pristop za računanje centra zenice, na podlagi krivulj




To poglavje je razdeljeno na dva dela. V razdelku 3.1 bodo predstavljene
metode računalnǐskega vida. V razdelku 3.2 pa bo predstavljeno delovanje
nevronske mreže.
3.1 Uporabljene metode računalnǐskega vida
Metode, ki so jih uporabili in bodo predstavljene so: Viola-Jones detektor
obrazov, Poravnava obrazov z ansamblom regresijskih dreves ter lokalizacija
očesnega centra z gradienti slike.
3.1.1 Viola-Jones detektor obrazov
Vsebina tega razdelka je povzeta po članku [13]. Predlagam postopek za-
znave obraza je osnovan na podlagi preprostih značilnosti (glej sliko 3.1). Te
delujejo, tako da je vsota pikslov znotraj belega predela odšteta od vsote
pikslov znotraj sivega predela. To se da izračunati izredno hitro, če se pre-
hodno izračuna integralna slika. To je slika, na kateri vsak piksel vsebuje
vsoto vseh pikslov levo nad njim iz vhodne slike. Izračunamo jo lahko z enim
prehodom čez osnovno sliko z naslednjima enačbama:
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s(x, y) = s(x, y − 1) + i(x, y),
ii(x, y) = ii(x− 1, y) + s(x, y).
(3.1)
V enačbi s(x, y) predstavlja skupno vsoto vrstic, i(x, y) je osnovna slika
in ii(x, y) je integralna slika (pri računanju upoštevamo s(x,−1) = 0 in
ii(−1, y) = 0).
Slika 3.1: Primeri pravokotnih značilnosti, prikazanih relativno na interesno
območje zaznave [13].
Glede na to da je v primeru, ko je velikost detektorja 24x24 pikslov možno
imeti preko 180.000 različnih pravokotnih značilnosti, detektor uporablja
različico algoritma AdaBoost za izbiro manǰse množice značilnosti in učenje
klasifikatorja (nastavitev uteži in pragov). Algoritem je sestavljen tako, da
se izvaja v zanki, ki po vsaki iteraciji izbere eno lastnost. Izbrana lastnost
je tista, ki samostojno klasificira z najmanǰso napako. Slike so utežene glede
na to ali so jih že izbrane lastnosti klasificirale pravilno ali ne in se ponovno
izračunajo na koncu vsake iteracije. Na začetku vsake iteracije so norma-
lizirane tako, da vektor uteži predstavlja verjetnostno porazdelitev. Število
ohranjenih lastnosti po tem koraku je lahko poljubno.
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Končni algoritem deluje po principu kaskade klasifikatorjev. S pomočjo
omenjene različice algoritma AdaBoost se na vsakem nivoju izbere nekaj
preprostih lastnosti. Njihove prage se prilagodi tako, da vsi skupaj na te-
stni množici dosežejo prepoznajo 100% obrazov s čim manǰsim odstotkom
napačnih detekcij. Vsak naslednji nivo je sestavljen tako, da zmanǰsa število
napačnih detekcij in ohranja pravilne zaznave. Shema kaskade klasifikatorjev
je na sliki 3.2.
Slika 3.2: Shematski prikaz kaskade za detekcijo [13].
3.1.2 Poravnava obraza z ansamblom regresijskih dre-
ves
Algoritem poravnave obraza z ansamblom regresijskih dreves [3] v osnovi
deluje po enačbi:
Ŝ(t+1) = Ŝ(t) + rt(I, Ŝ
(t)) (3.2)
V njej Ŝ(t+1) predstavlja popravljeno oceno vektorja koordinat vseh interesnih
točk, medtem ko je Ŝ(t) trenutna ocena vektorja interesnih točk. Regresijsko
drevo rt(I, Ŝ
(t)), ki prejme sliko I in trenutni vektor kot rezultat ponudi
popravni vektor. Začetne vredosti v vektorju interesnih točk so izbrane kot
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povprečna oblika, pridobljena iz učne množice, skalirana in centrirana na
interesno polje.
Za učenje regresijsko drevo potrebuje sliko, oceno vektorja interesnih točk
in ciljni popravni vektor. Iz teh podatkov se naučimo regresijske funkcije tega
drevesa, z uporabo (ang. gradient tree boosting) z vsoto kvadratov napake
kot funkcijo izgube. Nato je zgrajen nov trojček, ki se uporabi za potencialno
grajenje naslednjega regresijskega drevesa.
3.1.3 Ocenjevanje centra očes z gradienti slike
Vsebina tega razdelka je povzeta po članku [9]. Predlagana metoda za svoje
delovanje potrebuje gradient slike. Za vsako točko na sliki se izračuna vektor-
ski produkt med gradienti gi in vsakim normaliziranim vektorjem premika di,




,∀i : ||gi|| = 1. (3.3)
V enačbi xi predstavlja lokacijo gradienta gi na sliki. Vektor premika je
normaliziran, da ohrani enako utež za vse lokacije pikslov. Priporoča se
tudi normalizacija gradientov saj to izbolǰsa robustnost zaznave v primeru
linearnih sprememb osvetljenosti in kontrasta. Optimalni center c∗ okroglega
elementa nato dobimo z naslednjo enačbo:








Računsko zahtevnost je možno zmanǰsati, tako da se upošteva le gradiente
z dovolj visoko magnitudo.
3.2 Globoke nevronske mreže
V tem razdelku bo opisano delovanje globokih nevronskih mrež. Ideje o
nevronu, ki ga danes poznamo kot osnovni gradnik nevronskih mrež, so se
pojavile že okoli leta 1943 v članku [5]. Kasneje, leta 1958 je bila v članku [7]
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predstavljena ideja perceptrona. Enonivojski perceptron, oziroma enostavna
umetna nevronska mreža vsebuje le dva nivoja: vhodne in izhodne nevrone.
Globoka nevronska mreža vsebuje kot dodatek enostavni nevronski mreži
še vmesne, skrite nivoje (glej sliko 3.3). Prisotnost skritih nivojev omogoča
Slika 3.3: Globoka nevronska mreža, sestavljena iz vhodnega, skritega in
izhodnega nivoja.
globoki nevronski mreži večjo abstrakcijo problemov in reševanje nelinearnih
problemov. Za slednje je potrebna tudi nelinearna aktivacijska funkcija. Brez
te je namreč tudi ob prisotnosti skritih nivojev vsota nivojev ekvivalentna








x, x ≥ 0
0, x < 0
• Hiperbolični tangens:
f(x) = tanh x
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Za dobre napovedi globoke nevronske mreže je potrebna ustrezna izbira uteži
povezav med nevroni. Te nastavimo s postopkom vzvratnega razširjanja
napake, kateri je opisan v članku [8]. Predlagan postopek, s prilagajanjem
uteži, omogoča minimizacijo napake glede na učne podatke.
Poglavje 4
Implementacija
V tem poglavju bodo predstavljene podrobnosti implementacije potrebnih
elementov (detekcija obraza, zaznava interesnih točk na obrazu, zaznava
sredǐsča zenice, napovedovanje točke pogleda). Programski jezik, ki je bil
izbran za implementacijo je Python.
4.1 Zaznava obraza
Teoretična razlaga uporabljenega pristopa je razložena v razdelku 3.1.1. Za
implementacijo algoritma smo uporabili že implementirane funkcije iz knjižnice
openCV. Razred CascadeClassifier smo inicializirali z danimi pred naučenimi
kaskadami (”haarcascade frontalface default.xml”) katere so ravno tako del
knjižnice. Pred detekcijo obraza smo za potrebe hitreǰsega delovanja sliko
pomanǰsali na velikost (426, 240) in jo pretvorili v sivinsko sliko. Mejne pra-
vokotnike obrazov smo nato pridobili z uporabo funkcije detectMultiScale()
ki kot parametre prejme sivinsko sliko, skalirni faktor, katerega smo nastavili
na 1, 3 ter najmanǰse število bližnjih mejnih pravokotnikov, katerega smo na-
stavili na 5. Po izvedbi funkcije se izbere največji najden mejni pravokotnik
in se le ta ohrani. To pripomore k robustnosti sistema, v primeru, ko je
zaznanih več obrazov. Rezultat koraka je prikazan na sliki 4.1.
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Slika 4.1: Prikaz delovanja zaznave obraza.
4.2 Zaznava interesnih točk na obrazu
Teoretična razlaga uporabljenega pristopa je opisana v razdelku 3.1.2. Za im-
plementacijo algoritma smo uporabili že implementiran razred shape predictor
iz knjižnice dlib. Inicializirali smo ga s pred naučenimi parametri iz datoteke
(shape predictor 68 face landmarks.dat), ki je vključena v dlib knjižnici. Za
pridobitev interesnih točk, smo uporabili funkcijo predictor() ki kot argu-
mente prejme sivinsko sliko ter objekt tipa dlib.rectangle. Slika, ki jo prejme
je celotna slika pridobljena iz kamere, pretvorjena v sivinsko sliko. Objekt pa
vsebuje mejni pravokotnik, ki predstavlja lokacijo obraza na sliki. Funkcija
po končanju vrne 68 interesnih točk po obrazu. Od teh, kasneje za napove-
dovanje uporabimo le 14. Rezultat po koraku je prikazan na sliki 4.2.
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Slika 4.2: Prikaz ohranjenih interesnih točk in mejnega pravokotnika okoli
obraza.
4.3 Zaznava sredǐsča zenice
Teoretična razlaga uporabljenega pristopa je opisana v razdelku 3.1.3. Imple-
mentacijo opisanega pristopa smo dobili v git repozitoriju [1]. Iz repozitorija
uporabljamo datoteko PupilDetector.py in znotraj te datoteke razred Gra-
dientIntersect. S pomočjo interesnih točk, katere smo pridobili v koraku,
iz sivinske slike izrežemo sliki obeh očes. Nad njima uporabimo funkcijo iz
knjižnice openCV, equalizeHist() in dobljeni sliki nato ločeno kot parameter
uporabimo v funkciji locate() katera je del razreda GradientIntersect. Kot
rezultat funkcije dobimo x in y koordinati sredǐsča obeh zenic. Rezultat po
koraku je prikazan na sliki 4.3.
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Slika 4.3: Prikaz dobljenih sredǐsč zenic (zelena barva), ohranjenih interesnih
točk (rdeča barva) in mejnega pravokotnika okoli obraza.
4.4 Napovedovanje točke pogleda
Teoretična razlaga uporabljenega pristopa je opisana v razdelku 3.2. Za im-
plementacijo globokih nevronskih mrež smo uporabili knjižnico dlib. Vhodni
nivo mreže prejme 48 preprostih in sestavljenih parametrov katere smo pri-
dobili iz 14 interesnih točk na obrazu ter dveh točk ki predstavljata center
zenice. Pred učenjem nevronske mreže inicializiramo razred StandardScaler,
ki je ravno tako del dlib knjižnice. Tega na učnih podatkih naučimo in nato
razpon učnih podatkov s funkcijo transform() prilagodimo na interval [−1, 1].
To je standardni korak priprave podatkov, s katerim si pomagamo DNN pri
učenju. Globoko nevronsko mrežo inicializiramo z razredom MLPRegressor
in naslednjimi parametri: velikosti skritih nivojev nastavimo na (23, 14, 6),
največje število epoh omejimo na 500, uporabljena aktivacijska funkcija je
ReLU, uporabljen reševalnik je adam, toleranca je nastavljena na 10−5. S
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funkcijo fit(), ki kot vhodni parameter prejme učne učno množico mrežo
naučimo. Med uporabo se za napovedovanje uporablja funkcija predict(), ki
kot vhodni parameter med delovanjem prejme vektor vhodnih parametrov.
Podatke moramo pred vstopom v funkcijo predict() ravno tako pilagoditi s




Poleg implementacije na kakovost napovedovanja močno vpliva kalibracija.
V tem razdelku bomo opravili eksperimente za optimalno kalibracijo (dolžina
prikaza točke, okno zajema podatkov, število točk, velikost točk) in na koncu
testirali delovanje.
Kalibracijo definiramo kot postopek, med katerim uporabnik na črnem
zaslonu gleda v prikazujoče se rdeče točke. Na enkrat je prikazana le ena
točka (glej sliko 5.1). Kalibracija je nujen korak za uporabo sledilca in je
unikatna za vsakega uporabnika.
Ker je uporaba sledilca očem namenjena specifični aplikaciji, lahko za
bolǰse rezultate od uporabnika zahtevamo mirovanje z glavo in fiksno odda-
ljenost od zaslona. Dolžino kalibracije bomo omejili na maksimalno 5 minut,
zaradi zahteve po mirovanju glave. Vsi eksperimenti so bili izvedeni na za-
slonu z diagonalo 59.44 cm (23, 4 inch), ločljivosti 1920× 1080. Uporabnikov
obraz je bil od zaslona oddaljen 55 cm in v dobro osvetljenem okolju. Ka-
mera je bila locirana na sredini zgornjega roba zaslona in sposobna snemati




Slika 5.1: Posnetek zaslona med postopkom kalibracije.
5.1 Okno zajema podatkov in dolžina prikaza
točke
V tem razdelku bomo testirali potreben čas prikaza kalibracijske točke na
zaslonu in okno zajema. Želimo si minimalen čas prikaza kalibracijske točke
saj to pospeši proces kalibracije, oziroma omogoča prikaz večjega števila ka-
libracijskih točk. Znotraj okna zajema, pa si želimo čim manǰse spremembe
vhodnih parametrov (mirno oko). Test bomo opravili s sledilcem očem Tobii
pro nano. Na zaslonu se bo prikazoval kalibracijski scenarij, kateri vključuje
30 točk na naključnih koordinatah. Vsaka točka bo prikazana 2 sekundi. Na
podlagi grafov razdalje med točko pogleda in dejanskim sredǐsčem (glej Sliko
5.2) bomo ocenili čas prikaza in okno zajema.
Graf B na sliki 5.2 prikazuje pričakovano obnašanje. Ob prikazu kalibra-
cijske točke je pozicija očesa na drugi lokaciji. Približno 0.25 sekunde traja
čas zaznave točke, točka pogleda nato preskoči na prikazano kalibracijsko
točko in tam obstane. Graf D prikazuje podobno, le da je šlo tukaj za manǰsi
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Slika 5.2: Prikaz dobljenih grafov razdalje med točko pogleda in sredǐsčem
prikazane točke.
premik in se na grafu bolje vidi kasneǰse dogajanje. Na grafu A je vidno
mežikanje, katero predstavlja visok vrh. Tak dogodek je možen kadarkoli v
času kalibracije in se mu ni mogoče izognit. Lahko traja tudi več časa. Na
grafu D je viden popravek pogleda po prvem skoku , kateri se je zopet zgodil
okoli 0.25 sekunde.
Na podlagi dobljenih rezultatov smo se odločili za čas prikaza točke 1.5
sekunde in okno zajema na intervalu [0.75, 1.5]. Začetek okna zajema je po-
stavljen tako, da je časovno dovolj oddaljen od preskoka pogleda. Konec
okna, je postavljen na konec prikaza točke, saj podatki ne kažejo, da bi kva-
liteta zaznav proti koncu padla. Za izbrano dolžino prikaza smo se odločili,
ker nam omogoča zajem dovolj podatkov in uporabnik med kalibracijo ne
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dobi občutka čakanja.
5.2 Velikost in število kalibracijskih točk
Testirali bomo 3 velikosti kalibracijskih točk. Velikosti testiranih polmerov
bodo 30, 20 in 10. Za vsak polmer bo narejena kalibracija z 200 kalibracij-
skimi točkami, kar je zgornja meja števila točk. Ta je definirana na podlagi
zgornje meje časa kalibracije in izbranega časa prikaza kalibracijske točke. Za
potrebe testiranja števila kalibracijskih točk bo skozi kalibracijo pridobljena
učna množica razdeljena na 20 podmnožic. Najmanǰsa bo vsebovala prvih 10,
vsaki naslednji pa se doda še naslednjih 10, tako ima največja množica vseh
200 točk in se ohranja vrstni red zajema točk. Takoj za vsako kalibracijo se
zajame podatke novih 30 naključno generiranih točk z enakim polmerom, kar
predstavlja testno množico. Za vsako podmnožico učne množice izračunamo
na podlagi testne množice povprečje povprečne napake razdalje vseh napo-
vedi. Rezultati so prikazani na sliki 5.3. Graf je omejen na razpon števila
točk med 100 in 200 saj rezultati z množicami, ki vsebujejo manj točk niso
ponudili korektnih rezultatov. Iz grafa je razvidno, da smo najboľsi rezultat,
3, 37 cm dosegli pri 200 kalibracijskih točkah in radiju 10 cm. Ravno pri tem
radiju smo dobili tudi najbolj zanimive rezultate, zaradi prisotnosti močnega
šuma pri zgodnjih točkah. Tako so vidni popravki, kakršnih je mreža spo-
sobna, ko se dodajajo bolj kvalitetni podatki. Kot kaže so manǰse točke bolǰse
za kalibracijo. Razlika pri napaki v pikslih pri 200 kalibracijskih točkah je
med 15 in 20 kar je skoraj skladno z zmanjašanjem premera točke. Manǰse
točke od polmera 10 nismo testirali saj smo mnenja, da bi bile premajhne.
5.3 Test delovanja
V sklopu testa delovanja si bomo pogledali kakšne rezultate ponuja kalibra-
cija z radijem 10 in 200 kalibracijskimi točkami. Histogram na sliki 5.4 pri-
kazuje porazdelitev napovedi za vseh 30 točk. Iz histograma je razvidno, da
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Slika 5.3: Prikaz grafa povprečne napake napovedi v odvisnosti od števila
kalibracijskih točk za 3 radije kalibracijskih točk.
povprečje uporabljeno v preǰsnem razdelku ne skriva pretiranih presenečenj
glede porazdelitve. Poleg tega si lahko pogledamo še sliko 5.5, ki predstavlja
vizualizacijo primera petih statičnih točk na zaslonu, ki so označene s križcem
in njihovih priležnih napovedi, katere so predstavljene z isto bravnimi kro-
gci. Iz slike je razvidno, da je v modelu na desni strani zaslona prisotna
pristranskost. Iztopajo tudi točke, ki so vǐsje na zaslonu saj izgleda da so
tam napovedi bolj razpršene, vsaj v y smeri.
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Slika 5.4: Primer histograma napak za kalibracijo z radijem 10 in 200 kali-
bracijskimi točkami.
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Slika 5.5: Primer 5-ih točk na zaslonu velikosti 1920× 1080 (označenih s +)




V diplomski nalogi smo predstavili postopek za napovedovanje točke pogleda
z uporabo preproste spletne kamere za potrebe aplikacije za prepoznavo di-
sleksije. Problem je v osnovi razdeljen na dva dela. Prvi je sestavljen iz
zaznavanja obraza, iteresnih točk na obrazu in centra zenice, kar smo rešili
z metodami računalnǐskega vida. V drugem delu pa gre za napoved točke
pogleda, za kar smo uporabili DNN.
S predlagano metodo smo v najbolǰsem primeru dosegli natančnost v
radiju 3.37 cm. Ta natančnost zadošča za uporabo predlagane rešitve v 4
od 6 igrah, vključenih v aplikaciji za prepoznavanje disleksije. Potrebno je
poudariti, da omenjena natančnost omogoča spremljanje le makro očesnih
premikov. Natančnost je ravno tako odvisna od lokacije kamere in osvetli-
tve prostora. Omenjen pristop je pogojno uporaben saj omogoča uporabo v
večinskem delu aplikacije v nadzorovanem okolju. Z zavedanjem o pomanj-
kljivostih predlagane rešitve, bi to aplikacijo lahko prilagodili, tako da bi bila
popolnoma kompatibilna s predlagano rešitvijo.
Možnih izbolǰsav je več. Trenutno je kalibracija v primerjavi z ostalimi
implementacijami zelo dolga. To bi bilo mogoče izbolǰsati s prednaučeno
nevronsko mrežo na čim večjem številu podatkov. Končna kalibracija upo-
rabnika bi bila tako kraǰsa in zgolj prilagodila že naučeno globoko nevronsko
mrežo za specifičnega uporabnika. Dobro bi bilo tudi dodati robusten sistem
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zaznave mežikanja, kar bi izbolǰsalo kalibracijsko množico saj mežiki pred-
stavljajo šum med učenjem. Dobro bi bilo tudi omogočiti uporabniku več
svobode pri premikanju. To bi bilo možno doseči s koreografirano kalibracijo.
S tem bi sicer najverjetneje izgubili nekaj natančnosti vendar bi omogočili
večjo sproščenost uporabnika. Glede na vizualizacijo na sliki 5.5, bi bilo po-
trebno razdeliti zaslon na manǰse predele in se naučiti pristranskosti ter to
znanje uporabiti pri samem napovedovanju. Vse predlagane izbolǰsave in po-
pravki bi pripomogle k bolǰsim in bolj robustnim rezultatom. Zanimivi bi bili
tudi testi kalibracije z animiranimi točkami, glede na to, da je to vključeno
v kalibracijskih postopkih profesionalne opreme.
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