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Tag der mündlichen Prüfung: 25. Januar 2021
Abstract
With increasing electrification of vehicle fleets there is a rising demand for the
effective use of charging infrastructure. Existing charging infrastructures are lim-
ited by undersized connection lines and a lack of charging stations. Upgrades re-
quire significant financial investment, time and effort. Smart charging represents
an approach to making the most of existing charging infrastructure while satisfying
charging needs. Smart charging involves scheduling for electric vehicles (EVs). In
other words, smart charging approaches decide which EV may charge at which
charging station and at which current during which time periods. Planning flexibil-
ity is determined by the length of stay and the available electrical supply.
First, we present an approach for smart charging combining day-ahead plan-
ning with real-time planning. For day-ahead planning, we use a mixed integer
programming model to compute optimal schedules while making use of informa-
tion available ahead of time. We then describe a schedule guided heuristic which
adapts precomputed schedules in real-time.
Second, we address uncertainty in smart charging. For example, EV departure
times are an important component in prioritization but are uncertain ahead of time.
We use a regression model trained on historical data to predict EV departure times.
We integrate predictions directly in the smart charging heuristic used in the first
approach. Experimental results show a more accurate EV departure time leads to a
more accurate EV prioritization and a higher amount of delivered energy.
Third, we present two approaches which allow the smart charging heuristic to
take EV charging behavior into account. In practice, EVs charge using nonlinear
charge profiles where power declines towards the end of each charging process.
There is thus a gap between the scheduled power and the actual charging power
if nonlinear charge profiles are not taken into account. The first approach uses a
traditional equivalent circuit model (ECM) to model EV charging behavior but in
practice is limited by the availability of battery parameters. The second approach
relies on a regression model trained on historical data to directly predict EV charg-
ing profiles. In each of the two approaches, the model of the EV’s charging profile
is directly integrated into the smart charging heuristic which allows the heuristic to
produce more accurate charge plans. Experimental results show EVs charge sig-
nificantly more energy because the charging infrastructure is used more effectively.
Finally, we present an open source package containing the smart charging
heuristic and describe results from applying the heuristic in a one-year field test.
Experimental results from the field test show EVs at six charging stations can be
scheduled for charging when the grid connection only allows two EVs to charge
concurrently. Runtime measurements demonstrate the heuristic is applicable in
real time and scales to large fleet sizes.
Zusammenfassung
Mit zunehmender Elektrifizierung von Fahrzeugflotten steigt die Nachfrage nach
einer effektiven Nutzung der Ladeinfrastruktur. Bestehende Ladeinfrastrukturen
sind durch unterdimensionierte Anschlussleitungen und einen Mangel an Ladesta-
tionen begrenzt. Erweiterungen der Ladeinfrastruktur erfordern finanzielle In-
vestitionen, Zeit und Aufwand. Intelligentes Laden bietet ein Ansatz, um die
vorhandene Ladeinfrastruktur optimal zu nutzen und gleichzeitig den Ladebedarf
zu decken. Beim intelligenten Laden geht es um die Zeitplanung für Elektro-
fahrzeuge. Mit anderen Worten: Intelligente Ladeansätze entscheiden, welches E-
Fahrzeug an welcher Ladestation und mit welcher Leistung in welchen Zeiträumen
laden darf. Die Planungsflexibilität wird durch die Aufenthaltsdauer und die verfüg-
bare elektrische Versorgung bestimmt.
Als Erstes stellen wir einen Ansatz für intelligentes Laden vor, der Day-Ahead-
Planung mit Echtzeitplanung kombiniert. Für die Day-Ahead-Planung verwenden
wir ein Mixed Integer Programming Modell, um optimale Ladepläne zu berech-
nen und dabei die im Voraus verfügbaren Informationen zu nutzen. Anschließend
beschreiben wir eine Heuristik, die vorberechnete Zeitpläne in Echtzeit anpasst.
Als Zweites gehen wir auf Unsicherheiten beim intelligenten Laden ein. Zum
Beispiel sind die Abfahrtszeiten der E-Fahrzeuge eine wichtige Komponente zur
Priorisierung, aber diese sind im Voraus unsicher. Wir verwenden ein auf his-
torischen Daten trainiertes Regressionsmodell zur Vorhersage der Abfahrtszeiten.
Wir integrieren die Vorhersagen direkt in die im ersten Ansatz verwendete Heuris-
tik. Experimentelle Ergebnisse zeigen, dass eine genauere Vorhersage der Ab-
fahrtszeit zu einer genaueren E-Fahrzeug-Priorisierung und einer höheren Menge
an gelieferter Energie führt.
Als Drittes stellen wir zwei Ansätze vor, die es der Heuristik ermöglichen,
das Ladeverhalten von E-Fahrzeugen zu berücksichtigen. In der Praxis laden E-
Fahrzeuge mit nichtlinearen Ladeprofilen, bei denen die Leistung gegen Ende eines
jeden Ladevorgangs abnimmt. Es besteht also eine Lücke zwischen der geplanten
Leistung und der tatsächlichen Ladeleistung, wenn nichtlineare Ladeprofile nicht
berücksichtigt werden. Der erste Ansatz verwendet ein traditionelles Ersatzschalt-
bild, um das EV-Ladeverhalten zu modellieren, ist aber in der Praxis durch die
Verfügbarkeit von Batterieparametern begrenzt. Der zweite Ansatz stützt sich auf
ein Regressionsmodell, das auf historischen Daten trainiert wurde, um Ladeprofile
von E-Fahrzeugen direkt vorherzusagen. In beiden Ansätzen ist das Modell des
Ladeprofils des E-Fahrzeugs direkt in die Heuristik integriert, wodurch die Heuris-
tik genauere Ladepläne erstellen kann. Experimentelle Ergebnisse zeigen, dass
E-Fahrzeuge deutlich mehr Energie laden, weil die Ladeinfrastruktur effektiver
genutzt wird.
iii
Abschließend stellen wir ein Open-Source-Paket vor, das die Heuristik enthält,
und beschreiben die Ergebnisse der Anwendung der Heuristik in einem einjährigen
Praxistest. Experimentelle Ergebnisse aus dem Praxistest zeigen, dass E-Fahrzeuge
an sechs Ladestationen zum Laden eingeplant werden können, wenn der Netzan-
schluss nur zwei E-Fahrzeuge zum gleichzeitigen Laden zulässt. Laufzeitmes-
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The growing number of electric vehicles (EVs) poses a challenge for the existing
electrical infrastructure. Undersized connection lines and a lack of charging sta-
tions raise the concern of satisfying EV charging demands. Coordinated or ”smart”
charging offers an approach to satisfying EV charging demands in limited charg-
ing infrastructures. Smart charging involves decision making about schedules for
EVs. In other words, deciding which EV may charge at which charging station
and at which current during which time periods. A charge schedule determines an
EV’s current over time. From a technical perspective, charge schedules are sent
to charging stations. The charge schedule is implemented by charging stations by
communicating to the EV the maximum allowed current at each moment in time.
Scheduling flexibility in smart charging arises from the length of stay and the avail-
able electrical supply.
Scheduling is constrained by electrical engineering constraints such as three-
phase charging. With regard to smart charging, a three-phase electrical infrastruc-
ture essentially consists of three conductors with alternating current (AC). Charg-
ing stations are connected to one or more phases. Similarly, EVs are able to charge
on one or more phases. Plug-in hybrid electric vehicles (PHEVs) typically charge
on one phase while battery electric vehicles (BEVs) are often able to charge on
three phases. Smart charging must take three-phase charging into account to accu-
rately model existing charging infrastructures.
Scheduling for three-phase charging is further complicated by the fact that
phases at the charging stations may not correspond directly to phases of the grid.
For example, the charging station may be installed such that the first phase of the
charging station does correspond to the first phase of the grid.
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The entity in control of the charging infrastructure is known as the charge point
operator (CPO). In the context of smart charging, the CPO is responsible for trig-
gering the computation of schedules and for sending schedules to charging stations.
Smart charging can be considered in different times of planning: day-ahead
(offline) and real-time (online). The importance of aspects such as computation
time and information availability depends on the time of planning. On the one
hand, during day-ahead planning minimizing computation time is not as crucial as
during real-time planning. However, there is less information available or informa-
tion is less reliable. For example, the exact time of arrival and time of departure of
EVs is uncertain during day-ahead planning. On the other hand, during real-time
planning minimizing computation time is crucial. In this context, smart charging
approaches must be flexible enough to respond to changing circumstances in real
time. However, there is also more information available and information can be
considered more reliable. For example, the exact state of charge can be measured
on arrival and the time of departure can be estimated more accurately once the EV
has arrived.
In this work we consider the scenario of employee charging at the workplace.
The scenario is characterized by predictable arrival and departure times and by long
stays. Furthermore, the set of EVs is assumed to be heterogeneous. In other words
we take into account different EV models with varying characteristics. EV model
characteristics include battery size, the number of phases used for charging and the
charging power. The main requirement for the scenario is to avoid overloading the
charging infrastructure while maximizing infrastructure utilization. Whether the
charging infrastructure is overloaded can be quantified by the rating of electrical
conductors or electrical safety devices such as fuses. In Germany, the simultaneity
factor [140] is defined for determining limits in a charging infrastructure.
The goal of smart charging in the scenario of charging at the workplace is to
maximize the state of charge (SoC) across the fleet. Ideally, employees should not
be aware of the application of smart charging. At the end of the working period,
EVs should be fully charged. If a full charge for each EV is not possible, EVs
should be correctly prioritized with regard to arrival SoC and departure time. A
minimum required SoC may also be used to improve EV prioritization. However,
gathering a reliable value for the minimum required SoC may be difficult in prac-
tice due to issues such as inaccurate user inputs.
From the perspective of the electrical grid, smart charging is motivated by the
mitigation of effects caused by uncoordinated charging. For example, load imbal-
ance can be caused by single-phase EVs charging concurrently on the same phase.
Another example commonly found in related work are peak loads caused by many
EVs charging at the same time. Smart charging presents an approach to mitigating
both issues. EVs can be scheduled such that load imbalance and peak loads are
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minimized. However, there are gaps in the literature with respect to applying smart
charging in a three-phase charging infrastructure.
In practice, applying smart charging is complicated by uncertain EV availabil-
ity. In other words, it is difficult to plan ahead when the exact period in which the
EV is available for charging is uncertain. EV availability can be predicted using
regression models trained on historical data. For example, a regression model can
be trained on historical data to estimate EV departure times. The regression model
can then be used in real-time upon each EV arrival to predict its departure time.
While there is related work on predicting EV availability [59, 70, 98, 127, 172]
the approach of directly integrating predictions in smart charging is unexplored.
Furthermore, analyzing the relationship between prediction accuracy and smart
charging quality is not covered by previous research. In other words, how does an
increase in prediction accuracy affect smart charging?
Related work on smart charging positions integrating nonlinear EV charging
behavior as a topic for future research [44, 168]. Charge profiles are used by EVs
to control a battery’s charging process. A charge profile is a nonlinear function
representing battery current and voltage over time. In practice, the application of
a charge profile results in a decline of charging current towards high SoC. The
decline of charging current should be taken into account in smart charging ap-
proaches. Not taking into account the decline leads to a gap between the scheduled
power and the actual power draw of the EV. This gap represents suboptimal infras-
tructure usage since infrastructure utilization is not maximized. The gap has been
observed in practice [93]. There is thus a need for research on addressing the gap
between scheduled power and actual power draw in smart charging.
With regard to reproducibility, the source code used for smart charging ap-
proaches in most related work is not published. Unpublished source code makes
it difficult to reproduce experimental results and is a prohibitive barrier to imple-
menting smart charging approaches in practice. In other words, there is a lack of
a common code base in related work which would allow for more direct compar-
isons of smart charging approaches. To bridge this gap, this work presents an open
source package consisting of the smart charging approaches described in this work.
Finally, in contrast to related work which typically relies on simulations we
additionally validated the approaches in the open source package in a one-year
field test with a real charging infrastructure. The charging infrastructure consisted
of six charging stations and a deliberately undersized connection to the grid. The
connection allowed for two EVs to charge concurrently. Experimental results show
six EVs can be scheduled to charge throughout the day without overloading the
charging infrastructure. Additionally, we show runtime measurements of the open
source package to demonstrate how it may be used for real-time smart charging
and that it scales to larger EV fleets.
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1.2 Research questions and contributions
This sections describes the main research questions addressed in this thesis. The
research questions take into account literature gaps with regard to practical consid-
erations such as uncertain EV departures and EV battery behavior.
How can EV charging be coordinated in a three-phase charging infras-
tructure during different times of planning? (Chapter 3)
First, we present a MIP model for making use of information that is available
ahead of time. The output of the MIP model is a tentative charge plan per EV in the
fleet. Second, we describe the smart charging heuristic which is used to coordinate
EV charging in real-time. The heuristic is designed to adapt tentative charge plans
of the MIP model but can also be used without precomputed schedules.
How can we address the uncertainty of EV availability in smart charg-
ing and quantify a solution’s impact on charge schedule quality? (Chap-
ter 4)
An important component of the heuristic for smart charging is a priority mech-
anism. The priority takes as input the charging urgency per EV, which is affected
by the EV’s departure time. We present an approach using regression models to
predict each EV’s departure time based on historical data in order to more accu-
rately prioritize EVs.
How do integrated predictions of battery charge profiles affect smart
charging? (Chapters 5 and 6)
In practice, EVs charge using nonlinear charge profiles. Such charge profiles
lead to a decreasing power draw towards high SoC. Smart charging approaches
which ignore decreasing power in practice lead to a gap between planned power
and actual power draw. We present two approaches to integrate models of charge
profiles in the smart charging heuristic introduced in earlier chapters in order to
minimize the gap between planned and actual power. The first approach uses a tra-
ditional equivalent circuit model (ECM) to model charge profiles while the second
approach relies on regression models to predict charge profiles based on historical
data.
How can a charge scheduling heuristic be implemented which is open
and interoperable with other systems? (Chapter 7)
Lastly, we present an open source package containing an implementation of the
charge scheduling heuristic and we describe experimental results from validating
the algorithm in a one-year field test.
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Figure 1.1: Thesis outline
Figure 1.1 shows an overview of the smart charging concepts presented in this
thesis and serves as a visual outline.
Chapter 2 discusses preliminaries and the theoretical foundation. The prelim-
inaries include the considered scenario, approaches to modelling charging infras-
tructures and how EVs charge in practice using nonlinear charge profiles.
Chapter 3 presents the combination of day-ahead planning and real-time plan-
ning. A mixed integer programming (MIP) model is used during day-ahead plan-
ning to compute tentative schedules. The tentative schedules are then adapted in
real-time using the schedule guided heuristic.
Chapter 4 addresses uncertainty in smart charging. For example, EV departure
times are uncertain but are an important component for scheduling and prioriti-
zation. An approach is presented which predicts EV departure times in order to
improve prioritization during scheduling.
Chapters 5 and 6 focus on EV charging behavior and nonlinear charge profiles
in more detail and present two different approaches to computing more accurate
charge plans.
Chapter 7 presents the experimental results of applying the heuristic in a field
test. Additionally, an open source package containing the heuristic is described.
Finally, chapter 8 concludes the thesis and contains a summary and an outlook.
Chapter 2
Foundations and related work
This chapter gives an introduction to the technical and regulatory aspects of EV
charging and the implications for smart charging. The chapter is structured as
follows. To begin with, section 2.1 details the EV charging scenario considered
in this work. In smart charging, assumptions are usually made with regard to the
time of planning (real-time vs offline planning), the location and EV availability.
In this work, we consider the scenario of employee charging at the workplace.
The scenario is characterized by long stays and predictable EV availability which
ensures the flexibility required for smart charging.
Next, section 2.2 gives a short description of the most important components
in EV charging: battery cells, charging profiles, battery packs and battery manage-
ment systems (BMSs). These technical components influence EV charging behav-
ior and how EVs respond to charge schedules in practice.
Section 2.3 explains concepts related to the charging infrastructure. This in-
cludes the simultaneity factor, load imbalance caused by single-phase charging,
electrical network topology and charging stations. In smart charging, the charging
infrastructure must be modelled in order to implement constraints such as the num-
ber of available charging stations and the infrastructure limit. In practice, ignoring
such constraints can lead to overloading the charging infrastructure.
Section 2.4 discusses other economic and regulatory factors influencing charge
schedules: Demand charges, spot energy markets and balancing energy markets.
These factors usually relate to the main objective of the corresponding work on
smart charging. For example, the energy price is often minimized in scenarios with
long stays and short charging durations. Section 2.5 gives a description of typical
objectives and constraints found in smart charging approaches.
Finally, section 2.6 concludes the chapter with an overview of related work and
literature gaps in the domain of smart charging.
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2.1 Scenario
Charging infrastructure and location
In this work, we consider charge scheduling in the context of employees charging
at the workplace. Charging at the workplace is characterized by predictable EV
availability with long stays and heterogeneous fleets. Additionally, we assume
there is an entity in control of infrastructure who knows the charging infrastructure,
operates charging stations and knows which EV models are in use. The entity
operating the infrastructure is known as the charge point operator (CPO).
A practical application of charge scheduling requires charging stations which
are able to implement schedules. The ability for charging stations to receive and
communicate charge schedules is not easy to implement and requires standardized
protocols such as the Open Charge Point Protocol (OCPP) version 1.6 [124].
Time of planning
Different categories of scheduling problems make differing assumptions with re-
gard to information availability and constraints on computation time [131]. In the
following, we discuss offline and online scheduling.
On the one hand, offline scheduling assumes information is known ahead of
time. Schedules may thus be computed in advance. In this work, we consider
offline scheduling in the form of day-ahead scheduling. As such, we assume there
are less stringent requirements with regard to the computation time of scheduling.
With regard to information availability in the context of charge scheduling: Some
variables are difficult to acquire reliably. For example, the departure time of EVs
depends strongly on its driver. However, the driver may not know in advance when
he will depart.
On the other hand, online scheduling assumes less knowledge is available. In
this work, we consider online scheduling as real-time scheduling. In practice, data
acquisition is simpler compared to day-ahead (offline) scheduling since EVs are
already connected to the infrastructure. However, the aspect of computation time
is more important since a charge scheduling system must respond quickly to new
information. In the context of charge scheduling, response latency translates di-
rectly to slack in the charge schedule. For example, if an EV arrives but waits for
several minutes before receiving a charge scheduling, those minutes cannot be used
for charging.
In this work, we discuss a combination of the two scheduling approaches in
chapter 3: We use day-ahead scheduling to precompute schedules based on avail-
able knowledge. We then adapt the precomputed schedules in real-time.
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EV availability
Depending on the considered charge scheduling scenario, EV availability may be
1. unpredictable: For example, a public charging infrastructure in shopping
centers leads to more unpredictable stays, especially if no information about
the EVs is available.
2. somewhat predictable: For example, in a private charging infrastructure for
employee charging at the workplace the EV availability typically reflects
business hours.
3. predictable and controlled: For example, if EVs are used for logistics as
delivery vehicles with predetermined routes. Here, time constraints would
likely be tighter since the EVs would be in use more leading to less standing
times.
In this work, we consider the scenario of charging at the workplace and somewhat
predictable EV availability. We address the involved stochastic components in
chapter 4. In particular, aspects of historical data such as the EV’s model, past
arrivals and departures, charging locations and the typical charging duration can be
used to make a prediction as to the EV’s departure time. A more accurate departure
time improves charge scheduling as it refines prioritization and thus reduces slack
in schedules.
Depending on the considered scenario, time-dependent energy prices are con-
sidered more or less important. In the first scenario, minimizing energy prices is
likely to be considerably less important compared to fully charging the EV as soon
as possible. For the other two scenarios, energy prices may be taken into account
depending on data reliability and each EV’s length of stay.
Future developments in electric mobility may also enable hybrid approaches.
For example, private charging infrastructure could be made available as public
charging infrastructure outside of business hours.
Other scenarios
The methods presented in this work may be applied to other scenarios such as
multi-family homes. Usually the currently installed electrical infrastructure is un-
dersized and was originally installed primarily for low-power applications such as
lighting. Thus charge scheduling presents an approach to making the most of the
current electrical infrastructure.
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2.2 Electric vehicle charging
This section describes components involved in battery charging from the EV’s per-
spective based on [133]. This includes battery cells, charging profiles, battery pack
topology and battery management systems (BMSs).
For a practical application of smart charging, the most important takeaway is
that the EV decides how much power is drawn. Charge plans computed by smart
charging only represent the maximum power draw. The EV may decide to draw
less power to maximize battery life.
2.2.1 Battery cells
Battery cell variables
In this work we refer to the individual electrochemical unit as the battery cell. This
is to avoid using the term battery on its own, which in the literature is used to refer
to battery cells as well as battery packs (a combination of multiple battery cells). In
the context of this work, the battery cell variables represent inputs and parameters
required for modelling and simulating a battery cell.
Nominal cell voltage. The nominal voltage is specified by manufacturers and
depends on the battery’s chemical composition, among other factors. For example,
the nominal voltage of Lithium-based cells is typically over 3V while lead-acid
cells have a nominal voltage of 2.1V. The nominal voltage is an important factor
when considering the application of the battery cell. For example, a higher voltage
results in a higher power and thus a higher nominal energy capacity.
Nominal charge capacity. Cells are able to provide electrical charge to a
circuit. The electrical charge is quantified by the nominal charge capacity in units
of ampere-hours (Ah) or miliampere-hours (mAh). For example, a cell rated to
hold 0.5 Ah is able to provide 0.5 Ampere for 1 hour.
C rate. This variable is used to describe how fast the battery cell is discharged
in relation to its charge capacity. For example, a fully charged 0.5 Ah battery cell
may provide 0.25A for 2 hours (a 0.5C rate) or 2A for 15 minutes (a 4C rate).
Nominal energy capacity. Not to be confused with the nominal charge capac-
ity, the nominal energy capacity is measured in watt hours (Wh). It is calculated by
multiplying the nominal cell voltage with the nominal charge capacity. For exam-
ple, a Lithium-based cell with a nominal voltage of 3.6V and 0.5Ah has a nominal
energy capacity of 1.8Wh. In comparison, a lead-acid cell with a nominal voltage
of 2.1V and 0.5 Ah has a nominal energy capacity of 1.05Wh.
Energy density. In relation to EVs, the energy density of battery cells is often
compared. For a given volume, a battery cell with a higher energy density will
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store more energy.
Chemistry. The influence of a battery cell’s chemistry will not be discussed in
detail. In this work, we focus on rechargeable Lithium-ion battery cells, a popular
choice for EV applications. Other battery cell chemistries with lower nominal
voltages tend to possess a lower energy density [133], making Lithium-ion battery
cells a popular choice. Additionally, Lithium-ion cells possess a lower rate of self-
discharge when not in use. However, Lithium-ion cells are sensitive to overcharge
and require circuitry to protect against charging after 100% state of charge (SoC).
Temperature. Another important factor influencing a battery cell is its tem-
perature. Temperatures outside the ranges recommended by the manufacturer lead
to a quicker deterioration of the cell’s performance. The process of battery cell
deterioration is also called aging.
Form factor. Lastly, battery cells possess a form factor which may be cylindri-
cal, pouch (flat, encased in a soft pouch) or prismatic (flat, encased in metal). For
example, the form factor influences the amount of empty space in battery packs.
In the context of EVs, energy density is usually maximized which is negatively
influenced by empty space.
In the following, we outline an equivalent circuit model (ECM) to represent a












Circuit 2.1: Battery cell equivalent circuit model (ECM)
We use equations (2.1)-(2.2) to describe the ECM [133] shown in circuit 2.1.
An overview of the variables can be found in the nomenclature in section A.2.
Change in the SoC z(t) is expressed by differential equation (2.1). The current
I(t) is assumed to be negative during charging. We use I(t) to define the battery’s
current during charging as a function of SoC.






We use equation (2.2) to describe dependencies between components of the
ECM [133]. The voltage V (z(t)) is held constant at a terminal voltage during the
constant-voltage phase. For parameters such as charging efficiency η we use the
values specified in Table 5.2 for later simulations.
V (t) = VOC(z(t))− I(t) ∗R0(z(t))
− IR1(t) ∗R1(z(t)) (2.2)










We compute the power per battery cell via equation (2.4).
Pcell(t) = I(t) ∗ V (t) (2.4)
The battery cell model has the following limitations:
• we assume efficiency η = const. whereas in practice this parameter too may
be influenced by SoC and
• we do not consider battery degradation over time.
Next to ECMs, other types of battery models include physical models [133] and
machine learning (ML) models [110]. Physical models are accurate but difficult to
apply in real-time because they are computationally expensive [123]. The main
limitation of ML models is the requirement for one historical dataset per type of
battery cell.
Charging and discharging battery cells
A battery cell includes the following components [133]:
• positive electrode (or cathode)
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• negative electrode (or anode)
• electrolyte
• separator
During discharge the negative electrode is oxidized and loses electrons. The
positive electrode gains electrons from the external circuit. The opposite happens
during charging: The negative electrode gains electrons from the external circuit
while the positive electrode loses electrons.
The electrolyte and separator are ionic conductors which allow ions to move
between the positive and negative electrode. The fact that they are ionic conduc-
tors but not electronic conductors means they allow the passage of ions but not
electrons. If either of the elements were an electronic conductor the battery cell
would short-circuit and self-discharge. The electrolyte is composed of a salt and
solvent.
A battery cell also has different modes of failure. On the one hand, a battery
cell ages. The age of a battery cell is not measured in terms of time passing but
in the number of charging and discharging cycles. Internally, corrosion leads to
increased internal resistance, reduced capacity and increased self-discharge over
time. On the other hand, uncontrolled operating conditions such as applying a bad
charging profile, high temperature or physical abuse can also lead to battery cell
failure. Lastly, physical abuse may for example occur in automotive accidents. In
this case the battery cell must not be a safety hazard. For example, it must not catch
fire.
2.2.2 Charging profiles
It is beneficial to consider how batteries are charged in practice since this work’s
main focus lies on smart charging. Battery behavior should be taken into account or
approximated in any charge scheduling approach. Otherwise, the charge schedul-
ing approach may be difficult to apply in practice.
A charging profile (or charging algorithm, or charging strategy) is controlled
and applied by the battery management system (BMS) and determines the amount
of current applied to battery charging during the charging process [56]. The voltage
of the battery cell is measured and used as a variable for the charging profile. An
”optimal” charging profile is chosen and implemented by the BMS with regard to
minimizing battery aging and maximizing charging speed.
The category of passive charging profiles is defined by using pre-set instruc-
tions. One of the most basic charging profiles is constant-current, constant-voltage
(CCCV). It is a popular choice due to ease of implementation and simplicity [56].
CCCV consists of two discrete phases. First, the battery cell is charged with a
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constant current (CC). The voltage of the battery increases with SoC, When the
battery cell reaches a certain voltage (the terminal voltage) the constant-voltage
(CV) phase begins. In the CV phase, current is decreased while voltage is kept
constant. A simulation of a CCCV charging process is visualized in Figure 2.1.
Alternatively, constant-power, constant-voltage (CPCV) uses a constant-power
(CP) phase followed by the same constant-voltage (CV) phase. A simulation of a
sample CPCV charging process is shown in Figure 2.2.
Lastly, more sophisticated charge profiles have been proposed to minimize bat-
tery cell aging or take into account other variables such as battery cell tempera-
ture [56]. For example, five stages of constant-current are proposed by [102] to
minimize battery cell aging. The choice of charging profile influences battery cell
temperature, aging and charging speed. In all cases, the SoC follows a nonlinear
function which is a crucial notion for charge scheduling. For example, survey pa-
per [168] lists the assumption of linear SoC behavior as one of the main topics of
future research in charge scheduling. The simplest approach to the nonlinear func-
tion found in related work such as [68, 161, 175] is to use a rough approximation
and to assume the battery is only in the CC or CP phase. We present approaches to
address nonlinear charge profiles in smart charging in chapters 5 and 6.
Voltage State of charge
Current Power
Time
Constant-current, constant-voltage (CCCV) charging
Figure 2.1: Constant-current, constant-voltage (CCCV): The charging profile be-
gins with a constant-current phase followed by a constant-voltage phase [134]
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Voltage State of charge
Current Power
Time
Constant-power, constant-voltage (CPCV) charging
Figure 2.2: Constant-power, constant-voltage (CPCV): The charging profile begins
with a constant-power phase followed by a constant-voltage phase [134]
2.2.3 Battery packs
A single battery cell does not produce enough power for an EV [134]. In practice,
many small battery cells are thus combined into modules. A number of modules
(specific to each EV model) make up a battery pack. A schematic representation is
shown in Figure 2.3.
Reasons for using many small cells over few large cells in EVs include costs
and thermal management [122]. First, existing manufacturing processes are opti-
mized to smaller battery cells such as the 18650 form factor. Second, it is easier to
keep small cells at acceptable temperatures compared to large cells.
With regard to battery pack topology there are different ways of how battery
cells can be connected within a module and how modules can be connected to each
other [134]. Two examples are:
• Series-connected battery cells and parallel-connected modules (SCMs): Within
each module, the current is the same per cell while voltage is added. Within
the battery pack, the voltage is the same per module while current is added
(see Circuit 2.2).
• Parallel-connected battery cells and series-connected modules (PCMs): Within
each module, the voltage is the same per cell while current is added. Within
the battery pack, the current is the same per module while voltage is added
(see Circuit 2.3).
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Battery pack
Battery cells Modules
Figure 2.3: Schematic representation of a battery pack: A pack is composed of












Circuit 2.2: SCM: Battery pack composed of parallel-connected modules and
series-connected cells within each module (adapted from [134])
The choice of battery pack topology is influenced by desired power output (kW),
desired capacity (kWh) and safety concerns. To recap, cell voltage is determined
by its chemistry. There is a limit on the current per battery cell that is determined
by its construction. Thus typically battery cells are connected in parallel [134].
The number of battery cells per module is also determined by safety concerns.
For example, [134] gives a 50V maximum per module, which would allow roughly
14 Lithium-ion cells with a nominal voltage of 3.6V in an SCM. The total voltage
for the battery pack is typically chosen as less than 600V due to cost: Components
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Circuit 2.3: PCM: Battery pack composed of Ns modules in series and Np cells in
parallel per module (adapted from [134])
for higher voltages are more expensive. There are, however, recent developments
on EVs based on 800V which would also allow for faster charging [1, 43].
In this work, we use the standard NssNpp notation to describe the structure
of a battery pack composed of parallel-connected cell modules (PCMs). The two
variables Ns and Np are important inputs for modelling and simulating a battery
pack. For example, in chapter 5 we model a Tesla Model S with a 96s74p bat-
tery pack [96]. This means the battery pack consists of 96 modules in series with
74 battery cells in parallel per module [125]. Another example is the Renault Zoe
with a 96s2p configuration.
Notably, both EV models battery packs are composed of 96 modules. The num-
ber of modules is chosen in order to reach 400V, a standard voltage for EVs [1].
To recap, the voltage of each module is added. Since cells within the module are
connected in parallel, the voltage within the module stays the same. Each mod-
ule would then have a voltage of 4.16V, a typical voltage for Lithium-ion battery
cells. However, the battery cell used in the Renault Zoe (LG E63 [125]) is larger
compared to the battery cell used in Tesla’s Model S and produces a higher cur-
rent. Thus fewer parallel-connected battery cells are required per module (2 instead
of 74).
2.2.4 Battery management system (BMS)
A battery management system (BMS) consists of the hardware and software com-
ponents required to manage a battery pack. The hardware components include the
electronic circuitry to make measurements such as battery temperature and voltage.
The software manages battery charging and discharging by controlling current to
the battery and calculates SoC based on measurements.
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There are five functional requirements for a BMS per [134]:
1. Sensing: Detect high voltages via measurements
2. Protection: Provide safety to the operator. In extreme conditions, this may
require disconnecting the load from the battery pack. For example, overdis-
charging must be avoided for Lithium-ion battery cells because it could lead
to short-circuits.
3. Interface: Must provide communication to external components in EVs
4. Performance management: Estimate SoC
5. Diagnostics: Estimate state of health (SoH)
Other goals of the BMS include maximizing battery life. From a cost perspec-
tive the BMS itself adds costs to the construction of an EV. Financially, it only
makes sense to add a BMS in applications such as EVs where the cost of the bat-
tery pack itself or the cost of failure is high. Next to EVs, applications with large
battery packs that require a BMS include stationary batteries for grid frequency
regulation as discussed in section 2.4.2.
From the perspective of charge scheduling the BMS controls the charging pro-
cess of the battery. The BMS decides on the charging profile to apply. The hard-
ware of the EV determines whether single-phase or three-phase charging is applied.
Lastly, the BMS communicates with the charging station via protocols such as IEC
68150 [141]. This communication includes how much power the EV is allowed to
draw via charge plans.
2.2.5 Charging systems
This section describes how energy from the grid is used to charge the EV’s battery.
Today’s electrical grid and transmission systems are based on alternating current
(AC) [28]. However, batteries are charged with direct current (DC). The charging
system is responsible for converting AC to DC.
As discussed in section 2.3.2 there are three different phases (for the purpose of
this work, three different cables) of AC from the grid. EVs are typically designed to
use single-phase or three-phase charging [45]. The number of used phases depends
on the circuitry of the EV. The underlying trade-off is related to the complexity of
the EV’s charging circuitry: Three-phase charging is faster but also requires a more
complex charging system.
To convert AC to the required DC an AC-DC converter (also named rectifier)
is used. A schematic representation is shown in Figure 2.4.
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Single phase charging
Three phase charging
AC-DC Converter Battery packAC Grid
AC-DC Converter Battery packAC Grid
Figure 2.4: Schematic representation of single-phase (top) and three-phase (bot-
tom) charging, adapted from [45]. In both cases, an AC-DC converter is required
to convert the grid’s AC to the DC required for charging batteries. The fourth line
in three phase charging represents the neutral conductor.
Different types of EVs (sometimes referred to as xEV) have different require-
ments as to the battery pack and to the BMS [134].
• Hybrid electric vehicles (HEVs) possess a battery pack with a small amount
of stored energy used to support a gasoline-based motor during certain pe-
riods such as acceleration. The electric motor is not used on its own. The
battery pack is charged by the gasoline motor when power is available, for
example during breaking. Since HEVs do not charge using charging stations
they will not be further discussed in this work.
• Plug-in hybrid electric vehicles (PHEVs) have an electric motor that can be
used to drive on its own in addition to a gasoline-based motor. Compared
to HEVs, the battery pack is larger and charged by plugging a cable into a
charging station. EVs of this type typically charge on a single phase with
16A (3680W) or 32A (7360W).
• Battery electric vehicles (BEVs) only have an electric motor. A BEV’s range
relies completely on the battery pack. BEVs usually charge on a single phase
or three phases at 16A (11040W) or 32A (22080W).
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2.2.6 Implications for charge scheduling
The previous sections discussed battery cells, charging profiles, battery packs, bat-
tery management system (BMS) and charging systems. In practice, charging pro-
files in particular have a large impact on the effectiveness of smart charging. The
control of the BMS supersedes any charge plans communicated by the charging
station. Thus the EV’s power draw PEV is the minimum of the applied charge plan
PChargePlan and the charging profile PChargingProfile in equation (2.5).
PEV = min{PChargingProfile, PChargePlan} (2.5)
In Lithium-ion cells charging power is reduced towards high SoC to minimize
battery aging. We model charge profiles for smart charging in chapters 5 and 6.
2.3 Charging infrastructure
This section describes the electrical infrastructure used for charging EVs. In smart
charging, the accuracy with which the charging infrastructure is modelled deter-
mines the practicality of the approach. For example, a charge scheduling approach
may model charging stations but ignore the charging infrastructure. Such a charge
scheduling approach would be difficult to apply in practice since there are charging
infrastructures in which stations may not be used concurrently. Limited charging
infrastructures are discussed in more detail in chapter 3. This work takes into ac-
count the charging infrastructure up to the connection to the grid. In practice, the
connection is represented by the transformer which converts high voltages to the
230V used in charging stations.
In the following we first describe the so-called simultaneity factor. The factor is
an essential aspect of a standard for planning electrical networks and represents one
of the main motivations for smart charging. Next, we explain load imbalance which
results from EVs charging on a single phase and the topology of the electrical grid.
Lastly, characteristics of charging stations are discussed.
2.3.1 Simultaneity factor
In Germany, the simultaneity factor is defined by the DIN VDE 0100 [140] stan-
dard. In general, this factor describes the relation between the sum of consumers
and the maximum power rating of an electrical network. For example, in an elec-
trical network with a maximum power rating of 50kW and two constantly running
consumers with 20kW each the simultaneity factor would be 0.8 [80]. The factor
is an important indicator for planning an electrical network.


































Simultaneity factor 𝑔 = 1
Figure 2.5: Simultaneity factor: Installing further charging stations is not permitted
without an energy management system
In the context of electric mobility, DIN VDE 0100 states that the electrical
infrastructure must be planned assuming a constant simultaneity factor of 1.0 per
charging station unless an energy management system is applied [121].
Consequently, without an energy management system the number of charging
stations is constrained by the maximum power rating of the electrical network. For
example, if the maximum power rating of the network is 220kW and each charging
station is able to draw 22kW then maximum number of allowed charging stations
is ten. This setting is shown in Figure 2.5.
A typical AC charging station is able draw 22kW (or 32A per phase). Naive
approaches to reducing the simultaneity factor include constraining each charging
station to 11kW (or 16A per phase), thus doubling the number of allowed charging
station but also potentially doubling the duration of charging processes.
However, if an energy management system is applied, the number of charging
station is only constrained by the charging duration and the number of parking
spaces. This assumes the physical charging stations themselves are not the main
cost factor in a charging infrastructure. In this work we assume the main cost factor
is the connection to the grid. Other cost factors in a charging infrastructure are staff
costs, market access, operations and maintenance [106]. In the context of charge
scheduling the energy management system would be responsible for computing
and communicating schedules and ensuring that the maximum power rating of the
electrical network is not exceeded.
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2.3.2 Load imbalance
As described in section 2.2.5 EVs typically either charge on a single phase or on
three phases of alternating current (AC). This section gives a short description of
how and why three phase AC electricity is generated. To begin with, a generator
generates power via electromagnetic induction by using magnets and electric coils.
This produces AC [142]. However, instead of using just one electric coil, multiple
coils are used that move in relation to the magnet (or vice versa). Using multiple
components produces several alternating currents that are offset to each other by
phase shift φ. A common number of phases is three, for example in Europe. A














Figure 2.6: Diagram of power generator (adapted from [142])
One reason for using three phases is that power never drops below zero, pro-
ducing a more constant power output compared to using fewer phases [28]. The
resulting voltage in a three-phase system is shown in figure 2.7.
To implement three-phase power, a three-phase, four-wire system can be used
[153]. One wire is used per phase and the fourth is the neutral conductor. A star
connection (figure 2.8) is a possible connection between a generator and the grid.
The load imbalance is defined as the current IN flowing through the neutral
conductor. The load imbalance IN should be minimized to protect the electrical
infrastructure, in this case the power generator and transformers. For quantifying
the load imbalance different methods have been proposed [153]. In three phase

























Figure 2.8: Schematic representation of a power generator connected via a star
connection (adapted from [142]) in a three-phase, four wire system: L1, L2 and L3
as well as the neutral conductor N each represent one cable.
systems, the overall current can be expressed as the combination of three separate
currents and associated phase angles, with a pairwise offset by 360°/3 = 120°.
Each such current Ij for one phase can be represented by a polar vector with magni-
tude |Ij | and angle φj ∈ {0°, 120°, 240°}. In practice, φj is affected by resistances
and components involved in the charging process.
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In this work we reduce the complexity of calculations by assuming constant
voltage in the network (230V) and by using a vector approximation which calcu-
lates the neutral current IN as the sum of the three polar vectors (equation 2.6).
Equation (2.7) represents the corresponding explicit form for computation where
variables |Ij | are replaced with the measured currents per phase. To derive equa-
tion (2.7) from equation (2.6), Pythagoras theorem is applied after a projection of
the individual phase current vectors into two-dimensional Cartesian coordinates.
|IN | = |I1 + I2 + I3| (2.6)
|IN | = sqrt((|I1| ∗ cosφ1 + |I2| ∗ cosφ2 + |I3| ∗ cosφ3)2+
(|I1| ∗ sinφ1 + |I2| ∗ sinφ2 + |I3| ∗ sinφ3)2)
(2.7)
Equation (2.6) is nonlinear which makes it more difficult to later model and
minimize using linear optimization. We later discuss a linear approximation of
equation (2.6) in chapter 3 in order to use it in a linear optimization model. We
then minimize load imbalance.
Minimizing load imbalance is motivated by power network operators who run
AC transmission systems for long-distance transport of electrical energy. When-
ever there is significant imbalance between the three phases of AC power the op-
erators must reduce the imbalance to prevent damage to power transformers and
generators. Operators require consumers to contribute towards minimizing load
imbalance.
In the context of charge scheduling, load imbalance is caused in large part by
EVs charging on a single phase. An EV charging on three phases does not cause
load imbalance since it draws equal current per phase. In practice, the current may
vary slightly from phase to phase. In this work, we assume three-phase charging
draws equal current per phase.
However, single-phase charging causes load imbalance since it uses only a
single phase. The phase used in a charging process cannot be changed once the
process has started and is determined by the EV’s and charging station’s hardware.
Charge scheduling offers an opportunity to address load imbalance. First, EVs
can be assigned to charging stations such that single-phase EVs do not charge on
the same phase. The topic of how charging stations are connected to the grid with
phase rotation is discussed in section 2.3.3. Second, single-phase EVs charging on
different phases can then be scheduled to charge at the same time thus cancelling
out each other and minimizing load imbalance.
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2.3.3 Electrical network topology
We model the infrastructure per car park in a hierarchical structure as a tree of
fuses. In practice both fuses and circuit breakers are used as electrical safety de-
vices. Each node contains a fuse that may have a charging station or other nodes
as children. For example, the fuse tree considered in chapter 3 has a depth of four
which corresponds to a real installed infrastructure. Components of the installation
are shown in Figure 2.9. A visualization of a hierarchical fuse tree is presented in
chapter 7.
Figure 2.9: Hierarchical infrastructure installation: Charging stations connected
to horizontal conductor bars, connected to vertical conductor bars, connected to
transformer
• Charging stations (bottom left): Each charging station is able to charge one
EV. Some charging station models with two plugs are able to charge two
EVs concurrently. A charging station able to charge two electric vehicles is
considered to have two charge points.
• Conductor bars: Conductor bars (top left and middle) are used to connect
charging stations to the transformer and thus to the grid. Each cable in each
conductor bar is secured by a fuse.
• Transformer (right): The transformer transforms the high voltages of the grid
to lower voltages in order to supply charging stations with the 230V required
by consumer devices
In the following, we assume each charging station has one charge point. Each
charging station is connected via three phase alternating current (three-phase four-
wire system in Germany). Phase rotation is used to determine which phase of
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the charging station should be connected to which phase of the electrical grid.
Figure 2.10 shows a sketch of a possible charging station installation where phases
are rotated. The reason for the phase rotation is to allow minimizing load imbalance
as discussed in the previous section. To summarize: If phases were not rotated
all single-phase EVs would charge on the first phase because there would be no
















Figure 2.10: Charging station installation with phase rotation: Connection of grid
phases are rotated to charging station phases to allow minimizing load imbalance
for single phase EVs
2.3.4 Charging stations
A charging station, or electric vehicle supply equipment (EVSE), acts as conduit
for EVs to receive energy from the electrical grid. For example, charging stations
are responsible for receiving charge schedules and communicating to the EV how
much power may be drawn. Charging stations include hardware as well as software
components [82].
On the one hand, hardware components include a fuse to act as a safeguard
against the EV drawing too much power. If the EV does draw too much power only
one charging station is disabled instead of a complete conductor bar described in
the previous section.
On the other hand, software components include an operating system (OS).
For example, one of the charging stations we use in the practical smart charging
approach in chapter 7 runs on Buildroot, a system for running Linux on embedded
systems.
Other components include those designed for communication with either other
charging stations or a backend server. Typical setups consist of an antenna for
WiFi/cellular networks or an Ethernet connection. The Ethernet connection is more
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reliable and robust but also more expensive to set up. In the practical smart charg-
ing setup discussed in chapter 7 an antenna was connected to each charging station
for internet access.
In the context of charge scheduling, each charging station must be able to
receive and implement charge schedules. There are proprietary as well as open
protocols for communication with a backend [141]. For the practical aspects in
this work, we will assume charging stations communicate with a backend via
OCPP 1.6 [124].
2.4 Other factors in charge scheduling
2.4.1 Peak shaving
Types of peak shaving
Peak shaving addresses the matching and timing of supply and demand in the elec-
trical grid [162]. A common goal of smart charging is to mitigate peak demand or
shift time periods of high demand to periods of low demand. One of the benefits of
a more even power demand throughout the day is a simplified energy production.
Additionally, power quality is a result of how well supply and demand is matched
in the electrical grid. Power quality is discussed further in the context of balancing
energy in section 2.4.2.
The load factor in equation (2.8) is an example of how the effectiveness of






Figure 2.11 visualizes the motivation behind peak shaving and the importance
of the simultaneity factor. Data from a typical week day is shown from a car park
with many EVs charging concurrently. There is an easily recognizable peak which
can be smoothed via peak shaving.
A review on the state of the art of peak shaving [162] categorizes methods into
several groups.
Traditional methods. Peaks may be mitigated from the perspective of the
energy provider via gas power plants or diesel generators.
Integration of storage systems. Sizing and the optimal operation of storage
systems are two commonly addressed research topics. Actual projects with large
storage systems such as stationary batteries range from several hundred kW to


















































Figure 2.11: Car park energy consumption on a week day with over 100 charg-
ing stations. There is an easily recognizable peak starting at roughly 08:00 when
employees typically arrive at the workplace
several MW with an energy capacity of several MWh. The goal is usually to charge
the storage system when demand is low and to discharge during peak demand.
Such approaches may help reduce CO2 emissions [86] by supporting power
plants based on fossil fuels. For example, by reducing load variability periodically
starting and stopping power plants can be avoided [63]. The process of starting
and stopping a power plant in itself consumes fuel. Additionally, compared to
other energy sources which must be physically started or stopped, batteries can be
easily used to draw power or to discharge energy and react to changing demand
quickly.
Demand side management. Typically, demand side management is imple-
mented by scheduling consumers to draw power when demand is low. Consumers
include controllable home appliances such as washing machines, dish washers or
HVAC units [21] but also EVs. Such devices are heterogeneous in terms of power
draw and scheduling constraints.
Integration of EVs. Research on the integration of EVs may assume EVs
possess vehicle-to-grid (V2G) capabilities. In other words, EVs are able to dis-
charge energy back into the grid. Research on charge scheduling such as [169]
often discusses valley filling together with peak shaving. Similar to stationary stor-
age systems, valley filling and peak shaving are implemented by charging during
times when power demand in the grid is low and to discharge when demand is
high. However, from a practical perspective the topic of integrating EVs for peak
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shaving is different to storage system because it involves the control of many small
agents vs the control of few large storage systems.
To give an idea as to the size of batteries, current BEVs posses batteries in the
range of 20-100kWh. In contrast to stationary systems, the entity implementing
peak shaving has little or no influence on the sizing of the individual EVs since
EVs are not bought for the purpose of peak shaving. Instead, the topic of EV
availability is introduced as discussed in section 2.1.
Demand charges
As explained in the previous paragraphs, peak shaving is often used as one of the
main motivations for charge scheduling. The following passage explains demand
charges [128] (or network charges), one of the financial motivations for peak shav-
ing.
In the context of the electrical network, high peak demand influences the plan-
ning and sizing of infrastructure. The infrastructure must be planned according
to the highest peak, otherwise it will be overloaded during peak demand. From a
financial perspective, demand charges are used by energy providers to make con-
sumers pay for generated peaks.
Depending on the country and contract, peak demand is typically recorded
monthly, bi-annually or annually. In Germany, the hours of use represent the ratio
of consumption to peak demand and are computed by equation (2.9). Demand
charges are computed by equation (2.10) [62]. The capacity charge variable is a
function of the hours of use and is set by the energy provider. This equation is
designed to incentivize the consumer to mitigate peaks.




Demand charges [e] = Capacity charge [e/kW] ∗ Peak demand [kW] (2.10)
Lastly, more dynamic scenarios may also be considered for charge scheduling.
For example, other consumers in the infrastructure may also be taken into account.




Energy markets make use of auction mechanisms to decide energy distribution and
its price [74]. Energy providers and consumers submit bids. An important aspect
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of energy markets is that the electricity output and consumption must be equal.
This aspect is described in more detail in the passage on balancing power.
Due to the international energy market in Europe, electricity transmission across
multiple countries must be coordinated. Different exchanges offer spot markets
such as the intraday and day-ahead markets in different regions. Later in this work
we will later use price data from the EPEX SPOT SE which is the exchange respon-
sible for France, Germany, Austria and Switzerland. Here, the day-ahead energy
market is implemented by daily auctions at noon for electricity in units of 1MWh.




































Figure 2.12: Sample historical electricity prices from the intraday market in Ger-
many [152] on a typical weekday in October 2017 used as input for the charging
simulation
Balancing power
Balancing power (or control power) can be defined as the ability to ”maintain and
restore the short-term active power balance in integrated electricity systems” [67].
In the electrical grid, power must be balanced between producers such as genera-
tors and consumers such as factories (or electric vehicles).
One way of measuring power balance in the electrical network is measuring the
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Type Primary Secondary Tertiary
Response time 30s 5 minutes 15 minutes













are able to start
quickly
Table 2.1: Overview of balancing power types [67]
frequency of the transmitted alternating current (AC). Typical AC frequencies are
50Hz as in Germany or 60Hz as in the USA. An oversupply of electricity or too
much demand by electrical consumers cause frequency deviations. Mechanisms
such as motors making use of electricity are built to work with a standard fre-
quency. Frequency deviations can be harmful to such machines. One mechanism
to keep electrical networks at the predefined frequency is balancing power.
Balancing power may be supplied as positive or negative power in response
to current grid electricity production and consumption [154]. Positive balancing
power is achieved by activating loads (or deactivating producers) while negative
balancing power is implemented by activating producers (or deactivating loads).
There are three types of balancing power (shown in Table 2.1). Each type of bal-
ancing power has different requirements as to how fast the response must be [67].
Similar to the energy spot markets described in the previous section, balancing
power is implemented as an auction in a balancing energy market. Entities may
submit bids to provide a certain amount of positive or negative balancing power for
a certain timeslot. For example, the timeslot for secondary and tertiary power in
Germany has a length of four hours. Bids are made in units of MW. Entities may
be paid for making available the balancing power as well as if the balancing power
is actually requested. Recently, regulatory changes were announced in Germany
for submitting bids for balancing power [17]. The aim is to facilitate access to the
three types of balancing power, specifically for renewable energy sources.
The goal is to replace conventional energy generation with renewable energy
sources, specifically wind and photovoltaic power. For example, secondary balanc-
ing power was changed from a weekly to a daily tender and the positive/negative
power offer must only be available for four hours, making it easier to submit bids.
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2.4.3 Implications for charge scheduling
Peak shaving
Peak shaving is one of the main objectives addressed in chapter 3. It is one of
the most intuitive objectives associated with charge scheduling as EVs are often
considered as a flexible consumer.
Spot markets
A common approach in charge scheduling is to discretize time into 15 minute
timeslots [168]. These 15 minute intervals correspond with the structure of the
spot markets: 15 minutes for intraday and 60 minutes for day-ahead spot markets.
The approaches presented in this work follow the same approach of discretizing
time. A charge schedule is a set of charging assignments for an EV. Each assign-
ment represents the EV charging at a certain power in a certain timeslot and may
be based on results of the bidding process in the energy markets.
Related work considering the auction processes in energy markets for charge
scheduling include [3, 12, 60, 126]. Typically, day-ahead spot markets are consid-
ered. With regard to optimization in charge scheduling, participating in day-ahead
markets imposes less constraints on computation time compared to intraday mar-
kets. For example, [12] discusses the effects of charge scheduling on day-ahead
energy market prices. [126] considers prosumers in general and models the bidding
process together with scheduling. EVs that are able to charge as well as discharge
energy can be considered prosumers. An explicit bidding strategy for day-ahead
energy markets is proposed in [60] to minimize EV charging costs. Lastly, an ap-
proach combining EVs discharging energy and uncertain renewable energy sources
aims to increase reliability in energy trading [3]. In this work, we approximate the
auction process of the intraday market and assume a constant price in e/MWh
per 15-minute interval. This approximation of the energy market is a standard
approach in related work on charge scheduling [89].
Balancing power
EVs can be used as a possible source of balancing power [41], either by discharg-
ing (positive balancing power) or pausing the charging process (negative balancing
power). EVs with long standing times in particular offer flexibility since EV bat-
teries are able to respond quickly. With regard to the current state of technology,
charge scheduling of EV fleets can be used to supply negative balancing power
by pausing EV charging. EVs with vehicle-to-grid (V2G) capabilities are not yet
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widespread. Future EV models with V2G capabilities may offer positive balancing
power.
In practice, the order of magnitude required for being able to bid on balancing
power with EVs alone is high. As shown in Table 2.1 the minimum bid for balanc-
ing power is 1MW which would require a minimum fleet of 45 EVs assuming a
fleet of BEVs charging with 22kW. Regulatory processes to become pre-qualified
to bid for balancing power further make it difficult to participate in the balancing
energy market [67]. During the minimum four hour timeslot required for bidding,
the bidder must guarantee being able to provide the balancing energy. Alterna-
tively, EVs may be incorporated in a virtual power plant (VPP) which may take
into account other resources such as renewables energy sources [113]. The com-
plexity of scheduling in a VPP-based approach would grow corresponding to the
number of resources.
Related work on contributing balancing power via smart charging includes [41,
61, 115]. For example, EVs may provide positive as well as negative balancing
energy in order to balance wind power generation [41]. EVs are assumed to possess
V2G capabilities and are able to discharge energy. In contrast, [61] considers the
purchase of energy in day-ahead spot markets as well as offering balancing services
for power generation via wind power. In other words, the forecast error of wind
power is balanced. Lastly, [115] optimizes EV scheduling for day-ahead spot or
balancing energy markets to maximize aggregator profits.
2.5 Objectives and constraints
This section discusses the objectives and constraints which we focus on in this










Figure 2.13: Objectives of charge scheduling
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Driver satisfaction
In this work we quantify driver satisfaction [29] as maximizing the average SoC
over all EVs. Ideally, EV drivers would not notice charge scheduling being applied.
In other words, the EV should be fully charged upon departure.
Important factors in maximizing SoC include knowing the EV’s model and
EV availability. Characteristics of the EV’s model include aspects discussed in
section 2.2 such as single-phase or three-phase charging, the charging rate and the
battery’s capacity. The topic of EV availability is addressed in detail in chapter 4
where regression models are trained on historical data to predict an EV’s departure
time.
In the context of the private charging infrastructure discussed in section 2.1 the
goal in this work is to distribute energy as fairly as possible. In other words we
maximize fair share. In all of the following chapters, the objective of maximizing
average SoC will be considered the most important.
Energy cost minimization
Minimizing energy costs is perhaps the most intuitive objective. EVs should charge
when energy is cheap. If a V2G scenario is considered EVs should discharge when
energy is expensive. From the perspective of the operator or aggregator profit max-
imization is also sometimes considered [115] which is more relevant for public
charging infrastructures.
Depending on the chosen level of abstraction, energy spot markets can be con-
sidered directly and the charge scheduling approach participates in their auction
processes as in [60,126]. In this work, we assume a simplified energy market with
a fixed energy price in e/MWh per 15-minute interval.
Peak shaving
Peak shaving is monetary in nature but directly computing costs is not as simple
compared to computing energy costs. Usually charge scheduling addresses day-to-
day scheduling. However, as discussed in section 2.4.1 the highest load is recorded
per period (half a year or a full year). Additionally, the highest peak often depends
on other consumers in the electrical network.
Lastly, the objective of peak shaving can be at odds with energy cost minimiza-
tion. For example, energy cost minimization may dictate all EVs charging during
an especially cheap period. However, all EVs charging concurrently would likely
lead to a peak. Figure 2.14 shows an example where the two different objectives
are followed with charge scheduling using the energy prices in figure 2.12.
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Figure 2.14: Minimizing peak demand vs minimizing energy costs: The same
amount of energy is charged in both graphs. The graph on the right shows several
peaks but the energy costs are roughly 10% less compared to the left graph
Load imbalance
The topic of load imbalance and how it is caused by EVs is discussed in sec-
tion 2.3.2. To recap, EVs charging on a single phase can lead to load imbalance.
Thus one objective of charge scheduling is a to assign single-phase EVs to charg-
ing stations such that phase usage is distributed more equally in order to minimize
load imbalance.
Constraints
In the following we describe hard constraints in smart charging. To recap, a charg-
ing station may have multiple charge points. Each charge point may only be con-
nected to a single EV at any single point in time.
With regard to the EV itself, charge scheduling cannot cause damage to the
EV’s battery. This is because there is an autonomous entity, the EV’s BMS, re-
sponsible for protecting the battery. If necessary, in cases such as overheating the
BMS will stop or pause the charging process.
However, not correctly modelling the battery can lead to suboptimal charge
schedules. For example, a common assumption is that the EV’s battery can always
charge at full power. Charging profiles such as constant-current, constant-voltage
(CCCV) lead to power declining towards the end of the charging process at high
SoC. Consequently, if we assign full power to the EV but the EV does not make
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full use of the power we produce suboptimal charge plans with a gap between
scheduled power and actual power draw. Such suboptimal schedules were observed
during the smart charging field test in chapter 7. Taking battery behavior into
account in charge scheduling is addressed in detail in chapters 5 and 6.
In contrast to the EV, charge scheduling can cause damage to components of the
charging infrastructure such as blowing fuses or overloading the infrastructure. The
charging infrastructure must thus be correctly modelled in any charge scheduling
approach. EVs must be scheduled such that the infrastructure is not overloaded.
2.6 Related work
2.6.1 Objectives and methods
There is a large body of research on creating optimal schedules for charging EVs.
Surveys such as [47,89,117,168] provide a detailed overview of charge scheduling
approaches. Related work on smart charging deals with different objectives such as
maximizing profit [186], minimizing energy costs [36,52,129,147] assigning EVs
to parking spaces [158], mitigating battery aging [161], stabilizing power load [75]
or maximizing driver satisfaction [2, 29, 40, 92, 146, 175]. In this work, we con-
centrate on maximizing state of charge (SoC), one aspect of driver satisfaction, in
order to maximize fair share across a fleet of EVs.
Multi-objective charge scheduling approaches focus on the trade-off between
optimizing different objectives. For example, in chapter 3 we consider the trade-
off between minimizing peak demand and minimizing energy prices as discussed
in section 2.5. Typical methods for addressing multi-objective problems include
formulating Mixed Integer Programming (MIP) or evolutionary models. For ex-
ample, [165] considers the objectives of locating and sizing of charging stations
as well as minimizing power loss and voltage deviations. [11] analyzes objectives
in charge scheduling from the perspective of different stakeholders such as energy
providers and customers and their potentially conflicting objectives. For exam-
ple, customers may want their EVs to charge as soon as possible while the energy
provider may want to delay EVs charging in order to improve power quality or to
maximize profits. [181] optimizes two contrasting objectives of minimizing costs
and minimizing emissions and analyzes Pareto optimal solutions. Solutions are
created by a nonlinear MIP model converted to a linear version. Similarly, [176]
minimizes investment costs, energy losses and maximizes charging station profits
but uses evolutionary algorithms (instead of a MIP) and analyzes the Pareto fron-
tier. [75] minimizes peak demand by applying peak shaving together with valley
filling and minimizes economic loss. Several variations of evolutionary algorithms
are implemented and compared. [57] minimizes the two different objectives of EV
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charging costs and load variance. Lastly, [150] proposes a day-ahead scheduling
method based on a MIP model to hold a minimum reserve together with minimiz-
ing EV charging costs.
With regard to multiple objectives we additionally consider secondary objec-
tives in chapter 3. We focus on the four objectives of maximizing fair share, min-
imizing energy prices, minimizing peak demand and minimizing load imbalance.
To this end and similar to related work we also analyze pairwise Pareto fronts and
Pareto optimal solutions.
Methods for smart charging include queuing theory [184], game theory [103,
138], evolutionary algorithms [75], model predictive control [36,147] and schedul-
ing techniques from traditional operations research such as MIP [52, 129] and a
nonlinear variation [132]. We refer to [168] for a survey of smart charging from
an algorithmic perspective. In this work we use a MIP together with a heuristic
algorithm to compute schedules for smart charging (chapter 3). We later use other
methods such as regression models (chapters 4 and 6) to improve the heuristic
algorithm.
2.6.2 Scenario
Smart charging is often considered in a micro smart grid [47] such as at the work-
place on company premises [53, 72, 171]. For example, [72] forecasts available
curtailment power and takes into account aggregated building loads to control EV
charging with the goal of minimizing peak load. Similarly, [171] optimizes usage
of photovoltaic systems and EV charging to reduce energy costs. An artificial neu-
ral network is used as a regression model to forecast base load power consumption.
Furthermore, [53] analyzes the impact of providing employees with incentives to
charge at home as well as at the workplace. Lastly, [8] combines the control of
wind power generators and EV charging for micro grid primary frequency regu-
lation. We focus on the workplace which is characterized by EVs with routine
arrivals and departures.
Smart charging approaches can be categorized into either centralized or decen-
tralized approaches [47]. In centralized approaches, an entity such as the aggrega-
tor or system operator computes and distributes charge schedules. In decentralized
approaches, charging stations may act autonomously or cooperatively with other
charging stations. A typical way of modelling decentralized approaches is by us-
ing multi-agent systems. Compared to centralized approaches, decentralized ap-
proaches have a lower communication burden. However, centralized approaches
allow for a more holistic view including energy prices or other additional informa-
tion, allowing a more optimal use of the charging infrastructure [47]. This work
focuses on centralized approaches to charge scheduling.
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2.6.3 Time of planning
There is extensive literature proposing methods for day-ahead or offline plan-
ning [22, 27, 31, 34, 101, 103, 104, 116, 187, 189] while considering different ob-
jectives. To begin with, [27] considers a scenario where EVs and buildings share
a common electric infrastructure such as the transformer. In scenarios with a
shared infrastructure consumers which may not be as flexible as EVs must be
taken into account in order to avoid overloading the infrastructure. [103] formu-
lates a quadratic programming model using game theory to model how energy
prices in the spot markets and EVs charging influence each other. [116] focuses on
security aspects in smart charging and minimizes security risks such as malware
spread between EVs and charging stations through vehicle-to-charging station as-
signment. Lastly, [104] proposes a MIP model to minimize possible congestion in
a distribution network with a high penetration of EVs. Typically, such day-ahead
approaches schedule EV charging well in advance and do not take into account in-
put data collection, data reliability, computation time or the practical applicability
of schedules.
Real-time planning approaches [2, 8, 14, 32, 48, 53, 65, 101, 114, 130, 146, 157,
166, 167, 179, 183] dynamically create EV schedules. The problem formulation
is equivalent to coordinated EV charging. However, additional considerations
such as computation time must be taken into account. A typical approach is to
utilize queues based on a priority function to decide which EVs may load. Pri-
ority may be based on maximizing battery state of charge (SoC) [2], reducing
load imbalance [32], reducing consumption peaks [101, 130, 183] or maximizing
profit [179]. [157] considers two binary programs. First, a daily load profile is
created based on a linear program. Second, the number of pauses in each EV’s
charging process is minimized. The EV’s charging power is modelled as a discrete
variable. [146] uses an EV charging queue to minimize system operating costs and
maximize driver satisfaction. [166] considers a V2G scenario and schedules EVs to
smooth power fluctuations by charging or discharging when needed. Additionally,
spatial constraints are modelled to take into account range anxiety of EV drivers.
Similarly, [65] schedules EVs to improve power quality by offering voltage sup-
port.
Hybrid approaches take into account both times of planning. For example, [146]
proposes an approach for smart charging by combining an approach for predicting
the number of EVs in future with a two-stage optimization model for real-time
smart charging. [65] considers a V2G scenario and proposes a real-time control
approach together with an hours-ahead scheduling scheme. [64] presents a two-
stage approach. The first stage is a stochastic approach to renewable energies to
support energy trading ahead of time. The second stage is a Model Predictive Con-
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trol (MPC) strategy for EV scheduling in real-time. [105] describes a day-ahead
EV scheduling approach for energy procurement. Real-time charging decisions
are then made via an MPC-based approach.
In this work, we use a MIP model for day-ahead planning (chapter 3). Sim-
ilar to [2, 32, 130, 179] we use a real-time heuristic based on a priority function
for charge scheduling in real-time. The heuristic is designed to adapt schedules
computed by the MIP model to changing circumstances in real time.
2.6.4 Uncertainty
A subset of day-ahead approaches address the problem of uncertainty [22, 101,
189]. Typical uncertainties in charge scheduling include EV availability for charg-
ing and energy prices. For example, [101] uses stochastic linear programming to
propose a model to minimize peak demand. Instead of modelling EV availabil-
ity as a stochastic variable, [189] considers deadlines as hard constraints in order
to minimize energy prices. In a more deterministic charging scenario, [22] mini-
mizes the time spent charging for battery electric vehicles (BEVs) that are used for
deliveries and may only charge at predefined charging stations.
Another focus in smart charging is addressing EVs as the cause of uncer-
tainty [5, 59, 70, 72, 73, 98, 119, 127, 172]. Uncertain factors include the time in-
tervals in which EVs are available for charging and their SoC upon arrival. In
practice, accessing EV SoC is currently uncertain due to incomplete implementa-
tions of standard protocols for vehicle-to-grid communication [72]. In this work,
we assume the SoC upon arrival is known and in the following discuss only the un-
certainty in EV availability. One obvious approach to avoid uncertain availability
is to guarantee EVs a charging slot by reservations [5, 73] which may in practice
be influenced by driver reliability or misuse.
Alternatively, uncertainty can be addressed by predicting EV arrivals and de-
partures [59, 70, 98, 127, 172]. One approach to predicting EV availability is to
first estimate and then sample from a probability distribution. For example, [98]
estimates a Poisson distribution from a historical dataset. Samples are used as pre-
dictions which act as input for an optimization approach using MPC for schedul-
ing. A more complex approach [59] predicts the first daily departure time using a
time-series based forecasting technique. Their conclusions include that modelling
departure time with a theoretical probability distribution alone does not yield good
predictions.
A more sophisticated prediction method relies on regression models. A support
vector machine (SVM) was trained in [172] using historical data to predict arrival
and departure times of EVs on a university campus. Alternatively, an artificial
neural network (ANN) was used in [127] to predict daily arrival time and travel
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distance which in turn allows forecasting load throughout the day. An ANN was
also trained on historical data including arrival time and departure time in [70] to
improve grid usage by aggregators.
In chapter 4 we predict individual EV departure times within the fleet using
regression models trained on historical data similar to related work [70, 127, 172].
Predictions are used as input for our charge scheduling approach. In contrast to
references [70, 127, 172] we train and compare multiple regression models for EV
departure time prediction.
Studies [70,127,172] focus on the topic of EV departure prediction. However,
there is a lack of work on integrating the predicted departure time in smart charging
as well as quantifying the relation between prediction accuracy and scheduling
quality. In other words: By how much can smart charging be improved if a more
accurate departure time prediction was used? Chapter 4 presents an approach to
bridging this literature gap by training different regression models that have varying
levels of accuracy and by evaluating their predictions during smart charging.
2.6.5 Battery models
Charge scheduling models can have nonlinear aspects, for example in objective
functions or constraints [89]. Such models implicitly or explicitly contain a battery
model, which in itself can be linear or nonlinear. The battery model determines
how accurately battery charging is reflected.
The simplest battery model assumes a constant charging power. Simplify-
ing the battery model allows considering charge scheduling models which fo-
cus on other complex aspects such as nonlinear power systems [68], minimizing
costs incurred through battery aging [161] or taking into account renewable energy
sources [175].
More complex battery models assume a continuous function to express de-
creasing power over time or over SoC. For example, a linear approximation of
power as a function of SoC has been used to maximize profit at fast charging sta-
tions [88]. Similarly, an exponential function to approximate SoC as a function of
time was used to create a heuristic to minimize energy costs [20]. This particular
function has been used in other works such as [44] to evaluate the difference in
charge scheduling between considering battery power as constant and as decreas-
ing.
Battery models with piecewise defined functions allow a closer approximation
of the two distinct phases of constant-power, constant-voltage (CPCV) charging.
For example, the charge scheduling approach in [129] uses a piecewise linear func-
tion. Similarly, [159] defines a piecewise exponential function to approximate bat-
tery power as a function of time.
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In battery research, a standard approach to creating battery models is to use
an equivalent circuit model (ECM) [56]. The ECM can be described using dif-
ferential equations and simulated with a discrete time formulation [133]. There is
related work on charge scheduling that makes use of this approach, for example
using MPC to minimize energy costs for smart charging [36, 66]. An ECM is used
to simulate a battery charging with CPCV but the model is only used during sim-
ulation, not in the control model. Similarly, [147] uses MPC in combination with
a discrete time formulation of SoC for minimizing energy costs. However, power
available to charge batteries is assumed constant instead of as a function of SoC.
Works using ECMs and considering charge scheduling for single battery cells or
packs to maximize battery life include [100, 108, 151].
Survey [168] lists the assumption that battery charging is linear and indepen-
dent of SoC as one of the main areas for future work in smart charging. However,
in battery research, accurately modelling and simulating battery charging profiles
such as CPCV is standard practice [133, 160]. There is a lack of cross-discipline
work on charge scheduling for EV fleets which contain an accurate battery model
that reflects a charging profile. This work describes an approach to bridging this
gap between disciplines (chapter 5).
Next to ECMs, another type of traditional battery models are physical mod-
els [133]. Physical models are more accurate compared to ECMs but are also
more expensive computationally and thus unsuitable to apply in real-time [123].
Machine learning (ML) models present a recent development to predicting battery
behavior [38, 110]. We refer to a recent survey [123] for an overview of the state
of the art for predicting battery behavior based on internal EV battery data such as
voltage, current and battery pack configuration.
One difficulty of using a detailed battery model in smart charging for EV fleets
lies in the model’s parameterization. The parameterization is limited in practice by
data availability on operational conditions such as temperature and state of health.
Additionally, the EV’s battery management system (BMS) controls the selection of
the charging profile [100]. From the perspective of the charge point operator (CPO)
such battery models are even more difficult to apply for heterogeneous fleets. Dif-
ferent EVs each require one set of model parameters.
There is a lack of related work in smart charging which takes into account EV
charging behavior while also ensuring the practicality of the approach. To address
the literature gap, in this work we describe an approach without knowledge of
detailed battery model parameters. We use a data-driven approach with machine
learning models trained on historical time series data of EV charging processes.
The historical data was gathered by the CPO thus ensuring the applicability of the
approach in practice.
CHAPTER 2. FOUNDATIONS AND RELATED WORK 42
2.6.6 Forecasting
In the domain of smart charging, forecasts can be combined with EV schedul-
ing to improve resource utilization. Typical forecasts address uncertainties involv-
ing renewable energy sources, conventional electrical loads and charging demands
of EVs [163, 164, 171, 178]. Smart charging can be supported by forecasting re-
newable energy sources, conventional electrical loads and charging demands of
EVs [6, 10, 85, 127, 163, 164, 170, 171, 173, 182]. Forecasting is commonly imple-
mented with a regression model trained on historical data to predict future data.
Such regression models may in turn be directly used to support scheduling EV
charging [163, 164, 171].
For example, EV charging serves as a controllable load in the context of renew-
able energy production and can be used to increase self-consumption [163] as well
as to compensate forecast errors [164, 178]. Typical problems considered include
increasing photovoltaic (PV) self-consumption [163] or compensating day-ahead
renewable energy forecast errors by adapting EV schedules [164, 178]. Charge
scheduling has been used to compensate forecast errors of a wind power plant [164]
with a tradeoff between EV charging flexibility and energy cost minimization. A
different approach schedules EV charging as one of multiple controllable loads to
address uncertainty in renewable energy forecasts [178]. A forecast of EV velocity
has been used to improve fuel economy [182].
Predicting the charging demand of a fleet of EVs without detailed battery
knowledge is a well studied problem. For example, a fleet of EVs is simulated
based on three different static charging profiles in [136]. EVs are assumed to arrive
according to a probability distribution of arrival and departure times. An artificial
neural network (ANN) is used in [127] to predict daily arrival time and travel dis-
tance to allow forecasting load. Data on traffic patterns is used to forecast power
demand of a fleet of EVs [9]. Lastly, [42] uses a support vector machine (SVM) to
predict building power load while taking into account an EV fleet.
More granular approaches predict the charging demand of individual EVs. GPS
data from 76 (conventional) vehicles is used in [10] to simulate plug-in hybrid
electric vehicle (PHEV) charging processes. A constant battery size (24kWh) and
charging rate (3.7kW) is assumed. Similarly, an ANN is used in [120] to predict
individual charging profiles. The ANN is trained on data generated by a stochastic
random process. In contrast to considering charge profiles, there is also work on
predicting individual EV energy consumption during driving [177,188]. However,
we focus on EV charging profiles. In chapter 6 we use regression models trained
on real data to predict individual charging profiles while taking into account EV
specific characteristics.
An obvious approach to predicting EV charge profiles would be to use tradi-
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tional time series models for forecasting. Traditional time series models for fore-
casting univariate time series include Auto Regressive Moving Average (ARMA)
and Auto Regressive Integrated Moving Average (ARIMA) [19]. For example, [6]
uses an ARIMA model for forecasting the load demand of a parking lot. A fleet
of heterogeneous EVs is considered with a discrete set of constant charging rates.
Forecasts are then used in day-ahead scheduling. Furthermore, [58] uses an ARMA
model to predict PV generation. The ARMA model is combined with an EV
scheduling approach. Lastly, charging process time series from 20 real charging
stations are divided into fragments which are clustered using the Euclidean dis-
tance measure in [109]. Future energy consumption for a given fragment is pre-
dicted using the most similar existing fragment via k-nearest neighbours.
In this work, time series forecasting would be of interest for predicting indi-
vidual EV charge profiles. However, the integration of time series forecasting with
real-time smart charging is conceptually problematic because charge plans influ-
ence the course of each time series. Instead of time series forecasting we predict
individual EV power in relation to SoC.
2.6.7 Data-driven approaches
Related work on data-driven approaches in the context of electric mobility typi-
cally makes use of private datasets consisting of aggregated information on charg-
ing processes. For example, the statistics of 400.000 charging processes in the
Netherlands are described in [51]. A dataset consisting of 21.918 charging pro-
cesses in 2012-2013 from 255 different charging stations in the UK is analyzed
in [174]. The dataset is combined with weather data to characterize the load de-
mand of a fleet of EVs. Similarly, 8.929 processes from 2014-2016 are analyzed
in [33]. Compared to other work in this category, the timestamp of reaching full
SoC is included. The popularity of EV charging infrastructure is predicted in [156]
based on geographic information system (GIS) data. A large dataset of 500.000
charging processes and 2.000 charging stations in the USA from 2013 is used to
estimate the benefits of smart charging in [76]. Charging profiles are considered as
static profiles depending on temperature in [177]. The profiles are computed based
on 8.300 EVs in 2011-2013. Lastly, [97] uses GPS and trip meter data of 490 PEV
taxis in 2013 to simulate charging profiles. In [97], a single EV model (75kWh) is
modelled to charge using constant-power at 22kW up to 80% SoC even though a
two-stage charging profile is mentioned.
In this work and in contrast to the references above we use a historical dataset
which includes charging process data over time. The data-driven approaches above
each use a dataset which includes only aggregated attributes such as energy (Wh),
average power (W) or maximum power (W) and lack the accompanying time-series
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of power over time. Due to the more granular dataset used in this work we are able
to take into account arbitrary charging profiles.
Public historical datasets in the domain of electric mobility lack the required
granularity and diversity required for training machine learning models to predict
charging profiles. Basic datasets include charging station locations for use in navi-
gation such as [71].
Charging process data is available in datasets such as [111] and typically in-
cludes information such as the total energy charged (Wh) and the duration of the
process. Time series data (power over time) is not included.
More granular charging process data includes the accompanying time series.
For example, [119] provides a dataset which contains simulated time series of
charging currents for homogeneous EVs based on household energy consumption
from 2009. A large dataset containing 4 million charging processes from 8.300
EVs in 2011-2013 is analyzed in [149,177]. The data includes 6 different car mod-
els such as the Nissan Leaf and the Toyota Prius. However, the dataset includes
a limited number of sample charging process time series (19) without SoC and is
therefore not suitable for training machine learning models. A more comprehen-
sive dataset is discussed in [94]. The data is a result of applying a smart charging
approach [93] in a real charging infrastructure. The dataset contains over 30.000
charging processes and time series with charge schedules and the resulting charg-
ing current. However, the dataset does not include SoC over time and the EV’s
model. In this work, we make use of a charging process dataset containing EV
models and the accompanying time series data (chapter 6).
2.6.8 Related projects
In the following, we first discuss related open source smart charging projects.
The Adaptive Charging Network (ACN) portal used in [94] is an open source
project1 containing an interface to a dataset of EV charging processes. The EV
charging processes are controlled by a smart charging algorithm. However, the
source code of the actual algorithm used to gather the dataset is not published.
EVLib2 is a library for the management and the simulation of EV charging
events [77]. A simple queue-based algorithm is provided for smart charging. How-
ever, EVLib is missing many of the electrical engineering constraints found in
practice, namely complex charging infrastructures with hierarchical levels of fuses
and the three phases of the electrical grid.
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heuristic for valley filling is used to schedule EVs to charge during times of low
energy consumption in the grid. Next, [91] contains a simulation for EVs and im-
plements different algorithms such as voltage management or time-of-use (TOU)
scheduling4. Other examples include a constraint modelling approach5 as well as
genetic optimization and EV prioritization6 for smart charging.
Chapter 7 presents an open source package containing a charge scheduling
heuristic for EV fleets. The charge scheduling heuristic is a heuristic approach with
the goal of maximizing SoC across the fleet. In contrast to the open source projects
described above, we present a well documented open source package designed to
be usable out of the box.
Note that the term smart charging is not always well defined and is used to
refer to different concepts depending on context. For example, the smart charg-
ing approach in [4] simulates EV charging demand based on changing inputs such
as renewable energy production7. Furthermore, [99] maintains a system for price
optimization for a single EV. A semantic web approach8 to describing smart charg-
ing inputs and outputs is published in [95]. SmartEVSE9 maintains open source
firmware for the charging station to allow communication with the EV and the
charging current to be controlled [155]. In this work, we refer to smart charging
as scheduling a fleet of EVs for charging while pursuing one or more optimization
objectives.
Next, we discuss related research projects.
To begin with, Integration of renewable energies and e-mobility (IRENE) [148]
included practical experiments such as integrating a 150 kWh battery into an exist-
ing electrical system to improve power quality. Similar to the physical experimen-
tal setup in chapter 7, power draw was monitored as a safeguard against scheduling
errors or EVs drawing more than scheduled. Key outcomes include the necessity
of real-time measurements to control the smart grid.
Next, green eMotion [46] integrated developments from research on a smart
grid for the European market for electromobility. The project involved data collec-
tion and analysis across European countries with a focus on user acceptance.
iZEUS [144] created a platform for electric mobility services including routing
and reservations of EVs. The platform includes decentralized energy management,
fleet management and the management of interoperable charging infrastructure.
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cal networks such as a smart home in order to use surplus energy from renewable
energy sources. From a technical perspective, a draft version of ISO 15118 was
used to control smart charging [118].
NOBEL [79] created concepts for a set of decentralized energy services such as
monitoring and trading in a smart grid neighborhood. So-called ”prosumers” are
entities capable of consuming as well as producing energy. Similar to the charge
scheduling in chapter 7 [79] proposes a concept for an energy optimization service
to produce load profiles with a set of constraints and multiple objectives.
Open ECOSPhERE [49] focused on the integration of EVs and renewable en-
ergies. The main goals were to improve the sustainability and reliability of electric
mobility through services such as the ability to reserve charging stations. Similarly,
in TRADE EVs a system of reservations via OCPP was also trialed.
Smarthouse/SmartGrid [87] proposes the infrastructure for energy monitoring
and the local control of energy in a smart house in combination with a smart grid
infrastructure. A decentralized system consisting of multiple consumers and pro-
ducers is created.
Chapter 7 includes the discussion of a one-year field test. The physical exper-
imental setup for the field test was a component of the research project TRADE
EVs which lies in the German government funding program ELEKTRO POWER
II [18]. The overall goals in the program are to reduce costs across the supply
chain of EVs, to integrate EVs in existing energy systems and to make recommen-
dations with regard to norms and standards. The analyzed norms and standards in-
clude inductive charging systems or enabling bidirectional charging to implement
vehicle-to-grid (V2G). The project TRADE EVs focused on validation of a smart
charging approach with a physical experimental setup in the context of external
energy systems such as energy markets.
In conclusion, the source code used for most related work on smart charging is
not published. Unpublished source code makes it difficult to reproduce experimen-
tal results and is a prohibitive barrier for CPOs to implementing smart charging
approaches in practice. In this work, we present an open source package for smart
charging EV fleets. In contrast to related work which typically relies on simula-
tions we additionally validated our approach in a one-year field test with a real
charging infrastructure.
Chapter 3
Day-ahead and real-time charge
scheduling
3.1 Introduction
As described in section 2.1 charge scheduling approaches are considered in differ-
ent contexts with regard to the time of planning. To recap, in day-ahead (or offline)
planning we schedule EVs in advance while in real-time (or online) planning we
schedule EVs as they arrive.
In practice, day-ahead planning requires some type of data collection. Most
importantly data collection includes EV availability: Which EV will be available
to charge when? In our scenario, EV availability is not known in advance. The
EV drivers themselves often do not know exactly when they will depart the work-
place. In this chapter we assume we know EV availability. This assumption is
later relaxed: We discuss how finding a value for each EV’s departure time may be
implemented in chapter 4. We assume the charging infrastructure is not modified
regularly and that changes are known.
In contrast to day-ahead planning, real-time planning deals with a different set
of constraints. Data such as EV models and SoC is available. However, com-
putation time becomes more relevant, especially when considering how often to
reoptimize. In a practical setting, latency to send charge schedules to charging
stations must also be taken into account.
In day-ahead as well as real-time planning we take into account electrical engi-
neering constraints. One of the most important constraints not taken into account in
related work is a phase-wise power assignment. As described in section 2.2.5, EVs
typically charge only on the first phase or on all three phases. A scheduling system
not taking into account such electrical engineering constraints require additional
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post processing to be usable in practice.
In this chapter, the following research question is discussed:
How can EV charging be coordinated in a three-phase charging infras-
tructure during different times of planning?
In the following we present an approach to real-time smart charging by com-
bining day-ahead planning with real-time coordination. The approach and results
in this chapter are based on [52]. The main contributions in the following chapter
are:
• We consider electrical engineering constraints of the installed infrastructure
such as phase-wise power assignment directly in a MIP model,
• we adapt charging schedules in real-time based on a queue with a priority
function and
• we combine four objective function components: maximize fair share (com-
parable to social welfare), minimize energy costs, minimize peak demand
and minimize load imbalance.
This chapter is structured as follows. First, the MIP model for day-ahead plan-
ning and the schedule guided heuristic for real-time planning are described in sec-
tion 3.2. The experimental setup using simulation for evaluation is introduced in
section 3.3. Results and the overall approach are discussed in sections 3.4 and 3.5.
Section 3.6 concludes the chapter.
3.2 Method
This section describes the methods proposed in [52]. First, we use a MIP model
for day-ahead planning. We do not use it in real-time because of high computation
time. Second, we adapt precomputed schedules from the MIP model in real-time
using a schedule guided heuristic. The overall process of combining day-ahead and
real-time planning is shown in figure 3.1.
3.2.1 A MIP model for day-ahead planning
Smart charging can be seen as a multiple-machine, partially preemptive schedul-
ing problem with due dates and flexible processing times. Scheduling problems are
often addressed using linear programming (LP) or mixed integer linear program-
ming (MIP) [135]. We require binary or integers variables to model the problem
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Figure 3.1: Combination of day-ahead and real-time charge scheduling
and thus in the following describe a MIP for smart charging. For example, an intu-
itive binary variable is to model the fact that only one EV may be assigned to each
charging station. This results in a set of combinatorial binary variables consisting
of all possible assignments of an EV to a charging station.
The MIP model described in this chapter resembles the charge scheduling prob-
lem [31] with N EVs, where each EV n represents a charging job which is to be
scheduled on one of i charging stations, during k timeslots. The exact number of
cars, charging stations and fuse sizes are variable parameters for later simulations.
In contrast to related work we regard electrical engineering constraints such
as phase-wise power assignment. Resulting schedules can thus be directly applied
without post processing thus avoiding loss of optimality.
In the charge scheduling problem EVs with their individual charging needs
compete for limited resources expressed as power line capacities restricted by in-
stalled fuses. In the following MIP model we use an objective function that is a
weighted linear combination of the four components described in section 2.5 and
Table 3.1.
In contrast to related work on the charge scheduling problem [26, 31, 34, 143]
this work adds flexibility of the optimization goals via the weighted objective func-
tion. In business contexts where the installed charging infrastructure tends to be the
limiting factor the fair share between EVs can be weighted highest. In this work,
we use fair share to decide which EVs should be prioritized. The goal is that each
EV should receive at least a minimum state of charge (b′n) before any EV is charged
to full SoC.
Furthermore, this work considers detailed electrical engineering constraints in
order to compute a feasible solution which can be directly applied in real life.
Engineering constraints include the multi-level, hierarchical fuse trees discussed
in section 2.3 Additionally, the model reflects car model dependent charging be-
havior, including for example whether charging processes may be suspended, are
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Component Description
Maximize fair share Maximize fraction of minimum SoC and cap-
ture inequalities between individual EVs’ fi-
nal states of charge
Minimize energy costs Minimize charging price (in e/Mwh) per 15-
minute timeslot according to intraday market
prices
Minimize peak demand Minimize peak demand which represents the
system usage fees and are determined by the
highest consumption peak
Minimize load imbalance Minimize impact of single-phase EVs and
capture unbalanced electricity consumption
between the three phases
Table 3.1: Objective function components for charge scheduling
delayable and allow variable current. Not being able to suspend charging means if
the current is set to 0A during a charging process, the EV will not resume charg-
ing even if the permissible current is increased again later on. Non-delayable EVs
require a current greater than 0A immediately after the start of the charging pro-
cess. EVs that do not allow variable current require the same current throughout
the charging process.
The engineering point of view also adds the phase dimension where fuse limits
per phase and phase rotations in the installed charging stations are considered.
Overall the engineering details increase the set of constraints significantly.
An overview of the variables can be found in the nomenclature in section A.1.
In the MIP model the main decision variables are assignment variables Xi,n be-
tween charging station i and car n and the current Ii,j,k at station i during times-
lot k per phase j. In this work we discretize time into intervals k of 15 minutes
length corresponding to intraday market timeslots.
Binary auxiliary variables are used with the big-M [83] modelling method
(M = 105) to express relationships such as phase ratios, delayable and suspend-
able charging and the capability to increase or decrease charging power over time.
The big-M method is typically implemented by one or more constraints to control
binary variables. Such modelling techniques avoid nonlinearity and thus significant
complexity in the MIP model.
Objective function. The objective function (3.1) of the MIP model is the cost
minimization of a weighted combination of penalty costs for fair share z1 (3.2),
electricity costs z2 (3.3) and penalty costs for peak shaving z3 (3.4) and load im-
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balance z4 (3.5) with weights w1 − w4. Section 3.4 contains a discussion of how
weights are chosen. Furthermore, each objective function component z1-z4 is nor-
malized by coefficients c′1-c
′
4 that cancel out the unit of measure and scale the indi-
vidual components to interval [0, 1]. Table 3.1 shows an overview of the objective
function components.








































Objective function fair share component. For the calculation of fair share
penalty costs in (3.2) the utility variable Q′n,below represents the fraction of the
minimum SoC that car n lacks. Q′n,above is the equivalent to express the SoC gap
between the minimum SoC and the full SoC. Weight c = 0.1 is chosen in (3.2)
to express that it is considered 10 times as important to fill EVs to their minimum
SoC compared to full SoC. Figure 3.2 illustrates the computation of Q′n,below and
Q′n,above for two examples with different states of charge.
For the formal computation of Q′n,below and Q
′
n,above further utility variables
Qi,k,n and Uk,n are introduced with lower and upper bounds as follows. Qi,k,n (in
ampere hours) aggregates the previously charged currents Ii,j,k (3.6)-(3.9). The
coefficients in the aggregation (3.6)-(3.7) include charging efficiency wn and EV
availability dk,n as well as the scalar 0.25 to convert the momentary current to
electric charge during 15-minute timeslots. The big-M method (M = 105) is
applied to ensure the aggregation is applied only when EV n is assigned to station i












0.25 ∗ wn ∗ dk,n ∗ Ii,j,k +M ∗ (1−Xi,n) (3.7)
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Qi,k,n ≤M ∗Xi,n (3.8)
Qi,k,n ≥ −M ∗Xi,n (3.9)
The binary utility variables Uk,n and U ′k,n as defined in (3.10)-(3.13) rely on
Qi,k,n and express whether car n needs further charging at timeslot k to reach its
full SoC and its minimum SoC respectively. Constraints (3.10)-(3.11) enforce that
Uk,n = 0 if and only if the EV has reached its full SoC. Similarly, (3.12)-(3.13)

































Finally, the fair share utility variables Q′n,below and Q
′
n,above rely on utility
variables Qi,k,n and U ′k,n to express the fractions of SoC that are missing with
respect to reaching the minimum SoC (3.14) and the full SoC (3.15) respectively.
When an EV has not even reached its minimum SoC (U ′k,n = 1) then (3.16) forces












Figure 3.2: Two examples for calculation ofQ′n,below andQ
′
n,above with SoC = 0.1
and SoC = 0.9 respectively
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+M ∗ (1− U ′k,n)) (3.14)






+M ∗ U ′k,n) (3.15)
Q′n,above ≥ 1−M ∗ (1− U ′k,n) (3.16)
Normalizing coefficient c′1 (3.17) is an upper bound for z1 which assumes all
N EVs are fully discharged.
c′1 =
1
(1 + c) ∗N
(3.17)
Objective function energy cost component. The minimization of direct en-
ergy costs is expressed by z2 in (3.3). A fixed energy price ck is assumed for each
timeslot k. The charging current during the timeslot is converted into an electric
charge value by multiplying it with the fixed timeslot duration of 15 minutes or
0.25 hours.
Normalizing coefficient c′2 (3.18) is an upper bound for z2 which assumes all





(b′′n − bn) ∗ 230V ∗maxk ck
(3.18)
Objective function peak shaving component. For the minimization of peak
shaving we utilize the relationship that power peaks are caused by a change of total
charging currents between adjacent timeslots. For this purpose, we introduce z3
in (3.4) as penalty costs for changing currents.
Peaks can be indicated by either increasing or by decreasing currents between
timeslots. The absolute value of the difference is captured by using non-negative
utility variables E+ and E− as defined in (3.19). This construct is a linear mod-
elling technique and minimizing both E+ and E− in the objective function guar-






(Ii,j,k − Ii,j,k+1) (3.19)
Normalizing coefficient c′3 (3.20) is an upper bound for z3 which assumes each
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Objective function load imbalance component. The load imbalance z4 in (3.5)
is captured by the pairwise difference between each of the three phases. PhaseMap(i, j)
is an auxiliary index mapper function which converts the installed phase rotations
back to the externally connected phases. For example, for the rightmost charging
station in figure 2.10 PhaseMap(i, 1) = 3 and PhaseMap(i, 2) = 1.
Utility variablesD+k,i,i′ andD
−
k,i,i′ as defined in (3.21)-(3.23) are used to model
with linear variables the absolute value of difference of total current between each
pair of phases. In other words, (3.21)-(3.23) define a linearized measure of the load
imbalance by approximating (3.51). The linear approximation effectively imple-































Normalizing coefficient c′4 (3.24) is an upper bound for z4 which assumes each
EV that does not charge on 3 phases charges with full current over all timeslots.








Constraints. The following paragraph details the constraints of the MIP model.
To recap Xi,n is the binary decision variable whether EV n is assigned to station
i and Ii,j,k the current for station i on phase j during timeslot k. Various business
and technical parameters affect the model and are assumed to be fixed and known.
These parameters include the energy price time series, charging needs, EV avail-
ability and current limits per fuse. Depending on the model, EVs charge on one or
more phases with a car model dependent ratio between the currents per phase.






















Figure 3.3: Constraint: Assignment of EV n to charging station i. In this image,
binary assignment variables Xi,n are assigned as X0,3 = X1,0 = X2,2 = 1, all
other variables X are assigned 0.
Assignment constraints (3.25)-(3.28) ensure orderly assignment of EVs to charg-
ing stations. Each EV n may only be assigned to a single station i (3.25). Each
station may only be used by a single EV during each timeslot k (3.26). In the
given business context, some charging stations i are reserved for BEVs (o′′i = 1)
and/or PHEVs (o′′′i = 1) exclusively. For each EV n the property whether it is a
BEV (on = 1) or PHEV (o′n = 1) must be considered accordingly in the charging
station assignment (3.27)-(3.28). Figure 3.3 shows a sample set of car assignments.
∑
i
Xi,n ≤ 1 (3.25)∑
n
Xi,n ∗ dk,n ≤ 1 (3.26)
Xi,n ≤ 1− on + o′′i (3.27)
Xi,n ≤ 1− o′n + o′′′i (3.28)
Constraints regarding charged quantities (3.29)-(3.31) ensure that each EV
charges at most to its capacity bn while considering the starting capacity b′′n. As
modelled with the big-M technique the constraints (3.29) apply only when EV n
is assigned to station i. The charging station assignment Xi,n = 1 together with
the availability dk,n is also the prerequisite for a nonzero charging current Ii,j,k in
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any interval k (3.30). The same constraints ensure that in all intervals k and for
all phases j the charging current cannot exceed the amount ei,j which the fuse at
the charging station tolerates. The knapsack-type constraints (3.31) reflect the fuse
tree where the sum of the current consumed by children must not overload each
parent fuse hl,j for all phases j and the fuses l at all levels of the fuse tree.∑
j,k
0.25 ∗ wn ∗ dk,n ∗ Ii,j,k ≤ bn − b′′n +M(1−Xi,n) (3.29)
Ii,j,k ≤ ei,j ∗
∑
n
(Xi,n ∗ dk,n) (3.30)∑
Child i of hl,j
Ii,PhaseMapi,j ,k ≤ hl,j (3.31)
Finally, constraints (3.32)-(3.47) capture car model specific properties and be-
havior. Some EVs charge using only one phase. When charging on more than one
phase then fixed ratios apply for the currents on the individual phases. Constraints
(3.32)-(3.35) restrict the phases used and the ratios between them. For example, an
EV with a1,n = 1; a2,n = 1; a3,n = 0 charges equally on phases 1 and 2. In this
case, (3.32), (3.33) give an upper bound and lower bound for the ratio of the first
to the second phase. Similar to (3.29) each equation contains a condition modelled
by big-M.
a2,n ∗ Ii,1,k − a1,n ∗ Ii,2,k +M ∗ dk,n ∗Xi,n ≤M (3.32)
a2,n ∗ Ii,1,k − a1,n ∗ Ii,2,k −M ∗ dk,n ∗Xi,n ≥ −M (3.33)
a3,n ∗ Ii,1,k − a1,n ∗ Ii,3,k +M ∗ dk,n ∗Xi,n ≤M (3.34)
a3,n ∗ Ii,1,k − a1,n ∗ Ii,3,k −M ∗ dk,n ∗Xi,n ≥ −M (3.35)
Cars have different capabilities regarding the flow of current and for delaying or
suspending charging. To capture whether an EV tolerates currents to be changed
during charging (3.36)-(3.37) define a lower and upper bound for whether EV n
supports a variable current. For each interval k+ 1 the current Ii,j,k+1 is restricted
to the same value as the current Ii,j,k of the previous interval when the EV is
available (dk,n = 1), assigned (Xi,n = 1) and not full (Uk+1,n = 1) and does not
support variable charging (tn = 0).
Ii,j,k ≤ Ii,j,k+1 +M ∗ tn +M ∗ (1− dk+1,n)
+M ∗ (1−Xi,n) +M ∗ (1− Uk+1,n) (3.36)
Ii,j,k ≥ Ii,j,k+1 −M ∗ tn −M ∗ (1− dk+1,n)
−M ∗ (1−Xi,n)−M ∗ (1− Uk+1,n) (3.37)
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Constraint (3.43) captures whether for an EV the flow of current can be suspended
during charging. When charging cannot be suspended (sn = 0) then there must
be at most one interval k where the car starts charging (Yk,n = 1). Binary utility
variables Vk,n are introduced to reflect whether EV n is charging during interval k
or not and are defined by lower bound (3.38) and upper bound (3.39). Binary utility
variables Yk,n reflect whether the car starts charging after interval k, namely when
it charges during interval k + 1 but not during k. Yk,n is defined by lower bound




−M ∗ (1−Xi,n)−M ∗ (1− dk,n) (3.38)
Vk,n ≤ Ii,j,k +M ∗ (1−Xi,n) +M ∗ (1− dk,n) (3.39)
Yk,n ≥ Vk+1,n − Vk,n (3.40)
Yk,n ≤ Vk+1,n (3.41)
Yk,n ≤ (1− Vk+1,n) + (1− Vk,n) (3.42)∑
k
Yk,n ≤ 1 +M ∗ sn (3.43)
Constraints (3.44), (3.45) capture whether an EV n is delayable (rn = 1) or
whether it requires current immediately (rn = 0) at the first timeslot mink(n)
where the car is available. For non-delayable EVs, being assigned to a station
but not charging at all is also feasible. (3.44) restricts Vmink(n),n if the EV is
available (dk,n = 1) and assigned Xi,n = 1. (3.45) further forbids charging during
later timeslots if the EV did not start charging in the first available timeslot. The
constraint should be applied only for k > mink(n).




−M ∗ (1−Xi,n)−M ∗ (1− dk,n) (3.44)
Vk,n ≤rn ∗ Vmink(n),n (3.45)
Each EV n has a minimum charging current gj,n (3.46) and maximum charging
current fj,n (3.47). The minimum current needs to be considered only for those
phases j which the EV n can charge on (aj,n = 1) and only when the EV charges
at all (Vk,n) at station i during interval k.
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Ii,j,k ≥ gj,n ∗ aj,n ∗ dk,n −M ∗ (1−Xi,n)
−M ∗ (1− Vk,n) (3.46)
Ii,j,k ≤ fj,n ∗ dk,n ∗Xi,n (3.47)
The model complexity leads to a high number of variables and constraints.
For example, one real-world instance with 50 cars and 25 charging stations results
in roughly 105 continuous variables, 104 binary variables and 106 constraints. In
practice this leads to prohibitive computation times for real-time planning when
making use of standard MIP solvers such as SCIP [107]. This fact motivates the
introduction of heuristics to solve the online charge scheduling problem.
Assigning EVs to charging stations via heuristic (variables Xi,n)
For day-ahead planning we further combine the MIP model with an assignment
heuristic. The heuristic improves computation time by avoiding the combinato-
rial problem of EV-to-station assignment. The assignment heuristic fixes charging
station assignment variables Xi,n in a pre-processing step before running the MIP
solver. For example, in a scenario without charge scheduling and a first-in-first-out
queue the assignment heuristic would assign EVs greedily based on their arrival
time. In this work we assign EVs to stations greedily based on their relative state
of charge.
3.2.2 Real-time planning: Schedule guided heuristic
Creating high quality schedules in advance (day-ahead) is a common approach to
smart charging [26, 31, 34, 143]. However, results from day-ahead planning are
difficult to apply in practice since circumstances may have changed since the time
of planning. For example, drivers may arrive late or not at all. Similarly, there is
previous work on scheduling in real-time [2, 130, 179, 183]. Real-time approaches
typically do not utilize knowledge that may be available in advance such as planned
arrivals and departures or even which EVs plan to charge.
There is little previous work on combining day-ahead knowledge and real-time
scheduling. This section describes the schedule guided heuristic (SGH) which
(optionally) takes as input day-ahead schedules and adapts them in real-time as
EVs arrive and depart proposed in [52]. Compared to other approaches, SGH uses
results from day-ahead planning. It offers a flexible priority function by reusing
objective function components of the MIP model.
EVs are assigned to charging stations under two conditions: If they are present
in the original precomputed schedule or if there are charging stations that are not
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reserved. A station is reserved if there is no EV currently charging at it or if an EV
originally planned is late by at least some time (in this work 15 minutes).
Lastly, creating (or adapting) schedules is implemented via a greedy filling
technique. A schedule is filled by selecting timeslots for charging until the planned
capacity reaches the desired capacity. This filling operation can be performed re-
peatedly on the same schedule with different desired capacities. Timeslots are or-
dered by time (as soon as possible), by cost (minimize electricity costs), by sum of
planned currents (minimize peaks) or by load imbalance (minimize current differ-
ences). After a single car is assigned a schedule, all schedules must be rechecked
for possible violations at the time of arrival and in the future. A violation, for
example, is the sum of planned schedules at timeslot k being higher than a fuse
(equivalent to restriction (8) in the MIP model). If there are any violations at k,
each EV is assigned a priority. The EVs with the highest priorities may charge
during k while others are rescheduled. In this context, rescheduling an EV implies
recomputing its schedule while taking into account blocked timeslot k and retain-
ing the assigned charging station. Lastly, schedules are not permanent. If a new
EV arrives and causes violations during planning but has priority, other EVs are
rescheduled. The schedule guided heuristic is depicted in figure 3.4.
For unplanned EVs no day-ahead knowledge is available. Specifically, we lack
its departure time. In this chapter the historical median (17:15) is assumed. Chap-
ter 4 focuses on possible approaches such as forecasting for estimating the depar-
ture time of unplanned EVs.
We use a flexible priority function with four weighted components to resolve
violations (equivalent to the objective function in the MIP model). Actual (re)-
scheduling is similarly flexible and one of four sorting criteria in Table 3.1 may be
chosen depending on the scenario. Higher priority values indicate preferred EVs.
Equation 3.48 shows the priority per EV for the fair share objective compo-
nent in which the goal is to minimize the number of EVs below their minimum
SoC (SoCmin). To prioritize those EVs leaving soon ∆t is used as the remaining
time the EV is on company premises. This is where forecasting would potentially
increase solution quality.
With regard to notation M is a large number, k is the 15 minute timeslot, t
the continuous time in seconds, Ii,j,k the current for charging station i on phase
j during k (or for brevity In,t for car n during t) and fn the maximum current
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Assign EV to free charging station
Is EV scheduled?
EV arrival
Fill schedule to min SoC, 
ordering timeslots by time
Are all stations reserved?
Fill schedule to full SoC
according to timeslot ordering
Block timeslot k
Order EVs scheduled to charge at k 
by priority
Deallocate schedule at k
for EV with lowest priority 
Fill schedule of EV with lowest priority 
according to timeslot ordering, 
taking into account blocked timeslots
Assign EV to charging station
according to precomputed schedule
EV receives precomputed schedule
Set timeslot k = 0
Is EV early and 
has expected SoC?
Is there a violation at k?
































Calculate priority for each EV
Figure 3.4: The schedule guided heuristic is executed on each EV arrival, EV de-
parture, and periodically. Precomputed schedules are first looked up and if needed
adjusted. During EV prioritization any violations, such as overloaded fuses, are
resolved by rescheduling EVs with low priority.





Fair share Current SoC Order by time
Cost Cost of schedule at k Order by timeslot cost
Peak shaving Schedule at k Order by sum of schedules
Load imbalance Effect on IN at k Order by IN per timeslot
Table 3.2: Flexible objective function components for EV priority and timeslot
ordering
The priority with respect to electricity costs is calculated in equation 3.49 by
the average cost (e/MWh) of the EV’s schedule.





ct ∗ In,t) (3.49)
To minimize peak demand, the planned charging current for t in an EV’s sched-
ule determines its priority. Effectively, this would cause the EV with the highest
planned current to be rescheduled.
priority3(n, t) = −In,t (3.50)
We describe we compute load imbalance in section 2.3.2. In contrast to the
MIP model we are not required to use a linear approximation and may use the
original equation shown in (3.51).
|IN | = sqrt((|I1| ∗ cosφ1 + |I2| ∗ cosφ2 + |I3| ∗ cosφ3)2+
(|I1| ∗ sinφ1 + |I2| ∗ sinφ2 + |I3| ∗ sinφ3)2)
(3.51)
When minimizing load imbalance EV priority is calculated by the average
load imbalance the EV’s schedule is causing. This is calculated by (3.52) where
IN (n, t) is the load imbalance at time t with car n charging and I ′N (n, t) without
car n charging at t. In other words, (3.52) quantifies by how much the load imbal-
ance would change if car n were to be rescheduled. For EVs able to charge on 3
phases (3.52) returns 0, since they do not cause load imbalance among the three
phases.
priority4(n, t) = I
′
N (n, t)− IN (n, t) (3.52)
Table 3.2 shows an overview of the objective function components used in the
schedule guided heuristic and its equivalent in the MIP model. To summarize,
CHAPTER 3. DAY-AHEAD AND REAL-TIME CHARGE SCHEDULING 62
Model name Battery size (Ah) Number of phases
Tesla Model S85 369.565 3
Nissan Leaf 2016 130.435 1
BMW i3 2017 94.000 3
Mercedes GLC 350e 37.826 1
Renault Zoe R240 95.500 3
Table 3.3: Heterogeneous EV model data from manufacturers used as input for the
charging simulation
calculating EV priorities is used to determine which EVs should be rescheduled in
order to resolve violations. Once the EVs have been chosen, timeslots are ordered
by one of the criteria in the third column and then each EV is planned in order to
satisfy its charging needs.
3.3 Experimental setup
The testing environment for evaluation contains several components. First, a dataset
is generated based on historical data (section 3.3.1). Second, the dataset is used to
create a problem instance of the MIP model (section 3.2.1). The problem instance
is then solved to produce precomputed schedules. Third, a real-time charging sim-
ulation (chapter 3.3.2) is run which simulates the generated dataset. The schedule
guided heuristic (section 3.2.2) is used during the simulation to adapt the precom-
puted schedules of the MIP model.
3.3.1 Data generation
EVs. In this chapter, to capture a diverse set of EVs with different characteristics
five car models are considered (see Table 3.3), battery electric vehicles (BEVs) as
well as plug-in hybrids electric vehicles (PHEVs). They include popular models
on the German market: Tesla Model S, Nissan Leaf, BMW i3, Mercedes GLC and
Renault Zoe. In contrast to related literature, we model EVs with heterogeneous
charging behavior. This affects parameters such as battery capacity, maximum
charging current and whether the EV can charge on one or three phases.
Drivers. In order to create realistic simulations historical data from a German
company was used to derive two discrete probability distributions for EV arrival
and departure time. These are two roughly normal distributions with an average
of 08:00 and 17:15 and standard deviations of 2.56 hours and 2.42 hours, respec-
tively. Since the departure time is dependent on the arrival time, the two were
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combined to form a joint probability distribution. For the simulation, to generate
a tuple <arrival, departure> a value is chosen based on this discrete probability
distribution.
3.3.2 EV fleet charging simulation
A Java-based charging simulation is used to evaluate the combination of day-ahead
and real-time planning across many randomized variables. The simulation is dis-
crete and event-based where each event represents an EV arrival, EV departure
or a periodic recalculation. A recalculation is triggered every 15 minutes due to
possible electricity price changes.
The simulation models the charging infrastructure, EVs and the energy market
(assuming a fixed price per 15-minute timeslot). To recap, figure 2.12 shows the
historical electricity prices on a typical weekday in 2017 from the intraday market
in Germany that are used as input to calculate energy costs. Randomized variables
within data generation and the simulation are reproducible using a seed. For exam-
ple, each EV’s model, arrival and departure time is generated randomly based on
historical data as described in the previous section. An overview of the variables
contained in the simulation may be found in the nomenclature in section A.1. The
generation of instances of the MIP model is described in section 3.3.4.
Within the simulation loop, each time step within the simulation represents
one second. For each second, events such as car arrivals are processed and EVs
are updated with how much energy they were scheduled to charge with. Addition-
ally, the simulation validates the current state at each second to ensure none of the
constraints described in section 3.2.1 are broken. If any constraints are broken the
simulation is aborted and the program throws an error.
The results from a simulation are written to a file. A SQLite database is
used to track and manage simulation results since this work analyzes the results
of many thousands of simulations. Simulation results are analyzed using R. Fig-
ure 3.5 shows an overview of the simulation.
3.3.3 Simulation parameters
Simulations show the impact of combining day-ahead and real-time planning with
varying levels of randomness. Randomness defines how different the data for day-
ahead planning is from the data that is used for the real-time simulation. Random-
ness thus represents a prediction error if the data for day-ahead planning were a
result of predictions.
Values of randomness between 0 and 1 represent the proportion of EVs that
do not arrive exactly as expected. For example, a value of 0 signifies no changes





























Figure 3.5: Diagram of the real-time simulation used for evaluation
(all EVs arrive exactly as expected) while a value of 1 represents a completely
different set of EVs arriving. Electricity prices are also changed from day-ahead
prices randomly. The size of the price change is proportional to randomness where
higher randomness causes larger price changes. To remove noise, the dataset used
as input for each simulation is randomly generated with each parameter setting 20
times and results are averaged.
Table 3.4 gives an overview of the most important simulation parameters which
describe the simulated scenario. Table 3.5 shows which combinations of day-ahead
and real-time planning methods are compared. Uncoordinated charging is included
as a baseline.
3.3.4 Solving of MIP instances
Instances of the MIP model are constructed after data generation. Each instance is
then saved as a file in the .lp format [69].
Generated MIP models are solved with SCIP v4.0.1 [107] with the relative
optimality gap (limits/gap) set to 0.01. Experiments are run on a machine
with an Intel Xeon E5-2660 v4 CPU and 128 GB RAM.
3.3.5 Metrics
A range of quality metrics analog to the objective function components are re-
ported.
Mean min SoC. Primary objective to be maximized and average of each EV’s
fraction of the minimum SoC reached. If an EV is adequately or more than ade-
quately charged, the fraction of the minimum SoC is 1.








100 Set of charging stations
Charge infras-
tructure
Figure 2.10 Configuration of charging stations and
fuse sizes
Randomness 0.4 Proportion of day-ahead data changed:
For example, unplanned EVs arrive and




< 27.27, ... > Assumed fixed energy prices per 15-
minute interval
Seed 8 Reproducible randomized values via
seed
Table 3.4: Simulation parameters
Label Method
a) No day-ahead planning and uncoordinated charging: A first-
come-first-serve approach acts as the baseline (similar to ap-
proach in [179])
b) Day-ahead planning: A simple algorithm tries to follow schedules
from day-ahead planning exactly. If an EV is not in the dataset
for day-ahead planning, it is not scheduled. Performance will
decrease in proportion to randomness.
c) No day-ahead planning and the schedule guided heuristic: Per-
formance of the heuristic without any day-ahead planning (inves-
tigated in [53]). EVs are assigned to charging stations on a first-
come-first-serve basis since no day-ahead planning is performed.
d) Day-ahead planning and the schedule guided heuristic: EVs are
assigned to charging stations by day-ahead planning and sched-
ules are precomputed.
Table 3.5: Simulation setup: Which combinations of day-ahead and real-time plan-
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Mean final SoC. Objective to be maximized, average of each EVs fraction of

















ck ∗ Pi,j,k (3.55)









Average load imbalance (A). Secondary objective, to be minimized over K






Power charged (kWh). An indicator of solution quality. However, a higher
number does not necessarily lead to a higher fair share. The factor 0.25h is used








0.25h ∗ Pi,j,k (3.58)
3.4 Experimental results
The objective function contains weights w1 to w4 to quantify the relative impor-
tance per objective component. Fair share must be prioritized over the other three
components (cost minimization, peak shaving and load imbalance minimization).
Otherwise, the optimal solution would be to not charge at all. In the MIP model,
each objective function component is normalized by coefficients c′1-c
′
4.
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The MIP model objective function component weights are set to w1 = 1012
(fair share), w2 = 1 (costs), w4 = 10−3 (load imbalance), w3 = 0 (peak shaving).
A large value forw1 is chosen purposefully in order to guarantee that charging EVs
is always the highest priority.
These weights were derived from a deterministic one-at-a-time sensitivity anal-
ysis and were found to lead to charge schedules that clearly prioritize fair share
over energy costs. Load imbalance has the lowest priority and peak shaving is
disregarded. Weights for the schedule guided heuristic were chosen analogously.
For the sensitivity analysis the same problem instance (25 cars, 25 charging
stations) is repeatedly solved where a single weight is varied at a time while the
others are held constant. Figure 3.6 visualizes pairwise Pareto fronts showing the
tradeoffs between each objective function component and the average energy cost.
For each pairwise comparison, the weight(s) not being considered in the tradeoff
are set to 0 in order to cause fewer dominated solutions. wfairShare is kept at 1012
when not part of the comparison in order to prioritize satisfying charging needs.
Table 3.6 shows the results from simulations described in section 3.3 with the
specified weights. Fair share corresponds to the mean minimum SoC (that is re-
quired for EVs to reach their destination) and thus highest values indicate preferred
solutions. The other metrics are reported for completeness.
With increasing randomness (which represents the proportion of unplanned
EVs) the performance of day-ahead planning in isolation b) predictably decreases
since unplanned EVs are not scheduled. There is no benefit to using day-ahead
planning with randomness 1. This represents the case when no originally planned
EVs arrive. Real-time planning in isolation c) shows similar performance in SoC
with large differences in average cost (a secondary objective) independent of ran-
domness. The combination of day-ahead planning and the schedule guided heuris-
tic d) shows the best results at an increased load imbalance. For randomness 1
the combined approach d) shows slightly worse performance compared to using
purely the schedule guided heuristic c) . Because cost minimization is chosen as a
secondary objective over peak shaving the maximum consumption Pmax is similar
in all cases.
Figure 3.7 shows the mean final SoC subject to increasing randomness. For
low randomness (below 0.4) day-ahead planning yields the best results, whether
used in isolation or combined with the schedule guided heuristic. For very high
proportions of unplanned EVs (above 0.9) the schedule guided heuristic by itself
c) performs best since all charging stations are free of blocking reservations. For
randomness values in between, the schedule guided heuristic combined with day-
ahead planning performs d) slightly better than without.
Figure 3.8 shows results for the secondary objective of minimizing energy
costs. The graph shows the average energy cost subject to increasing random-
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Tradeoff mean load imbalance and average energy costs
Figure 3.6: Pareto fronts showing the tradeoffs between weights for energy costs
(wcosts) and weights for fair share (wfairShare), peak shaving (wpeakShaving) and
load imbalance (wloadImbalance) including dominated and non-dominated solutions



















a) 332.2 59.44 0.84 0.69 90.47 9.406
b) 737.7 50.78 0.99 0.89 103.50 11.051
c) 526.0 52.04 0.91 0.77 93.69 12.578
d) 740.6 52.98 0.99 0.89 97.91 15.616
Randomness = 0.20
a) 317.7 59.57 0.83 0.67 92.47 7.870
b) 574.8 50.59 0.94 0.81 96.22 12.195
c) 495.3 51.22 0.89 0.75 95.34 12.188
d) 583.0 51.06 0.92 0.80 94.64 14.694
Randomness = 0.40
a) 325.1 59.02 0.84 0.69 92.32 7.310
b) 439.4 50.14 0.89 0.73 83.85 10.677
c) 475.7 49.12 0.90 0.75 93.40 9.704
d) 530.3 49.82 0.91 0.78 93.80 13.489
Randomness = 0.80
a) 322.7 58.21 0.84 0.69 92.07 7.878
b) 154.0 49.16 0.80 0.58 42.26 6.040
c) 494.9 44.95 0.90 0.76 92.23 10.314
d) 498.1 45.44 0.90 0.77 93.49 11.228
Randomness = 1.00
a) 328.5 58.21 0.85 0.71 89.31 8.644
b) 0.0 0.75 0.50 0.00 0.000
c) 475.8 42.26 0.91 0.77 93.29 11.380
d) 441.4 41.90 0.89 0.75 92.45 9.996
Table 3.6: Simulation results comparing various methods of combining day-ahead
and real-time planning approaches (see Table 3.1). Each simulation involves 50
EVs and 25 charging stations where results in rows are averages over 20 runs.
ness. Here, for low randomness (below 0.4) day-ahead planning yields slightly
better results compared to the other approaches. For higher values of randomness
the schedule guided heuristic in isolation c) performs similar to the combination of
both methods d).
Simulations in Table 3.7 show how objective function component weight set-
tings affect scheduling. Similar scenario settings were chosen (25 cars, 25 charg-


















c) Schedule guided heuristic
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c) Schedule guided heuristic
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Figure 3.8: Average cost (e/MWh) subject to randomness



















a) 717.7 57.52 0.98 0.97 222.16 13.6
Cost minimization
(w1 = 1012, w2 = 100, w3 = 0, w4 = 10−3)
b) 697.5 46.69 0.98 0.94 229.93 10.9
Peak demand minimization
(w1 = 1012, w2 = 0, w3 = 100, w4 = 10−3)
b) 696.7 56.02 0.98 0.94 91.46 13.9
Load imbalance minimization
(w1 = 1012, w2 = 0, w3 = 10−3, w4 = 100)
b) 687.9 55.75 0.98 0.93 143.46 8.8
Table 3.7: Comparison of different weight settings for objective function compo-
nents: w1 to w4 correspond to fair share, electricity costs, peak shaving and load
imbalance, respectively.
ing stations) with no randomness. The results show the flexibility of the presented
MIP model. Depending on the given scenario, the components cost, peak demand
or the load imbalance can be prioritized over others. For example, weight settings
for cost minimization show the lowest average cost (46.69e/MWh) while peak de-
mand shows the lowest peak power demand during the day (91.46kW). Weights
for load imbalance minimization show the lowest average load imbalance IN .
To illustrate the weight settings in more detail, figure 3.9 shows the aggre-
gated power consumption for table 3.7 where each value is the sum of the three
phases per timeslot. Notably, there are large differences between cost and peak
demand minimization (46.69e/MWh vs 56.02e/MWh, 229.93kW vs 91.46kW).
Cost minimization minimizes the electricity costs in figure 2.12 while peak shav-
ing minimizes differences between consumption per timeslot.
Figure 3.10 shows the computation time per method subject to the number of
cars. The number of charging stations is held constant at 25. Uncoordinated charg-
ing is included as a benchmark. The schedule guided heuristic in isolation is faster
by several orders of magnitude compared to methods involving the MIP model.
The results show that using the MIP model in a real-time setting is infeasible es-
pecially since the MIP model size further increases with the number of charging
stations and cars.
CHAPTER 3. DAY-AHEAD AND REAL-TIME CHARGE SCHEDULING 72
b) Load imbalance minimization























































Figure 3.9: Power consumption over time as a result of different weight setting for
objective function components
























c) Schedule guided heuristic
Figure 3.10: Computation time per method: The schedule guided heuristic is faster
by several orders of magnitude compared to the MIP model, making it usable in
real-time
3.5 Discussion
The mathematical model for smart charging used in this chapter attempts to de-
pict electrical engineering constraints as closely as possible so that the resulting
solution may be applied directly via smart charging protocols such as OCPP [81].
However, the model makes some simplifying assumptions that require further eval-
uation. For example, each EV’s departure time is assumed to be known. This
assumption is relaxed and analyzed in detail in chapter 4.
Regarding battery charging, this chapter assumes linear charging over time. In
practice, EVs possess battery management systems that apply approaches such as
Constant Current Constant Voltage (CCCV) to increase battery life, which leads
to nonlinear behavior of the state of charge [168]. Nonlinear battery behavior is
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addressed in chapters 5 and 6.
Regarding advance data availability and accuracy, both day-ahead and real-
time planning in this chapter depend on parameters that reflect driver behavior and
battery state. For example, the priority mechanism in the schedule guided heuristic
relies strongly on EV departure times and on charging needs. Both are data which
is difficult to acquire in practice. For example, the SoC is not reliably retrievable
by the charging station because of limited protocol support by manufacturers [81].
In this chapter, a data generator creates randomized datasets with varying levels of
randomness such that data for day-ahead planning is changed prior to the real-time
simulation. The experimental results show that improved data reliability leads to
better charging schedules. Data quality improvements could be achieved in practice
by gathering manual user input or by using forecasting techniques.
Regarding cost calculation, the model assumes electricity purchases on the in-
traday market exclusively. This may or may not reflect the purchasing process of
the EV fleet operator. Additional corner cases such as negative energy costs could
be considered in future experiments.
Lastly, the scenario considered in this chapter is characterized by EVs that
are on company premises for a long duration. Other scenarios such as a logistics
center may also be considered. In this context, time constraints would likely be
tighter since the EVs would be less idle leading to shorter standing times. The
day-ahead planning process may be more reliable in logistics where vehicle usage
is predictable.
On a technical note, advanced modelling techniques may help speed up the
solution of the MIP model. One approach of interest is staged planning which
involves groups of charging stations versus individual stations. Here, symmetries
from the phase rotation would be exploited.
3.6 Conclusion
This chapter describes a method for combining day-ahead planning with real-time
coordination of smart charging proposed in [52]. A mixed integer programming
(MIP) model for day-ahead planning is presented. Precomputed schedules are used
by a schedule guided heuristic for real-time planning.
The research question of how to create charging schedules for EVs with limited
resources in real-time is addressed. Compared to related literature, this chapter
makes use of detailed day-ahead knowledge such as EV models and arrival times.
Both the MIP model and the schedule guided heuristic provide the flexibility
to choose which objective component should be prioritized based on the business
context. For example, peak shaving can be prioritized in settings in which other
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consumers in the local network cause spikes. Alternatively, electricity costs can be
minimized in cases of widely ranging prices such as intraday markets. Lastly, in
situations with large load imbalances, differences in the current per phase may be
minimized.
Experimental results from simulations demonstrate how using prior knowledge
in day-ahead planning improves the quality of schedules created by smart charging.
However, using day-ahead planning in isolation is impractical in a real life setting
due to inaccuracies that occur in real-time. These inaccuracies can be addressed by
the proposed schedule guided heuristic which adapts schedules in real-time.
The next chapter focuses on improving the schedule guided heuristic in the
case of unplanned EVs. Instead of using the historical median, the departure time
and the available timeslots for planning are predicted via forecasting. Forecasts are
then integrated in the heuristic to improve EV prioritization.
Chapter 4
Real-time charge scheduling with
departure time prediction
4.1 Introduction
One of the main limitations of the chapter 3 is the assumption that each EV’s
exact departure time is known. Within the charge scheduling heuristic and the
MIP model, EV prioritization takes into account the extent to which the EV is
charged, how fast it can charge and how urgently it needs to charge. The urgency
is influenced by the remaining time that an EV is available at the charging station.
Possibilities for determining an EV’s departure times include collecting user
input (for example, via reservations) or estimating the departure time based on
historical data. This chapter focuses on estimating EV departure times based on
historical data in order to accurately prioritize EVs [54].
We use regression models trained on historical data to predict EV departure
times. In this chapter we use a diverse historical dataset with high geographical
spread (8 cities) and many different drivers (over 1.000) over a long time period
(3 years).
Compared to previous studies [127, 172, 173], we create regression models
based on features with wide value ranges. Features such as location and previ-
ous driver arrivals and departures thus contain a broad set of values. As in the
previous chapter we focus on the workplace which is characterized by EVs with
routine arrivals and departures.
In this chapter, we consider the following research question:
How can we address the uncertainty of EV availability in smart charg-
ing and quantify a solution’s impact on charge schedule quality?
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We present an approach to improve the charge scheduling heuristic by incor-
porating predictions for individual EV departures based on historical data.
The main contributions of this chapter are:
• We predict individual EV departures using regression models trained on his-
torical data,
• we incorporate this prediction in the charge scheduling heuristic and
• we analyze and quantify the influence of prediction accuracy on smart charg-
ing quality in simulations.
The structure of this chapter is as follows. The dataset used for training re-
gression methods is described in section 4.2. Section 4.3 introduces the applied
methods which includes both the regression methods used for predicting EV de-
parture and the charge scheduling heuristic. After detailing the experimental setup
in section 4.4 the results are presented in section 4.5. Finally, section 4.6 discusses
the findings and section 4.7 concludes with an outlook.
4.2 Dataset
In this chapter we make the simplifying assumption that the fleet is homogeneous
and consists of vehicles loosely based on the Tesla Model S specification. For
each EV we assume a battery capacity of 85 kWh and a maximum charging power
of 22 kW.
Regarding driver behavior we assume a workplace context where EVs arrive
spontaneously and charge at a private charging infrastructure during working hours.
Charging operations are run on a first-come-first-served basis and there is no queu-
ing system. The scenario is characterized by uncertainty in the departure time. We
assume the SoC of each EV is known even though in practice it may not be [72].
This assumption reduces the uncertainty to a single variable, namely the departure
time.
We use historical data to predict EV departure time from the workplace similar
to related work [59,172]. In this chapter, we use a dataset from a large company in
Germany containing roughly 100.000 charging processes ranging from years 2016
to 2019 to train regression models. While the dataset includes charging processes
by a heterogeneous fleet we assume a homogeneous fleet of EVs. There is currently
no smart charging system in place that would prioritize according to different EV
models. As such EV arrival and departure times are independent of the EV model
in this dataset. We can thus make the assumption of a homogeneous fleet without
loss of generality with regard to predicting EV departure time.
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Feature name Description
Car ID Anonymized car ID (roughly 1.000 unique cars)
has ID? Boolean reflecting whether the charging session is associ-
ated with a car ID: Roughly 6.000 processes (6%) are not
associated with an ID.
Car type Hybrid or fully electric vehicle
Weekday Weekday of the charging process (7 one-hot encoded fea-
tures)
Charge point ID Which charge point was used for charging (several hundred
unique charge points)
Car park Location of the charging process (12 car parks in 8 cities)
Floor Floor of the car park
Arrival time Start of the charging process (in seconds since midnight)
Departure time End of the charging process (in seconds since midnight)
and target feature to predict
Duration Duration of the charging process (not used for training
since the duration is not known at the beginning of the
charging process)
Table 4.1: Set of raw charging process features used for predicting EV departure
time in a dataset of roughly 100.000 charging processes
Table 4.1 shows relevant attributes of the dataset. Some attributes are derived
from raw attributes such as the weekday from the date. We use the term feature to
refer to an attribute of the dataset. Additional features such as part time employ-




This section addresses the uncertainty in EV availability. Predictions are made with
regression models trained on the large historical dataset introduced in 4.2.
We use the following methodology for incorporating historical data to improve
EV scheduling. To begin with, our dataset preprocessing includes feature engineer-
ing, a common technique to improve prediction accuracy of regression models. For
example, this involves adding new features based on the target feature (departure
time). In this work, we add mean arrival, departure and duration while grouping
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by car ID, car type, weekday, charge point, car park and floor. This process adds a
further 18 features.
Another technique we use is one-hot encoding. Here, values of categorical
features are converted to Boolean features. This allows using purely numerical
models such as linear regression. We one-hot encode car type, weekday, car park
and floor. For example, this technique converts car park from a single categorical
feature with 12 unique values to 12 Boolean features. We do not make use of a one-
hot encoded car ID. First, it did not lead to improvements in prediction accuracy.
Next, training on IDs can lead to overfitting since it adds one feature per unique
car. Lastly, using the car ID makes it difficult for trained regression models to
generalize to new cars. The final dataset has 58 features as shown in Table 4.2.
We improve the charge scheduling heuristic presented in chapter 3 by refining
prioritization. In chapter 3, the historical median of EV departures was used as
a trivial prediction. In this chapter, we integrate real-time predictions made with
the models described in this section. We improve the precision of texpectedDeparture
in (4.3) by using regression models instead of the historical median as a prediction
method. We then experimentally check the influence of its precision on the charge
scheduling heuristic.
Metrics allow quantifying the performance of regression methods. In this work
we use the mean absolute error (MAE), a standard metric for regression meth-
ods. Additional metrics are introduced to reflect the impact of MAE (prediction
accuracy) on resulting charge schedules. We measure smart charging quality as
the average fraction of minimum SoC (fair share) and the number of adequately
charged EVs.
To evaluate regression methods computation time as well as prediction quality
are relevant criteria. Computation time is measured during model training and
during prediction (inference). Runtime for inference is important in real-time smart
charging because of the short planning window. The process of training regression
models is less time-critical and can be performed ahead of time. In the following,
we list the regression methods compared in this chapter.
Oracle. In order to show room for improvement in regression methods, the
oracle always makes the perfect prediction and thus has an MAE of 0.
Constant. We use the historical median across all drivers as a baseline to
represent the simplest possible prediction. It also provides a point of comparison
to chapter 3 where the historical median was used as a trivial predictor.
Additionally, we use midnight as a second choice of a constant to show the
impact of a bad prediction and a correspondingly high MAE.
Linear model. A basic regression method uses a linear model in which we fit
CHAPTER 4. SCHEDULING WITH DEPARTURE TIME PREDICTION 80
the following model:
y = β0 +
m∑
i=1
βi ∗ xi + εj (4.1)
In (4.1) y represents the EV’s departure in seconds since midnight, xi feature i for
each of the m = 58 features and εj the error per data point j.
XGBoost. We use XGBoost [24], a sophisticated regression method able to
exploit complex relationships in the data. More formally, XGBoost lies in the
family of gradient boosted decision trees. To avoid overfitting during training,
we train using 10-fold cross validation and report the MAE on each test set. We
perform hyperparameter tuning based on grid search using the R package MLR
[15]. For reference, the final best parameters based on the average mean absolute
error on test sets during cross validation are max depth: 6, min child weight: 8.19,
subsample: 0.81, colsample bytree: 0.93 and eta: 0.3.
Artificial Neural Network. We use Keras [25] for training an Artificial Neural
Network for regression. We use an architecture of two hidden layers each consist-
ing of 128 neurons with rectified linear activation functions. Weights are regular-
ized using L1 regularization. The final layer is a single neuron. An 80-20 train
and test split was used for evaluation. Additionally introducing a combination of
dropout layers and a higher number of hidden layers did not result in an improved
MAE.
4.3.2 Changes to the schedule guided heuristic
In this chapter, we use the charge scheduling heuristic introduced in section 3.2.2 to
schedule EVs for real-time charging without precomputed schedules. This means
we omit the computation of charge schedules beforehand and treat every EV as if
it were a spontaneous arrival without a reservation.
To recap, the goal of the heuristic is to maximize fair share similar to related
work addressing driver satisfaction [29] or social welfare [5]. We define maximiz-
ing fair share as maximizing the average fraction of minimum SoC over all EVs.
Figure 3.2 shows the concept of the fraction of minimum SoC.
We define the minimum SoC as the sufficient charge required to at least reach
the next charging station. An EV that has reached its minimum SoC is considered
adequately charged. In this work, we assume a fixed value of 0.5 (or 42.5 kWh) for
each EV. In practice, the fixed value of 0.5 should be set according to the driver’s
needs. The value should be chosen based on data such as commute distance but ac-
cess is limited by data protection regulations. The minimum SoC is also influenced
by battery size which varies in scenarios with a set of heterogeneous EVs.
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Categorical features 39 features
has ID? 1 feature
Car type 3 one-hot encoded features (missing values are also
included as ”N/A”)
Weekday 7 one-hot encoded features
Car park 12 one-hot encoded features
Floor 16 one-hot encoded features
Numerical features 19 features
Mean arrival 6 features (arrival grouped by ID, car type, charge
point, car park, floor, weekday)
Mean departure 6 features (arrival grouped by ID, car type, charge
point, car park, floor, weekday)
Mean duration 6 features (arrival grouped by ID, car type, charge
point, car park, floor, weekday)
Arrival time Mean: 09:17, median: 08:27, standard deviation:
169 minutes, min: 00:01, max: 23:07
Target feature
Departure time Mean: 16:30, median: 17:03, standard deviation:
141 minutes, min: 00:16, max: 23:59
Table 4.2: Set of one-hot encoded and engineered features used for training re-
gression models. Values for the arrival and departure time are computed across all
users. The semantic description of each raw feature is shown in Table 4.1.
The charge scheduling heuristic is outlined in figure 4.1 and works as follows.
Upon each EV’s arrival, its departure time is predicted. Next, the EV is temporar-
ily scheduled so it reaches its full SoC as soon as possible: We iterate over each
timeslot k and set its schedule at k to its maximum charging rate pn.
Subsequently we check all 15-minute timeslots where the infrastructure would
be overloaded by planned schedules with planning horizon kmax. In case of one or
more violations at timeslot k we block k and calculate a priority per EV that plans
to charge during k. The EVs with the lowest priority are rescheduled to a different
timeslot. To reschedule an EV we first deallocate its schedule at timeslot k. For ex-
ample, we set its charging rate from 10kW to 0kW. We then move the deallocated
schedule value (10kW) to the next possible timeslot. The next possible timeslot is
determined by which timeslots are blocked so far. After confirming there are no
more remaining infrastructure violations all timeslots are unblocked as initializa-
tion for the next run of the heuristic. The timeslot length was chosen corresponding
to intraday energy prices which are typically available on a 15 minute basis.
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Assign EV to free charging station
EV arrival
Fill schedule asap to full SoC 
considering predicted departure time
Block timeslot k
Order EVs scheduled to charge at k 
by priority
Deallocate schedule at k
for EV with lowest priority 
Fill schedule of EV with lowest priority, 
taking into account blocked timeslots
Set timeslot k = 0
Is there a violation at k?

















































 Use predicted departure time 
to calculate priority for each EV
Predict departure time for EV
Figure 4.1: The charge scheduling heuristic is executed on each EV arrival and de-
parture. During EV prioritization EVs with low priority are rescheduled to charge
at a different timeslot. Colored fields denote components using departure predic-
tion.
The priority mechanism which determines EVs for rescheduling pursues a fair
share of SoC among EVs. The priority reflects the urgency to charge and is influ-
enced by five variables:
pn The maximum power the EV n can charge at (in kW)
bn,t The level to which EV n is charged at time t (in kWh)
bn,min The minimum level to which EV n should be charged (in kWh)
bn,max Battery capacity of EV n (in kWh)
∆t The remaining time until departure (in seconds)
Uncertainty arises in the remaining time until departure. In this chapter we fo-
cus on obtaining an accurate prediction based on historical data in order to correctly
prioritize EVs.
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EV priority for car n at time t is calculated according to equations (4.2)-(4.3).
The priority mechanism depends strongly on the accuracy of the predicted depar-
ture time. That is, the more accurate tpredictedDeparture is, the more accurately EVs
can be prioritized. For example: if an EV were to be assumed to leave at 17:00, but
actually leaves at 16:00 it would wrongfully receive a low priority which may lead
to the EV missing out on charging opportunity. Alternatives to predicting depar-
ture time include assuming a fixed value or prompting drivers for direct input via
reservations. However, assuming a fixed departure time leads to inaccurate priori-
tization in general. In this work, we assume we do not have direct access to drivers
whose input may additionally be affected by reliability or misuse.
priority(n, t) =
{bn,min−bn,t




∆t = tpredictedDeparture − t (4.3)
The priority decreases with increasing SoC. Dividing by the predicted remain-
ing time ∆t expresses the urgency. We divide by the absolute value |∆t| to ensure
only non-negative priority values. Division leads to a high priority around the esti-
mated point of departure. This also means an EV’s priority decreases the longer it
is available after its predicted departure time. We add ε = 10−8 to avoid dividing
by zero when ∆t = 0. With M , a large number (e.g., M = 105), we introduce the
required bias to ensure that such EVs are preferred which are below their minimum
SoC. The time-dependent priority curve is shown in figure 4.2.
4.4 Experimental setup
Our methodology for incorporating historical data includes the R language for the
offline steps of data cleansing, feature engineering and training regression models.
Additionally, we use R before each simulation to sample from historical data.
We assume a fleet of homogeneous EVs in order to avoid noise due to additional
input dimensions such as battery capacity and maximum charging power. The ini-
tial SoC is set to 0.2 (or 17kWh) for each EV. The minimum SoC is set to 0.5
(or 42.5kWh). In practice, the minimum SoC would be chosen according to each
drivers’ needs. All other attributes such as arrival time, departure time and the
others listed in Table 4.1 are sampled from the historical dataset using R. In the
simulated environment, the connection to the grid is limited to 620 kW. For ref-
erence, each EV may charge up to 22 kW. Each charging station is also rated for
22 kW. This lets approximately 28 EVs charge at full power concurrently.
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EV prioritization based on predicted departure
Figure 4.2: EV prioritization based on predicted departure time. In the figure, a
departure time of 17:00 has been predicted
We use an extended version of the discrete event simulation described in sec-
tion 3.3 to simulate real-time smart charging. EVs arrive and depart according to
the data generated by R. A trained regression model is used to predict each EV’s
departure. This prediction is made available to the charge scheduling heuristic. The
main parameters for each simulation are the number of cars and a seed in order to
ensure reproducible results especially during data generation. In each simulation,
we set the number of available charging stations to be equal to the number of cars
covering charging infrastructures with up to 400 stations.
Simulations are performed on a server with an Intel Xeon E5-2660 v4 CPU
and 128 GB RAM.
4.5 Experimental results
To recap, we compare regression methods by the MAE (section 4.5.1). However,
this does not directly translate to quality of charging schedules. We thus also ob-
serve the influence of each regression method on EV prioritization by simulating
real-time smart charging. We quantify this secondary effect by the average frac-
tion of minimum SoC as well as by the number of adequately charged EVs (sec-
tion 4.5.2).
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Regression Method MAE
Constant: Midnight 59444.63
Constant: Historical median 6245.04
Linear regression 5187.79
Artificial Neural Network 5112.99
XGBoost 4911.56
Oracle 0.00
Table 4.3: Mean absolute error (MAE) in seconds, per regression model. Models
were trained on historical dataset of roughly 100.000 charging processes
4.5.1 Regression for departure time prediction
Table 4.3 shows the MAE for each method. For XGBoost, we report the mean
MAE on the test sets during cross validation. More complex regression models
lead to slightly better results. For example, XGBoost predictions are on average
5 minutes more accurate compared to linear regression.
Figure 4.3 shows 395 charging processes of a single driver. The mean departure
for this driver is 17:04, the standard deviation is 98 minutes. The fact that a sin-
gle driver shows such irregular behavior demonstrates the difficulty of predicting
departure time.
Other drivers show similarly irregular behavior. For comparison, the average
departure time for all drivers is 16:30 and the standard deviation is 141 minutes.
With regard to potential improvements for prediction accuracy, using charg-
ing duration as the target feature instead of departure time did not improve MAE.
Similarly, MAE was not improved by a different feature selection.
For example, deriving the city from the car park and adding it as an additional
variable did not lead to improvements in the MAE of any of the trained regression
models.
Feature name Coefficient t value
Intercept -19282.782495 -14.583
Mean Duration by ID 0.965463 146.356
Arrival Timestamp 0.300236 98.038
Mean Timestamp Arrival by ID 0.699365 91.770
Week Day (Monday) 6070.829638 20.318
Table 4.4: Five most significant features (p-value < 0.001) in linear regression
model (out of 58 features overall)












Single driver: 395 charging processes
Figure 4.3: Historical data of a single driver shows irregular availability, making
it difficult to predict departure time. Arrivals before 10:00 show a large spread in
departure times.
Regarding feature significance the linear regression model contains 15 signif-
icant features with a p-value below 0.001. The most relevant of these 15 features
according to t-value are listed in Table 4.4.
The top features overlap with the top features of XGBoost except for the de-
parture time by ID which is eliminated in the linear regression model due to linear
dependency with arrival time and duration. The p-value of the F-statistic is mini-
mal (reported as 10−16) indicating that the linear model is significantly superior to
a constant model.
With regard to interpreting the significant variables in Table 4.4 the coefficients
of the linear model support intuitive expectations as to which variables are impor-
tant. A driver’s mean historical duration (Mean Duration by ID) would be expected
to have a major influence on the departure time. This expectation is supported by
its coefficient (0.965). The driver’s current arrival time (coefficient 0.699) and his-
torical mean arrival time (coefficient 0.300) can be interpreted analogously.
Related work on predicting EV departure time [127, 172] also considers the
arrival time as an important variable. The features for individual week days have
coefficients ranging from roughly 4.000 (Friday) to 6.000 (Monday). One interpre-
tation is that employees typically stay longer on a Monday compared to a Friday.
Besides MAE another approach to analyzing XGBoost regression results in
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Mean Duration by week day
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Figure 4.4: Trained XGBoost regression model feature importance: Historical de-
parture time is most important followed by the arrival time.
particular is to visualize feature importance. In tree-based models this can be ex-
pressed as the gain per feature. In a single decision tree for a given feature, its
gain expresses how well splitting on that feature improves results. XGBoost has
multiple trees and thus the gain is averaged over all trees [24]. Figure 4.4 shows
the feature importance for the trained model. If available, historical departure time
per driver is considered most important followed by the arrival time.
4.5.2 Influence of prediction accuracy on smart charging
This section describes how the results from regression influence the charge schedul-
ing heuristic. To recap, figure 3.2 shows the fraction of minimum SoC which we
maximize for a fair share distribution. The experimental results in figure 4.5 show
the average fraction of the minimum SoC depending on the number of cars by re-
gression model. Each point represents the average result of 50 simulations with
different random sets of EVs (14.000 simulations in total). Using oracle as the
perfect predictor produces the highest fraction of minimum SoC for all simula-
tions. This implies that prioritizing EVs accurately leads to an improved fair share
distribution.
Regression methods show a wide spread of performance. XGBoost shows the
highest mean fraction of minimum SoC followed closely by the neural network
and the linear model. Using the historical median departure time of 17:03 as a
predictor is slightly worse. Midnight as a predictor shows that a bad prediction





























Influence of predicting EV departure on
fraction of minimum SoC reached
Figure 4.5: Mean fraction of minimum SoC by number of EVs: Perfect information
(oracle) clearly leads to the best result, showing that the best possible predictions































Influence of predicting EV departure on
fraction of cars adequately charged
Figure 4.6: Fraction of EVs adequately charged (SoC above the minimum SoC)
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leads to a lower mean fraction of minimum SoC. There is also a point at around
250 cars after which there is a strong decline for all methods even if the exact
departure is known (oracle). After 250 cars, the bottleneck for sufficient charging
is the connection to the grid and not inaccurate prioritization of EVs.
Figure 4.6 shows a different perspective by visualizing the fraction of ade-
quately charged EVs (those above their minimum SoC). At first, the fraction of
adequately charged EVs shows behavior similar to the fraction of minimum SoC.
However, there is a turning point at around 250 cars. After the turning point, oracle
seems to shows worse results compared to the other prediction methods. However,
this can be explained by the priority function in equation (4.2) prioritizing EVs
with the lowest fraction of minimum SoC. If, instead, the priority function were to
prioritize for the highest fraction of minimum SoC the ranking of the methods in
figure 4.6 would be inverted after the turning point. Comparing figures 4.5 and 4.6
after the turning point thus shows the trade-off between fair share and the fraction



























Figure 4.7: Relationship between prediction accuracy and smart charging quality
for 250 EVs (correlation: −0.968)
Figure 4.7 shows and quantifies the relationship between prediction accuracy
and smart charging quality for 250 cars. Each point represents the result of one
simulation. In total, five methods are compared with 50 simulations each. The
method where midnight is used as a predictor is omitted since it has a high MAE
(> 50.000) and would distort the graph. The graph displays a clear relationship
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between MAE and mean fraction of minimum SoC quantified by a correlation
of −0.968 (including midnight as a predictor: −0.754). In other words, a higher
prediction accuracy leads to higher smart charging quality.
4.5.3 Computation time
An important metric for the practical application of an approach designed to be
used in real-time is computation time. In this context, computation time impacts
how long an EV waits before receiving a schedule.
Figure 4.8 shows the average computation time per scheduling operation for
each regression model. This operation includes one prediction by the regression
model (for predicting the departure of the arrived EV) as well as any necessary























Figure 4.8: Average computation time per scheduling operation
4.6 Discussion
Regarding prediction accuracy the trained regression models show overall simi-
lar results with mean absolute errors within one standard deviation (141 minutes).
Predicting departure time once (inference) is very fast (<15ms) in all of the trained
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regression models. Consequently, the computation time of inference does not have
an impact on choosing a regression model to use in practice. The overall compu-
tation time, which includes scheduling, is sub-second even for 400 EVs making it
feasible for a real-time application.
Irregular driver behavior leads to limited predictability based solely on his-
torical data. XGBoost, the best performing prediction method yields an MAE of
82 minutes. Incremental improvements in the regression accuracy can be achieved
by refining the regression model. Refinements include increasing the number of
charging processes for training and augmenting the dataset with additional features
such as part-time employment of drivers.
Improving regression model accuracy would likely lead to a more accurate
prioritization and thus improved EV scheduling. However, figure 4.3 illustrates
how even a single driver shows irregular behavior. Thus increased regression model
accuracy will not reach the perfect predictions of the oracle.
An alternative approach to predicting EV departure time is collecting direct
input from users. For example, a reservation system for charging stations allows
deducing EV availability. In practice this leads to new challenges including reser-
vation misuse due to collective action problems. Such game theoretical concepts
have been applied for achieving efficient reservations [185].
The approach presented in this chapter has the following limitations. First, the
approach relies on the availability of a historical dataset of EV charging processes.
Second, we assume we know each EV’s model, their SoC upon arrival and the re-
quired minimum SoC. If any of the variables are not known, prioritization will be
inaccurate. Access to SoC upon arrival is a matter of protocol implementation [72]
while the minimum SoC stays user-specific and is subject to data protection regula-
tions. With regard to arrival SoC, experiments in section A.3 show how predictions
improve smart charging prioritization if it is unavailable.
With regard to reproducibility, the accuracy of the approach depends on the
quality and size of the dataset and the considered scenario. In this work, we con-
sider a scenario with routine arrivals and departures, namely employee charging at
the workplace. Predicted departure times in other scenarios containing stays with
higher variance would likely be less accurate.
A possible extension to the approach in this chapter could be incorporating
additional data for estimating the minimum SoC. For example, data on EV trips
such as commute distance may be used as input for predicting the minimum SoC.
Other useful variables would be historical energy consumption and whether the EV
is charged at locations other than on company premises.
In this chapter, we assume a homogeneous fleet of EVs. A heterogeneous set
of EVs differ most importantly in the maximum charging rate pn and the battery
size bn,max. In order to apply our approach to a heterogeneous fleet variables pn
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and bn,max must be correspondingly set in equation (3.48). Resulting priorities are
relative and unitless and are thus comparable across heterogeneous EVs.
Our prioritization mechanism considers the EV’s urgency to charge. Alterna-
tive prioritization approaches include minimizing emissions from electricity gen-
eration during charging [90] or maximizing electric miles traveled [39].
4.7 Conclusion
This chapter presents an approach to improving smart charging by making use of
historical data [54].
We consider the research question of how to address uncertainty of EV avail-
ability in order to improve smart charging. Furthermore, we show and quantify the
relationship between prediction accuracy and quality of resulting charge schedules.
First, we predict EV departures by training regression models on historical
data. In the dataset, the standard deviation for the departure time is 141 minutes.
The best model was trained with a mean absolute error of 82 minutes. Next, we im-
prove an existing heuristic for EV charge scheduling by incorporating predictions
during EV prioritization. Finally, we quantify the impact of accurate EV departure
predictions on smart charging in simulations. Results clearly demonstrate how a
higher prediction accuracy leads to a higher mean fraction of minimum SoC.
The next chapters focus on further aspects of uncertainty in smart charging. For
example, SoC shares a nonlinear relationship with the current drawn by the EV. A
nonlinear smart charging model could more easily reflect this relationship with the
potential for more efficient infrastructure usage. Two such nonlinear models are




This chapter presents an approach to adapt the charge scheduling approaches pre-
sented in chapters 3 and 4 to how EVs charge in practice.
Section 2.2 describes how one aspect of EV charging in practice is the applica-
tion of battery charging profiles such as constant-power, constant-voltage (CPCV)
charging [112]. Battery management systems which implement CPCV first charge
at a constant power [134]. Upon reaching a certain battery voltage the charging
power is decreased while voltage is kept constant. This means the charging power
follows a nonlinear function. In charge scheduling, schedules should take into ac-
count this nonlinearity to avoid slack in the allocation of power between EVs.
This chapter discusses extending the charge scheduling heuristic to be able to
make use of battery models. In this chapter, we integrate a popular battery model,
namely an equivalent circuit model (ECM) [133]. However, the approach is open
to integrating arbitrary battery models. Compared to related work, this allows us to
accurately consider battery charge profiles such as CPCV during charge schedul-
ing. We address the following research question:
How does considering a battery model impact real-time charge schedul-
ing for EV fleets?
The main contributions of this chapter are:
• We extend the heuristic for charge scheduling EV fleets with an integrated
battery model and
• we analyze the impact on the solution quality of charge scheduling by com-
paring the heuristic with the ECM against the same heuristic with a simplistic
battery model.
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The remainder of the chapter is organized as follows. First, section 5.2 intro-
duces the context of the charge scheduling problem we consider. The presented
solution approach consists of two central components, namely the charge schedul-
ing heuristic and the battery model which are described in section 5.3. Section 5.4
details the simulation setup for evaluation of the presented solution. Numerical
results from simulations are presented together with a sensitivity analysis on the
initial SoC in section 5.5. Finally, section 5.6 critically discusses the results and
section 5.7 provides a conclusion and an outlook.
5.2 Scenario
Overall charging is limited by the rated capacity of the power connection to the
grid. Due to the long standing times EVs can be charged to full SoC. However,
timeslots in which to charge must be distributed efficiently between EVs in order
to reach full SoC.
For studying the effects of battery-aware charging we define a reference sce-
nario with several hundred EVs, the same number of charging stations and an av-
erage standing time of 9 hours. We assume a heterogeneous EV fleet with two
models and different charging characteristics.
Furthermore, we assume EVs charge using CPCV and follow charge schedules
as shown in figure 5.1. The charge schedule communicated by the charging station
to the EV defines an upper bound for the charging power. In this chapter we use a
more accurate battery model (ECM) in charge scheduling. A more accurate battery
model allows charge scheduling approaches to use available infrastructure capacity
more effectively and thus increases the overall energy charged by the fleet.
5.3 Method
5.3.1 Battery simulation
Related work on charge scheduling for EV fleets uses various approaches to ap-
proximate battery behaviour. Some ignore changing power altogether by assuming
a constant power throughout the complete charging process [36,52,103,129,138].
Others use a continuous or piecewise defined function to express changing battery
power [13, 16, 20, 44, 88, 129, 159]. This allows using models traditionally used
for scheduling problems such as mixed integer linear programming, at the cost of
losing accuracy when it comes to modelling the battery.
In this chapter we present a charge scheduling approach that takes into account
how batteries are charged in practice with one possible battery model. This is nec-






CPCV with charge schedule using ECM as more accurate battery model
CPCV with charge schedule using simplistic battery model (EV is always able to draw max power)
CPCV without charge schedule





















Charging power Charge schedule
Constant-power, constant-voltage (CPCV) charging
Figure 5.1: CPCV charging of a single EV with and without charge schedules.
A more accurate battery model (ECM) leads to charge scheduling with a more
effective usage of infrastructure capacity.
essary in order to assign schedules that avoid assigning too much power, i.e., slack,
to maximize infrastructure usage. As such we require a more sophisticated battery
model similar to the charge scheduling approaches in [36, 66, 147]. Crucially, the
maximum current I drawn by the battery must be a function of SoC z(t) since
charge schedules may dynamically restrict the rate of charging for future intervals.
We use the well-established equivalent circuit model (ECM) discussed in sec-
tion 2.2.1, also known as a first order RC model, as one example of describing a
single battery cell. To put the ECM into context, the charge scheduling heuristic
discussed in section 5.3.3 is able to deal with arbitrary ECMs or other battery mod-
els. This ECM in particular was chosen because model parameters are available for
two different battery cells used in popular BEVs: LG E63 [125] in Renault’s Zoe
and Panasonic NCR18650B [139] in Tesla’s Model S. Properties of the cells are
described in more detail in section 5.4. Parameterizing the ECM based on real bat-
tery cells allows simulating battery behaviour in the context of real BEVs. ECMs
with more components such as further RC circuits would require more parame-
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ters. Even if such parameters were publicly available for cells commonly used in
BEVs there is a trade-off between model accuracy and computation time. Adding
components to the ECM increases accuracy but comes at a higher computational
cost [133].
5.3.2 Battery pack
In this chapter we consider a traditional battery pack of parallel connected cell
modules (PCMs) as discussed in section 2.2. A PCM consists of Ns modules in
series and Np cells in parallel per module.
For ease of discussion we consider battery cells to be identical. We refer
to [134] for a simulation of PCMs where battery cells are not identical. We disre-
gard resistance between battery modules.






We compute the power draw of the pack according to the standard power for-
mula for series circuits as detailed in equation (5.2) with parallel-connected cells j.




5.3.3 Charge scheduling heuristic
This section describes the heuristic we present to compute charge schedules for EV
fleets. The heuristic is an extension of the schedule guided heuristic presented in
section 3.2.2 and internally requires a battery model. The ECM introduced in the
previous section represents one possible battery model. We discretize time into 15-
minute intervals which correspond to energy market timeslots. One aspect of how
we use the ECM is to distribute power evenly within each timeslot, compared to re-
lated work which integrates ECMs in model predictive control (MPC) approaches
to set a power limit at the beginning of a timeslot [36, 66, 147].
An overview of the heuristic is shown in figure 5.2. We first schedule each EV
in the fleet individually upon arrival. We then check each timeslot for violations:
Do charge schedules lead to the grid connection being overloaded? If there are any
violations, we calculate a priority per EV using equation (5.3). We then reschedule
the EV(s) with the lowest priority.
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Fill schedule asap to full SoC: 
Set desired energy for all timeslots k
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Figure 5.2: Flowchart of the charge scheduling heuristic: Yellow fields indicate
operations involving a battery model. Numeric labels correspond to operations
detailed in section 5.3.3.
During rescheduling we reduce an EV’s assigned power such that the sum over
all EVs charging respects the infrastructure limit. We then calculate the lost energy
that would have been charged in this timeslot. If possible, the lost energy will be
distributed to other timeslots.
We schedule new arrivals independent of existing schedules even though this
may cause violations. Scheduling is applied with this isolated perspective at first
because new arrivals may have the highest priority. Equation (5.3) shows how the
priority per EV is computed. The priority expresses charging urgency by including
the remaining time until departure (5.4).
EVs are prioritized by how far below their minimum SoC zmin they are. The
currently charged energy of each EV is normalized by the maximum current I(t) it



































Charging power Charge schedule
Simulating future power P(t1)
Figure 5.3: Simulating future power P (t1) in CPCV ahead of time given charge
schedule and initially charged energy for a single EV
can draw which depends on output of the battery model. EVs above their minimum
SoC are penalized via term M , a large number (e.g., M = 105).
The departure time tdeparture may be computed using forecasting or other meth-
ods for estimation and has been described in chapter 4. In this chapter, we assume








∆t = tdeparture − t (5.4)
The battery model is involved in three main operations as shown in figure 5.2.
An overview of the variables can be found in the nomenclature in section A.2.
1) Maximum power. We refer to P (t) as the maximum power that each EV in
the fleet is able to draw at any point in time t. Accurate values for P (t) are required
ahead of time to minimize slack in charge schedules of the fleet. In this context,
slack is caused by each charge schedule that is not fully utilized by the EV. Slack
represents power that cannot be assigned to other EVs, leading to an inefficient
usage of charging infrastructure.
For example: Given an EV in the constant-voltage phase which can draw up
to P (z(t)) = 10kW and a charge schedule with PCS(t) = 15kW there is 5kW
of slack. The maximum power P (t) under CPCV in one simulation is shown in
figure 5.3.
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2) Planned capacity. Next, equation (5.5) expresses how much energy (Ah)
will be charged in an interval [t1, t2]. The amount of energy is required for reschedul-
ing EVs to ensure the planned capacity is the same in the original and the resched-
uled timeslot. Figure 5.4 shows a sample interval [t1, t2] with the area under the




P (t) dt (5.5)
3) Charge schedules. Lastly, charge schedules PCS(t) must be computed.
We use the notation PCS(t1, t2) to describe a scalar value valid for the interval
[t1, t2]. The goal is to find a minimum power PCS(t1, t2) for an interval [t1, t2]
given desired energy P̂t1,t2 (kWh).
Computing PCS(t1, t2) leads to charge schedules with exact amounts of energy
during initial scheduling and rescheduling. We maximize energy charged (5.6)








P (t) dt ≤ P̂t1,t2 (5.7)
PCS(t1, t2) ≤ min{PCP , P (t)} (5.8)
In the following we detail two possible implementations of the three steps de-
scribed above. The first implementation a) assumes a simplistic battery model with
constant power and operations a.1), a.2) and a.3). The second implementation b)
uses the ECM to consider decreasing power as in CPCV with operations b.1), b.2)
and b.3).
Simplistic implementation with constant battery power.
a.1) Maximum power. The maximum power PCP is assumed to be always
available for charging unless a charge schedule PCS(t) is defined during t. This
is expressed by equation (5.9) where we use P lin(t) to refer to a linear estimation
of the actual P (t). This implementation thus ignores the constant-voltage phase of
CPCV.
P lin(t) = min{PCP , PCS(t)} (5.9)
a.2) Planned Capacity. Equation (5.10) shows how the energy that will be
charged in an interval [t1, t2] may be trivially estimated with efficiency η if battery
power is constant.




































Charging power Charge schedule
Simulating energy charged in interval [t1,t2]
Figure 5.4: Simulating the energy (Wh) that will be charged for a single EV in a
future interval given a charge schedule
PlannedCapacitylin(t1, t2) =min{PCP , PCS(t1, t2)}
∗ η ∗ (t2 − t1) (5.10)
a.3) Charge schedules. Charge schedules for interval [t1, t2] are computed
using equation (5.11). The charge schedule strategy is to use the maximum battery
power when the EV can consume it for the complete interval. Otherwise, if the
desired energy P̂t1,t2 can be filled in the interval the power is scaled down to spread
the energy over the interval.
P linCS(t) = min{P lin(t),
P̂t1,t2
(t2 − t1) ∗ η
} (5.11)
Implementation assuming CPCV charging. In the following we describe
how we take into account CPCV charging in the charge scheduling heuristic. To
begin with, we define a discrete time formulation for simulating CPCV with battery
models such as this ECM. We first convert the differential equations (2.1)-(2.2) that
describe the ECM in circuit 2.1 to discrete time [134]. We use the symbol k to refer
to k discrete steps of the simulation. We use a step size of ∆ t = 1s.
We refer to the system of equations (5.12)-(5.16) as the discrete time formula-
tion [36, 134] of the ECM in Circuit 2.1. A simulation of the ECM via the discrete
time formulation with and without charge schedules is shown in figure 5.1.
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Equations (5.12)-(5.14) are used to simulate the constant-power phase. A fixed
voltage term vf [k] is introduced to simplify the notation. Equation (5.13) applies
charge schedules PCS [k].
vf [k] = VOC(z[k])− iR1 [k] ∗R1(z[k]) (5.12)




v2f [k]− 4 ∗R0(z[k]) ∗ pmax[k]
2 ∗R0(z[k])
(5.14)
Equation (5.15) corresponds to equation (2.2) and is used to calculate current
at step k during the constant-voltage phase.
vterminal = VOC(z[k])− i[k] ∗R0(z[k])
− iR1 [k] ∗R1(z[k]) (5.15)
Lastly, equation (5.16) is used during each step to update the SoC and corre-
sponds to equation (2.1).
z[k + 1] = z[k]− η∆t
Q
i[k] (5.16)
b.1) Maximum power. The maximum power P (t) is determined ahead of time
by simulating the ECM from the current time t0 with given initial SoC z(t0) and
charge schedules. Equations (5.12)-(5.16) are used to simulate the ECM. We use
P cont(t) as an estimate of the actual P (t) in equation 5.17.
The maximum power P (t) in a sample simulation is shown in figure 5.3.
P cont(t) = p[k] (5.17)
b.2) Planned capacity. The energy that will be charged in interval [t1, t2]
is computed analog to computing the maximum power. To take into account the
current SoC at t0 we simulate from current time t0 to the end of the interval t2.
During the simulation, we record P (t). Equation (5.18) computes the energy that
was charged. The energy charged in a sample simulation is shown in the area under






b.3) Charge schedules. We compute charge schedules by solving equation (5.16)
for i[k]. The goal is to find a scalar value PCS(t1, t2) for a charge schedule for the
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Algorithm 1 Computing optimal charge schedule value PCS(t1, t2)
Initialize target SoC
z1 ← z0 +
P̂t1,t2
P̂total
Start at end of interval
k ← k2
z[k]← z1
while k ≥ k1 do
Compute maximum battery power
i[k]← Use equations (5.14), (5.15)
p[k]← v[k] ∗ i[k]
Compute power to fill rest of desired energy
pdesired ← (P̂t1,t2 − P̂total ∗ (z1 − z[k]))/(η ∗ (k − k1))
PCS(t1, t2)← min{p[k], pdesired}
if pdesired ≤ p[k] then return PCS(t1, t2)
end if
z[k − 1]← z[k] + η∗∆tQ ∗ i[k]
Simulate backwards
k ← k − 1
end while
return PCS(t1, t2)
interval [t1, t2]. To recap: With the charge schedule, we maximize the energy
charged (5.6) and follow the constraints in (5.7)-(5.8).
The process of computing the charge schedule PCS(t1, t2) with desired en-
ergy P̂t1,t2 is shown in Algorithm 1. To recap, we consider k = t with step size
∆t = 1s. We initialize z1 as the targeted SoC. This enables us to compute the
maximum power p[k2] at the end of the interval. The variable pdesired is the charg-
ing power that would lead to filling the rest of the desired energy. We simulate
backwards until we need to set a lower value pdesired compared to what the bat-
tery could handle (p[k]). At the same time, we avoid slack in the charge schedule
assignment by restricting PCS(t1, t2) to the maximum battery power.
5.4 Simulation setup
We use simulations to quantify the impact of battery models integrated in the
charge scheduling heuristic. To begin with, we simulate one day of an EV fleet
charging with varying numbers of EVs (section 5.4.1). During the simulation of an
EV fleet, we use the charge scheduling heuristic to compute charge schedules. In-
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ternally, the charge scheduling heuristic uses the ECM to simulate CPCV charging.
We describe how we parametrize the ECM in section 5.4.2.
Label Scheduling method
a) Simplistic charge scheduling: Charge scheduling heuristic using
a simplistic constant-power battery model
b) Battery-aware charge scheduling: Charge scheduling heuristic
using a more sophisticated equivalent circuit model (ECM) to
accurately reflect decreasing power during the constant-voltage
phase of CPCV charging
Table 5.1: Simulation setup: The charge scheduling heuristic with the ECM is
compared against the same heuristic with a simplistic battery model
5.4.1 EV fleet simulation
Simulation results are gathered from the discrete event-based simulation presented
in section 3.3.2. The battery model for each EV implements equations (5.12)-
(5.16). We vary the number of EVs between 100 and 200 to check whether differ-
ences are consistent across different simulation parameters. Each EV is assumed to
arrive with an initial SoC of 0.8 representing a typical value for frequently recharg-
ing commuters’ cars. We measure the average final SoC at the end of simulations.
We perform a detailed comparison of results for initial SoC 0.8 to compare how
the two different phases (constant-power and constant-voltage) of CPCV charging
impact simulation results. The switch from CP to CV charging happens at an SoC
of 0.88 for the Panasonic cell and at 0.96 for the LG cell. We further perform a
sensitivity analysis in section 5.5 for how initial SoC impacts simulation results.
5.4.2 Battery simulation
We use the ECM parameters in Table 5.2 based on tests of two real battery cells
which are used in popular BEVs. Using two cells allows analyzing scenarios with
homogeneous as well as heterogeneous fleets of EVs by of way example. Pana-
sonic’s cell NCR18650B is used in Tesla’s Model S in a 96s74p configuration [96].
LG’s cell E63 is used in Renault’s Zoe in a 96s2p configuration [125].
For example, Figure 5.5 shows the data for the open circuit voltage VOC(z(t))
of the LG E63 battery cell [30]. Values between points are estimated using linear
interpolation. The same approach is used for the Panasonic NCR18650 data [139]
and its open circuit voltage follows a similar curve.
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ECM parameters are given with respect to a constant temperature of 23◦C for
the NCR18650B cell and 25◦C for the E63 cell. In practice, ECM parameters
would vary with temperature which changes during the charging process. How-
ever, for ease of discussion temperature effects are considered out of scope for this
chapter.
Parameter Renault Zoe [125] Tesla Model S [96]
Battery cell LG E63 [30]
Panasonic
NCR18650B [139]
Cell capacity Q 65.6Ah 3.350Ah
Open circuit voltage
VOC(z(t))




Modules in series Ns 96 96
Cells per module Np 2 74
Constant-power PCP 115W 3.108W
Efficiency η 0.85
Initial SoC z(t0) 0.8
Minimum SoC zmin 0.5
Table 5.2: Simulation parameters for the equivalent circuit model (ECM) and EVs.
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Open circuit voltage VOC(z(t)) based on real battery data
Figure 5.5: Open circuit voltage VOC(z(t)) based on data for LG’s E63 battery
cell. Values between points are interpolated.
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Table 5.3: Overview of the three battery model operations needed for the charge
scheduling heuristic
5.5 Simulation results
Figure 5.6 shows results for different fleet sizes and compositions. Results for the
heuristic using simplistic charge scheduling a) and battery-aware scheduling b) are
compared. Each graph represents a different fleet composition. The first two graphs
show simulations of homogeneous fleets (Tesla Model S and Renault Zoe and their
respective battery cells). The third graph shows results for heterogeneous fleets
with an equal number of each car model per fleet size. To recap, the parameters
shown in Table 5.2 lead to a switch from CP to CV at an SoC of 0.88 for Panasonic
cell and at 0.96 for the LG cell.
Figure 5.7 shows the relative improvement in mean final SoC reached with
battery-aware b) compared to simplistic a) charge scheduling. Notably, battery-
aware scheduling allows charging up to 8.67% more energy consequently leading
to a higher mean final SoC.
After a certain point in all graphs, the improvement curve levels off. The flat-
tening is explained by the fact that the grid connection is the bottleneck, indepen-
dent of which version of the charge scheduling heuristic is used. Scheduling with
the battery-aware version of the charge scheduling heuristic b) shows consistently
better performance compared to the simplistic version a) for fleets containing Tesla
Model S vehicles.
The higher mean final SoC can be explained by the more accurate scheduling
during the constant-voltage phase of charging. Only for the homogeneous Zoe fleet
is there no significant improvement from using b) because the LG E63 cell used by
the Zoe switches to a CV phase at a very high SoC of 0.96.
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Method a) Linear scheduling b) Battery-aware scheduling
Influence of using battery-aware charge scheduling
Figure 5.6: Simulation results: Mean final SoC over increasing numbers of EVs
for different fleet compositions. Battery-aware scheduling, which uses an ECM as
a battery model, shows consistently better performance given an initial SoC of 0.8.
Sensitivity analysis. We perform a sensitivity analysis to further analyze the
impact of initial SoC on simulation results. We hold the number of cars constant
at 150. We modify the initial SoC from 0.50 to 0.95 in steps of 0.05.
The results in Table 5.4 show that if EVs charge primarily in constant-power
mode there is no significant impact of battery aware charge scheduling. Likewise,
there is no improvement with initial SoC ranging from 0.00 to 0.50.
However, starting with an initial SoC of 0.50 there is a significant improvement
in the final SoC when comparing the linear a) and battery-aware version b) of the
charge scheduling heuristic. On average, EVs are charged by up to 8.67% more.
For initial SoC values above 0.5, EVs charge mostly using constant-voltage charg-
ing and thus require the more accurate schedules of the battery-aware heuristic b).
To put this into context: In chapter 3, we use historical data which contains
more than 100.000 charging processes on company premises with a diverse set of
EVs and charging behavior. For BEVs, the average charged energy is 15.1kWh.
For a battery size of 40kWh (Renault Zoe) and 85kWh (Tesla Model S) this corre-
sponds to an initial SoC of 0.62 and 0.82. The sensitivity analysis shows this value
lies in the region for which the battery-aware version of the charge scheduling
heuristic b) produces better results compared to the heuristic which uses a constant-
power battery model a).
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Figure 5.7: Simulation results: Improvement in mean final SoC reached with
battery-aware b) over simplistic a) charge scheduling. Battery-aware scheduling b)










0.50 0.670 0.670 0.00%
0.55 0.719 0.720 0.59%
0.60 0.768 0.770 1.19%
0.65 0.816 0.819 1.81%
0.70 0.863 0.867 2.45%
0.75 0.908 0.915 4.43%
0.80 0.950 0.963 8.67%
0.85 0.982 0.993 8.33%
0.90 0.997 0.998 1.03%
0.95 0.999 0.999 0.00%
Table 5.4: Sensitivity analysis of initial SoC: Simulations where EVs spend more
time in the constant-voltage phase (initial SoC starting with 0.5) show an improve-
ment when using the ECM as a battery model to reflect CPCV.
A further parameter that may be varied is the target maximum SoC. Some bat-
tery management systems allow manually setting a target maximum SoC less than
100% to mitigate battery degradation. With decreasing target maximum SoC the
benefit from using the ECM in method b) over a) also decreases. In this chapter
we assume a target maximum SoC of 100%. This value is motivated by the un-
derlying business scenario described in section 5.2, where we consider charging
infrastructure and stations as scarce resources. Consequently, the EV may not be
able to charge daily and thus requires a full charge at each charging opportunity.


















Method a) Linear scheduling b) Battery-aware scheduling
Figure 5.8: Average computation time per rescheduling operation of a) and b)
Computation time. An important aspect of the applicability of the charge
scheduling heuristic is its computation time. Figure 5.8 shows the average compu-
tation time per rescheduling operation for the simulations executed for figure 5.6.
In other words, how long does an EV wait, on average, until it receives a charge
schedule?
Computation time for both methods increases with the number of EVs. Re-
scheduling as described in section 5.3.3 takes longer for higher numbers of affected
EVs. Battery-aware scheduling b) is clearly slower as it is more computationally
complex compared to the linear version a) of the heuristic. However, absolute val-
ues of computation time per rescheduling operation remain in the order of 90 sec-
onds for fleets of up to 300 EVs.
5.6 Discussion
The charge scheduling heuristic combined with the ECM b) leads to improved
charge schedules for EV fleets compared to scheduling using a simplistic battery
model. Improvement is understood as a more efficient use of the charging infras-
tructure and thus a higher mean final SoC among EVs. The sensitivity analysis
shows the highest improvement is achieved for charging processes where batter-
ies are at least half charged initially. In practice, high initial SoC values occur in
scenarios where EVs travel short distances such as the commute to the workplace.
The presented cross discipline approach combines the domains of battery mod-
elling and charge scheduling. Results show how improvements in charge schedul-
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ing gained by using the ECM over the simplistic battery are higher the longer the
constant-voltage phase of the battery cell is. The duration of the constant voltage
phase differs by battery cell model and is influenced by various factors including
resistance R0. The practicality of the approach presented in this chapter depends
on the public availability of model parameters of the battery cells.
This approach shows that the total power charged by an EV fleet increases
when integrating an ECM in charge scheduling. The improvement achieved with
an established battery model indicates further potential for improvement with more
sophisticated models from battery research. This chapter encourages studying the
integration of improved battery models once they become practically usable with
parameters of real battery cells published in the future. More sophisticated models
could include additional variables such as state of health and temperature given
that a public dataset become available which includes these parameters.
Possible extensions to this approach include simulating charge profiles other
than CPCV. Examples of other charge profiles include multiple stages of CP with
decreasing power or rapid charge profiles [56]. The findings of this chapter still
apply for these profiles as they are characterized by decreasing power compared to
the constant power assumed by the simplistic battery model.
5.7 Conclusion
In practice, EVs are commonly charged using charging profiles with decreasing
power. Related work on charge scheduling for EV fleets, however, often use a
simplistic battery model with a linear or even constant relationship between battery
power and the battery’s SoC [168]. In contrast, we present a charge scheduling
heuristic able to directly integrate battery models such as an ECM. Using the ECM
improves the accuracy of charge schedules during the constant-voltage phase.
We address the research question of how charge scheduling is impacted by con-
sidering a more sophisticated battery model. First, we describe how CPCV charg-
ing can be modelled using an established equivalent circuit model (ECM) [133].
The ECM may be simulated by converting a set of differential equation to a discrete
time formulation. Next, we describe the battery-aware charge scheduling heuris-
tic. The heuristic uses the ECM to estimate a battery’s future maximum power, to
estimate the energy that will be charged in an interval and to compute charge sched-
ules. The ECM is interchangeable and other battery models may also be integrated
into the heuristic.
We use simulations to compare the charge scheduling heuristic with the inte-
grated ECM against the same heuristic with a simplistic battery model. Simulation
results with different numbers of EVs in the fleet show a consistently higher mean
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final SoC by the scheduling heuristic with the integrated ECM. A sensitivity anal-
ysis on initial SoC further shows the difference is highest when EVs charge mostly
in the constant-voltage phase.
The next chapter focuses on the charge scheduling heuristic with a different
battery model. A data-driven approach is presented which uses regression models




One of the main limitations of the battery-aware approach in chapter 5 is the avail-
ability of parameters for equivalent circuit models (ECMs). This chapter uses re-
gression models instead of ECMs to predict battery behavior. Using regression
models also makes it simpler to generalize to new EV models. In this chapter we
consider heterogeneous EV fleets which consist of different EV models.
Existing approaches to smart charging such as [117] have achieved real-time
charge scheduling with increasing efficiency in the assignment of scarce charging
resources. However, in practice the execution of the charge schedules deviates
from the theoretically planned schedules when the complex charging behavior of
the EVs themselves are not reflected in the scheduling decisions [93]. Battery man-
agement systems (BMS) in EVs control the charging behavior of the battery [134].
In particular, BMS limit the power drawn during charging to protect battery health
and safety. Consequently, reserved infrastructure charging capacity is wasted when
batteries draw less power than planned by the central smart charging system.
As discussed in section 2.2 battery behavior during charging is determined via
the BMS’ implementation of charging profiles. Charging profiles express charging
currents drawn over time. Common charging profiles include constant-current,
constant-voltage (CCCV) [100]. Charging profiles represent patterns that can be
observed in every charging process. Figure 6.1 shows a simulation of a CCCV
process compared to a real process. The CCCV process was simulated by one of
the ECMs described in chapter 5.
The approach used in chapter 5 uses ECMs to model battery behavior. Detailed
parameters of an ECM as well as the battery pack composition generally equate to
trade secrets of the manufacturers and are cumbersome to determine via experi-
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Voltage (V) State of charge
Current (A) Power (W)
Time
Constant current, constant voltage (CCCV) charging
(a) Simulated CCCV process consisting
of two distinct stages
Power (W)







Observed CCCV processes (Renault Zoe)
(b) Observed CCCV process from the
perspective of the charge point operator
(CPO)
Figure 6.1: CCCV: Simulation vs observed process
mental battery measurements and reverse engineering. Modelling battery behavior
with factors such as temperature and battery state of health (SoH) requires more
complex ECMs and more data.
In this chapter, we use an alternative approach to modelling battery behavior.
Instead of approximating battery behavior by adding more and more refining ele-
ments in an ECM we infer charge profiles from a machine learning model that has
been trained on real historical data.
The ECM model requires battery parameters (resistance and capacitance) and
battery inputs and outputs (voltage and current). In contrast, the model learned via
machine learning only requires the car model and its state of charge. We compare
different machine learning models, namely linear regression, neural networks and
XGBoost. The learned battery behavior is directly incorporated in smart charging.
We thus present an integrated approach which produces charge plans for a het-
erogeneous set of EVs while considering their battery behavior. The approach was
proposed in [55]. We address the following research question:
How do integrated predictions of battery charge profiles affect smart
charging?
The main contributions of this chapter are:
• A methodology for preprocessing a dataset and training a regression model
to predict battery charge profiles,
• the integration of the regression model into a charge scheduling heuristic and
• a quantification of the impact of integrated charge profile predictions on
smart charging in simulations of historical data
CHAPTER 6. DATA-DRIVEN CHARGE SCHEDULING 113
The remainder of the chapter is organized as follows. Section 6.2 introduces
the data-driven methods, including the methods for data preparation, the machine
learning models and the embedding smart charging heuristic. Sections 6.3 and 6.4
describe the experimental setup and the experimental results for smart charging
with an integrated prediction mechanism for battery behavior. Finally, section 6.5
discusses the applicability and limitations of the results while section 6.6 presents
the conclusions of this chapter.
6.2 Method
6.2.1 Data preparation
This section discusses the methodology we use to clean and preprocess a dataset of
meter values collected from charging stations in order to train regression models.
We use the term charging process to refer to the complete session of an EV charg-
ing. We use the term meter value to refer to a single data point of a time series. For
example, a measured power of 10kW at a charging station at 10:18 is one meter
value. Each charging process is associated with one time series of power over time.
In contrast to related work such as [120], we do not simulate this time series but
work with real data. We use the R programming language for dataset preparation.
Attribute Sample value
EV data (18 unique models)
Battery capacity 41.000Wh
Maximum power 22080W
Three phase charging True
Charging process data (10.595 processes)
Arrival time 08:12:37
End time 17:48:01
Car model Renault Zoe (2018)
Total power consumption 26120Wh
Meter value data (Granularity: 1 minute, 5.2 million data points)
Timestamp 09:01:37
Power 22.080W
Table 6.1: Dataset raw attributes
Dataset structure. To begin with, we gather EV model data published by man-
ufacturers (Table 6.3). We then combine the manufacturer’s EV model data with
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the charging process data and the meter value data. Meter value data is gathered
with a granularity of 1 minute. Table 6.1 shows the raw attributes of the dataset.
Dataset characteristics. The dataset consists of 10.595 uncontrolled charging
processes gathered from employee charging at the workplace. The processes stem
from the years 2016-2018 and from 1001 EVs charging at 338 charging stations
in 8 different cities. The EV fleet is heterogeneous and is composed of 18 unique
EV models, each of which has different values regarding maximum charging rate,
battery capacity, three phase charging (see Table 6.3). BEVs typically charge on
three phases while PHEVs usually charge on a single phase. The mean energy
charged per charging processes is 7.01kWh while the mean duration is 7 hours and
17 minutes.
Dataset preprocessing. Next, we describe the steps we perform for cleaning
and preprocessing the dataset. To begin with, we estimate SoC assuming a charging
efficiency η of 0.85. Based on studies [7, 84, 145] on EV charging, this is an op-
timistic value. EV charging efficiencies computed from experimental data include
values of 85% [145], between 60% and 85% [84] or between 64% and 88% [7].
In practice, charging efficiency is not constant but a function of attributes of EV
charging such as heat, SoC and power. For the sake of simplicity, we assume a
constant value.
We use equation (6.1) to estimate the SoC zn,t for EV n at t. We use the
time series X of a charging process to compute the SoC as the difference between
the EV’s capacity Qn (Wh) and missing relative capacity based on the previously
charged energy Xt (Wh) taking into account efficiency η.




Data cleansing. First, we remove processes without an associated car model.
Such processes can be a result of backend system tests. Next, we remove processes
with negative SoC values. Negative SoC values are generated by equation (6.1) in
processes where our efficiency estimate (85%) is too optimistic. We also limit
processes to those with a maximum length of 24 hours. We assume longer stays
contain irregular charging behavior not in the scope of charging at the workplace.
Similarly, we remove processes shorter than 10 minutes.
We remove charging processes with missing data due to charging station con-
nectivity problems. Furthermore, we remove charging processes with a flat charg-
ing profile. We assume processes with a flat charging profile were stopped before
reaching full SoC and thus have no second charging profile stage. We identify such
processes by analyzing whether the values of the time series are all within 95% of
the maximum value of the time series. The remaining cleaned dataset consists of
10.595 charging processes.
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Regarding the time series, we remove meter values after power reaches 0W
for the first time. Artifacts such as remote air conditioning sometimes results in
a power draw greater zero just before the end of the process. This leaves us with
1.2 million data points (from 5.2 million originally).
Feature engineering. Table 6.2 shows the preprocessed attributes of the data-
set. We use the standard approach of one-hot encoding categorical features. In one-
hot encoding each value of a categorical feature is converted to its own Boolean
feature and the original categorical feature is removed. We one-hot encode the
categorical variable EV model leading to 18 individual Boolean features. In re-
gression models requiring only numerical features we use values of 0 and 1 for the
Boolean features.
Feature name Sample value
Input features (23 features)
Is model BMW i3? false
Is model Renault Zoe? true
... false
Is model Mercedes Benz C 350e? false
Three phase charging? true
Is BEV? true
Is PHEV? false
State of charge 0.3892
Arrival time (seconds after midnight) 29557
Target feature
Power (W) 21358
Table 6.2: Sample data point in cleaned and preprocessed dataset (1.2 million data
points) used for training regression models. The car model is included as a one-hot
encoded feature leading to 18 individual Boolean features.
CHAPTER 6. DATA-DRIVEN CHARGE SCHEDULING 116








Audi A3 e-tron PHEV × 8.8 3680
BMW 225xe PHEV × 7.6 3680
BMW 330e PHEV × 12.0 3680
BMW 530e PHEV × 12.0 3680
BMW i3 BEV X 42.2 11040
Hyundai Kona 150kW BEV X 64.0 11040
MINI Cooper S E Countryman PHEV × 7.6 3680
Mercedes Benz B250e BEV X 28.0 11040
Mercedes Benz C 350e PHEV × 7.0 3680
Mercedes Benz E 300de PHEV × 13.5 7360
Mercedes Benz E 350e PHEV × 6.2 3680
Mercedes Benz GLC 350e PHEV × 13.5 7360
Mercedes Benz GLC 350e
COUPE
PHEV × 7.0 3680
Mercedes Benz GLE 500e PHEV × 8.8 3680
Nissan Leaf BEV × 62.0 6600
Renault ZOE BEV X 41.0 22080
Smart ED BEV X 17.6 22080
Smart fortwo ED BEV X 17.6 22080
Smart fortwo EQ Cabrio BEV X 17.6 22080
Tesla Model S BEV X 75.0 11040
VW Golf GTE PHEV × 8.7 3680
VW Passat GTE PHEV × 9.9 3680
VW e-Golf BEV × 35.8 7200
Volvo V60 2,4 PHEV PHEV × 11.6 3680
Table 6.3: Car model data from manufacturers (2018 models)
6.2.2 Regression methods
Training regression models is a proven data-driven methodology for estimating one
output feature given a set of input features. In the context of battery-aware smart
charging the charging power is the feature to be predicted via a regression model.
This section discusses how we train different regression models and which baseline
we use to predict charging power given the EV model, SoC and arrival time from
the preprocessed dataset described in Table 6.2. We train a linear regression model,
an XGBoost regression model as well as a neural network.
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Constant. We use a constant predictor as a baseline with the simplest possible
predictions and to represent the approach in chapter 3 [52]. For the constant pre-
dictor, we use the maximum power draw per EV model according to manufacturers
(see Table 6.3).
Linear regression. Linear models represent a common benchmark for regres-
sion models. We fit the model in equation (6.2) with predicted power y, 23 fea-
tures xi and error εj per data point j.
y = β0 +
m∑
i=1
βi ∗ xi + εj (6.2)
We also fit a second linear regression model on data where the target feature y
has been logarithmically transformed to maximize prediction accuracy. The mo-
tivation for logarithmically transforming power y is that the power in the second
stage of charging profiles is often modelled as an exponential decrease [44, 112].
In section 6.4 both linear regression models are evaluated independently.
Neural networks. Related work on predicting or modelling battery behavior
with neural networks includes [23, 180]. Both approaches use neural networks to
predict SoC taking into account battery voltage, current and temperature.
In this chapter we use Keras [25] for training neural networks. To begin with,
we use the commonly applied standardization approach where each input feature
has a mean value of 0 and a standard deviation of 1. The neural network consists of
two hidden layers, each of which has 128 neurons with rectified linear activation
functions. Weights are regularized using L1 regularization. Because we use the
neural network for regression on a single target feature (power) the final layer is a
single neuron. An 80-20 train and test split was used for evaluation. Additionally
introducing dropout layers, a higher number of hidden layers or a different number
of neurons did not result in an improved MAE.
XGBoost. Gradient boosting machines are a popular regression model for
structured data. XGBoost (eXtreme Gradient Boosting) in particular has become
widespread [24]. In the domain of battery technology, work such as [110] uses
gradient boosted trees to predict the remaining useful life (RUL) of batteries. Sim-
ilarly, [38] uses XGBoost to predict SoC. Both approaches require internal vari-
ables such as battery voltage and current. However, charge point operators do not
have access to internal battery variables.
We perform hyperparameter tuning via grid search using the mlr package in R.
To avoid overfitting, hyperparameters are tuned using 10-fold cross validation. For
reference, the best parameters based on the grid search are booster=gbtree,
nrounds=100, eta=0.1, max depth=9, min child weight=1, gamma=0,
colsample bytree=1 and objective=reg:linear.
CHAPTER 6. DATA-DRIVEN CHARGE SCHEDULING 118
6.2.3 Integration with charge scheduling heuristic
In this chapter we improve on the real-time charge scheduling heuristic introduced
in chapter 3 [52]. The algorithm is a heuristic method which creates individual
charge plans for a set of vehicles. It represents a practically oriented method with
goals similar to the method proposed in [93].
The algorithm solves the decision problem of assigning charging power to EVs
over time. Charging capacities are limited by fuses in the installed charging in-
frastructure and ultimately by the connection to the power grid. The goal of the
algorithm is to maximize the average SoC over all vehicles while respecting charg-
ing capacities of the infrastructure. The output of the algorithm is one charge plan
per vehicle. The charge plan is a time-series discretized into 15 minute timeslots
and specifies the charging power for each time slot. From the perspective of the
CPO, a charge plan specifies desired values for charging power. On a technical
level, the charging station implements the charge plan as an upper bound to EV
power draw. The actual power draw is controlled by the EV’s BMS.
The flow of the algorithm is depicted in figure 6.2 and involves the following
scheduling and prioritization steps. Each time a vehicle begins a charging pro-
cess the charge scheduling heuristic is triggered and computes a charge plan. The
scheduling step iterates over all timeslots and includes a timeslot in the vehicle’s
charge plan as long as the vehicle has a charging need. The initial charge plan is
optimistic in the sense that it uses the earliest available timeslots for each vehicle.
The prioritization step deals with a conflict resolution when capacity alloca-
tions reach the limits of the infrastructure. Allocations are reassigned between ve-
hicles and between timeslots. When reassigning charging capacities, vehicles with
higher charging urgency are preferred. The charging urgency is associated with
the charging priority and is related to the remaining parking time ∆t and the state
of charge z(t) as detailed in equation 5.3. Each vehicle’s departure time tdeparture
is assumed to be known in advance. Vehicles are prioritized by whether and how
much they are charged above their minimum required SoC zmin at time t.
This chapter enhances the algorithm so that it takes into account charge profiles
such as CCCV when computing charge plans. The heuristic in chapter 3 creates
charge plans assuming each EV is able to draw its maximum power irrespective
of SoC and charge profile. Figure 6.3 depicts a sample CCCV process without a
charge plan, with a charge plan as per chapter 3 and with a charge plan from this
chapter. In the constant current phase of the charging profile the vehicle follows the
charging plan directly. In the constant voltage phase, the current drawn follows a
declining curve which is only affected by the charge plan if the charge plan current
is below the CV current. When the vehicle draws less power than is reserved by
the charge plan then charging capacity is wasted.
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Figure 6.2: Flowchart of the charge scheduling heuristic integrating the data-driven
charge profile simulation
The improvement presented in this chapter consists of reducing wasted capac-
ity by considering the anticipated power drawn during the creation of charge plans.
The approach is to introduce a data-driven charge profile simulation which inte-
grates a regression model as introduced in section 6.2.2. The regression model
is used to predict the maximum power drawn by the vehicle at any point in time
based on features including the state of charge. The charge scheduling heuristic
uses the estimated maximum power to reserve a more realistic charging capac-
ity. Consequently, the resulting charge plan reflects the actual charge profile more
closely as visualized in the last diagram within figure 6.3. The strength of integrat-
ing a regression model is that it allows to reflect arbitrary charge profiles and is not
restricted to CCCV charging only.
CHAPTER 6. DATA-DRIVEN CHARGE SCHEDULING 120
Constant current Constant voltage
Constant current Constant voltage
Wasted infrastructure capacity
Constant current Constant voltage
CCCV with charge plans using regression model to predict max EV power
CCCV with charge plans that assume EV is able draw max power








Charge plan Charging current
Constant current, constant voltage (CCCV) charging profile
Figure 6.3: Constant current, constant voltage (CCCV) charging with and without
charge plans. The charge plan specifies an upper bound for the EV’s charging
current.
Regarding performance requirements of the algorithm: In a real life setting,
vehicles connect and disconnect from the charging infrastructure frequently. In
the scenario of workplace charging the frequency distribution of arrivals and de-
partures is characterized by a peak of arrivals between 8 and 9 am and a peak of
departures after 5 pm. In the dataset used in this chapter the median arrival is at
8:22 am while the median departure is at 5:01 pm. Figure 6.4 shows the distribu-
tions for EV arrival and departure times.
During peak arrival several new charging processes are started each minute.
The fact that every connection triggers a computation of charge plans and po-
tentially a reallocation of charging capacities motivates the need for a real-time
capable algorithm. The charge scheduling heuristic is designed to perform with
sub-second response times for charging infrastructures with 300 charging stations
while achieving comparable smart charging quality compared to the approach in-
volving the mixed integer linear programming model presented in chapter 3.



































Figure 6.4: EV arrival and departure time distribution
6.3 Experimental setup
We reuse the discrete event simulation introduced in sections 3.3 and 4.4. The
simulation models EVs and a three phase charging infrastructure. We trigger re-
optimization on new events. Events include new EV arrivals, EVs reaching 100%
SoC, EV departures and changes to the charging infrastructure. Reoptimizing in-
cludes recomputing charge plans via the algorithm as discussed in section 6.2.3
For predicting individual EV charge profiles we use a pure Java implementa-
tion1 of XGBoost. XGBoost models are trained with the programming language R
as discussed in section 6.2.2. For each simulation run we select a random historical
charging process per EV and simulate the charging profile via a lookup table con-
sisting of SoC and power draw. We use a seed when selecting the random historical
charging processes to ensure reproducible results. A seed is used in pseudo-random
number generators as a base value. The generator will always generate the same
sequence of numbers with a given seed. In other words, the results of a simulation
are reproducible with a given seed because the same historical charging processes
will be selected.
1https://github.com/komiya-atsushi/xgboost-predictor-java version 0.3.1
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Table 6.4 shows the simulation parameters we use for simulations. The num-
ber of cars is variable and is increased for each simulation to show the impact of
the infrastructure bottleneck (30kW). With a charge scheduling heuristic this in-
frastructure should be sufficient to fully charge roughly 40 EVs considering the
main business hours of 08:00-17:00. The average energy consumption per session
is 7 kWh and the infrastructure could be used for 270kWh spread out over 9 hours.
Each charging station is rated for a three phase BEV (22kW). We set the num-
ber of charging stations to allow for every EV to plug in. We use a constant charg-
ing efficiency of 0.85 as discussed in section 6.2.1. Finally, Table 6.3 shows the car
model data published by manufacturers that we use.
Parameter Values
Number of cars {5, 10, ..., 100}
Number of charging stations 100
Charging station power rating 22kW
Charging efficiency 0.85
Infrastructure limit 30kW
Power prediction method {Constant, XGBoost, ...}
RNG seed {0, 1, ..., 9}
Table 6.4: Simulation parameters: 600 simulations total
6.4 Experimental results
This section discusses results from the simulations in section 6.3. First, in sec-
tion 6.4.1 we analyze the performance of the different regression models by com-
paring error metrics. Based on the error metrics we discuss the suitability of the
regression models for integration in the charge scheduling heuristic. We then show
six examples of charging profiles and the accompanying predictions. Finally, we
analyze feature importance in the best performing model (XGBoost).
In section 6.4.2 we directly measure the effect of the integrated regression mod-
els on smart charging by comparing charging output measured as mean final SoC.
We evaluate the relevance of individual features within the model and present an
ablation study to further quantify possible adverse effect when omitting features
from the model. Lastly, we analyze two simulations in more detail and the influ-
ence of integrating regression models on the computation time of smart charging.
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6.4.1 Regression models
Method MAE RelMAE
Baseline (predict maximum power) 2077.63 1.00
Linear regression 656.13 0.32
Linear regression (on log-power) 765.97 0.37
Neural Network 151.28 0.07
XGBoost (ablation study) 145.96 0.07
XGBoost 126.21 0.06
Table 6.5: Predicting charging profile power: Error metrics per prediction method
Comparison of regression models. In this chapter, we use the metrics mean ab-
solute error (MAE) and the relative MAE (RelMAE) to quantify regression model
results. The relative MAE is computed by dividing the MAE of a method with the
MAE of a baseline [137]. We use the EV’s maximum power as the baseline.
Table 6.5 shows the MAE and RelMAE per regression model. To begin with,
the baseline which assumes the EV will always draw its maximum power has the
highest MAE (2077.63) thus motivating the use of regression models. Next, the
standard linear regression model as well as the model fitted to logarithmically
transformed power both perform poorly with an MAE of 656.13 and 765.97 re-
spectively. The high MAE of both linear regression models can be explained by
the intrinsic nonlinear relation between SoC and power [168].
More sophisticated regression models which are able to deal with nonlinear
relations between attributes show better results. Neural networks and XGBoost
show a comparable MAE of 151.28 and 126.21. However, XGBoost shows slightly
better performance. As described in section 6.2.2 we report the average MAE on
each test set during 10-fold cross validation. We use the best performing regression
model (XGBoost) for the simulations of EV fleets in section 6.4.2.
As discussed in section 6.2.1 in this chapter we assume an efficiency value
of η = 0.85. A sensitivity study on varying efficiency values can be found in
section A.4. The sensitivity study shows no significant difference in prediction
accuracy.
Charge profile prediction examples. In the following we discuss six exam-
ples of charging processes to visualize the inherent nonlinearity in charging profiles
as well as regression model prediction accuracy. Figure 6.5 shows the six processes
involving three popular EV models from the fleet. To show charging profile diver-
sity in the dataset we present three processes with a high prediction accuracy (left
column) and three processes with a low prediction accuracy (right column).
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BMW i3, ΔSoC=0.61 BMW i3 (long CV phase), ΔSoC=0.18
Tesla Model S, ΔSoC=0.33 Tesla Model S (No smooth CV phase), ΔSoC=0.47
Renault Zoe, ΔSoC=0.87 Renault Zoe (CCCV below full power), ΔSoC=0.24
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Observed power Constant (max power) Predicted power (XGBoost) Predicted power (Linear regression)
Observed charging processes
Figure 6.5: Observed CCCV processes and predicted power using different regres-
sion models
Interestingly, when observing the first stage in the charge profile of each pro-
cess, the Renault Zoe appears to implement CCCV while the Tesla Model S and
the BMW i3 appear to implement constant-power, constant-voltage (CPCV). We
base this observation on the steady increase of power in the first stage of CCCV.
In comparison, the CPCV processes show a first stage with recognizably constant
power.
For each of the six charging processes we show the charge profile predictions
for two regression models. XGBoost shows significantly better prediction accuracy
compared to a linear regression model which corresponds to the lower MAE in
Table 6.5 (126.21 vs 656.13). The diversity in such sample charging processes
underscores the need for data-driven approaches to take into account processes
that do not follow the expected theoretical charge profiles.
Comparisons of predicted profiles via regression model and profiles simulated
via ECM are shown in section A.4. The comparisons show the predicted charging
profiles are more accurate compared to the simulated profiles.
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Car model (Mercedes Benz C 350e)










Figure 6.6: XGBoost feature importance
Feature importance. Analyzing the feature importance in trained regression
models presents another approach to evaluation of regression results. For tree-
based models such as XGBoost, feature importance expresses the impact on the
regression when splitting on the feature.
In a single decision tree, the gain for a feature expresses how well splitting on
that feature improves results. An XGBoost model consists of multiple trees and
the gain is averaged over all trees. We refer to [24] for a more in-depth explanation
of feature importance in XGBoost models.
Figure 6.6 shows the feature importance for the trained model. The most im-
portant feature is whether the EV is able to use three phases followed by the state of
charge and the charging process’ start time. The relative importance of three phase
charging is explained by the fact that vehicles charging on three phases draw sig-
nificantly more power than vehicles charging on only one phase, namely roughly
by factor three. The fact that state of charge ranks high in feature importance em-
phasizes that the power drawn changes significantly with the SoC. In particular, the
power draw decreases significantly towards high SoC.
6.4.2 Impact of integrated regression models on smart charging
Scheduling quality. Figure 6.7 shows the mean final SoC for different EV fleet
sizes. The mean final SoC is the average SoC after charging computed over all
EVs in the fleet. Each point in the plot is the average result of 10 simulations
(600 simulations total). All methods show a decline after 35 EVs in the mean














Method Constant (max power) XGboost XGBoost (ablation study)
Mean final SoC by charge profile prediction method
Figure 6.7: Experimental results: Mean final SoC for different EV fleet sizes
final SoC because of the infrastructure bottleneck (30kW). However, each method
shows a different mean final SoC because the infrastructure is used more or less
effectively. For example, the difference in SoC with 40 EVs is large. Assuming a
constant battery model leads to a mean final SoC of 87%. In comparison, a mean
final SoC of 96% is reached when using XGBoost as a charge profile predictor.
Ablation study. An ablation study can be used to determine the influence of
certain features on ML models by retraining the models without said features. In
the following we discuss whether the EV’s actual car model is necessary or whether
it is sufficient to know the EV’s type (BEV/PHEV) and whether the EV is able to
charge on three phases. The EV’s model may not be available to the charge point
operator, for example, in scenarios where users do not authenticate.
In this chapter, we perform an ablation study assuming charging features (car
type, three phase charging) are available via organisational measures. For example,
parking spaces may be reserved specifically for BEVs or PHEVs and charging sta-
tions may be connected on one or three phases. The regression results in Table 6.5
show a slightly higher MAE (145.96 vs 126.21) when training the XGBoost model
without the one-hot encoded car model features.
We thus conclude the car model itself is not needed. However, the EV’s charg-
ing features (BEV/PHEV, three phase charging) are needed as per the following
reasoning. Figure 6.8 shows power in relation to SoC and contains all data points
from the dataset. There are many different charging profiles and the typical charg-
ing levels are easily recognizable as horizontal lines (single phase 3.7kW, three
phase 11kW or 22kW). Intuitively, without the car type and the three phase charg-
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ing characteristic there are multiple values on the y-axis per single value on the x-
axis. It is thus infeasible to find a function to accurately predict power based solely
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Figure 6.8: Power vs SoC for all data points in the dataset
Example simulation runs. Figure 6.9 shows the aggregated consumed power
for two different simulations using different predictors. Notably, when using Con-
stant (max power), there are large differences between the actually drawn power
and the aggregated charge plans. In other words, there is a gap between each EV’s
power and the power assigned via a charge plan. Semantically, the gap represents
the difference between assuming a constant battery model and taking into account
EV charge profiles. In the upper plot of figure 6.9, 196kWh was planned but only
129kWh was drawn which represents a charge plan utilization of 65.8%. In the
lower plot, XGBoost more accurately predicts charge profiles leading to 144kWh
planned and 136kWh drawn and a charge plan utilization of 94.4%.
Figure 6.10 shows the aggregated consumed power for two simulations with
40 EVs. With 40 EVs, the impact of a lower charge plan utilization is more pro-
nounced and leads to 21% more energy being drawn in total (259kWh vs 213kWh)
when using the more accurate prediction method (XGBoost). That is, the accu-
racy of the charge profile prediction impacts how effectively the infrastructure is
used. Consequently, using XGBoost leads to a significantly higher mean final SoC
of 98% compared to the baseline of constant (max power) of 90%.
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Simulation using XGBoost as charge profile predictor










































EV Power draw Aggregated charge plans
Figure 6.9: Single simulation runs using different predictors (20 EVs)
Simulation using XGBoost as charge profile predictor










































EV Power draw Aggregated charge plans
Simulations with 40 EVs
Figure 6.10: Single simulation runs using different predictors (40 EVs)


















Method Constant (max power) XGboost XGBoost (ablation study)
Figure 6.11: Computation time of the charge scheduling heuristic per integrated
prediction method
Smart charging computation time. Figure 6.11 shows the average computa-
tion time per rescheduling operation of the charge scheduling heuristic. In other
words, how long does an EV wait, on average, before receiving a charge plan?
The computation time includes the time applying the regression model as well as
computing charge plans.
In a real-time context, charge plans should be computed as quickly as possi-
ble in order to make the most of the EV’s stay. Both methods show increasing
computation time depending on the number of EVs. Using Constant (max power)
is clearly faster. The charge scheduling heuristic performs many charge profile
predictions with the integrated XGBoost model. The computation time of each
XGBoost prediction is roughly 30ns and is independent of the number of EVs.
The number of EVs influences how often the prediction method is used. For the
charge scheduling heuristic, the overall computation time remains in the order of
100s for fleets of up to 100 EVs.
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6.5 Discussion
Using a data-driven approach to reflect charging behavior in smart charging leads
to improved charge plans. Here, improvement is understood as reaching a higher
mean final SoC for the vehicle fleet by using the limited charging infrastructure
more efficiently. The EV type (BEV versus PHEV, three phase charging) and
SoC data is sufficient to train a regression model reflecting charge profiles. The
smart charging approach presented in this chapter reaches an improvement of up
to 21% in charging power consumed in total over an approach which does not take
into account charging behavior. An ablation study showed how contrary to ini-
tial intuition, the EV’s model is neither necessary nor does it produce a significant
improvement in the performance of the regression model.
From a computation time perspective, the integration of the regression model
is negligible with an average runtime of 30ns per prediction.
With regard to the impact of prediction accuracy: If the power prediction is
too low the EV will draw less power than it is capable of. However, the charge
scheduling heuristic can assign the unused infrastructure capacity to other EVs if
available. If the power prediction is too high the EV will follow its normal charg-
ing profile and draw less power than specified by the charge plan. Consequently,
infrastructure capacity is reserved which cannot be assigned to other EVs.
The studied scenario of workplace charging generalizes to other smart charging
applications that involve EVs topping up batteries in limited charging infrastruc-
tures. Such applications include charging delivery fleets over night and topping
up EV batteries at gyms, airports or retail locations. It can be argued that the
main gain of integrating the regression model is leveraged when vehicles approach
100% SoC. However, it is to be expected that with an increasing number of charg-
ing opportunities frequent topping up becomes common charging behavior.
The fact that the regression model for the charge profile prediction is agnostic
of EV models makes it versatile and applicable to use with any EV. Regarding con-
tinuous SoC data, the vehicles’ SoC is not commonly accessible in practice due to
pending implementations of the ISO15118 [141] standard in charging stations and
EVs. The missing access to SoC is expected to resolve with time. We describe how
we estimate SoC for historical charging processes in this chapter in section 6.2.1.
Additional features such as EV internal temperature and battery SoH may im-
prove the accuracy of the regression models. However, such features are not re-
ported to the charging station and thus not available to the CPO. The sensitivity
study in section A.4 on charging efficiency shows no significant differences in re-
gression model accuracy. Furthermore, we omit external temperature from the set
of regression model features. The experiments in section A.4 show that retraining
the regression models with external temperature as an additional feature does not
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improve accuracy.
The limitations of the presented approach relate to the availability of histori-
cal data. A large enough dataset with car models and meter data from charging
processes is necessary to train the regression model for predicting charge profiles.
The trained model only reflects the charging behavior of the EV models included
in the historical dataset. With new EV models and EVs aging over time the dataset
will need to be continuously updated and the regression model will need to be re-
trained. Furthermore, in this chapter we assume we know each EV’s departure
time. In practice, it is difficult to reliably estimate departure times. We present an
approach to predict EV departure time with machine learning in chapter 4.
As far as alternative approaches to charge profile prediction are concerned, time
series forecasting may at first seem to suggest itself. However, the application of
charge plans influences the course of each time series making the integration of
time series forecasting with real-time smart charging conceptually problematic.
6.6 Conclusion
In this chapter we present the integration of a regression model for charge profile
prediction in a charge scheduling heuristic as proposed in [55]. The regression
model is trained on a large historical dataset of charging processes and predicts the
power drawn by the EV over the course of the charging process. A data-driven
regression model is more practical to infer charge profiles than traditional battery
models such as ECMs and physical models. Battery internal parameters such as
current, voltage or state of health are required for such analytical models but are
not publicly available. Additionally, the regression model is trained on arbitrary
charge profiles and thus not restricted to a single charge profile such as CCCV.
We address the research question of how integrated EV charge profile predic-
tions impact smart charging. We show how with our approach EVs charge up to
21% more energy and reach a 9 percentage point higher mean final SoC in a lim-
ited infrastructure. Consequently, more energy can be delivered without the need
for costly and time-consuming upgrades of the charging infrastructure.
Furthermore, an ablation study shows that the EV model is not a necessary
attribute for considering charge profiles in heterogeneous EV fleets. However, EV
characteristics are required including the type (BEV or PHEV) and the number of
the phases used for charging.
Future work includes studying the impact on smart charging of how well re-
gression models generalize to new EV models as they enter the fleet. Progress in
battery technology leads to EV models with new charge profiles not contained in
the historical dataset.
Chapter 7
Open source heuristic and
practical validation
7.1 Introduction
This chapter presents an open source package containing the approaches presented
in previous chapters. Additionally, experimental results of a one-year field test are
presented. The field test was designed to validate the charge scheduling heuristic.
In practice, the output of the charge scheduling heuristic presented in sec-
tion 3.2.2 is an individual charge plan for each vehicle. The charge point oper-
ator (CPO) system transfers the vehicles’ charge plans to the individual charging
stations via standard protocols such as the Open Charge Point Protocol (OCPP).
With respect to CPO systems there is an evolving market with offerings from
different industry segments including service providers, utilities and charging hard-
ware manufacturers. Commercial offerings increasingly feature smart charging
functions. However, proprietary smart charging solutions are typically limited with
respect to analysis, modification and integration in other charging systems.
In this chapter we address the following research question:
How can a charge scheduling heuristic be implemented which is open
and interoperable with other systems?
In this chapter we present an open source package containing the charge schedul-
ing heuristic presented in section 3.2.2 together with experimental results from ap-
plying the heuristic in a one-year field test. The heuristic is flexible with regard to
aspects such as EV fleet composition, charging station setup or hardware used. We
refer to section 3.2.2 for a detailed discussion of the charge scheduling heuristic
and in this chapter focus on interoperability and the validation of the heuristic.
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The main contributions of this chapter are
• an open source package containing a real-time charge scheduling heuristic
for heterogeneous EV fleets,
• a REST API for interoperability which encapsulates the charge scheduling
heuristic and
• validation of the charge scheduling heuristic in a one-year field test.
The chapter is organized as follows. Sections 7.2.1 to 7.2.3 introduce the data
model and the charge scheduling heuristic which are published in the open source
repository. Section 7.2.4 describes the integration of the open source heuristic into
CPO systems. The experimental setup of the one-year field test is described in
section 7.3 and results are listed in section 7.4. Finally, sections 7.5 and 7.6 discuss
relevance and limitations of the approach and conclude with an outlook.
7.2 Method
7.2.1 Data model
This section describes the data model used by the charge scheduling heuristic and
implemented in the open source package. The data model is used to reflect complex
charging infrastructures, EVs and charging processes.
Charging infrastructure. In the following, we create a model of the charg-
ing infrastructure concepts presented in section 2.3. The charging infrastructure is
modelled as a tree of fuses (or circuit breakers). Each node in the tree contains
a fuse that may have a charging station and other nodes as children. In practice,
large charging infrastructure consist of multiple levels of hierarchical fuses. For
example, in chapter 3 we consider a real charging infrastructure with a fuse tree
with three levels of fuses (4000 A, 1250 A, 800 A). This particular charging infras-
tructure allows smart charging for hundreds of charging stations.
Additionally, an important electrical engineering constraint in practice is the
consideration of multiple alternating current (AC) phases during charging. AC in
the electrical grid is transmitted using a three-phase, four-wire system [153] where
the fourth wire carries the neutral current.
The data model must reflect how charging stations are connected to the grid in
practice. The connection includes the number of connected phases as well as how
the phases are connected. For example, charging stations may be installed with
rotating phases in order to allow minimizing load imbalance. Load imbalance is
caused by single-phase EVs such as PHEVs charging on the first phase. Figure 7.1
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shows an example of three charging stations where phases are rotated. In this
example, three single-phase EVs would not cause load imbalance because the first




















































Figure 7.1: Charging stations connected to the grid with rotating phases
Electric vehicles. In this chapter we consider a heterogeneous fleet of EVs
consisting of different EV models. The data model of an EV thus has many at-
tributes. We refer to the documentation of the open source package for an exhaus-
tive list of each attribute. Most importantly, the attributes include
• which phases the EV is able to use for charging,
• the maximum charging power of the EV and
• the starting capacity, minimum required capacity and the maximum capacity.
Energy prices. The charge scheduling heuristic is able to follow different
objectives. If the set of objectives includes energy cost minimization an energy
price per 15 minute time slot is required.
7.2.2 Charge scheduling heuristic
The open source charge scheduling heuristic is an implementation of the schedule
guided heuristic presented in section 3.2.2.
To recap, the heuristic aims to maximize driver satisfaction in the sense that
limited charging power is shared fairly among EVs with charging needs. Sec-
ondary objectives include energy cost minimization, load imbalance minimization
and peak minimization. At the same time the heuristic takes into account practical
engineering constraints such as EV model specific charging power, single phase
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versus three phase charging and phase rotation between charging stations. Chap-
ter 3 contains a detailed discussion of the individual constraints. Considering such
practical constraints directly during charge scheduling avoids post-processing steps
to make charge plans feasible for practical use.
The heuristic consists of three main steps: greedy charging, saturation adjust-
ment and conflict resolution. First, the heuristic starts by creating a greedy charge
plan for each EV in the sense that it plans to fill up the state of charge as soon as
possible. For the greedy plan, the heuristic assigns the maximum charging current
during all time slots directly after arrival of the EV. Second, the heuristic adjusts
the planned charging current by accounting for charging saturation effects. Charg-
ing saturation occurs towards high SoC. Battery management system inside EVs
manage saturation by decreasing the current drawn for charging. Constant volt-
age constant power (CPCV) charging is a common implementation of charging
saturation in EVs [134]. The open source charge scheduling heuristic contains a
simple saturation adjustment. The implementation linearly scales down the charg-
ing current during the last 15-minute time slot of the charging session. Regression
techniques which allow more precise prediction of charging behavior during satu-
ration are described in chapter 6. The regression techniques were not used during
the field test, however.
EV arrival
Done
Predict EV parking time
Fill charge plan to full SoC w.r.t. objectives: 
Set desired power for all timeslots k
Iterate over timeslots k
k = kmax ?
Estimate SoC at start of timeslot
Is SoC saturation phase reached?
Resolve potential conflicts:





Adjust desired power to saturation level 
Figure 7.2: Flowchart of the charge scheduling heuristic: Program flow for creating
charge plans upon arrival of an EV.
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The third and last step of the heuristic is to resolve conflicts between the charge
plans and the charge plans of all previously scheduled EVs. Due to the greedy
charging in the first step the situation can arise that during some time slots the
scheduled charging capacity exceeds the actual capacity of the charging infrastruc-
ture. In this case, priority based rescheduling is triggered where the EVs with the
lowest priority are rescheduled to charge during other time slots.
7.2.3 Open source repository
This section discusses the open source package for smart charging1. The repository
is published under the Apache License 2.0. Benefits of open sourcing include:
• Ensuring reproducibility: It is simple to download and execute the code,
particularly due to the provided Docker image.
• Facilitating collaboration: The community can directly suggest improve-
ments, new features and bug fixes.
• Guarantee transparency: The open implementation of an heuristic is partic-
ularly important for commercial use which must adhere to security and data
protection regulations.
REST API. Representational state transfer (REST) is an architectural style for
communication in distributed systems [50]. The open source algorithm implements
a REST API using the programming language Java. The REST API encapsulates
the charge scheduling heuristic in order to allow access by other systems such as
CPO backends.
The most important call to the REST API is a request to the service:
/api/v1/OptimizeChargingProfiles
The input to the REST API is the current state of the charging infrastructure
with regard to EVs and available charging stations. The output of the REST API is
one charge plan per EV.
Using a REST API for communication makes the smart charging approach
protocol agnostic and interoperable with other systems. In other words, the charge
scheduling heuristic can be used by CPOs in combination with high-level protocols
such as OCPP or OSCP but also low-level protocols designed for use without a
centralized CPO backend such as EEBUS. Additionally, other systems do not have
to be implemented in the same programming language.
1github.com/SAP/emobility-smart-charging
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Web application. A secondary component in the open source package is an
interactive web application. The web application is designed to visually commu-
nicate to stakeholders the motivation for smart charging and to show the internal
data model of the charge scheduling heuristic. The web application allows users to
interact with the REST API and thus enables learning how to use the API.
The web application presents both API input data and the charge plan output
in a visual way. The inputs of the REST API are presented as a circuit diagram
(figure 7.1) and as a fuse tree. Figure 7.3 shows a fuse tree with three charging
stations and three EVs.
Figure 7.3: Screenshot: Visualization of a simple charging infrastructure with three
charging stations and three EVs. The web application allows the user to configure
a three-phase charging infrastructure with arbitrary inputs.
The output of the REST API is visualized as a stacked graph with individ-
ual charge plans. The graph shows how EV charging is distributed over time.
Figure 7.4 presents the corresponding output for the input from the example in
figure 7.3. In the example, only two EVs can charge concurrently to ensure the
connection to the grid (44 kW) is not overloaded. The third EV is thus scheduled
to charge later.
Figure 7.5 shows the visualization of a more complex charging infrastructure.
The infrastructure contains four charging stations and four EVs. This specific hi-
erarchical infrastructure is used for the simulations in chapter 3.
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Figure 7.4: Screenshot: Visualization of individual EV charge plans
Figure 7.5: Screenshot: Visualization of a more complex charging infrastructure
CHAPTER 7. OPEN SOURCE ALGORITHM AND VALIDATION 139
7.2.4 Integration concept
This section discusses how the presented open source package may be integrated
with other systems. Figure 7.6 shows the components required for a centralized
smart charging approach. The charge scheduling heuristic may be combined with
other open source software for the charging station controllerand a CPO backend
using OCPP. The charge scheduling heuristic can also be accessed directly without
the REST API if the CPO backend is also implemented in Java. Smart charging ap-
proaches are typically categorized as centralized or decentralized [89]. Figure 7.6
describes a centralized approach where a central CPO backend is used. However,
the server containing the charge scheduling heuristic can also be run in a decen-









Figure 7.6: Components involved in smart charging and standardized communica-
tion protocols. Arrows indicate direction of requests.
Figure 7.7 shows a sequence diagram of the requests triggered by the arrival
of an EV. This sequence was used in the experimental setup detailed in section 7.3
and roughly follows the sequence of steps when using OCPP 1.6. After an EV
has connected, the station requests a new charging session. The CPO backend
creates the session and sends a request for reoptimization to the charge scheduling
heuristic. The charge scheduling heuristic responds with one charge plan per EV.
The CPO backend confirms the new charging session and sends the charge plan to
the charging station.
With regard to enhancing features of the open source package, the open source
package offers interfaces for regression models to predict EV departures (chap-
ter 4) as well as interfaces for models to simulate EV batteries to reflect charging
saturation (chapters 5 and 6).
CHAPTER 7. OPEN SOURCE ALGORITHM AND VALIDATION 140
Electric vehicle Charging station CPO backend Smart charging algorithm
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charging current  
Figure 7.7: Sequence of requests triggered by arrival of an EV at a charging station.
7.3 Experimental setup
7.3.1 Physical charging infrastructure and field test
The charge scheduling heuristic underwent a field test in a real charging installation
during the year of 2019. The physical installation consisted of six charging stations
connected to a three-phase infrastructure. Figures 7.8 to 7.10 show photos of the
installations. Each charging station was able to charge up to 32 A on 3 phases
(corresponding to a charging power of 22 kW). The line section with all six stations
together was protected by a three-phase 64 A fuse (44 kW). That is, only two
EVs were able to charge at full power concurrently without triggering the fuse.
Charging stations were connected to the grid with rotating phases (see figure 7.1).
Each charging station was equipped with an RFID card reader for user authen-
tication and an Internet of Things (IoT) SIM card for internet connectivity via the
cellular network. The endpoint of the connection was a proprietary CPO backend
system. The overall software system setup is visualized in figure 7.11. The field test
involved the two user roles of charge point operator and driver. The CPO interacted
directly with the monitoring and control applications in the CPO backend system.
The drivers interacted with a mobile app which included functions for starting and
stopping the charge session as well as viewing the charge plan and monitoring the
charge session. The apps used a central data store in the CPO system.
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Regarding the participants of the field test, eight commuters were chosen with
an average daily commute of 34 km. The fleet of the participants’ vehicles con-
tained both plug-in hybrid as well as fully electric vehicles with battery capacities
ranging from 9 kWh to 85 kWh. Each participant was assigned an RFID card for
authentication at the charging station. In the CPO backend system, each RFID
code was linked with the charging characteristics of the associated vehicle. This
way, EV attributes such as battery capacity and maximum charging current were
sourced for the smart charging heuristic.
Figure 7.8: Station exterior Figure 7.9: Station interior
Figure 7.10: Charging infrastructure in field test operations









Figure 7.11: User roles and system components used in field test operations.
7.3.2 Open Charge Point Protocol (OCPP)
For the purpose of the one-year field test, Open Charge Point Protocol (OCPP) [124]
was chosen to communicate charge plans to charging stations. OCPP is a proto-
col independent of charging station manufacturer. Messages are communicated to
charging stations in a JSON format via WebSocket in a ping pong exchange with
each message consisting of a request and a response. A charge plan is communi-
cated as a certain type of OCPP message (SetChargingProfile).
A full example of a charge plan is shown in the appendix in section A.5. With
regard to timing, each ChargingProfile consists of a ChargingSchedule.
A ChargingSchedule has a starting time (startSchedule) The algorithm
always assigns charging schedules based on full 15-minute timeslots As such,
the startSchedule is always chosen rounded up to the beginning of the cur-
rent 15-minute timeslot . For example, 09:35 is rounded up to 09:30 and 17:13
is rounded up to 17:00 A ChargingSchedule consists of several unordered
ChargingSchedulePeriod objects. Each period is chosen with the corre-
sponding output of the algorithm (attribute limit) and a time offset (attribute
startPeriod) of the timeslot multiplied by 900 seconds.
7.3.3 Field test assumptions
There are three parameters required for the charge scheduling heuristic which have
uncertain values. For the purpose of the field test, a mobile application was de-
veloped which allows EV drivers to supply values for each parameter. However, a
value must be assumed for each parameter if the EV driver does not supply a value.
Arrival SoC. There are protocols such as ISO 15118 which allow the charging
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station to read the EV’s SoC upon arrival. However, at the time of writing cur-
rent charging stations and EVs seldomly implement the protocol [141], making it
difficult to reliably acquire a value for the arrival SoC.
In the field test we assume an arrival SoC of 0 to allow all EVs a chance to
fully charge. This value works in conjunction with an additional feedback loop to
detect EVs at full charge: If an EV was scheduled to draw power via charge plan
but did not draw power, we assume the EV is fully charged.
Minimum SoC. The minimum SoC allows the heuristic to prioritize EVs ac-
cording to a user-specific minimum required SoC. If the EV driver does not supply
a value we assume a minimum SoC of 0.5.
Departure time. The departure time is an important component of the priority
function in the charge scheduling heuristic. If the EV driver does not supply a
value we use a regression model to predict departure time based on historical data
as described in chapter 4.
7.4 Experimental results
This section describes the experimental results gathered during the TRADE EVs
project. Table 7.1 provides an overview of the experimental results.
Number of participants 17
Number of charge sessions 1,247
Number of charge schedules computed 358,779
Total power consumed 6.534 MWh
Average power consumed per session 5.2 kWh
Energy price forecast Daily update
Table 7.1: Experimental results overview (TRADE EVs)
7.4.1 Field test of the charge scheduling heuristic
The purpose of the one-year field test was to validate the charge scheduling heuris-
tic for practical application. The role of the heuristic was to supply charge plans
which were used to control charging processes of EVs.
During the field test 468 charging sessions were recorded in total. Altogether
6118 kWh were charged, averaging 13.1 kWh per session. The average duration
of the charging sessions was 8.3 h. Figure 7.12 shows the number of charging
processes per EV model.




















































Figure 7.12: Number of charging processes per EV model
Overall, the field test was successful from both the drivers’ and the CPO’s
perspective. For drivers, EVs were always fully charged at the end of the charge
session. For the CPO, the power limit of 44 kW for the line section was always ad-
hered to and the fuse was never triggered. However, there were multiple incidents
with software errors in charge sessions requiring the CPO’s intervention. Without
the intervention, the EV would not have charged in the worst case.
Out of the 468 charging sessions, 97 sessions (or 20.7%) involved an error with
the execution of the session and required intervention by the CPO. The overall
high error rate is explained by the complex system setup with various software
and hardware components from different manufacturers. There was a decreasing
error rate over time due to continuous bug fixes in the CPO backend system and
improved charge point configuration.
Troubleshooting by the CPO involved analysis of log files of the charging sta-
tion, of the CPO backend application and of the cloud platform hosting the CPO
application. Log files within the individual EVs are not available due to lack of
standardized interfaces. The most common detected root causes were issues with
the cloud infrastructure (16%) followed by software bugs in the OCPP communica-
tion of the CPO backend (14%). The charge scheduling heuristic rarely accounted
for errors (4%).
Two sample charging sessions governed by charge plans are depicted in fig-
ure 7.13. Charge plans were computed by the charge scheduling heuristic. The
charging station interprets the charge plan sent by the CPO backend and commu-
nicates a maximum current to the EV (the blue line). The EV’s BMS then controls
the current accordingly (the red line). For the depicted charge sessions the BMS
achieves a tight compliance with the charge plans.
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Figure 7.14: Total planned and drawn power on 2019-05-06 with four EVs con-
nected at the same time
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Figure 7.14 shows the total planned power and actual EV charging power dur-
ing a typical day in May, with four EVs connected to the charging infrastructure.
The main constraint of the heuristic is to schedule all EVs for charging such that
the infrastructure limit (44 kW) is never exceeded.
Figure 7.14 also demonstrates that there can be gaps between planned power
and actual EV charging power. For example, at 11:00 the heuristic planned for
35 kW in total but the actual power draw was only 22.5 kW. The gap occurs be-
cause the heuristic models saturation charging inaccurately. Saturation charging
occurs towards high SoC and leads to decreasing charging power. The gap between
planned and actual power is addressed in chapters 5 and 6 but the approaches were
not applied in the field test.
To summarize, the open source charge scheduling heuristic was applied during
the one-year field test for validation. The experimental results show the heuristic
can be applied in a charging infrastructure with a limited connection to the grid.
7.4.2 Runtime of the REST API
This section discusses the runtime measurements of the REST API with varying
inputs. We use the testing tool artillery2 to record the runtime of the REST endpoint
/api/v1/OptimizeChargingProfiles. The runtime includes overhead
such as using Docker network interfaces and the server’s REST API mapping. Each
request is sent once per second for 60 seconds.
Number of cars Infrastructure connectionmultiplier






















Figure 7.15: Median runtime of the REST API
2https://artillery.io/
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We use the term infrastructure connection multiplier to refer to the size of the
grid connection relative to the number of EVs. A multiplier of 1 allows all EVs
to charge concurrently. In the following, EVs are assumed to charge with up to
22 kW. For example, in a fleet of ten EVs and a multiplier of 1 we set the in-
frastructure connection to 220 kW. A multiplier of 0.5 allows half of all EVs to
charge concurrently. In a fleet of ten EVs the infrastructure connection is then set
to 110 kW. A lower multiplier makes the scheduling process more computation-
ally intensive because EVs must be rescheduled more often. In the field test, the
multiplier would be 0.33.
Figure 7.15 shows the recorded median runtime for each request. For the left
graph we vary the number of EVs from 10 to 200 while keeping the infrastructure
connection multiplier at 1. The runtime per request behaves linearly and remains
below 40 ms.
For the right graph we vary the infrastructure connection multiplier from 1
to 0.1 while keeping the number of EVs constant at 100. The runtime measure-
ments remain sub-second which implies that the charge scheduling heuristic is able
to be used in real-time with large EV fleets and very limited charging infrastruc-
tures.
7.5 Discussion
The open source charge scheduling heuristic presents an openly accessible option
for CPOs to control charging operations with charge plans. Due to the fast com-
putation times the heuristic can manage fleets of arbitrary sizes in real-time. For
interoperability, the encapsulation of the heuristic into REST services enables in-
tegrating the heuristic with any CPO system thus bridging potential technology
barriers. In contrast to commercial offerings, the open source heuristic is not lim-
ited to specific charging hardware or specific EV models but can be applied in any
infrastructure.
Installations for charge point operations are complex and error-prone as the
field test has shown. Smart charging adds another level of complexity to the lay-
ered system with components ranging from the vehicle to the charging station with
its software and finally to the CPO backend system in its cloud environment. Each
layer lies in the responsibility of potentially separate entities with their own busi-
ness interests. Integrating the detailed log outputs from the open source package
with other software layers would keep the system manageable for a CPO and would
serve as input for automated error support systems.
In terms of future functional enhancements such as vehicle-to-grid enablement
the open source package is easily extendable. The software design caters for code
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inheritance and code changes can be contributed and shared via the open source
repository. From the software engineering perspective a CI/CD pipeline is auto-
matically executed upon each code change to ensure software quality through unit
tests.
7.6 Conclusion
In this chapter we present an open source charge scheduling heuristic for EV fleets.
We validated the heuristic during a one-year field test with a real charging infras-
tructure. We address the research question of how to implement a charge schedul-
ing heuristic which is interoperable with other systems such as CPO backends.
The presented charge scheduling heuristic is accessible via REST API, is de-
signed to be used in real-time and is open to individual requirements and prefer-
ences. Additionally, the open source package contains a web application which
can be used to demonstrate the motivation for smart charging to stakeholders and
to experiment with inputs and outputs to the REST API. Experimental results dur-
ing the one-year field test show the charge scheduling heuristic can be applied in a
charging infrastructure with a limited connection to the grid.
Future work includes extending the heuristic to be customizable with regard
to attributes such as the voltage of the grid and to propose integrations with open




This section recaps the research questions listed in section 1.2 and summarizes the
approaches and results presented throughout the thesis.
How can EV charging be coordinated in a three-phase charging infras-
tructure during different times of planning?
Chapter 3 presents a smart charging approach which combines day-ahead plan-
ning with real-time planning [52]. A MIP model is used to precompute optimal
schedules ahead of time. Schedules are optimal with regard to one or more ob-
jective function components: Maximizing fair share, minimizing peak demand,
minimizing energy costs and minimizing load imbalance. Schedules are computed
taking into constraints such as the available three-phase charging infrastructure
and EV charging characteristics. The forecasting approaches in chapter 4 and sec-
tion A.3 can be used to generate input data for the MIP model.
In practice, EVs do not arrive exactly as originally planned. We thus present
a schedule guided heuristic which is used to adapt precomputed schedules in real-
time. For example, if the EV arrives later than planned the schedule is adapted to
allow the EV to reach a full SoC independent of its late arrival.
Simulations show a consistently higher mean final SoC when applying the
presented methods over uncoordinated charging (table 3.6). The schedule guided
heuristic on its own shows up to 58% more energy charged (526kWh vs 332kWh)
while the combination of the MIP model and the schedule guided heuristic shows
up to 123% more energy charged (741kWh vs 332kWh). At the same time, average
energy costs are reduced by up to 27% with the schedule guide heuristic and by up
to 28% with the combination of the MIP model and heuristic.
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One of the main contributions of this approach is the consideration of single-
phase and three-phase charging. In practice, EVs typically charge either on a single
phase or on three phases. However, to the best of our knowledge this constraint is
not modelled in related work on smart charging. A limitation of this approach is
the assumption that EVs are able to charge at a constant power during the complete
charging process. In practice, power falls off towards high SoC thus potentially
making EV schedules inaccurate. This limitation is addressed in chapters 5 and 6.
How can we address the uncertainty of EV availability in smart charg-
ing and quantify a solution’s impact on charge schedule quality?
Chapter 4 describes an approach aiming to address the uncertainty of EV avail-
ability in smart charging [54]. A regression model is trained on historical data
and is used to predict each EV’s departure time. The predicted EV departure time
is used in the prioritization function of the heuristic presented in chapter 3. The
main contribution of this approach is the direct integration of predictions in a smart
charging approach.
The most accurate regression model (XGBoost) shows an MAE of 4911 sec-
onds which is a 21% improvement compared to the baseline of using the his-
torical median (MAE of 6245). Integrating the regression model in the charge
scheduling heuristic leads to a comparatively small improvement of 3.2% more
energy charged over using the historical median for unplanned EVs (6163kWh vs
5974kWh). However, there is potential for further gains when using more accurate
regression models: Using a perfect predictor (oracle) shows an improvement of
9.2% (6524kWh vs 5974kWh).
Furthermore, we compare different regression models with varying levels of
prediction accuracy. Different levels of prediction accuracy allows quantifying
the impact of prediction accuracy on smart charging quality. Simulations show a
higher prediction accuracy consistently leads to improved smart charging quality
quantified by a correlation of -0.968 between the MAE and the mean fraction of
minimum SoC.
How do integrated predictions of battery charge profiles affect smart
charging?
Chapters 5 and 6 address one of the limitations of the smart charging heuristic,
namely the assumption that EVs are able to charge at a constant power throughout
the charging process. In practice, the power declines towards high SoC. Each of
the two chapters presents a different approach to modelling the EV’s power over
time.
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Chapter 5 uses a traditional battery modelling approach of using an equivalent
circuit model (ECM) to describe the EV’s charging power in relation to its SoC. An
ECM is modelled based on parameters of battery cells used in two popular BEV
models (Tesla Model S and Renault Zoe). The ECM is then directly integrated in
the smart charging heuristic to allow simulating EV power and thus to compute
more accurate charge plans. Simulations show how using the ECM over the linear
version of the heuristic leads to EVs charging up to 8.7% more energy because the
infrastructure is used more efficiently.
The main limitation of using an ECM is the availability of the parameters re-
quired by the ECM. For example, in practice, the CPO applying smart charging
would likely be unable to access the EV’s battery voltage.
Chapter 6 describes a more practical approach [55] to allow the smart charging
heuristic to take into account battery behavior. Historical data is used to train a
regression model to directly predict EV charging power depending on its SoC.
Using a gradient tree boosting algorithm (XGBoost) as a regression model showed
the highest prediction accuracy (MAE of 126W), a 94% improvement over the
baseline of assuming the maximum power (MAE of 2077W).
The model of the EV’s charging power is then directly integrated into the smart
charging heuristic which allows the heuristic to produce more accurate charge
plans. Experimental results show how in a limited charging infrastructure, EVs
charge up to 21% more energy (259kWh vs 213kWh) when using the regression
model over the baseline.
How can a charge scheduling heuristic be implemented which is open
and interoperable with other systems?
Chapter 7 presents an open source package containing the smart charging heuris-
tic. The heuristic is encapsulated in a server and is accessed via REST API. Addi-
tionally, the open source package contains an interactive web application. The web
application uses the REST API to visualize the motivation of smart charging and
to show the internal data model of the heuristic.
The chapter also describes experimental results from applying the smart charg-
ing heuristic in a physical installation during a field test in 2019. The infrastruc-
ture represented a limited charging infrastructure as described in the scenario (sec-
tion 2.1). The infrastructure consisted of six charging stations and was limited
to 44kW. Each charging station was rated to charge at 22kW. Consequently, only
two charging stations could be used concurrently at full power. The smart charging
heuristic was successfully applied in the field test to schedule EVs for charging.
The infrastructure limit of 44kW was never exceeded.
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8.2 Outlook
Alternative optimization methods. In chapter 3 we use a MIP model for day-
ahead planning together with the schedule guided heuristic for real-time planning.
In later chapters, we do not use the MIP model because of we focus on nonlinear
aspects of the scenario. For example, the decline in EV charging power towards
the end of charging processes is nonlinear. The MIP model is unable to take into
account such nonlinear constraints. Chapter 5 uses an ECM to model the charg-
ing power as a differential equation. Approaches optimizing differential equations
could be used to compute optimal schedules while taking into account nonlinear
charging processes.
Smart charging in practice. From the perspective of implementing smart
charging in practice, evolving standards such as OCPP and ISO 15118 facilitate
several aspects of smart charging. For example, ISO 15118 was not available dur-
ing the field test discussed in chapter 7. The protocol would allow continuously
retrieving data from the EV such as its SoC.
Open source package. At the time of writing, the open source package of-
fers a REST API to allow access to the smart charging heuristic. However, the
integration of regression models for EV departure time prediction (chapter 4) is
not implemented in a standardized manner. Similarly, allowing users to integrate
models which predict EV charging power in advance (chapter 6) is another topic
for future work.
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Appendix
A.1 Nomenclature: MIP model
This section contains the nomenclature for the MIP model and the heuristic pre-




k 15 minute timeslot
l Fuse
Decision variables
Ii,j,k ∈ R Charging current









+ Deviation of total current
from previous timeslot
Qi,k,n ∈ R+ Sum previously loaded
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Q′n,below ∈ [0, 1], Missing SoC fraction towards b′n
Q′n,above ∈ [0, 1], Missing SoC fraction towards bn
Uk,n ∈ {0, 1} Is car n below max SoC at k?
U ′k,n ∈ {0, 1} Is car n below b′n at k?
Vk,n ∈ {0, 1} Is car n charging at k?
Yk,n ∈ {0, 1} Does car n start charging after k?
Parameters
aj,n ∈ [0, 1] Proportion n charges on j,
a1,n ≥ a2,n ≥ a3,n (w.l.o.g.)
bn ∈ R, bn ≥ 0 Charging needs per car n (in Ah)
b′n ∈ R, b′n ≥ 0 Min charging needs per car n (in Ah)
b′′n ∈ R, b′′n ≥ 0 Start capacity per car n (in Ah)
ck ∈ R Energy price for k (in e/MWh)
dk,n ∈ {0, 1} Is car n available at k?
ei,j ∈ R, ei,j ≥ 0 Fuse at i on j (in A)
fj,n ∈ R, fj,n ≥ 0 Max current for n on j (in A)
gj,n ∈ R, gj,n ≥ 0 Min current for n on j (in A)
hl,j ∈ R, hl,j ≥ 0 Fuse l on phase j (in A)
on ∈ {0, 1} Is car n a BEV?
o′n ∈ {0, 1} Is car n a PHEV?
o′′i ∈ {0, 1} Are BEVs allowed at charging station i?
o′′′i ∈ {0, 1} Are PHEVs allowed at charging station i?
rn ∈ {0, 1} Must n start charging upon arrival?
sn ∈ {0, 1} Is charging for car n suspendable?
tn ∈ {0, 1} Can car n charge with variable current?
wn ∈ [0, 1] Car n charging efficiency
M = 105 Constant used for the big-M method
PhaseMapi,j ∈ {1, 2, 3} Charging station grid connection:
Map for i from j to j′
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A.2 Nomenclature: ECM
This section contains the nomenclature for the ECM used in chapter 5.
η ∈ [0, 1] Charging efficiency
t ∈ R+ Time
z(t) ∈ [0, 1] State of charge
zmin ∈ [0, 1] Minimum required state of
charge
C1(z(t)) ∈ R+ Battery’s RC circuit
capacitance (F )
I(t) ∈ R Battery current (A)
IR1(t) ∈ R Current in RC circuit (A)
Np ∈ N Number of battery cells
in parallel
Ns ∈ N Number of battery modules
in series
PCS(t) ∈ R Maximum power allowed
by charge schedules (W)
PCS(t1, t2) ∈ R Maximum power allowed
in interval [t1, t2] (W)
PCP ∈ R Maximum power during
constant-power (CP) phase
(W)
P (t) ∈ R Power drawn by EV (W)
P̂t1,t2 ∈ R+ Desired energy to be
charged
in interval [t1, t2] (kWh)
Q ∈ R+ Battery capacity (Ah)
R0(z(t)) ∈ R+ Battery’s equivalent series
resistance (Ω)
R1(z(t)) ∈ R+ Battery’s RC circuit
resistance (Ω)
VOC(z(t)) ∈ R+ Open circuit voltage (V)
V (t) ∈ R+ Battery voltage (V)
Vterminal ∈ R+ Terminal voltage (V)
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A.3 Addendum: Predicting arrival SoC
The main topic in chapter 4 is the prediction of EV departures. Predicting EV
departures improves smart charging once EVs are assigned. However, BEVs which
are used for typical commutes do not require charging every single day. A charging
process every few days may be more realistic. The experiments in chapter 3 show
how if there are not enough charging stations for each EV to charge at every single
day, a first-come, first-serve assignment approach performs badly. Additionally,
in a workplace setting a first-come, first-serve scheduling approach incentivizes
employees to arrive early.
Alternatively, a system of reservations could be introduced, where employees
reserve a charging spot for the next day. This would be a more effective assign-
ment approach, assuming employees use such a system responsibly. The goal of
maximizing the minimum required SoC (represented by adequately charged EVs)
remains the same. However, a system of reservations also creates additional effort
for the employee to reserve a spot during every charging process. Forecasting may
be used to automate the process of reservations, thus avoiding the additional effort.
This section focuses on predicting the SoC upon arrival to reserve charging
stations fairly. EVs may then be prioritized during the process of charging station
allocation using the predicted SoC.
Dataset characteristics
In this section, an earlier version of the historical dataset in section 4.2 is used. The
dataset contains 58.000 charging processes from a period of roughly 22 months.
Figure A.1 shows the distribution of hours until the next charging process,
from the end of one process to the end of the next process. The time difference
is subtracted by 48 hours if there is a weekend in between and thus only shows
working days. The highest peak far is around 24 hours, which means EVs (BEVs
as well as PHEVs) are overwhelmingly charged again the next day.
Note that the data was gathered at a time when no smart charging system or
system of reservations was implemented. This means employees, especially those
with PHEVs, charge daily if given the chance. Additionally, there is no data avail-
able related to EVs that are unable to charge due to a lack of charging stations.
Forecasting features
The features listed in Table A.1 are used to create a dataset to train regression
models. Categorical features are one-hot encoded.
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Figure A.1: Distribution of time between charging processes (weekend days are
ignored and not counted). The most common time difference by far is 24 hours.
BEVs (the top graph) and PHEVs (the bottom graph) show roughly the same be-
havior, with differences in how high the peak after 48h is relative to the 24h peak.
Feature name Description
Last known arrival SoC The relative SoC of the EV on arrival of the
previous day
Last known arrival SoC
(absolute)
The absolute SoC (in Ah) of the EV on arrival
of the previous day
Last known departure
SoC
The relative SoC of the EV on departure on
the previous day. For forecasting, this is more
useful than the arrival SoC since it contains




The absolute SoC (in Ah) of the EV on depar-
ture on the previous day
Last weekday Weekday of the previous day (categorical)
Number of days since last
process
How many days have passed since the last
charging process? This contains information
about whether there was a weekend since the
last charging process
Car type Is the car a BEV or PHEV? (categorical)
Car model name Model name of the car (categorical)
Car maximum capacity Maximum capacity of the EV (in Ah)
Current weekday Weekday of current day (categorical)
Table A.1: Features for predicting arrival SoC: Categorical features are one-hot
encoded.
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Experimental setup
In the following, we discuss the experimental setup for predicting arrival SoC. The
capacity of the grid connection is set such that all cars can safely charge at the
same time. We set the number of EVs to 100 and the number of charging stations
to 50. Each EV is assumed to arrive on company premises daily. The daily arrival
is based on the historical data in figure A.1 showing that the most common time
between charging processes is roughly 24 hours.
Furthermore, each EV is used daily. In the simulation, an amount is subtracted
each day from the EV’s current SoC. The amount is sampled from discrete dis-
tributions generated from historical data, categorized by EV type (BEV/PHEV)
and week day. For example, the amount of energy used during charging pro-
cesses on Mondays (roughly an average of 16kWh) is higher than other weekdays
(roughly an average of 12kWh). For PHEVs, the difference is not as large (6.5kWh
vs 6.3kWh). Additionally, only charging processes that also have a charging pro-
cesses less than 36 hours ago are used. In other words, each charging process is
only used if the EV was also charged less than 36h ago.
To create charging schedules, the schedule guided heuristic from section 3.2.2
is applied without day-ahead planning. The approaches in Table A.2 are compared
to assign EVs to charging stations.
Assignment strategy Description
Baseline A first-come-first-serve system representing
the status quo
Round robin Each EV is assigned every nCarsnChargingStations
days
Oracle Predict arrival SoC perfectly. EVs are priori-
tized by relative SoC
Forecasting Prioritize and assign EVs by forecasted (rela-
tive and absolute) SoC. Forecasting is imple-
mented via different regression methods for
predicting arrival SoC
Table A.2: Strategies for assigning EVs to charging stations
Experimental results
Regression methods
In this section we train and compare regression models for predicting the absolute
SoC (in Ah) as well as the relative SoC. The final mean absolute error (MAE) on
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the dataset is shown in Table A.3. XGBoost shows only slight improvements over
using a simple linear regression. XGBoost hyperparameters are tuned using 10-
fold cross validation. The average prediction error in the right column is relatively







Linear regression 0.1311 17.486
XGBoost 0.1197 15.705
Table A.3: Mean absolute error (MAE) per regression model predicting arrival SoC
Figure A.2 shows the feature importance of the trained XGBoost model. XG-
Boost weighs the absolute last known departure SoC highest.
Figure A.2: Feature importance of the trained XGBoost model for predicting ar-
rival SoC
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Figure A.3: Influence of regression method and assignment approach on the frac-
tion of minimum SoC
Scheduling using predicted arrival SoC
In total, 1.400 days are simulated sequentially for each approach with 100 cars
and 50 charging stations. The quality measure is defined by the fraction of the
minimum SoC reached to represent the goal of maximizing fair share. Figure A.3
shows a box plot per scheduling approach.
The first-come-first-serve baseline shows the worst performance, even though
car arrival times are randomized each day. A round robin approach giving an equal
number of charging opportunities to each EV is only slightly better, which is likely
due to the set of 5 different EV models implemented. Each EV model has a dif-
ferent battery maximum capacity. The oracle prioritizes EVs by the target variable
and shows significantly better performance compared to other approaches.
Prioritizing by the predicted absolute SoC shows a low fraction of the mini-
mum SoC reached for both the simple linear regression and XGBoost. Both mod-
els predicting the relative SoC show better performance. The performance of the
regression methods lies between the two naive approaches and the oracle. This
indicates that the accuracy of the linear regression may be sufficient in practice.
Overall, using any method of prediction shows significant improvements in how
EVs are prioritized over the naive approaches.
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A.4 Addendum: Predicting EV charging profiles
External temperature as a feature
Chapter 6 describes how a charging profile per EV may be predicted in order to
improve smart charging. However, in practice, internal as well as external (am-
bient) temperature affects EV charging processes and thus how well EVs adhere
to charge plans. Internal EV battery temperature is not part of our dataset. It is
unlikely that EVs will report their internal temperature to charging stations (and
thus to the CPO) in future. Different EV models with active and passive cooling
additionally complicate the issue of temperature.
Regarding external temperature, in our dataset EVs charge in different park-
ing houses. In the following, we present additional experiments to study whether
including temperature as a feature improves regression model accuracy.
First, we enrich the dataset with an external temperature feature. The temper-
ature includes hourly measurements [35] from a weather station close (< 50km)
to most of the parking houses. Second, we retrain the regression models with the
additional temperature feature.
Table A.4 shows the mean absolute error (MAE) per regression model with and
without the new temperature feature. There is no significant increase to prediction
accuracy since the MAE is similar independent of whether temperature is added.
Method MAE withouttemperature feature
MAE with
temperature feature




Neural Network 151.28 190.80
XGBoost 126.21 126.87
Table A.4: Predicting EV charging profiles: MAE per regression model, with and
without ambient temperature feature
Sensitivity study on charging efficiency
In the following we discuss the results of a sensitivity study on the value of the
charging efficiency assumed in chapter 6. First, the SoC feature in the dataset
was recomputed based on varying efficiency values (η = {0.80, 0.85, 0.90}). The
results shown in chapter 6 are based on assuming an efficiency value of η = 0.85.
Second, the regression models were retrained on each dataset. Table A.5 shows the
results.
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There is no significant difference in prediction accuracy since the MAE is sim-
ilar independent of which efficiency value is used. For example, XGBoost shows
very similar MAE across the different efficiency values (125.05 for η = 0.80,
126.21 for η = 0.85, 126.37 for η = 0.90).





Baseline 2072.74 2077.63 2095.68
Linear regression 655.24 656.13 659.20
Linear regr. (log) 765.13 765.97 768.85
Neural Network 155.50 151.28 174.54
XGBoost 125.05 126.21 126.37
Table A.5: Predicting EV charging profile: Sensitivity study on charging efficiency
Comparing simulated and predicted charging profiles
Chapter 5 focuses on simulating charging profiles by using an ECM. Chapter 6
uses regression models to predict charging profiles based on historical data. This
section compares the output from both approaches to examples of historical charg-
ing processes. The comparison is performed for the EV models Tesla Model S and
Renault Zoe because the battery pack composition is known and ECM parameters
are available for the used battery cells.
Figure A.4 shows a comparison of a historical, a simulated and a predicted
charging profile for both EV models. The predicted charging profile is accurate and
shows behaviour similar to the historical charging profile. However, for both EV
models the simulated charging profile shows a difference in the length of the CV
phase. For the Zoe, the simulated CV phase is shorter compared to the historical
CV phase while the opposite holds for Tesla.
The main reason for the difference in the length of the CV phase is the ECM’s
parameters. Additionally, the initial SoC is required for the ECM. In this work, the
initial SoC is an estimate based on an assumed efficiency of 0.85.
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Tesla Model S
Renault Zoe



















Historical ECM simulation Predicted (XGBoost)
Comparison of a historical, simulated and predicted
charging profile
Figure A.4: Comparing simulated with predicted charging profiles










"chargingSchedulePeriod" : [ {
"startPeriod" : 0,
"limit" : 32.0
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}, {
"startPeriod" : 900,
"limit" : 0.0
}, {
"startPeriod" : 1800,
"limit" : 16.0
}, {
"startPeriod" : 2700,
"limit" : 6.0
}]
}
}
