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PREFACE
The authors would like to thank the Department of Statistics
at Virginia Polytechnic Institute and State University for their
support with the computer programs used in this study. Special thanks
go to Dr. S. R. Lee who wrote the CONTABLE program. Thanks also go
to Daniel Yaussy for translating MAR6FIT and KAPPA into FORTRAN.
Acknowledgment should also be given to all those who contributed
error matrices for use in this study. Without this contribution of
data the testing of these techniques could never have been done.
ABSTRACT
This report documents and summarizes the accomplishments
•	 over the past year in two areas: (1) development of Landsat classi-
fiction accuracy assessment techniques, and (2) development of a
computerized system for assessing wildlife habitat from land cover
maps. This report includes a literature review on accuracy
assessment techniques, a complete explanation for the techniques
developed under both projects, including example analyses and
listings of the computer programs.
A summary of the presentations and discussions at the
National Working Conference on Landsat Classification Accuracy is
included. Also, two symposium papers which have been published
on the results of this project are included as appendices.
z
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	1.0	 Introduction
Many stud.." have been conducted to determine the usefulness
of LANDSAT data for mapping land cover. However, very little research has
been done to determine the degree of success (i.e., accuracy) in doing,this.
A recent literature review by Mead (1977) indicated that:
•	 ...more work is needed to develop reliable techniques for
estimating classification accuracies. A means of comparing
the accuracies (i.e., to compare classification matrices)
obtained in different areas on different dates, or estimated
by different techniques is needed. Such techniques should permit the
investigator to test hypotheses that at specified level of
confidence the accuracies from several areas, dates, etc.
are not different.
(P. 59)
Mead (1977) continues by suggesting "Future studies might consider
iterative proportional fitting of the classification matrices as a
means of doing this." (Bishop at al. 1975).
The apparent absence of quantitative methods for comparing classi-
fication accuracy is certainly a stumbling block that must be overcome.
The effects of imaging date, spectral band combination, classification
algorithm, training set selection procedure, and the image analyst on final
classification accuracy must be studied. Therefore, the following study
was proposed with these objectives:
	
1.1
	 ObJectives
1. To develop a computer system that implements an iterative
proportional fitting technique to "normalize" the coefficients
within classification error matrices.
22. To develop hierarchal models for testing the significance
of several factors (e.g., image date, classification
algorithm, the analyst, etc.) on the resulting classifi-
cation accuracy.
3. To test the above techniques and determine their usefulness
r —,	 with actual data for classification accuracy.
	
1.2	 Justification
Research will undoubtedly continue toward development of a system
for classification of land cover from digitally recorded Landsat imagery.
Such research efforts will in part be measured by improvements in the
classification accuracies achieved. Therefore scientists will need ways
of assessing the accuracy. Also the accuracy of the final maps produced
must be verified before they are distributed to users. Once standards
are established, rigorous statistical procedures will be needed to maintain
the quality of the maps. Therefore, it can be seen that accuracy assess-
ment techniques will be needed in both the research and operational
environments.
	
1.3	 State of the art of Landsat Classification accuracv assessment
Landsat, like any other remote sensing system, is only as good
as our ability to evaluates it. The need for techniques to assess the
accuracy of the Landsat sensor systems cannot be understated. As
Freese (1960) states, "testing the accuracy of some measurement against
. A
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an accepted standard requires a statement of the accuracy required, a
measure of the accuracy attained, and an objective method of deciding
whether the accuracy attained is equal to the accuracy required". If
there are no methods for measuring the accuracy attained with a certain
	
--	 sensor system, then there will be no way to +rake comparisons between
r	 ^
systems to determine which is better.
If Landsat is ever to become an operational system, then
evaluation and accuracy assessment techniques must be developed to
show where such sensor systems give more adequate results than con-
ventional methods. These assessment techniques must then be applied
to specific applications. For example,"the usefulness of satellite
imagery for forestry depends on tha extant to which forest data can
be recorded by a remote sensing system from satellite altitudes, pro-
ceased by an image interpretation systaa, and used in forest mapping
and inventories'(Kalensky and Scherk, 1975).
1.31 Accuracy Assessment Techniques
There have boom very few studies done on accuracy of Landsat
classification. Most of the early assessments were done as an "after
thought" without much consideration given to the statistical methods
used. These studies, such as the one done by Kalensky and Scherk (1975),
usually dealt only with training set accuracy. Ths use of training sets
as well as ocher possible areas to be assessed will be discussed later.
4A review of the current assessment techniques are necessary be.*ore
any of the applications of these techniques can be understood.
The most common way to describe the accuracy of a Loudest image
is in the form of an error matrix (a.g., Todd at Al., 1980; Mead and
Mayer, 1977; Hoffer, 1975). An error matrix is a square array of
F
numbers set out in row and columns which express the number of pixels
`	 assigned as a particular land cover type relative to the actual land
cover as verified in the field or from photos. The column usually
represent the ground truth and the rows indicate the computer assigned
land cover category. This form of expressing accuracy
as an error matrix allows for an effective way to evaluate
both errors of inclusion (commission errors) and errors of exclusion
(omission errors) present in the classification.' Also, the error matrix
allows the analyst to determine the performance for individual categories
as wall as for the overall classification (Hoffer and Fleming, 1978).
In the ideal situation, all the non-major diagonal elements of the
error matrix would be zero, indicating that no pixel had been misclassi-
fied (Lillesand and Kiefer, 1979).
There are two basic types of accuracy assessments. They are site
specific accuracy and non-site specific accuracy. all the methods
described to assess accuracy can be applied to either type. Yon-site
specific accuracy is less useful than site specific accuracy. Keyer
at al. (1975) used a non-site specific accuracy assessment to evaluate
►:.
sclassification of Landsat imagery in Southeastern Montana. Total area
acreages were calculated for each informational class. :here were no
tests &.ode for positional accuracy (site specific), just relative total
j	 acreages. Meyer found the estimate of the relative proportion of each
cover type compared favorably with the ground truth (i.e., actual acres
of each land cover category). However, he also noticed that omission
and commission errors were very obvious and that the overall positional
accuracy of the cover types within the areas studied was poor.
This example points out the major disadvantages of a non-site
specific accuracy assessment. If only total acreage estimates are needed,
then this method may apply. However, the natural resource manager is
usually interested in the location as well as the acreage of a certain
land cover category. If this is the case, it is obvious that non-site
specific accuracy assessment is not adequate.
Site specific accuracy, on the other hand, is a measure of how
wall the computer (classification algorithm) classifies each pixel with
respect to the ground truth. It is a more meaningful representation of
the accuracy of the classification. The analyst can see which categories
are easily identifiable and which ar: being confused. Although Lyon (1979)
used site specific accuracy assessment, he includes no error matrices in
his paper. Instead, he gives just one number as a measure of the accuracy.
This is a common problem throughout the literature. without error matrices.
F"
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the reader has little chance of understanding how an accuracy figure
was determined. The reader also loses the knowledge of which cate-
gories were easily identified and which were difficult.
Once the error matrix has been generated, a very simple procedure
can be used to determine the overall accuracy. Since all the values on
the major diagonal represent those pixels that have been correctly
	 '
classified, if one adds up the major diagonal and divides this number
by the total number of pixels classified, one will obtain the overall
accuracy of that error matrix. This is the most common use of the error
matrix in accuracy assessment.
In recent years, some new techniques have been developed to assess
classification accuracy. Among these new methods are analysis of vari-
ance techniques, regression analysis techniques, and discrete multi-
variate analysis techniques. Each of these methods has certain assumpt-
ions that must be met before the technique can be used for assessing
classification accuracy. If these assumptions are not met, the technique
loses its power.
The data used in classification accuracy assessment is of the
discrete type. Discrete data, as opposed to continuous data, may take
t
	
	 on only a limited number of distinct values (Snedecor and Cochran, 1976).
In analysis of variance, the data must be normally distributed in order
to meet the assumptions of the technique. Since discrete data is not
1normally distributed, it would seem that ANOVA is not a good technique
for accuracy assessment. However, Rosenfield (1980) has proposed the
use of the logit transformation or the aresine transformation as described
t	 by Snedecor and Cochran (1976) to transform the data into an approximately
normal distribution. Rosenfield states, "the statistically interpreted
results of the weighted adjustment agree fairly well with what might be
technologically expected, and are therefore judged technically accept-
able". After the transformation is applied to the data, the analysis
of variance can be run. From the resulting ANOVA table, multiple range
tests are applied to population means found to be significantly different
(Rosenfield, 1980). Analysis of variance is a powerful statistical tool.
However, other techniques that do not require so much data manipulation
should also be tested. Rosenfield (1978) agrees, "this does not mean
that they (ANOVA) are the best; however, the tools available should be
used until something better comes along".
Regression analysis is another way of visually representing
accuracy. In this case the ground truth (i.e., actual land cover) is
the independent variable, X, and the computer classification is the
dependent variable, Y. If the computer is completely correct in its
classification, then all the points will lie on a forty five degree line.
More likely, the points will be spread out from this line. The value of
the correlation coefficient can then be used to get an idea of the
.. 1
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relative agreement between the ground truth and the computer classi-
fication. Regression analysis has not been widely used in the liters-
^,'^	 ture and therefore no more will be said about it.
1.32 Sampling Techniques
The need to use more than just training areas for accuracy
assessment has already been discussed. However, one could not afford
nor desire to assess the entire scene. Instead, a representative sample
should be chosen and assessed as the accuracy for the entire scene.
Sampling allows not only the calculation of a number that represents
the accuracy of the classification, but also allows for a confidence
interval to be placed around that number.
Ginevan (1979) states three criteria that should be satisfied in
any sampling scheme. -These criteria are: (1) the sampling scheme should
have a low probability of accepting a map of low accuracy, (2) the sampl-
ing scheme should have a high probability of accepting a map of high
accuracy, and (3) the sampling scheme should have a minimum number, v,
of ground truth samples. `.zany researchers (Hay, 1979; Ginevan, 1979; and
Genderen and Lock, 1977) agree that stratified random sampling is the
best sampling scheme to use. Rhode (1978) proposes other schemes
including cluster-stratified sampling and two phase sampling. No matter
which sampling scheme is used, it should be chosen so to obtain the
maximum information with the minimum amount of work. This involves
t-
9considering many variables such as terrain, image identifiable
loations, and variability of land cover categories.
It should also be noted that errors arise in classification
from other sources besides the sampling scheme chosen. Problems arise
in radiometric correction and geometric rectification. Also, the time
interval between when the imagery is attained and when the field check-
ing is done may cause differences in land cover category. It must also
be realized that just because the classification of a category seems
perfect, this does not always mean that the method is error free. The
result may occur purely by chance because of the sampling design. "This
fact is seldom appreciated by many image interpreters when checking the
accuracy results of their remote sensing land use survey (Genderen and
Lock, 1977).
Finally, no matter which sampling scheme is chosen, a sample
size must be determined. This situation is described by Ginevan (1979),
'The sampling problem as defined here is the determination of the optimal
number, N, of ground truth samples and an allowable number, X, of mis-
classifications of these samples." Once these have been determined, the
results of image interpretation are checked against the N ground truth
samples and the map is accepted as accurate if X or fewer of the ground
truth samples are misclassified. The optimum number of samples, N, to be
taken has met with widespread disagreement throughout the literature
(Todd at al., 1980; Hay, 1979; Genderen at al., 1978; Genderen and Lock,
r	1977; and Hord and Brooner, 1976). Each researcher seems to have his
to
own ideas about sample size determination and it is obvious that a
great deal more research is needed in this area.
S
-	 1.33 National Data Base for Error Matrices
Letters were sent out to potential sources of error matrices
i
asking that any matrices they had be sent to us for inclusion in a
National Data Base for Error Matrices. An information questionnaire was
sent along with each request for data. This questionnaire contained
questions about the location of the area analyzed, the analyst, the
algorithm, and the date the data were taken.
All error matrices that we have received have been compiled
along with their corresponding pertinent information and placed on a
computer tape. This data are available for distribution to other users
upon request. A listing of the sources of error matrices can be
found in Appendix I.
P^
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2.0 Statistical Methods
2.1 Methods of Comparing Similarity Matrices
Two methods were used to compare taro-dimensional matrices
representing ground classification versus machine classification
from different methods. In the first method of comparison the
cell entries in each matrix are succeasively balanced until the
sum of each of the matrix margins is one. The entries in the
matrix then represent a normalized percentage of the total
observations occurring in each matrix cell. Within an individual
matrix these percentages can be used to examine omission and
commission errors. Classification errors between two or more
machine classification methods can be evaluated by comparing the
percentages in corresponding cells in each matrix. Matrices with
differing numbers of observations can be compared since the entries
in each matrix are transformed to percentages.
The second method of comparison was a measure of agreement
for two-dimensional square matrices presented by Bishop at al. (1975).
This measure, K, is calculated as the difference between the actual
agreement and chance agreement between two classification methods.
In this application the two methods are ground classification and
machine classification. The measure is calculated as
F
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r	 r
i K • Ni•1X
ii i=1 X1+ 7-+1
r
V2	 E Xi+X+i
`k	 where r is the number of rows in the matrix, Xii is the number of
F ^.
observations in row i and column i, Xi+ and X+i are the marginal
totals of row i and column i, respectively, and X is the total
number of observations. An approximate large sample variance,
based on the asymptotic normality of K, is available, and can be
used to derive a confidence interval for K from a single matrix
w
and to perform tests for equality of K between two matrices.
The two methods described above can be used together. Method
two, K, will indicate whether two matrices exhibit the same degree
of classification success (or error). If a difference exists,
method one can be used to determine in which particular category
or categories the difference lies.
2.2 Catesorical Data analysis
The influence of factors such as season of imaging, film type,
and interpreter bias on classification accuracy was examined using
categorical data analysis (Bishop et al., 1975). Using this analysis
technique the dependence of classification accuracy on a single
factor or combination of factors can be assessed.
9
13
Categorical data analysis requires only that each factor
being examined for influence on accuracy can be assigned to an
i	 unambiguous category within each factor. These categories may
i
be normative, ordinal, or interval. The result of data
--t
	 collection is a multidimensional matrix with each factor, including
ground and machine classification, serving as a dimension of the
matrix.
This method of analysis avoids the more restrictive
assumptions inherent in alternative analysis methods such as
multivariate regression or analysis of variance. No normality
•	 assumption is necessary, no factors need be considered as con-
tinuous, and interpretation of many dummy variables is avoided.
t
i
F
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3.0 Sample Data Analyses
3.1 MAAGFIT Analysis
As previously discussed, the ?ORTRAN computer program MARGFIT
(see Appendix II) implements a normaliaation procedure which standardizes
each error matrix for purposes of comparison. The accuracy of the
classification can thou be represented as a normalized overall perform-
&ace. This value is calculated the same way as in overall performance
(i.e., summing the major diagonal and dividing by the total) except
that the matrix is normalized first.
Smith and Itkowsky (1978) compiled five error matrices for a
study in north central Colorado. Two of the matrices were for
training sets; Original was compiled using a supervised classification
while Josesigs was compiled using a modified unsupervised classification.
The other three matrices (Scrambll, Scrambl2, Scrambl3) were attempts
to reclassify incorrect pixels using a computer program called SCRAMBL.
Table 1 shows the Josesigs error matrix before normalization and
Table 2 shows the matrix after normalization.
ar. -
^r
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Table 1. Josesigs error matrix before normalization.
f Reference Data
Decid. Conif. Grass Meadow Shrub Water Sa 'e
Decid. 17 2 0 0 0 0 0
,o Conif. 28 127 0 0 0 0 0
a
*"+ Grass 0 0 2 2 1 0 0W
m Overall
to Meadow 16 0 0 122 6 0 0 Performance
L Shrub 6 0 0 4 3 0 0
398	
,8596463
Water 0 0 0 0 0 127 0
Sage 0 0 0 0 0 0 0
E•398
Table 2. Josesigs error matrix after normalization.
Reference Data
Decid. Conif. Grass Meadow Shrub Water Sage
f
Decid. .5363 .0996 .1001 .0168 .0645 .0155 .1674
Q
L Conif. .1382 .8044 .0158 .0027 .0102 .0025 .0265
w Grass . 0154 . 0200 .5025 . 0842 .1943 . 0156 . 1681 Normalized
as Overall
'.^ tj Meadow	 1 . 0879 .0035 .0174 . 7139 . 1457 .0027 1.0291 Performance
L - 4.2958	
,61
-
y Shrub
.1804 .0180 .0906 .1366 .4089 .0141 .1515 1
Water .0035 .0046 .0230 .0039 .0148 .9108 1.0385
Sage	 1 .0384 .0499 I	 .2505	 1 .0420I 1615 .0389	 ^.'190+ .► 	 I
E.4.2958
16
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Table 3 shows the results of overall performance and
normalized overall performance for all five error matrices. Noce
that the relative accuracies are similar for the two performance
r
values except for the Josesigs matrix. Careful study of Table 1
shows why this is so. Only three pixels in the shrub category were
correctly classified. This forced the normalization procedure to
inflate the values in the shrub row and column decreasing the
normalized performance accuracy. Also, no sage category pixels were
classified at all resulting in the same type of normalization
problem.
Table 3. Overall and normalized overall performance results
for five classification error matrices.
Normalized
Matrix	 Overall Performance 	 Overall Perfor
Original 90.37% 86.03%
Josesigs 85.96% 61.36%
I	 Scrambll 85.43% 79.97%
Scrambl2 78.94% 70.49%
Scramb13 80.18% 74.17%
L.
Ic
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Similar results were achieved for matrices compiled by Hoffer
(1975a). Here four error matrices were compiled at two different dates
r
comparing a classification of major land cover types versus forest
cover types. The results of normalization shown in Table 4 agree with
the overall performance values calculated by Hoffer.
Table 4. Overall and normalized overall performance results
for four cover type error matrices.
*formalized
%larrim	 Overall Parfermanea	 Overall Parfermanea
Major Land
Cover Types 85.96% 89.51%
6-5-73
Major Land
cover Types 69.35% 72.53%
8-8-73
Forest
Cover 71.79% 76.87%
Types
6-5-73
Forest
Cover 48.83% 57.88%
Types
8-8-73
3.2 KAPPA analysis
The FORTRAN computer ?rogram KAPPA (see appendix III) calculates
a K statistic for a given error matrix which allows one to compare
t
t
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error matrices to see if they are significantly different. This type
of comparison has many uses. In an example sited above, Hoffer (1973a) com-
es
piled two classifications at two different dates. The K statistic and
corres;K,nding confidence interval (i.e., upper and lower bounds) are
presented for each error matrix Ln Table S.
Table S. i statistic with upper and lower limits at 95Z
confidence interval. for four cover type error
matrices.
MLtrlm	 t."Ar Limit	 x	 Unnar Limit
Major Land
Cover Types .69396 .69458 .69521
6-5-73
Major Land
Cover 'Types .62880 .62929 .62978
8-8-73
Forest
Cover .38961 .39055 .39130
Types
6-5-73
Forest
'	 Cover .33004 .33074 .331"
Types
8-5-73
I
I
t	 ^	
-
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As can be seen from Table 5, none of the confidence intervals
overlap; therefore, all these matrices are significantly different.
This means that the imagery taken at two different dates is signifi-
cantly different which implies that one date must then be better than
the other. A quick look at the data indicates that 6-5-73 was the
significantly better date.
Another example of this technique is provided by Hoffer (1975b).
In this example, four matrices were generated from four different
classification algorithms. The results presented in Table 6 show
that all the matrices are significantly different.
Table 6. K statistic with upper and lower limits at 95%
confidence interval for four classification
algorithms.
Matrix	 Lmmr Limit	 K	 Unner Limit
Nonsupervised
j	 (10 cl.) .60271 .60479 .60686
Nonsupervised
(20 cl.) .58348 .58573 .58799
Hodif ied
Supervised .47326 .47581 .47837
Hodified
Cluster .71631 '	 .71846	 .72001
A final example of the g statistic is found in appendix V.
This example deals with comparing photo interpreters to see if they
are significantly different.
F
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3.3 CONTABLE Analysis
k
The APL computer program CONTABLE (see Appendix IV) allows
one to analyze multi-way contingency tables.* In the example here
a 5-way table is analyzed. This table (Carneggis, 1972) deals with 5
!	 factors or effects listed in Table 7. The data consists of 18
F
5 x 5 error matrices with various films, dates, and interpreters.
Table 7. List of factors and effects for 5-way contingency
table.
FACTOR	 EFFECT
1	 Data	 (6/10, 7/25, 10/25)
2	 Film	 (Color, CIR)
3	 Interpreter	 (#1, #2, #3)
4	 Row	 (1, 2, 3, 4, 5)
5	 Column	 (1, 2, 3, 4, 5)
The hypotheses to be tested in this example are listed in
Table 8 while the results and conclusions are listed is Table 9.
*Without the use of this program and its Iterative Proportional
Fitting Procedure, analysis of tables larger than 3 dimensions
would be impossible.
AL
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Table S. List of hypothesis for CONTABLE example.
1. H0 : u2 	 a 0 No film effect
2. H 0 : u3	 n 0 No interpreter effect
3. R 0 : ul	 ' 0 No date effect
4. H 0 :
u4	 = u 5 ' 0 No row-column effect
5. H 0 :
u12 ' 0 No date-film interaction
6. H 0 :
u13 = 0 No date-interpreter interaction
7. H0:
u23 s 0 No film-interpreter interaction
Table 9. List of results and conclusions for CONTABLE
example.
CONCLUSION
reject H0
reject HO
reject HO
fail to reject H0
fail to reject HO
fail to reject HO
fail to reject H0
HYPOTHESIS CHI SQUARE VALUE
H0 : u 2	 = 0 623.487
H0 : u3	 • 0 613.142
H 0 : u l	 a 0 591.543
H0 : u4=u 5 a 0 134.485
H 0 :
u 12 = 0 145.961
H 0 : J'13 s 0 162.393
H 0 : µ23 0 144.707
t
r
t
4
{
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Table 9 shows that although no single factor significantly
affects the classification, the combination of two or more factors
does. This means that none of the three factors (film, date,
interpreter) is more important than the others. Instead all three
factors interact together to give the best classification. From
the analysis so far there is no significant one factor on which
most of the accuracy depends.
1' /
., 90Z accurate), and the third map was 70h similar to the reference
map. Five cover types, designated 1 through 5, were used on
map. Similarity matrices were generated between the accurate
I
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4.0 Accuracy Conference
A National Working Conference on Landsat Classification Accuracy
Assessment Procedures was held in Sioux Falls, South Dakota. A
summary of this.conference is given in Appendix VI as a draft manu-
script which will be revised and submitted for publication in a
journal.
5.0 Wildlife Habitat Assessment Methods
A secondary task in this year's plan of work was to develop
digital spatial analysis techniques for assessing wildlife habitat.
Appendix VII includes a FORTRAN computer program for doing this, and
the techniques are described in a manuscript which is Appendix VIII.
6.0 Effects of Classification Accuracy on Interspersion Maps
Artificial land cover type maps were made in order to test the
effects of classification accuracy on computer generated interspersion
maps. Three cellular maps were made, each containing 10 rows and 10
columns with each cell assigned to one of 5 classes. The first map was
used as a reference base map for comparison with the other two maps.
The second map had 90% of its cells classified similar to the first
r	 24
t.
(90% similar) "Map II" and the base map (Table 10), and between the
less accurate, "Map III" (70% similar) and the bass map (Table 11).
KAPPA was used to compare the two resulting similarity matrices.
^
r
	The interspersion index described by Mead et al . in Appendix VIII
G
	
	 was used to create interspersion maps from each of the three fictional
cover type maps. The maps delineate areas of high (designated 3),
medium (2), and low (1) interspersion. Similarity matrices were
created by comparing each of the interspersion maps (from the cover
type maps II and III) with the interspersion map made from the base
map (Tables 12 and 13).
The implementation of the KAPPA program (see Section 3.2) was
then used to test for a significant difference between the interspersion
maps. The resulting KHAT values indicate that cover type maps II and
III were significantly different. A significant difference was also
found between the two matrices for the interspersion maps. However,
further work is needed to understand the effect of map accuracy on
computer generated interspersion maps, juxtaposition maps, and spatial
diversity maps. Also, the effect of increasing the number of cover
types or the number of interspersion classes (high, medium and low) is
unknown.
i
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Table 10. Similarity matrix for five fictional cover
types on tha base map and on Map II.
Base Map Classification
^	 i	 2	 3	 4	 5
a
1
u
w 2
,r
m
a 3
V
4
a 5
Overall Accuracy 
01  a 
90%
I
19 1
18 1
1 16
1 2 27 1
3 10
r
Table 11.
CO
""	 1L
u
•^	 2W
vd
e 3
J
.. 4
a 5
Similarity matrix for five fictional cover type
maps on the base map and on map III.
Base Map Classification
1	 2	 3	 4	 5
14 1 2
2 16 4 3
1 2 13 2
3 2 17 2
6 10
Overall Accuracy • 10 • 70%
C7
x
m
C6
10V
y 1u
G
wr
r+	 2
N
h.l
M. 3
X
Base `Sap Interspersion
1	 2	 3
60
13
5 22
26
Table 12. Similarity matrix for three categories of
interspersion high (3), medium (2), and
low (1) produced from the base map and
map II.
Base :Sap Interspersion
a
CO
	
1	 2	 3
s 1	 60
0
e 2 ;	 15	 1
a 3
Table 13. Similarity matrix for three categories of
interspersion, high (3), medium (2), and
low (1) produced from the base map and
map III.
L
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7.0 Sugary and Future Work
The literature review and preliminary investigations show
that: (1) the statistical techniques initially proposed are sound
and are useful for analysis of Landsat classification accuracy data,
(2) substantial amounts of data from accuracy assessments exist
but few sets are comparable prohibiting hypotheses from being
tested, (3) preliminary results show that the method used in sampling
a classification can significantly affect the estimated accuracy.
An "automatic" computerized system needs to be developed for com-
piling error matrices for any classification given the necessary
ground truth and a specified sampling strategy. Experiments need
to be designed in the future so that fundamental questions can be
answered about factors which affect classification accuracy.
The wildlife habitat assessment system has greatest potential
when animals with requirements related to the spatial characteristics
of the landscape are considered. Juxtaposition can be of great
importance or of very little importance depending upon the specific
geographic area and the wildlife species of interest. When this data
on the spatial characteristics of the landscape are coupled with basic
land cover information and ancillary data (e.g., elevation, slope,
soil type, political or ownership boundaries), an over -all system
for habitat assessment may be realized. Such a system could be
implemented on a computer and merged with data on other resource
I7
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attributes (e.g., timber producing capability). Further work should
L	 include pilot testing the system and an evaluation by field level
resource managers.
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Appendix I.
List of Sources of Error Matrices
1. :lead, Roy A., Landsat Digital Data Application to Forest
Vegetation and Land-Use Classification in Minnesota. Ph.D.
Dissertation, University of Miffiesota, 1977.
4 matrices (training set, test set, 2 evaluation areas)
:Minnesota.
2. Fleming,	 Computer aided Analysis Techniques for an
Operational System to :gap Forest Lands Utilizing Landsat MSS
Data, LARS Technical Report 112277.
2 matrices	 Colorado.
3. Smith, James and Frank Itkowsky, Sensitivity of Variable
Probability Sampling Estimates to Initial Landsat Classifi-
cation, Final Report R.M.F. & R.E.S. USFS Coop-Agree. 16-741-Ca,
September 1978, CSU, Fort Collins, Colorado.
5 matrices (training set, test set, 3 evaluation areas)
Colorado.
4. Madding, Robert and Harland Hogan, Detection and :lapping of
Spruce Budworm Defoliation in :Northern Wisconsin Using Digital
Analysis of Landsat Data. Proceedings of ASP Convention.
Feb. 26 - Mar. 4, 1978. pp 285-300.
2 matrices (normal and collapsed)
Wisconsin.
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i 5. Voss, A. W., J. E. Balker, G. E. Hauser, and D. W. Newton, The
i Use of Landsat Derived Land Cover Data in a Flood Peak Correla-
tion Study, Proceedings ASP, Feb. 26-Mar. 4, 1978, pp. 135-146.
2 matrices (normal and collapsed)
North Carolina - Tennessee.
6. Hoffer, Roger, Natural Resource Mapping in Mountainous Terrain
by Computer Analysis of ERTS-1 Satellite Data, LARS Research
Bulletin 919.	 Info. vote 061575.
10 matrices (different classification systems)
Colorado.
7. Hoffer, Roger, Computer-Aided Analysis of Skylab MSS Data in
Mountainous Terrain for Land Use, Forestry, Water Resources,
and Geologic Applications, LARS Info. vote 121275, 1975.
4 matrices (varying spectral bands)
Colorado.
8. Hoffer, Roger, :Sapping Vegetative Cover by Computer Aided
Analysis of Satellite Data, LARS Technical Report 011178.
2 matrices (test sites)
Colorado.
9. Hoffer, Roger, Variables in automatic Classification over
Extended Remote Sensing Test Sites, LARS Information Note 061571.
1 matrix (test site)
f '
Indiana - Illinois.
}i
F
{
ff"
36
10. Hoffer, Roger, Basic Forest Cover Mapping Using Digitized
Remote Sensor Data and ADP Techniques, LARS Information Note
030573.
13 matrices (tests at different spectral bands)
11. Heller, R. C., R. C. Aldrich, R. S. Driscoll, R. E. Francis,
and F. P. Weber, Evaluation of ERTS-1 Data for Inventory of
Forest and Rangeland and Detection of Forest Stress. PSW & RM
For & Range Exp. Sta. Aug. 9, 1974.
12 matrices.
12. Ernst, Carola Lisette, Digital Processing of Remotely Sensed
Data for 'dapping Wetland Communities, Ph.D. Dissertation,
Purdue University, Dec. 1979.
6 matrices (classification)
Indiana.
13. Nelson, R. and R. Hoffer, Computer Aided Processing of Landsat
MSS Data for Classification of Forest Lands, LABS Technical
Report 102679, 1979.
12 matrices
Colorado.
14. Carneggis, D. M., Large Scale 70 mm Aerial Photographs for
Evaluating Ecological Conditions, Vegetational Changes, and
Range Site Potential. Ph.D. Dissertation, University of
.x1ifornia, Berkeley.
18 matrices (photo interpretation)
U i
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15. Lauer, Donald, Claire Flay and Andrew Benson, Quantitative
Evaluation of `4ultiband Photographic Techniques, Final Report
for Earth Observation Division Manned Spacecraft Center,
NASA Contract NAS 9-9577, 1970.
79 matrices (photo interpretation)
16. Bryant, Emily and Gibb Dodge
1 matrix. Maine.
17. Roberts, Edwin
1 matrix. Colorado (test set for G:..	 :ounty).
18. Roller, Norman and Larry Visser, Accuracy of Landsat Forest Cover
Type :lapping in the Lake States Region of the U.S., Fourth
International Symposium on Remote Sensing of Environment,
April 23-30, 1980.
1 matrix (Forest Cover Types).
Michigan.
19. Newcomer, Jeffrey
3 matrices. Pennsylvania.
20. Harrington, John A. and Charles W. Dunn, Jr.
3 matrices (forest - other) Oklahoma.
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Appendix II. Listing of FORTRAN Computer Program MARGFIT
/ /wArFIV	 tPAGES830
R#RfflRftfRflRRt##fitffflffRfRRRfltrRfftf*f#! ♦
C
	
R a+aRGFIT NAS KE4twITtEN ANI ► OUCUMEN TEL) -JY
c 	 •	 lIU33ELL G VNGALTO N 	 #
C	 •	 OEPrr OF PGRESTRY. VPIASI	 •
C	 *	 JULY	 1 4#74	 •
C	 •	 •(;	 fflf# rtrffrrr•r#rtf#ltRfrrrrftrrtrt#rrrr:rt:rt
C
C ♦## rr*t#ftftr fR# fltrrtfffltt*iltftr#lift#1!#RtRfRr!lrtffrlfltlftfrllR*
C *	 rHIS	 PnJGkAM	 ,j A.5	 JESIG INFE0	 Tr	 CHA NGE 	A	 A4tKIX	 rF	 -A AX1-12M	 r)I-4ENSIUvS
C *	 uF	 5l ► X50	 I4TO	 A	 MATRIX	 o%ITiq 	 pj4E0ETEW'•l I`+Er	 R()w	 Av0	 C(ll.!W-%	 ^aKGt'^^LS f
C r !
C *	 '4U MM Ar	 :	 THE	 '4UMhE4	 OF	 (-#ATRICF5	 ril	 hE	 CtlANGFCC t	 TAm(I,J)
	
=	 r4E	 VALUE_	 IN	 Qu.,.	 I	 A iC	 COLu`+ w	 J	 OF	 Tr• F_	 GIVEN	 ,,AArPjIY *:;
C r WMA Q (I)	 a	 twE
	
MAR (;tMAL	 VALWt FOR	 hUw	 I *`
c * c AAA (j)	 --	 rmk
	
-ARG I-NAL
	 VALUE F Lk	 COLU-1 i	 J *	 ;
C R	 M A ►►
 I T	 :	 TwE	 SA X I %lW4	 ?vll(-lbt4	 OF	 I TER A N QNS *	 .,
C *	 uA Yr)E`J
	
=	 ThE	 ""A X I ' O lirl 	 ALI_U•N A NLF 	 i)EV Ia r I0 N •
C *	 I 
	
x	 TP+E	 : U N(rEk	 nF	 .?OaS
	
l,v
	 r4E
	
.aA T•1 I x
C *	 IC	 s	 THE	 v(IMNEQ	 O F;	 COLIJ-NS	 IN	 T;lE	 ,aA T it I A *	
y
C(; trr Rff##Rtf#ff#f#!#*tfR#flrllft#rlf#rr! !!*!#tlfrr fftllrrfttlRrrrrtt*tt
C
C
T 01-1ENSION	 ray(50,50),R M AR(50).C;-,Api(5U),FIT(5O2 REAL	 ,HA AOEVC
3 NC(}tjVt :O
5 15	 F Qh'AAT(I2)
C
56	 RE A 0(5.10)	 1,4 * IC
lu	 FnkkAT(2I5)
a .^Q	 2 1 ► 0	 I=1.14
9 REAO(5.20)	 (tAn(I..1),J=1,IU)
1 ) 24	 F,),ouA r (12(Fo.l) )
1 1 200	 C(j,"i r I'4UE
113 QkAU(5.3u)	 l^rak( I),I=1.tK)
15 30	 F0kv AT(12(F J`q .0) )
to RLAU(5,40)	 (C"A4(I),I=1,I%)
15 ao	 FOR-+4T(12CFh.0) )
1+ REA,6(5,511	 '41xIr,-1Ax('F.V
1I 51	 FQ;%-Ar(19*F1u.31
li QFAI^(-3,52)
14 52	 F:)k-iaT(' AAAAAAAAAAAAAAAAAAAAA A AAAAAAAAAAAAA,' bAao')
L
a u awl tE	 13 0,
?1 99a	 FJwAAT('1')
2;) %RITF.(6,52)
23 %-41TE(6.53)
24 5:	 F(^^iM4r(lX^'rrrrr* r ltfrt tl rt lrrlrr Rtt* rrt##lrrfrrrr*'////)
25 yk1rE^5,Su)
2% 5a	 F:) w "A	 (1 x,' T11c	 1 , 141 -,1 'J A L	 ••-ATQT r	 1S :' )
?T :SIT;(;.55)
39
30
31 56
cQITE(b,jb)	 (TAeti
	 J).Ja1,IC)
FUQMAT(1	 (I	 # Fb.1)^
3Z 250 CC.,vIINuC
"	 33 NItso
34 00 300	 I21$IK
35 FIT ( I)0.000001
36 on 400	 Js11,
FIT(I) :FIT(I
IC)
+TA13(I#J)37 400
315 300 CONTINUE
--'	 30 100 DO 150	 I21•IK
40
41
UU 5500 Js1 ,IC
TAti ( I,J) s?A 13 ( I.J)*1RMAR(I)/FIT(I)
112 500 CONTINUE
43 150 CONTINUE
uu n4 boo,
45 d=0.00001
46 00	 l00	 I=18Ik
47 100 yag . TAd(I.J)
04.4 o u 30o	 I21,Iw
49
50
IF(tAd(I,J).	 r.t
	
OF_ • 10)
	 TAd(I.J) =0.0
TA3(I.J)=TAt3	 I • J3*CL1AR(J)/ti
51 800 CONTIvu^
52 600 CONTRUE
53 NIT=NIT•l
946 ii=0	 0
55 t?U	 iu0	 I=1,IR
5S FIT(I)=0.^10000157 Q17	 t000	 J 2 1, IC
5A 1000 FIT(I)sFIT(I)•TA8(I,J)
59 HZ AAS (FIT(I)•KMAR(I))
bd IF (O.GE.M)	 GO	 TO	 900
%l Q=M
62 q0n CONTINUE
43 IF(O.LE.mAXOE4)	 GO	 TO	 260
64 IF(NIT. L E.wAXIT)
	 G t)	 TO	 101)
b g 441TE(b,bu)	 MAX(1,U
54 6 0 FOWMA T ( • 	 NU CCNvERrENCE	 AF TE R ',I5,'	 trERArIC N S. # / • 	THE
	
CURRENT
	
MA
AIMUM	 DEVIATION	 13:
	 ',F1093)
h 7 GO TO	 1200
68 260 m RItE ( 500)	 NIT,T)
69 70 Fo p MAr(/// •	 CONVERGENCE	 AFTE4
	 0 ,I5,'	 ITE14ATI( .vS	 ATTw	 A	 •4AXI'•+U-M
	 uE
AIATION	 UF:	 ,F10.3/)
70 t)u	 1100	 I=10I"
71 wkITE(b,40)	 (TAS(I,J)rJ=1,IC)
72 80 FUKMAT(i0(1X,F7,4))
73 1100 CONTIr4u
C
714 12f1u NCOUNiT--NC01 ► NT.1
75 iF (vCUUNT , LT.',1UwMAT)	 GO	 Tf)	 Sn
r,
76 $TUR
7 7 E'1,r,
// riATA
kA^ ^,^ P
q0R QU0 E 1^qt4
t
_1
'	 - 1
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Appendix III. Listing of FORTRAN Computer Program KAPPA
//WATFtV
	
► PAGESa35
C	 ttt##•#t#t!•t•••t!•tt••♦#• A•t•!#A#ttt!!•!•!r#•
C
C	 • KAPPA WAS RENRITTEN ANO 0 pCUMENTEO SY
*	 RU33EL`` G CONGALTIN
C	 *	 DEPT. OF 0OitESTRYe VPIRS4
C	 *	 JULY 1479	 •
C	 •	 •
C	 #A••A#•A#t##!#f######r•A•####r#ir*•+RA•AAA•rA•
C
C
•##!####t##!•A!###A#•#r!######r#A#A#r####A•!##A####•####!##*###•###!#
C • THIS PROGRAM OAS OESIGNEO TO TEST FOR SIMILAR rEGREES OF AGREEMENT
C * eETAEEN TOO OR MORE SQUARE ERRUN "ATRICES
C
C • ME 	 2 T HE NUM9FR OF TABLES OR MATRICES TO ?E COMPARED
C * NR	 = NU1413ER 0 ROwS1 ALSO THE NUMBER OF COLUMNS SINCE THE
C *	 .MATRIX IS SQUARE•
C • x(I ► J) = THE VALUE IN THE MATRIX FOR ROO I ANC COLU MN J
C •
C *
C #### •#!##•••#••rt#####r#r:#r###:!!##A:!••A•A ##A###• t A#•##!##### #r !••t
C
C
1 REAL KHAT,LC
2 01MENSIUN	 x(^o	 20),SXR(20),3XC(20)
3 0 MENSION UCL(t0) ► LCL(20),KHAT(20)
14 L220
5 Ms0
9 R=1
C
7 REA0(5,10)	 ME
9 10 FOR-MAT(I2)
C
9 100 00 200	 I=1,L
10 SXR ( I)=p.0
11 SXC(I)=O.0
12 , 00	 300 J=1,L
13 30U X(I,J):0.0
114 200 CONTINUE
C
15	 REAO(5 ► 20) NR
lb	 20 FORMAT(I2)
17	 00 1400 I=1 ► NR
19	 REAO(5030) (X(I,J),J=1,.\jk)
la	 30 F0WMAT(12(Fb,0))
241400 CONTINUE
21
	
4EAO(5,l1)
22	 31 FORMAT( AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA')
C
23	 ORITE(b,999)
24	 999 FORMAT( I')
25	 wRITE(b,31)
ab	 wRITE(b,32)
27	 32 FORMAT(1X,' r#r r#+r: A: rr#rrrrrrrrrtrrrrrrrArrrr+rrrrrr#rrrrrrr' ///
2e1	 ,tialtE#b ► 314)
29	 34 FOR M A (//// F l 	ORIGINAL ERROR MATRIX IS:')
30	 ORITEjb, 35)
31	 35 FOR14A ( 1 X, 'yam	 ' / )
D•
c;
j 41
3
34
wf0t	 TE O 6I3b1 S N( x(I
	
,1)#JsI.NR)
FO	 Ot1x^F6.b))
^.	 35 a 6SO
fAt
CU	 I U
..	 .
C
37 00	 S_Q-	 =I#NR
38 00 600	 s}•NR
39 3XR):	 x(I)
+
*Xt I
I
.J^
0
x
))
NUE
cNjfl x	 • J4
600 CON
a XNUXN•3xR(I)
as
Soo
20.0E
45 TM2s0.0
46 TM3Z0.0
47 TM4Z0 u
UO	 7oa	 I:1,NR49
49 tN lZtH t•x(I.I
g0 TM2aTH2*3XR(ii	 *3xC(I)
51 TM3zTM3•X(I.I	 +(3xR(I)*3xC(I))
2
53
00 800 J=1
	
fvk
TM42TM4 •x(#,J)*(SxR(I).3XC(J))**2
54 800 CONTINUE
5 700 CONTINUE
	 !
56 TM1aTM1/XN
57 TM2ZrH2 /(%N**2) 	 j
S4 TM3aTH3 /(XN**21
59 TH4sTM4/	 xN **3
h0 KMAT(Kja	 TM1•TN2t/(1.•TM21
61 30=30R	 (	 M1+(11.	 M1)/((1.	 TH2)**2)+(2	 *((l. .t M i)*(2.*fMl* TM2•tM 3)!
A)/((1.•fM2)**3)*(1.•TM1)**2	 * (TH 4.4 .*f H2*w2)/(1.•TM2)* *4) /xN
C THE STEPS THAT FOLLOW CALCULATE 	 THE 95% CUNFIDE A CE	 INTERVAL FOR K MATI
C
192 UCL(K)ZKMAT(K)*1.96*30
53 LC	 4( K)ZKNAT(K) • I	 9b*30
64 AR^TE	 ( A ,40)
h5 40 FUR MAr (///, 1 x .'LOWER	 LI -,4IT • ,4X, • KMAf • ,4x, • U4cER 	 LIMIT')
66 mRITE(6,u51^
67 45 FORMAT (1X 	 •,4x,•	 •,4x,•
;ucm)
6 4 50 FORMAT(3X^,F8•S,
	
,^,3X,
7 A KZK+I
71 MZM+I
72 IF(m Lr. ME)	 GU	 TO	 100
nkITI (h.900173
7a 400 FORMA t( • 1'^	 3UMMANY	 TABLE	 ANO CUMPAR130N3*)
75 WRITE	 6,910)
7h 910 FnRMAf( lx,'*wswww*w*wsw*wwwswww*wwwwwwww•//^/)
a	 77 NRtrE^h,920)
79 920 FOa M A	 (ix, •raATRIx',2x,'LOwtR	 LIMIT',4x, • KHAT • ,ux, • UPPER
	 LI'4Ir')
79
40 Q30
«RITE^(.930)
FORMA	 lx, •	 •,2X,6	 •,4x,'^1,4x,•^^^^ //)
41 no 940 K210ME
9
8 950
ANITE(6r950)	 K * LCL(K)	 KMAT(K)	 UCL(K)
FORMAT(4X,I2.Sx ► F8.5•l3x,Ftl.5.3x.F8.5)
'	 94 940 CONTINUE
AS NRITE(6060)
86 a60 FOiMAr(////////)
^r
62
91	 NaMEel
as	 DO	 1300	 I81#W
09	
0	 1400 J=2,M
J LE	 I)	 GO	 TO ( 	400	 (t
9 1 	IF
	 JCL fljL T ^^C^ ( I).ANO;UC^(J).GT.^C1L. ( I))	 OC	 t0 1100,9	 wRI
	
E 46,10^0)^I!9	 1000 FORMAT(lX, • MATRIX	 ' # 12 # 0  	 Is	 SIGNIFICANTLY	 iIFFERENT FROM MATRIX	 •,
q5	 AGO /10 1400
qb	 1100 mRITE(b b l 2?0)	 I,J	
MATR'91	 1200 FQR m 	(IX,	 MATR jX 	 • , i2, • 	is N OT	 $IGNIFICA NtL V 	 DIFFERENT	 FROM 
q A 	 1400 CONTINUE
qq	 1301 CON T .4UE
100	 ARIT	 ( tis1500)
1Q2	
1500 FFOOP ► T( 	 1')
ST
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Appendix IV. Listing of APL Computer Program CONTABLE
9CONTASLLHOW CO37
9 CONTABLkNOW
C13	 'CONTABLE'
C23
	
-ANALYSES OF MULTIDIMENSIONAL CONTINGENCY TABLES'
C33	 'S. K. LEE - - - DEPARTMENT OF STATISTICS, VPi SU'
C43
	
'ENTERED 7/5/1976'
C53	 ' '
C63	 '	 THZS PROGRAM WILL PERFORM ANALYSES OF COMPLETE OR INCOMPLETE'
C73	 'MULTIDIMENSIONAL CONTINGENCY TABLES USING A LOGLINKAR MODEL'
E33	 'APPR:OACH,'
C93	 ' '
C103	 DATA SHOULD BE ARRANGED INTO A CONTINGENCY TABLE, AND MAt' B6'
C113 'STORED IN AN ARRAY SMF PRIOR TO PROGRAM EXECUTION OR MAr PE
C123 'ENTERED UPON REQUEST. WHEN AI-IALY=ING INCOMPLETE TABLES THE INITIAL'
C133 -FITTING TABLE MAY BE STORED SIMILARLY IN AN ARRAY NAMED ONES PRIOR'
C143 'TO PROGRAM EXECUTION. UPON REQUEST, THE USER: SHOULD 91-ITER A LOGLINEAR'
C153 'MOTEL WITH WHICH HE INTENDS TO FIT THE DATA, THE LOGLINEAR MODEL'
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Abstract
A method his been developed to quantitatively test the degree
of similarity between photo interpreters. This method involves giving
each photo interpreter the same set of photos to interpret. An error
matrix is then.generated for each interpreter by comparing his interpre-
tation to the actual ground cover. This error matrix is then analyzed
using a computer program called KAPPA. This program uses discrete multi-
variate analysis techniques to determine if one errcr matrix (i.e., photo
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interpreter) is significantly different from another. The program
can be altered to test for similarity at different confidence levels.
Not only does this technique allow one to compare two separate in-
terpreters, but it also allows one to test whether an individual photo
interpreter is consistent through time.
Introduction
Photo interpretation is the art and science of identifying
objects and deducing their significance on aerial photos. Good, con-
sistent photo interpretation depends upon the experience and skill of
the individual who delineates the boundaries between vegetation/land
cover types over the landscape. The judgment involved is generally
qualitative in nature, and therefore difficult to evaluate or compare
with interpretations made by others. Usually the interpreter has
intuitive feelings about how well he is doing, but is unable to support
these feelings with any specific tests. This paper suggests a way of
quantifying photo interpretation results and gives a statistical method
for comparing these results.
The procedure proposed in this paper can test for the degree of
similarity between interpreters, or test the consistency of the same
interpreter over time. Testing to see if interpreters are similar is
useful when more than one interpreter is to work on a project. If it can
4	
be determined that the delineations made by all interpreters are not
r
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significantly different, then the project will yield uniform result
for all interpreters. Also, it would be useful to test the same
interpreter over a period of time to check for changes in his inter-
pretation. It may also be important to determine if varying types of
photography (f ilm/filter combinations), or seasons of photography result
in significantly different delineations. By placing a grid over each
delineation, the individual cells are assigned to the land cover/vegetation
type which represents the majority of the cell. Each cell is then com-
pared one-by-one with the corresponding cell (i.e., in the same location)
from another delineation. If one of the delineations is assumed to be
correct (reference data), then comparison of the two sets of spatially
defined cells yields a measure of "photointerpretation accuracy". This
is usually expressed in the form of an-error matrix.
Procedure
An error matrix is a square array of numbers set out in rows and
columns which expresses the number of cells assigned by the photo interpreter
to a particular land cover cype relative to the actual land cover (reference
data). The columns represent the reference data and the rows indicate
the photo interpreter assigned land cover type (Figure 1).
Reference Daca
A	 B	 C
Photo
	
A
Interpret-
3	
i
cation
Cl
Figure 1. Error matrix format for three land cover types.
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The numbers in the error matrix are tallies compiled by com-
paring the photo interpretation with the actual cover type (reference
data) on a cell by cell basis. All correct classifications are
located on the major diagonal of the error matrix.
The specific method used to generate an error matrix is dependent
on what information is needed. If the degree of similarity between
two or more photo interpreters is to be determined, each interpreter
is given the same aerial photographs to interpret. An error matrix
is then tabulated for each interpreter by comparing his interpretation
with a reference data set (correct delineation). If the test involves
determining the consistency over time for a single interpreter, then a
representative part of a selected stereo pair is interpreted at the
beginning of a project. At some later date the remainder of the photos
are interpreted and then the two error matrices (Time A and Time B)
are compared. Finally, if it is desired to measure the accuracy of
delineations Made on different types of photography, a separate inter-
pretation is performed on the same area for each set of photos by each
interpreter and an error matrix is generated.
Once the error matrices are generated, a discrete multivariate
analysis procedure (Bishop at al., 1975) is used to test the degree of
similarity between the error matrices. This test is based on a maximum
likelihood estimate of the multinomial distribution (Equation 1).
i
,
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where:
K - # of rows in matrix
Xii a # of obs in row i and col. i
Xi+ a marginal total of row i
X+i - marginal total of col. i
N a total # of observations
This equation yields a value FIAT which is a meaaure of the actual
agreement minus the chance agreement. A confidence interval at a given
a-level is then placed around the value of KBAT calculated for each
error matrix. If the confidence interval for one error matrix overlaps
the confidence interval for another error matrix, the two matrices are
said to be not significantly different at that a-level. However, if no
overlap of the MAT confidence intervals occurs, then the matrices are
said to be significantly different at that s-level.
This entire comparison process can be performed using a FORTRAN
computer program called KAPPA. Given the error matrices to be analyzed,
the program calculates a KHAT value and a confidence interval for each
error matrix. The program then prints out which error matrices are
significantly different and which are not.
.j
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The data used in this study were taken from Lauer at al.
(1970). Five photo interpreters interpreted the same aerial photo-
graphs of Yosemite Valley, California, and their individual error
matrices were generated. Also, five film and filter combinations
were used with a single interpreter, and error matrices were generated.
Results and Discussion
All five of the interpreters tested on the photos from Yosemite
Valley produced significantly different delineations (Table 1). The
confidence interval was calculated at the 95% level.
Table 1. Summary table for five interpreters of Yosemite Valley
photos.
Interpreter Lower Limit KRAT Upper Limit
1 0.31167 0.31991 0.32815
2 0.28623 0.29420 0.30216
3 0.36677 0.37485 0.38293
4 0.23115 0.24156 0.25197
5 0.20878 0.21925 0.22972
The results of the five different film and filter combinations
are presented in Table 2.	 These results were also calculated at the
95: confidence level.
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Table 2. Summary table for the five film and filter combinations.
Film/Filter Lower Limit KRAT Upper Limit
IR-301/W25 0.31167 0.31991 0.32815
IRIW89B 0.29615 0.30436 0.31258
Ekta Aero IR 0.11318 0.12071 0.12825
Enhancement E 0.25427 0.26163 0.26898
Enhancement Y 0.36704 0.37438 0.38173
As can be seen from Table 2, the interval for IR-301/W25 over-
laps with the interval for IR/W89B. Therefore, these two interpre-
tations are not significantly different.	 All the other interpretations
are significantly different.
Summary
The examples given in this paper indicate how photo interpre-
tation results can be quantified using error matrices. These error
matrices can then be compared using a discrete multivariate analysis
procedure and conclusions made.
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ABSTRACT
A working conference was hell in Sioux Falls, South Dakota November 11,
13, and 16, 1980 dealing with Landsat Classification Accuracy Assessment
Procedures. Thirteen formal presentations were mado on three general topics:
(1) sampling procaames, (2) statistical analysis techniques, and (3) examples
of projects which included accuracy assessment and the associated costs,
logistical problems and value of the accuracy data to the remote sensing
specialist and the resource manager. Nearly twenty conference attendees
participated in two discussion session addressing various issues associated
with accuracy assessment. This paper presents an account of the accomplish-
meats of the conference.
0:
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In the years since Landsat imagery first became available, an untold
number of Landsat scenes have been digitally analysed to classify land cover.
'these classifications are not without error, and have been subject to closer
scrutiny by critics and potential non than similar products developed by
more traditional methods. A few potential users of Landsat data were discouraged
by the unfulfilled expectations spirited by the results of early investiga-
tions. This has recently led researchers and government agencies to proceed
cautiously with technology transfer. Thus, scientists have been keenly aware
of the need to assess the accuracy of Landsat classifications before dis-
tributing the products to users.
Topographic mapping procedures include routine evaluations for compliance
with well defined accuracy standards and the accuracy attainable under specific
conditions (terrain characteristics and mapping equipment used) are well
known. This capability is the result of many directed research efforts.
However, techniques for assessing the accuracy of Landsat classifications have
developed in an ad hoc meaner. Many such methods are not statistically sound
and can yield biased estimates of accuracy.
For example, researchers used the limited available ground information
(i.e., maps, photo interpretations or less often actual visits to the field)
collected for development of training statistics to estimate classification
accuracy. This can result in over optimistic estimates of classification
performance, particularly when the training data does not adequately describe
the scene variability. Windshield surveys, in which a few easily accessible
areas are visited on the ground, are &=that biased approach to accuracy
assessment. In addition, biases can also be introduced by using a different
i
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classification framwork Loa accuracy assessment than that used in developing
the digital classification.
The trend, more recently, has been to sample the classifications and measure
the degree of agreaseat with a set of spatially defined reference data (i.e.,
ground truth). Analysis of the resulting accuracy data can guide researchers
is scene selection (season, etc.), and detendu the most appropriate methods
of classification for particular applications.
The importance of assessing classification accuracy, the lacy of any
standard procedures, and the limited number of reports in technically reviewed
journals, justified the conference discussed in this paper. Only a relatively
small number of researchers have worked in the subject area to any great
wMent. Therefore, attendance at the conference was limited and by invitation
only. The specific objectives of the conference were:
1. To determine the state—of-the-art for accuracy assessment procedures.
2. To provide a forum for exchange of ideas concerning accuracy assess-
meat procedures.
3. To identify research needs and recommend the approach that should
be taken to improve accuracy assessment procedures.
A comprehensive proceedings of the formal conference presentations is
planned. However, it is worthwhile to identify and summarize the major themes
that developed from the conference in general.
Accuracy is a measure of the amount of agreement between two data sets.
Typically this is a thematic map in question and a reference data set often
thought of as "ground truth." However, when this procedure is generalized
other applications become apparent, including change detection analysis for
62
the monitoring of particular resources. Furthesmore, sequential appraisal of
a classifcation can result in better end results.
There are several types of accuracy and it is important to identify which
is being utilized. Two major categories of accuracy are site specific and non
site specific accuracy. lion site specific accuracy compares tabular summarys
of the proportions of the area sapped into each of the categories. Site specific
accuracy utilizes the spatial nature of the data. That is, two spatially
defined data sets are registered and compared for the amount of agreement.
This can be a polygon, grid cell, or point comparison. In this case, the
difference between the two data sets results in a spatially defined binary
data set. This represents the population we are sampling for the parameters
in question.
An error matriz or contingency analysis approach to accuracy assessment
is still another method of comparison of the two data sets. This requires a
site specific (spatially defined) approach.
Furthermore, mans factors affect the validity of an accuracy assessment.
The quantity and quality of ground truth depend upon the methods used for
sample size determination and data acqusition. In light of this, it becomes
apparent that the term "ground truth" is ill defined. what is "ground truth"
with regard to parameters such as percent of ground cover? Can this ever
really be measured? For many cover types, this parameter can be estimated
more accuratelq on aerial photographs than by ground procedures.
Finally, one should not lose track of the difference between the use-
fulness of a specific product and its estimated accuracy. A numerical report
of product accuracy may say nothing of how much use the product gets or how
well it compares with what was previously available. A quantitative accuracy
V /"	 assessment resu4ts is a numerical summary which may or may not represent the
. 1
i
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usefulness of the product. In carry instances, a classification of low or
intezuediate accuracy is a welcome and useful product.
The desired information as well as the nature of the scene which was
classified, determine which is the most appropriate means of assessing accuracy.
Certainly, different landscapes may need to be sampled differently for best
results. Therefore, studies should be done to look at the sensitivity of
accuracy estimates when different sampling procedures are used. In comparing
and assessing sampling procedures for accuracy assessment, not only is statistical
variability to be considered, but also the spatial diversity of the data.
Furthermore, all of these considerations interact to determine the most appropriate
sampling and estimation procedure to use. Ruch work remains to be done,
utilizing designed experiments with specific hypotheses, to identify the
relative reliability of various sampling procedures.
Assessing and reporting, by some standard means, the accuracy of a thematic
classification will become more vital as these products become a part of
geographic information systems. This will be necessary to insure high quality
output products and well informed management decisions.
The use of training data for accuracy assessment results in a somewhat
biased but possible useful estimate of overall accuracy. The nature of the
bias is to overestimate accuracy. The amount of bias depends upon how well
the training data represent the variability present in the scene. In some
instances, such an approach will be adequate. However, for close scrutiny and
for within class estimates of accuracy, and independent accuracy assessment is
warranted. An approach to minimizing the cost of an independent accuracy
assessment is to collect accuracy assessment data at the time the training
data is collected. This data should be earmarked for later use and not used in
i	 the training process.
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Although this conference did such to establish communication among research-
ers utilizing accuracy assessment procedures, such work remains to be done in
summarizing what procedures are most commonly utilized. In addition, a bibliography
of the literature and available computer programs should be compiled and
published. A survey of researchers in the field will help to define how well
r
they can asp various cover types. This will assist in developing a set of
mapping standards. Although accuracy requirements say vary among cover types,
acceptable sap accuracy standards are needed to match intended uses. Standards
such as "second order at level 11" can help in minimizing subjective evaluations
and finally, perhaps many classifications are more accurate than we think due
to geometry problems and edge pixels. It becomes apparent that classification
error and mapping error are not one in the same. Much work needs to be done
to discriminate between the two sources of error.
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Many issues were discussed and debated by the participants. Topics for
further research were identified and major themes summarized in this paper.
The participants recommended that a working group be established to write
a '•manual" or "guide book" on accuracy assessment procedures. Possibly this
group could be formed as an ad hoc committee within the American Society of
Photogrammetry and seek funding to prepare the document described above.
Plans are now being made to do this.
The conference succeeded in accomplishing the three objectives stated
earlier. A comprehensive proceedings is planned which will represent state-of-
the-art accuracy assessment procedures.
i
i
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Appendix VIII.
A C:' P T.7r-RIDED S?ATZ.AL ANALYSIS  S': SMI
FOR .13;1SZSS::vG ; TULI FE ^!a IT 7
c?ZOM VEGETATION M.ArS*
Roy A. Mead, Term L. Sharik,
Stephen ?. ?rislet', and Joel T. Heinen
De partment of FDrestr-,
%r3inia ?olytechnic :nsti_ste
and State ^ni:ersi_•^
31acks burg, CIA 21061
7egetation and land cover paste ms affect the cualit-. of :^.ab'__at available
for :Jildlife. Gi.en the degree of interspersion of cover ty-)es and relative
•value of each edge _-rpe and the :mDortance .,_ spatial diversity, an _nde::
;.abitat spatial diversity can be computed for each parcel of land (of
any desired size) re-at--; .e to each wildlife srecies _r group of ,pez:es.
his is acco= 1-fi shed 7v defining a grid which is ei_aer Dlacec on a land
cover =ap or .:n an aerial photograph. Each cell is t h en coded on the 'oasis
of (i_s ;Dredom.inant) cover t-11pe- A computer progra= su'DseCuentl-, ana_vzes
the ar7ani?ze^.t of _nose coded .:.elis and Drodu'ces ma p s of (a) '-nter3persion,
* ?resented 3: 1 7 th Annual Meet.nz .meric an Soc: e t'7 ?hot:crarl.^.e_'7, N3slingtvn,
D.C.., 7ebr--a:? 23-25, 1981.
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(b) -uxtoposizion, and (c) spatial diversity. Separate multicolor naps
can be made for any
 wildlife habitat of interest using a digital film
recorder. These map overlays zan be used by the :esource manager to
k. i
	 compare wildlife 'habitat quality and potential with maps for forest, range,
watershed and recreation potential.
IVTRCDCCT:ON
...ere is a _remendous need to develop quantitative methods to assess
wildlife habitat. :'his was specifizall;- mandated by the Resources ?fanning
.Act, as well as other le3islatiz-n. ';ildlife zabitat must ce zcrsidered in
all management plans togetner w--:h, timber, range, recreation and watershed.
"^'hile timber inventories have been conducted for .any ?ears, techniques for
quantifying the wlildli:a habitat still need to be developed.
Tie tec:,nologv of remote sensing has provided the means for mapping land
=cver/ •ie¢etat:on over ve ^- :arse areas :or wildlife habitat -anage^eat
(?engeliy, 19 73). :however, the yaps t emselves only partially fulfill !.,-e
in entor';7 data .eeaed oy
 biolog.3:5 who must nana;e for Wildlife. _ .e
maps must oe anal7zed and interpreted to en. ante the -:arious criaracteristics
of the landscape which have a bearing on nanagemer.t 3ecisicns. lA short,
the standard land cover ma; is a source of :n:ornat:on t4at 7na y ?e nel;ful
in making =ana;e_enz decisions.
his paper suggests a means :c anal-!ze and interpret maps of land cover
to produce ;patialiy defined data that .ill be -.aluable info._.ation for
managing w._.__ft :ab.:at. =wpnas.s _s :r _-e :echniq;:e inn net _r. _-e
ccnt_eversial issue of 'e. i ning .^.ab__at 'UAL -7 . __ must be zncerstood
_^"a: :: a -a ndscapd :^arac
_
erist-Cs -Wpor:ant Ln :ab.tat eval =uation v3^'
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according to region and the specific wildlife species of interest. The
various wei;hting :actors discussed in this paper must be deterained by
wildlife managers familiar with local conditions or from agency handbooks
which give the habitat requirements and preferences for many species.
The specific objective of .his stud y
 was to develop a computeri_ed
s ,--stem for measuring t h e s patial diversit y component of wildlife habi:a:
from vegetation na_s .
Study .lea and
	 rut Data
The area used as an example for testing :he wildlife habitat analysis
techni ques described in this parer was the Treat Dismal Swamp . The area
is managed b y
 :`re U. S. fish and Wildlife Se=ice as a game refuge ana
includes 3DDTQxamatel y
 34,900 hectares. This wetland was thoroughly
described by Garret_ and Carter (19	 . :he area was idea: for evaluating
the proposed 'habitat anal ysis :echniques for three reasons. -_rs:,
the Dismal Swamp
 "contains a remarkable diversity of vegetative communities"
(Jar7ett and Carter, 19""). Second, the area had recentl y been sapped
(Gammon and Carver, 19'9). Third, the local resource managers were
available for assistance in eval:;a:ing the validity/usefulness of the
final habitat q uality mats that were :roduce.i.
E. ;`e vegetation .saps produced by Gaon and Carer (1979) contained "13
separate canopy
 designations and :43 specific vegetative communities...'.
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.his sap was overlaid with a square grid system oriented in a Vorth-South
manner. Each cell contained 22 hectares and formed a matrix of 93 rows
and 42 columns. ;ar_h cell was given a communi r; designation according to
the cover type which occupied the most area within that cell. This informa-
tion was stored on discs for analysis by the computer.
Given :he above data :he following procedure -was used to assess wildlife
habitat diversi: for the g reat Dismal Scamp. Since tae prima ^- thrust
of this pa per is to present a proposed :ecanique, all additional inputs
(e.g., juxtapesi:lon weighting .actors and restricti •.e 'actors ) are purer
hypothetical, as is :he selected wildlife species "a".
WABITAT ASScSS=I': ?RCCZDURr-
here are four comperer:s :mat form the package of :ecaniques use, for
issess'_ng wildlif e -abi:a:.
1.	 :n7ut data
_.	 .-!easure7ien: or in :erspersicn
3.	 ^!easuremenc of 4ux:aposl:/on
Recognition of exclusion factors
3asically, _ne four components _n:erac: in the follc+wtn3 wa- 1 . Suitable
:.and cover/ve jetaticn maps are either obtai=ed from existing sources or
ccmpilec. '.e nec?ssa	 -:egetaticn ca:e3ortas, nap scales and minimum
mapping •.n_: size _a-: •:ary from region :o region and with t h e specizs for
wnicr pczenzia. habita: _s 	 assessed.
	
-e '-abi:a: t -__eria .or _,e
s p ecies ._ _..tares: =ust ]e knvwm ( Jr ?st.:.d:tdi. Such cri:erta :nc-1Ce
_ne
	 (i.e.. :he weighting factors) of various
7s
vegetation,'land cover edges and the animals' preference for various
legetation distribution 7actarms. Classification of -vegetation groups is
sometimes rather arbitrary (Fialou, 1977), and suss be made biologically
In texas of the requirementa of the orgaaisms involved. For example, =ie
timber vrpe classification system used by forest industries may not always
be adequate for use in wildlife habitat irr.entori_s. Finally, specific
restrictive :ac tors or rescurces ,e g., ;a:er) taa: ei:,er "LS: or
`!L S'" NOT ''be p resent :-, r suitable ::abi:at need to '*e known.
A soatial diversity "SD" -index •:aloe is computed for each parcel o: land
(cell) ;of ary desired si:e) relative to each wildlife species or groups
of species. The index is a 'snc:-'cn of "IS," interspersion, "iX
Juxtaposition, and any number of restrictive
SD I	 ( Ja ., _^ ) + ( 2	 1_ )	 , U X	 1 2	 x	 I^
I A	 a
where:
A — indiza:es a spezific wildlife species or group a. species ;3
C, 0, etc. for others,.
— ind-ca:2s :-.e -°_ lat_:e .xportarce :_	 to 1ux:ap0s_._3n
for wildlife species	 3, or C, etc.
a:.'e _=Dor:ance	 uxtapcsi_-4on to 1n:ers:ersLcn
for wildlife i=ec:es A. 3, or C, e:;..
A-.
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Note that : and z can range be raeen 0 and +1 but rust sum to 1.00. A low
value would indicate a very
 undesirable or uniaportant characteristic and
+1 as •re rl desirable or important characteristic. Scaling will have to
be worked out and a sensitivit;r analysis performed.
1^ y indicates a restrictive factor that is essential for wildlife species
^—A
group "a". .^n e xample of a resc-.cti •re :actor m.4 gat --e the presence of
.rater within one rile.
	 I_ this :s present 1i.e., satisf7ing a necessit-r)
then Q	 is given a ::al:ie of l and :nas no impact on .`.e -value of i3 A.A
3owever, if _^ere i; no water 4n absolute necess:t-7), then 1
	
is ass43neu'
A
a •.-slue of "0" and automatically 'LAKesiS^ 	 0.	 In scme _ases the
restrictive :actors may be set at inte^ediate val;:es indicating undesirable
conditions but not total exclusion. Values for 15^ re:er-ia3 to "high,"
"tedium," and "low" :-gave to re deteriined (categorized).
Necessar:• :arid Ccver Caca
It is assumed -.'-,at  a suitable vegetation man is available which includes the
necessa r-r
 ca_egcr.es of overszory and/or understor-r communities indicated.
:'fibs --us: be fete:-mined for each :
-ildli'2 scec:es for which habitat _s __
be assessec.
a. Smal l Area. Ya.^.ua: .knal"sii. :1 grid drawn an c:ear plash.: -Oateria_
is p1azed d-r eZ__.r ever _re ege_at_on =a7. h e preQcminan_
_3t2 3or' _.. each cell of tae grid is -eter- ned, and coded direct_? or. -ne
--ear plast._ _sing a grease :encil. ?. key ill --e neeze^, to re-' ate _:' e
--dam"
^•catrole Zxamvle II
3	 A i A
I	 '
3	 A3 I a
13	 A
I	 ;
3 I	 C	 13
A I	 A- 3
3 I	 C C
IS-3 IS-7
q.
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letters or symbols used to the vegetation categories.
f?
	 3. Lar;e area, Computerized analysis. A vegetation nap :a polygon
form is digitized (or manually coded) at any desired cell size. Individual
cells are categorized and a file created to store the resulting data.
measurement of Interspersion
Small Area, "anual Anal-^sis. The vegetation categ0r;7 predomina.-it
in each individual zeil on the clear plastic grid is compared co each of
the :—ediately adjacent cells. l e number of adjacent cells of anot::er
vegetation_ t}-?e are counted and that number recorded on t'.^.e plastic sheet
in the mower right hand corner.
Consi:ier t e _follow: ng t-ao examples:
The center cell in example 1 has
.regetat'-on types. T:erefore, tie
second examp le, the IS vaiue is 7
patte--is are nuc:- =ore intarmixed
values of 7 or 3 _culd be pri:ted
3ray, and C-_ as dank ;ray. Note
^.
adjacent cells .-ith dissimilar predominant
value for inters-pension is 3. In the
It is clear that the land cover
in example II. 7zose =ells .-i:h _C
li;ht ;ray, ra:ues of 3-3, _nte^ec_a:a
that each _e11 :n :ne entire :a:r_x
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becomes the centroid cell for comparison with adjacent cells. Thus, a map
of interspersion is produced from all of the "IS" values computed by moving
the 3 x 3 matrix throughout the data set.
3. Large area, Computerized analysis. a computer cculd easily be
programmed to compare adjacent cells and create a file with the interspersion
values for each cell. Any range of IS values could be assigned a specific
color or gra-r tone, and thus an inters persion map could be made.
treasure of ,.i_x:anosi-izn
Nildl-:e J1JiOg18tS '.-.--ow that cer:ain t'r:es of Vegetation edges are very
	
important _Jr speci._z .ildlife species 	 abundance of these species
mav be considered a conseauence of edges ::here tTpes of : -,Nod and cover come
together (Leopold, 1936). according to Odum (1971), the edge effect =a„
be defined as tae tendency for an increase in varier-. , and density of
organisms at communit-r junctic^.s. .ifs effect is most Bark A1 in animals
vita relatively low mobilitv (Lacooid, 1936) and high requirements in
terms of diver: it-,r of vegetative communities (Lecpold, 1936). Carious
edge combination3 can be assigned a relative weighting 'actor for each group
of ai'_dlife, e.g.,
	
A/3
	
.60
	
A/C	 .30
	
3/C	 .10
In this case the relative value of an a,3 edge is trice that of an dr'C
edge for a par-iciular wildlife species. -.herefore, a measure _- ,..xta-
position can be easily computed by ;wing t:-e various quantit--auaiit-J
3	 C I 3
A	 A ^ 3
3 I C	 C
Quanti-_
5
5*
0
Quality
.60
.30
.10
_3 Cal
3.00
1.50
0.00
ge
T-rn e
A,'3
A/C
3/C
/8
products for all edges relative to each centroid cell in the data matrix.
Considering example matrices i and II again:
Eyamo 1 e I
B	 A	 A
3	 A	 a
E	 '	
3^	 A)
Edge	 Quantitv
Ibne
^^ 3	 4*
.I/ C	 0
3/C	 0
JY Index
Quality
	
Total
	
.60
	
2.40
	
.30
	
0.00
	
.10
	
0.00
2.+0
xamrle iy
J:{ index
	 50
ne JS •:alue :or example I .s 2. +0 and =+.30 in examp le I: :which ::as more
edges which are of importance to the wildlife species -:rider consideration.
* Noce that diagonal edges onl y
 count 1 ".ile either vertical or nor.c..ntal
edges --ount as :.
79
USULTS LND DISCIJSSION
portion of t^e original coded vegetation map and
interspersion, : •axtaposition and spatial diversit7 are shown in Figures .
1, 2, 3, and 4. The area shown includes 20 rows and 28 columms of the coded
input data. The numbers in Figure 1 correspond to coefficients which were
arbitrara*T assigned co the various vegetation categories map ped by
Gammon and Carter (1979) .
The dark, intermediace gray and light areas fin Figure 2 represent low,
medium and high interspersion, respectively. These correspond to the
following ranges for the "IS" calculation, respectivel:.:
	
0 to	 .3
	
>.3 to	 .6
>.6 to 1.0
The designations of dark, intermediate gra y , and light in Figure 3 show
;uxtaocsfition and zo-respond to t. ,ese -ar:3es for :.e "!X" calculation,
respectively:
	
0 to	 .3
	
>.3 to	 .6
>.6 to 1.0
-finally, the spacial diversit-: index "SD" was categorized in an identical
.Vay . he .esultfing map is shown in =igure
f
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SUMMARY .kND CCNCLUS?ONS
	i ldlife nabitat dive.sicy nap was proauced for a hypothetical wildlife
	
l
Species in the Dismal Swamp utilizing a vegetation cover map. This mec.wd
can be performed very quickly by computer over large areas, given the
necessary input data. Yaps cif interspersion and juxtaposition can be
produced as well by assigning printer symbols to arbitra ilv desiz-ated
categories for each of the three parameters interspersion, juxtaposition
and the wildlife habitat diversity index). Such ma p s are re peatable and
would be consistent over lar3e areas. The most cr•_, cial part of _he
operation is the assignment of tae rei3ht 4 ng 'actors from "'c,own" eCO1JgiCa1
information about each .rildlife species. The computerized methodolJg ­.-,.'
may have t_eme^.dous potential when implemented with remecel7 sensed digit.al
data for land/cover vegetation.
_ .ner work is needed to determine the sensit_vi	 of _he )ucouc maps to
changes in the weighting _actors for 7ar=ous species of -Tildlife. TMe
relation between animal hcme range and suitable tell size must also be
examined. ".ore efficient methods should be -used to digitize the land
cover/vegetation maps. finally, the maps must be more thoroughl-, eval:;ated
by field resource managers and vildlife `:abitac specialists.
:ae method p roposed ':ere measures on!-.r the spatial iiyersit-. of the landscape.
Such a measure, and tae maps which result, could :e incorporated into a
lar3e:,more comprehensive s y stem for assessing wildlife habitat qualit-'
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