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1. INTRODUCTION 
This paper is concerned with differential operators associated with the 
generaiized Sturm-Liouville differential equation 
-(py’)’ + qy = AWJ on la,bl (1.1) 
and with the integral inequality 
(f ED) (1.2) -Cl 
or, equivalently, with determining upper and lower bounds for the quadratic 
functional .I 
subject to the isoperimetric constraint 
! 
.b 
w lfl2 = 1. 
0 
(1.3) 
(1.4) 
Here [a, b] is a compact, non-degenerate interval of the real line R; ,I is a 
parameter in the complex field C; the prime denotes differentiation on R; p, q 
and w are real-valued coefftcients detailed below; and D is an appropriate 
domain for J(. ). 
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This contribution is a continuation of earlier work on the differential 
equation (1. I ) reported on in Everitt et al. [ 15 1; however, this paper is essen- 
tially self-contained and results from 1151 are quoted as necessary. 
In this introduction we survey the properties of the quadratic functional .I, 
the differential operators associated with the quasi-differential equation ( 1. 1 ), 
conjugate point theory for this equation, and relate these properties to 
isoperimetric problems in the calculus of variations. Some definitions and 
proofs are given in later sections but all results obtained in this paper are 
stated in this first section. The list of references is far from exhaustive for 
this area, but we have attempted to relate results given here to earlier 
contributions; in this respect we are indebted to the recently, but 
posthumously, published book of W. T. Reid 1281 on Sturmian theory of 
ordinary differential equations. 
As in 115 ] we consider Eq. (1.1) as a quasi-differential equation under the 
minimal conditions, within the framework of the Lebesgue integral, on the 
coefficients p, q and b’. These conditions are 
0) P, 9, w: [a, bl+ R 
w(x) > 0 for almost all x E [a, b] 
-I 
P = l/p, 4, u’ E L(a, b) 
(1.5) 
(iv) 
.b 
I 0 w x dx > 0 -a 
where all measure and integrals are in the sense of Lebesgue on R. Note that 
conditions (ii) and (iv) imply that w is essentially non-negative on [a, b] but 
.is not identically zero. We are especially interested, as in [ 151, in the 
‘possibility that w vanishes in a subset of positive measure of [a, b]. 
Note that (iii) of (1.5) implies that 
p(x) # 0 for almost all x E [a, b] (1.6) 
but does allow p to change sign essentially on the interval [a, b]. 
Under the conditions (1.5), Eq. (1.1) is a quasi-differential equation on 
[a, b]; given any point r E [a, b] and complex numbers A and B, then a 
unique solution y of (1.1) exists on [a, b] such that y and py’ are absolutely 
continuous on [a, b], y(c) = A, (py’)(r) = B and (1.1) is satisfied almost 
everywhere on [a, b]; the solution y depends on the initial conditions at < 
and on the parameter I; y is real-valued on [a, b] if A, B and 1 are all real. 
For details of such results and properties of the solutions of quasi-differential 
equations see Naimark [27, Sects. 15, 161. 
The non-negative condition (ii) of (1.5) on the coefficient w means that we 
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can consider properties of the differential equation (1.1) and the quadratic 
form J in (1.3) within the framework of the function space Lt,(a, b), i.e., 
L&l, b) := ]J [a, b] -+ c: j; w IfI’ < a3 1. 
From the function space Li(a, b) we derive a Hilbert function space zi,(u, b) 
as a set of equivalence classes of pointwisely defined functions on [a, b]; 
these equivalence classes are generated in the usual way after defining the 
null element of Li(u, b) as the class {fE Lt,,(u, b): (wf)(x) = 0 for almost 
all x E [a, b]}. The norm and inner-product in Et,(u, b) are defined as, 
respectively, 
The proof of completeness for zi(u, b) follows from the usual arguments. 
Differential operators in the Hilbert space tt.(u, 6) are generated by 
homogeneous boundary value problems determined by solutions of the quasi- 
differential equation (1.1) which also satisfy boundary conditions of the form 
y(u) cos a + @y’)(u) sin a = 0 
y(b) cos /I + (p’)(b) sin /3 = 0 
(1.7) 
for fixed real numbers a and /I. 
In the special case when, additionally, the weight coefficient w satisfies the 
condition 
w(x) > 0 for almost all x E la, b] (1.8) 
the differential operator Tab generated by the boundary value problem (1.1) 
and (1.7) is defined by (AC denotes absolute continuity) 
D(T,,) : = {J [a, b] + C: (i)f and pf’ E AC [a, 61 
(ii) f satisfies boundary conditions (1.7) 
(iii)f, w -‘(-(Pf’)’ + 4.f) E m.6 b)l (1.9) 
and 
T,,f: = w-‘(-WY + qf) U-E W’ad). (1.10) 
This definition follows the corresponding definition given in Naimark 127, 
Section 7.31 in the special case when w(x) = 1 (x E [a, b]). The analysis in 
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1271 extends to the case when the coefficients atisfy the conditions (1.5) and 
(1.8) to give 
THEOREM 1. Let the coeflcients p, q and w satsify the conditions (1.5) 
and (1.8); let the dzj,Terential operator T,, be defined by (1.9) and (1.10); 
then 
(i) T,, is a self-adjoin& unbounded operator in EfJa, b), 
(ii) the spectrum of Tnb is discrete and simple, 
(iii) if additionally the coeflcient p satisfies 
P(X) 2 0 for almost all x E [a, b] (1.11) 
then T,, is bounded below in li,(a, b). 
Proof: For (i) and (ii) see [27, Sects. 17.3, 18.2 and 19.21; the result (iii) 
follows from the proof of Krein 1211 of which details are given in 127, 
Section 19.41. 1 
If the eigenvalues and corresponding normalized eigenvectors of T,, are 
denoted by {A,,: n = 0, 1, 2 ,... } and (w,: n = 0, 1, 2 ,... ), respectively, then, for 
n = 0, 1, 2..., v,, is a non-trivial solution of (1.1) with A = A,,, and vn satisfies 
the boundary conditions (1.7). 
In the case when the sign condition (1.11) holds on the coefficient p, so 
that the eigenvalues are bounded below, let these be numbered so that 
&I <Al+, (n = 0, 1, 2,...); (1.12) 
then we have 
COROLLARY 1. Let all the conditions of Theorem 1 hold; let (1.11) be 
satisfied and let the notation (1.12) hold ; then 
V,,Jf )w 2 MJf 1,~ (f E WT,,)) (1.13) 
with equality if and only iffor some K E C 
f (xl = Oh(x) (x E [a, bl). (1.14) 
Proof This is a standard inequality for self-adjoint operators in Hilbert 
space; see Kato [20, Sect. 10, p. 2781. 1 
We are specifically interested in the case when the coefficient w satisfies 
only the conditions (ii) and (iv) of (1.5), and not necessarily the positivity 
condition (1.8), i.e., when w can vanish on a subset of positive measure of 
[a, bl. It will be shown in the next section that under the minimal conditions 
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(1.5) on the coefficients p, q and MI it is possible to define an operator Tati in 
~?:,(a. b) which reduces to the operator T,, as defined by (1.9) and (1.10) 
when additionally (1.8) is satisfied, and which enjoys all the properties of 
T,,, as given in Theorem 1 and Corollary 1. Two definitions of fa,, can be 
given: the first definition, see Section 2 below, follows the same form as in 
(1.9) and (1.10) above but with an adjustment to cover the case when ti 
vanishes in a set of positive measure: the second definition uses the 
construction of the resolvent operator, the inverse of this operator giving the 
required differential operator, and details of this method are given in Everitt 
[ 14, Sects. 3(d), 51: these two definitions are equivalent. We state 
THEOREM 2. Let the coeflcients p, q and w satisfi the conditions (1.5 ): 
let the operator FaTab be defined as in Section 2 below; then 
(i) the dtflerential operator Fe, reduces to the operator Tao, as 
deftned by (1.9) and (1.10) above, when w satisfies the positivity condition 
(1.8); 
(ii) faB enjoys all the properties of T,, as given in Theorem 1 and 
Corollary 1 above. 
Proof: This is given in the next section. 1 
Let {,I,, ) and {v/n } continue to represent the eigenvalues and eigenvectors 
(eigenfunctions) of the operator FOB, with (1.12) holding when (1.11) is 
satisfied. These eigenfunctions have certain oscillatory properties which are 
often referred to as the Sturmian properties of the boundary value problem 
given by (1.1) and (1.7); for a general account of such properties, under 
smooth conditions on the coeffkients, see Reid [28, Theorems 5.2(a) and 
5.3 1. It is shown in Everitt et al. [ 15 1 that these properties continue to hold, 
but with certain extensions, under the minimal conditions (1.5) and (1.11); in 
these extensions the role played by the weight function w is critical. From 
115, Section 41, we have 
THEOREM 3. Let the coeficients p, q and w satisfy the conditions (1.5) 
and let p satisfy (1.11); let {A,,} and (w,) be the eigenvalues and eigen- 
functions of the boundary value problem (1.1) and (1.7); let the eigenvalues 
be ordered as in (1.12); let M, (n = 0, 1, 2,...) denote the number of zeros of 
the eigenfunction v/,, in the open interval (a, b); then 
(i) M, is independent of a and /? for n = 0, 1, 2 ,..., 
6) M,+, = M, + 1 (n = 0, 1, 2 ,... ), 
(iii) given any non-negative integer k there exists a set of coeficients 
p, q and w such that M,, = k, i.e., M, = n + k (n = 0, 1, 2 ,... ), 
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(iv) a sufficient, but not necessary, condition for M, = 0 to hold is that 
the positivity condition (1.8) on w be satisfied. 
Proof: See the results in [ 15, Sect. 41. 1 
It will be shown below that these Sturmian properties are significant in the 
theory of the quadratic functional J given by (1.3). 
Let the domain D of J be defined by 
D : = (f: [a, b] + C:fE AC[a. b] and p If’l’ E L(a, b)} (1.15) 
and define J: D + R by (1.3). That J is defined for functions in D is shown in 
Section 3. Clearly D c Li,(a, b). By the very definition of Tao, iffE D(Fa:,,) 
then pf’ E AC[a, b]; hence p If’l’ =p-’ Ipf’l’ E L(a, 6) so that, under the 
condition (1.5), 
D( T,,) c D c Li.(a. b) (1.16) 
for all a,/& E R. 
We are concerned with characterizing the upper (lower) bounds of J as 
follows: 
sup(inf)(J(f):fE D and lifli,, = 1 }. (1.17) 
This can be considered as an isoperimetric problem in the calculus of 
variations, i.e., to search for extremals to (J(y): 4’ E D} subject to the integral 
constraint .I’: w’v = 1. For the general theory of such problems see Akhiezer 
12, Sect. 251 or Fomin and Gelfand [ 16, Sect. 12.11; see also Reid 128, 
Chap. II, Sect. 81. 
The first result concerns the significance of the sign of the coefficient p on 
(1.17). 
THEOREM 4. Let the coeflcients p. q and w sati@v the conditions (1.5): 
then if p(x) > 0 (>0) for all x E E, G [a, b 1 (x E E _ c [a, 61). where 
Lebesgue measure E + (E -) > 0, then 
sup(inf){J(f):fE D and Ilfll,, = It = co(-co). (1.18) 
Proof: See Section 3 below. m 
This last result indicates that if the coefficient p essentially changes sign in 
the interval [a, b] then the functional J is unbounded above and below on D 
even with the isoperimetric contraint (1.4) holding; nothing more can be said 
in this case. 
Suppose then we restrict p to be essentially of one sign on [a, b], say, 
409 98.? h 
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without loss of generality, that p is positive on la. 61. i.e.. let ( 1.1 1 ) hold: 
then if ,D is defined by 
,U = inf(/(f):fE D and lif’ll,, = I}, (1.19) 
the question arises as to the characterization of the two possible cases, 
,U # --co and ,U = --co. Note that if ,U # --oo then there is a best possible ine- 
quality 
and a second question is concerned with describing all the cases of equality 
in (1.20). 
It is possible to give simple, sufficient, but not necessary, conditions on the 
coefficients p, q and u’ in order to give an answer to the first question. These 
results stem from obtaining a priori inequalities of the form 
where A and B are positive real numbers. If (1.21) holds with A > 1 then a 
straightforward argument shows that J(f) > -B llfljf, (JE D), i.e., 
,U > - co. However, whilst (1.21) always holds for any set of coefficients p. q 
and u’ satisfying the conditions (1.5) and (1.1 l), see Kwong and Zettl [23. 
Sect. 3, Theorem 11, it can happen that ,U = --co and in such a case it has to 
be accepted that the best possible value of A in (1.2 1) must satisfy A > 1. On 
the other hand we can have A < 1 as in 
THEOREM 5. Let the coejkients p, q and w satisjjv the conditions (1.5) 
and (1.11); then suflcient, but in general not necessary, conditions to give 
the inequality (1.21) with A < 1, and so ,a > -CQ are either 
(i) the positivity of w, i.e., 
w(x) > 0 for almost all x E [a, b 1 (1.8) 
or 
(ii) p and q sati&> 
ProoJ: For (i) see Everitt [ 121 or Kwong and Zettl 123, Sect. 3, Theorem 
41; for (ii) see [23, Sect. 3, Theorem I]. 1 
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This last result in Theorem 5 is only a partial answer to the problem of 
deciding if p# -co or p = -00, and no answer to the problem of deter- 
mining the best possible value of p when p E R and the subsequent cases of 
equality. We are able to give a complete answer to these problems in terms 
of the results given in Theorem 3 above for a particular case of the general 
boundary value problem (1.1) and (1.7); this is the so-called Neumann 
problem for which GI = j3 = +rc in (1.7), i.e., the boundary conditions are 
(PY’)@) = (PY’M) = 0. (1.22) 
In this particular case let the differential operator Fr,2,n,2 be denoted by T, 
with domain D(FN); also let the eigenvalues and eigenfunctions be 
represented by {A:: n = 0, 1, 2 ,... } and { wr: n = 0, 1, 2 ,... }, respectively. 
Recall from (1.16) that D(F,,,) c D; it also follows, from an integration by 
parts and use of (1.22), that 
4f 1 = Vvfif ),, (fE D@-d); (1.23) 
the proof of this last result has to take into account the general definition of 
T&r given in the next section or [ 14, Sects. 3(d), 5 1. From (1.23) and use of 
(1.13) it then follows that 
(1.24) 
with equality if and only iff(x) = Kr&‘(x) (x E la, b]) for some K E C. 
We can now state 
THEOREM 6. Let the coefficients p, q and w sati& the conditions (1.5) 
and additionally let p satisjj (1.11); let 1: and wt be the first eigemalue and 
eigenfunction, respectively, of the Newmann problem; then the results of 
Theorem 3 hold and 
(i) sup(J(f):fEDandl/fllr=l}=oo, 
(ii) ,u:=inf{J(f):fEDandIlfllW=l}>-az 
if and only if 
Mt (= number of zeros of wt in (a, 6) = 0, (1.25) 
(iii) if (1.25) is satisfied then 
p=#l; (1.26) 
and 
(f ED) 
-a 
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with equality if and only iffor some K E C 
f(-y) = KY;@) (SE la,b)). 
(iv) p = -co 
if and onl\l if 
(1.28) 
(1.29) 
A4; > 0. (1.30) 
Proof: See Section 3 below and also remarks following Corollary 6 I 
COROLLARY 6. Let all the conditions of Theorem 6 hold; additionally let 
the weight coefficient M’ satisfy the positiaity condition (1.8); then (1.25) is 
satisjed and (1.26), (1.27) and (1.28) all follow. 
Proof: This follows from Theorems 3 and 6; earlier proofs of this result 
are to be found in Amos and Everitt [4] and Beesack 17, and 8 I. 1 
Remark 1. It is somewhat surprising that even with p > 0 and II’ > 0 on 
[a, b]. with all of p- ‘, q. IV E L(a, b), and with the elements f E D 
normalized to I( f II,,. = 1, it is possible for the functional J to be unbounded 
below on the maximal domain D. However. this phenomenon can only 
happen when Mi > 0 and this requires that the weight coefficient IV vanishes 
on a subset of positive measure of [a, 61. and that other conditions on the 
coefftcients p, q and IV are satisfied, for details see 115. Sect. 41. 
Remark 2. It should be noted that although the functional J may or may 
not be bounded below in the maximal domain D it is the case that J is 
always bounded below on the smaller operator domain D( T,) c D: in fact 
JCf I> G’(.Lf ),c (f E D(~,,)) f rom (1.24). The significance of this remark 
for the calculus of variations should be recorded: in the standard notation of 
the subject the isoperimetric problem (here ~7 is taken as real-valued on 
la, bl) 
(1.31) 
has for its Euler-Lagrange equation the Sturm-Liouville equation given by 
(l.l), i.e., 
-(py’)’ + qy = Awy on [a, bl (1.1) 
where ,I is now to be regarded as a Lagrange multiplier; see 12, Sect. 25: 16. 
Sect. 12.1 I and, in particular, Weinstock (29, Sect. 3.10, 4.2(b). and 
Chap. 81. The problem (1.31), under the conditions (1.5) on p, q and IV, will 
always have a solution in the domain of the differential equation (l.l), i.e., if 
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4’ is restricted to satisfying y and py’ E AC [a, b], but may or may not have a 
solution if considered in the maximal domain where only 4’ E AC [a, b] and 
py’* E L(a, b) are required. 
Remark 3. The Neumann boundary conditions (1.22) are essential to 
determining the lower bound nt of J on D, when this bound exists. No 
boundary conditions are given in the problem (1.3 1) and in these 
circumstances the extremal solutions of the associated Euler-Lagrange 
equation, i.e., (l.l), has to be determined from the so-called “free-endpoint” 
condition; see Weinstock [29, Section 8.11. The free-endpoint conditions for 
the problem (1.31) are precisely the Neumann boundary conditions (1.22) 
for the differential equation (1.1). See also the remarks on this point in 14, 
Sect. 5; 3, Theorem 2, Remark 2, and [9, Sect. 61. 
We return to our general consideration of the function J. In the theory of 
sufficient conditions for a weak extremum in the calculus of variations it is 
essential to consider a restricted form of the isoperimetric problem (1.3 1). 
i.e., to require the solution ~7 to satisfy additionally the boundary conditions 
y(a) = y(b) = 0. (1.32) 
For the significance of the problem (1.3 1) and (1.32) in the calculus of 
variations see [2, Sect. 18; 16, Chap. 5 1. 
Consider then the linear manifold D, defined by 
D, := (f: [a, b] --t C:~E AC[a, b], p If’/* E L(a, b) a&f(a) =f(b) = 0); 
(1.33) 
clearly D, c D, the latter defined by (1.15). This leads to the determination 
of, compare with (1.17), 
sup(inf)(J(f): fE D, and Ilfll, = I}. (1.34) 
The analysis given above for the characterization of these bounds of J on D 
extends to a similar consideration of the bounds of J on D,. To do this we 
consider another special case of the general boundary value problem (1.1) 
and (1.7); this is the so-called Dirichlet problem for which Q =/I = 0 in (1.7) 
which then reduce to (1.32) above. 
With the Dirichlet-boundary conditions let the associated differential 
operator To0 be denoted by FD; let the eigenvalues and eigenvectors (eigen- 
functions) of fD be denoted by {,I:: n = 0, 1,2 ,... } and (wt: n = 0, 1,2 ,... }, 
respectively. We note that, from (1.16), D(fD) c D, c D c tE,(a, 6); also 
that, on integration by parts, as for (1.23), 
J(f> = (%L f), U-E D(%d) (1.35) 
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and hence. from ( 1. I3), 
with equality if and only if, for some K E C, 
f(x) = W:(x) (x E la, b]). 
We state 
(1.37) 
THEOREM 7. Let all the conditions of Theorem 6 be satisfied; then the 
results (i), (ii), (iii) and (iv) of Theorem 6 hold if D, Mi, vz and Ai are 
replaced bJ1 D,, Mt , & and A:, respectively. 
ProoJ: The proof is similar to that of Theorem 6. 1 
COROLLARY 7. Let all the conditions of Corollary 6 be satisfied; then 
with equality if and only if (1.37) holds. 
Proof. The proof is similar to that of Corollary 6. 1 
It is worth noting 
THEOREM 8. Let the coeflcients p, q and w satisjj the conditions (1.5) 
and (1.11); let the notations of Theorems 6 and 7 hold; let 
N;=Mf=O; 
then 
n;<n;. 
Proof: Since D, c D it follows from the inequality (1.27), and the 
corresponding inequality with At and D replaced by At and D,, that 
1: < A$; the conditions for equality in these two inequalities exclude the 
possibility that Ai = 1:. I 
We now link the properties of the quadratic functional J on D, with 
conjugate point theory of the differential equation (1.1) with A = 0, i.e., the 
equation 
-(PY’)’ + 9Y = 0 on (a,b] (1.38) 
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and with the applications of conjugate point theory to the calculus of 
variations. For conjugate point theory see Barrett [6], Kreith [22], Leighton 
[24] and Morse [26]; for the influence of these ideas in the calculus of 
variations see [2, Sect. 18; 16, Chap. 5 ]. 
For the differential equation (1.38) a point a’ of the interval (a, b) is said 
to be a conjugate point to a if there exists a non-trivial solution of (1.38) 
which satisfies y(a) = y(Z) = 0. 
The quadratic functional J, given by (1.3), is said to be positive definite 
(positive semi-definite) on the domain D, if 
J(f) > 0 (fE D, with f # 0) 
(J(f) > 0 (fE D,) and there exists& E D, with& # 0 such that J(f,) = 0). 
With these definitions made we have 
THEOREM 9. Let the coeflcients p, q and w satsify the conditions (1.5) 
and (1.11); let J, D,, ikft and 1: be deJined as above; then J is positive 
definite (positive semi-deJnite) on D, if and only if either 
(i) i@ = 0 and 1: > 0 (A: = 0) or 
(ii) Equation (1.38) has no point of (a, b] conjugate to a (Eq. (1.38) 
has b as the first point of (a, b] which is conjugate to a). 
Proof The proof of (i) follows from the results of Theorem 7; the proof 
of (ii) follows from Theorem 7 and the analysis in ] 15, Sect. 41. 1 
We now complete this section with some general remarks. 
For the historical background to the problems considered above see the 
recently, but posthumously, published book W. T. Reid 128, Chap. I]; see 
also Bradley and Everitt [9, Sect. l]. 
The study of inequalities of the form (1.2) has a long history, but it is only 
in recent years that such problems have been considered under Lebesgue- 
integrable conditions on the coefficients; see Reid 128, Chap. 11, Sect. S]. 
Results in this direction were obtained by Bradley and Everitt ]9] and Amos 
and Everitt [3,4]; see also the constructive comments on the results in 14 ] 
by Beesack [S]. The analysis of the inequality (1.2) in ]4] depends on first 
establishing the result on the domain D(fN), see (1.24), and then extending 
this result to the maximal domain D on using the methods of compact 
embeddings and coercive quadratic forms. However, as Beesack indicated in 
17 ]. and later in [S], these complications can be avoided on using an integral 
identity, see (3.1) below, which results from the long-established Picone 
identity; for the latter see Kreith [22, Chap. 1, Sect. 3, and Chap. 4, Sect. 1, 
Eq. (4.4)]. In a personal communication Ahlbrandt [ 1] has indicated that 
this integral identity may be traced back to the original work of Legendre: 
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also Beesack 17 1 and Mingarelli I25 1 have pointed out a connection with the 
work of Hersch [ 191. 
In this respect it is appropriate to quote from Hardy ef al. 118. Sect. 7.2 I, 
i.e., from the chapter concerned with the calculus of variations. “The 
continuity hypotheses of the classical theory are very restrictive. It is often 
more troublesome to extend an inequality, proved by variational methods for 
a special class of functions. to the most general classes for which the 
inequality is required, than to construct a direct proof of the full result.” No 
better example of this foresighted remark can be seen in the difference 
between the proof of (1.2) by extending from D(F’,) to D as given in 14 1. and 
the direct, elegant proof of Beesack in 181. 
A proof of the full inequality (1.2), although not under the minimal 
conditions, is given in Bradley and Everitt 191: this is an “extension” proof. 
obtained by showing that D(F,,) is dense in D in an appropriate Hilbert 
function space. Another proof follows from the ideas in Everitt and Wray 
[ 13 1 using the theory of sesqui-linear forms developed in Kato 1201. Finally. 
Brown [ 111 has developed yet another proof using certain properties of first- 
order differential operators and their adjoints. 
There is an extension of inequalities of the form (1.2) derived from a wider 
class of differential equations than (1.1): these are integro-differential 
equations of the kind, see Atkinson [S. Sect. 8.11, 
where u and ,u are right-continuous functions of bounded variation on la, b 1: 
for this remark we are indebted to a personal communication from 
Mingarelli 125 1. 
In a recent paper Bradley er al. [ 101 have considered inequalities of the 
form (1.2) but for quadratic functionals with higher-order derivatives. A 
recent monograph by J. Gregory [ 171 gives an interesting account of the 
relations between quadratic form theory and differential equations. 
2. DIFFERENTIAL OPERATORS 
In this section we define the maximal operator F.w, the minimal operator 
F0 and the operator fa,, associated with the functions p, q, and w satisfying 
the minimal assumptions (1.5). Let 
W= (xE [a,b]: w(x)=O} 
The interesting case is when W has positive measure. 
(2.1) 
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The domain D(Y&) of the maximal operator consists of all those 
functions fE tt(a, b) which is equivalent to a function fE L%(a, b) (i.e., 
Ji If(x) -~(x)/*~~(x) = 0) such that 
6) J; Pf’ E AC[a, bl 
(ii) -(pf’)‘(x) + q(x)?(x) = 0 for almost all x in W, and 
(iii) -(pf’)‘(x) + q(x) f(x) E z ;,.(a, b). 
The operator F,,,, is then detined as 
(2.2) 
\ [w(x)] -’ I-(pf’)’ (x) + q(x)f(x)]. 
T&f J-(-x) = ) o, 
x 6z w 
XEW (2.3) 
for all fE D( TM). 
If W has measure zero, then condition (ii) of (2.2) is trivially satisfied so 
that the definition of ?;, reduces to that of the classical maximal operator. 
To illustrate the meaning of condition (ii) in (2.3) we consider the 
example: [a, 61 = [O, 31, p s 1, q = 0 and 
vq 
dX) = i 0, 
XE [o,lIu 12,31 
x E (1, 2). 
Functions that differ only in [ 1,21 are identified in the space zf,.(a, b). Thus 
it looks as if the interval (1,2) plays no role in the definition of the operator 
r,,. That this is false is borne out by considering the two functions 
i 
1 - cos nx, XE IO,11 
f,(x) = arbitrary, 
I 
x E (152) 
1 + cos 71x, XE 12,31 
i 
1 - cos 71x, x E [O, 11 
fi(x) = arbitrary, 
t 
xE(L2) 
2 + 2 cos 7r.q XE 12, 31. 
Both of them satisfy (i) and (iii) and (2.3) makes sense for both. However, 
f, E D(FM) and fi 6Z D(FM) because the former satisfies (ii) but not the latter. 
Condition (ii) imposes a compatibility restriction between the values ofA,f, 
(i = 1, 2) at 1 and the values of fi, J’ at 2. In this simple example, it is 
equivalent to requiring that by replacing that part of the graph off, in (1, 2) 
with a straight line joining (l&(l)) and (2,&(2)), we obtain an absolutely 
continuous function whose derivative is absolutely continuous. For the same 
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reason, the seemingly nice function fi(x) = .Y’ is not in D( T,,) but the more 
complicated 
is. 
\ 
x2, x E 10. 1 ) 
&(x) = arbitrary, 
I 
XE (1.2) 
1 + fx?, XE 12.31, 
From now on, iffE D(TM) we assumed thatf satisfies (2.2), that is,fhas 
been identified with j It should be easy to show directly from definition the 
following facts. 
LEMMA 1. (1) A function f satisfying (i) and (iii) of (2.3) belong to 
D(FM) tf and only tf the solution J’of the differential equation 
-(P(X) 3w + q(x) 364 = F(x) (2.4) 
with initial conditions 3(a) = f (a) and (pp)(a) = (pf ‘)(a), where 
\ -(pf ‘)’ (x) + q(r) f (x)7 
F(x) = lo, 
x @ W 
XE w (2.5) 
is identical with f in tt,(a, 6). 
(2) If f E D(rT,,) and T,, f = g, then f is a solution of the equation 
-(P(X) fw + q(x) f(x) = w(x) g(x). (2.6) 
Conversely, iff is any solution of (2.6), then FMf = g. 
(3) Let f,, f, E D&). Then 
(f, 3 Gf*),. - (Gf, Yf,),. =p(f ifi -f,f 91: (2.7) 
where ( ., . ), denotes the inner product of L:.(a, b) and f 1: = f (b) -f(a). 
Lemma I( 1) gives a concrete way of verifying if a given f belongs to 
D(F,+,) or not. We simply form the function F fromf, solve the differential 
equation (2.4) using the same initial values as those off and check if the 
solution f coincides with f almost everywhere in [a, b 1 - W. 
It follows from Lemma l(2) and the theory of differential equations under 
minimal conditions that F’ is onto. In fact for all g E z’,(a, b), its preimage 
is a two-dimensional affine subspace of D(FM). 
We define the minimal operator F,, to be the restriction of FM onto the 
linear manifold 
D(Fo)= if~D(~~):f(~)=f(b)=(pf’)(~)=(pf’)(c)=o~. (2.8) 
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A corollary of Lemma l(3) and this definition is that for all f, E D(F&,) and 
.f* E mJ~ 
(2.9) 
With these definitions and basic facts it is not difficult to show that most 
important properties of minimal and maximal operators which hold in the 
classical non-degenerate case when w > 0 a.e. continue to hold in this case. 
For the sake of completeness, we list some of these. Since the proof parallel 
the known ones, they are omitted. The reader is referred to the book by 
Naimark 127, Chapter 5, Section 31 for details. 
1. D(?,,) is dense in z’,.(u, b) and so F,, is a symmetric operator by (2.9). 
2. Tw and f,, are dual operators on ,? :.(a, b), i.e., Ft = F$, and FE”, = FO, 
where the asterisk * denotes operator adjoints. 
3. The deficiency index of F0 is (2,2). 
4. The self-adjoint extensions of F,, can be completely determined with 
the well-known von Neumann theory. 
We are particularly interested in the self-adjoint extensions T,, associated 
with the boundary conditions (1.7). More specifically, let 
D(Faan) = { fE D(F+,): f satisfies (1.7)} (2.10) 
and 
T&f- =w u-e md. (2.11) 
Part (i) of Theorem 2 is obvious from the definition. To show that Fe,, is 
self-adjoint we only have to observe that it is symmetric by (2.7) and D(Fmun) 
is strictly larger than D(f,,). Since F0 has deficiency index (2, 2), any proper 
symmetric extension is self-adjoint. 
A closer examination of the definition of Faiho given in Everett [ 14, Sects. 
3(d), 51 should reveal that it is equivalent to the one given here. In [ 141 
Everitt has already shown that the spectrum of Fe,, is discrete and simple. 
The fact that fhs is bounded below can be established by extending Krein’s 
proof [2] for the non-degenerate case. An alternative way to show this is to 
invoke Theorem 3 which was proved in [ 151. Since the number of zeros of 
the eigenfunctions decreases by one when we go from one eigenvalue to the 
immediately smaller one, and every eigenfunction has a finite number of 
zeros, there must be a smallest eigenvalue &. Since Faa4 has a discrete 
spectrum, 1, must be the lower bound of fa,,. 
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3. INTEGRAL INEQUALITIES 
Let D be defined by (1.15). Let us first note that under the minimal 
conditions (1.5) on p, q and )+I. for any fE D. J(f) IS defined and finite. 
Indeed. we have 
Hence f is a bounded function on la, b] and it follows from the assumption 
qE L (a,b) that j: qlf/2 < co. 
We proceed to prove Theorem 4. We only consider the case where E = E + 
has positive Lebesgue measure. The part involving E- is analogous. Let us 
denote by 2, P’, the spaces of measurable functions defined on the set E, 
that are integrable and square integrable, respectively, with respect to the 
weight function l/p, i.e., g E Y iff jE 1 gl/p < co and g E 6,’ iff 
.i, 1 g12/p < 00. It is well known that since l/p is integrable, 2’ c 2 ’ but 
Y # ii”. Take any real non-negative FE 2” - 2’. for instance, F(x) = 
(J’E,-,,x,s, d/p(f))-‘. Extend F to the whole interval [a. 61 by letting F = 0 on 
[a, b] -E. Let c be any constant larger than .I‘: F(f) d/p(r) = .(‘E F(t) d/p(t). 
Define F,(x) = min{n, F(x)). Then F, E Y’. Thus we can define 
.I 
f,(x) = 1 + ( F,,(f) df/p(t). 
-n 
Note that If,(x)1 < 1 + c. It follows that 1.1‘: q If,/’ 1 < (1 + c)’ 1.’ I q I. On the 
other hand If,(x)1 > 1. Thus IIf, II’, 2 Ii M?. We have now - ’ 
J(L) J’: Fk(O Wp(f) + J’: s(f) If,(f)lz df 
m= llfAM 
> r‘: F:(f) WPW - (1 + cl2 1’: lql / jg h’ 
As n+cc , if: F:(f) df/p(f) + r’i F’(f) df/p(r) = co and so J(f,)/llf,I/:, + co. 
This establishes Theorem 4. 
In the rest of the section we assume that 
P(X) > 0 for almost all x E [a, 61. 
The following example shows that in case MI vanishes on a set of positive 
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measure, the number ,D as defined in (1.19) may assume -co. Let la, bl = 
10. 3 1, 
I’* 
~vcx’ = lo. 
XE [0, l]u[2.31 
XE (2.3) ’ 
p= 1 andq=-10. 
For n = 3, 4,.... let 
U-y) = /y;n(l _ 1, 
x E [O. 11 u [ 1 + n/(n - l), 3 1 
n ?Kx, ) XE(1.1 +n/(n- 1)). 
Then 
where I, = [ 1, 1 + ~/(n - l)]. Thus lim,,,, J(f,) = (rr’ - 10) 1’; cos’ 7~s d.x 
(0. On the other hand, ~Ifnil~,=~~+“““-” sin’(1 - I/n) rcx d-r-0 as 
n + 00. Thus J(f,)/llf,ll;,, --t co. 
We now consider the proof of Theorem 6. Part (i) is just a special case of 
Theorem 4. Part (iv) is a restatement of part (ii). The proof of part (iii) will 
also give the sufficiency part of (ii). Now suppose (1.25) holds. The 
following identity is easy to verify: for allfE D 
(3.1) 
Notice that condition (1.25) is needed to guarantee that the integrand on the 
right-hand side is defined. Since the right-hand side is non-negative we have 
J(f) 2 1; llfllt (3.2) 
which is (1.27). Furthermore equality holds iff the integrand in (3.1) is zero, 
i.e., f ‘I& =f(vi)’ or f is a constant multiple of wt. 
Let us complete the proof of Theorem 6 by proving the necessity part of 
(ii). So suppose that IJI~ has zeros in (a, 6). We define the set I@’ as 
{X E [a, b]: w = 0 a.e. in some neighborhood of x). According to Theorem 
14 of 115, Sect. 41, one of the following three possibilities must hold: 
1. There exists an open interval (a;, bi) c p such that the equation 
-(py’)’ + qy = 0 is conjugate in (ai, b,], i.e., some non-trivial solution of the 
above equation vanishes at two distinct points in [ai, bi]. 
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2. One of the components of lV” is of the form la. b,) and the solution of 
-(py’)’ + 4~ = 0 with (@)(a) = 0 has a zero in la. b, I. 
3. One of the components of @ is of the form (a,. b ( and the solution 
of -(py’)’ + qy = 0 with (p>!‘)(b) = 0 has a zero in [a,. b]. 
We now show how possibility 1 implies that P = -co. The other two 
situations can be treated similarly. Rename (a,, b,) as (A, B). Let us first 
consider the easier case where the solutions of 
-(py’)’ + qy = 0 (3.3) 
having initial condition 
y(A) = 0 (3.4) 
have zeros in (A, B). The continuous dependence of solutions on parameters 
implies that for small enough positive E, a solution z of 
-(pz’)’ + (q - &)Z = 0 (3.5) 
z(A) = 0, (P’)(A) = 1 (3.6) 
has a zero in (A, B), say, z(y) = 0 for some y E (A, B). Let 4 be any C’ 
function with support outside [A, B 1 such that 11 #IIw # 0. Such a 4 exists 
because w does not vanish almost everywhere. Define 
Then f,, E D and 
where z Ita,yl denotes the restriction of z on [A, y 1. It is easy to see that as 
n + al, J(f,) + -& jz 1~1’ < 0. On the other hand Ilf,ll,,, = 11 wll,,,/n -+ 0. Thus 
iu G lim,,, JUJlllf,ll’w = --oo. 
The case where the solutions of (3.3), (3.4) have no zeros in (A, B) but 
y(B) = 0 is slightly more complicated. For E > 0 let z, be the solution of 
(3.5), (3.6) over [A, B]. By the Sturm Comparison Theorem z,(B) > 0, when 
E > 0. For E very small, r,(B) will be close to 0 and @z:)(B) close to 
(pzA)(B). Extend z, to the right of B as a linear function by requiring 
(pz:)(x) = (p:)(B) until the graph of z, cuts the x-axis, say, at B,. For E 
small enough, B, < b. Finally, extend z, to the whole of [a, b] by letting 
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z, = 0 outside [A, B,]. It is easy to see that z,E D. By continuity, 
lim rO z,(t) = z,(t) uniformly. By integration by parts, we have 
J(r,)=~JLPIz:/2+qlzIl* 
4 
The second term in the last line can be estimated by 
since z, is decreasing in [B, B,]. The difference Iz,(x) - zO(x)l can be 
estimated as usual using the variation of parameters formula leading to 
Iz,(x) - zo(x)l = O(c) as e + 0. In particular [z,(B)1 = O(E). Thus .fz&q Iz,I* = 
O(E’) = O(E). It follows that 
J(zJ = --E fB /z,12 + O(E) = --E J’B IzoJ2 + O(E). 
‘A -4 
On the other hand 
1) zEll:, = !I’ w(x) I z,(x)I* dx < I z,(B)I* j;’ w = O(E). 
Hence 
The proof of Theorem 6 is complete. 
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