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Smooth Invariants of a Riemannian Manifold 
PETER B GILKEY* 
Fine Hall, Box 37, Princeton University, Princeton, New Jersey 08540 
The results in this paper were motivated by the following question proposed 
by I. M. Singer: Let Mm be a compact m-dimensional Riemannian manifold 
without boundary. Let 1 dvol 1 denote the Riemannian measure and let x(M) 
denote the Euler characteristic of M. Let E,(G) denote the Euler form; E,(G) is 
an invariant which depends polynomially on the first and second derivatives of 
the metric. The Chern-Gauss-Bonnet-von Dyck theorem [l] states: 
x(M) = j- Em(G) I dvol 1. 
M 
Singer’s question was the following: Let P(G) be any invariant which depends 
polynomially on the derivatives of the metric. Suppose that 
W)(M) = s,,P(G) I dvol I 
is independent of the metric G. Does there exist a constant c such that P(G)(M) = 
q(M) ? In other words, is the only diffeomorphism invariant in the category of 
unoriented Riemannian manifolds which is obtained by integrating a local 
formula in the derivatives of the metric the Euler characteristic ? 
In this form, the problem was first solved by Miller [4]. Miller used techniques 
of cobordism to establish this result for a wide class of invariants. We proved [2] 
a local version of this result using techniques from differential geometry. We 
showed that, under the assumptions above on P, 
P = c-&n f SQ, 
where Q(G) is a l-form-valued invariant which depends polynomially on the 
derivatives of the metric; 8 is the formal adjoint of exterior differentiation d. 
This local version implies the global integrated version. The Euler class is just 
one example of a characteristic class; we obtained similar results for the other 
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real characteristic classes in the category of polynomial invariants in [2]. In this 
paper, we extend these results from the category of polynomial invariants to the 
category of invariants which depend smoothly on the jets of the metric up to 
some finite order. 
1 
We introduce the following notational conventions: M denotes a Riemannian 
manifold of dimension m which is isometrically embedded in a Riemannian 
manifold N of dimension m + r. M is compact but N need not be. Let V denote 
the normal bundle of the embedding; we consider invariance relative to the 
following four groups v = v, X v,; y = SO(m) if M is oriented and O(m) 
otherwise; v, = SO(r) if V is oriented and O(r) otherwise. Let X = (x1 ,..., xna+J 
be a coordinate system defined in a neighborhood U of x0 in N. X is a v-coordinate 
system if? 
(a) U n M = {x: x,(x) = 0 for m + 1 < a < m + r}. 
(b) If vr = SO(m), (a/ax, ,..., a/ax,) is a frame for TM which induces the 
orientation of M. 
(c) If v2 = SO(r), the projection of (3/8xm+r ,..., a/ax,+,.) to V is a frame 
which induces the orientation of V. 
Let 1~ = (a(l),..., a(m + r)) be a multi-index. If X is a v-coordinate system, let 
d Xea = (ajaxp) ... (qtlax,,,)-+*), 
[ a 1 = a(l) + ... + or(m + Y). 
Indices a, b, c run from 1 thru m + Y; indices i,i, k run from 1 thru m. We sum 
over repeated indices. 
We introduce formal variables g&,lor = gbala for the derivatives of the metric. 
If OL = (O,..., O>, let gab = gabla - Let g = det(g,#j2 and g, = det(gij)lf2. Let B 
denote the polynomial algebra in the {g ar,,ar , g, g-l, g,,., , gz> variables subject 
to the relations gs = det(gab) and gM2 = det(g,,). Let I = (& ,..., i,) for 
l<i,<...<i,<m.Let)l\ =panddx’=dxi,h*+-hdxi E(I~(T*M). 
P is a p-form-valued polynomial in the derivatives of the metri: if P has the 
form 
P = C PIdxl for PIE9. 
IIl=P 
Let A be a manic monomial of @ of the form A = gs&ga b lor ... ga,bJat . Let 
ord(A) = I ~11 I + ... + / at /. P is homogeneous of order s if’al; the monomials 
of P are of order s. For such a P, P(g,, , c+‘gaole) = c-sP(gao, g&l&) for any 
constant c > 0. 
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Let X be a v-coordinate system defined near x0 E M. Let 
If  P is as above, define P(X, G)(x,) E Ap(T*M) by means of this evaluation. If  
f’(X W,) = P(Y, W,,) f  or any two v-coordinate systems X and I7 and for 
any G, P is v-invariant. Let P(G)(x,,) denote this common value and let .Yy,, 
denote the vector space of all such polynomial v-invariants. The two natural 
differential operators d and 6 induce maps 
d: gv,p - ~va,+l and 6: .q,,, - g”+l; 
d2 = a2 = 0. If  M is oriented and P E .9,,,, let P(G)(M) = ‘jM P(G). Dually, 
if P E d,,, , let P(G)(M) = s,,,, P(G) 1 dvol 1. 
The Pontijagin forms of T(M) are O(m) invariants of the metric on M. If  
Y 3 2, there are additional characteristic classes which arise from the normal 
bundle V. Let w be an s-dimensional real vector bundle over M with a 
Riemannian connection V. The algebra generated by the Pontrjagin forms of V 
are the O(s) characteristic forms of the connection. Ifs is even and W is oriented, 
we can define an additional invariant, the Euler form E(V). I f  s is odd, let 
E(V) = 0. E(V) is an SO(s) invariant s-form-valued polynomial in the curvature 
tensor of the connection. E(V)2 is a Pontrjagin form. The algebra generated by 
the Pontrjagin forms and E(V) are the SO( ) h s c aracteristic forms of the con- 
nection. 
Let V denote the Levi-Civita connection on the tangent space T(N) over M. 
This induces a connection V, on V. Let V, denote the Levi-Civita connection 
of the restriction of the metric to M. If  P is a vi-characteristic p-form of the 
connection V, and if Q is a v,-characteristic q-form of the connection V,, 
PQ E ~m+a . The vector space generated by all such products is the space of 
v-characteristic forms. 
Let T”” = 9 x ... x S1 denote the m-dimensional torus. Identify Trn with 
Tul x 0 in Tn’ x R’ to define the standard embedding. We proved [2]: 
THEOREM 1 .l. Let P E .9y,B with dP = 0. If p = m, we assume P(G)( Trrl) = 0 
for every G on Tm x R’. Then there exist Q E .9V,n-l and a v-characteristic form 
R E 9p,,9 such that P = dQ + R. 
COROLLARY 1.2. Let P E .YV,* . 
(a) If dP(G) = 0 for aZZ G, P(G) d zn uces a map from metrics to the pth 
DeRham cohomology of M. If the cohomology class represented by P(G) is independent 
of G for all G, this cohomology class is a v-characteristic class. 
(b) Let p = 0 and v1 = O(m). If  P(G)(M) is independent of G for all G, 
there is a constant c such that P(G)(M) = q(M). 
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In this paper we generalize these two results to the category of .invariants 
which are smooth functions of the metric and its derivatives up to some finite 
order. Let P(gaala) be a smooth function of the variables {g,b,a} for ] (Y 1 < k(P) 
and where g,, is a positive definite symmetric matrix. Let ?P denote the ring of 
all such functions. If P has the form 
P is a p-form-valued smooth function of the derivatives of the metric. For such 
a P, let P(X, G)(x,,) = Cl+, Pl(gabiJX, G))(x,) E AP(T*M). P is v-invariant 
if P(X, G) = P(Y, G) = P(G) f or any two v-coordinate systems X and Y and 
for any metric G. Let h9mV,P denote the vector space of all such v-invariants. We 
prove that Theorem 1.1 and Corollary 1.2 generalize to: 
THEOREM 1.3. Let P E WV,l, with 2P = 0. If p = m, we assume that 
P(G)(Tn2) = Of or ev~y G on Tm x R’. Then there exist Q E SF?‘~,~ and a v-charac- 
teristic form R such that P = dQ + R. 
COROLLARY 1.4. Let P E %7Ey,s . 
(a) If dP(G) = 0 for all G, P(G) induces a map from metrics to the pth 
DeRham cohomology of M. If the cohomology class represented by P(G) is independent 
of G for all G, this is a v-characteristic class. 
(b) Let p = 0 and v1 = O(m). If P(G)(M) is independent of G for every M, 
there is a constant c such that P(G)(M) = cx(M). 
In [3] we generalized Theorem 1.1 and Corollary 1.2 to pseudo-Riemannian 
manifolds. G is a nondegenerate symmetric bilinear form on N; the restriction 
of G to M is assumed to be nonsingular. Let O(p, q) denote the group of linear 
maps of Rp+Q which preserve a nondegenerate bilinear form of type (p, q); let 
SO(p, q) denote the subgroup of orientation-preserving maps. Invariance is 
defined in relation to the groups v = vi x v2 , where v1 = O(p, , qr) or SO(p, , qr) 
for p, + q1 = m and va = O(p, , q2) or SO(p2 , q2) for p2 + q2 = r. We define 
the spaces PV,, and %my,Z) in a similar fashion. We generalized Theorem 1.1 and 
Corollary 1.2 for this wider class of groups in [3]; the methods of this paper 
easily generalize to the case of pseudo-Riemannian manifolds as well. Theorem 
1.3 and Corollary 1.4 are true for this wider class of groups. 
2 
We expand P E %?my,p is a Taylor series about the origin relative to the {gaO,(l} 
variables for 1 01 1 > 0. To show that each term in the expansion is invariant 
separately, we need the following lemma: 
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LEMMA 2.1. Let P E 9?myvp; then P(c2gaala) = c~P(c+lgab,Jfor every constant 
c > 0. 
Proof. Let X be a v-coordinate system. c2G is a Riemannian metric and 
P(czg,&(X, G) = P(gabln)(X, c2G). Y = cX is a v-coordinate system, 
g,,,,(Y, 8G) = c+Jg,,,,(.X, G), and dy* = cpdti. Therefore: 
P(c2g,,,J(X G> = P(g,d(-K c2G) = Ph,J(K W 
= C Pdg,,,JP’, c2G) 49 = c @‘P&+‘gad(X, G)&I jIl=P Ifl=P 
= cpP(c-lalg,&(X, G). 
Let P E +?*v,9 . Since P is defined for arbitrary values of gaala for 1 OL 1 > 0, we 
can expand P in a Taylor series about the origin with respect to these variables: 
p = f P&ad + J%.B/,>. 
?L=O 
We group the terms in the expansion so Pn(gabia) is a homogeneous polynomial 
of order n. Therefore, Pn(c-lalgab,,) = c-nPn(gaala). P’ is the remainder term, 
P’(c-laJgaal,) = O(c-No) as c + co. By Lemma 2.1, 
P(g,d(X c2G) = WC-‘“‘gawa)(X, G) 
= n$,o cpf’nF%wo;)(X, G) + cPP’(+‘gaw.)(X, G) 
= nFo cp-nPn(go.wnf(X G) + O(C-‘) as c-+00. 
If  2 is another v-coordinate system, P(gab,J(X, c2G) = P(g&(Z, c”G), so 
0 = 5 p-n 
(f’n(g,bd(X, G) - PkdZ G)) + O(C”-~) as c + a. 
ll=O 
This proves Pn(gab,,)(X, G) = P,(g,,,,)(Z, G), so P,, E Py,, . The remainder 
term is also v-invariant. 
THEOREM 2.2. Let P E 59 v.z) with dP = 0. If  p = m, we assume P(G)(Tm) = 0 
for every G on Tm x R7. If P(c2ga6,J = O(c-l) as c -+ 00, there exists Q E %‘*v,e-l 
such that P = dQ. 
The remainder of this paper is devoted to the proof of Theorem 2.2. We use 
Theorem 2.2 to complete the proof of Theorem 1.3 and Corollary 1.4 as follows: 
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Let n = p + 1 and express P = P,, + ..* + P, + P’. The corresponding 
Taylor series for dP is dP, + ... + dP, + dP’. Exterior differentiation raises 
the degree of the polynomial by I and the degree of the form by 1. Therefore: 
0 = dP(?G) = f c~+~-(~+l) dPd(G) + O(c-l), 
i=O 
sodPi=dP’=OforO<i<n.Ifm=p, 
0 = P(czG)(T") = i +Pi(G)( T”) + O(c-I), 
i=O 
so P,(G)( T”) = P’(G)( T”) = 0 for 0 < i < n. Pi E 9V,p satisfies the hypothesis 
of Theorem 1.1, so PO + .*a + P, = R + dQ, where R is a v-characteristic 
form and Q E g4y+r . P’ satisfies the hypothesis of Theorem 2.2 so P’ = dQ’ 
for Q’ E Vmy+r. Therefore P = R + d(Q + Q’), which completes the proof of 
Theorem 1.3. In a similar way we apply Theorem 2.2 to deduce Corollary 1.4 
from Corollary 1.2. 
To prove Theorem 2.2, we need to enlarge the class of invariants under 
consideration to include invariants which depend linearly on a smooth auxilary 
function h. Let /3 denote a multi-index of the form/3 = (p(l),..., /3(m), O,..., 0) and 
h be a smooth function on M. Let Z?m denote the vector space of all functions 
Qkawa r A,,) which are C” in their arguments and which depend linearly on the 
variables h,, for 1 ,B ( < K(Q). If X is a v-coordinate system, define h,,(X) = 
d,,,(h). We consider expressions of the form Q = CI,I=, Q, dx’ for Q, E .9a. For 
such a Q, define 
Q(X> G, h) = QkawcW G), &4X)) E (T*M). 
If  Q(X G, 4 = Q(Y G, h) f  or any two v-coordinate systems X and Y and any 
(G, h), thenQ is v-invariant. Let Q(G, h) denote this common value. Let 9coy,g 
denote the set of all such v-invariants. d: 3”,,, -+ $mV,9+1 . The main technical 
lemma we need in the proof of Theorem 2.2 is the following: 
LEMMA 2.3. Let Q E A!mv,g with dQ = 0. I f  p = m, we assume Q(G, h)( Tm) = 0 
for every G on Tm x R’ and h on Tm. Then there exists R E Smy,9-1 such that 
dR =Q. 
Rather than prove Lemma 2.3 directly, we apply a more general tensorial 
construction developed in [3]. This construction is GL-invariant and smooth, 
so when we restrict it to this special case it will yield v-invariants. Let (er ,..., e,) 
be a frame for TM and let (e’,..., em) be the dual frame for T*M. If 0 is a tensor 
field on M, let 19;~ denote covariant differentiation of tJ in the direction ei with 
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respect to the Levi-Civita connection on M. Let O,,l...i, denote multiple covariant 
differentiation. In general, this will not be a symmetric tensor field. Let 
where the sum ranges over all the permutations T of the integers from 1 thru s. 
In any v-coordinate system, we have a natural frame e(X) = (a/&, ,..., a/&J. 
We can express the ordinary partial derivatives of h in terms of the derivatives 
of the metric and the tensors h,i,,..i s . Therefore, if Q E 9my,D , 
Q = hQO + i h:il...i,Qil”% 
S=l 
The tensors Ql...ia are uniquely defined by this equation if we assume that they 
form a symmetric tensor field. 
Let S,(M) C 0” TM be the subspace of symmetric tensors and let P(M) C 
0” T * M be the dual space. We denote symmetric product by “0.” Tf 
R E S,(M) @ Ap( T*M) and w E P(M), let Rw E Ap(T*M) be defined by the 
natural pairing. Let 
h(@ = hlil...i, eil o ... o eis E S”(M), 
Qz = Qil- eix 0 -.- 0 eis E S,(M) @ Ap( T*M). 
The tensorial lemma we prove is the following: 
LEMMA 2.4. Let Q8 E S,?(M) @ Ap(T * M) for 0 < s < n. Let Q(h) = QshfS); 
then: 
(a) If dQ(h) = 0 for every h, there exist S E .Ap-l( T*M) and R, E S,(M) @ 
Ap( T*M)for 0 < s < n - 1 such thatQ(h) = S . h + d(R,h + ... + R,-lh’n-l’). 
(b) If p < m or ifp = m undQ(h)(M) = 0 for every h on M, then S = 0. 
S and R will be constructed in a coordinate-free fashion from the covariant 
derivatives of Q. If  we apply this lemma to Lemma 2.3, S E 9?my,p and 
W + .a. + R,-,h’“-% Z?;lD-l . 
By (b), S(G) = 0 for every G on T” x R’. I f  S f: 0, we can find a germ of a 
metric on Tm x R’ so that S(G)(x,) f  0. Extend this germ via a partition of 
unity to construct a global metric G on T” x R’ so that S(G)(x,) # 0. This 
contradicts (b) and shows S = 0. This completes the proof of Lemma 2.3. 
We prove (b) of L emma 2.4 as follows: If  p = m, JwQ(h) = sbf S . h = 0. 
Since this integral vanishes for any smooth function h on M, S = 0. I f  p < m, 
0 = d(Q(h)) = d(S . h) = dS e h + (- l)PS A dh. I f  h = 1, dS = 0. Therefore, 
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S A dh = 0 for every function h. We can choose h so that dh(x,,) is arbitrary 
and therefore S A [ = 0 for every 5 E T*M. This proves S = 0 forp < m. We 
prove (a) of Lemma 2.4 as follows: Let Q =&Jr + ... + Q,P). Choose the 
notation so Qn # 0 and let ord(Q) = 71. If 7t = 0, the lemma is immediate so we 
assume the lemma has been proved for ord(Q) < n. Let 
0 ,jl A . . . A ejk-l A e’~-~ A . . . A $0, 
Ext(w) = c eil 0 .a* 0 ei8 0 e, @ ez h e31 h . . . A ej9. 
Z 
(ei , e’) denotes the natural pairing of a vector with a dual vector. Ext and Tr 
are both independent of the particular basis chosen for TMand define coordinate 
free maps 
Tr: S,(M) @ Ap(T*M) + S,-,(M) @ LIP--l( T*M), 
Ext: S,(M) @ Ap(T*M) + S,+,(M) @ A”+‘(T*M). 
LEMMA 2.5. Ext(Tr(w)) + Tr(Ext(w)) = (m - p + s)wfor w E S,(M) @ 
A’( T*M). 
Proof. Suppose w = e, 0 ... 0 e, @ ejl A a** A e’p. If one of the collection 
{j, ,...,j,} = 1, we can assume for the sake of notational simplicity that 
w = e, 0 .a* o e, @ e1 A ... A ea. Then: 
Tr(w) = s * e, o *** 0 e, @ e2 A **. A ep, 
Ext(w)= Ce,o...oe,oe,Oe”~elA....ep, 
4>P 
Ext(Tr(w)) = s * w + s 1 e, o **a 0 e, o ej @ ej A e2 A -*- A ep, 
3>P 
so Ext(Tr(w)) + Tr(Ext(w)) = (m - p + s)w if w has this form. If none of the 
collection (jr ,..., jP} is the index 1, we can assume for the sake of notational 
simplicity that w = e, 0 ... 0 e, @ e2 A ... A eP+l. In this case, Tr(w) = 0 and 
Ext(w) = e, o ..* 0 e, @ e1 A e2 A ... A ep+l 
+C 
e, 0 m-s 0 e, 0 e3 @ ej A e2 A **- A eP+l, 
j>P+l 
Tr(Ext(w)) = (s + 1 + (m - p - 1))~ = (m - p + s)w. 
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Consequently, if w has the form w = e, 0 ... o e, @ 0 for 0 E ApT*M, then 
Tr(Ext(w)) + Ext(Tr(w)) = (m - p + s)w. The vector space generated by 
such a w, where e, is arbitrary, is S,(M) @ Ap(T*M), which completes the 
proof of Lemma 2.5. 
Let Q be as in Lemma 2.4. Then: 
dQ = i c ez A (Q;)il...i,kil...i,;l + Qil...i,;zh:il...is) 
s=o 1 
= C ez A (Qil...inh:i,...i,z) + lower-order terms 
= Ext(Q,) h cn+l) + lower-order terms. 
If  dQ = 0, Ext(Q) = 0. Let 
R(Q) = gl m-;+s Tr(QJ 
then : 
. 
WQP) = 7)2 _ f + n Ext(Tr(Q,)) hen) + lower-order terms 
= Q,#“) + lower-order terms. 
Therefore ord(Q - dR) < n. We can now apply our induction hypothesis to 
construct R’ so ord(Q - dR - dR’) = 0, which completes the proof of Lemma 
2.4 and thereby completes the proof of Lemma 2.3. 
We apply Lemma 2.3 to complete the proof of Theorem 2.2 as follows: Let 
p E vmv., with P(czgab,J = O(c-1) as c -+ co. Let dP = 0; if p = m, we assume 
that P(G)(Tm) = 0 for every G on T” x R’. Let rr: V --+ M be the projection 
from the normal bundle to M. Identify M with the zero section to v. The 
geodesic flow induces a diffeomorphism between a neighborhood of M in V and a 
neighborhood of M in N. Since we are only interested in the properties of the 
Riemannian metric near M, we can identify N with V using this diffeomorphism. 
If h is a smooth function on M, we use the retract r to extend h to all of I/‘; 
h(v) = h(z-v). I f  E > 0 is small, (oh + 1)2G 1s a Riemannian metric for N. Let 
Q is linear in the derivatives of h. On M, the partial derivatives of h in any 
direction are determined by the derivatives of h along M and by the derivatives 
of the metric in all directions. Therefore: 
Q = Qkou, > h,,,) = Q. * h + .‘. + Q,htn’ for Qj E S,(M) @ Ap( T*M). 
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Clearly dQ = 0. If p = m, Q(G, h)(P) = 0 for every G on Tm x R’ and h on 
Tm. By Lemma 2.3, we can construct R E Z?my,P,-l such that dR(G, h) = Q(G, h). 
Let Q(G) = Q(G, 1) and R(G) = R(G, 1). Q(c2gab,J = O(c-r) as c -+ 03. 
Decompose R in a Taylor series 
R=RO+...+R,-,+R’, 
where R’(c2gab,,) = O(6) as c -+ a3. Exterior differentiation raises the degree of 
the polynomial by 1 and the degree of the form by 1. Therefore: 
dRi(c2gabia) = O(c”-l-i) as c-+00. 
Therefore dRi = 0 and 
Q = $ {P((, + l)2cztdNe-o = $ V'(~2gaw,)}l,,l = dR’(g,&. 
We apply the chain rule to obtain 
c-l dR’(c2gawa) = $ W2gad). 
Since this is O(C-~) as c -+ co, we can define 
c-Wc2gg,b,or) dc, 
R” E +Py.P-I , and 
m dR” = 
s 
c-W(c2gab,J dc = 
1 s 
lm & (P(c2gawJ) dc = --p(gad. 
Therefore dR” = -P, which completes the proof of Theorem 2.2. Q.E.D. 
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