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In this paper we prove the Poincaré Lemma for circulant matrices with C∞ entries and the
Mittag–Leﬄer theorem for Hermitian monogenic matrix functions. We then prove algebraic
and topological duality theorems for Hermitian monogenic matrix functions. Finally, we use
one of these duality theorems to characterize the C2n-module H(K )′, where H denotes the
sheaf of Hermitian monogenic functions. These results extend and clarify those obtained in
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1. Introduction
In the recent paper [1] the authors study the dual of the module H (K ) of germs of left Hermitian monogenic matrix
functions on a compact set K ⊂ R2n; from this they deduce some information on the dual of the module of the Hermitian
monogenic functions, i.e. functions satisfying two Dirac type operators. These duality theorems are natural generalizations
of the classical Köthe–Grothendieck duality theorems [8,9]. The signiﬁcance and interest of understanding these spaces and
extending to the Hermitian setting the most important results of classical complex analysis has long been established and
we refer the reader to some key literature such as [3–5,7], and [12].
When studying duality of spaces of solutions of systems of differential equations, a typical approach consists in analyzing
the system from an algebraic point of view, prove the vanishing of suitable cohomology groups, and then deduce in a
standard way the desired duality, see [6]. The algebraic analysis of the module of Hermitian monogenic functions has been
carried out in detail in [7], where the authors discovered that the necessary cohomology vanishing does not hold in this
speciﬁc case. As a consequence any duality theorem in this setting has to be proved directly and cannot rely on general
results. This problem was tackled in [1] where it has been proved that Hl(K )′ and H ∞r (R2n \ K ), the module of Hermitian
monogenic matrix functions outside K vanishing at the inﬁnity, are isomorphic modules. In this paper, we prove that
Hr(K ) ∼= H ∞l (R2n \ K )′ as well as its dual namely Hr(K )′ ∼= H ∞l (R2n \ K ), and we further show that these algebraic
isomorphisms can be made topological. More important, we use these results to obtain a full characterization of the dual
of the module Hr(K ) of Hermitian monogenic functions on a compact set K . This characterization is obtained by means of
suitable differential forms whose construction is a substantial component of this paper.
The plan of the paper is the following. Section 2 contains, in addition to some preliminary results, the Poincaré Lemma
for circulant matrices with C∞ entries and the Mittag–Leﬄer theorem for Hermitian monogenic matrix functions. Section 3
deals with the duality theorems, algebraic as well as topological, for Hermitian monogenic matrix functions. Section 4,
ﬁnally, uses the results of Section 3 to characterize the module Hr(K )′ .
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Consider the real orthogonal space R2n = spanR(e1, . . . , e2n) endowed with the symmetric real-bilinear form BR(·,·)
of signature (0,2n), for which BR(ei, e j) = −δi j . Consider also the complex vector space C2n and its associated Clifford
algebra C2n , generated by e1, . . . , e2n satisfying the relations eie j + e jei = −2δi j . On the complex Clifford algebra C2n , one
may formally deﬁne the tensor product of the Clifford conjugation with the classical complex conjugation: this is the so-
called Hermitian conjugation, denoted by a dagger. This can thus be seen as the complex anti-linear version of the Clifford
conjugation, so that (λa)† = λca, where a ∈ R2n and λc is the complex conjugate of λ ∈ C.
Deﬁnition 2.1. The Witt basis for C2n is deﬁned by f j = e j + ien+ j and f†j = −(e j − ien+ j), for 1 j  n.
Remark 2.2. The elements of the Witt basis {f j, f†j} satisfy the deﬁning relations f jfi+fif j = f†jf†i +f†i f†j = 0 and f jf†k+f†kf j = δ jk .
Remark 2.3. Deﬁning I j = f jf†j and K j = f†jf j , for 1  j  n, we obtain two sets of commuting self-adjoint idempotents, in
terms of which C2n = C2n∏nj=1(I j + K j) can be decomposed into a direct sum of 2n mutually isomorphic minimal left
ideals.
The Euclidean space R2n can be embedded into the Clifford algebra R2n by identifying (x1, . . . , x2n) with the vector
X =∑2nj=1 e jx j . By X| we will denote the element
X | =
n∑
j=1
(e jxn+ j − en+ jx j)
which in the literature is referred to as the twist of X . In terms of the Witt basis vectors, we can ﬁnally deﬁne the basic
objects within the Hermitian setting.
Deﬁnition 2.4. Given the vector variable X ∈ R2n and the Dirac operator ∂X , we deﬁne two complex vector variables
Z =
n∑
j=1
f j z j, Z
† =
n∑
j=1
f
†
j z
c
j,
with z j = x j + ixn+ j , j = 1, . . . ,n, and two complex Hermitian Dirac operators
2∂Z † =
n∑
j=1
f j∂zcj
, 2∂Z =
n∑
j=1
f
†
j∂z j ,
where ∂zcj and ∂z j denote the Cauchy–Riemann operator and its conjugate, in the variables z j .
Remark 2.5. Note that X = Z − Z † and
Z = 1
2
(X + i X |), Z † = −1
2
(X − i X |).
Moreover, |X|2 = {Z , Z †} = Z Z †+ Z † Z . On the other hand, we also have that ∂X = 2(∂Z † −∂Z ) and 4{∂Z , ∂Z † } =
∑n
j=1 ∂z j∂zcj =
X where X = ∂2x1 + · · · + ∂2x2n .
The central notion in Hermitian Clifford analysis is that of h-monogenic function:
Deﬁnition 2.6. Let f (Z , Z †) be a continuously differentiable function on an open set U ⊆ R2n with values in the complex
Clifford algebra C2n . Then f is called Hermitian monogenic, or h-monogenic for short, if it satisﬁes the system ∂Z f =
∂Z † f = 0.
The study of these functions and their properties lies at the very heart of the theory. We refer to e.g. [3,4,11,12] for the
ﬁrst results. It is important to note that the set of Hermitian monogenic functions contains the set of holomorphic functions
as well as the set of anti-holomorphic functions in n complex variables.
In the sequel we will need the following deﬁnition (see e.g. [4]):
F. Colombo et al. / J. Math. Anal. Appl. 390 (2012) 47–58 49Deﬁnition 2.7. For all 0 j  n, we deﬁne the space S j of homogeneous spinors of degree j as S j = Λ†j I , where Λ†j is the
subspace generated by the products of j-vectors f†k and I = I1, . . . , In .
Consider the set C∞(U ,S j), where U ⊆ R2n is an open set; the complex vector variables (Z , Z †) and Hermitian Dirac
operators (∂Z , ∂Z †) map the spaces C∞(U ,S j) into C∞(U ,S j±1), where we set S−1 = Sn+1 = 0. This fact allows to write the
matrices associated to the operators ∂Z , ∂Z † in a special form (with an abuse we will indicate the matrices with the same
symbol as the operators), see [7]:
Proposition 2.8. With respect to the decomposition C∞(U ,S) =⊕nj=0 C∞(U ,S j) we can represent the Dirac operators as the fol-
lowing block matrices with entries in C[Z , Z †]
∂Z =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0
d1 0 · · · 0 0
0 d2
. . . 0 0
...
...
. . .
. . .
...
0 0 · · · dn 0
⎤⎥⎥⎥⎥⎥⎥⎦ (1)
where the i, j-th block is either the
(n
i
)
times
(n
j
)
zero matrix or is the matrix given by the restriction of the Dirac operator di :=
πSi ◦ [∂Z ]|Si−1 : C∞(U ,Si−1) → C∞(U ,Si), and similarly
∂Z † =
⎡⎢⎢⎢⎢⎢⎢⎣
0 δ0 0 · · · 0
0 0 δ1 · · · 0
...
...
. . .
. . .
...
0 0 0
. . . δn−1
0 0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎦ (2)
where δi := πSi ◦ [∂Z † ]|Si+1 : C∞(U ,Si+1) → C∞(U ,Si).
In the sequel we will be in need of some results taken from [5] to which we refer the reader for their proofs. Let
dσZ =
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))
and
dσZ † =
n∑
j=1
(
f j
(
dz1 ∧ dzc1
)∧ · · · ∧ (dz j ∧ d̂zcj)∧ · · · ∧ (dzn ∧ dzcn))
wherêdenotes that the element underneath is omitted. Finally, we consider
dW
(
Z , Z †
)= (dz1 ∧ dzc1)∧ · · · ∧ (dzn ∧ dzcn).
We have:
Theorem 2.9 (Hermitian Clifford–Stokes theorems). Let U be an open set in R2n. Let f , g be functions in C1(U ,C2n) and let Γ be a
2n-dimensional differentiable, compact and oriented manifold with smooth boundary ∂Γ . Then∫
∂Γ
f
(
Z , Z †
)
dσZ g
(
Z , Z †
)= ∫
Γ
[
( f ∂Z )g + f (∂Z g)
]
dW
(
Z , Z †
)
,
∫
∂Γ
f
(
Z , Z †
)
(−dσZ †)g
(
Z , Z †
)= ∫
Γ
[
( f ∂Z †)g + f (∂Z † g)
]
dW
(
Z , Z †
)
and
50 F. Colombo et al. / J. Math. Anal. Appl. 390 (2012) 47–58Theorem 2.10 (Hermitian Cauchy theorems). Let U be an open set in R2n. Let g be a h-monogenic function in U and let Γ be a
2n-dimensional differentiable, compact and oriented manifold with smooth boundary ∂Γ . Then∫
∂Γ
dσZ g
(
Z , Z †
)= 0, ∫
∂Γ
dσZ † g
(
Z , Z †
)= 0.
Unfortunately, it is not possible to prove the analogue of the Cauchy formula, unless one reformulates the notion of
Hermitian monogenic functions by using suitable matrices (see [11]). To this end, let us consider the set of the so-called
circulant matrices of dimension 2× 2, i.e. the set
M =
{[
m1 m2
m2 m1
]
, m1,m2 ∈ C2n
}
.
To each pair of continuously differentiable functions g1, g2 we associate the matrix
G=
[
g1 g2
g2 g1
]
. (3)
To the pair of operators ∂Z , ∂Z † , we associate the matrix (see also [11]):
D =
[
∂Z ∂Z †
∂Z † ∂Z
]
.
In particular, the following matrices will play a crucial role:
E= 1
(2i)n
[ E E†
E† E
]
, d =
[
dσZ −dσZ †
−dσZ † dσZ
]
where
E(Z) = 1
an
Z
|Z |2n , E
†(Z) = 1
an
Z †
|Z |2n ,
and an is the surface area of the unit sphere in R2n . Note that E,E† are not the fundamental solutions for the operator ∂Z
or Z †.
Deﬁnition 2.11. We say that the matrix of functions G deﬁned on U is left Hermitian monogenic, or H-monogenic for short,
on U if and only if
DG= O,
where O denote the zero 2× 2 matrix. The matrix of functions G deﬁned on U is right H-monogenic on U if and only if
GD = O.
The sets of left (resp. right) H-monogenic functions on U will be denoted by Hl(U ) (resp. Hr(U )).
Remark 2.12. The set Hl(U ) is a right M -module, while the set Hr(U ) is a left M -module.
Remark 2.13. For some of the applications in this paper we actually need to point out that the assignment U ⊆ R2n →
H (U ) is a sheaf of M -modules. The veriﬁcation is immediate.
Remark 2.14. It is easy to verify that matrices of the form[
g 0
0 g
]
are H-monogenic if and only if g is h-monogenic. Thus any H-monogenic matrix of the above form can be identiﬁed with
its element g , and conversely any h-monogenic function g can be identiﬁed with a H-monogenic matrix of the above form.
In this setting we can state the analogue of the Cauchy formula, which will be the key tool in proving our duality results.
To this end we need to introduce some more notations: let Y be a vector in R2n and let Y | be its twist; we will denote by
V , V † the variables
V = 1
2
(Y + iY |), V † = −1
2
(Y − iY |).
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Γ ⊂ U be a 2n-dimensional compact, differentiable, oriented manifold with smooth boundary ∂Γ and let Y be in the interior of Γ . If
G ∈Hl(U ) then
G(Y ) =
∫
∂Γ
E(Z − V )d(Z ,Z †) G(X),
while, if G ∈Hr(U ) then
G(Y ) =
∫
∂Γ
G(X)d(Z ,Z †) E(Z − V ).
Proposition 2.8 leads us to a ﬁrst result:
Proposition 2.16. The operator D has trivial ﬁrst syzygies.
Proof. Let us consider the “left half” of the matrix D, i.e.
P :=
[
∂Z
∂Z †
]
.
There are two obvious syzygies, i.e. [1,0, . . . ,0], [0, . . . ,0,1] that arise from the speciﬁc form of the matrices associated
to ∂Z , ∂Z † , see (1) and (2). In the paper [7] it is proved, see Proposition 3.4, that the matrix P1 of the ﬁrst syzygies of
the matrix P˜ obtained from P by removing the two zero rows, are of the form P1 = [D|D˜] in which D contains only the
operators di while D˜ contains only δi , where di and δi are described in Proposition 2.8. The syzygies consist of relations
of the form di+1di = 0 and δiδi+1 = 0. The possible syzygies among the rows of D must be, in particular, syzygies for the
matrix P so the syzygies of D are generated by a subset of the relations in P1. However, since there are no relations
between di and δ j , it is immediate that none of the rows in P1 can be a syzygy for the “right half” of the matrix D, i.e.[
∂Z †
∂Z
]
.
It is also immediate that [1,0, . . . ,0], [0, . . . ,0,1] are not syzygies for the “right half” of the matrix D since the ﬁrst and
the last rows are not zero. Thus we conclude that the matrix of the ﬁrst syzygies of D is the zero matrix. 
This result has two important consequences:
Corollary 2.17 (Poincaré Lemma). Let U be a convex open set in R2n and let G be a circulant matrix with entries C∞(U ). Then there
exists a circulant matrix F with C∞(U ) entries such that
DF= G on U .
Proof. As it is well known, see for example [6], the compatibility condition on the datum of an inhomogeneous system on
an open convex set are given by the relations expressed by the matrix of the ﬁrst syzygies. Since the matrix of the ﬁrst
syzygies is the zero matrix, there are no conditions on the datum in order to solve the system. 
Corollary 2.18 (Mittag–Leﬄer). Let U = {Uα} be a locally ﬁnite open covering of an open set U ⊆ R2n. Let Fα,β ∈Hr(Uα ∩ Uβ) be a
collection of circulant matrices deﬁned for every α, β such that
Fα,β + Fβ,γ + Fγ ,α = 0 (4)
on Uα ∩ Uβ ∩ Uγ for all α,β,γ . Then for every α there is a matrix Gα ∈Hr(Uα) such that, on Uα ∩ Uβ
Fα,β = Gβ − Gα.
Proof. Consider a partition of the unity {ϕα} associated to the covering U , i.e., ϕα : Uα → C are C∞ functions such that∑
α ϕα = 1. Set:
Hα =
∑
β
ϕβGβ,α.
Then the matrices Hα have C∞ entries on Uα and, using (4), one has
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on Uα ∩Uγ . Thus the matrix H= {DHα} is a circulant matrix with C∞ entries on U . By Poincaré Lemma there is a circulant
matrix F with C∞(U ) entries such that H = DF. If we set Gα = Hα − F we can easily show that this is the collection that
satisﬁes the statement. 
Remark 2.19. Since Hr is a sheaf one can use the standard deﬁnitions to introduce a notion of cohomology and thus the
Mittag–Leﬄer theorem can be restated by simply saying that H1(U ,Hr) = 0 for every open set U ⊆ R2n .
Remark 2.20. One last important property of the sheaf Hr is the unique continuation property for its elements which is an
immediate consequence, see [6] Ch. 2, of the vanishing of the 0-th Ext-module associated to Hr , proved in [7] Theorem 3.9.
3. Duality theorems: the H -monogenic case
In this section we will prove the algebraic as well as topological duality theorems. Let K be a compact set in R2n and let
Hr(K ) := ind limU open,U⊃K Hr(U ). (5)
By H ∞l (R
2n \ K ) we denote the M -module of left H-monogenic matrices functions on (R2n \ K ) which vanish at inﬁnity.
In the next result we characterize its dual, complementing the proof already given in [1].
Theorem 3.1. Let K be a compact set in R2n. There is anM -module isomorphism
Hr(K )
′ ∼=H ∞l
(
R
2n \ K ).
Proof. The fact that there is a map
S :Hr(K )′ →H ∞l
(
R
2n \ K )
associating to each functional  ∈ Hr(K )′ a matrix of functions in H ∞l (R2n \ K ) is based on the construction of the
analogue of the Fantappié indicatrix of the functional  and has already been proved in [1]. We describe here the map in
precise terms, in order to ﬁx the notations for the sequel. Let us deﬁne the matrix function

(
Z , Z †
) := 〈,E(Z − V )〉
where the functional  acts on the variable V . The matrix function (Z , Z †) vanishes at inﬁnity and it is left H-monogenic
on the complement of K , indeed
D(Z , Z †)= D(〈,E(Z − V )〉)= (〈,DE(Z − V )〉)= O.
The map S is well deﬁned, and is right R2n-linear.
We now construct a map
T :H ∞l
(
R
2n \ K )→Hr(K )′.
Let F be an element in H ∞l (R
2n \ K ). We show that we can construct a functional F associated to it. Let G ∈Hr(K ): for
simplicity we will denote by G its H-monogenic extension to a neighborhood U containing K . Let ΛF to be the functional
deﬁned by
〈F,G〉 :=
∫
∂Γ
G(X)d(Z ,Z †) F(X), (6)
where Γ is any manifold in U satisfying the assumptions in the Cauchy formula. The deﬁnition does not depend on the
choice of Γ by the Cauchy theorem (see Theorem 4.4 in [5]). Moreover, it does not depend on the chosen extension G as
any two different extensions coincide on a smaller open set on which they are both deﬁned. The fact that the functional is
linear and continuous follows from its deﬁnition. In order to show that the map T is an isomorphism we will show that it
has an inverse. Precisely, we show that T and S are one inverse to the other. Firstly, let us show that T ◦ S is the identity on
Hr(K )′ . Let  ∈Hr(K )′ and let  = S() its Fantappié indicatrix. To this matrix of functions we can associate a functional
T (S()) such that:〈
T
(
S()
)
,G
〉= 〈T (),G〉= ∫
∂Γ
G(X)dΣ (Z ,Z †) (X) =
∫
∂Γ
G(X)d(Z ,Z †)
〈
,E(Z − V )〉
=
〈
,
∫
G(Z)d(Z ,Z †) E(Z − V )
〉
= 〈,G〉.∂Γ
F. Colombo et al. / J. Math. Anal. Appl. 390 (2012) 47–58 53Conversely, we show that S ◦ T is the identity on H ∞l (R2n \ K ). In fact, let F be a left matrix of functions H-monogenic on
R
2n \ K and which vanish at inﬁnity. A slight modiﬁcation of Theorem 4.4 in [5] gives:
F(Y ) = −
∫
∂Γ
E(Z − V )d(Z ,Z †) F(X),
from which we deduce that
(S ◦ T )(F) = S(F) =
〈
F,E(Z − V )
〉= ∫
∂Γ
E(Z − V )d(V ,V †) F(Y )
= −
∫
∂Γ
E(V − Z)d(V ,V †) F(Y ) = F(X). 
We can also prove the dual version of this result, i.e. the following
Theorem 3.2. Let K be a compact set in R2n. There is anM -module isomorphism
H ∞l
(
R
2n \ K )′ ∼=Hr(K ).
Proof. Consider the integral in (6) in which ∂Γ surrounds K . Then, for any matrix of functions G ∈H (K ) the integral (6)
deﬁnes a C2n-linear functional G acting on H ∞l (R
2n \ K ). For any choice of G1, G2, with G1 = G2 we have that G1 = G2
thus we have an injective map
Hr(K ) →H ∞l
(
R
2n \ K )′.
The map that associates to any functional  ∈H ∞l (R2n \ K )′ the matrix of functions
(Z) := 〈Λ,E(Z − V )〉
gives a matrix which is right H-monogenic in a neighborhood of K . Some computations analogous to those done in the
proof of the previous result show that the two maps that we have constructed are inverse one to another. This completes
the proof. 
Remark 3.3. The deﬁnition of the space Hr(K ), see (5) shows that it is an LF-module since it is limit of (left) Fréchet
modules, see also [1]. It is important to note that a sequence {Gk} ⊂Hr(K ) is said to converge to G ∈Hr(K ) if Gk → G on
a neighborhood of K in R2n .
We now want to provide the topological version of this duality theorem. In order to state our result, we introduce the
topologies on the spaces that we will use. We recall that on C2n the scalar product is deﬁned by
(a,b) = [a†b]0, |a| =√[a†a]0
where [·]0 denotes the scalar part of a Clifford number. As it is well known, see [2], the set C∞(U ,C2n) of inﬁnitely
differentiable functions deﬁned on an open set U ⊆ R2n with values in Cn is a C2n-bimodule with respect to the standard
sum of functions and multiplication of a functions by a Clifford number. To endow C∞(U ,C2n) with a locally convex
topology, we consider an increasing sequence of compact sets {K j} j∈N , K j ⊂ Rn+1, such that
K0  K1  · · · , U =
∞⋃
j=0
K j.
We introduce the family of seminorms {p j,r, j, r ∈ N} deﬁned by
p j,r( f ) := sup
|α|r
sup
X∈K j
∣∣∂α f (X)∣∣, f ∈ C∞(U ,C2n),
where ∂α = ∂α0
∂x
α0
0
· · · ∂α2n
∂x
α2n
2n
, |α| =∑2ni=0 αi . The one described is the topology of the uniform convergence on compact sets,
and C∞(U ,C2n) turns out to be a Fréchet C2n-bimodule.
Let us consider the set of circulant matrix F with entries F1, F2 in C∞(U ,C2n). Then the seminorms deﬁned on this sets
are given by
p j,r(F) := max
i=1,2
sup
|α|r
sup
X∈K j
∣∣∂α Fi(X)∣∣, Fi ∈ C∞(U ,C2n). (7)
54 F. Colombo et al. / J. Math. Anal. Appl. 390 (2012) 47–58Proposition 3.4. Let U be an open set in R2n. The setsHr(U ) (resp.Hl(U )) are Fréchet left (resp. right)M -modules with respect to
the topology of the uniform convergence over the compact sets given in (7).
Proof. The proof of this theorem follows standard arguments and relies on the fact that the M -module of matrix functions
F : U ⊆ R2n → C2n , k-times differentiable is a Fréchet space for any k 0, with respect to the countable family of seminorms
given above. Moreover, Hr(U ) is a closed subspace of C∞(U ). Indeed, if F j → F in Hr(U ), then F is inﬁnitely differentiable
and satisﬁes DF= O. 
The same argument used in the proof shows also that
Corollary 3.5. TheM -modulesHr(U ) andHl(U ) are Montel modules left and right respectively.
Proof. Since they are closed submodules of C∞(U ) which is a Montel C2n-bimodule, see [2], the result follows. 
Remark 3.6. Finally, we recall that the convergence in H ∞l (R
2n \ K )′ is the standard convergence of the dual spaces, i.e. the
topology of uniform convergence on the bounded sets in H ∞l (R
2n \ K ). A bounded set in H ∞l (R2n \ K ) is, by deﬁnition,
a subset on which each member of the family of seminorms deﬁning the topology is bounded.
Theorem 3.7. Let K be a compact set in R2n. TheM -module isomorphism
Hr(K )
′ ∼=H ∞l
(
R
2n \ K )
is topological.
Proof. Let us show that the map
T : H ∞l
(
R
2n \ K )→Hr(K )′
deﬁned by (see (6))
T (F) = F
is continuous. Consider a bounded set B in Hr(K ). Then a standard argument shows that there is an open set containing
K such that B is bounded in the restriction ρUKHr(U ) from U to K (see Theorem A.5.7 in [10]). Thus there is a manifold Γ
in U containing K in its interior and satisfying the hypothesis of the Cauchy integral formula such that (6) holds for G ∈ B
and
sup
{∣∣Gi(X)∣∣, i = 1,2, X ∈ ∂Γ, G ∈ B}< ∞.
If a given sequence {Fm} in H ∞l (R2n \ K ) converges to 0 uniformly on the compact sets, then it converges uniformly also
on ∂Γ . So we have uniform convergence to zero also of the sequence〈
T (Fm),G
〉
, G ∈ B
when m → ∞. This proves the continuity of the map T . Since T is injective, as proven in Theorem 3.1, and continuous
from an FS-space onto another FS-space then, its inverse map has closed graph and hence it is continuous too by the closed
graph theorem. This concludes the proof. 
Theorem 3.8. Let K be a compact set in R2n. TheM -module isomorphism
H ∞l
(
R
2n \ K )′ ∼=Hr(K )
is topological.
Proof. The proof follows from the fact that H ∞l (R
2n \ K ) is a Montel M -module and so it is reﬂexive. 
The topological duality results proved in Theorems 3.1 and 3.7 can be stated in the cohomological language:
Theorem 3.9. Let K be a compact set in R2n. There is anM -module topological isomorphism
Hr(K )
′ ∼= H1(U ,U \ K ,H ).
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H1(U ,U \ K ,H ) ∼= H (U \ K )
H (U )
.
Then, by slightly adapting the proofs of Theorems 3.1 and 3.7, we obtain the statement. 
4. A characterization ofH(K )′
In this section, for simplicity, we will omit the indices l and r which denote the sets of left and right h-monogenic
functions. The duality theorem in the h-monogenic case can be obtained using the results in the previous section. First of
all, let us state the following result which is a direct consequence of the proof of Theorem 3.1.
Proposition 4.1. Let λ ∈ H(K )′ . Then the action of λ on any g ∈ H(K ) is given by
λ(g)(Y ) =
∫
∂Γ
g(X)
[
dσZ
(
λE(Z − V ))− dσZ †(λE†(Z − V ))], (8)
where g on the right-hand side denotes the extension of g to a small neighborhood U of K , ∂Γ is contained in U and surrounds K .
Moreover,
0 =
∫
∂Γ
g(X)
[
dσZ
(
λE†(Z − V ))− dσZ †(λE(Z − V ))]. (9)
Moreover, we have the following fact (see also [1]):
Proposition 4.2. Given any λ ∈ H(K )′ the following conditions hold on R2n \ K :⎧⎪⎨⎪⎩
∂ZλE(Z − V ) + ∂Z †λE†(Z − V ) = 0,
∂Z †λE(Z − V ) = 0,
∂ZλE†(Z − V ) = 0.
(10)
Proof. Let
 =
[
λ 0
0 λ
]
.
The fact that E is left H-monogenic on R2n \ K implies the relations{
∂ZλE(Z − V ) + ∂Z †λE†(Z − V ) = 0,
∂Z †λE(Z − V ) + ∂ZλE†(Z − V ) = 0.
(11)
The two functions E , E† are not h-monogenic, however
∂Z †E(Z) = ∂ZE†(Z) = 0
when they are deﬁned, i.e. on R2n \{0} (see Lemma 4.2 in [5]). This implies that the second condition in (11) is automatically
satisﬁed when Z = V . Thus (11) can be replaced by (10). 
In order to describe the dual of the space H(K ) we need some more notations. We consider the sets of C(n−1,n)(U ),
C(n,n−1)(U ) and C(n,n)(U ) differential forms on an open set U ⊆ R2n with C∞ coeﬃcients of the type:
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))ω1 = dσZ ω1,
n∑
j=1
(
f j
(
dz1 ∧ dzc1
)∧ · · · ∧ (dz j ∧ d̂zcj)∧ · · · ∧ (dzn ∧ dzcn))ω2 = dσZ † ω2,((
dz1 ∧ dzc
)∧ · · · ∧ (dz j ∧ dzc)∧ · · · ∧ (dzn ∧ dzcn))ω3 = dW (Z , Z †)ω3,1 j
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the space of these differential forms will be denoted by M†∞(n−1,n)(U ) while, if ω2 satisﬁes ∂Zω2 = 0 and vanish at inﬁnity,
when U is unbounded, the space of these differential forms will be denoted by M∞(n,n−1)(U ). When the coeﬃcients ω1, ω2
are h-monogenic, then we will denote the space of the corresponding differential forms will be denoted by H∞(n−1,n)(U ),
H∞(n,n−1)(U ). Finally, let
d =
n∑
j=1
∂
∂z j
, dc =
n∑
j=1
∂
∂zcj
.
Lemma 4.3. Let dσZ ω ∈ C(n−1,n)(U ). Then
d(dσZ ω) = −dW
(
Z , Z †
)
∂Zω, d
c(dσZ ω) = 0.
Let dσZ † ω ∈ C(n,n−1)(U ). Then
d(dσZ † ω) = 0, dc(dσZ † ω) = dW
(
Z , Z †
)
∂Z †ω.
Proof. We have
d(dσZ ω) =
(
n∑
j=1
∂
∂z j
)(
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))ω
)
=
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))∧ dz j ∂∂z j ω
= −
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (dz j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn)) ∂∂z j ω
= −
n∑
j=1
(
f
†
j dW
(
Z , Z †
)) ∂
∂z j
ω = −dW (Z , Z †)∂Zω.
Moreover, we have:
dc(dσZ ω) =
(
n∑
j=1
∂
∂zcj
)(
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))ω
)
=
n∑
j=1
(
f
†
j
(
dz1 ∧ dzc1
)∧ · · · ∧ (d̂z j ∧ dzcj)∧ · · · ∧ (dzn ∧ dzcn))∧ dzcj ∂∂zcj ω = 0.
The remaining two equalities can be proved in an analogous way. 
Lemma 4.4. Let dσZ ω1 − dσZ † ω2 ∈ C(n−1,n)(U ) + C(n,n−1)(U ). Then (d + dc)(dσZ ω1 − dσZ † ω2) = 0 if and only if
∂Zω1 + ∂Z †ω2 = 0 on U .
Proof. By Lemma 4.3 we have(
d + dc)(dσZ ω1 − dσZ † ω2) = −dW (Z , Z †) (∂Zω1 + ∂Z †ω2),
from which the statement follows. 
Theorem 4.5. Given a compact set K in R2n there is an algebraic isomorphism
H(K )′ ∼=
ker{d + dc : M†∞(n−1,n)(R2n \ K ) + M∞(n,n−1)(R2n \ K ) → C(n,n)(R2n \ K )}
H∞(n−1,n)(R2n \ K ) + H∞(n,n−1)(R2n \ K )
.
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T : ker{d + dc : M†∞(n−1,n)(R2n \ K )+ M∞(n,n−1)(R2n \ K )→ C(n,n)(R2n \ K )}→ H(K )′.
In fact if we take
dσZ ω1 − dσZ † ω2 ∈ ker
{
d + dc : M†∞(n−1,n)
(
R
2n \ K )+ M∞(n,n−1)(R2n \ K )→ C(n,n)(R2n \ K )}
we can construct the linear functional λ ∈ H(K )′ deﬁned by
λ(g) :=
∫
∂Γ
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †)). (12)
Note that by Proposition 4.1, one also has automatically that∫
∂Γ
g
(
Z , Z †
)(
dσZ ω2
(
Z , Z †
)− dσZ † ω1(Z , Z †))= 0. (13)
In the integrals, we have denoted by g the h-monogenic extension of the function g to a small neighborhood U of K and
Γ is contained in U . Let us verify that the deﬁnition of λ does not depend on the choices we made. The integral does not
depend on the chosen extension g as any two different extensions coincide on a smaller open set on which they are both
deﬁned. Moreover, the deﬁnition does not depend on Γ . In fact we have:∫
∂Γ
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))− ∫
∂Γ ′
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))
=
∫
∂(Γ \Γ ′)
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))
by the Cauchy theorem (see Theorem 4.4 in [5]). Moreover, by Stokes’ theorem we obtain∫
∂(Γ \Γ ′)
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))
=
∫
Γ \Γ ′
((
g
(
Z , Z †
)
∂Z
)
ω1
(
Z , Z †
)+ g(∂Zω1(Z , Z †)))dW (Z , Z †)
+
∫
Γ \Γ ′
((
g
(
Z , Z †
)
∂Z †
)
ω2
(
Z , Z †
)+ g(∂Z †ω2(Z , Z †)))dW (Z , Z †)
since g is h-monogenic, we obtain∫
∂(Γ \Γ ′)
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))= ∫
Γ \Γ ′
(
g
(
∂Zω1
(
Z , Z †
)+ ∂Z †ω2(Z , Z †)))dW (Z , Z †). (14)
Since, by hypothesis, dσZ ω1(Z , Z †) − dσZ † ω2(Z , Z †) is in the kernel of d + dc on R2n \ K , by Lemma 4.4 we have that the
integral in (14) vanishes on Γ \ Γ ′ ⊂ R2n \ K and integral does not depend on the choice of Γ . The map T is surjective, in
fact by Proposition 4.1 it is possible to associate to λ ∈ H(K )′ the differential form deﬁned by
dσZ ω1 − dσZ † ω2 = dσZ
(
λE(Z − V ))− dσZ †(λE†(Z − V )).
Moreover, we have(
d + dc)(dσZ ω1 − dσZ † ω2) = (d + dc)(dσZ λE(Z − V ) − dσZ † λE†(Z − V ))
which, by Lemma 4.3 and (10), gives
= −dW (Z , Z †)(∂ZλE(Z − V ) + ∂Z †λE†(Z − V ))= 0.
Moreover, λE(Z − V ) ∈ M†∞(n−1,n)(R2n \ K ) and λE†(Z − V ) ∈ M∞(n,n−1)(R2n \ K ), thus dσZ ω1 − dσZ † ω2 belongs to
M†∞(n−1,n)(R2n \ K )+M∞ (R2n \ K ). We now look for the kernel of the map T . Consider the element dσZ ω1−dσZ † ω2 ∈(n,n−1)
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tional. Then, Theorem 6 in [1] shows that
ω1 ∈ H∞(n−1,n)
(
R
2n \ K ) and ω2 ∈ H∞(n,n−1)(R2n \ K ). (15)
To prove the converse, we recall formulas (12) and (13). Now assume that (15) holds, then we can switch the role of ω1
and ω2 and we obtain that∫
∂Γ
g
(
Z , Z †
)(
dσZ ω1
(
Z , Z †
)− dσZ † ω2(Z , Z †))= 0
which shows that the functional λ is the zero functional and this concludes the proof. 
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