Increasing attention is being paid to solving engineering design optimization problems which are generally nonlinear and constrained. In this paper, the Seven-spot Ladybird Optimization (SLO) algorithm is developed to obtain the solution of such optimization problems. This paper presents the basic concepts and main steps of the SLO and demonstrates its efficiency. The performance of the SLO is compared with some popular meta-heuristic algorithms by using four different dimensional classical benchmark functions. The simulation results indicate that the proposed algorithm is able to escape from a local minimum and is efficient for multimodal function optimization. Moreover, three constrained engineering problems are solved by using SLO and numerical results show the efficiency of this proposed method in practical computations.
INTRODUCTION
In general, engineering optimization problems are divided into unconstrained optimization problems and constrained optimization problems. In an unconstrained optimization problem with D dimensions, we need to find the optimal parameter vector X with the purpose of minimizing the objective function f(X). The optimization problem is complicated because the objective function is non-linear or there exists numerous local optima [1] .
Unlike unconstrained optimization problems, tasks with constraints are usually found in practical applications such as shape optimization, structural design, location and allocation problems [2] . Typically, these problems are difficult to solve. Thus, it is of great significance to solve constrained optimization problems effectively and efficiently. An ndimensional constrained optimization problem with m constraints can be described as follows: 
Due to the complexity and unpredictability of large-scale optimization problems, especially for constrained optimization problems, a general deterministic solution is hard to find within a reasonable amount of computation time. In recent years, several evolutionary algorithms which are capable of finding the high-precision near-optimal solutions to the large-scale optimization problems have been proposed. Some of the optimization algorithms that are in wide use these days are Genetic Algorithm (GA) [3] , Simulated Annealing [4] , Tabu Search [5] , Covariance Matrix Adaptation Evolution Strategies [6] , Teaching-Learning-Based Optimization [7] , Immune Algorithm [8] , Differential Evolution [9] , Particle Swarm Optimization (PSO) [10] , Ant-Colony Optimization [11] , Artificial Bee Colony (ABC) algorithm [12] and some hybrid algorithms [13] . According to the famous No-Free-Lunch theorem for optimization [14] , all non-repeating search algorithms have the same mean performance when averaged uniformly over all possible objective functions. But it does not exclude the possibility that some certain algorithms will obtain better results for some certain objective functions. So the requirement to develop new optimization algorithms increasingly continues. This paper introduces a novel biologically inspired metaheuristic algorithm called seven-spot ladybird optimization (SLO). SLO is inspired by the foraging behavior of a sevenspot ladybird. In this paper, the performance of the SLO is compared with that of GA, PSO, and ABC by using four different dimensional classical benchmark functions and three constrained engineering problems are solved by using SLO. The results show that SLO has the ability to find the best solution with a comparatively small population size and is suitable for solving optimization problems with lower dimensions. The remainder of this paper is organized as follows: Section II presents the foraging behavior of the seven-spot ladybird; Section III describes the SLO and the steps in detail; Section IV discusses the experiments and the results; and Section V draws the conclusions.
II. SEVEN-SPOT LADYBIRD IN THE NATURE
The seven-spot ladybird, also known as Coccinella septempunctata, has attracted the interest of a growing number of professional entomologists because of its ecological effectiveness and social behaviors. Recent studies have shown that seven-spot ladybirds are more social than we believe them to be [15] . Like most insects, pheromone is the paramount way they communicate and share information with others. Some chemical ecologies of the seven-spot 2nd International Symposium on Computer, Communication, Control and Automation (3CA 2013) ladybirds, with special attention to semiochemicals involved in social communication and foraging behaviors, have been reviewed in [16] .
The latest researches have shown that the environmental levels of seven-spot ladybirds can be classified into prey, patches, and habitats ( Fig. 1 ) [17] . This provides a framework for discussing the foraging behaviors of sevenspot ladybirds. In Fig. 1 , movement between prey within aggregates of aphids is referred to as intensive search which is slow and sinuous. Movement between aggregates within a patch is referred to as extensive search which is relatively linear and fast. Movement between patches is called dispersal and movement from patches to hibernation is called migration. Seven-spot ladybirds locate their prey via extensive search and then switch to intensive search after feeding. While searching for its prey, a seven-spot ladybird holds its antennae parallel to its searching substratum and its maxillary palpi perpendicular to the substratum. The ladybird vibrates its maxillary palpi and turns its head from side to side. The sideward vibration can increase the area wherein the prey may be located.
How seven-spot ladybirds decide when to leave a patch for another, also known as dispersal, remains unclear. Several authors suggested that beetles decide to leave when the capture rate falls below a critical value or when the time since the last aphid was captured exceeds a certain threshold [18] .
III. SEVEN-SPOT LADYBIRD OPTIMIZATION ALGORITHM
This section describes the proposed seven-spot ladybird optimization (SLO) algorithm. The main steps are given below:
Step 1: Dividing Patches Assume that the search space (environment) is a Ddimensional space. The i-th dimensional space is divided into n i subspaces, and the whole dimensional space is divided into n = ∏n i subspaces (patches).
Step 2: Initializing Population Suppose that each seven-spot ladybird is regarded as a point in a D-dimensional patch. The i-th ladybird is represented as
If m is the number of seven-spot ladybirds initialized with random positions in a patch, then the population size of the seven-spot ladybirds is N, N = m × n.
Step 3: Calculating fitness For each particle, evaluate the optimization fitness in a D-dimensional patch.
Step 4: Choosing the best ladybird Compare the current position of each ladybird with ladybird's previous best position, which is called sbest (self best). If current value is better, then sbest = current value.
Compare the current best position of all the ladybirds in a patch with previous best position in a patch, which is called lbest (local best). If current value is better, then lbest = current value.
Compare the current best position of all the ladybirds in the population with previous best position in the population, which is called gbest (global best). If current value is better, then gbest = current value.
Step 5: Dispersal In the SLO, if a position does not improve in a predetermined number of cycles, then a new position is produced in the patch where gbest exists, replacing the abandoned position. The new position is produced near the gbest to share the information of the best ladybird in the whole particle. The value of the predetermined number of cycles (limit) is an important control parameter in the SLO.
If the abandoned position is X i and j∈(1, 2, … , D), then the seven-spot ladybird discovers a new position X i ' as follows:
, ,
where w is the neighborhood space of gbest and φ is a random number between [-1, 1].
Step 6: Updating positions The position of a ladybird is updated associated with its previous movement. If a ladybird has done extensive search, then the position of the ladybird is changed as follows:
After intensive search, a ladybird switches to extensive search. The position is updated according to the following equations:
In (3) and (5), r 1 and r 2 are two random numbers uniformly distributed from 0 to 1 and the positive constant c is used for adjusting the search step and search direction in each iteration. In (4) and (6), the velocities of the ladybirds in each dimension are limited to the maximum velocity V max , which decides the search precision of the ladybirds in a solution space. If V max is too high, then the ladybirds will possibly fly over the optimal solution. However, if the V max is too low, then the ladybirds will fall into the local search space and have no method to carry on with the global search. Typically, V max is set as follows:
where ub and lb are the upper and lower bounds of each patch, respectively.
From equations above, we can see that the velocity updating rule is composed of three parts. The first part, known as intensive search, is inspired by the slow and sinuous movements of ladybirds. The second part, known as extensive search, is derived from the relatively linear and fast movement behavior of ladybirds. The third part imitates the sideward vibration of ladybirds to increase the search area where the potential solution may exist. The parameter ε 1 and ε 2 are usually set as relatively small random numbers.
Step 7: Inspecting termination condition If the termination condition is satisfied, i.e., the SLO has achieved the maximum iteration number, then the SLO is terminated; otherwise, it returns to Step 3.
IV. EXPERIMENTS AND RESULTS

A. Unconstrained numerical optimization problems
In order to verify the efficiency and analyze the performance of Seven-spot Ladybird Optimization algorithm, four typical benchmark test functions are given as following:
Griewank Function 
The value of Griewank function is 0 with global optimum (0, 0, … , 0). ( ) ( 10 cos (2 ) 10), [ 15, 15] 
Rastrigin Function
The value of Rastrigin function is also 0 with global optimum (0, 0, … , 0).
Rosenbrock Function
The value of Rosenbrock function is 0 with global optimum (1, 1, … , 1). 
Ackley Function
The value of Ackley function is 0 with global optimum (0, 0, … , 0).
Common control parameters of the algorithms are population size and number of maximum generation. In the experiments, the population size was 50, and maximum generations were 750, 1000 and 1500 for Dimensions 5, 10 and 30, respectively. Other parameters employed for GA, PSO and ABC are consistent with [19, 20] . In SLO, every dimension is divided into 2 equal parts, so there are totally 2 D patches. In each patch, the initial population of ladybirds is set to 20. The parameter limit is 100 and w is 1. The parameter c in (3) and (5) decreases linearly from 10 to 2.
The sideward vibration ε 1 is Rand*10e-4 and ε 2 is Rand*10e-8.
Each of the experiments was repeated 30 times with different random seeds, and the mean, best and standard values produced by different algorithms are presented in Table Ⅰ -Ⅳ. According to the best function values obtained using the different algorithms with D=5, the SLO can find the global optimization solution with values close to the theoretical solution and has the same search ability as PSO. This indicates the proposed SLO algorithm has the ability to find the best solution with a comparatively small population size. Based on the mean results of all experiments, the proposed SLO has better performance than GA for Griewank function and Ackley function. However, when dimension is 30, the result of SLO is no better than that of PSO and ABC. Considering the No Free Lunch Theorem, if we compare two searching algorithms with all possible functions, the performance of any two algorithms will be, on average, the same. In this paper, the proposed SLO is suitable for solving optimization problems with lower dimensions.
B. Constrained mechanical design optimization problems
Generally, constrained optimization problems are more complicated due to the additional requirement that a set of constraints must be satisfied. Many different approaches have been proposed to handle these constraints. The penalty function method is the most popular technique due to its simple principle. In these experiments, the penalty function method [21] is employed to handle three classical constrained engineering problems: pressure container, spring and gearbox.
Problem 1: pressure container The first example is to minimize the cost of a pressure container. The x 1 , x 2 , x 3 , x 4 represent the design parameters T H , T S , R, L respectively as shown in Fig. 2 . T H and T S are the integral multiples of the thicknesses of rolled steel plates, which is 0.0625 inch. The problem is formulated as: 
where X=(d, D, N) T , 0.05≤d≤2.0, 0.25≤D≤1.3, 2.0≤ N≤15.0.
Problem 3: gearbox The gearbox design problem is the minimization of the total weights of the gearbox. The x 1 , x 2 , … , x 7 represent the design variables as shown in Fig. 4 . 1 0 85.0 5 :
1 0 : 1 0 40 1.5 1.9 :
1 0 : 1 0 12 1.1 1.9 :
1 0
where 2.6≤x 1 ≤3.6, 0.7≤x 2 ≤0.8, 17≤x 3 ≤28, 7.3≤x 4 ≤8.3, 7.8≤x 5 ≤8.3, 2.9≤x 1 ≤3.9, 5.0≤x 1 ≤5.5.
In the experiments, results of the SLO are compared with the Society and Civilization Algorithm (SCA), the Evolution Strategy (μ+λ−ES) and the ABC algorithms [12] . The values of the algorithm-specific control parameters are given in [12] . For SLO, the parameters are set the same as those described in section A. We conducted 30 independent experiments with random seeds for each problem. The best values were recorded to show the ability of an algorithm to find the optimal solution. Table Ⅴ presents the reference optimal values given in [12] and the best values obtained using SLO. Parameter values of the best solutions to the three optimization problems are given in Table Ⅵ , Ⅶ and Ⅷ. According to the results in Table Ⅴ , for pressure container problem, the optimal solutions are generated by (μ+λ)-ES and ABC algorithms. On spring problem, the SLO, SCA, (μ+λ)-ES and ABC algorithms deliver equal performances. As for the gearbox problem with seven parameters, SLO algorithm is more successful. In general, the performances of these four algorithms are roughly the same. But considering the population size, the proposed SLO algorithm is more efficient.
V. CONCLUSIONS
This paper investigated the foraging behaviors of sevenspot ladybirds and proposed a novel biologically inspired meta-heuristic algorithm called SLO. The performance of SLO algorithm was compared with those of GA, PSO and ABC optimization algorithms by using four numerical benchmark functions. The simulated results show that SLO has the ability to find the best solution with a comparatively small population size and is suitable for solving optimization problems with lower dimensions. Moreover, the proposed SLO algorithm has been applied to solve three constrained engineering problems. The above experiments indicate that the proposed SLO algorithm is an effective method for handling constraints in practical computations. However, it should be noted that the proposed algorithm is not as efficient as ABC. According to the No Free Lunch Theorem [14] , "Any elevated performance over one class of problems is offset by performance over another class." Future studies will focus on improving the SLO.
