Observations of the properties of multiple coalescing neutron stars will simultaneously provide insight into neutron star mass and spin distribution, the neutron star merger rate, and the nuclear equation of state. Not all merging binaries containing neutron stars are expected to be identical. Plausible sources of diversity in these coalescing binaries can arise from a broad or multi-peaked NS mass distribution; the effect of different and extreme NS natal spins; the possibility of NS-BH mergers; or even the possibility of phase transitions, allowing for NS with similar mass but strongly divergent radius. In this work, we provide a concrete algorithm to combine all information obtained from GW measurements into a joint constraint on the NS merger rate, the distribution of NS properties, and the nuclear equation of state. Using a concrete example, we show how biased mass distribution inferences can significantly impact the recovered equation of state, even in the small-N limit. With the same concrete example, we show how small-N observations could identify a bimodal mass and spin distribution for merging NS simultaneously with the EOS. Our concordance approach can be immediately generalized to incorporate other observational constraints.
I. INTRODUCTION
The nuclear equation of state (EOS)-the relationship between pressure and density in cold nuclear matterremains weakly-constrained via terrestrial experiments, with differences having substantial impact on the properties of neutron stars [1, 2] . Conversely, astrophysical observations of isolated and merging neutron stars provide a natural mechanism to investigate the nuclear EOS. For example, the size of isolated neutron stars is encoded in the pulsed or bursty X-ray emission from their surface, allowing observations and theoretical modeling of galactic X-ray sources to limit the range of possible neutron star mass-radius relationships [3] [4] [5] [6] [7] [8] . Neutron stars in coalescing binaries are subject to strong tidal interactions in the late stages of inspiral, which have an observationally accessible impact on the outgoing gravitational wave signal [9, 10] and thus enable constraints on the nuclear EOS [11] [12] [13] . With GW170817, the imprint of these tidal interactions on the inspiral signal was first constrained [14, 15] , with widely-investigated follow-on implications for the nuclear equation of state [13, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . As more coalescing binary neutron stars are discovered in the immediate future, similar GW observations will even more tightly constrain the nuclear equation of state * dw2081@rit.edu both alone (e.g., [13, 17, 18] ) and in conjunction with electromagnetic observations (e.g., [19] [20] [21] [22] [23] ).
GW measurements of coalescing NS and BH will also determine the rate at which binaries with specific parameters merge. GW observations by Advanced LIGO [27] and Virgo [28] have identified a binary neutron star merger [14, 29] . As envisioned originally in prototype investigations (e.g., [30, 31] ) and as now made concrete with specific analysis procedures [30, [32] [33] [34] [35] [36] [37] [38] , the population distribution can be inferred phenomenologically, by combining observations while accounting for parameterdependent detector sensitivity. In principle, the nuclear equation of state adds only a handful of parameters to an already-large phenomenological space used to characterize a compact binary population. binaries, In this work, we demonstrate how to construct simultaneous inference on the NS population and the nuclear EOS, and the potential of this approach to improve future GW measurements of the nuclear EOS. Concretely, building on previous work [13, 39, 40] , we present and provide a general-purpose code to perform this inference. Our code combines the techniques from Wysocki et al [38] (for population modeling) with Carney et al [41] 's implementation of Lindlbom's EOS representation [42] . In order to perform this inference hierarchically, we estimate and reuse marginal likelihoods. The organization of our inference strategy has much wider applicability, both to more generic EOS parameterizations and to other astrophysical inference scenarios involving parametric dimensional arXiv:2001.01747v1 [gr-qc] 6 Jan 2020 reduction (e.g., inference for a subpopulation of binary black holes with exactly zero spin).
Our approach does not rely on any assumed or approximate similarities between different neutron stars to draw conclusions from the whole population (cf. [43] [44] [45] [46] ) nor do we adopt a fiducial NS population distribution (cf. [11, 13, 47, 48] ). If indeed all coalescing NS are identical and easily discriminated from binaries involving BHsor even if the differences are present but substantially smaller than our measurement error-then the sophisticated techniques described in this work aren't necessary to interpret the first few coalescing BNS. As more binary NS accumulate, however, the methods described in this work will be increasingly necessary to fully exploit all available information and to enable high-precision measurements of correlated BNS properties. Too, the tidal parameters which influence the GW phase are not necessarily common to all events. Plausible sources of diversity in these coalescing binaries can arise from a broad or multi-peaked NS mass distribution; the effect of different and extreme NS natal spins; the possibility of NS-BH mergers; or even the possibility of phase transitions, allowing for NS with similar mass but strongly divergent radius. To the extent all coalescing NS are not identical, this kind of approach will be required to infer the nuclear equation of state even in the immediate future.
This paper is organized as follows. In Section II, we review our framework for population inference in general and the nuclear equation of state in particular. We address challenges for efficient computation appropriate to models (like the nuclear equation of state) in which the population model predicts all objects occupy a lowerdimensional subspace of the entire physical observable space. In Section III, we demonstrate our method, recovering the nuclear equation of state from neutron stars generated from a bimodal mass and spin distribution, consistent with current observations. Using a concrete counterexample, we show that inference of the mass, spin, and EOS must be performed simultaneously to avoid introducing bias into the inferred EOS. In Section IV, we discuss our proof-of-principle calculation relates to our expectations about future measurements.
II. METHOD

A. Population inference
In this section, we review the framework introduced in BPM [38] for population inference in general and the PopModels population inference code specifically, modifying the notation to avoid collisions with the tidal deformability. In the original BPM investigation, binaries coalesce at a spacetime-independent rate per unit comoving volume R. Binaries with intrinsic parameters x would merge at a rate dN/dV dtdx = Rp(x). The intrinsic parameters x that describe a binary in quasicircular orbit are the individual component masses m i and spins S i (i = 1, 2) at some reference time. We characterize compact object spins using the dimensionless variable χ i = S i /m 2 i . We characterize the matterdependent factors which influence point-particle motion by the dimensionless tidal deformabilities Λ i [9, 49] (i.e., Λ i /m 5 i is the ratio between the NS induced quadrupole and the applied quadrupolar field). We assume other degrees of freedom like the quadrupole moment which enter into the orbital evolution are well-determined in an EOS-independent manner by Λ i , extending the Darwin-Radau and related approximations to neutron stars; see, e.g., [50, 51] and references therein. BPM requires an estimate µ(X) of how many events a given experiment should find on average. We follow previous work by estimating this rate µ using a characteristic sensitive volume, denoted V T . For binary neutron stars, the sensitive volume depends principally on the binary chirp mass M c = (m 1 m 2 ) 3/5 /(m 1 + m 2 ) 1/5 , which for binary neutron stars spans a small range. In terms of these ingredients, BPM expresses the likelihood of an astrophysical BBH population with parameters X as a conventional inhomogeneous Poisson process:
where µ(R, X) is the expected number of detections under a given population parameterization X with overall rate R and where n (x) = p(d n |x) is the likelihood of data d n -corresponding to the nth detection-given binary parameters x. The population inference code Pop-Models [38] , which we employ and extend in this work, provides a set of building blocks with which to assemble very general p(x|X). In the context of this work, we'll be interested specifically in Gaussian distributions (for mass); β distributions (for spin magnitude); and mixture models for multiple sub-populations. We will not allow for neutron star spin-orbit misalignment, being a highly subdominant effect for the NS spin magnitudes we expect.
In principle, Eq. 1 can be used in any generalpurpose Bayesian inference engine (e.g., direct quadrature; MCMC) to perform simultaneous inference on all d × N + 1 + D relevant parameters, where N is the number of observations, d is the individual-event model dimension size (here, approximated by 6), and D is the number of hyperparameters needed to characterize the NS population (e.g., mass distribution, spin distribution, and equation of state). In many fields, including previous efforts to infer the nuclear equation of state from X-ray binaries, this direct approach is used; see, e.g., [3] [4] [5] . But the calculation can conceivably be reorganized to efficiently and hierarchically re-use fiducial analyses of each event, allowing much more rapid analysis and extension of results, essential given the computational cost of each event in isolation and the number of events requiring analysis in the immediate future.
One conventional approach for efficient hierarchical calculation (see, e.g., BPM [38] and references therein) performs a conventional Markov-chain Monte Carlo (MCMC) analysis for each event for all intrinsic and extrinsic parameters. This fiducial analysis of each GW event, derived using a set of reference prior assumptions, requires an analysis with all parameters y = (x, θ) needed to characterize the quasicircular binary. We use the (Gaussian) likelihood function p(d|y) for detector network data d containing a signal, and apply Bayes' theorem and some fiducial assumptions p ref (y) to deduce the posterior distribution p(y|d) ∝ p(d|x)p(y). Standard Bayesian tools [52, 53] will produce a sequence of independent, identically distributed samples x n,s (s = 1, 2, . . . , S) from the posterior distribution p(x|d) for each event n. The integrals dx n (x)p(x|X) can then be performed via Monte Carlo, using the fiducial samples provided by our reference analysis. For this conventional approach to work, however, the model predictions p(x|X) must not be a set of measure zero, like a submanifold (e.g., binaries with exactly a specific value of spin, or binaries which have a deterministic mass-tide relation Λ = Λ(m)).
Unfortunately, EOS inference and other astrophysically-motivated questions involve dimensional reduction: their formation model predicts a deterministic relationship between binary parameters. For EOS inference and to the level of accuracy discussed in this work, that deterministic relationship is Λ(m). For astrophysical formation channels which predict nearly-maximal or exactly-zero spins for binary black holes which undergo certain formation channels, that relationship is a fixed value of the spin magnitude (for some black hole masses, some of the time). Other formation channels may predict infinitesimal BH spinorbit misalignments for certain binary BH masses. For all of these questions, the straightforward hierarchical technique described fails. If the space of low-dimensional scenarios is finite, like a finite list of possible EOS or a finite set of BH natal spin scenarios, then inference could be carried out for every combination of possibilities. But usually the model space is either infinite or large, and the overhead of carrying out repeated inference is prohibitive.
B. Individual event inference via marginal likelihood models
To circumvent the problems with dimensional reduction identified above, building on previous work [13, 39, 40] , we instead perform the integrals appearing in our expression with the (marginal) likelihood n (x). Some parameter inference engines like RIFT [39] already produce and export an estimate of the (marginal) likelihood as a data product, using either Gaussian process or random forest interpolation. [For high-amplitude signals, the RIFT marginal likelihood can often be approximated by a Gaussian in suitable coordinates; see, e.g., [54] .] For conventional MCMC engines, which only report posterior samples, the likelihood can sometimes be approximated by a well-tuned density approximation like a Gaussian kernel density estimate; see, e.g., [13, 40, 47] . Finally, for simple investigations which don't require end-to-end parameter inference, a suitable approximate marginal likelihood n (x) can easily be generated using a Fisher matrix approximation, as is implemented in the synthetic-PEposteriors library 1 [38] .
To complicate matters, for binary neutron stars, the marginal likelihoods n (x) are exceedingly narrow relative to fiducial astrophysical priors p(x) and any plausible model predictions p(x|X). For example, observations of GW170817 constrained its (redshifted) chirp mass M c (1 + z) to within 10 −4 M . Hence the marginal integrals dx n (x)p(x|X) require event-specific adaptive sampling in x. We modify the limits of each integral over chirp mass to conservatively contain the support of n (x).
C. EOS spectral decomposition
In this work we adopt the spectral EOS parameterization introduced by Lindblom [42] , implemented in Carney et al [41] in LALSuite [55] , and previously used to interpret GW170817 [16] . In this specific representation, the nuclear equation of state relating energy density and pressure p is characterized by a lowdensity SLy EOS joined to a a spectral representation at p 0 = 5.4 × 10 32 dyne cm −2 , using a high-density fourparameter spectral model characterized by its adiabatic index Γ(p):
where γ k are expansion coefficients. From the adiabatic index, the equation of state follows via solving d dp = + p pΓ(p) .
From the pressure and energy density, other state variables can be calculated, such as the baryon rest mass density ρ b = m b n = ( +p)/e h , which follows from the pseudo enthalpy h via dh/dp = 1/( + p); see, e.g., the discussion in [56] . As a fiducial EOS, we will adopt the spectral approximation to APR4 from Lindblom [42] , given by
Because of the exponential dependence of Γ, only a narrow region for {γ k } produces observationally plausible equations of state, and we place limits on {γ k } that are largely consistent with prior work [41] . To be consistent with the wide range of proposed models, we require that Γ ∈ [0.6, 4.5]. We require for simplicity that the EOS produces maximum NS masses greater than 1.97M ; see, e.g., [47] for a more careful treatment of uncertainties in the observed maximum mass. To allow for the possibility of causal EOS being approximated within our model family by an acausal representation, we require the inferred EOS is approximately causal (i.e., v s = dp/d < 1.1c) up to the central pressure of the most massive NS permitted by the EOS. As in previous work, we assume the prior on γ k is a constant value as a function of γ k , and adopt the prior ranges used in previous work. Since the region of equations of state allowed by the aforementioned criteria occupies a subset of the prior range on {γ k } which is not closely aligned with the coordinates {γ k }, we initialize our MCMC with a rotated coordinate system, as described in Appendix B. The MCMC we employ is affine-invariant, so the rotated coordinate system will provide no sampling improvements post-initialization, but for samplers without affine invariance this rotated system will be very useful.
D. Source population model
Motivated by observations of galactic binary neutron stars [57, 58] , we explore a two-component population of neutron stars, with overall minimum and maximum masses set by the nuclear equation of state. To emphasize the importance of an accurate model for the mass distribution we also employ a one-component population in our inferences, which cannot capture the full complexity of the two-component model we synthesized data from. Specifically, we employ a mixture model for binary components x = (m 1 , m 2 , χ 1,z , χ 2,z , Λ 1 , Λ 2 ), defined as
everywhere that m min (γ) ≤ m 2 ≤ m 2 ≤ m max (γ) and Λ i = Λ(m i , γ), and zero elsewhere. M k and S k represent the mass and spin distributions for the kth sub-population, respectively. We model the M k 's as Gaussians with unknown mean and variance. The S k 's are assumed to follow beta distributions bounded by |χ z | < 0.05, again with unknown mean and variance. For simplicity's sake, we assert that the means and variances don't change between the primary and secondary NS. The Λ i = Λ(m i , γ) constraint introduces delta functions into the expression for p(x), making it impossible to evaluate p(x) numerically. However, it is simple to draw samples from p(x)-we simply draw samples for (m 1 , χ 1,z , m 2 , χ 2,z ) and compute Λ i = Λ(m i , γ) to produce corresponding samples for Λ 1 and Λ 2 . Informed only by the limited dimensionality of Λ i , one could compute the integrals dx n (x)p(x|X) by drawing samples x n,s from p(x) in this manner and computing 1 N s n (x n,s ). However, the very tight constraints on M c (1+z) make this require very high N for the integrals to converge. Instead, we separate the population's distribution into p(x) = p(m 1 , m 2 )p(χ 1,z , χ 2,z , Λ 1 , Λ 2 |m 1 , m 2 ), and draw mass samples from a distribution A adapted to the region with non-vanishing n (x), uniform in M c (1 + z) and δ = (m 1 − m 2 )/(m 1 + m 2 ). The integral then becomes
and J −1 is the inverse Jacobian determinant
For our fiducial model, we took a two-component (K = 2 in Eq. ) mass distribution based on the galactic neutron star constraints from Alsing et al. [58] , in the first row of their Table 3 . Rather than take their maximum a posteriori values, we approximated their reported estimates as Gaussians, and took a single draw, resulting in Table II To account for observations of galactic neutron stars, rather than reanalyze all galactic observations ourselves, we employ predigested prior constraints on this same two-component mass model provided by Table 3 of [58] . In particular, we use an (improper) prior in the maximum neutron star mass m max (γ), extending from 1.97M to infinity, to account for the impact of the most recent well-determined NS masses on the inferred NS maximum mass [60] [61] [62] . 
III. RESULTS
To illustrate our method, we generate a synthetic population of neutron stars drawn from our fiducial bimodal population. Assuming merging neutron stars are uniformly distributed in comoving volume and using a naive detection model -a single-interferometer SNR threshold of 8 -based on advanced LIGO's target sensitivity (aLIGODesignSensitivityP1200087 from [63] ;see [64]), we construct a population of 100 synthetic observations. As illustrated by Figure 1 , the true parameters of this detection-weighted sample include a fraction ( 10%) of events close to our presumed maximum NS mass. Our population inference thus constrains the nuclear equation of state both through the maximum observed mass and through direct measurements of NS tidal deformability. Using RIFT on each observation n = 1 · · · 100, we perform Bayesian inference to construct the marginal likelihood n (x) as a function of x = (m 1 , m 2 , χ 1,z , χ 2z , Λ 1 , Λ 2 ), assuming each source has an otherwise-determined sky location and redshift. We performed parameter inference rapidly and in large scale, requiring subsequent hand-removal of some events suffering from convergence issues. We construct several randomly-selected subsets of these 100 synthetic events, to generate synthetic observing scenarios for the first 1, 5, and 10 coincident observations. Using PopModels on each set of observations, we infer the EOS (γ) and population hyperparameters (X), adopting a network with presumed HLV design sensitivity. In this work, we scale the fiducial analysis interval of 7.22 days to the number of events in our synthetic sample. Note that due to selection effects, our synthetic population produces roughly equal numbers of observations from both components; see Figure 1 . Figure 2 shows inferences deduced from one of our synthetic 10-event populations. We recover the injected EOS, identify both populations in the NS mass distribution, and place weak constraints on NS spins. As the number of events increases, all our observational constraints become tighter, albeit strongly dependent on how well measured the added events are, and the particular properties of those events. For such a simple Gaussian model, as discussed below quantitatively, the systematic and statistical accuracy to which we recover the mass distribution can be understood by simple frequentist arguments (e.g., the accuracy in the measured mean mass of each component). Less obvious and much more variable are our inferences about the EOS. Figure 3 shows our results for the NS EOS at three fiducial densities. The tidal deformabilty of NS correlates with the central densities of observed NS. However, barring unlikely signal amplitudes, GW measurements of tides will constrain these deformabilities only when Λ is relatively large and thus the NS mass is relatively small. Conversely, confident identification of NS with large chirp masses will require the high-density EOS produce NS with correspondingly large masses. In our synthetic population, however, such NS binaries occur rarely, with less than than 10% of mergers providing meaningful new constraints on the maximum NS mass. For these reasons, observations of our synthetic population must most tightly constrain the pressure at ∼ 2ρ nuc .
A. Understanding EOS constraints
Our stacking strategy for multiple populations can be usefully compared with a more frequently discussed and much simpler scenario: where all binary neutron stars have similar masses and hence tidal deformabilities. Previous studies have shown that the measurement error σ Λ 200(M c /1.4M ) −1 depends weakly on mass (see, e.g., Figure 7 of [65] ). Taking this scaling relation for σ Λ , and adding its inverse in quadrature for multiple events (σ −2 Λ,tot = k σ −2 Λ,k ), we find that this scaling relation roughly holds, but that it must be shifted to higher errors, as is shown in Fig. 4 . We find an RMS error for this shifted relation at 164.8.
Two of the largest driving factors for a BNS's contribution to measuring the EOS are its signal-to-noise ratio, ρ, and the mass of the smallest object, m 2,source . So while our stacking method should reduce the un- certainty on Λ 1.4 with each detection, not all detections are created equally. As illustrated in Figure 4 , we find that a good proxy for an event's contribution is ρ 2 /m 2,source . In a single-event analysis, the measurement uncertainty would depend only on the largest contributing event, whereas a stacking analysis should scale according to the sum of all events. For the plotted analytic scalings, the RMS errors are 255.3 for n −1/2 , 263.1 for max[(ρ 2 /m 2,source ) −1/2 ], and 266.8 for (ρ 2 /m 2,source ) −1/2 . Similarly, our stacking strategy can be compared to approaches which investigate the maximum NS mass independently of the low-mass equation of state. For a uniformly distributed population with unknown upper limit, ignoring measurement uncertainty, the upper limit can be estimated with a statistical uncertainty ∆M/N big (e.g., via the largest single element), where N big characterizes the observed number of massive sources and ∆M characterizes the mass range. The top panel of Fig. 4 illustrates how our results compare with such an approach. Based on our detection-weighted population parameters, we adopt the scaling N big = N , corresponding to the detection-weighted fraction of sources associated with the more massive poulation.
B. Understanding Mass distribution constraints
and population-reweighted posteriors GW measurements will very rapidly identify the chirp mass distribution of merging NS. As an example, if all NS in merging BNS are drawn from a Gaussian mass distribution, then the meanm and width σ m of that Gaussian will be identified with confident chirp mass measurements alone to within roughly 2.26σ/ √ n and 2.5σ/ √ n respec-tively, using classical frequentist statistics. This rapid convergence occurs because BNS chirp mass measurements for coalescing binaries with EM counterparts have statistical errors far smaller than σ. The added statistical uncertainty in the absence of NS counterparts only modestly increases the number of measurements needed for reliable assessment. Of course, the BNS mass distribution need not be purely Gaussian. However, if the mass distribution is (for example) a mixture of distinguishable Gaussians, then similar arguments apply to each component.
The above analysis likewise need not assume all NS are drawn independently from the same distribution. Indeed, the paired masses of binary neutron stars could be strongly correlated through the astrophysical channels which form them. But barring astrophysical coincidences, generic distributions p(m 1 , m 2 ) will also be constrained by high-precision one-dimensional chirp mass measurements, assuming p(m 1 , m 2 ) must be smooth in m 1 , m 2 (and not M c , q). Above and beyond chirp mass constraints, GW observations also provide direct insight into each individual q, albeit weakly. For context, for our fiducial unimodal Gaussian mass distribution, the inferred mass ratio distribution is approximately a oneside normal distribution with mean q = 1 and width 0.1-a scale roughly 2/3 of the measurement errors on q expected from typical PE on our events. Therefore qualitatively speaking and pessimistically assuming we must rely only on mass ratio measurements and not chirp mass, the mean and variance of a presumed Gaussian mass ratio distribution will converge as roughly 2.26 × (0.1/ √ n)modestly more slowly than chirp mass measurements alone will constrain the width.
One way or another-via chirp mass constraints or direct constraints on the mass ratio distribution from stacked individual events-our inferences about the population's mass ratio distribution should significantly decrease the expected uncertainty in q for future observations. As a concrete example, Figure 5 shows the result of interpreting a significant-amplitude 11th event after first observing 10 NS mergers from our synthetic population. The inferred mass ratio constraints are substantially tighter. We also show the joint posterior distribution in masses, spin, and tides for this new event. Using population-informed priors for the mass ratio distribution, we draw tighter conclusions about the new events' potential tidal deformability. Our choice of NS mass distribution model can significantly impact our inferences. As an example, Figure  3 shows the results of inference using a unimodal NS mass distribution. As shown in Figure 6 , at small n this poorly-fitting model would suggest the maximum mass is significantly constrained by the absence of high-mass observations, as a single very wide Gaussian would be required to match the mean and dispersion of our twocomponent model. Our choice of mass model has a substantial impact on the inferred equation of state. We emphasize that the mass and spin distribution is observationally constrained by the many low-amplitude observations for which tides are largely inaccessible; therefore, it's important to use all observations to produce an unbiased estimate of the EOS.
Do we need to simultaneously constrain the nuclear EOS and the NS mass distribution, ignoring spin? For our scenario, chirp mass measurements alone dominate our ability to recover the mass distribution. We therefore do not expect joint inference to significantly alter the small-n results: we could alternatively first estimate the NS mass distribution, and then reconstruct the inferred nuclear EOSwith care to not double-count the candidate event's likelihood.
C. Recovering the spin distribution
Our synthetic population has zero NS spin for one component, and observationally accessible NS spin for the more massive component. As illustrated by Figure 7 , we can therefore recover the joint mass and spin distribution of each component with very few observations. As with the mass distribution, we have intentionally adopted a model -both NS in a binary drawn from the same mass and spin distribution -which is more easily constrained by GW observations, to highlight the impact of joint mass-spin distribution constraints on the EOS.
IV. DISCUSSION
In this work, using a concrete but extreme synthetic example, we demonstrated that the whole merging NS population provides vital insight into constraining the NS EOS. The faint events tell us the NS mass (and spin) distribution. Using that information, we better interpret the loud events' masses, drawing sharper conclusions on the NS EOS. We furthermore demonstrated that the EOS must be simultaneously inferred along with the NS mass and spin distribution, to avoid introducing bias. In this section, we highlight areas in which our synthetic example might not be representative, while presenting how the lessons learned from it should translate to more realistic future observing scenarios.
First and foremost, we emphasize we have made one key extreme assumption to allow us to highlight the contribution from constraints on the NS maximum mass:
we assume the second component is comprised of massive NS's which are rapidly spinning. In some formation scenarios for high-mass NS, the massive NS accretes substantial matter (and spin) through CE accretion [66] [67] [68] . We would therefore more likely expect massive, rapidlyrotating NS to be paired with low-mass companions. Instead, our straw man model produces binaries with wellmeasured chirp masses near the maximum value allowed by our EOS, enabling sharper constraints than would be expected from scenarios with mixed NS binaries.
Our EOS models lack phase transitions and thus imply strong correlations between the maximum mass m max and tidal deformability.These two measurements therefore provide two avenues to constrain the nuclear equation of state. If we adopted a more flexible model for the nuclear equation of state, our implicit use of two observables (maximum mass and tides) would not necessarily enable relatively tighter constraints on the EOS than the use of each observable independently.
Similarly but on a longer timescale, GW measurements will gradually pin down the BNS spin distribution, as observations accumulate enough in number to probe at and significantly below the measurement error of the loudest expected signals. After the first few measurements, the mass ratio distribution could be very strongly constrained, confidently disfavor highly asymmetric binaries, and therefore substantially decrease statistical uncertainty in spin. At that level, the statistical uncertainty in spin will be of order 0.01, which could be produced by astrophysical formation channels. A population of NS spins consistent with zero is plausible, easily tested, and simplifies the discussion we continue below. However, because of the correlation of spin and tides, if spins are nonzero, the distribution in EOS and spin must be carried out together.
This information from the low-significance population helps inform the interpretation of the roughly one in ten BNS mergers with amplitude ρ > 20 which provide the most information individually about the EOS. The mass ratio, spin, and chirp mass are all correlated with the inferred tidal deformabilityΛ. Because we can better constrain each individual measurement, we draw more information about tides with each observation when we use joint inference. The degree of advantage depends on the astrophysical NS mass and spin distribution and the EOS; as we've shown, a distribution extending close to the maximum mass can be very informative.
V. CONCLUSIONS
As demonstrated by the direct detection of gravitational waves (GWs) from neutron stars and black holes [14, 69] , the universe naturally provides a highlyrelativistic "cosmic collider" for pairs of compact objects-black holes (BHs) or neutron stars (NS). For each collision, current and future GW observations can identify the nature of the coalescing binaries, the dynamics of the collision, and the nature of the post-merger remnant [70], providing direct insight into the physics of each merger. Moreover, the population of observations will enable direct measurements of the population of merging binaries themselves-their joint mass, spin, redshift, and eccentricity distribution. In this work, we demonstrate one use of this cosmic collider: joint inference about the phenomenological astrophysical distribution of merging NS properties (mass and spin) simultaneously with the nuclear equation of state. Analyzing a fixed ensemble of synthetic data, we show that joint inference of the NS mass, spin, and tides with all NS observations are required to reliably infer the EOS. We in particular demonstrate that even low-amplitude NS observations contribute significantly to constraining the NS, albeit indirectly, by providing strong constraints on the NS mass and spin distribution. By contrast, previous work has argued that all information about the NS EOS is carried in the most massive observations. We demonstrate significant biases could occur if the mass distribution is inappropriately modeled. And we reviewed how NS observations will rapidly constrain the NS mass and spin distribution. Our concordance approach can be immediately generalized to incorporate other observational constraints, extending other similar work which assumes the NS mass and spin distribution is known (e.g., [47] ). The PopModels code is publicly available [71] , as are all information used to reproduce the examples in this work.
In this proof-of-concept work, we adopted several strong assumptions about the NS population, to enhance the impact that joint inference has on the inferred EOS. Notably, we assumed the NS mass distribution extended to the maximum mass supported by the equation of state. Also, motivated by galactic observations, we also did not introduce an extended population of asymmetric NS binaries. A more comprehensive analysis of real observations should relax both assumptions.
In this paper, we only illustrated a few scenarios for future GW observations, assuming a relatively simple population of unambiguous binary neutron stars. While we do not address a closely related question-distinguishing between populations of BH-NS and NS-NS (and BH-BH) of similar mass-our concordance framework provides a natural framework within which to address this question. It will immediately allow for multiple populations, incorporate populations with exactly zero tides, and directly employ the correct likelihood normalization (i.e., evidence) into all calculations. We will more carefully investigate the question of multiple compact binary populations with similar mass in future work.
As observations accumulate, our ability to identify the nuclear EOS can be increasingly impacted by systematic biases in our understanding of GR [10, 13, [72] [73] [74] , barring steadily-increasing model accuracy as in [75] [76] [77] [78] [79] [80] [81] . Our inferences about the EOS can also be influenced by biases or inflexibility in our EOS parameterization; see, e.g., [82] . Using RIFT or other efficient parameter inference engines to draw conclusions about individual events using FIG. 8. Mass distribution impact on EOS upper mass limit: Posterior distributions for the upper mass limit, estimated with 5 random realizations each of 1, 5, and 10 BNS observations. True values for injected EOS shown as vertical bars. Separate re-runs were done with both the accurate bimodal (BM) mass distribution and the biased unimodal (UM) mass distribution. Bimodal model slowly converges to tighter constraints around the correct value, whereas the unimodal model rapidly converges to a biased value, emphasizing the need for careful mass distribution modeling. different waveform models with different systematics, one can directly assess the impact of these systematic errors on the inferred population and EOS.
Though electromagnetic observations of galactic pulsars and binary mergers provide a complementary avenue to constrain the nuclear equation of state, the tightest constraints in the future will exploit all messengers. Some investigations have already jointly constrained the EOS by combining galactic X-ray binary observations with GW170817 tidal constraints [44, 45] . Another promising approach attempted with GW170817 proposes to identify the nature of the postmerger object from the presence (or absence) of electromagnetic emission [19, 20, 83] . Largescale statistics on even qualitative features of remnants can inform the EOS [84] , though the efficiency and utility of such qualitative stacking depends strongly on followup EM surveys, on systematic biases or substantial theoretical uncertainties associated with the interpretation of individual EM measurements (e.g. [85] ), and on theo-retical modeling uncertainty associated with the transitions between the different proposed postmerger scenarios. Conversely, as the amount and nature of the ejected material depends strongly and delicately on the merger's binary parameters (e.g., mass ratio and spin), the same population-modeling techniques described in this work will also need to be applied to interpret electromagnetic observations too (e.g. [85, 86] ). We defer discussion of any multimessenger constraints to future work.
While we defer exporations of other applications to future work, the method described here will quickly translate to other applications which exploit the simultaneous interpretation of multiple coalescing NS. For example, gravitational wave measurements of coalescing compact binaries can also be used as standard candles, to help inform the cosmic distance ladder [87] [88] [89] [90] [91] . As GW measurements alone constrain the luminosity distance d L and redshifted mases m i,z = m i (1 + z), cosmological constraints require a third constraint: some indepen-dent constraint (e.g., a host galaxy or preferred length scale), providing access to either m i or z and therefore enabling cosmological constraints. Even without observational counterparts, binary neutron stars may have distinctive mass [92] and tidal features whose observation could potentially enable better cosmological constraints (e.g., [93, 94] ).
The strategy in this work relies on accurate likelihood estimates n (x), provided through RIFT and libraries used therein. Conventional machine learning techniques can provide very accurate universal function approximations with feedforward neural networks; see, e.g., [95, 96] . Discussion of alternative interpolation techniques will be presented in a forthcoming publication.
Given the substantial astrophysical and modeling uncertainties involved, we have employed a phenomenological approach. We recognize that strong prior assumptions about the NS population or equation of state could provide stronger and more rapid (conditional) constraints, and we defer to substantial prior work in this area for a discussion of the relevant techniques and pitfalls [97] [98] [99] .
In the text, we provide a concrete illustration of how well we can measure the nuclear equation of state given several coalescing binary neutron star measurements, using all available information and employing phenomenological models for the NS population and the EOS. We find that the added information from low-significance events better constrains the mass and spin distribution; when applying this insight to the loudest signals, these low-significance events thereby help indirectly further constrain the nuclear equation of state.
In this appendix, to facilitate projections to future instruments and other observational scenarions, we provide a more qualitative outline of this argument using Fisher matrix methods. While we frame our discusion using the terminology of nuclear equation of state measurements, our discussion is not specific to that case.
In the local universe, the amplitude distribution for confidently-identified sources will be nearly Euclidean, with the fraction of sources with network amplitudes greater than ρ determined by P (> ρ) = (ρ min /ρ) 3 , where ρ min is some minimum identifiable amplitude. Only a subset of parameters will be accessible for signals near the detection threshold. For sufficiently loud signals ρ > ρ cut , however, additional features of the coalescing binary will be apparent-for the purposes of this discusison, the effective binary tidal deformabilityΛ. In this discussion we will adopt ρ min = 10 and ρ cut = 20. With these assumptions, out of N sources, on average only N/8 will provide information about tides and therefore provide enough information in isolation to produce any constraint on the nuclear equation of state. Another important quantity is ρ 2 = dρρ 2 dP/dρ = 3ρ 2 min , so for a sum over N sources, the average value of k ρ 2 k is approximately 3N ρ 2 min . The non-marginalized likelihood in the full N d+1+Ddimensional space of all binary parameters and all population hyperparameters is the integrand appearing in Eq.
(1): ln L = −µ + N ln R + n ln n (x n ) + ln p(x n |X), where x n are d-dimensional variables characterizing each event. More broadly, the likelihood ln L can be expanded in a Taylor series in y = (x 1 . . . x n , R, X) around its maximum:
Constraints on the EOS follow by marginalizing this likelihood over all parameters except the subset of X that corresponds to the EOS. When carrying out this calculation, we want to qualitatively assess how much we learn about the EOS by exploiting better constraints on the mass distribution, particularly as provided by the weak sources which don't independently inform the EOS.
To provide qualitative insight into this marginalization, we first break up the components in Taylor series themselves. We assume that in suitable coordinates, the individual likelihoods n are nearly Gaussian for variables which are well constrained, and nearly constant for poorly-constrained variables; in the context of this discussion, the variables M c , η, χ eff are assumed to be well-constrained always, withΛ constrained for strong sources: that is,
where ρ n is the amplitude of the n'th source. Moreover, to simplify our argument, we will assumeγ ab is independent of binary parameters, and exists in one of two classes: the "strong" sources (S) which constrain the added tidal parameters of interest, and the "weak" sources (W), for which these parameters remain unconstrained.
We first consider a simplified scenario where the model hyperparameter X we seek to constrain is in fact one of our observables x for the individual NS observations-in our scenario, for example, all NS could have a common radius R ns and are drawn from a common Gaussian mass distribution with unknown meanm, but our ability to measure that radius could be correlated with other binary parameters like the NS mass. After integrating out the deterministic relationship between x n and X, and omitting the event rate R and sensitivity µ as superfluous, we end up with an expression
where x = (m, R ns ) now characterizes the parameters held in common and x * ,k characterize the specific choices which maximize the likelihood for each individual event.
The signal amplitude ρ k and signal parameters x * ,k are uncorrelated. Therefore, in this expression, we naturally find two types of terms appearing naturally:
and thus the likelihood can be approximated up to an overall constant as
Within the context of this subsection,γ W ab has only one nonzero term, for the mass component, whileγ S ab has all three components nonzero. The second term reflects how a few strong signals provide information about the hard-to-measure parameters like R ns . The first term reflects how many weak measurements provide information about the NS mass distribution in general and the mean NS massn in particular, but not hard-to-constrain parameters like R ns . However, by providing additional information about the NS mass, they can help support constrain the remaining hyperparameters. In this concrete scenario, the parametersm, R ns have a statistical covariance (squared measurement error) of
If significant correlations exist between R andm, then the measurement accuracy forR when we simultaneously constrain R,m can be noticably smaller. Additional correlations provide additional opportunities for improvement.
Appendix B: Improved EOS coordinate system with PCA
The pressure-based spectral parameterization for neutron star equation of state has an issue in that its parameters γ 0 , . . . , γ n are only physical in a small subspace, which is not aligned with the coordinate axes.
Since we want to reject any point with large max p Γ, our priors are not well-suited to our choice of basis functions. For example, using a Legendre polynomial basis Γ(x) = k P k (x)γ k insures a bound on γ is related to a bound on Γ. Still, any method which draws random γ i samples is going to have to deal with the tight correlations. To deal with this issue, we consider the general problem of an n dimensional volume V enclosed in a hypercube C , where C is known analytically, but V is only known by a procedure which can determine if a point P is contained in V . Our goal is to find the minimal hypercube C which encloses V . In our specific EOS example, C is the 4 dimensional hypercube of spectral EOS parameters-bounded by γ 0 ∈ [+0.20, +2.00], γ 1 ∈ [−1.60, +1.70], γ 2 ∈ [−0.60, +0.60], γ 3 ∈ [−0.02, +0.02]. V is the subset of C which define equations of state permitted by physics. From a Monte Carlo study, we find that V comprises 0.005% the volume of C , and thus any procedure which draws random samples uniformly in C will have one in 20000 be physical.
To find C , we start by drawing samples from C until we have found N within V (here N = 500). Let's call a sample in the basis aligned with C "r." Now we rescale all of these samples by subtracting the sample mean vector µ r , and dividing component-wise by the sample standard deviation vector σ r r = (r − µ r )/σ r .
(B1)
We can then feed these standardizedr samples into a principal component analysis (PCA) routine (in this case provided by scikit-learn's sklearn.decomposition.PCA class [100] ). This method finds a rotated coordinate system, r , in which the first dimension captures the majority of the data's variance, and each subsequent orthogonal dimension captures the majority of the remaining variance. The transformation fromr to r is encompassed in a matrix operator S, in which each row contains the components of the r bases in ther coordinate system, such that r = Sr.
(B2)
In this r coordinate system, we compute the minimum and maximum values of each sample in each dimension, which combined make the boundaries of our more efficient hypercube, C . In the case of our EOS parameters, sampling uniformly within C provides us with an efficiency of 19%, 3.6 orders of magnitude better. However, due to the limited sample size used to find C , it is possible that a small portion of V is outside of C . To reduce the odds of this, C can be enlarged to include some buffer space. We employ a simple strategy here, by extending the hypercube by an additional 10% in each direction. This can be adjusted according to one's tolerance needs. In this extended C , our efficiency is 9%, which corresponds still to a 3.2 order of magnitude improvement. See Fig. 9 for the fit used, Table III for the components of the transformations, and 
