Abstract-A relatively new model of error correction is the limited magnitude error model. That is, it is assumed that the absolute difference between the sent and received symbols is bounded above by a certain value . In this paper, we propose systematic codes for asymmetric limited magnitude channels that are able to correct a single error. We also show how this construction can be slightly modified to design codes that can correct a single symmetric error of limited magnitude. The designed codes achieve higher code rates than single error correcting codes previously given in the literature.
I. INTRODUCTION

I
N the asymmetric error model, a symbol over an alphabet may be modified during transmission into , where (assuming that the dominant error type is the increasing error). For some applications, the error magnitude is not likely to exceed a certain threshold . One such application is the multilevel flash memory [4] . A multilevel flash cell is electrically programmed into one of threshold states and thus can be viewed as storing one symbol from the set . Moreover, errors in this type of memory are typically in one direction (known a priori) and have small magnitudes that may be significantly lower than the size of the alphabet [4] . Therefore, the limited magnitude asymmetric error model is well suited for such an application. Systematic and nonsystematic codes correcting all asymmetric errors with maximum magnitude are given in [6] and [1] respectively. Although these codes are optimal, the code rate is very low since they correct all errors. In practice, only few errors may occur, and thus, it is more efficient to design codes that correct or fewer errors for some . In [4] , the authors proposed systematic codes that can correct up to asymmetric errors of maximum magnitude . In this paper, we propose systematic codes which correct single limited magnitude systematic asymmetric errors, that is, -Asymmetric Error Correcting codes, -AEC codes for short. The proposed codes achieve higher rates than the ones given in [4] for the case where . In the analysis and code design, it is assumed that a wrap-around error is possible, i.e., a transmitted digit can be received as where . We illustrate the main construction by the following examples.
Example 1: Suppose we want to construct a single 1-AEC code over . Consider the following parity check matrix for a code :
Then has length 15 and uses 2 check digits. Let and let be a vector of length 15 with th component equal to 1 and all other components equal to 0, then where is a vector suffering a single asymmetric error of magnitude 1. It is easy to see that the multiplication gives the transpose of the th column of . Since the columns of are all distinct, the error location can be determined and the error is corrected.
In general, when , the columns of the parity check matrix are all combinations of column vectors over (except the all-zero combination). Therefore, the length of the code is . In Section III we will show that this construction is optimal. For higher values of the construction is less straightforward.
Example 2:
Let , , and check digits. We want the column vectors and twice the column vectors of to be all distinct modulo 5. This is because the error vector can either be as in the previous example or (up to in general). We note that 2 is a primitive root modulo 5 since , , , , , and hence, if the leading nonzero elements of the columns of are taken as the alternating powers of 2 (i.e 1 and 4 or 2 and 3) the desired condition will be satisfied. That is is a parity check matrix for a single 2-AEC code.
Later in this paper, we will show that the above construction is also optimal. The essence of the code construction is to find a sequence of numbers that can be used as the leading nonzero term in the columns of the parity check matrix as illustrated in the above examples. These sequences are special cases of 0018-9448/$26.00 © 2011 IEEE modular sequences which will be defined in Section II. Methods to find such sequences are also given in Section II. In Section III, the code construction and the optimality of the code are considered. In Section IV, we show that a similar idea can be used to construct codes correcting single symmetric errors of limited magnitude. Concluding remarks are given in Section V.
II. SEQUENCES AND SETS
A. Definition of Sequences and Sets
For integers , , where , we let For a set of integers, a sequence of length is a sequence of distinct positive integers such that all sums where and , are distinct.
We note that if we permute the elements in a sequence, then we get another sequence. Therefore, it is only the set of elements in the sequence that is important. We call this a set. A modular sequence of length and modulus is a sequence of distinct positive integers such that all sums where and , are distinct. Note that any sequence is a sequence for sufficiently large .
Most known results relate to sequences, also known as " sequences" and "distinct sum sets". sequences are known as "Sidon sequences" and also "distinct difference sets" since if then Therefore, all sums of two elements are distinct if and only if all differences of two elements are distinct. Similar results are also valid modulo . Other names for such distinct difference sets are "difference triangle sets" and "Golomb rulers". Famous modular distinct difference sets are the Singer and the BoseChowla sets. For the extensive literature on such sets refer to [5] pp. 419-437.
sequences have been used to construct binary codes correcting asymmetric errors. The first such construction was given by Varshamov [11] . A very recent example is given by Barg and Mazundar [2] . In general
If is a set of size , we say that is quasi-perfect. In particular, a perfect set is quasi-perfect.
In Theorem 1 below, for each , we give quasi-perfect sets for infinitely many .
Stein et al. [8] - [10] studied sets, which they called packings of semicrosses in . [9] considers perfect sets, and it is mainly shown that perfect sets do not exist in some cases. But also some existence results are given, for example the result which we quote as Theorem 9 below. In our notations, [8] and [10] consider asymptotic expressions when for the smallest such that there exists a of size .
B. A Construction of Quasi-Perfect Sets
For , let and
The first few values of are given in Table I . Using (3) and induction we get the more general result:
for all . In particular, by Theorem 4
For odd it is somewhat more complicated to determine . We first consider sets for primes , where or , then 2 is a quadratic nonresidue, that is, it is not congruent to a square modulo see, e.g., [7 
. The least element in the coset is called the coset leader. For a coset leader , we use the notation for the subset of the coset that we use in the construction. The notation is redundant since is not needed; however, it may be useful to have this information at a glance, in particular, if it is even or odd.
For example, from the construction above, we see that one optimal set is For another example, let be a Mersenne prime. Since , all the cosets have size (which is odd) and the number of cosets is . Hence
A list of and an example of a set of size for all odd are given in Table III . Boldface denotes that the optimal set is perfect, that is, . For primes congruent to 3 or 5 modulo 8 we list the construction in Theorem 6. When the construction in Theorem 2 gives an optimal set, such a set is given in the table. For the remaining values of we give the construction obtained directly from cyclotomic cosets.
A count for the 10000 first odd integers shows that perfect sets exist in 5512 cases. The most common values of are On the other hand, by (5), . Hence, we get equality in (6) in this case.
E. Some Perfect Sets for
We consider analogues of Theorem 6 for , that is, sets that are all th powers modulo for some prime . The conditions on for this to work are best expressed in terms of indexes of a primitive root. Therefore, we first give some terminology and simple results from number theory, for a more complete treatment of this part of number theory, see a textbook on the subject, e.g., [7] . We see that a number is a quadratic residue modulo if and only if is even (this will not depend on which primitive root we use).
The following generalization of Theorem 6 is essentially due to Stein [9] (it is contained in his Theorem 4.11). For completeness, we include the simple proof. We remark that it is easy to show that condition (8) is independent of which primitive root we use.
To show that there exist primes satisfying the conditions of Theorem 9 is nontrivial in general, and is outside the scope of this paper. Stein [9] , using a result by Kummer and Mills, showed that if is a prime, then there exist perfect sets for infinitely many primes .
In Tables V-VII we list, for , 5, and 6, respectively, the first ten primes for which (10) is satisfied.
We remark that Theorem 9 can be generalized by giving a weaker condition than (8) . We just give the theorem, the proof is a straight forward generalization of the proof of Theorem 9 and is omitted.
Theorem 10: Let . Let be a prime such that and let be an integer that divides and is 
G. Another Construction of Sets
In our final construction, we have larger than . We give a general construction where is not much larger than this.
Theorem 11: Let be a prime, and . Then the set is a set for . The construction in Theorem 11 is useful because it is explicit. We note that . Therefore, it is mainly of interest when is small, that is, when and are of the same order of magnitude. 
H. Search for Sets
A greedy algorithm can be used to find sets. The algorithm uses two sets, which always is a set and . Initially, is the empty set and . We consider the elements in order. Let If , then we include in and include in . The algorithm can be extended to a complete search algorithm by introducing backtracking.
Optimal sets found by complete search are given in Table VIII. The set is perfect for and quasi-perfect for , and the set is perfect for and quasiperfect for . These are left out of the table. Those which have quasi-perfect or perfect sets are written in boldface. We note that for , we get quasi-perfect sets from Theorem 1. In Table VIII, this is the case for , 21, 33, 39. For and we get perfect sets from Theorem 9. In addition, we have a perfect set for and quasi-perfect sets for and . Optimal sets found by complete search are given in Table IX . We note that for , we get quasi-perfect sets from Theorem 1. In Table IX , this is the case for and .
III. CODE CONSTRUCTION
Let be a set. Let be the parity check matrix whose columns are all possible vectors in whose first nonzero element belongs to . Let be the null space of . . By the properties of , both (the error magnitude) and can be identified. Furthermore, since , has a multiplicative inverse modulo , say . Hence, the error location can also be determined by computing .
Note that if is a prime and , then , and Theorem 12 can be applid. Also, for , for all odd , and so all the sets in Table III can be used to construct single 2-AEC codes. gives perfect single 2-AEC codes for all primes congruent to 3 or 5 modulo 8. More general, the construction based on cyclotomic cosets will be perfect if . For , Theorem 9 gives perfect single -AEC codes for some primes . Examples for are given in Tables IV-VII . Corresponding tables can easily be found for larger . Now, we compare our codes with the ones given in [4] . For , the code constructed from is perfect. On the other hand, the construction given in [4] is not optimal in general. For example, starting with a (7, 4) Hamming code, the given construction over has length at most 6 when 2 check digits are used whereas the optimal length is . For , according to Theorem 13, we have that
In [4] , for , the code given has length where Therefore, if (11) then we have , and thus, using the same number of check digits, our construction can be used to encode more information digits than the construction given in [4] . If there exists a perfect set, then and (11) is satisfied for all . For , by (7) For we also have . Hence, our construction is better for all and .
For and and , we gave optimal sets in Tables VIII and IX. Our codes constructed from these sets are better than the codes obtained by the construction given in [4] , for all .
For the sequence generated in Theorem 11, where is prime, , and is prime (if is not prime then choose the next integer such that is prime and consider , and thus, . The following example illustrates the code construction using the general modular sequence given in Theorem 11.
Example 3: Suppose and . Thus
Using Theorem 11 we get the sequence . For , the matrix is shown in Fig. 1 . This code has length , with 2 check digits capable of correcting single limited magnitude errors. The set which consists of the double of the elements in is . Suppose the syndrome is . Since the first nonzero element in is , the error magnitude is . Now and which is the 8th column of , and thus, subtracting 2 from the 8th digit of the received word, the correct word can be obtained.
IV. SYMMETRIC LIMITED MAGNITUDE ERROR CORRECTION
In this section, we give codes correcting a single symmetric error of maximum magnitude ( -SEC). In this error model, a symbol can be changed into where . For , single 1-SEC codes are equivalent to single symmetric error correcting codes in the Lee metric and for these optimal codes are known [3] : Let be the parity check matrix whose columns are all vectors in whose first nonzero elements are in (for odd ). Then the corresponding code can correct any symmetric error of limited magnitude 1. Moreover, in the general symmetric case where , Hamming codes can be used to correct a single error. However, when , using a sequence, we can apply the same construction given in the previous section in order to design single -SEC codes achieving higher rate than the Hamming code. We want a set and a modulus such that all for are distinct. , where . Therefore, in the above construction we assume that is prime (otherwise, take such that is prime). Again, using modular sequences we can construct single -SEC codes. Let be the parity check matrix whose columns are all possible vectors over with the first nonzero element in and let be the null space of . Then it can be proved that this code is indeed a single -SEC code. The proof is similar to that of Theorem 12 above. We illustrate this idea with the following example. . Since the first nonzero element of is , the error magnitude is . We then find the inverse of modulo . Since , we have an error of magnitude in the position corresponding to column (11, 2) in H.
V. CONCLUSION
Errors in multilevel flash memories are asymmetric in nature. Moreover, cell values are most likely to change, in case of error, to neighboring values. Thus, the most suitable error model for this application is one where symbols can only change in one direction with a limited error magnitude. We have proposed error correcting codes that can correct a single asymmetric error of maximum magnitude . We also showed how the code construction can be slightly modified to design codes correcting symmetric errors of limited magnitude. Both codes are Hamming-like codes that depend on special sequences which we defined as the sequences. Not only can those sequences be used in the construction of single -AEC and -SEC codes, but they can also be used to construct codes correcting higher number of errors. This will be further explored in future work.
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