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In this thesis, I consider the approach to equilibrium of quenched systems 
with continuous symmetry, whose relaxational dynamics is dominated by topo-
logical defects. The general aspects of the problem and relevant theoretical, 
numerical and experimental results from the literature are discussed in chapter 
1. In chapters 2 and 3, I report the results of two and three dimensional simula-
tions of a simple model with non-conserved order parameter and the symmetry 
of a planar ferromagnet. A transient behavior is observed at early times in two 
dimensions, indicating that the vortex annihilation dynamics significantly affects 
the initial ordering process in the system. Finite-size scaling of the scattering 
function is demonstrated and it is shown that dynamical scaling is satisfied not 
only by the correlation functions of the order parameter but also by the correla-
tion functions of the defects (point-vortices in two dimensions and vortex-strings 
in three dimensions). In the three dimensional case, the effect of a bias in the 
initial conditions is considered. The introduction of a bias (or external field) 
leads to exponential relaxation and the break-down of dynamical scaling. An 
experiment is suggested, which could reproduce the conditions of the simulation 
in bulk samples of quenched nematic liquid crystals. Possible relevance to super-
fluids systems is also discussed. In chapter 4, I consider a system with conserved 
order parameter, which is proposed as a model of crystal surface relaxation. The 
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observed value for the growth of order in the system is in agreement with are-
cent theoretical prediction. Multiscaling behavior for the scattering function is 
investigated, with negative results. A comparison of the correlation functions 
in the conserved and non-conserved case indicates that, while the conservation 
constraint does not influence the structure of the vortex defects, it significantly 
affects their dynamics. In chapter 5, I discuss a model of the superconducting 
transition. A linear stability analysis of the normal-superconductor interface for 
type I superconductors is presented. The presence of an instability analogous 
to that responsible for dendritic patterns in solidification is pointed out. Nu-
merical simulations of the phase propagation in type I superconductors confirm 
the indications of the linear stability analysis. A simple mean-field picture of 
the transition kinetics of type II superconductors suggests the existence of two 
dynamical regimes, characterized by a power-law and a logarithmic growth of 
ordered (superconducting) domains in the. system. These two regimes can be 
understood in terms of the spatial dependence of the vortex-string interaction. 
Numerical simulations of type II superconductors in the spinodal regime bear 
out this prediction, confirming that the quenched dynamics of this system is well 
described by the effective interaction among the defects. 
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1. The Approach to Equilibrium 
1.1. INTRODUCTION 
This thesis is concerned with a numerical study of the dynamics of equilib-
rium phase transitions! Phase transitions can be usefully characterized in terms 
of an order parameter. This is a function of the thermodynamic state of a physi-
cal system that allows us to distinguish the different regions (phases) of the phase 
diagram in terms of their relative degree of order. Usually a phase transition is 
associated with a change in the order parameter, and we distinguish between 
first order transitions, where the order parameter changes discontinuously at the 
transition point, and second order transitions, where the change occurs continu-
ously. 
In my simulations, I start in general from an homogeneous initial state, corre-
sponding to a spatially uniform order parameter (usually set to zero) and monitor 
the equilibration dynamics of the system following the change of a thermody-
namic control parameter (temperature, external field, etc.). I assume that the 
change occurs on a much faster time scale then any typical relaxation time of 
the system as a whole, so that, after the quench (as this process is customarily 
referred to), the system is far from equilibrium. 
The evolution of the system following a quench cannot be properly described 
by any linear theory, except perhaps at its very early stages. Subsequently, as 
the order parameter reaches local equilibrium, large scale (far-from-equilibrium) 
patterns develop in the system. This is the time range of direct interest to us, 
and this thesis is almost entirely devoted to the investigation of the emerging 
dynamical properties of representative syst.ems in this intermediate regime. The 
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final equilibrium state is usually well understood and, as such, will not be of 
immediate interest to the present investigation. The results of this thesis are 
expected to be applic~ble to a variety of systems with a vector (two-component) 
order parameter, including the quench of a planar magnet, superfluids, the kinet-
ics of the superconducting transition, and the kinetics of surface reconstruction 
in crystals. 
The relevant phase transitions in our study are first order transitions (the 
order parameter changes by a finite amount following the quench) associated 
with a critical point where the phase transition becomes second order. Examples 
of such t.ransitions are multifarious: liquid-gas transition, ordering and phase-
separation transitions in alloys, ferromagnetic transitions in magnets and normal-
superfluid transitions. An ordinary liquid-solid transition, on the other hand, is 
an example of a first order transition with no associated critical point . The 
dynamics of such transitions is beyond the scope of this work. 
Considering the nature of the final state, we can also distinguish between 
equilibrium and nonequilibrium phase transitions~ As mentioned above, I will 
only consider equilibrium phase transitions, where the final state represents an 
equilibrium state of the · system, rather than, for example, a non-equilibrium 
steady state. In our case, the intermediate state of the equilibration process is 
described by nonlinear (nonequilibrium) evolution equations and exhibits com-
plex pattern-formation phenomena. However, I will always assume the existence 
of a free energy functional (of the Ginzburg-Landau type) as an essential part of 
the dynamical description of the system under consideration, while such a func-
tional cannot always be constructed when dealing with non-equilibrium phase 
t •t• 3 rans1 wns. 
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It is essential to recognize that, in the study of dynamical properties, the 
important quantity to consider is not the equilibrium free energy of the system 
but instead its coarse-grained counterpart. Coarse-graining can be thought of 
as a form of constrained statistical averaging, which corresponds to integrating 
over short-length-scale and high-frequency degrees of freedom, leaving us with 
a "coarse" (in space and time) representation of the "instantaneous" state of 
system. The equilibrium free energy, on the other hand, corresponds to the sit-
uation where the contributions from all length-scales and frequencies have been 
integrated over, so that any temporal. and spatial dependence has being elimi-
nated. Our choice of free-energy stems from the distinctive properties of these 
two functionals. The equilibrium free energy of a binary alloy, for example, re-
duces to a convex function of the average concentration c (the order parameter) of 
the system. The coarse-grained free energy is a functional Fc9 {c(r)} of the order 
parameter profile in space c( r) and exhibits ·a concave region for the metastable 
and unstable (homogeneous) states of the system, so that the chemical poten-
tial (JLcg = BFB~(c)) shows nonmonotonic behavior (van der Waals loop) for those 
same states. Less importantly for us, the value of the equilibrium free energy is 
always lower than its coarse-grained (or mean-field) value. The Ginzburg-Landau 
free energy (an example of a coarse-grained free energy functional used exten-
sively in this study) does not generally represent, therefore, the free energy of an 
equilibrium state. 
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1.2. INSTABILITY AND METASTABILITY. 
With regard to the basic mechanism of the transition, classical (mean-field) 
theory suggests a sharp distinction between a nucleation and a spinodal regime, 
corresponding to the metastable and unstable region, respectively, of the phase 
diagram (see Fig. (1.1 ). In the nucleation regime, the uniform state of the system 
exhibits instability against finite-amplitude (larger than a critical value) localized 
(droplet-like) fluctuations, while, in the spinodal regime, the system is unstable 
against infinitesimal nonlocalized (long-wavelength) fluctuations. Metastability 
can therefore be associated with the presence of an activation barrier that must 
be overcome (by thermal fluctuations) in order for the transition to take place, · 
while the spinodal regime is associated with the disappearance of this barrier. 
At the spinodal line, which separates the metastable and unstable regions of the 
phase diagram, the following behavior is predicted (in mean-field theory): 
1. As the concentration approaches the spinodal line from the unstable region, 
the inverse of the critical wave vector k;-1 -+ oo, where kc is defined as the 
wave vector that limits from above the region of linear instability: 0 ~ k < 
kc. 
2. Approaching the spinodal from the metastable region, the critical droplet 
radius diverges. More precisely, the region of compositional change (in-
terface) tends to infinity: the "droplet" looks more and more like a long-
wavelength fluctuation. 
The distinction between metastable and unstable regions of the phase dia-
gram goes back to the classic work of Gibbs, at the start of the century~ but the 
present understanding 5 '6 is that the spinodal line is not as sharply defined as 
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Phase diagram, nucleation and spinodal decomposition in mean-fi~ld theory 
(as it applies, e.g., to a Vander Walls fluid). Adapted from Ref. 2. 
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suggested by mean-field theory calculations and a more gradual transition be-
tween nucleation and spinodal regimes is expected. Different theoretical ap-
proaches seem to indicate that thermal fluctuations blur the spinodal line: 
1. In the field-theoretic approach; the renormalization of the "coarse-grained" 
free energy functional indicates that the location of the spinodal curve 
depends on the coarse-graining size considered. 
2. In the cluster dynamics approach: spinodal decomposition is seen as a 
generalized nucleation phenomenon: 
· (a) The activation energy never becomes zero at the spinodal curve and 
inside the unstable region, but rather remains of order .kBT. 
(b) In the same region, the critical radius (rc) remains finite and rc "' e, 
the correlation length. 
1.3. UNIVERSALITY CLASSES IN CRITICAL AND QUENCHED DYNAMICS. 
The investigation of universal properties in the dynamics of quenched sys-
tems has followed closely the heuristic principle of a correspondence with the 
universality classes of critical dynamics. In this context, the fundamental ques-
tions to be answered are the specification of the defining characteristics of each 
class and the determination of the corresponding universal properties. I will con-
centrate here on the first question, with a brief review of the universality classes 
(models) of critical dynamics~ This will offer a critical perspective on the limits 
of applicability of the results presented in this thesis to real physical systems. 
One of the theoretical motivations for the work presented in this thesis is, on the 
other hand, to examine to what degree the methodology of equilibrium critical 
dynamics applies to the approach to equilibrium. There are indications in our 
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results that this correspondence may be more limited than has previously been 
assumed. 
We start from the consideration of the simplest model for (equilibrium) criti-
cal phenomena: then-component Ginzburg-Landau model with O(n) symmetry. 
Within this model (which ignores crystalline anisotropies, long-range forces, im-
purity effects, etc.) the distinctive characteristics necessary to classify the static 
universality classes are the number of components n of the order parameter (its 
symmetry) and the dimensionality (D) of the physical system. When we consider 
dynamical phenomena, on the other hand, new features of the system become 
relevant, so that the degree of universality decreases. 
As an example, I will consider the Ising spin ( n = 1) representation of a binary 
alloy on a lattice (xi), which is defined (up to a constant) by the Hamiltonian 
H = ~[EAA +EBB- 2EAB] L CiCj- ~[EAA- EBB] L Ci, (1.1) 
(ij) i 
where z is the number of nearest-neighbor, Ci is a Ising spin variable (equal to 
1, if the site Xi is occupied by a constituent of type A, and equal to -1 if the 
site is occupied by a constituent of type B) and Ea,/3 is the interaction constant 
for nearest-neighbor particles of type a and {3 (a and {3 being A and B). For 
simplicity, let us consider a system defined on a two dimensional (D = 2) square 
lattice with EAA = EBB· Depending on the value of the interaction constant EAB, 
two situations may arise: 
1. If EAB > EAA and there are the same number of A's (nA) and B's (nB), the 
zero temperature ground state of the system is represented by a configu-
ration of alternating A and B atoms, analogous to the ground s~ate of the 
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(classical) Ising antiferromagnet. The local order parameter at any gtven 
temperature (Pnc(T)) is then constructed by ( i) dividing the system into 
two interpenetrating square sublattices, ( ii) computing the local density 
of A and B atoms that fall in the same sublattice which they occupied at 
T = 0 and, (iii) subtracting from this density the density of atoms that 
have switched sublattice. As the temperature is increased the order param-
eter decreases due to entropic randomization of the atoms' positions. At a 
definite temperature Tc, corresponding to an order-disorder transition, the 
order parameter goes to zero (Pnc(Tc) = 0): the two atomic species have 
the same probability of occupying any of the two sublattices . 
. 2. If fAB <fAA, on the other hand, the two components of the system will be 
completely segregated at zero temperature, forming two separate domains. 
In this case, the order parameter (Pc) is simply given by the difference 
between the local densities of A and B ·atoms, so that it will have different 
values (sign) in the two domains. Here again, as the temperature increases, 
the degree of segregation decreases and, at a given temperature Tc (phase-
separation transition), Pc(Tc) = 0 throughout the system: for T > Tc, the 
two species are completely mixed. 
Although the static critical properties do not distinguish between these two 
situations (both of them falls in the universality class of the two dimensional Ising 
model), there is a very important distinction to be made between the two order 
parameters. In the first case, particle conservation (nA and nB do not depend 
on time) does not constrain (locally or globally) · the order parameter Pnc (non-
conserved order parameter), while, in the second case, the integral of the order 
parameter Pc over the system volume ( = nA - nB) is a constant of the motion 
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(conserved order parameter). The conservation· of the order parameter changes 
the dynamical properties of the system, so that the order-disorder transition 
fall in the so-called model A of critical dynamics, while the phase-separation 
transition in alloys is an example of a different universality class, model B. These 
two models are also known as the Time Dependent Ginzburg-Landau (TDGL) 
models. 
It is important -to realize that the equations of motion for the slow dynamical 
variables in the system, such as the order parameter, are necessarily stochastic 
in nature (nonlinear Langevin equations), since they are the result of an aver-
aging process over the fast degrees of freedom (see discussion on coarse-graining_ 
above). As can be explicitly seen in simple model calculations, the noise-noise 
correlation function will depend, in general, on the characteristic relaxation times 
of the averaged (fast) modes: A clear separation of time scales is therefore neces-
sary to justify the usual stochastic modeling, where any correlation in the noise 
is ignored. In equilibrium critical dynamics, the strength of the delta corre-
lated (white) noise, characterizing the stochastic model equations, is fixed by 
the fluctuation-dissipation theorem. This theorem reflects the fact that the same 
fast degrees of freedom that are responsible for the presence of noise in the sys-
tem are also responsible for the relaxation processes affecting its slow modes, 
and guarantees that the probability distribution functional of the system will ap-
proach asymptotically the equilibrium form. In the approach to equilibrium after 
a quench, it is not known what form the noise correlator should take, because 
there is no known analogue of the fluctuation-dissipation theorem for systems 
far from equilibrium. Fortunately, it will turn out that noise is irrelevant for the 
dynamics studied in this thesis (at least in the intermediate (scaling) regime of 
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the system evolution). 
Applying to magnetic systems considerations analogous to the ones intro-
duced for the alloy model, we note that model A is expected to describe the crit-
ical dynamics of the anisotropic Heis·enberg ferromagnet (or antiferromagnet ). 
This is because the anisotropy of the interaction explicitly breaks the rotational 
symmetry of the Hamiltonian, so that there is no conservation of the angular 
momentum. Furthermore, in real magnetic systems, the energy conservation is 
usually destroyed by the spin-lattice coupling: the thermal conductivity of the 
phonon system is often very high compared to that of the spins and the energy 
of the spin system is preferentially transferred to the phonons' "thermal bath" 
rather than being exchanged among the spins. The uniaxial Heisenberg ferro-
magnet, on the other hand, gives an example of a conserved order parameter, 
since its Hamiltonian is invariant under rotations along the easy axis. In this 
case also, we can, in general, ignore energy conservation (model B). Note that 
in the previous examples the order parameter is a scalar: e.g. the magnetization 
(or staggered magnetization, in the case of an antiferromagnet) in the spin-space 
direction with the strongest coupling (in modulus). This is a clear example of the 
importance of symmetry in (static) critical phenomena: any perturbation that 
changes the symmetry of the "microscopic" Hamiltonian is, in the language of 
the renormalization group, a relevant operator and leads to a change of stability 
of the fixed point (a change of universality class). More simply, we can easily see, 
within mean-field theory, that, as we lower the temperature, the spatial average 
of the spin component with the strongest coupling is. the first to become different 
from zero. This leads to the emergence of an order parameter that reflects the 
symmetry of the zero-temperature (classical) ground state of the system and, 
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presumably, of the entire low-temperature phase. A more thorough treatment, 
including the effect of fluctuations, bears out this picture.10 
Other universality classes in critical dynamics are Models C and D, intro-
duced to describe the cases of, respectively, a non-conserved and a conserved 
order -parameter coupled to an auxiliary conserved density (such as the system 
energy in the previous examples, in cases when energy conservation cannot be ig-
nored). The case of a planar magnet (or superfl.uid helium) is somewhat different 
since, in this case, the (two-component) order parameter itself is non conserved 11 
(even in the isolated system), but there is a constant of motion associated with 
the generator of the continuous symmetry group of the order parameter. This can 
be identified with the magnetization component perpendicular to the easy-plane 
of the planar magnet (or with the linear combination of energy and mass that 
appears in the second sound of the superfl.uid phase of helium). The geometric 
nature of the relationship between the constant of motion (conserved quantity) 
and the order parameter is expressed by the non-vanishing Poisson-bracket of the 
two associated densities~ This relation has profound effects on the hydrodynamics 
and. critical dynamics of the system since it introduces a non-dissipative coupling 
between the two densities and leads to the appearance, in the low-temperature 
phase, of a new propagating mode (spinwaves in planar magnets, second so~d 
in superfl.uids). This warrants the introduction of a separate universality class 
(model F). Similar arguments apply to the isotropic (n = 3) Heisenberg an-
tiferromagnet (model G) and ferromagnet (model J). In both cases the total 
magnetization (the analogous of the 'perpendicular' component in the planar 
magnet) is conserved, but while this is also the order parameter of model J, in 
model G the order parameter (staggered magnetization) is not conserved. 
11 
Besides the special case of the superconduding transition, which involves a 
coupling with a gauge field, in this thesis I have only considered models A and 
B with n = 2. The previous considerations, therefore, may raise some questions 
regarding the direct applicability of the results obtained to physical systems such 
as the planar magnet and the superfluid. Nevertheless, models A and B might be 
relevant to a larger class of quenched physical systems than suggested by the cor-
respondence with critical dynamics, for the following reasons: the hydrodynamic 
propagating modes associated with the broken-symmetric phase are crucial to 
the critical dynamics because, at Tc, the long-wavelength limit of their propaga-
tion speed goes to zero and they must be included, therefore, among the slow 
modes of the system!2 Propagating modes whose speed does not vanish at the 
critical point (such as first sound in superfluids) are usually discarded (averaged-
out) since it is expected that they are too fast to significantly contribute to the 
long-wavelength, low-frequency behavior of the system, which is of interest in 
critical dynamics. For the non-equilibrium dynamics of systems quenched below 
their critical point, we assume that the above argument applies and therefore 
ignore all propagating modes, even those, like spin waves in magnets, which play 
a crucial role in the critical region. In addition it should be noted that in real 
systems, perturbations such as dipolar forces and cubic anisotropy can destroy 
the symmetry properties that are at the origin of the "geometric" conservation 
laws. · 
Not all hydrodynamic effects are precluded, however. Another form of non-
dissipative (mode-mode) coupling of the order parameter is associated with the 
translational in variance of the system. This leads to the ( advective) coupling of 
the order parameter with the conjugate momenta (or currents) that represent 
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the generators of translations in the system. Note that this coupling is absent 
in systems (like fluids in porous media) where the translational invariance of 
the system is explicitly broken. This is an important coupling for the critical 
dynamics of simple and binary fluids, where the order parameter is conserved 
and coupled to the hydrodynamic velocity field (model H). The importance of 
advective hydrodynamic coupling on the quenched dynamics of fluids seems also 
well established!3 
Such a coupling, on the othe hand, should not be relevant for magnets, which 
are usually constrained to a (physical) lattice, and it is also ignored in the simplest 
model for the critical dynamics of superfluid Helium (model F), where the order 
parameter is non conserved. The effect of advective coupling on the quenched 
dynamics of non-conserved translationally-invariant systems is a difficult but im-
portant open question, which bears directly on the applicability of our results to 
super:fluids. This question warrants further study and, in section 2. 7, I introduce 
a simple model for quenched superfluid hydrodynamics which might be useful in 
pursuing the computational investigation of this point further. 
In the previous discussion, we have encountered examples of physical systems 
described by non-conserved vector ( n = 2, 3) order parameters and by conserv(!d 
and non-conserved scalar ( n = 1) order parameters. In ch. 4 I will propose a 
possible physical realization for a complex (n = 2) conserved order parameter in 
D=2. 
The following three sections summarize theoretical, numerical and experi-
mental results that are relevant to systems with continuous symmetry .14 
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1.4. THEORETICAL APPROACHES 
Phenomenological Scaling. The basic idea of dynamical scaling is that the 
approach to equilibrium of a quenched system is controlled by only one time-
dependent length scale .\( t) (i.e. the characteristic size of the growing ordered 
domains) in a time range such that e(T) ~ .\(t) ~ L, where e(T), a function of 
temperature, is the characteristic length scale of the thermodynamic fluctuations 
in the system (i.e ·the bulk correlation length) and L is the linear size of the 
system. This is a situation analogous to the one observed in critical phenom-
. ena, where the correlation length becomes the dominant length scale in the limit 
T-+ Tc. In our case .\(t) becomes the dominant length scale in the limit t -+ oo, . 
with the only limitation of finite size-effects when ). rv L. As for equilibrium 
and dynamical critical phenomena, a phenomenological scaling theory was devel-
oped. For example, it is generally accepted that the scattering function S(k, t), 
the Fourier transform of the (equal-time) two-point correlation function C(r, t), 
obeys a scaling relation of the form 
.\(t)D S(k, t) = .P(k.\(t)) (1.2) 
and that, correspondingly, the normalized correlation function C(r, t) satisfies 
C(r,t) = r(rj.\(t)), (1.3) 
with .P( z) and r( X) being the scaling functions. Associated with the scaling 
regime, but conceptually independent (at a phenomenological level), is the ex-
pectation that the asymptotic growth of .\(t) can be characterized by. a kinetic 
exponent ¢, .\(t) rv trfi (logarithmic growth, also observed, would correspond to 
the special case 4> = 0). 
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In a study of the dynamics of alloys and liquid mixtures quenched below their 
critical point, Binder and Stauffer were the first to construct a phenomenological 
theory which included a scaling form for the asymptotic scattering function! 5 
Their model was ba~ed on the clustec dynamics approach ( c.f. above), while 
a more detailed phenomenological scaling theory, which incorporates cluster-
growth ideas within the framework of nonlinear Langevin equations, was de-
velopped by Furukawa!6 Numerical and experimental studies, starting from the 
early Monte-Carlo simulations of Lebowitz and collaborators 17 and the pioneer-
ing experimental work of Rundman and Hilliard on phase separation of a Al-Zn 
alloy;8 offered an important stimulus to the development of the phenomeno-
logical scaling theory. These early studies, however, concentrated on the time-
dependence of the ordering process, and it was only in the early eighties that sys-
tematic attempts of numerical 19 and experimental20 testing of dynamical scaling 
were made. 
Defect Dynamics. A group-theoretic analysis of the symmetries of the Hamilto-
nian (or free energy) and of the order parameter leads to a general classification 
of the possible (that is topologically stable) defects in broken symmetric phases 21 
(the phases of lower symmetry). The reduction of symmetry in the order param-
eter, following the phase transition, is in fact associated with the existence of 
a set of degenerate grou.nd states of the Hamiltonian. The study of the homo-
topic properties of the manifold of degenerate states is the essential ingredient of 
the defects classification~ 1 To understand which defects are actually realized and 
their time-dependent behavior requires a more detailed knowledge of the system 
under study (including initial and boundary conditions). The specific structure 
and dynamics of defects, in fact, are controlled by energetic balance equations, 
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usually expressible in terms of variational principles, and by the equations of 
motion for the slow variables in the system. 
A study of the dynamics of phase transitions from the point of view of defect 
dynamics has been developed by Kawasaki:2 For the scalar non-conserved order 
parameter, this has allowed the evaluation of an explicit form for the dynamical 
scattering function and order parameter correlation function in two and three 
dimensions:3 Toyoki and Honda, using the same approach, have shown that 
scaling is lost in the presence of a bias in the initial conditions:4 They have later 
extended their study to a complex ( n = 2) order parameter in three dimensions:5 
Their results for this case are directly relevant to the numerical investigation 
presented in ch. 3. The computation of the scaling functions ~(z = k>.(t)) 
and r(z = rj>.(t)) for the scattering and the correlation functions of vector 
non-conserved order parameter has very recently been reported by Toyoki:6 For 
n = 2, he finds a logarithmic correction to the Gaussian behavior of r(z) at 
small z and a power-law decay of ~(x) "'x2+D at large x. These analytic results 
appear to agree with the results found numerically in two and three dimensions 
and reported in chapters 2 and 3. There, I also indicate that these limiting 
behaviors can be simply understood in terms of properties of single-vortex field 
configurations. The results in ch. 4 show that analogous limiting behaviors are 
found for a conserved order parameter in two dimensions (but not in D = 1 ), 
a clear indication that the structure of the vortices is not significantly affected 
by the conservation constraint. The vortex-vortex correlation functions, on the 
other hand, appear to be quite sensitive to changes in the dynamics. 
Renormalizatio:n Group (RG) Approach. Dynamical renormalization group ar-
guments have been applied by Bray to the study of the late stage dynamics of 
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spinodal decomposition~7 '28 In this study, the . scaling form for the correlation 
functions is assumed. A separate assumption is the "experimental" fact that the 
temperature (T) is a (non-dangerously) irrelevant variable in the T --+ 0 limit, 
i.e. this limit is non-singular. The result is a relation between the dynamical 
exponent z of the zero-temperature fixed point of the model and the kinetic ex-
ponent ¢( = 1 I z) of the domain-growth process. It should be noted that the 
correl~tion function cannot be obtained with this method, because the calcula-
tion would require an explicit form of the Langevin equation after integration 
over a "hard-mode shell" in momentum space. This basic step in the RG process 
is side-stepped, using the standard argument, based on diagrammatic perturba-
tion theory and valid in model B of critical dynamics, that no new singularity 
will appear in the kinetic coefficient ~s a consequence of the shell integration. 
This leads to a "prediction" of <P = 113 for the conserved order parameter in the 
scalar case ( n = 1) and <P = 1 I 4 for conserved vector ( n > 1) order parameters. 
Bray's arguments have been criticized by Goldenfeld and Oono~9 They point 
out the basic unity of the physical picture for the conserved and non-conserved 
quenched dynamics of a scalar order parameter. This unity seems to be lost 
in Bray's approach. In order to reconcile his method with the accepted result 
(¢ = 112) for the non-conserved dynamics of a scalar order parameter one would 
need to assume a renormalization of the kinetic coefficient with a scaling exponent 
equal to 1. This would be a surprising result, since integer exp<:>nents are atypical 
in critical dynamics. In the case of a vector order parameter, the result ¢ = 112 
for the two-dimensional (D = 2) complex (n = 2) order parameter, which I 
present in chapter 2, and analogous results obtained by Bray and collaborators for 
n > 2 in one and two dimensions, seem to imply that there is no renormalization 
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of the kinetic coefficient for n > 1. This differente between the scalar and vector 
cases has no correspondence in the renormalization group properties of model A of 
critical dynamics, where the kinetic coefficients are renormalized for all positive 
values of n. As a preliminary conclusion, it seems that the symmetry of the 
order par·ameter and, in particular, the presence of defects in the system (typical 
of many models (n ~ D) of physical interest), plays a role that is not fully 
recognized by the RG approach in its present form. 
1/n expansion. Then ---+ oo limit of the Ginzburg-Landau O(n) vector model 
is equivalent to the spherical model, an exactly soluble statistiCal model intro-
. . 
duced by Berlin and Kac almost forty years ago~0 During the seventies, this 
model, and the systematic 1/n expansion that can be constructed around it, re-
ceived considerable attention in the context of equilibrium critical phenomena~ 
The critical dynamics of the spheri.cal model was also considered at that time~1 
During the last decade considerable attention has ben devoted to the study of 
the quenched dynamics of the 0( oo) (spherical) model. Mazenko and Zannetti 
studied both conserved and non-conserved dynamics for the spherical model and 
found a dynamical scaling form for the correlation function of the order param-
eter together with a noise-dependent non-universal correction. They reported 
an exponent ¢ = 1/2 in the non-conserved case and ¢ = 1/4 in the conserved 
case~2 de Pasquale and Tartaglia also considered the non-conserved case~3 They 
obtained the same (Gaussian) form for the universal function but a different 
noise-dependent term. The non-conserved version of this model has also being 
used as a testing ground to investigate finite-size 34 and randomness 35 effects in 
systems with continuous symmetry. 
More recently, Coniglio and Zannetti have reconsidered the quenched dy-
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narmcs of the spherical model and, while their results for the non-conserved 
case agree with previous findings, they point out the existence of two competing 
length scales in the conserved case associated, respectively, with the peak posi-
tion (km ""'r 114 ) and with the peak width (kcr :.V (t/ log(t))-114 ) of the scattering 
function~6 This violates ordinary dynamical scaling although the numerical cor-
rections might not be easy to ascertain in the usual rescaling plot. The most 
dramatic change from ordinary scaling, though, is that, asymptotically, due to 
the interplay of the two marginally (logarithmically) different length scales, each 
component of the scattering function has a different rescaling exponent 
(1.4) . 
where 
(1.5) 
The authors term this phenomenon multiscaling, since it involves (in the thermo-
dynamic limit) infinitely many growth exponents (the values of </>(z)), and they 
suggest it might be a generic feature of any system whose asymptotic evolution 
is controlled by a pair of lengths, both diverging although in a "marginally" dif-
ferent way. In chapter 4, I investigate the issue of multiscaling in the 0(2) model 
with conserved order parameter. 
Newman et al~1 have computed the leading 1/n correction to the two-time 
correlation function of the non-conserved spherical model. To this approximation, 
they find that the multi time scattering function S(k, t, t1) satisfies, fort ~ t', an 
asymptotic scaling form 
S(k, t, t') = .A(t')D (A(t)/ .A(t)) 11 q,(k.A(t), k.A(t'), (1.6) 
19 
first discussed by Furukawa~8 where . 
= D _ (~)D/2 (2D(D + 2)) B (D l D l) (.!.) O (~) 
v 2 3 9 2 + ' 2 + · n + n 2 ' (1.7) 
and B(x,y) = r(x)r(y)jr(x + y) is the beta function. 
It should be noted that topological defects are not present in the spherical 
model. Topological defects, on the other hand, are present in many systems of 
physical interest (n::; D). A main objective of the work reported in this thesis is 
to assess the role defects play in the ordering dynamics of systems with small n. 
1.5. NUMERICAL SIMULATIONS 
Early Langevin dynamics simulations of the two-dimensional XY model, af-
ter a quench below the Kosterlitz-Thouless transition temperature, have been 
reported by Loft and DeGrand~9 They found that the density of vortices in the 
system, p(t) (which is related to the scaling length .\(t) as "' .\-2 ), decays as 
"' t-1. Toyoki has considered the molecular dynamics of point charges in two 
dimensions with similar results~0 '41 My early work, reported in chapter 2, con-
centrated on two dimensional simulations of the related 0(2) Ginzburg-Landau 
model with non-conserved dynamics~2 At early times, I find a dynamical expo-
nent ¢ = 0.375 ± 0.005 while at later times a crossover to 0.5 ± 0.02 is observed. 
Evidence of dynamical scaling for the scattering function and the order parame-
ter correlation function is reported. Finite-size scaling for the scattering function 
and dynamical scaling for the vortex-vortex correlation functions are also ob-
tained. One and two dimensional simulations of non-conserved vector models 
(2 ::; n ::; 5) have been reported by Bray and collaborators~3 '44 In one dimen-
sion, they find a Gaussian form for the universal function r(x) and a dynamical 
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exponent <P = 1/4, for n = 2, and <P = 1/2, for n 2: 2. The system with n = 2 
is also shown to be extremely sensitive to correlations in the initial conditions, 
due to the linearity of its equations of motion (when written in terms of the 
phase variable). In two dimensions, while evidence of scaling and an exponent 
<P = 1/2 are found for n 2: 4, they report significant corrections to scaling for · 
n = 2 and n = 3, which they attribute to the effect of vortices (n = 2, D = 2) 
and (the topologically unstable) Polyakov monopoles (n = 3,D = 2). For n 2:4, . 
good agreement is found with the scaling prediction for the two-time scattering 
function, where use is made of the characteristic exponent v(n, D) (given above). 
A three dimensional simulation of the 0(2) model was reported by Nukii et 
al~5 They found that the total length of the vortex string l(t) ("' >.-2 ) in the 
system decays as "' t-0·75±0·05 • This result, obtained on a 323 cubic lattice, is 
at odds with the 1/2 exponent for >.(t) obtained by Toyoki et al. using a mean-
field type approximation for the defect-dynamics of the system~5 This result has 
being challenged by two simultaneous and independent investigations: Toyoki has 
reported simulations on a 643 lattice;6 while, in chapter 3, I report the results 
of a similar simulation on a 1283 lattice~7 He finds that l(t) "' t0·91±0·05 , which 
corresponds to >.(t) "' t0.4SS±0.025 , considerably closer to the mean-field result. 
My results agree with Toyoki's for the case of critical quench (random ini_tial 
conditions), but I also report results for the string-string correlation function 
and consider the effect of bias in the initial conditions. Biased initial conditions 
lead to the emergence of two dynamically generated lengths in the system and a 
break-down of dynamical scaling. 
Toyoki has also reported a three dimensional simulation of the 0(3) model 
in three dimensions, where monopoles are the stable topological defects~8 He 
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important but, for example, the fact that breaking and reconnection of strings 
are allowed and the existence of an effective tension associated with the local 
string curvature. Chuang et al~ 2 find that the density of disclination lines p(t) 
("' ..\ - 2) in bulk nematic liquid crystal following a pressure quench decreases as 
p(t) "'t-1.02±0·09 • In a separate experiment the monopole-antimonopole annihi-
lation was investigated~3 The average distance d(t) ("-' _..\)between the monopoles 
was found to increase as d(t) "'tO.S±O.OJ over three orders of magnitude in time. 
· T. Nayaga et al~4 have reported observations of the annihilation process 
of disclinations emerging from bubble · domains. The results are expected to be 
relevant to the dynamics of point defects in the two-dimensional XY model. They 
find th~t the distance d( t) between annihilating isolated pairs decreases as "' t 112 , 
corresponding to the late-time exponent reported in chapter 2. They also report 
results for the behavior of groups of four disclinations (two pairs of opposite 
sign): when the pairs are ~ell separated, ea~h pair annihilates following a nearly 
straight line, as expected, but, for neighboring annihilating pairs, it appears 
that the remnant field of the pair that annihilates first side-tracks the other 
pair. This effect could not be reproduced by a molecular dynamics simulation of 
four point defects with the same initial positions, interacting with a logarithmic 
potential; such a simulation cannot, of course, reproduce the remnant-field effect 
from annihilating defects. It would be interesting to investigate if this effect can 
account for the early-time exponent of t318 found in the numerical simulation of 
chapter 2. 
Liquid crystals seem also well suited to study experimentally the effects of ex-
ternal fields on the quenched dynamics of non-conserved systems. The breakdown 
of dynamical scaling in the presence of an external field has been demonstrated, 
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for the scalar order parameter case, investigating the dynamics of disclinations in 
twisted nematics~5-57 I discuss these experiments inch. 3, where I also propose 
aJ;J. analogous experiment for systems with continuous symmetry. 
The correspondence, proposed in ch. 4, between the 0(2) model with con-
served dynamics and the dynamics of roughening of crystal-vapor interfaces, when 
surface diffusion is the dominant transport mechanism, leads to the first exper-
imentally testable predictions, to my knowledge, for the dynamics of conserved 
systems with continuous symmetry. 
I do not know of any experimental result directly relevant to the work on 
the spinodal regime of type II superconductors, presented in ch. 5, but my pre- . 
diction of two well distinct dynamical regimes for the string motion ( which has 
very recently being confirmed (numerically) by Enomoto 58 ) should be amenable 
to experimental testing. There is, on the other hand, a considerable body of 
experimental results on the dynamics of type I superconductors after a mag-
netic quench but, at the present stage of the numerical work, only qualitative 
comparisons are possible. 
1.7. RESULTS IN ONE DIMENSION (D=l) 
• One dimensional systems are special. In systems with short-range interac-
tions, the phase transition only occurs at T = 0 and, in the limit T --+ 0, they 
can exhibit the analogue of critical behavior. In real "one-dimensional" systems, 
quantum effects often dominate the zero-temperature behavior 59 so that a clear-
cut separation between static and dynamics properties becomes impossible~ It 
should be noted, however, that there are situations, as in the case of layered 
magnetic systems, where we can represent the effect of cooperative behavior in . 
24 
the two dimensional subsystem (layer) with a single "spin" variable, so that a 
classical treatment for the effective one dimensional spin system is appropriate. 
The question of universality for a one dimensional system is also more delicate 
and a reduction in U,niversality for ordinary equilibrium critical phenomena in 
one dimension has been noted~0 
With regard to the dynamics of quenched systems, the one-dimensional scalar 
( D = 1, n = 1) T DG L equation for a non-conserved order parameter leads, in 
the absence of noise (T = 0), to a logarithmic growth of the characteristic size 
(.X(t) "' log(t)) of the ordered domains:1 while the one dimensional spin model 
with spin-flip (Glauber) dynamics leads to a .X(t) "'t112 power-law growth~2 The 
zero-temperature limit of the spin-flip dynamics correspond to the situation when 
a flip can occur only at the boundary of the ordered domain, so that the model is 
equivalent to a one dimensional random walk of particles of opposite sign, which 
annihilate on contact. Given that particles of opposite sign must alternate:3 
this leads immediately to a r 112 decay for the particle density (p(t) "' .\(t)-1 ). 
In the absence of noise, the growth of ordered domains in the one dimensional 
T DG L is controlled by the exponentially small interactions between the domain 
boundaries (kinks). These considerations seem to point out a possible lack of 
universality between the "hard"-spin (kinetic Ising with Glauber dynamics) and 
the "soft" -spin (T DG L) model in one dimension. It is interesting to note that 
this discrepancy was not observed in systems with a continuous symmetry. Our 
simulations of the one dimensional T DG L for a two-component order parameter, 
showing a power-law growth .X(t) "' t 114 (see Fig. (1.2)), are in agreement with 
the result ofT. J. Newman et al:3 obtained for a hard-spin model. The crucial 
difference, in the continuous case, seems to be the absence of defects, so that the 
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50 initial conditions. 
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dynamics is controlled in both cases by the local spin-spin interaction. I have 
also performed simulations of a (D = 1,n = 2) system with conserved dynamics. 
These results are presented in section 5.8. 
1.8. SUMMARY OF RESULTS 
The results of this thesis apply in a wide variety of circumstances to a number 
of physical systems. For the reader's convenience, they are collected together in 
Table {1.1). The first three columns of the table characterize the system under 
consideration in terms of its dimensionality (D), the conservation (C) or non-
conservation (NC) of the (n = 2) order parameter (OP), and the presence of a 
bias in the initial conditions (as realized by an external field). In column 2, the 
case of coupling with a gauge field is . also indicated. I list the main numerical 
results for the dynamical exponent 4J in column 4 (theoretical predictions are in 
parenthesis). In the same column, I also indicate the observation of transients 
and/or non-power-law behavior. A list of physical systems that I expect should 
exhibit the behavior seen in the numerical simulations is given in column 5 (under 
"Predictions"). In this column I also list dynamical predictions for the D = 2, 
NCOP case, in the presence of bias or coupling with a gauge field, which have 
not yet been tested numerically. In the last column is a list of physical systems 
for which experimental data are already available. Of great interest are also 
experiments on twisted nematic liquid crystals (see section 3.1), which I have not 
listed in the table since they involve a scalar (n = 1) order parameter. 
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tV 
00 
SUMMARY OF RESULTS (n = 2) 
D COP/NCOP Bias <P Predictions Exp. Status 
1 NCOP NO 0.25" "This confirms 
(1/4) a result of Ref. 38. 
1 COP NO 0.18 ± 0.01 
(?) 
Early trans. Planar magnets Disclinations in 
2 NCOP NO 0.5 ± 0.02 (Superfluid films) nematic liquid 
(1/2) Roughening (Evap.-cond.) cryst. bubbles 
2 NCOP YES Exp. relaxation 
2 NCOP+ NO Superconducting films 
gauge field tl/2 - tl/3 
2 COP NO 0.25 ± 0.01 Roughening (Surf. diff.) 
Transient(?) Planar magnets Disclinations in · 
3 NCOP NO 0.45 ± 0.01 (Superfluid) bulk nematics 
(1/2) </> = 0.51 ± 0.05 
3 NCOP YES Exponential Bulk nematic in 
(Exponential) magnetic field 
3 NCOP + NO t 112 - log(t) Bulk superconductor 
gauge field 
TABLE (1.1.) Summary of results for the complex (n = 2) order parameter. Simbols and 
organization of the table are discussed in the main text. 
2. Two Dimensional Simulations 
(Non-conserved Case) 
2.1. INTRODUCTION 
The purpose of the investigation reported in this chapter is to study the 
dynamics of the phase transition of a two dimensional system when the Hamil-
tonian has a continuous rather than a discrete symmetry. Although the low 
temperature phase is unique when the Hamiltonian has a continuous symmetry, 
the phenomenological description of the approach to equilibrium should not differ 
from that in the case of the discrete symmetry; in both cases, the order param-
eter evolution is determined by the chemical potential. We are interested in the 
following questions: 
1. If the order parameter symmetry is continuous rather than discrete, the 
system cannot support the domain walls that are believed to be respon-
sible for the power laws:3 which are observed in systems with a discrete 
symmetry. How, then, are the scaling laws changed in a system with a 
continuous symmetry? 
2. How do the defects present in the case of a continuous symmetry affect the 
dynamics after a quench? 
Previous studies have concentrated on systems whose effective Hamiltonian 
has 0( n) symmetry. A general discussion of this work can be found in the 
introductory chapter (see, in particular, Sections 1.1 and 1.2); here I will make 
reference only to work that can be compared directly with our two dimensional 
simulations. A molecular-dynamics study 39 of annihilating vortex-points in D = 
2 is consistent with a dynamical exponent ¢ = 1/2 for the average intervortex 
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separation d(t). Earlier Langevin simulations of the quenched dynamics of the 
39 XY model were performed by R. Loft et al. They find a power-law decay 
Nez "'r 1 for the number of excess vortices (Nez(t) "'d;z2(t)) in the system and 
also report an irregular, kink-like behavior of this time-dependence, occurring 
as the decreasing energy in the system passes through the value corresponding 
to a system at the critical temperature. They interpret this behavior as due to 
critical slowing-down and it would be interesting, in the future, to verify if any 
of the characteristics of the early-time behavior found in our simulations can be 
interpreted in the same way. In the · XY model on a lattice, as in our system, 
the location of the vortices is found by calculating the "circulation" of the order 
parameter vector around each lattice plaquette. This quantity is defined as the 
algebraic sum (J' of the relative angles 8 E ( -1r, 1r) between nearest neighbor 
vectors. With probability one, this sum willbe equal to -27r, 0 or 27r, indicating 
the presence ((J' =/; 0) and the sign of the vortex. We note that in the simulation 
of the quenched XY model, no freezing of the vortices was observed, contrary to 
the "hard"-spin simulation (n = 2,D·= 2) of A.J. Bray et al.:4 where deviations 
from scaling were also found. Another interesting aspect of the XY -simulation is 
that the vortices in the system seem to behave diffusively even immediately after 
the quenching in the low-temperature phase. This result appears to contradict 
our study of the early-time dynamics of the vortices on the lattice and a critjcal 
reassessment of the issue is needed ( cf. section 1.6). 
We also recall here that Bray 27 has proposed a general argument, discussed 
more thoroughly in Section 1.1, to predict </> for the conserved order parameter 
case, using an · analogy with critical dynamics. In his argument, the long time 
behavior of the system is controlled by a zero temperature fixed point, whose char-
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acteristics do not differ significantly from the Wilson-Fisher fixed point, which 
controls the critical dynamics of model B ~ In particular the absence of renor-
malization of the kinetic coefficient M is justified 28 by using the conventional 
argument valid for the critical dynamics of model B. Bray's argument has been 
criticized 29 in the case n = 1 for not properly taking into account the domain · 
walls. Goldenfeld and Oono 29 have argued that one of the effects of the domain 
walls is to introduce a renormalization of the kinetic coefficient in the conserved 
case but not in the case of a non-conserved order parameter. This result, if 
correct, would be quite different from the situation in critical dynamics. In prin-
ciple, then, one of the key assumptions of Bray's argument could be tested, if it 
can be determined whether or not the kinetic coefficient is renormalized in the 
non-conserved case. For n ~ 2, when there are no domain walls, the criticism 
of Goldenfeld and Oono does not seem to apply, and the argument may be ex-
tended to the non-conserved case to give ¢> = 1/2, n ~ 2, D = 2. In obtaining 
this "naive" result, the assumption is made that is not necessary to renormalize 
the kinetic coefficient:8 Any renormalization of the kinetic coefficient would give 
a value for¢> different from 1/2. We will find that our numerical simulations are 
consistent with the value ¢> = 0.5 ± 0.02, implying that the renormalization of 
the kinetic coefficient, if present, must be very small. In contrast, the critical 
dynamics of model A does require a renormalization of the kinetic coefficient. 
I have performed numerical simulations of a system with a non-conserved 
order parameter in D = 2 whose effective Hamiltonian has O(n) symmetry, with 
n = 2. Such a system relaxes to equilibrium not only through the dynamics 
of Goldstone modes, but also through the annihilation of vortices. Although my 
principal motivation in studying this problem was to test the dynamical scaling of 
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the scattering function (see eq. (1.2)), I have found that at early times, the vortex 
distribution relaxes anomalously slowly: </> < 1/2, a result which I have been able 
to relate to the sub-diffusive character of the initial motion of the vortices. This 
behavior is a transient, because at long times, the exponent </> crosses over to a 
larger value of </> = 0.5 ± 0.02; of course, I cannot exclude the possibility that 
some new behavior might arise at even later time. It should be emphasized 
that these results contrast with the behavior observed in simulations with a 
scalar order parameter. A direct numerical study of the dynamical evolution 
of the domain boundaries (the characteristic defects in a system with discrete 
symmetry) indicated that, for a critical quench, the 1/2 exponent is present from 
early times~4 This result is true for rand~m initial configurations ( (.,P{O)) = 0). 
When (.,P(O)) =/= 0 the relaxation dynai:nics becomes exponential. An analysis of 
the same effect for a system with continuous symmetry (in three dimensions) 
will be given in chapter 3. I have also made an extensive study of the scaling 
properties of the correlation functions of the system, and have observed a finite-
size scaling of the scattering function (see section 2.5). Scaling behavior was also 
observed for the real-space correlation function of the order parameter and for 
the vortex-vortex correlations. In all cases, the scaling behavior is obeyed even 
when </>has not yet reached its final value. 
The organization of this chapter is as follows. In section 2 I introduce the 
model and describe some of the qualitative features of the ~ynamics. Section 
3 is devoted to a quantitative analysis of the relaxation dynamics in terms of a 
typical time dependent length scale. In this section we compare four possible 
choices for the characteristic length scale and discuss the results for the power 
law exponent ¢. I then discuss, in section 4, the the vortex motion on the 
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lattice. In section 5 I consider the dynamical scaling behavior of real space and 
momentum space correlation functions, including finite-size scaling. I make a few 
remarks on the effect of termal fluctuations in section 6 and introduce a simple 
model for quenched superfl.uid hydrodynamics in section 7. I summarize the main 
conclusions in section 8. 
2.2. MODEL 
We consider a complex (n = 2) non-conserved order parameter field on a 
L x L lattice . in two dimensions. The evolution of the order-parameter-field 
w(r, t) = X(r, t) + iY(r, t) is governed by the same phenomenological equation 
as in the case of a system with a discrete symmetry: 
8w(r, t) ·= -M8F{w(r, t)} 
at . aw•(r, t) (2.1) 
where M is a kinetic coefficient, assumed to be independent of W and 
The coefficients a and b are positive after the quench. I performed the siiiiu-
lations using a cell-dynamics scheme, a computationally efficient coarse-grained 
description of the ordering dynamics~5 This can be seen as a non-standard dis-
cretization procedure of the continuous model, eqs. (2.1) and (2.2), to which 
the cell-dynamical system (CDS) reduces in the limit of infinitesimal time steps. 
On the other hand, this limiting procedure cannot, by itself, justify the use of 
the CDS model in the parameter range (corresponding to large time steps) of 
interest for the study of the asymptotic dynamic of the system. More properly, 
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we can think of cell-dynamical systems as independent models which are be-
lieved to be in the same universality class of the continuous (Time Dependent 
Ginzbu~g-Landau) models~6 
The evolution of the system is controlled, in our case, by the local (on site) 
nonlinear relaxation process and isotropic Laplacian averaging, which couples 
nearest-neighbor ( (nn)) and next-nearest-neighbor ( (nnn)) sites. The corre-
sponding equation.s in terms of the X(r, t) and Y(r, t) fields read 
X(n, t + 1) =A tanh(R(n, t))(X(n, t)/ R(n, t)) + C ( ( (X(n, t)))- X(n, t)) 
Y(n, t + 1) =A tanh(R(n, t))(Y(n, t)/ R(n, t)) + C ( ( (Y(n, t))) - Y(n, t)) 
(2.3). 
where R(n, t) = l'lf(n, t)i and 
(2.4) 
Here n and m represent the lattice sites, A gives a measure of the depth of the 
quench and C controls the coupling strength~7 The unit of time is implicitly 
defined in terms of A and C. For our simulations I apply periodic boundary 
conditions and choose A= 1.3 and C = 0.5. These parameters describe the sys-
tern after the quench (A > 1), when the initial high-temperature configuration 
of the order-parameter-field becomes unstable, and the system relaxes to one of 
its new (infinitely degenerate) equilibrium configurations. Each simulation run 
represents the deterministic evolution of a stochastic initial configuration of the 
·system. This is obtained randomly choosing initial values of the vector compo-
nents of W to be between -0.1 and 0.1 of their final equilibrium length ("' 1). 
Thus, initially the relative orientations of the vectors are random ( uncorrelated) 
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and the average number of vortices (on a squ·are lattice) IS equal to 1/3 the 
number of lattice sites~8 
The growth of the order parameter on the coupled lattice sites is slower 
than it would be on isolated sites (G = 0), because of the initial high vortex 
density. After about 30 time steps, over 98% of the vortices have annihilated and 
most vectors, outside the vortex cores, have reached their equilibrium length. A 
qualitative analysis of the subsequent evolution of the system already indicates 
the presence of a characteristic time independent vortex-core size (e), analogous 
to the domain-wall thickness of the Ising case ( n = 1 ), and of a single-vortex field 
configuration extending around each vortex core up to distances comparable with 
the average time-dependent inter-vortex spacing (defined below). 
2.3. DYNAMICS AND POWER-LAW BEHAVIOR 
I now turn to a detailed discussion of the dynamics. There are several a priori 
independent characteristic length scales in the system. The first two moments (kt 
and .h) of S(k, t), the circularly averaged time-dependent scattering function:9 
k (t) _ --=);:,=:,-000_d_k_k_m_s(_k_, t_) 
m - fooo dk km-1S(k, t) ' m = 1,2, (2.5) 
define two characteristic length scales, .Xm(t) = L/(27rkm(t)), m = 1, 2. Alterna-
tively, we can use the average inter-vortex spacing defined as d(t) = L/ y'Ji(i) 
where N(t) is the number of vortices remaining at time t. There is also a char-
acteristic length associated with the real space correlation function of the order 
parameter 
C( ) = ('li*(r, t)'li(O, t)) 
r, t - ('li*(O, t)'li(O, t))' 
namely the halfwidth of the main peak of the correlation function r112 (t), defined 
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by the relation C(r1; 2 (t), t) = 1/2. 
Within statistical error, in the time interval considered (100 ~ t ~ 6400), 
>.2(t)jd(t) = 1.88(±0.02); this ratio is not only independent of time, but is also 
independent of the system size, as can be seen from the inset of Fig. (2.1 ). In 
the main body of the figure I plot the two length scales against each other. The 
corresponding ranges of variation are in units of a lattice spacing: The fact that 
>. 2 (t) < 2d(t) indicates some degree of dimerization in the system: vortices of 
different charge are closer on average than vortices of equal sign, this shows up 
directly in the corresponding correlation functions. We have investigated the 
expected power-law decay for km(t) ex: t-tl> and N(t) ex: t-24>. Our results indicate 
that for k2, over the time range considered, there is a small but measurable 
deviation from a simple power-law behavior. Initially, </> = ~(±.005), but at 
later times the exponent is closer to 0.5 ± 0.02, as shown in Fig. (2.2)?0 New 
effects seem to appear toward the end ofthe run (see next section) but statistical 
uncertainties at this late stage prevent us from reaching a definitive conclusion 
about the asymptotic value of <f>. These results are in sharp contrast to earlier 
findings for the discrete symmetry case:5 where no such effects are observed. It 
should be pointed out, however, that in the scalar order parameter case, the k2 
moment of the scattering function was not considered since it diverges in. the 
thermodynamic limit, due to the sharpness of the interface (Porod's law)?1 
Another length scale, which we have considered, is >.1(t), the inverse of the 
first moment of the circularly averaged scattering function. Each associated 
domain (of size .\1) spans over 15 to 20 vortices (>.Vd2 ) so that in measuring 
its average orientation the single-vortex field configurations are, to some extent, 
averaged out. The k1 moment gives us information on the large-scale relaxation 
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Fig. 2.1) 
Graph of >.2(t) vs. d(t) (see main text for definitions and units). Inset is 
shown an Xlog plot of the ratio of >.2(t)jd(t) vs. time in units of 100 time 
steps.The dotted line is a linear interpolation of the data points taken on 
512 x 512 lattices (averaged over 28 initial conditions) and the (superim-
posed) solid line interpolates data taken on 256 x 256 lattices (averaged 
over 60 initial conditions). 
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Fig. 2.2) 
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Inverse of average wavenumber square k2 vs. t. A straight line is drawn 
for comparison. Inset is shown the graph of log10(k2) vs. log10(t) in the 
time interval (50 ~ t ~ 800). 0 corresponds to data taken on 512 x 512 
lattices (averaged over 28 initial conditions); .::l corresponds to data taken 
on 256 x 256 lattices (averaged over 60 initial conditions) and 0 corresponds 
to data taken on 128 x 128 lattices (averaged over 60 initial conditions). 
Statistical fluctuations are shown whenever larger than the symbol size. 
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processes. These involve rearrangements of the vortex-field configurations that 
can take place even in the absence of vortex annihilations. In our largest (L = 
. . --2 512) and longest (up to 6400 time steps) simulations, k1 behaveslinearly for 
all t > 1000, as shown in Fig. (2.3). A small deviation at early times can be 
observed, bu~ this is substantially less pronounced than for "k;2 • This seems to 
indicate that the large scale relaxation processes do in fact follow the usual 1/2 
power law found in non-conserved systems. Analogous behavior is found for r~12 , 
but our data for this quantity only extends up to 3200 time steps. 
The first moment of the circularly averaged scattering function reflects the 
behavior of the long wavelength fluctuations in the system and is therefore much 
more sensitive to finite size effects than k2. In Fig. (2.3) I have also plotted, for 
comparison, the calculated averages of kt for smaller systems. The scatter in the 
data is evident (compare the same averages for k2 in Fig. (2.2)). This suggests 
that kt might be an appropriate quantity to exhibit finite size scaling (see below). 
Another important distinction between the k2 and kt moments is the charac-
ter of their fluctuations. The value of the second moment at any given time is a 
self-averaging quantity while the value of the first moment is not self-averaging. 
This means that if we take the average of k2(t) over the same number of initial 
conditions for two systems of linear size L and 2L respectively, in D = 2, the 
observed standard deviation of k2 in the larger system will be reduced by a factor 
of 1/2 with respect to standard deviation in the smaller system. On the other 
hand, the standard deviation for kt will only decrease by a factor of about 1/.;2. 
·The reason for this discrepancy is again the different relative weights given to 
the small k components of the scattering function in the two cases. 
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2.4. VORTEX DYNAMICS 
In order to gain some insight about the long transient observed during the 
first 1500 updates I have considered the possible role of the charge fluctuations 
in the initial distribution of vortices and antivortices. In two dimensions, these 
charge fluctuations can be significant, and could potentially account for the long 
transient. Nevertheless, as I will show below, this interesting possibility does not 
seem to occur, at least in the simplest form that I have considered. 
If vortices and antivortices at t = 0 were distributed at random, the density 
fluctuations, 8p(t), in a planar domain of linear dimension R, would be propor-
tional to .J p(O)R2 (d(O) < R < L), where p(O) is the initial. average vortex 
density and d(O) is the initial inter-vortex spacing. In the present system the 
initial distributions for vortices and antivortices must satisfy Stokes' theorem: 
the field circulation on a domain boundary is equal to the topological charge 
imbalance (fluctuation) in the domain?2 This implies that the initial fluctuations 
~11 scale with the linear dimension R (perimeter) of the domain as .J p(O)d(O)R. 
I have numerically verified that this scaling relation is satisfied in our system also 
at later times, for d(t) < R < L. 
I now relate this result to the dynamics of the system. Since the annihilation 
process preserves the local net charge, at time t the number of surviving chai"g·es 
in the system should be proportional to the initial charge fluctuation in a domain 
of size of order the diffusion length of vortices. This domain size, l( t) '"" t 112 , so 
that 8p(t) '"" .jp(O)d(O)l(t)D-1 /l(t)D; forD= 2, 8p(t) '""t-~. Thus, we obtain 
N(t) ex t-~ and <P = i as found in the simulation. At late times, long range 
forces (present in our system) are expected to smooth out the initial fluctuations 
with a corresponding cross-over to mean-field behavior?3 
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The crucial assumptions in the preceding argument are that the system is, 
from the very beginning, in a scaling regime, although not necessarily the asymp-
totic one, and that the vortices do in fact diffuse. 
To test this latter hypothesis I have performed an extensive study of the 
motion of the vortices on the lattice. The main result is presented in Fig. (2.4), 
where I show that the mean vortex displacement in the time range (30 < t < 
1630) follows a power law behavior l(t) "'t~. The sub-diffusive movement of the 
individual vortices appears to be incompatible with our preceding argument. This 
seems, therefore, to exclude a predominant role of the charge fluctuations (that is 
of a glol;>al topological constraint) in slowing down the annihilation process, and 
it suggests that the observed transient might be related to the dynamics (and 
therefore to the local environment) of each vortex. 
I have also considered the effect of free boundary conditions on the initial 
vortex decay. In this case, while the initial decay exponent (3/8) remains un-
changed, the average number of vortices present at any given time in the system 
is somewhat smaller than in the case with periodic boundary conditions. Com-
paring the results for systems of different size I can see that this effect is due to a 
"depletion layer" at the system boundaries and that the layer depth grows as the 
average inter-vortex spacing. No new length scale is introduced in the system. 
With regard to the late time effects mentioned in the previous section, at late 
times the inter-vortex interaction is rather weak and pinning; effects of vortices 
on the lattice could play a role in the dynamics of the system, particularly in the 
absence of thermal noise. I have not attempted to extend the study of the vortex 
motion to this late stage. 
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Average displacement per vortex r(t) vs. d (a) and t~ (b). Best linear fits 
are also shown. r(t) represents the displacement of a vortex with respect to 
the position it had 30 time steps following the initial quench. The origin of 
the t axis is chosen here to be equal to the number of time steps minus 30 
so that r(O) = 0. The average is taken over all surviving vortices at time t 
and I further average over 86 initial conditions. 
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2.5. FINITE-SIZE AND DYNAMICAL SCALING 
In order to verify that the results of section 3 did not arise from the finite 
size, L, of our systems, I performed a scaling analysis of the data. · Iri general, 
the scattering function can be written 
S(k, t, e, L) = (k(t))-2 f (k/k(t), e"k(t), Lk(t)) . (2.6} 
In the large L limit we must recover the universal curve; assuming that e is 
not a dangerous irrelevant variable, it may be neglected (valid in the asymptotic 
regime) to obtain from eqn. (2.6) the finite size scaling relation 74 
S(k, t, L) = L2 ~,(kL, Lk(t)). (2.7) 
I rescaled the data from our three largest simulations (L = 128,256, 512) using the 
calculated ~alue ofkt(t) corresponding to the largest time dependent length scale 
measured in our system, so that there were no free parameters in our procedure. 
Results for different values of ktL are shown in Fig. (2.5); the finite size scaling 
relation appears to be obeyed. 
I have also tested the scaling relation eq. (1.2) and the corresponding relation 
for C(r, t). I have used ..\2(t) as the rescaling length for the scatteringfunction. 
The associated k2(t) corresponds to the ordinary definition of k for a circularly 
--+ 
symmetric S( k, t) in D = 2. The results for the dynamical scattering function 
are shown in Fig. (2.6). They compare favorably with the analogous results 
for the Ising case. At later times, scaling is satisfied over a larger range of the 
rescaled k/k2(t) variable, indicating a tendency ofthe rescaled scattering function 
to approach the universal master curve ~(x). Qualitatively we can identify three 
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Graph of loge k2(t)2 S(k, t) vs. loge k/k2(t) for lattices of size 512 x 512 at 
200, 800 and 1600 time steps. Also plotted are the data for lattices of size 
256 x 256 at 200 and 800 time steps. The data from these different lattices 
superimpose. The 0 and ~ indicate roughly the breakdown of the scaling 
region for the t = 200 and t = 800 curves respectively, which in both cases 
occurs when >. "' 12.5 lattice spacings. The vortex core size is roughly 8 
lattice spacings. 
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regions in the k/k2(t) dependence of the rescaled scattering function. At very 
long wavelength (k/k2(t) < 1) the scattering function is well approximated by a 
Gaussian; up to a normalization factor, the same Gaussian fits the data for the 
two largest simulations. 
The Gaussian behavior breaks down at wavelengths shorter than the typical 
wavelength .\(t). This is not surprising, since a characteristic single-vortex field 
configuration can be seen around each vortex extending to distances comp~rable 
with the inter-vortex spacing. The Fourier spectrum of a (single- )vortex field 
configuration decays as k-2 ; this introduces a power-law-bounded correction ("" 
k-4 ) in . this intermediate-wavelength region of the scattering function, where 
scaling still applies. 
At wavelengths comparable to the vortex core size e or shorter, scaling breaks 
down. The vortex core size is a time independent length in the system so that 
any effect of the vortex core on the rescaled scattering function will disappear 
in the asymptotic limit (ek(t) -t 0). The domain-wall thickness gives a similar 
. al t' . th I . 75 non-umvers correc 1on 1n e s1ng case. 
To rescale C(r, t), the real space correlation function of the order parameter, 
I have used its time-dependent halfwidth r 1; 2 (t). The results are presented in 
Fig. (2.7). I have also considered the small x(= r/r1; 2 (t)) limit of the rescaled 
correlation function r(x(t)) = C(r, t). As shown in the inset of Fig. (2.7), we 
find that r(x) ~ 1 - x'l/1, where 1/J = 1.6 ± 0.05. As expected 1/J > 1 because 
of the smooth boundaries and Porod's Law is violated in this systemr5 on the 
other hand, the fact that 1/J < 2 is incompatible with Gaussian behavior at short 
distances. In contrast, a Gaussian form for the rescaled correlation function is 
found in models with continuous symmetry, where-vortices are absent~2 '33 '43 
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Recent analytic work by Toyoki 26 and, independently, Fong Liu 76 appear to 
confirm the presence of an anomaly for systems with n = 2 (D > 1). They report 
that, due to the presence of a logarithmic correction, f(:z:) is a non-Gaussian 
exponential and, in the small :z: limit, Toyoki finds 
r(:z:) = 1- [ln(2)- 1/4- (1/2)ln(:z: )]:z:2 ' (2.8) 
·which is numerically close to ~ 1 - :z: 1·6 at a representative short-distance, as 
shown in Fig. 1 of Ref. 26. A similar logarithmic correction is found in the 
r -+ 0 limit of the correlation function of an isolated vortex-field configuration, 
confirming the principal role of defects in the origin of this anomalous behavior. 
I have also considered the real space correlation functions of the vortices. 
The radial correlation function for vortices of equal sign is shown in Fig. (2.8), 
and the correlation function for vortices of opposite sign is shown in Fig. (2.9). 
These distributions should go to zero at distances comparable to, or smaller than, 
the vortex core. In practice we can chose one lattice spacing as the minimal 
inter-vortex distance. Over distances comparable with the average inter-vortex 
spacing, the behavior of the two correlation functions is, as expected, drasti-
cally different, reflecting the role of the inter-vortex potential. The correlation 
functions flatten out for distances larger than one average inter-vortex spacing 
d(t), which can therefore be identified with the time-dependent inter-vortex cor-
relation length. This should be contrasted with the bulk correlation length of 
the order parameter, which is time independent and characterizes the size of the 
vortex core. I have used d(t) as the natural rescaling length for the correlation 
functions. As shown in Fig. (2.8) and Fig. (2.9), a reasonable scaling behavior 
49 
UNSCALED OATA 
400 
-
-
-~ 
-
-
-z 
......... 
-
-
.. 
~ 
-
c: 
c: 
(.) 
Fig. 2.8) 
t = 800 
· ~1\'"'~/'-\'•'.,'v'.,..-.. •~./ .. ...,,..,""f/'••.,o.,•.,·~v···M".,/'<rl''r..._,..._..a.,...,"..J 
I 
f 
~ 
I 
t = 3200 I I I j ~·:'A:., .. ~,. .~~·\('i-r~f· ···:.,j.;.J·.;·~·"v.•\•' .. i·······:.,.,;..·•.:. .. · ... :.,.v ... ..,, ... " ... :.'. 
I .. ~ / ~,.-..: 0o~~· ~-··-~~5~0------I~00------1~50------2~00 
r 
SCALED DATA 
00~~------~--------2~. ------~3 
r/d(t) 
Demonstration of dynamical scaling for Cnn,pp(r, t) - (n(O, t)n(r, t) + 
p(O, t)p(r, t)), where n and p are the (time dependent) local densities of 
negative and positive vortices respectively. N(t) is the total number of vor~ 
tices in the system at time t and d(t) = L/ VN[i'j. The data were ta~en 
on 512 X 512lattices at 400 (solid line), 800 (dashed line) and 3200 (dotted 
line) times steps. I averaged over 58 initial conditions. 
50 
--
-~ 400 
c: 
a. 
ci 
c: 
u 
UNSCALED DATA 
t = 400 
'if'-...::.~ t = 3200 
.·:: . ! .._,..,·~ ... :: ... ::,.. . .. .. .. . . . . . ~i I -··l"' ...... olo't•J~•• Y"""••~: ............. ,• ..... •••.J-1\,••"•" ~ .......... - ..... •••o,..Y-.••••' "•'-
00~------L-----~L-----~L-----~ 50 . 100 150 200 
r 
2 
SCALED DATA 
-
-
-z 
........ 
-
-
.: 
-c: 
Cl. 
ci 
c: 
u 
3 
r/d(t) 
Fig. 2.9) 
Demonstration of dynamical scaling for Cnp,pn = (n(O, t)p(r, t) + 
p(O, t)n(r, t)). Here I have adopted the same symbols and conventions of 
Fig. (2.8). 
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is observed from early times, but at late times the noise in the data makes a 
quantitative comparison more difficult. 
2.6. NON-ZERO TEMPERATURE 
Our simulation is, strictly speaking, a zero temperature simulation. If we 
wait long enough our system will reach one of the (infinitely) degenerate uniform 
ground states, chosen by the (random) initial condition. As is well known, in 
D = 2 at non-zero temperature T, such a uniform ground state is unstable against 
spin wave excitations. This process can also be described in related models with 
continuous symmetry in terms of the macroscopic diffusion of the "phase" fi~ld?7 
Let us briefly discuss how our results might be modified for T > 0. An 
important point for our simulations is that at low temperatures the characteristic 
decay time to of the ground state becomes extremely large, and it grows as 
the area (L2 ) of the system. In practice, for a typical noise amplitude ~ 0.1 
of the equilibrium modulus length of the order parameter vector and L > 32, 
to greatly exceeds the typical observation time scale of our simulations. The 
observation time scale corresponds to the characteristic time dependent length 
scale..\( t) becoming of the order of the system size L. At low temperature, for very 
large system sizes, our results will describe the initial relaxation of the system 
controlled by the inter-vortex interaction while the thermal noise will dominate 
the evolution of the system at later times, destabilizing the. increasingly large 
vortex-free regions. Such a physical picture should also hold in three dimensions 
for systems of finite size below the ordering transition temperature. The crucial 
difference, as seen in the n = oo case;7 is that in D = 3 the characteristic time 
for "phase diffusion" Tp increases as L3 , which is much faster than any other 
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relaxation timeT in the system (at most L 2 ). Thus the ratio Tp/r diverges with 
increasing system size and the broken-symmetric ground state becomes stable in 
the thermodynamic limit. 
We conclude this section by mentioning that A. Bray 78 has suggested the 
ansatz 
S(r, t, T) = l/rD-2+'1/(T) F(rjttP, T) (2.9) 
for the behavior of the scattering function in two dimensions at non-zero temper-
ature (T). This form approaches the ·static scaling result below the Kosterlitz-
Thouless transition (TKT ), and has an exponent which is a continuous function 
of temperature. In general, we expect the scaling form of the scattering function 
for quenches in the low-temperature phase (from T = oo) to coincide with the 
expression for a quench t.o T = 0!9 On the other hand, Bray's ansatz reflects the 
peculiar nature of the low-temper~ture phase of the XY model in D = 2. In this 
case, for all T < TKT, we expect the equilibrium correlation function (that is the 
correlation function of the asymptotic . state of the system) to decay as a power 
law 80 with the temperature-dependent exponent TJ(T), and 17(0) = 0. 
2.7. SIMPLE MODEL FOR QUENCHED SUPERFLUID HYDRODYNAMICS 
As discussed in chapter 1, in order to assess the applicability of the result 
presented in this chapter to superfiuids, it is important to investigate the influence 
of advective hydrodynamic coupling on our model. There have been a number 
of attempts 81 to bridge the gap between the (mean-field or generalized) Landau 
model of the the superfiuid transition, which, as is the 0(2) mddel, is based on a 
complex order parameter 'l'(r, t) = l'l'(r, t)leit/l(r,t), and the macroscopic two-fluid 
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model of superfluidity, which is supposed to be va.Iid in the low-temperature phase 
over length (l ~e) and time scales (t ~ 'T) much larger than the characteristic 
correlation iength (e) and relaxation time ( T) of the order parameter. This has 
lead to the formulation of a rather complicated set of coupled nonlinear partial-
differential equations and some details of their derivation are still the subject of 
debate~1 It is interesting to note, however, that, after the quench in the superfluid 
phase, the equation of motion for the relaxation of the order parameter has the 
form 
(2.10) 
where"'(, a, and b are positive phenomenological constants (and I have ignored 
higher order terms), m is the mass of an Helium atom and Vn, the velocity of 
the normal fluid, plays the analogous role of the vector potential in the evolu-
tion equation of superconductors ( eq. 5.4). This suggests the possibility that 
hydrodynamic effects in quenched superfluids might be studied numerically with 
techniques similar to the ones used to investigate the superconducting transition 
(see ch. 5). To study the full dynamical proble.m, we would also need an equation 
for the flux of energy, the continuity equation for the ma.Ss density p = Pn + p11 , 
where Pn is the density of normal fluid and p11 = mJ'l'J 2 is the density · of the su-
perfluid component, and the Navier-Stokes equations for the momentum-density 
vector j = p11V 11 +PnVn, where V11 =! V¢J(r,t) is the superfluid velocity. Ignoring 
the coupling with the energy flow, it might be useful, however, to consider first 
the simplified "closure scheme": 
(2.11) 
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Pn + p 11 = const. (2.12) 
This approximate scheme correspon4s to a situation where there is no macro-
scopic mass flow in the system and the normal-fluid component simply flows in 
"response" to spreading of the superfluid component, so as to maintain a con-
stant overall mass density. If all propagating modes in the system can be ignored, 
this would be a reasonable first approximation. 
2.8. SUMMARY 
As indicated by the transient regime found at early times, the vortex annihi-
lation dynamics significantly affects the initial ordering process of a system with a 
continuous symmetry. Even in this transient regime, all the correlation functions 
I have considered appear to satisfy dynamical scaling. Finite-size scaling of the 
scattering function is also satisfied. I have observed departures from Gaussian 
behavior of the correlation functions. This deviation appears to be related to 
the presence of vortex configurations extending over distances comparable to the 
average intervortex spacing. The value of the dynamical exponent seen in the 
late stages of our simulations is consistent with 4> = 1/2, but, of course, I cannot 
. rule out further changes in the effective exponent 4> at times larger then 6400. 
In particular, the small but measurable differences in the behavior of different 
representative length scales leave open some questions regarding the true asymp-
totic nature of the regime investigated. If our numerical results are taken at face 
value, then it appears that the kinetic coefficient is not renormalized, in contrast 
to the situation for the critical dynamics of model A. 
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3. Three Dimensional Simulations 
(Non-conserved Case) 
3.1. INTRODUCTION 
In this chapter I will present the result of our study of a three dimensional neu-
tral system with complex order parameter, where a vortex-string network, of total 
length l(t), develops after a quench below the ordering transition temperature. 
This system has been investigated theoretically by Toyoki and Honda~5 using 
the defect-dynamics picture of the relaxation process proposed by Kawasaki~2 In 
this picture the relaxation is driven by the long range current-cu~ent interaction 
among the strings, analogous to the Biot-Savart law of classical electromagnetism. 
In their study, Toyoki and Honda made the further simplifying assumption that 
the strings are driven only by the tension associated with their local curvature, 
and that string crossing and reconnection may be ignored. This corresponds to a 
mean-field level description of the system. Technically the strings are described 
in terms of the intersection of two surfaces representing the zeros of two auxiliary 
scalar fields, which obey simple diffusive dynamics?7 
In the numerical simulations I identify the two auxiliary scalar fields with the 
two components of the complex order parameter. With this identification, the 
predictions of Toyoki et al~5 are that, in the case of a critical quench (spatial 
average ('llt(r,O)) = 0), there will be dynamical scaling in the intermediate asymp-
totics of the system (after possible transients and before finite-size effects set in), 
and an effective exponent of</>= 1/2 is predicted for the time dependence of the 
characteristic length scale, -\, of the system. For a system of linear dimension 
L, we can choose -\(t) to be average intervortex spacing y'L3 jl(t) (see Section 3 
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below), so that l(t) "'t-2( In the case of an off-critical quench ( (w(r, 0))) =/= 0), 
there is predicted to be a systematic deviation from scaling and a much faster 
decay of the iotal vortex-string length: 
(3.1) 
where '"Y ex: j(w(r,0))! 2 , so that we recover the critical-quench result in the 
l(lP(r,O))I __... 0 limit. This exponential decay is due to an early break-up of 
the string network and successive independent shrinking of the remnant loops. 
The dynamics· of the break-up, of course, cannot be treated in mean field theory, 
but, as I will show below (see section 5), the asymptotic time dependence of the 
vortex-string decay is controlled by the loop-size distribution after the break-up, 
and this distribution is implicitly incorporated in the initial conditions for the 
auxiliary fields. 
The results of our simulations are in good qualitative and semi-quantitative 
agreement with these theoretical predictions and strongly support the physical 
picture of the relaxation process on which they are based. In particular, for a 
critical quench, I find evidence of dynamical scaling and a~ effective value of the 
dynamical exponent of</>= 0.45 ± 0.01, so that l(t) "'r0·9±0 ·02 • This should be 
contrasted with a previous numerical study by Nishimori and Nukii~5 who found 
that the length of the defect line decreases with time as l( t) "' t-0·75±0.05. It is 
likely that their simulations were not in the true asymptotic regime, because of 
the relatively small size (323 lattice) of the system considered~3 In the case of 
an off-critical quench, we can see the emergence of two dynamically generated 
length scales: the average size of vortex loops, which has only a weak time 
dependence, and the average inter-loop spacing which increases exponentially 
57 
with time. This leads to a breakdown of the dynamical scale invariance and an 
exponential decay of l(t) consistent with the predictions of Toyoki and Honda~5 
The relation { oc l(ll1(r,O)}I 2 is at least qualitatively satisfied, and appears to 
represent ~lower bound to the observed functional dependence. 
Toyoki has recently also reported the results of a numerical study of the 
relaxation dynamics of a complex non-conserved order parameter on a 643 lattice, 
using a discretizatjon scheme similar to ours~6 For the critical-quench case, the 
· only case considered in his paper, he also finds a dynamical exponent ¢ = 0.45 ± 
0.01. The fact that his result does . not show any statistically significant difference 
with ours, obtained using a larger (1283 ) lattice, seems to indicate that systematic 
finite-size corrections are not dominant~4 which of course does not exclude the 
possibility that, in the time range considered, we are observing a transient state 
of our system. 
An experimental study of the coarsening dynamics of a bulk nematic liquid 
crystal has recently being reported by Chuang et al~2 They find that the evo-
lution of the density of string with topological charge ±!, p6 (t), is consistent 
with simple scaling and agrees with the mean-field prediction: p6 rv r 1 . One 
way of testing experimentally the results of our simulations for the off-critical 
quench, would be to repeat the experiment of Chuang et al~2 , performing the 
temperature (or pressure) quenches in the presence of a magnetic field, or other 
appropriately chosen bias. In order to preserve the conditions of our numerical 
simulation, the field should be switched off immediately after the quench, before 
late-stage coarsening sets in; it would be interesting to consider also the case of 
a time-independent external field. 
For the case of a system whose order parameter is a scalar (i.e. with a dis-
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crete symmetry), there are already experiments that investigate the role of bias 
on the coarsening dynamics of twisted nematics, following a quench below the 
clearing point temperature~5 '56 In these experiments the bias is introduced by 
certain boundary conditions (anchoring at rubbed walls) which control the twist-
ing of the order parameter across the system. The orthogonally-twisted nematics 
correspond to an unbiased system, with two degenerate states (below the tran-
sition temperature) and 112-disclination lines51 separating the corresponding 
domains, while the non-orthogonal twisting is equivalent to the introduction of 
. an external field favoring one state with respect to the other. Ordinary dynami-
cal scaling with a dynamical exponent ljJ = 112 was found in the unbiased case;5 
but the introduction of non-orthogonal twisting led to a breakdown of simple 
(single-length) scaling and much faster relaxation~6 Again, a closer experimen-
tal realization of the conditions of our simulations and of earlier simulations of 
Toyoki and Honda;4 which directly apply to the scalar case, would require a 
rearrangement of the boundary conditions (from non-orthogonal to orthogonal) 
immediately following the quench. In any case, I suggest that the more signifi-
cant effect of the "external field" is on the initial conditions rather than on the 
coarsening process itself. 
Let us consider, for example, the equation of motion proposed in Ref. 56 for 
disclination lines in non.:.orthogonally twisted nematics : R = -r I R- DE, where 
R is the local radius of curvature, E( = 71" 12 - 0) is the deviation from orthogonal 
twisting and r and D are positive constants. Using this equation and assuming 
that the bias is applied only during the late stages of the. coarsening dynamics, 
we would expect a crossover from R"' t-1/ 2 , valid forE= 0, toR"' t-l, valid for 
E > 0 and R ~ rIDE. In contrast, when the bias is applied during the quench, 
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we expect an exponential decay. I conclude, therefore, that the principal features 
of the ordering dynamics in the presence of biased initial conditions will occur, at 
least qualitatively, even when the bias is provided by a time-independent external 
field. 
After the completion of this work, Toyoki pointed out to me that, in a more 
recent paper, Nagaya et a/.51 have made explicit the connection between the 
the dynamics of non-orthogonally twisted nematics and the results of Toyoki 
. 24 
and Honda . The decay of the total length of disclination lines is in good 
quantitative aggreement with the analytic result for biased initial conditions in 
a two dimensional system with scalar order parameter. This anticipated (and 
supports) my expectation that the analogous behavior should be seen in a three 
dimensional system with a two-component order parameter, in the presence of 
an external field. 
The organization of the chapter is as follows. In section 2, I introduce our 
model and describe some of the qualitative features of the dynamics. Section 
3 is devoted to a quantitative analysis of the relaxation dynamics in terms of 
a typical time-dependent length scale. In this sect ion I compare five possible 
choices for the characteristic length scale and discuss the results for the power 
law exponent </>. In section 4, I consider the dynamical scaling behavior of .real 
space and momentum space correlation functions following a critical quench. The 
off-critical-quench case is discussed in section 5. I make a few final remarks in 
section 6 and summarize the conclusions in section 7. 
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3.2. MODEL 
We consider a complex non-conserved order parameter field on a L x L x L 
lattice in three dimensions. This may be considered to be a caricature of the 
superfluid transition or of the ferromagnetic transition of a planar ferromagnet in 
three dimensions. The evolution of the order-parameter-field 'll(r, t) = X(r, t) + 
iY ( r, t) is governed by a similar phenomenological equation to that of a system 
with a discrete symmetry: 
8'11(r, t) _ -M8F{'ll(r, t)} 
8t - 8\lf*(r, t) ' (3.2) 
where M is a kinetic coefficient, assumed to be independent of 'II and 
The coefficients a and b are positive after the quench. I performed our simulations 
using the cell-dynamics scheme~5 The evolution of the system is controlled, in 
our case, by the local (on site) nonlinear relaxation process and isotropic Lapla-
cian averaging, which couples nearest-neighbor ( (nn)) and next-nearest-neighbor 
( (nnn)) sites. The corresponding equations in terms of the X(r, t) and Y(r, t) 
fields read 
X(n, t + 1) =A tanh(R(n, t))(X(n, t)/ R(n, t)) + C ( ( (X(n, t))) - X(n, t)) 
Y(n, t + 1) =A tanh(R(n, t))(Y(n, t)/ R(n, t)) + C ( ( (Y(n, t))) - Y(n, t)) 
(3.4) 
where R(n, t) = l'll(n, t) l and 
(3.5) 
Here n and m represent the lattice sites, A gives a measure of the depth of 
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the quench and C controls the coupling strength. The unit of time is implicitly 
defined in terms of A and C. For these simulations I choose A= 1.3 and C = 0.5. 
These parameters describe the system after the quench (A> 1), when the initial 
high-temperature configuration of the order-parameter-field becomes unstable. 
For the critical quench case, the initial values of the vector components of 
W are randomly chosen to be between -0.1 and 0.1 of their final equilibrium 
length ("" 1). Thus, initially (t = 0) the relative orientations of the vectors are 
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random (uncorrelated) and the spatial average (llt(r,O)) = 0. As order develops 
in our system, the order-parameter-fieid W grows in modulus and, sensitive only 
to its local environment, it reorients itself, choosing one of its new (infinitely de-
generate) equilibrium configurations. The ensuing mismatch at the boundaries 
of growing ordered domains leads to the formation of a defect network. The 
topologically stable defects in our ~ystem are vortex-strings characterized by an 
integer winding number n. Strings with In I > 1 are (energetically) unstable to-
wards the formation of strings with lnl = 1, so .that lnl = 1 vortex-strings are the 
only ones relevant to the asymptotic dynamics of the system. We can, therefore, 
describe the system relaxation in terms of the gradual shrinking and unwinding 
of this defect-string network. In our simulations I use periodic boundary condi-
tions so that the defect network is a collection of closed oriented loops, possibly 
self-intersecting. The loop orientation in a three dimensional system corresponds 
to the vortex sign (charge) in a two dimensional system. With periodic boundary 
conditions, we have closed loops in three dimensions and charge neutrality in two 
dimensions. I point out also that in these simulations the equilibrium correlation 
length (vortex-core radius) extends over: roughly 2lattice spacings. It is therefore 
natural to consider all intersections that occur in the network (that is all cases 
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of multiple strings entering and exiting the same lattice box) as self-intersections 
of the same string component (loop). With this restriction, there is only one 
way to decompose the network in mutually disconneCted self-intersecting loops 
. . 
and I have developed an algorithm to compute the corresponding loop-size dis-
tribution. The evolution of the string network after a critical quench is shown in 
Fig. (3.1). The largest connected component of the network accounts for about 
three quarters · of the total string length l(t) at early times, while the second 
·largest loop is over one order of magnitude shorter. At later times we see the 
progressive opening of the network, clearly · showing the reduction of the local 
string curvature. 
For the off-critical case, the initial values of X(r, 0) and Y(r, 0) are randomly 
chosen to be between -0.1 ± lbl and 0.1 ± lbl, with lbl = 0.001,0.001/v'2 and 
0.001/2, so that I(X(r,O))I = I(Y(r,O))I = lbl. In this case we can observe an 
early break-up of the string network and the subsequent decay of independent 
loops. For lbl = 0.001, as seen in Fig. (3.2), I find that the number of small 
loops at early times has more than doubled with respect to the unbiased case, 
but the network still retains a number of significantly larger components that 
together account for about one half of the total string length. Finally, if I choose 
lbl = 0.01, the string network is completely destroyed (Fig. (3.3)). 
3.3. DYNAMICS AND POWER-LAW BEHAVIOR 
I now turn to a detailed discussion of the dynamics. There are ~everal, a priori 
independent, characteristic length scales in the system. The first three moments 
(kt, k2 and k3) of S(k, t), the spherically averaged time-dependent scattering 
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1•150 
l=2648 
Fig. 3.1) 
Evolution of the string network after a critical quench at t == 0. Below 
each "snapshot" of the system I give the total string length (l(t)) a.D.d the 
number of independent loops present (nz(t)). To characterize the loop-size 
distribution at early times I give rn = ln(t)fl(t), where ln(t) is the length 
of nth largest loop. For illustration purposes here I use a 643 lattice, while 
. all the numerical data used in the statistical averages was collected on 1283 
lattices. 
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Fig. 3.2) 
Evolution of the string network after an off-critical quench (lbl = 0.001). 
The bias is superimposed to the same initial condition used in Fig. (3.1) and 
the same conventions for the symbols apply. 
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Fig. 3.3) 
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Evolution of the string "network" after a strongly biased (off-critical) 
quench (lbl = 0.01). The bias is superimposed to the same initial con-
dition used in Fig. (3.1). Together with the number of loops (nz(t)), here 
I give the average interloop spacing lt(t) = y'L3 /nz(t), where Lis the size 
of the system, and the average loop size l2(t) = l(t)/nz(t), where l(t) is the 
total string length. 
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L 
f . 86 unction, 
m = 1,2,3, (3.6) 
define three characteristic length scales, which I shall generically denote >.m(t) = 
L/(27rkm(t)), m = 1, 2, 3. Alternatively, we can use the average inter-string 
spacing defined as d(t) = .jL3 jl(t), where l(t) is the total length of the vortex-
strings remaining at timet. There is also a characteristic length associated with 
the real space correlation function of the order parameter 
C( . ) = ('lf*(r, t)'li(O, t)) 
r, t - (w•(O, t)'li(O, t))' 
namely the halfwidth of the main peak of the correlation function r 1; 2 (t), defined 
by the relation C(r1; 2(t), t) = 1/2. The results are summarized in Fig. (3.4). In 
the time range investigated (50 to 750 timesteps) the growth of four of the length 
scales considered (>.1(t), >.2(t), d(t) and r 1; 2 (t)) can be well described by a single 
power-law "' t4> with an effective exponent </> = 0.45 ± 0.01, even though the 
growth might be slightly faster for the longer length scales and at later times. If 
there are any finite-size effects, then they should be within the limit of the quoted 
statistical uncertainty since, by the time I stop the simulation, >.1 (750) ~ L but 
d(750) ~ L/6. In this time range, .\3(t) shows a somewhat slow<:r increase and 
there is also a statistically significant slope change ( </> = 0.4- 0.425). I conclude 
that the discrepancy with the mean-field result </> = 0.5 is not due to finite-
size effects, but it is still possible that this simulation has not yet reached the 
asymptotic regime~7 In order to check this, longer simulations on even larger 
lattices would be necessary. 
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The graphs of log10(..\m) , m = 1 (Q), 2 (.6), 3 (0), log10(d) (V') and 
log1o( r 1; 2 ) ( ¢) vs. logto( t) are collected in this figure. The data was taken on 
1283 lattices and averaged over 40 initial conditions. Statistical fluctuations 
are shown whenever larger than the symbol size. 
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3.4. DYNAMICAL SCALING (CRITICAL QUENCH) 
As shown in Fig. (3.5), I find good evidence of dynamical scaling for the 
. . 
scattering function S(k, t) = .\(t)-D<J>(k.\(t)), using .\1(t) as the rescaling length. 
I also find that, for z _ k.\1(t) > 1, the universal function decays as <I>(z) "'zX, 
with X = 5.5 ± .3 (see inset of Fig. (3.5)). As in the two dimensional case:2 
this power-law reflects the single-vortex field configuration which extends around 
each defect-line up to distances comparable with the average inter-string spacing 
d(t). In fact, the spherical average of the scattering function of a cylindrically 
symmetric vortex-field configuration is "' k-5 • I would expect this power-law 
to be satisfied for wavelengths .l.( = 2-rr 1 k) in the range e < .l. < .l.., where e is 
the vortex-core size and ).. is the shortest length among the average inter-string 
distance (d(t)), the average (local) radius of curvature of the string and the 
characteristic length for "torsional" deformation of the vortex field. In Fig. (3.6), 
I show the scaling results for the real-space correlation function of the order 
parameter C(r, t), where I have used r1;2(t) as the rescaling length. The small 
z = rjr1;2 (t) behavior of the universal function C(r,t) = r(z) is shown in 
the inset of the same figure. I find r( z) "' 1 - ztP, with ,P = 1.57 ± 0.05. 
This result coincides, within numerical uncertainties, with the result obtained 
.in two dimensions:2 and shows that Porod's law (asymptotically valid for scalar 
systems) does not apply to systems with a continuous symmetry. 
As for the vortex-vortex correlation functions in two dimensions:2 I find sim-
ple scaling also fot the spherically averaged string-string correlation function 
c •• (r, t), as exhibited in Fig. (3.7). Up to distances comparable with d(t)· (or 
the average string curvature) the main contribution to the correlation function 
comes from points lying on the same branch of the network as the chosen 
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Demonstration of dynamical scaling for the rescaled scattering function 
.\I(t) S(k, t) = ~(k.\1(t)). I plot data taken at 150 (solid line, Q), 300 
(dashed line, 6) , 500 (chain dotted line, +) and 750 (dotted line, x) times 
steps (averaged over 40 initial conditions). Inset I show a log-lo.g plot of the 
universal function and, for comparison, a solid line with a slope of -5.5 . 
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Demo~tration of dynamical scaling for the real space correlation function 
of the order parameter C(r, t) = r(r/r1; 2 (t), where r1 ;2 (~) is the halfwidth 
of C ( r, t). I plot data taken at 100 (solid line, 0), 300 (dashed line, 6.) and 
750 (dotted line , +) times steps. I averaged over 40 initial conditions. Inset 
I show a log-log plot of 1- r(:z:) in the limit of small :z: and, for comparison, 
a solid line with a slope of1.57. 
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Demonstration of dynamical scaling for the real space string-string cor-
relation function Cu(r,t) = d-2(t)r •• (rjd(t)), where d(t) is the average 
interstring spacing. The data were taken at 200 ( 0), 400 ( 6.) and 700 ( +) 
time steps (averaged over 10 initial conditions). Inset I show a log-log plot 
of r •• ( z) in the limit of small z and, for comparison, a solid line with a 
slope of -2. 
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reference point. This means that, at distances shorter than d(t), but still larger 
than the vortex-core size e' the two-point correlation function simply reflects 
the connectiVity of the network and therefore, for e/d(t) < y = r/d(t) ~ 1, 
d(t)-2 C.,.(~,t) . r.,.(y) rv y-2 (see inset of Fig. (3.7)). On the other hand, for 
r ~ d(t), I find, as expected, C66(r, t) rv d(t)- 2 = l(t)/ L3 , the average string 
density in the system. Fig. (3. 7) also shows that the narrow transition region 
(r rv d(t)) is characterized by a slight dip in the correlation function. 
I point out that the short distance singularity of r.,.(y) is a direct conse-
quence of the fact that we are considering a point correlation function of an 
eztended defect and it represents a true singularity, of course, only in the case of 
an infinitely thin string. In our numerical calculation, the lattice spacing provides 
the most convenient cut-off although, in reality, the only natural cut-off is repre-
sented by the vortex-core size. Note also that, as mentioned above, the natural 
rescaling length for the string-string correlation function at short distances is the 
average local curvature of the string. The existence of scaling implies that the 
average values of the local curvature and inter-string spacing have the same time 
dependence. 
3.5. OFF-CRITICAL QUENCH 
I have performed three series of simulations usmg different values of 
J('li(r,O))J = .J2JbJ > 0 in order to check the exponential decay law for the total 
string length l(t) rv r 1 exp( -{t312 ) and the relation 'Y ex JbJ2 • The results are 
shown in Fig. (3.8). I find good quantitative agreement with the 3/2 exponent. 
I also find that 'Y grows somewhat faster than quadratically with increasing JbJ. 
A similar discrepancy with the theory was found in th~ scalar case~4 From 
73 
0.8 ( ~~)=(~)=2 
0.6 slope1 slope2 =2.30±0.05 
slope2 _ 
-
slope3 -2.45±Q05 
ro Is o.4 ~-
-
- 0 
0' 0.2 0 
0.0 
~= bVh 
--c 
-0 tl 
--a tl b3= bV2 c )J ® 
-o2 
·o 1000 2000 3000 4000 (time) 3/2 
Fig. 3.8) 
Graph of log10(L3 jtl(t)) vs. t312 for lbl = 0.001 (Q), 0.001/:J2 (.6) ~d 
0.001/2 (D). The statistical ensembles were obtained superimposing each 
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Fig.(3.8), we can see that not only the strength, but also the onset time (tc) ofthe 
exponential decay is controlled by the magnitude of lbl. In fact, even in the b = 0 
case, the spatial average of the initial field configuration over any finite volume 
( 13 ) of the system shows statistical fluctuations I (w( r' 0)) llbi;::O "" uo( a/1) 312 ' where 
u 0 is . the standard deviation of the order parameter at each site and a is the · 
lattice spacing. If we now make the natural assumption that the crossover is 
controlled by the ratio of lbl to the amplitude of these statistical fluctuations, 
·we can introduce a crossover length lc( b) "" a( uo / lbl)213 such that, when the 
characteristic length scale in the system .X(tc) "" lc(b), the relaxation process 
changes from a power-law to an exponential decay. In the preceding analysis 
I have implicitly assumed that lbl ~ uo( a/ L )312 , where L is the size of the 
system. In the limit lbl--+ 0 (critical quench) uo(a/L)312 becomes the dominant 
contribution to I("W(r,O))IIbi--+O and lc(O) "' L; that is, the crossover will never 
occur. 
In Fig. (3.3) I show the evolution of the system for lbl = 0.01. In this case 
we can observe a complete breakup of the string network after only a few time 
steps (lc(O.Ol) "'3a) followed by the shrinking of independent vortex loops. The 
widely spaced loops that remain at the end of the sequence are the few larger-
than-average loops found at the beginning ofthe sequence. Considerations si~Ililar 
to the ones introduced in the previous paragraph suggest that, after the breakup 
of the network, the probability of finding a loop of radius r > lc(b) will decrease 
with increasing r as exp ( -!o ( r /a) 3 ) , where /O ex: (I b I/ uo )2. The radius of each 
individual loop will then decay in a finite time (one expects r(t) "' y'r(0)2- n,t 
for a circular loop of initial radius r(O) and an effective diffusion constant D1 ), 
so that the exponential decay of the total length of the string network l( t) will 
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depend on the initial size distribution of the loops. 
This discussion makes explicit the physical content of the (biased) initial 
conditions adopted by Toyoki and Honda~5 It also suggests that the precise [(b) 
dependence parameterizes the dynamical information of the early break-up phase 
and is therefore beyond the scope of a mean-field treatment. In order to charac-
terize the ordering process we now need at least two length scales: the average 
size of vortex loops, whose weak time-dependence is determined by the com-
petition between the decrease in size of the individual loops and the progressive 
disappearance (elimination from the average) of the smaller ones, and the average 
inter-loop spacing, which increases exponentially with time due to the annihila-
tion of the smaller loops. The very existence of two length scales with (sharply) 
different time dependence, graphically demonstrated in Fig. (3.3), clearly indi-
cates the (complete) breakdown of dynamical scale in variance. 
3.6. DISCUSSION 
These results presented in this chapter reflect rather general properties of 
the relaxation process for systems with a non-conserved order parameter. For 
example, if we repeat the calculation of Toyoki et al~5 in the case of a two 
dimensional system (where the vortex-strings reduce to vortex points), we can 
find that the average number of vortices in the system N"(t) should decay as 
N v ( t) I"V r 1 exp ( -{t), with { 2:: 0 ( { = 0 corresponds to th~ critical quench). 
Note that we could rewrite the D = 2 and the D = 3 results for the complex 
order parameter as ln(t) I"V r 1 exp( -{ntD/2 ). An analogous relation is found 
in the scalar order parameter case~4 We can also extend this approach to a 
system with an Heisenberg order parameter :E(r, t) = (X(r, t), Y(r, t), Z(r, t)) in 
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three dimensions. The topologically stable defects in this case are point defects 
(hedgehogs). We can describe them as intersections ofthree surfaces representing 
the zeros of three auxiliary scalar fields. Identifying these fields with the three 
components of the order parameter, we can again predict 88 that the number of 
hedgehogs Nh(t) will decrease with time as Nh(t) rv t-312 exp ( -{t312 ), where 1 ex 
I (:E( r, 0)) 12 • These considerations might be of relevance to cosmological pattern 
formation, since they indicate that the final distribution of topological defects, 
following a phase transition characterized by a non-conserved order parameter, 
is extremely sensitive to the initial conditions. 
3.7. SUMMARY 
I have presented the results of a numerical study of the coarsening dynamics 
of a three dimensional system with a non-conserved complex order parameter 
'li(r, t). We have found that the ordering dynamics depertds on the initial value 
of the spatial average of the order parameter ( ('li(r, 0)) = y'2b), after the quench 
below the ordering transition temperature. For the critical quench (b = 0), I 
have shown evidence of dynamical scaling and an effective value of the dynami-
cal exponent of <P = 0.45 ± 0.01. For the off-critical quench (Jbl > 0), dynamical 
scaling breaks down and the decay of the vortex-string length l(t) becomes ex-
ponential, l(t) rv r 1 exp( -{t312 ). The relation 1 ex JbJ 2 , predicted by Toyoki 
et al~5 , appears to be in fact a lower bound. I stress that the dynamics of the 
string is controlled in both cases by the tension associated to its local curvature. 
The sharply different time dependence in the two regimes is due to the essential 
difference in the global connectivity of the network after the quench. 
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4. Simulations of Conserved Dynamics 
4.1. INTRODUCTION 
In this chapter I study the dynamics of a system with complex (i.e. two-
component, n = 2) conserved order parameter, following a deep quench. There 
is considerable theoretical interest in systems with continuous symmetry ( n > 
1) and conserved dynamics because, in accordance . with a recent theoretical 
prediction~7 '28 the growth exponent 4> is expected to be 1/4 rather then 1/3, 
as found in systems with .conserved dynamics and discrete symmetry {n = 1). 
Furthermore, it has been found analytically that ordinary dynamical scaling is 
not satisfied in the spherical model (n = oo case) with conserved dynamics~5 In-
stead, the possibility of multiscaling of the dynamical correlation functions {see 
section 5) has been proposed. It is therefore important to try to understand what 
relevance this might have for systems with~ finite. 
In the present numerical study, we observe an effective value of the dynamical 
exponent at late times of </> = 0.245 ± 0.010, which confirms Bray's theoretical 
prediction~7 As in the conserved scalar case~4 we do not find firm evidence for 
multiscaling, although the study of the correlation functions exhibits a numbel' 
of interesting dynamical effects. Systems that, in constrast to the present one, 
cannot support stable defects may be a more appropriate testing ground for 
multiscaling. 
Apart from its theoretical significance, the system studied in this chapter has 
intrinsic physical interest, because of the relation between its ordering dynamics 
and the roughening dynamics of crystal-:vapor interfaces, which I propose in this 
chapter. This may lead to a direct experimental test of the theoretical predictions. 
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The organization of this chapter is as follows. In section 2 I describe how the 
conservation constraint is imposed in the CDS version of our model. The time 
dependence of the ordering process is discussed in section 3. Section 4 considers 
the evidence for dynamical scaling, while the question of multiscaling is directly 
addressed in section 5. In section 6 I introduce a correspondence between our 
model, in two dimensions, and the Solid on Solid (SOS) model of a vapor-crystal 
interface and discuss possible experimental implications of our results. Section 
· 7 is devoted to an illustration of the ordering dynamics of a one dimensional 
system. A summary of the results is given in section 8. 
4.2. MODEL 
We consider a complex conserved or9.er parameter field on a L X L lat-
tice in two dimensions. The evolution of the order-parameter field 'llf(r, t) = 
X(r, t) + iY(r, t) is governed by the same phenomenological equation (Cahn-
Hilliard equation) as in the case of a system with discrete symmetry: 
8llt(r, t) = M\12 (8F{'Ilf(r, t)}) 
at . aw•(r, t) ( 4.1) 
where M is a kinetic coefficient, assumed to be independent of W and 
The coefficients a and b are positive after the quench. I performed the sim-
ulations using the cell-dynamics scheme. In this scheme we can~ in principle, 
chose different length scales for the the isotropic Laplacian averaging (see section 
2.2) and the range of the conservation constraint. In practice, we have limited 
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both the isotropic averaging and the conservation constraint to nearest-neighbors 
( (nn)) and next-nearest neighbors ( (nnn)) sites (m). To implement the dynam-
ics of the system, we first evolve the components of the order parameter, at site 
n and time step t, a~ in the non-conserved case, eqs. (2.3) and (2.4), obtaining 
the intermediate values X'(n, t + 1) and Y'(n, t + 1). We then impose a local 
conservation constraint on each separate component: 
X(n, t + 1) =X(n, t)- ( (X'(n, t + 1)- X(n, t))) 
Y(n, t + 1) =Y(n, t)- ( (Y'(n, t + 1)- Y(n, t))) 
where, as in eq. (2.4), 
(4.3) 
(4.4) 
Random initial conditions and periodic bondary conditions were chosen, as in the 
non-conserved case, and the same topological considerations discussed in chapter 
2 apply here. Since, even in the presence of conservation, the lowest-energy 
state of the system is vortex-free, the ordering process proceeds through vortex-
pair annihilation. Qualitatively, we observe that, at early times, the density of 
vortices is over one order of magnitude higher than in the non-conserved case and 
that, at least in the absence of noise, finite systems are very likely to "freeze" 
in metastable states at late times, as we have observed in systems of small size 
(L = 32). The freezing, I suggest, is caused by the presence of a great number of 
local minima of the system energy functional that satisfy the global conservation 
constraint 
J d2r w(r, t) =canst., . (4.5) 
where, for random initial conditions, canst. ~ 0. For systems of the size used 
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in this work (L = 256), we do not see any sign of freezing in the time range 
considered (100 < t < 208100). 
4.3. DYNAMICS AND POWER-LAW BEHAVIOR 
We now turn·to a quantitative discussion of the dynamics. The definitions of · 
the characteristic length scales A1(t), A2(t) and d(t) were given in section (2.3), 
to which we refer. For the characteristic length associated with the real space 
correlation function of the order parameter C(r, t), we use its first zero ro(t), 
which is the shortest length that satisfies the relation C(ro(t), t) = 0. As shown 
in Fig. ( 4.1), our data for ro(t) and A1(t) are consistent with an asymptotic 
power-law behavior >.( t) "' t 0·245±0·010 • There is a slight difference between the 
length scales associated with the first and second moment of the scattering func-
tion: A2(t) is better fitted by (t/log(t))114, suggesting the possible presence of a 
second, somewhat slower, length scale in the system (Fig. (4.2)). It should be 
stressed, however, that an unambiguous determination of a systematic logarith-
mic correction to the power-law behavior is beyond the "resolving power" of the 
present numerical data and any interpretation of this result in terms of multi-
scaling should be taken with caution ( cf. the scaling analysis of the scattering 
function below). Bray has suggested that the scaling form for the real-space cor-
relation function explicitly depends on the equilibrium modulus M of the order 
28 parameter as 
Identifying M with the time-dependent spatial average of Jw(n, t)J, I have also 
tried to fit the data rescaling time as tj('ll*(t)'ll(t)). Although the high density of 
vortices makes this correction significant at early times, it does not appreciably 
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modify the overall time behavior of the system and it cannot explain the difference 
in time dependence of the different length scales. 
Note that the clear-cut distinction between the values and stati~tical prop-
erties of the first and second moment of the scattering function, which is typical 
of non-conserved systems (see ch. 2), does not apply to the conserved case. This 
is because the main contributions to the integrals of the different moments come 
from finite k components of the scattering function rather than k = 0. 
4.4. DYNAMiCAL SCALING 
The scaling of the scattering function presents some interesting features. We . 
have tried to rescale it using both its first and second moment. This is of interest 
because of the slight difference, noted above, in the time dependence of the two 
associated length scales. As shown in Fig. ( 4.3), we find that the first moment 
gives the best overall agreement, but it is worth noticing that while k1 seem to 
accurately describe the evolution of the peak position of the scattering function, 
k2 appears to give a more accurate representation of the increase in the p·eak 
height. This is reminiscent of the behavior found in the n = oo case, due to 
the presence of two (logarithmically) different length scales~6 Here, however, the 
wavelength associated with the peak position (m), -Xm(t) . 27r)km(t), increases 
faster than the rescaling length for the peak height, while the opposite is true 
in the n = oo case. This trend holds true for all the curves shown in Fig. ( 4.3), 
except the . one corresponding to the latest time considered. Looking at the un-
sealed data (Fig. (4.4)), it is clear that, at this late time, the peak half-width 
of the scattering function is comparable with the circular-averaging "bin" in k 
space, so that it is possible that finite-size effects are masking the exact location 
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and height of the peak. 
Looking at the log-log plot of the rescaled scattering function, Fig. ( 4.4), 
-2 -k1 (t)S(k, t) = <i>(x ), we see that at small x = k/kl < 1 it satisfies Yeung's 
inequality;o \lf(x) ::::; x\ while for X > 1, it appears to approach asymptotically 
x-4 • This last trend is not as well defined here as in the nonconserved case, 
but I suggest that this is due to the specific features that the conservation law 
imposes on the scattering function. Shinozaki and Oono;1 in particular, noticed 
a hump (at x ~ 3) in the log-log plot of the scattering function for the conserved 
scalar case in three dimensions: the same effect might also be present here, 
although my data is not as definite in this regard. In any case, all the "dynamical 
structure" of the rescaled scattering function, that is the features that depend 
on the conservation law, should be confined to values of x of order unity or 
smaller, while dynamical scaling should asymptotically extend to x ~ 1. In this 
region, the dominant factor should then be the local configuration of the order 
parameter, which only depends on the symmetry (the defect topology) and the 
static balance of the elastic energy. I expect therefore that the universal function 
should asymptotically decay as x4 , due to the vortex-field configuration. This 
expectation is borne out by the small y = r/ro(t) behavior of the rescaled real 
space correlation function C(r, t) = r(y(t)) ~ 1 ~ yt/1, wliere ro(t) is the position 
of the first zero of C(r, t) and ,P = 1.6 ± 0.05, as in the non-conserved case. 
As explained in ch. 2, the fact that ,P < 2 is due to a logarithmic term in the 
correlation function of a single-vortex field configuration. As shown in Fig. ( 4.5), 
the data for the order parameter correlation function appear to collapse onto a 
universal curve over virtually the entire time range considered, showing that this 
function is rather insensitive to the finite-size and possible transient effects (see 
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below) we have observed in other correlation functions. 
Considering now the behavior of the real space correlation functions of t he 
vortices we find remarkable differences with respect to the results obtained in 
the non-conserved case. In particular, here we observe a dynamical a&ymmetry 
between the radial correlation function of vortices of equal sign Cnn,pp(r, t), that, 
as can be seen in Fig. ( 4.6), shows a small but systematic deviation from scaling, 
and the correlation function of vortices of opposite sign Cnp,pn(r, t), where no such 
deviation is detectable (Fig. ( 4. 7)), at least in the main peak. The presence of a 
developing peak in Cnn,pp(r, t) is in sharp contrast with the monotonic behavior 
found in the non-conserved case (Fig. (2.8)). We also note here the presence in 
both functions of a well defined secondary peak, while no secondary peak was 
visible in the non-conserved case (Figs. (2.8- 9)). 
A full appreciation of the new features in the correlation functions of the 
vortices would require a detailed understanding of how the conservation of the 
order parameter affects the "effective" interaction of a vortex-antivortex pair. 
This is feasible within the framework of the defect-dynamics approach (see section 
1.4 ), but I have not attepted this task here. . 
We can summarize the main results that have emerged from the analysis of 
the correlation functions as follows: 
1. The vortex-field configurations at short distance are insensitive to the dy-
namical changes introduced by the conservation law, as shown by the fact 
that the small r behavior of the correlation function of the order parameter 
is identical in the conserved and non-conserved case. 
2. The correlation functions of the vortices are a very sensitive probe of these 
same dynamical effects, as indicated by the significant differences in 
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spatial dependence and scaling properties (pointed out above) between 
the conserved and non-conserved cases. 
4.5. MULTISCALING 
The question of multiscaling was addressed only indirectly in the previous 
section. Although evidence of possible corrections to scaling was pointed out, 
this, by itself, is not strong or consistent enough to justify the dismissal of the 
dynamical scaling hypothesis. The difficulty of finding numerical evidence for 
multiscaling behavior was already pointed out by Coniglio and Zannetti in their 
original paper ~6 They suggested a different plotting of the scattering function 
data that directly probes the multiscaling hypothesis: the idea that, asymptoti-
cally, the time evolution of each (k) component S(k, t) of the scattering function 
is characterized by a different growth exponent <P(k/km), where km is the position 
of the peak maximum. In the thermodynamic limit, where k is a continuum vari-
able, there are therefore infinitely many scaling exponents </J(z) (multiscaling). 
To find these exponents for aD-dimensional system, we need to plot 
-D - -
log(km(t)S(km(t)z, t)) veraua log(27r/km(t)), (4.6) 
at constant z = k/km. This relation follows immediately from eq. (1.4), if 
we ignore the (logarithmic) difference between km and ku (the. peak width of the 
scattering function). The slope D</J( x) of this relation is expected to be a constant 
( <P( x) = 1) if the dynamical scaling relation is satisfied while <P( x) = 1 - ( x2 - 1 )2 
in the O(n = oo) (spherical) model with conserved order parameter studi.ed by 
Coniglio et a/~6 
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I have performed the multiscaling analysis with the identification km(t) 
k 1(t). The numerical results are shown in Fig. ( 4.8), where a comparison is made 
with the analytic form found for n = oo. I remark that the range of values (at 
constant x) shown in the figure does not represent statistical fluctuations, which 
should be superimposed to all data points. Rather, it expresses an estimate of 
the systematic errors involved in trying to evaluate . the slope of eq. ( 4.6) for 
values of x outside the immediate neighborhood of x = 1, where only one value 
for the slope is given. The reported midrange values try, in all cases, to give an 
estimate of the overall slope, but I note that the more reliable values, for x > 1, 
are given by the lower-range points, since they are associated with the late-time 
asymptotes. I also observe strong finite-size effects for x = 0.02. 
There is a clear discrepancy between the results of the numerical study ( n = 
2), which are roughly consistent with ¢(x) = const., and the analytic results (n = 
oo ), which exhibit a strong variation with x. In the absence of any quantitative 
information on the n-dependence of the growth exponent(s), however, it is not 
clear, even granted the presence of multiscaling, to what extent one should expect 
the two sets 6f results to coincide. Again, no firm evidence of multiscaling was 
found, but, because of the difficulty of interpretation mentioned above, these 
results might have to be reconsidered if a theory of multiscaling is developed for 
the finite n case. 
Regarding future directions of work, I would like to make here a more general 
comment. As we have seen in the previous section, the existence of topological 
defects with extended field configurations, creates "configurational" constraints 
on the short rescaled-length behavior of the system and, correspondingly, severely 
reduces the phase space available to its evolution: we can give a fairly accurate 
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Here I compare the analytic result for n = oo (solid line) and the numerical 
results for n = 2. I give the best estimates of the, slope of eq. ( 4.6) 
as a function of x, using the entire time range 100 < t < 208100 ( x ). 
Whenever there is a significant change of slope over this time range, I 
also give an estimate of the early-time (100 < t < 10000,•) and late-time 
(20000 < t < 200000, 0) slopes. 
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description of the evolution of the system using only the positions of the vortices. 
This delicate interplay between symmetry constraints and dynamics and the pos-
sibility oflong transients associated with the existence of several competing length 
scales makes it, in pnnciple, particula:tly difficult to ascertain multiscaling behav-
ior in our system. To avoid some of these difficulties, it would be worthwhile to 
study the relaxational behavior of systems with conserved dynamics that cannot 
support stable topological defects ( n > D). 
4.6. PROPOSED EXPERIMENTAL REALIZATION 
Although! do not know of any physical system with a complex ( n = 2) con-
served order parameter, it may be possible, in the spirit of universality, to apply 
som~ of the results of this chapter to the roughening dynamics of crystal-vapor 
interfaces:2 The starting point of our considerations is that the equilibrium sta-
tistical mechanics of both the discrete Gaussian model of roughening (in D = 3) 
and the XY model have an ezact D = 2 Coulomb gas representation:3 This 
permits us to identify the roughening transitions of the crystal interface model 
with the vortex-unbinding transition of the XY model and establishes a corre-
spondence between the static equilibrium properties of the two models. Note 
that in this mapping the temperature of the XY model (Txy) corresponds to 
the inverse temperature· of the crystal (Tcr "' l/Txy) so that the rough (high-
temperature) phase of the crystal-vapor interface is associated with the bound 
(low-temperature) phase of the XY model, and both of them correspond to the 
screened (low-temperature) phase of the Coulomb gas. One may object that. the 
two models are not exactly identical, since the Coulomb gas representation of 
the crystal-vapor interface contains, in principle, charges of any integer value q, 
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while in the XY model only the charges with jqj = 1 are (energetically) stable. 
We expect, however, that only charges with jqj = 1 are relevant at the transition 
since, as we decrease the temperature in the XY model (or as we increase the 
temperature in the crystal interface model), the jqj = 1 charges are the last to 
bind, ·allowing the formation of the screened phase. Using renormalization group 
arguments, the relation between the discrete Gaussian model and the D = 2 
Coulomb gas can be extended to more general SOS (solid-on-solid) models of 
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the crystal-vapor interface. 
We cari now try to extend this correspondence to include the dynamical 
properties of the roughening transition after a "quench" in the hi_gh temperature 
phase:4 A crucial element to be considere<l is now the conservation of the order 
parameter, which can be identified with the mean-square deviation of the inter-
face profile from its average position. We can envision two basic mechanisms for 
the growth of the interfacial fluctuations: evaporation-condensation at the sur-
face of the crystal, supposed in local equilibrium with its vapor phase, and sur-
face diffusion along the solid-vapor interface. The first mechanism (evaporation-
condensation) will lead to a non-conserved dynamics for the order parameter, 
while surface diffusion satisfies a local conservation law, which we can express as 
a continuity equation for the mass current at the interface:5 
These considerations suggest that the relaxational dynamics of conserved or-
der parameter and that of a crystal surface, in the regime where surface diffusion 
is dominant, may be in the same dynamic universality class: they have the same 
symmetries and the equilibrium behavior is identical. For this mapping to ap-
ply to the relaxational dynamics, we would not only need to demonstrate that 
the dynamics is. controlled by a renormalization group fixed point (presumably 
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a zero temperature fixed point such as that which Bray considered), but also 
show explicitly that there are no other hydrodynamics modes relevant at this 
fixed point, for the relaxational dynamics of a crystal surface. This is beyond the 
scope of the present thesis, but should certainly be investigated in the future. It 
is natural to extend this analogy to the non-conserved complex order paramter 
dynamics, which should therefore correspond with the relaxational dynamics of 
a crystal surface, in the regime when evaporation-condensation is dominant. 
This hypothesis implies that there are two different dynamical exponents 
4> for the growth of fluctuations in the rough phase: when the growth is due to 
evaporation-condensation we expect 4> = 1/2, and when the dominant mechanism 
is surface diffusion we expect ¢ = 1/4. Since both mechaliisms are bound to be 
present in any real physical system, one may think that evaporation-condensation 
(leading to the faster growth) will always dominate the asymptotic regime, but 
the crucial question, experimentally, is when the crossover occurs. 
The formation of thermal grooves ( f'V 0.1-l.OJ.£ in depth) during polycrystal 
sintering offers one example of the competition between these two mechanisms~6 
In this process, interfacial fluctuations nucleate at surface grain boundaries and 
lead to smooth self-similar interface profiles (grooves) whose characteristic length 
grows in time. This is of course q~te different from the case of roughening, which 
does not depend on heterogeneous nucleation and only leads to 3tati3tically self 
similar patterns. These differences, however, may not be as important as the 
role played by the conservation law in the dynamics of the system, and we can 
also think of the formation of thermal "grooves" as an intermediate stage in the 
roughening process. 
For our purposes, the most interesting aspect of the growth process of ther-
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mal grooves is the range of experimental situations available. Depending on the 
material and annealing procedure chosen, the contribution of surface diffusion 
may be ignored from the first few minutes after the "quench" or, at the opposite 
extreme, it may dominate the process for hours or even days. It is suggestive 
to notice that surface diffusion leads, at least in this case, to a t 114 growth law 
and evaporation-condensation to a t 112 law:6 in agreement with the proposed 
correspondence and with our numerical results for the 0(2) model. 
Mullins considered the relaxation dynamics of macro&copic perturbations 
(> lOp.) on solid surfaces~7 Above the roughening temperature, he found that 
sinusoidal perturbations of wavelength ). decay exponentially (keeping their 
shape) with characteristic times proportional to >.2 and ).4 when evaporation-
condensation or, respectively, surface diffusion are the controlling mechanism. 
These results were obtained within a linearized hydrodynamic theory, so that the 
decay of any initial surface configuration reduces to the decay of of its Fourier 
components. If the decay time ( T) of the sinusoidal component of wave length 
). is T "' ).n, only components with ). > tlfn will survive after a time t: i.e. 
>.(t) "'tlfn is the characteristic size of smooth regions at time t. 
Beside evaporation-condensation and surface diffusion, transport through the 
bulk offers another possible mechanism for surface dynamics~7 This is quite 
different from the previous two, however, because it subordinates the dynamics 
of the surface to the (conserved) dynamics of the bulk. It is not too surprising, 
therefore, that, when the dynamics is controlled by bulk diffusion, a sinusoidal 
surface of wavelength). decays exponentially, above the roughening temperature, 
with a characteristic time proportional to ). 3 • 
The prediction of a 1/4 exponent for the roughening dynamics in the presence 
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of conservation should be contrasted with a previous proposal by Villain:8 Using 
a microscopic model of the smoothening process of a crystalline surface after a 
quench below the roughening temperature (the inverse process to the roughening 
dynamics considered above), he finds that, if the process is dominated by sur-
face diffusion, the linear dimension (R) of smooth domains grows as R(t) rv t 113 • 
To reconcile the two predictions, one should assume that there is a dynamical 
asymmetry betwe~n the smoothening and roughening processes. While this is 
·not obvious for conserved dynamics, since in this case the two processes are both 
controlled by long-range surface diffusion, such ~n asymmetry is certainly present 
in the non-conserved case. After rapidly raising the temperature into the disor-
dered phase of a non-conserved system (crystal smoothing when evaporation-
condensation is dominant), the growth of "disorder" (smooth surfaces) should be. 
much faster than any power-law, because, in this case, nearest-neighbor interac-
tions are completely ineffective and there in no more a distinction between global 
and local equilibrium: i.e. the relaxation is controlled by the local dynamics 
(local cell-dynamics in the CDS scheme). 
To make clear the importance of crystalline order for the previous results on 
roughening dynamics, it is worth mentioning the corresponding results for fluids. 
For a D = 3 fluid (D = 2 interface) the "roughening" temperature is T = 0, 
that is the width of the liquid-vapor interface diverges (in the thermodynamic 
limit) for any finite temperature, and the growth of the order parameter (mean-
square deviation of the interface profile) is predicted to be rv ~ for both 
the conserved and conserved case:9 
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4.7. ONE-DIMENSIONAL SIMULATIONS 
I have performed one dimensional simulations of the quenched dynamics of 
a conserved complex order parameter on a lattice of size L = 4096. The corre-
sponding CDS equations are formally identical to the ones used in two dimen-
sions, except that the Laplacian averaging and the conservation constraint now 
affects only the two nearest-neighbors. In these simulations I have used A= 1.3 
and C = 0.25 ( cf. eq. 2.3). A linear stability analysis (similar to the one de-
scribed by Oono et al~6 ) shows in fact that, for A = 1.3, the upper limit of 
linear stability of the CDS model in one dimension is C = 0.282. For values of 
C (;::: 0.4) a numerical instability occurs, while at intermediate .values, such as 
C = 0.3, the algorithm appears stable, but a progressive slowing down of the 
ordering dynamics is noticed in the longer simulations: a possible indication that 
short-wave structures (a sign of weak instability) are developing in the system, 
interfering with the formation of large scale patterns. I should point out that 
in one dimension there are no localized defects in the system, but, because of 
the periodic boundary conditions (P BC) used here, there is a conserved winding 
number Nw "' v'L associated with the initial conditions. In fact, the algebraic 
sum of the phase differences ( A8) between nearest-neighbor vectors on a lattice 
loop (P BC) is a multiple of 211" and becomes, asymptotically, a constant.100 This 
means that the order p·arameter cannot be completely untwisted, so that the 
effective size of the system is Leff"' L/Nw"' v'L, the period of the maximally 
ordered state compatible with the conservation of Nw . In the case studied, this 
would correspond to Leff ~ 64. At the end of the pres.ent simulations, after 
3 X 105 time steps, the typical size of the ordered domains, as measured from the 
first zero of the order parameter correlation function, is ..\ ~ 7, so that I do not 
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two dimensional systems with both conserved and non-conserved dynamics (see 
above and section 2.4), is in fact due only to the presence of vortices. 
4.8. SUMMARY 
I have presented the results of a numerical study of the quenched dynamics 
of a system with conserved order parameter and continuous symmetry. The ob-
served value of the dynamical exponent for the growth of order in the system 
is in agreement with a recent theoretical prediction. While interesting dynam-
ical effect were noticed in the study of the equal-time correlation functions, no 
firm evidence of multiscaling behavior was found. A possible correspondence be-
tween the quenched dynamics of this system in two dimensions and the dynamics 
I 
of roughening of crystal-vapor interfaces was pointed out and results for a one 
dimensional system were also given. 
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5. Kinetics of the Superconducting Transition 
5.1. INTRODUCTION 
The superconducting transition in metals occurs very slowly, with equilibra-
tion times of as much as thirty minutes reported in laboratory experiments~6 
. Mendelssohn and Pontius 96 were apparently the first to give a physical expla-
nation of this phenomenon, by pointing out that the superconducting transition 
is accompanied by eddy currents which dampen the motion of the propagating 
phase boundary between normal and superconducting regions, an~ a quantita-
tive theory was given by Pippard 97 and Lifshitz~8 Subsequent experiments by 
Faber:9'100 are in semi-quantitative agreement with theoretical predictions for 
the rate of phase propagation. This body of early work was conducted on what 
are now called type I superconductors (SC). The experimental signatures of a 
separate class of superconductors (type II), first predicted by Abrikosov:01 be-
came apparent in the early sixties. The distinctive features of these two classes 
of superconductors will be discussed in section 2 below (see also section 8). 
In this chapter, I present preliminary results on the kinetics of the super-
conducting transition, for both type I and type II superconductors.102 Th~se 
results apply to two dimensional superconductors with two dimensional electro-
magnetism. This means that I am only considering field configurations transla-
tionally invariant in the direction perpendicular to the plane. This configurations 
may play a dominant role in a three dimensional system subject to an external 
uniform magnetic field, but cannot be physically realized in the zero field case. 
Qualitative aspects of these results are nevertheless expected to be valid for more 
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physical three dimensional configurations. It is worth noticing that the electro-
magnetic field associated with a superconducting film is fully three dimensional 
and lacks, in general, any translational symmetry, so that it cannot be described 
by the present numerical simulations. The generalizations of th·e present algo-
rithm required to study fully three dimensional order parameter and/ or electro-
magnetic fields are, on the other hand, straightforward and this should allow, in 
the future, the simulation of more realistic physical models. 
Following a discussion of the classical phase diagram of superconductors in 
section 2, I present, in section 3, a qualitative picture of the corresponding mean-
field kinetics. The Ginzburg-Landau equations of motions are discussed in section 
4, where particular attention is paid to the choice of gauge and the associated 
constraint.s. The results for type I superconductors are presented in sections 5 
. 
and 6: the former section is devoted, in particular, to a linear stability analysis 
of the normal-superconducting interface while, in section 6, I present the results 
of the time dependent-simulations. After introducing the CDS model for type 
II superconductors in section 7, the special case of a temperature quench at 
zero field is discussed in section 8. I make a few final remarks in section 9 and 
summarize my conclusions in section 10. 
5.2. (CLASSICAL) PHASE DIAGRAM OF SUPERCONDUCTORS 
On the basis of the phenomenological theory proposed by Ginzburg and 
Landau;os where the fruitful idea of a complex order parameter for the super-
conducting phase was first introduced, it is possible to explain the basic features 
of the phase diagram of type I and type II superconductors, close to the tran-
' 
sition temperature Tc for the onset of superconductivity. In the absence of an 
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external magnetic field, this is a second order phase transition!09 The crucial 
new feature, with respect to the neutral (superfluid) case, is the appearance of a 
new length scale in the system: the electromagnetic penetration depth >.. This 
is associated with the most characteristic signature of the superconducting state: 
the expulsion of an external magnetic field (He) from a bulk superconductor and 
its confinement to a surface layer of thickness >. (Meissner effect). The other 
length scale in the system is, as in the neutral case, the bulk correlation length 
of the order parameter e. In the context of quenched dynamics, as discussed in 
chapter 2, we can identify e with the core size of the vortex structures forming 
in the system after a quench in the ordered ( superconducting) phase. 
The Meissner effect is found only for sufficiently low magnetic fields and, of 
course, T < Tc. In a high external field He > Hc(T), where He is the critical field, 
superconductivity is destroyed and . the field penetrates the bulk of the sample. 
The nature of the transition in an external magnetic field, is what distinguishes 
type I and type II superconductors. To understand this difference we must con-
sider how the ratio of the two characteristic length scales in the system, K. = >.fe, 
controls the sign of the surface tension at the boundary between the normal and 
the superconducting phases. If K. < 1/ .../2, the surface tension is positive and th~ 
system will try to minimize the interphase boundary. This is the typical situation 
in pure metals and leads to a first order transition at Hc(T) with a discontin-
uous change of the superconducting bulk order parameter!10 The transition is 
· controlled here by the thermodynamic balance between the latent heat required 
by the phase change and the work necessary to keep the magnetic field out of the 
sample. If K. > 1/ .../2, a typical situation in alloys, the surface tension is negative 
and the interphase boundary, once formed, will proliferate. This will lead to a 
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progressive break-up of the normal-phase domains, which is limited only by the 
quantization of the magnetic flux. As shown in Fig. (5.1), there are now two 
critical fields: Hcl (T) < Hc(T), where He is the thermodynamic critical field, and 
Hc2(T) > Hc(T). The lower critical field is associated with the penetration of 
the first quantum of magnetic flux in the sample, while the higher one signals the 
complete destruction of the superconducting phase, which corresponds now to a 
second order phase transition. That is, as the external field is lowered below Hc2, 
the onset of superconductivity is continuous. The presence of boundaries, which 
are ignored in the previous discussion, will in general facilitate the development 
of superconducting nuclei. Within the Ginzburg-Landau theory, we can calculate 
a third critical field HcJ(T) > Hc2(T), such that surface superconductivity arises 
at the sample boundaries, within a layer of thickness e, when He < Hc3(T). 
In a type I superconductor (see Fig. (5.2)), Hc2(T) is smaller than Hc(T) 
and corresponds to the limit of stability (classical spinodal) of the metastable 
normal phase, following a magnetic field quench below Hc(T)! 11 This is because, 
for any given K. and T < Tc, Hc2(T) is defined as the maximum field under which 
the system can support a superconducting nucleus of arbitrarily small amplitude 
11/11. In Fig. (5.2) I also indicate the possibility of a overheated superconducting 
phase above Hc(T), with a corresponding spinodal curve H0 (T), but, for clarity, 
I have ignored the possibility of surface nucleation!12 
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Tc T 
Fig. 5.1) 
Phase diwam of type II superconductor. We use arrows to indicate tern-
perature (3) and magnetic (1) quenches from the normal phase ( n) to the 
Abrikosov {A), or vortex-lattice, phase. Arrows 2 and 4 represent, respec-
tively, magnetic and temperature quenches to the full superconducting ( s) 
or Meissner phase. In the Meissner region of the phase diagram, the normal 
phase is completely unstable against the development of superconducting 
nuclei. See main text for the definitions of .the different critical magnetic 
fields Hci(T). 
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Fig. 5.2) 
Phase diagram of type I superconductor. The area Mn, below the critical 
field Hc(T), represents the region of metastability of the (supercooled) nor-
mal phase ( n ). Hc2(T) represents here the classical spinodal separating ~he 
metastable and the unstable ( U n) regions of the phase diagram. Magnetic 
quenches from the normal phase into the metastable (1) and unstable (2) 
regions are indicated. Above the critical field, H0 (T) separates the regions 
of metastability (M.,) and instability (U,) of the (overheated) supercon-
ducting phase. The paths of magnetic (3) and thermal ( 4) nucleation of 
the normal phase are also shown. 
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5.3. MEAN-FIELD KINETICS: QUALITATIVE PICTURE 
In type I superconductors, the kinetics may proceed through two alterna-
tive bulk mechanisms (paths 1 and 2 in Fig. (5.2)), analogous to nucleation and 
spinodal decomposition, depending upon whether the external field, He, is respec-
tively above or below Hc2~ 11 There is a similarity to the dynamics of a crystal 
growing into its undercooled melt, which is pointed out below, and, accordingly, 
a linear stability analysis is performed, which predicts a dynamical instability 
of a planar normal-superconducting (N-S) boundary. This is the analog of the 
well-known instability 113 responsible for the ubiquitous dendritic patterns en-
countered in solidification~ 14 The similarity is not complete, however, and there 
are differences due to the presence of two length scales associated with the N-S 
boundary - the correlation length e and the electromagnetic penetration depth 
..\. In type I superconductors, this instability was first observed experimentally 
by Faber, who attributed it, though, to surface e:ffects~04 • 105 
I have also investigated the 'spinodal' regime in a type II superconductor, 
using two-dimensional numerical simulations of the temperature quench into the 
Meissner phase at zero external field (path 4 in Fig. (5.1)). The development of 
the superconducting phase, which is accompanied by the formation of vortices 
and subsequent annihilation of vortex-antivortex pairs, was monitored using the 
time evolution of the average inter-vortex separation, d(t). In the case of a 
neutral superfluid, as shown in chapter 2, I find d ,....., t 112 • This _can be interpreted 
as arising from overdamped vortex motion in the inter-vortex potential U(r) ,....., 
log r, where r is the inter-vortex separation of a given pair. In the case of the 
charged superfluid considered here, the inter-vortex potential is logarithmic for 
e « r « .X, but decays exponentially for r ~ .\. Thus, we might anticipate that 
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at short times, the dynamics is similar to that of the neutral superfluid, 
(5.1) 
where "' is a viscosity coefficient, but at longer times, when d"' A, 
dr -r/~ 
, dt rv e ' (5.2) 
and there should be a cross-over to d "' log t. This is indeed what is observed!15 
Note that in a type II superconductlng film the intervortex potential is also 
logarithmic for e ~ r ~ A, but decays only as a power-law, 1/r, for r ~ A. 
Because the electromagnetic field of a superconducting film is three dimensional, 
the electromagnetic screening is less effective in this case: the magnetic field 
lines connecting the vortices are sp.read out through the empty space above and 
below the superconductor and remain, the~efore, unscreened.116 We can again 
apply a dimensional argument ( cf. above) to predict a cross-over from d "' t 112 
to d"' t113 , when the intervortex separation d(t)"' A. 
I conclude this section by mentioning that particle detectors are an active 
area of application of the study of superconducting transition kinetics. In fact, 
the thermal nucleation of the normal phase in overheated type I superconductors 
(path 4 in Fig. (5.2)) has been proposed as a highly sensitive mechanism of 
particle detection!17 The proposed detectors, composite systems of overheated 
superconducting grains, would act as superconducting "bubble chambers". 
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5.4. EQUATIONS OF MOTION 
In analogy with the equation for the neutral case ( eqn. 2.2), the T DG L equa-
tions that govern the dynamics of the superconducting order parameter ,P(r, t) 
and the electromagnetic vector potential A(r, t) can be written as 
and 
a,p(r, t) 
at 
aA(r, t) 
at 
1 aF{ ,P(r, t), A(r, t)} 
' a,p•(r, t) 
_...:!.___ aF{ ,P(r, t), A(r, t)} 
47ru aA(r, t) 
where, in the general three dimensional case, 
J 3 ( 1i2 2ie 2 2 F{ ,P(r, t), A(r, t)} = d r 4m I(V- ~A(r, t)),P(r, t)i - ai'f/J(r, t)i + 
b 1 ) + 211/J(r, t)i
4 + B1r (V x A(r, t))2 • 
(5.3) 
(5.4) 
(5.5) 
In these equations, e and m are the charge and mass respectively of the electron, 
c is the speed of light in vacuum, u is the normal state conductivity and 1, a and 
bare phenomenological constants, which can be estimated using the BCS theory 
if desired. More explicitly, we tan rewrite equations (5.3) and (5.4) as 
a,p [ I l2 1 (. 2e ) 2] ,_ =- -a+ b ,p +- ~1iv +-A . ,P 
at 4m c (5.6) 
and 
47ru aA 27re [ • (· 2e ) ] ~at = -V X (V X A)- me ,p ~1iv +~A ,p + c.c . (5.7) 
As can be easily checked, equations (5.6) and (5.7) are not invariant under a 
time-dependent gauge transformation. This reflects the fact that the given form 
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of the equations · depends on a specific choice of gauge: here we have set the 
scalar potentialtf>(r, t) = 0. We also note that, unlike the corresponding Maxwell 
equation for the magnetic field, equation ( 5. 7) does not contain the second-order 
time derivative of A: · we are consistently ignoring all propagating modes in the 
system. This is valid as long as we are interested in dynamical phenomena 
occurring on a time scale -r ~ u-1 (,....., 10-18 sec, typically). We also need to 
satisfy Coulomb's equation for the electric field E, 
8\l · A(r, t) 
\l · E(r, t) = :- 8t = p(r, t), (5.8) 
where the first equality depends on the gauge choice 4> = 0 and p(r, t) represents 
the local charge imbalance. The characteristic length scale of charge fluctuations 
in the system is given by the De bye screening length AD = ( 47r N(O)e )-1/ 2 , where 
N(O) is the density of states at the Fermi level for electrons of one spin orientation. 
In a typical superconductor AD ,....., 10-8cm. ~ e ,....., 10-5cm., the correlation 
length~ 18 It is therefore quite natural; within our coarse-grained description, to 
assume local charge neutrality (p = 0), so that equation (5.8) reduces to "V· A= 
const. and the constant is set to zero by our initial conditions. The constraint "V· 
A= 0 must therefore supplement equations (5.6) and (5.7). Although the TDGL 
equations are strictly valid only for gapless type II superconductors very close 
to the superconducting transition temperature Tc, I shall assume here that they 
give a qualitative and even semi-quantitative description of the phase transition 
ki t . 118,119 ne ICS. 
After scaling r' = r/e, H' = H/v'2Hc, A' = A/v'2Hce, t' = tj(47rue jc2 ), 
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and dropping primes, we rewrite eqn. (5.6) and (5.7) as 
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and 
8A -_ T~2A 1I 
--v +-m 8t K, (5.10) 
. 121 
. where r = '1/(47rue2a/c2 ) can be estimated using the BCS theory to be 
r = (37r2mc2/28((3)1i)(kBTe/EF)(1/u), ~t = >-.fe, and to make contact with 
our numerical simulations, we have used an integral representation for the action 
of the vector potential. Taking u = 1JL!l-1cm__:1, Tel Ep I'V 10-3 , we find that 
r I'V 1. Therefore, r = 1 and r = 0.8 have been chosen as representative values 
for the simulations, respectively, of type I and type II superconductors. 
5.5. LINEAR STABILITY OF SHARP N-S INTERFACE IN TYPE I SUPERCON-
DUCTORS 
Qualitative features of the dynamics may be obtained by a~~uming the ex-
istence of a ~harp interface on the scale of ).. between the normal and supercon-
ducting states, with the interface characteristics on the scale of e subsumed into 
the surface tension. The validity of this assumption is discussed further below. 
Consider a N -S interface moving in two dimensions into the normal state with 
velocity Vn along its normal n, in an external magnetic field He < He. Taking 
the curl of eqn. (5.7), we find that 
(5.11) 
in the normal state, where D = c2 /47ru and zero penetration of the magnetic 
field into the superconducting state is assumed. Using Maxwell equations at a 
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moving interface, (vn/c)B = n x E, and taking ·B perpendicular to the plane of 
the system, we obtain 
VnBna _;_ -D('V' B)· n (5.12) 
. 102-104 
where Bna is the magnetic field on the N-S boundary. In early work Bna 
was assumed to be the thermodynamic critical field. However, this is only true 
for a planar interface in thermodynamic equilibrium, and must be modified for 
a curved N-S interface. Local mechanical equilibrium near the interface requires 
the minimization of total free energy at fixed temperature and total volume: 
SF= -Pa8Va -PnhYn+8 J Una(n)dS = 0, where F, P and V denote free energy, 
pressure and volume, the subscripts n, s and ns indicate contributions from 
normal phase, superconducting phase and N-S phase boundaries respectively, and 
Una is the surface energy of the N-S interface. In two dimensions, the variational 
calculation yields t:l.P = Pa - Pn = [una(O) + Una"(O)]K where 0 is the angle 
between n and the reference direction in space, and IC is the curvature of the 
interface. A more complicated form of this relation exists in three dimensions. 
Equating the chemical potential of the two phases we obtain the shift in field at 
coexistence due to the curved interface: t:l.H = Bna - He = -47r t:l.P / H, which 
gives t:l.H = -(47r/Hc)(una + u~a)IC. The modified 'Gibbs-Thomson' boundary 
dit . . th" 122 con Ion IS en 
where I have defined a capillary length do( B) = (una + u~a)/(H; /47r). For 
isotropic, extreme type I superconductors, with a correlation length of e, it can 
be shown 123 that do= 2V2e/3. · 
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The analogy between eqns. (5.11), (5.12) and (5.13) and the one-sided model 
of dendritic solidification 124 implies that a planar N-S interface, advancing at a 
speed v, will become linearly unstable 113 on length scales greater than a crit-
ical length Lc :=:::: 21r.j doD jv. For typical values of the material parameters 
(do:=:::: 10-5cm, D :=:::: 102cm2/sec) and a speed v = 1cmjsec, Lc :=:::: 1mm. A 
superconducting core growing into a supercooled normal state will generate com-
plex interface structures, as seen in our numerical simulations. The instability 
only occurs in the plane perpendicular to the external field direction: there is no 
new linear instability arising from the vector character of the magnetic field. The 
reverse process of flux penetration into a superconducting state, in a transverse 
field He >He is perfectly stable, and has been studied by Faber and others. 
The above analogy is incomplete because the assumption of a sharp interface 
is not valid. Unstable vortex structures on a scale of order e can be generated in 
time-dependent processes. In type II superconductors, these destroy the sharp 
interface and even in weakly type I superconductors, this instability is present, 
and observed in the 'spinodal' regime of type I superconductors in both the 
time-dependent simulations of Frahm, Ullah and Dorsey 125 (and discussed there 
in terms of phase slippage) and in our own simulations. 
5.6. PHASE PROPAGATION IN A TYPE I SUPERCONDUCTOR 126 
To study the phase propagation in a type I superconductor, an explicit finite 
difference scheme has been used to solve equations (5.9) and (5.10) on a two-
dimensional square lattice, with the order parameter defined on the nodes and the 
vector potential on the links? 27 the magnetic field is restricted to be perpendicular 
to the plane of the superconductor. The system is surrounded by an insulator 
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held in constant external magnetic field He. The boundary conditions on the 
sides of our sample are a.,p I an = 0 and A . n = 0 which guarant~e that no 
current flows out of the sample. The constraint "V ·A = 0 is imposed at each 
time step. The dynamics of a stable normal phase invading the superconducting 
phase has been studied, and the dynamics of a superconducting phase growing 
into both the metastable and unstable normal phase. A typical time sequence of 
the unstable growth process, starting from random initial conditions for the order 
parameter and H = He, is shown in figure (5.3). The similarity with spinodal 
decomposition is apparent. In the case of a quench into the metastable state, 
it is found that seeds larger than the critical nucleus do grow unstably, as the 
stability analysis suggests. 
These results question the identification of patterns in the intermediate state 
of type I superconductors as true equilibrium structures. Furthermore, there 
is the interesting possibility that the domain structures exhibit dynamical scal-
ing in the same way that has been predicted for the domain structures in block 
copolymer melts! 28It should be noted, however, that only a fully three dimen-
sional simulation could account for the structure of the intermediate state in a 
thin slab of type I superconductor. The variation of the magnetic field in the 
direction perpendicular to the slab plays, in fact, a crucial role in this case!29 
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Time sequence of the growth of the Meissner phase m a type I supercon-
ductor, at zero temperature, with the field quenched below the 'spinodal' 
line, Hc2· The greyscale is a measure of field strength, with white indicat-
ing field-free regions. The parameters are: lattice s1ze . 60 X 60, He = 0.2, 
K - 0.4. Space and time discretization units are: dt 0.03, dz 0.7. (a) 
t 800. (b) t 2800. (c) t=69600. (d) t=175600. 
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5.7. CDS MODEL FOR TYPE II SUPERCONDUCTORS 
I have performed time-dependent simulations of the zero-field transition in 
type II · superconductors, using the cell dynamic scheme (CDS). The CDS algo-
rithm used to update the equation of motion (5.9) for ,P(n, t) = X(n, t)+iY(n, t), . 
the order parameter field on a lattice node n, is 
. X(n, t + 1) =A tanh(I,P(n, t)I)(X(n, t)/1'1/J(n, t)l) - ~; ( 4X(n, t)-
L Re(,P(n + i, t) exp -iGAi(n, n + i, t) +'1/J(n- i, t) exp iGAi(n- i, n, t)]) 
iE(:i:,y) 
Y(n, t + 1) =A tanh(I,P(n, t)I)(Y(n, t)/1'1/J(n, t)l)- ~; ( 4Y(n, t}-
. L Im(,P(n + i, t) exp -iGAi(n, n + i, t) + ,P(n- i, t)exp iGAi(n- i, n, t)]) 
iE(:i:,y) 
(5.14) 
where G is our control parameter (discussed below), A is a measure of the depth 
of quench, DA controls the coupling strength to the four nearest-neighbor (n ± 
x±y) and r, as shown in section 5.4, represents the "rescaled" ratio between the 
characteristic relaxation times of the order parameter and the vector potential 
A:r:(n, n + x, t)x + Ay(n, n + y, t)y, which is defined on the lattice links. 
For the London equation (5.10), I have used an explicit algorithm: 
A:z:(n, n+x, t + 1) = Im(,P*(n, t) exp -iGA:r:(n, n + x, t),P(n + x, t))+ 
A ( X y X y) 
+ A:c(n, n + x, t)- GDA Bz(n + 2 + 2' t)- Bz(n + 2- 2' t) 
Ay(n, n+y, t + 1) = Im(,P*(n, t) exp -iGAy(n, n + y, t),P(n + y, t)) + 
A ( X y X y) 
+ Ay ( n, n + y, t) - G D A B z( n + 2 + 2, t) - B z ( n - 2 + 2, t) , 
(5.15) 
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where the magnetic field is given by 
Bz(n + ~ + ~, t) = A:z:(n, n +:X, t) + Ay(n +:X, n +:X+ y, t)+ 
(5.16) 
- A:z:(n + y, n + y +:X, t)- Ay(n, n + y, t), 
the circulation of the vector potential around a lattice square centered at n + 
~ + *. We must also satisfy the equation V' ·A = 0, which represents a nonlocal 
constraint for the vector potential. In principle, this constraint can be satisfied 
explicitly in Fourier-space by projecting out, at each time step and for each 
wavevector k, the A(k, t) · k component of the vector potential. In practice, I 
have chosen to satisfy the constraint in real space, introducing a diffusion term 
for V' ·A, which does not affect B = V' X A and effectively reduces the divergence 
of the vector potential to its average (zero) value. To simulate the process of 
vortex annihilation in the absence of external magnetic field, periodic boundary 
conditions were chosen. The CDS algorithm, in its present form, coarse-grains 
the system at the scale of e, and so is suitable only for the type II case. 
In the simulations, all the parameters, except G, were kept fixed at A= 1.3, 
D A = 0.4 and r = 0.8. The control parameter G is formally equal to a I K, where 
a is the lattice spacing. In equations (5.14) and (5.15), I have set a = 1, but if 
we want to compare the simulation results with the continuous TDGL equations 
(5.6) and (5.7), we must reexpress the lattice spacing in units of the correlation 
length e, our rescaling length ( cf. section 5.4). In our range of.parameter values, 
an exact numerical correspondence between the parameters of the CDS and the 
continuous model cannot be established, but we can obtain a reasonable estimate 
by directly measuring, for the given values of A, D A, and r, the correlation length 
(vortex-core radius) e in the simulation: e ~ 2a, so that G ~ 1/2K. We have used 
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this estimate to choose the appropriate range of variation for G, but it should 
be stressed that, as we have checked, the qualitative results obtained do not 
depend critically on our choice of parameters nor on the use of the CDS model. 
The CDS dynamics, nevertheless, enables one to reach the vortex-dominated 
regime much more quickly than ordinary discretized dynamics (time compression) 
and, correspondingly, permits the study of much higher vortex densities (space 
compression). 
5.8. TYPE II SUPERCONDUCTORS AT ZERO FIELD 
Following a temperature quench in the superconducting phase at zero field, 
I have monitored the average inter-vortex spacing as a function of time and 
G ~ 1/2K for a lattice of size 256 X 256, averaged over 30 initial conditions and 
our results are shown in figure (5.4). For G = 0.02 I find that d "" ttP, with an 
exponent close to ¢ = 0.375. This is the s-ame exponent found in the neutral 
case ( G = 0) in the same time range 42 and I expect that for this or lower values 
of G ¢ "" 0.5 is recovered at longer times. For G in the range of 0.2 - 0.4, the 
results of the simulations show clear departures from power-law behavior, with 
d"" logt, as shown in figure (5.4). Even this slow dynamics may not be the true 
asymptotics, at least in two dimensions: at very long times, the combination of 
the weak interaction between vortices separated by distances large compared to 
.\, and possible weak pinning effects from the lattice can cause a freezing of the 
dynamics. 
I only have preliminary results regarding the dynamical scaling properties of 
the system during the superconducting_ transition. Dynamical scaling seems to 
be satisfied by the scattering function of the superconducting order . parameter, 
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Fig. 5.4) 
Inter-vortex spacing d for various values of G with He = 0 on a lattice of 
size 256 x 256. (a) log10 d ver"u" log10 t, averaged over 30 initial conditions, 
for G = 0.02 (circles), 0.2 (squares) and 0.4 (triangles). For G = 0.02, the 
solid line is a fit to d ~ t~, with 4> "' 0.38. (b) d verJU-' log10 t for G = 0.3, 
averaged over 60 initial conditions. 
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but deviations from scaling were observed in the vortex-vortex correlation func-
tions. More work is necessary to settle this issue, in light, also, of the limitations 
imposed by the choice of Gas control parameter (see the discussion in section 8 
below). 
I conclude this section by mentioning another possible implication of our 
results. Vortex-like defects in grand unified theories are candidates for the seeds 
of galaxies in the evolving Universe!30 In this scenario, the correlations between 
vortices would be relevant to the observed correlations of galaxies. Our results 
show that these correlations may be sensitive to whether the vortices are defects 
in a theory with local gauge symmetry (superconductor case) or with only global 
gauge symmetry (neutral superfluid case). 
5.9. DISCUSSION 
It is important to realize that although the vortex field configurations in 
the charged system appear similar to the ones found in the neutral case, the 
interaction between the vortex lines is dramatically changed, due to the coupling 
with the gauge field. There are two contributions to the interaction energy of 
the vortex lines coming, respectively, from the order parameter and the magnetic 
field spatial variations. In a type II superconductor, the intervortex interaction 
is usually expressed in terms of the action of the magnetic field, created by one 
vortex, on the other vortices' supercurrent distribution. Since the magnetic field 
of an individual vortex, as a result of the Meissner effect, decays exponentially 
at long distances ( r ~ ). ) , so does the interaction. 
It may seem surprising, at first sight, that no long-range effect is associated 
with the order parameter's far field around a vortex, whose configuration is very 
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similar in the charged and neutral cases. The · crucial point is that the phase 
variation of the order parameter of a superconductor can be gauged away in any 
region of the system that excludes the vortex cores, so that, contrary to the 
superfluid case, these fluctuations have here no physical effect. 
A ·second important difference, with respect to the neutral case, is that the 
contribution of the order parameter 1/J to the interaction energy of the vortices 
is insensitive to the relative sign of the vortices (it is always attractive), since 
it only depends on the variation of the modulus 11/JI. This is not the case for 
the magnetic field contribution; which is repulsive for parallel lines (equal-sign 
vortices) and attractive for anti parallel lines (opposite-sign vortices). This leads 
to an asymmetry between the equal sign and the opposite sign interactions, which 
is most dramatically seen in weakly type II superconductors. There, the two 
contributions to the intervortex interaction nearly cancel for parallel lines, leading 
to a very weak repulsion, while they add up, as always, for antiparallellines. I 
found some evidence of this asymmetry in the vortex-vortex correlation functions, 
but this point warrants further investigation. In a type I superconductor, the 
order parameter contribution dominates, so that the intervortex interaction is 
always attractive (the vortices tend to cluster together), although its magnitude 
will still depend on the relative sign of the vortex charges. 
For computational economy, our exploration of the two dynamical regimes 
(screened and unscreened) in a type II superconductor at zero field, was per-
formed as a function of "'· The previous considerations should make clear that 
our results can only bear a qualitative resemblance with the two regimes as they 
would appear in the course of the relaxation of a strong type II superconductor, 
where the sign symmetry of the intervortex interaction is asymptotically restored 
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(in the limit K --+ oo ). 
5.10. SUMMARY 
I have described preliminary results on the superconducting transition kinet-
ics of type I and type II superconductors. The numerical results obtained in time-
dependent simulations of the magnetic quench of type I superconductors confirm 
the indications of a linear stability analysis of a planar normal-superconducting 
boundary. For type II superconductors, the CDS simulations of a temperature 
quench at zero field are in qualitative agreement with a simple mean-field picture 
of the transition kinetics. 
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APPENDIX A 
Linear Stability of the CDS Algorithm in D = 1 
I consider here the linear stability of the one dimensional CDS algorithm 
around a uniform solution '1/Jo, corresponding to a stable fix point of the cell 
dynamics 
.,P(n, t + 1) =A tanh(.,P(n, t)) = F(.,P(n, t)), (A .1) 
where '1/J is the modulus of the order parameter w(n, t) = X(n, t) + iY(n, t), n 
is a lattice site and A is a control parameter. Initially, I will ignore the vector 
character of the order parameter, since "angular" displacements turn out to lead 
to weaker instabilities than modulations of the spin "length" (see below). 
Following closely the analogous calculation by Oono et al., we start from the 
(scalar) CDS algorithm for the non-conserved order parameter 
.,P(t + 1,n) = F(.,P(n,t)) + C(((.,P(n,t))) -'1/J(n,t)), (A.2) 
where Cis a second control parameter and, in D = 1, 
1 ( (.,P(n, t))) = 2 (.,P(n + 1, t) + .,P(n- 1, t)). (A.3) 
Expanding eq. (A.2) around '1/Jo (= F(.,Po)) and keeping only the linear terms 
in o(n,t) (= .,P(n,t) - '1/Jo) we obtain 
A2 - '1/Jo 
o(n,t+1)= A o(n,t)+C(((o(n,t)))-o(n,t)), (A.4) 
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or, taking the Fourier transform, 
A2 - 1/Jo h(k,t + 1) = A h(k,t) + C(cos(k) -1)h(k,t). (A.5) 
The algorithm is unstable if lh(k, t + 1)1 > lh(k, t)l for some k, and, as we increase 
C (at fixed A), the first mode to go unstable is k = 1r (alternating pattern). This 
occurs when 
-1 > A2- 1/Jo - 2C, 
A 
so that the non-conserved algorithm is linearly unstable if 
A2 - 1/Jo 
C > 0.5 + 2A . 
(A.6) 
(A.7) 
We can now use the h(n, t + 1) (= h'(n, t)) for the non-conserved case, calculated 
in eq. (A.4), as an element of the corresponding equation for the conserved 
algorithm 
h(n, t + 1) = h'(n, t)- ( (c'(n, t)- h(n, t))), (A.B) 
or, taking the Fourier transform, 
h(k, t + 1) A2 - 1/Jo h(k,t) = A (1- cos(k))+C (2cos(k) -1- (cos(k))2)+cos(k). (A.9) 
Setting again k = 1r, we obtain that the algorithm becomes unstable when 
or, equivalently, 
-1 > 2(A2 - 1/Jo) - 4C- 1 A , 
A2 - 1/Jo 
C > 2A . 
(A.10) 
(A.ll) 
If we chose A = 1.3 in eq. (A.1), then 1/Jo ~ 0.9777 and the instability occurs 
when C > 0.2824. 
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Considering now the effect of angular displacements, we can assume, without 
loss of generality, that the uniform solution 1/Jo lies initially in the direction of the 
X -component. In the linear approximation, this component will be unaffected 
by a small angular perturbation, while the new Y -component (corresponding 
to the perturbation S) satisfies equations similar eqs. (A.4) and (A.8), except 
that we need to substitute the factor (A2 - '1/Jo)/A with 1. Therefore, we obtain 
that the non-conserved algorithm is linearly stable against angular perturbations 
when C < 1 (independently of A), while the "angular" stability of the conserved 
algorithm requires C < 0.5. For A = 1.3, the value used in .the simulations, 
these constraints are weaker than the ones obtained above (treating the order 
parameter as a scalar) and can therefore be safely ignored. 
128 
APPENDIXB 
Vortex Finding Routine 
c For an explicit definition of the input-ou,tput variables not defined 
c below, see appendix E. 
subroutine vor _ans( xt ,yt ,LX,L Y ,HD lA, G UESS,check,lrr2,pos,neg, 
+ posx,posy,negx,negy) 
implicit character*1(a-z) 
c lattice variables 
integer LX,LY,iJ,HLX,HLY 
real xt(O:LX+1,0:LY +1),yt(O:LX+1,0:LY +1) 
c vortex finding routine variables and parameters 
c (nx(i),ny(i)) are the components of the unit vector representing 
c the orientation of the order parameter (of modulus rrv(i)) at 
c the ith position around the plaquette (CCW orientation chosen, 
c if (1,1) represent the lower-left corner of -the square lattice) 
real rr,DRR,nrr,lrr2,FCHRG,chrg,TCHRG,rrv( 4),nx( 4),ny( 4) 
parameter(DRR=.98,FCHRG=.99) 
c pos (neg) is the number and (posx,posy) ((negx,negy)) the position 
. c of positive (negative) vortices 
c we can use the difference of the two values (check) to monitor the 
c searching routine 
integer icJc,pos,neg,GUESS,check 
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integer posx( GUESS) ,posy( GUESS) ,negx( GUESS) ,negy( GUESS) 
pos=O 
neg=O 
do 10 i=1,GUESS 
posx(i)=O 
posy(i)=O 
negx(i)=O 
negy(i)=O 
10 continue 
HLX=LX/2 
HLY=LY/2 
c check=O 
TCHRG=4. *asin(1. )*FCHRG 
do 40 j=1,LY 
do 40 i=1,LX 
. rr=xt(iJ)**2+yt(iJ)**2 
nrr=rr /lrr2 
if( nrr.le.drr )then 
rrv(1 )=sqrt(rr) 
rrv(2)=sqrt(xt(iJ+ 1 )**2+yt(iJ+ 1 )**2) 
rrv(3)=sqrt(xt(i+ 1J+ 1 )**2+yt(i + 1J+ 1 )**2) 
rrv( 4 )=sqrt(xt(i+ 1J)**2+yt(i+ 1J)**2) 
c calculation of the topological charge 
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nx(1 )=xt(iJ) /rrv(1) 
ny(1) yt(iJ)/rrv(1) 
nx(2)=xt(iJ+ 1 )/rrv(2) 
ny(2)=yt(iJ+1 )/rrv(2) 
nx(3)=xt(i+ 1J+ 1 )/rrv(3) 
ny(3)=yt(i+ 1 J+ 1 )/rrv(3) 
nx( 4)=xt(i+ 1J)/rrv( 4) 
ny( 4)=yt(i+1J)/rrv( 4) 
chrg=O. 
do 47 ic=1,4 
jc=mod(ic,4 )+ 1 
chrg=chrg-atan2( ( nx(ic )*ny(jc )-ny(ic )*nx(jc) ), 
+ (nx(ic)*nx(jc)+ny(ic)*ny(jc))) 
47 continue 
c Comparison with test charge establishes "initial" vortex configuration 
c to be used in the vortex-motion routine (described in appendix D). 
if( chrg.ge. TCHRG )then 
pos=pos+1 
posx(pos )=i 
posy(pos )=j 
else if ( chrg.le.-TCHRG )then 
neg=neg+1 
negx(neg)=i 
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negy(neg)=j 
end if 
end if 
40 continue 
check=ahs{pos-neg) 
return 
end 
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APPENDIX C 
Vortex-vortex Correlation 
c The calculation is here performed in real space but, for very high vortex 
c densities, it might be more convenient to use FFT.131 
c For an explicit definition of the input-output variables not defined 
c below, see appendix E. 
subroutine v ~radis(posx,posy,negx,negy,pos,neg,G UESS,LX,LY, 
+ HDIA,pospos,negneg,p<:>sneg) 
implicit character*l(a-z) 
c lattice variables 
integer LX,LY,HLX,HLY,HDIA,ij 
c vortex number and position variables · 
integer pos,neg,GUESS,posx(GUESS),posy(GUESS),negx(GUESS), 
+ negy(GUESS) 
c vortex to vortex distance variables 
integer d posx,dposy,d posr ,dnegx,dnegy ,dnegr ,dpsngx,dpsngy,dpsngr 
c vortex-vortex correlation variables 
integer pospos(O:HDIA),negneg(O:HDIA),posneg(O:HDIA) 
HLX=LX/2 
HLY=LY/2 _ 
do 5 i=O,HDIA 
pospos(i )=0 
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negneg(i)=O 
posneg(i)=O 
5 continue 
c number of positive vortices at a distance dposr from (posx(i),posy(i)), 
c this is summed on all couples (iJ>i) 
do 10 i=1,pos 
do 10 j=i+1,pos 
dposx=abs(posx(i )-posx(j)) 
dposy=abs(posy(i )-posy(j)) 
dposx=min( dposx,LX-dposx) 
dposy=min( dposy,LY~dposy) 
dposr=nint(sqrt(fl.oat( dposx)**2+fl.oat( dposy)**2)) 
c if( dposr.gt.362)then 
c print* ,dposr 
c endif 
pospos( dposr )=pospos( dposr )+ 1 
10 continue 
c number of negative vortices at a distance dnegr from .(negx(i),negy(i)), 
c this is summed on all couples (iJ>i) 
· do 20 i=1,neg 
do 20 j=i+1,neg 
dnegx=abs( negx(i )-negx(j)) 
dnegy=abs(negy(i)-negy(j)) 
134 
dnegx=min( dnegx,LX-dnegx) 
dnegy=min( dnegy,LY-dnegy) 
dnegr=nint( sqrt(float( dnegx)**2+float( dnegy )**2)) 
negneg( dnegr) =negneg( dnegr) + 1. 
20 continue 
c number of positive vortices at a distance dpsngr from (negx(i),negy(i)), 
c this is summed on all couples (iJ) 
do 30 i=l,pos 
do 30 j=1,neg 
dpsngx=abs(posx(i )-negx(j)) 
. dpsngy=abs(posy(i )-negy(j)) 
dpsngx=min( dpsngx,LX-dpsngx) 
dpsngy=min( dpsngy,LY-dpsngy) 
dpsngr=nint( sqrt(float( dpsngx)**2+float( dpsngy )**2)) 
posneg( dpsngr )=posneg( dpsngr )+ 1 
30 continue 
return 
end 
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I' 
APPENDIXD 
Vortex Motion 
The problem of following the motion on the entire vortex configuration can be 
easily treated computationally if we can assume that no vortex-anti vortex pair is 
generated in the system and that two vortices of equal sign will never be found in 
neighboring lattice squares. The first assumption turns out to be easily satisfied 
in our ( overdamped) system, after the first 30 time steps or so, even though 
rare pair generation events were observed at later times. The second restriction 
turris out t~ be more severe: The occurrence of vortices of equal sign on nearest-
neighbor lattice squares (squares that share one corner) is not uncommon on 
large lattices, at least up to one hundred time steps. To understand why this can 
create problems, we must explain the basic methodology of the search process. 
The basic idea is to locate the vortices at some "initial" time (usually after 
30 . time steps from , the beginning of the simulation) using the vortex finding 
routine described in appendix B, and then follow each of them separately as they 
move through the lattice and annihilate. The restrictions I mentioned at the 
beginning have the clear purpose of simplifying the problem of identification of 
each individual vortex from one time frame to the next. Because the interaction 
among the lattice spins only involves nearest and next-nearest neighbors, it ·is 
clear that, in one time step, the vortex will be able to move only to one of the 
adjoining (8) squares and no confusion can arise unless another vortex (of the 
same sign) happens to be in one of this squares. The most common situation is 
that two vortices of equal sign find themselves close to each other and to a vortex 
of opposite sign. One of the two is likely to annihilate but, since the routine 
does not compare the relatives positions of vortices, it usually happens that the 
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surviving vortex is counted twice. To carry over information about the local 
environment of each vortex is certainly feasible but if would make for a much 
more cumbersome, and somewhat slower, program. The shortcut I adopted was 
to discard the "anomalous" events (easily recognizable using a running check of 
the ·charge balance) from the statistics!32 I then checked the results so obtained 
with results obtained starting the search process at a later time (after which 
no "anomalous" events were encountered) .and found consistent results. In any 
case, before going back and, for the sake of elegance, writing a smarter search 
routine, one should address what is probably a more serious problem: what 
is the correct (or best) statistical ensemble to be considered in the calculation? 
After trying several possibilities, I decided to average over ·all the vortices present 
at any given time (and then average over initial conditions). I did this based 
on the belief that this choice, like any other reasonable choice, would give the 
correct asymptotic (late-time) ensemble and, since it includes all other possible 
choices, would also give the best statistics. These are, of course, far from being 
definitive answers, particularly if we remember that what we wanted to probe 
was not the asymptotic result, but a possible transient behavior. If a more 
cogent argument could be made in favor of the present or any other possible 
choice of ensemble, it might be worth to reexamine the problem and develop a 
more sophisticated search routine. It might also be possible to study the vortex 
movement starting from special (simplified) vortex configurations, hut a warning 
should be made in this regard: if the vortex movement does in fact depend on 
its local environment , as suggested in chapter 2, then the results obtained using 
atypical starting configurations would be, quite simply, irrelevant. 
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APPENDIXE 
String-Finding and Loop-size Distribution Routine 
c The input and output variables and parameters of the subroutine are 
c defined below. The type of each variable is also explicitly defined. 
subroutine lpp_anl(xt,yt,nstr,strx,stry,strz,shiftv, 
+ psn,ver)str,LX,LY,LZ,GUESS,lrr2,check) 
implicit char"a.cter*l( a-z) 
c Lattice variables (the input par~meters LX,L Y and LZ are the sizes of 
c the three-dimensional cubic lattice). 
integer LX,L Y ,LZ 
integer i,j,k 
c The matrices of the X (xt) andY (yt) components of the order parameter. 
real xt(O:LX+l,O:LY +l,O:LZ+l),yt(O:LX+l,O:LY +l,O:LZ+l) 
c Note that they extend one extra lattice spacing on each side of the lattice. 
c These extra spacings are here supposed to be filled so as to enforce 
c periodic boundary conditions: e.g. xt(O,j,k)=xt(LX,j,k); 
c xt(i,LY +l,k)=xt(i,l,k); xt(LX+l,LY +l,LZ+l)=xt(l,l,l); etc. 
c Only one "external" corner point (the one indicated above) is actually 
c necessary for the present routine. 
c String finding routine variables and parameters. 
c Other useful input parameters are GUESS (which establishes the size of the 
c matrices used in the string finding routine, based on a gueu of the 
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coverall length of the string network) and lrr2 (the square modulus of the 
c of the order parameter value at the cell dynamics stable fix point). 
integer GUESS ,count,smlstr(100) 
real rr,DRR,nrr,lrr2,FCHRG,chrg(6),TCHRG,rrv(2,3), 
+ nx(0:3,6),ny(0:3,6),rr0,rr8,sum 
c DRR( < 1) is used to restrict the search of the string segments to the 
c neighborhood of lattice sites where the modulus square of the order para-
c meter is less then DRR*lrr2. A lower value of DRR decreases the search 
c time, but we need to make sure that all segments have been counted. 
c FCHRG is the fraction of 271" (for the calculated circulation around a 
c plaquette) accepted by the routine as indicating that a vortex-string is 
c present. A tolerance of 1% for numerical errors appears to be more than 
c adequate even in single precision. 
parameter(DRR=0.9,FCHRG=0.99) 
integer icJc,kc,nstr( 6) ,check(0:3),tstr ,string,lstr( GUESS) 
c There are six possible orientations for the string segment. 
c Periodic boundary conditions require that the number of vortices in each 
c of the two possible orientations associated with each of the three 
-+ -+ -+ 
c principal directions of the lattice ( i, j, k) should be the same. 
c We use the three ~'conservation laws" to monitor the routine output 
c ( (check( 1) ,check( 2) ,check( 3)). 
integer*2 strx(GUESS,6),stry(GUESS,6),strz(GUESS,6) 
integer*2 psn(LX,LY,LZ),ver(GUESS,3),shiftv(LX,-1:1,3) 
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integer u,key,tot,b 
integer shift(3,6)/-1,0,0, 0,-1,0, 0,0,-1, 1,0,0, 0,1,0, 0,0,1/ 
integer next(0:3)/1,2,3,0/ 
type*, 'lrr2= ',lrr2 
c type* ,'check=' ,check 
c type* ,shift 
sum=O.O 
do 1 i=1,6 
nstr(i)=O 
1 continue 
string=O 
tstr=O 
do 2 j=1,6 
do 2 i=1,GUESS 
strx(iJ)=O 
· stry(iJ)=O 
stry(iJ)=O 
2 continue 
do 3 i=1,GUESS 
lstr(i)=O 
3 continue 
TCHRG =4.0* asin( 1.0) *FCHRG 
c evaluation of the strings ' length and positions 
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do 50 k=1,LZ 
do 50 j=1,LY 
do 50 i=1,LX 
rr=xt(iJ ,k )**2+yt(iJ ,k )**2 
nrr=rr /lrr2 
if(nrr.le.drr )then 
c Calculation of the topological charge. 
rrO=sqrt( rr) 
rrv(1 ,1 )=sqrt( xt(i+ 1,j,k)**2+yt(i+ 1 J,k)**2) 
. rrv(1 ,2)=sqrt(xt(iJ+ 1 ,k)**2+yt(iJ+ 1 ,k)**2) 
rrv(1,3)=sqrt(xt(iJ ,k+ 1 )**2+yt(iJ,k+ 1 )**2) 
rrv(2,1 )=sqrt(xt(iJ+ 1 ,k+ 1 )**2+yt(iJ+ 1,k+ 1 )**2) 
rrv(2,2)=sqrt(xt(i+ 1J,k+ 1 )**2+yt(i+ 1J,k+ 1 )**2) 
rrv(2,3)=sqrt( xt(i + 1 J+ 1 ,k )**2+yt(i + 1 J+ 1 ,k )**2) 
rr8=sqrt(xt(i+ 1J+ 1 ,k+ 1 )**2+yt(i+ 1J+ 1 ,k+ 1 )**2) 
c The orientations (charge signs) for the six faces of the cube are chosen 
--+ --+ --+ --+ --+ -+ 
c to be, in order: i , j , k, - i , - j , - k; corresponding to incoming strings. 
c Note that if we were interested only in the overall length of the network, 
. 
c we would only need to evaluate the circulation for the three faces of the 
c cube joining (e.g.) at site (iJ,k): the reference trihedral. 
c On the other hand, to implement an efficient loop searching routine it is 
c useful to calculate the circulation for all six faces of the cube. This also 
c allows us to calculate the overall string length in two independent ways and 
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c I use a comparison of the two results to monitor the routine ( check(O)). 
nx( 0,1 )=xt (i J ,k) /rrO 
ny(0,1 )=yt(iJ,k) /rrO 
nx(1,1) xt(iJ+1,k)/rrv(1,2) 
ny(1 ,1 )=yt(iJ+ 1,k) /rrv(1,2) 
nx(2,1 )=xt(iJ+ 1,k+ 1) /rrv(2,1) 
ny(2,1 )=yt(iJ+ 1,k+ 1 )/rrv(2,1) 
nx(3,1 )=xt(iJ,k+ 1 )/rrv(1,3) 
ny(3,1 )=yt(iJ,k+ 1) /rrv(1,3) 
nx(0,2)=nx(0,1) 
ny(0,2)=ny(0,1) 
nx(1,2)=nx(3,1) 
ny(1,2)=ny(3,1) 
nx(2,2)=xt(i+ 1 J ,k+ 1) /rrv(2,2) 
ny(2,2)=yt(i+ 1 J,k+ 1 )/rrv(2,2) 
nx(3,2)=xt(i + 1 J ,k) /rrv( 1,1) 
ny(3,2)=yt(i+1J,k)/rrv(1,1) · 
nx(0,3)=nx(0,1) 
ny(0,3)=~y(0,1) 
nx(1,3)=nx(3,2) 
ny( 1 ,3 )=ny( 3,2) 
nx(2,3)=xt(i+ 1 J + 1 ,k) /rrv(2,3) 
ny(2,3)=yt(i+ 1 J+ 1 ,k )/rrv(2,3) 
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nx(3,3)=nx(l,l) 
ny(3,3)=ny(l,l) 
nx(0,4)=nx(3,2) 
ny(0,4)=ny(3,2) 
nx(1,4)=nx(2,2) 
ny(1,4)=ny(2,2) 
nx(2,4)=xt(i+1J+l,k+l)/rr8 
ny(2,4)=yt(i+lJ+l,k+l)/rr8 
nx(3,4)=nx(2,3) 
ny(3,4)=ny(2,3) 
nx(0,5)=nx(l,l) 
ny(0,5)=ny(l,l) 
nx(1,5)=nx(2,3) 
ny(1,5)=ny(2,3) 
nx(2,5)=nx(2,4) 
ny(2,5)=ny(2,4) 
nx(3,5)=nx(2,1) 
ny(3,5)=ny(2,1) 
nx(0,6)=nx(3,1) 
ny(0,6)=ny(3,1) 
nx(1,6)=nx(2,1) 
ny(1,6)=ny(2,1) 
nx(2,6)=nx(2,4) 
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ny(2,6)=ny(2,4) 
DC[(3,6)=DC[(2,2) 
ny(3,6)=ny(2,2) 
do 55 ic=1,6 
chrg(ic )=0.0 
55 continue 
do 57 kc=1,6 
c This is the "heart" of the subroutine, .where the circulation around each 
c plaquette is calculated. 
do 58 ic=0,3 
jc=next(ic) 
chrg(kc) =chrg(kc) + 
+ atan2( ( DC[(ic,kc )*ny(jc,kc )-ny(ic,kc )*nx(jc,kc) ), 
+ (nx(ic,kc )*nx(jc,kc )+ny(ic,kc )*ny(jc,kc))) 
58 continue 
sum=sum+chrg(kc) 
57 continue 
c Comparison .with test charge. 
c Here .we calculate the positions of the positive and negative charges at 
· c the reference trihedral. 
do 60 ic=1,3 
if( chrg(ic) .ge. TCHRG )then 
jc=2*ic-1 
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nstr(jc )=nstr(jc )+ 1 
strx( nstr(jc) J c) =i 
stry( nstr(jc) Jc )=j 
strz(nstr(jc)Jc )=k 
else if ( chrg(ic) .le.-TCHRG )then 
jc=2*ic 
nstr(jc )=nstr(jc )+ 1 
strx( nstr(jc) Jc )=i 
stry(nstr(jc )Jc )=j 
strz(nstr(jc )Jc )=k 
·end if 
60 continue 
c Here we determine the number of negative charges at each site in the dual 
c lattice, the orientations of the faces of the corresponding real lattice cube 
c were chosen so that negative charges correspond to outgoing vortex lines. 
· c The "charge content" of each dual (iJ,k) site is wded using a three digit 
c number, e.g.: '631' indicates that there are three vortex lines exiting the 
c corresponding real lattice cube though face 6,3 and 1 (and therefore 
centering it through the remaining three faces), '054' (i.e. '54') would 
c indicate the presence of two vortex lines, '2' of only one. 
c This data structure enable us to implement an efficient loop-searching 
c routine. 
b=1 
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psn(iJ,k)=O 
do 63 ic =1,6 
if ( chrg(ic) .le.-TCHRG )then 
tstr=tstr+ 1 
psn(iJ,k)=psn(iJ,k)+ic*b 
h=h*10 
end if 
63 continue 
end if 
c type* ,'psn=' ,iJ,k,psn(1,1,1 ),psn(2,1,1) 
50 continue 
tot=tstr 
do 7(). ic= 1 ,6 
tot=tot-nstr(ic) 
70 continue 
c type*,psn 
check(O)=tot 
check(1 )=nstr(1 )-nstr(2) 
check(2)=nstr(3)-nstr( 4) 
check(3)=nstr( 5)-nstr( 6) 
c Here we make use of the previously coded information to determine the 
c loop structure of the string configuration. We consider all the 
c intersections of the strings (within a cube) as self-intersections. 
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c This is justified in our model since the vortex core is a few lattice 
c spacings thick. Furthermore, this is the only possible assumption that 
c permits a unique decomposition of the string network at the given level 
c of resolution. 
c In our model we do not need to make any special assumption regarding 
c the connectivity of the strings since here their interconnections and 
c selfintersections are controlled directly by the dynamics of the order 
c parameter. 
c Here we search the entire lattice 
do 80 kc=1,LZ 
do 80 jc=1,LY 
do 80 ic= 1 ,LX 
c to find a new string. 
if(psn(icJc,kc) .gt .0 )then 
string= string+ 1 
c type*, 'string=' ,string 
endif 
l=lC 
J=JC 
k=kc 
c Here we decode the dual-lattice site "charge content" and, 
555 if(psn(iJ,k) .gt.O)then 
c type* ,'psn=' ,iJ ,k,psn(iJ,k) 
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lstr( string)=lstr( string)+ 1 
c type* ,lstr( string) 
key=mod(psn(iJ,k),10) 
c type*, 'key=' ,key 
c after eliminating the digit we have just read and 
psn(iJ,k )=psn(iJ,k) /10 
c having kept track of alternate branches, 
if(psn(iJ,k).gt.O)then . 
u=u+1 
c type*,'u=',u 
ver(u,1)=i 
ver(u,2)=j 
ver(u,3)=k 
endif 
c type* ,'shift=' ,shift(1,key),shift(2,key),shift(3,key) 
c we use the decoded information to move one step along the string. 
i=shiftv(i,shift(1 ,key ),1) 
j=shiftv(j ,shift(2,key ),2) 
k=shiftv(k,shi1t(3,key),3) 
go to 555 
c After exhausting the "head on" search (that is guaranteed to trace a closed 
c loop, but not necessarily the entire connected cluster) we go back to the 
c side-branches starting with the last one on record. 
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c Note that, in general, side-branches will be overcounted. This simply implies 
c that, by the time we go back to the corresponding sites (*),they have 
c already been "emptied" (psn(*) has been zeroed) and no overcount of the 
c actual string occurs. 
elseif( u.gt.O )then 
i=ver(u,1) 
j . ver(u,2) 
k=ver(u,3) 
u=u-1 
c type*,'u=',u 
go to 555 
end if 
80 continue 
count=O 
do 99 i=1,100 
smlstr(i )=0 
99 continue 
do 100 i=1,string 
if(lstr(i ).gt.200)then 
· count=count+ 1 
type*, 'superstring' ,count, 'length=' ,lstr(i) 
else 
j=lstr(i)/2 
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sr.nlstr(j)==sr.nlstr(j)1-1 
endif 
100 continue 
c type* ,sr.nlstr 
type* ,'checks==' ,check 
type*, 'sum of charges -',sum, 'strings==' ,string 
return 
end 
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APPENDIXF 
String-String Correlation 
c The calculation is here performed in real space. I have also computed 
c the string-string correlation using FFT 131 with identical results. 
subroutine str_crl(nstr,strx,stry,strz,strstr,LX,LY,LZ, 
+ HDIA,GUESS) 
implicit character*l(a-z) 
c lattice variables 
integer LX,LY,LZ,HDIA,ij,k,kl,k2 
real RLX,RLY,RLZ 
c string number and position variables 
integer nstr(6),GUESS 
integer*2 strx(GUESS,6),stry(GUESS,6);strz(GUESS,6) 
c string to string distance variables 
c the six shift vectors (shift(* ,i)) are used to identify the 
c "conventional" position of the string segments (the center 
c of the plaquettes with non-zero circulation) with respect to 
c the lattice cube where the order parameter is defined 
real dstrx,dstry,dstrz,shift(3,6)/0.0,0.5,0.5, 0.0,0.5,0.5, 
+ 0.5,0.0,0.5, 0.5,0.0,0.5,0.5,0.5,0.0,0.5,0.5,0.0/,disp(3,6,6) 
integer dstrr 
c string-string correlatio'n variables 
151 
integer strstr(O:HDIA) 
RLX=float(LX) 
RLY=float(LY) 
RLZ=float(LZ) 
do 5 i=O,HDIA 
strstr(i)=O 
5 continue 
do 7 i=1,3 
do 7 k1=1,6 
do 7 k2=1,6 
disp(i,k1 ,k2)=shift(i,k1 )-shift(i,k2) 
7 continue 
c number of strings segments of equal orientation (kl) 
cat a distance dstrr from (strx(i,k1),stry(i,k1),strz(i,k1)), 
c this is summed on all couples (iJ>i) 
do 10 k1=1,6 
do 10 i=1,nstr(k1)-1 
do 10 j=i+1,nstr(k1) 
dstrx=abs( float( strx(i,k1 )-strx(j,k1))) 
dstry=abs( float( stry(i,k1 )-stry(j ,k1))) 
dstrz=abs( float( strz(i,k1 )-strz(j,k1))) 
dstrx=min( dstrx,RLX-dstrx) 
dstry=min( dstry,RL Y -dstry) 
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dstrz=min( dstrz,RLZ-dstrz) 
dstrr=nint( sqrt( dstrx*dstrx+dstry*dstry+dstrz*dstrz)) 
strstr(dstrr)==strstr(dstrr)+l 
10 continue 
c Number of strings segments of orientation (k2) at a distance 
c dstrr from (strx(i,kl),stry(i,kl),strz(i,kl)) of orientation (kl); 
c this is summed on all (separate) orientations (kl,k2>kl) and 
c positions (iJ). 
do 20 k1=1,5 
do 20 k2=k1+1,6 
do 20 i=l,nstr(kl) 
do 20 j=l,nstr(k2) 
dstrx=abs( float( strx(i,kl )-strx(j ,k2) )+disp(l ,kl ,k2)) 
dstry=abs( float ( stry(i,kl )-stry(j ,k2) )+disp(2,kl ,k2)) 
dstrz==abs( float( strz(i,kl )-strz(j,k2)) +disp( 3,kl ,k2)) 
dstrx=min( dstrx,RLX-dstrx) 
dstry==min( dstry,RLY-dstry) 
dstrz=min( dstrz,RLZ-dstrz) 
dstrr=nint( sqrt( dstrx*dstrx+dstry*dstry+dstrz*dstrz)) 
strstr(dstrr)=strstr(dstrr)+l 
20 continue 
return 
end 
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