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Abstract
We show how to exactly calculate the refined indices of N = 4 U(1) × U(N)
supersymmetric quiver quantum mechanics in the Coulomb branch by using the lo-
calization technique. The Coulomb branch localization is discussed from the view-
point of both non-linear and gauged linear sigma models. A classification of fixed
points in the Coulomb branch differs from one in the Higgs branch, but the derived
indices completely agree with the results which were obtained by the localization in
the Higgs branch. In the Coulomb branch localization, the refined indices can be
written as a summation over different sets of the Coulomb branch fixed points. We
also discuss a space-time picture of the fixed points in the Coulomb branch.
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1 Introduction
Some non-perturbative properties in supersymmetric theories are measured by indices
[1], which are obtained by an evaluation of a partition function with periodic boundary
conditions in a compactified Euclidean time direction. Recently, this kind of partition
function is exactly evaluated by using a localization method in various supersymmetric
theories. In [2], it has been conjectured that an index for multi-centered BPS black
holes in a four-dimensional N=2 supergravity theory can be obtained from an N=4
supersymmetric quiver quantum mechanics. The quiver quantum mechanics essentially
appears as an effective theory for wrapped D-branes on different nontrivial cycles in type
II superstring theory which is compactified on a Calabi-Yau three manifold. Therefore,
the quiver quantum mechanics is expected to be a gauge theoretical description of the
multi-centered BPS black holes [2, 3, 4, 5].
The quiver quantum mechanics has two different effective descriptions, depending on
two different phases (branches) of the vacua [2]. One of them is called the Coulomb branch
where some U(1) gauge symmetries survive. In this branch, the D-particles (wrapped D-
branes) are located at different points in the bulk space-time. Another is the Higgs branch
where there is no gauge symmetry due to the Higgs mechanism. In this branch, the D-
particles are on top of each other. These two branches are controlled by an external Fayet-
Iliopoulos (FI) parameter ζ because the distance between those D-particles is proportional
to 1/ζ. If ζ is small, the Coulomb branch description is reliable. But if ζ becomes large,
the open strings stretching between the D-particles become tachyonic and the system goes
to the Higgs branch.
In the Higgs branch, the theory reduces to a one-dimensional N = 4 non-linear sigma
model on the Higgs branch moduli space MH , which is called quiver moduli space [2].
The quantum mechanics on MH gives rise to a Poincare´ polynomial (χy-genus) of MH ,
which counts the number of the D-brane bound states in (a part of) the Calabi-Yau
manifold, as a refined index. The refined index of the quiver quantum mechanics in the
Higgs branch can be derived by using the localization technique. In the Higgs branch
localization, the path integral reduces to residue integrals, which can be evaluated by the
Jeffrey-Kirwan (JK) residue formula [6, 7, 8] or an equivalent moment map constraint
analysis [9]. However, the Higgs branch localization also correctly reproduces the number
of the BPS bound states in the supergravity picture. This is because the localization states
that the partition function is locally independent of the coupling constants including the
FI parameter ζ.
In this paper, we would like to revisit the exact evaluation of the refined index in
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the quiver quantum mechanics from the viewpoint of the Coulomb branch picture. The
formula for the refined index of the multi-centered BPS black holes has been derived by
studying the moduli space of the supergravity solutions, which is known as the Manschot-
Pioline-Sen (MPS) formula [10, 11], but we here derive the refined index from the original
supersymmetric action of the quiver quantum mechanics by using the localization tech-
nique. As we explained above, the indices in both of the Coulomb branch and Higgs
branch apparently coincide with each other because of the independence of the coupling
constants in the supersymmetric theory, but we will show that the localization fixed points
in the Coulomb branch and Higgs branch are totally different. Despite the differences of
the fixed points, the refined index coincides with each other as expected. We also see
that each fixed point in the Coulomb branch corresponds to the (localized) configuration
of the BPS particles in the space-time. This correspondence explains how the index (the
number of the bound states) appears in the supergravity (Coulomb branch) picture from
the Higgs branch point of view.
To investigate the localization in the Coulomb branch, we concentrate on a simple
quiver quantum mechanics, which has U(1) × U(N) gauge groups and k arrows. This
quiver quantum mechanics is expected to describe BPS bound states of a magnetically
charged BPS particle (monopole) with charge k and N electrically charged BPS particles
(electrons) in the four-dimensional N=2 supergravity theory [2]. In the Higgs branch
analysis, the number of bound states of this system is given by a binomial coefficient(
k
N
)
, and the refined index becomes a q-binomial coefficient
[
k
N
]
−y, where y is a refined
parameter (fugacity) introduced by gauging a global symmetry. The q-binomial coefficient[
k
N
]
−y can also be regarded as the Poincare´ polynomial of a Grassmannian Gr(N, k), which
is the Higgs branch moduli space of the U(1)×U(N) quiver quantum mechanics. We will
give an alternative derivation of this refined index in the Coulomb branch picture.
The organization of the paper is as follows:
In the succeeding section, we introduce a formulation of one-dimensional supersym-
metric non-linear sigma model with four supercharges, and discuss some properties of the
model. The essence of the non-linear sigma model is contained in the single center case
(U(1) theory), but we also extend it to the multi-center case. In section 3, we derive
the localization formula for the supersymmetric non-linear sigma model. With the peri-
odic boundary condition for the Euclidean time, the partition function generally gives the
Atiyah-Singer index theorem on the Coulomb branch moduli. The index is evaluated by
an integration over zero modes associated with the flat directions of the Coulomb branch.
If we turn on the Ω-background, the Coulomb branch moduli is lifted up and the path
integral is localized on isolated fixed points. Thus we can obtain the localization formula
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for the refined index as a summation over the fixed points. The refined index of the
non-linear sigma model also agrees with a building block of the MPS formula for Abelian
nodes. We however need to consider further the indices from the original linear sigma
model (quiver quantum mechanics) in order to take non-Abelian nodes into account. In
section 4, we evaluate the refined index of the quiver quantum mechanics starting from
the gauged linear sigma model. With a careful treatment for the real auxiliary field, we
find an effective D-term condition after the chiral multiplets are integrated out. This ef-
fective D-term condition knows the fixed points for both of the Higgs branch and Coulomb
branch. In fact, if we take ζ/β → ∞ limit (β is the periodicity of the Euclidean time),
the moduli are localized at the Higgs branch fixed points, where the adjoint scalar moduli
σI (I = 1, · · · , N) vanish. On the other hand, if we take ζ/β → 0 limit, σI are local-
ized at σ∗I = ± k2ζ , which are the Coulomb branch fixed points. By taking the Coulomb
branch limit, the integrations over the gauge fields become trivial if the Coulomb branch
fixed points are not degenerate. If there are degenerate Coulomb branch fixed points,
we encounter residue integrals over the gauge fields as in the case of the Higgs branch
localization. In the Coulomb branch localization, the refined index can be written as
a summation over different sets of the Coulomb branch fixed points. We compare our
results with the MPS formula and discuss the correspondences. After taking the summa-
tion, we obtain the q-binomial coefficient. The final section is devoted to the summary
and discussions. In the appendix A, we review the N = 4 U(N) supersymmetric quantum
mechanics according to [9]. In the appendix B, we briefly summarize the MPS formula
and write down some specific examples.
2 1d N = 4 Supersymmetric Non-linear Sigma Model
In the IR limit of the quiver quantum mechanics, we expect that the effective theory in
the Coulomb branch is written in terms of the N = 4 supersymmetric non-linear sigma
models of the vector multiplets. If we have n particles in the gravity side, we see that the
gauge group of the model is U(1)n. So we first would like to discuss a formulation and
general properties of the non-linear sigma model. For simplicity, we will consider U(1)
gauge group case (n = 1) for a while1.
The N = 4 vector multiplet in one dimension is obtained by a dimensional reduction
from an N = 1 Abelian vector multiplet in four dimensions, that is, the N = 4 vector
multiplet contains a gauge field Aτ , three scalar fields X
i (i = 1, 2, 3), gauginos (λα, λ¯α˙),
1 This case also describes the two-centered particle if we fix the center of motion and use a relative
coordinate between them.
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and an auxiliary field D. Following the notations and conventions in [12] with the Eu-
clidean signature, namely ηττ = +1, the supersymmetric transformations of the fields are
given by
δAτ = −iλ¯σ¯τξ + iξ¯σ¯τλ,
δXi = −iλ¯σ¯iξ + iξ¯σ¯iλ,
δλ = 2στiξX˙i + iξD,
δD = −ξστ ˙¯λ− λ˙στ ξ¯,
(2.1)
where δ = ξαQα + ξ¯α˙Q¯
α˙ and X˙i = ∂τXi.
In order to construct a generic action invariant under the above supersymmetric trans-
formations, it is useful to introduce the superspace formulation. The superfield formula-
tion of the generic supersymmetric quantum mechanics is discussed in [13, 14]. In these
formulations, the action is written in terms of the so-called linear multiplets (see e.g.
[15]), which is defined through the vector multiplet V by
Σi = −1
2
D¯α˙σ¯
iα˙αDαV, (2.2)
where
Dα =
∂
∂θα
+ iσταα˙θ¯
α˙∂τ ,
D¯α˙ = − ∂
∂θ¯α˙
− iθασταα˙∂τ ,
(2.3)
which obeys
{Dα, D¯α˙} = −2iσταα˙∂τ ,
{Dα, Dβ} = {D¯α˙, D¯β˙} = 0.
(2.4)
In terms of the components of fields, the linear multiplet is explicitly given by
Σi = X i + iθσiλ¯+ iθ¯σ¯iλ+ (θσiθ¯)D
− εijk(θσj θ¯)X˙k + (θθ)(θ¯σ¯τi ˙¯λ) + (θ¯θ¯)(θστiλ˙)− 1
4
θθθ¯θ¯X¨ i.
(2.5)
The supersymmetric action, which contains quadratic order of velocities for the bosonic
fields, is given by an integration of a general function K(Σi) of the linear multiplet over
the superspace
S2 =
∫
dτd2θd2θ¯ K(~Σ)
=
1
2
∫
dτ
[
G( ~X)(X˙ iX˙i −D2 + iλ¯σ¯τ λ˙+ iλστ ˙¯λ)
+ ∂iG( ~X)(Dλσ
iλ¯+ εijkλσjλ¯X˙k) +
1
4
∂2G( ~X)λλλ¯λ¯
]
,
(2.6)
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where we have defined G( ~X) ≡ 1
2
∂2K( ~X). Note that the metric of the target space is
always conformally flat, that is,
gij = G( ~X)δij. (2.7)
If this metric of the non-linear sigma model possesses the SO(3) ' SU(2) isometry
associated with the R-symmetry of N = 4 theory, G needs to be a function of | ~X| only.
In addition to the kinetic part of the action (2.6), we can also introduce a first order
action [2] by
S1 =
∫
dτ
[
U( ~X)D −Ai( ~X)X˙ i + Bi( ~X)λ¯σ¯iλ
]
. (2.8)
S1 is invariant under the supersymmetric transformation (2.1) if a condition of
Bi = ∂iU = εijk∂jAk, (2.9)
is satisfied. A solution to this condition describes a monopole at the origin. This first
order action is a one-dimensional analog of the supersymmetric Chern-Simons term in
three dimensions, and express the interaction with the bulk gauge field.
Now let us generalize the above to the multi-centered case. We assume that the Ka¨hler
potential is a superposition of functions of each relative coordinate, that is,
K({~Σ}) =
∑
I 6=J
KIJ(~ΣIJ), (2.10)
where we denote the linear multiplet of each particle by ~ΣI (I = 1, . . . , n) and ~ΣIJ ≡
~ΣI − ~ΣJ .
Under this assumption, the kinetic part of the action is given by
S2 =
∫
dτd2θd2θ¯ K({~Σ})
=
1
2
∑
I<J
∫
dτ
[
GIJ( ~˙XIJ · ~˙XIJ −DIJDIJ + iλ¯IJ σ¯τ λ˙IJ + iλIJστ ˙¯λIJ)
+
∂GIJ
∂X iIJ
(DIJλIJσ
iλ¯IJ + ε
ijkλIJσjλ¯
IJX˙IJk)
+
1
4
∂2GIJ
∂X iIJ∂XIJi
λIJλIJ λ¯IJ λ¯IJ
]
,
(2.11)
where X iIJ = X
i
I −X iJ , etc. and
GIJ( ~XIJ) =
∂2KIJ( ~XIJ)
∂X iIJ∂XIJi
. (2.12)
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We can also introduce the interaction term with the bulk gauge fields
S1 =
∫
dτ
[
UI({ ~X})DI −AIi ({ ~X})X˙ iI + BiIJ({ ~X})λ¯I σ¯iλJ
]
. (2.13)
To preserve the supersymmetry, each field should satisfy
BiIJ = ∂UJ
∂X iI
= εijk
∂AkJ
∂XjI
, (2.14)
and ∂iIUJ = ∂iJUI . If we assume that each potential UI is a superposition of the functions
of the relative distance of the particles, we have a solution to the above condition by
UI({ ~X}) =
∑
J
kIJ
2| ~XIJ |
− ζI , (2.15)
where kIJ and ζI are integral constants corresponding to the number of the arrows between
nodes I and J (Dirac-Schwinger-Zwanziger (DSZ) product of the charges) and the FI
parameter of I-th node (phase of the central charge), respectively.
3 Localization
3.1 Index theorem
Let us first discuss the two-centered particle case. If we remove the center-of-mass motion
and denote the relative coordinate by a single linear multiplet, this is the case of n = 1
in the previous formulation.
Now if pick up a single supercharge from four supercharges in the system, by a linear
combination Q = i√
2
(Q1−Q¯1), the transformation law of the vector multiplet with respect
to this Q becomes
QAτ = −η3,
QX i = iηi, Qηi = iX˙ i,
QD = iχ˙, Qχ = iD,
(3.1)
where we have defined
η1 = i√
2
(λ2 + λ¯2), η
2 = 1√
2
(λ2 − λ¯2), η3 = i√2(λ1 + λ1). (3.2)
Note that Q2 = −∂τ , which is an isometry translation along τ . Using the supercharge Q,
we can write the action in the Q-exact form in the Aτ = 0 gauge
S2 = − i
2
Q
∫
dτ
[
G( ~X)(ηiX˙i − χD)− 1
2
χεijk∂iGηjηk
]
=
1
2
∫
dτ
[
G(X˙ iX˙i − ηi∇ijτ ηj − χχ˙−D2)
− 1
2
Dεijk∂iGηjηk + χε
ijk∂iGX˙jηk + ∂
2Gχη1η2η3
]
,
(3.3)
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and
S1 = −iQ
∫
dτ
[
U( ~X)χ− iAi( ~X)ηi
]
=
∫
dτ
[
UD − iAiX˙ i − ∂iUχηi − i
2
Fijηiηj
]
,
(3.4)
where ∇ijτ = δij∂τ −G−1∂iGX˙j and Fij = ∂iAj − ∂jAi = εijk∂kU . Thus we find that the
partition function is independent of the couplings and exact at the 1-loop level because
of the Q-exactness of the action.
We so far have not specified the coordinates of the three dimensional space. Let us
now take the spherical coordinates ~X = (r, θ, φ). Then we also have fermions (ηr, ηθ, ηφ)
associated with the spherical coordinates. Assuming that the conformally flat metric G
and the potential U are spherically symmetric, that is, G and U are functions of r only,
and the derivatives of G and U do not vanish in general, then we find that the bosonic
fields r and D, and corresponding fermions ηr and χ are massive due to the potential
U(r), while (θ, φ) and (ηθ, ηφ) are massless. This means that there are flat directions
along (θ, φ)-coordinates and the supersymmetric multiplet contains the zero (constant)
modes. We also note that the non-zero components of the external field strength is Fθφ
only under this assumption.
Introducing now two couplings for the action S1 and S2, let us consider the total action
S = tS2 + t
′S1. (3.5)
We can expect that the partition function is independent of the couplings t and t′. Utilizing
this coupling independence, we can consider the limit of t′  1 without changing the value
of the partition function. In this limit, we obtain the path integral
Z '
∫
D3~Σ e−t
′S1 . (3.6)
After integrating over all fields except for r and possible zero modes, we obtain
Z '
∫
Drdθ0dφ0dη
θ
0dη
φ
0 δ(U(r))U
′(r)e−
it′β
2
Fθφη
θ
0η
φ
0
=
∑
i
∫
Drdθ0dφ0dη
θ
0dη
φ
0 δ(r − r∗i ) sign(U ′(r∗i ))e−
it′β
2
Fθφη
θ
0η
φ
0 ,
(3.7)
where U ′(r) = ∂rU(r), r∗i ’s are solutions (zeros) to the equation U(r) = 0, and θ0, φ0, η
θ
0
and ηφ0 represent the zero modes.
This result says that we can replace e−S1 by
e−S1 =
∑
i
δ(r − r∗i ) sign(U ′(r∗i ))δ(θ˜)δ(φ˜)δ(D)δ(η˜θ)δ(η˜φ)δ(χ)e−
i
2
∫
dτ Fθφη
θηφ . (3.8)
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Plugging this back to the original path integral, we finally find
Z = −iβ
2
∑
i
sign(U ′(r∗i ))
∫
r=r∗i
dθ0dφ0 Fθφ. (3.9)
In particular, if we consider a bound state of one electron and one monopole with a
monopole charge k, the Coulomb potential is given by
U(r) =
k
2r
− ζ. (3.10)
Then we have a solution r∗ = k/2ζ if k and ζ have the same sign. Using 1
4pi
∫
dθdφFθφ = k
and signU ′(r∗) = − sign k, we get Z = 2piiβ|k| as the index2.
In the above arguments, we find that the path integral is localized at a surface of the
fixed radius r = r∗i , which is a solution to U(r) = 0. For multi-centered particle, this
surface is the moduli space of the Coulomb branch. So repeating the above argument, we
generally obtain the Atiyah-Singer index on the Coulomb moduli space MC [11]
Z =
∫
MC
Aˆ(TMC)ch(F )
∣∣∣
vol
, (3.11)
where Aˆ(TMC) is the Dirac genus and ch(F ) is the total Chern character of the two-form
field strength F , which is induced by the interaction with the bulk gauge field.
3.2 Turning on the Ω-background
As we have seen, the path integral of the partition function finally reduces to integrations
over the moduli space of the Coulomb branch, which is parametrized by the massless
zero modes. After integrating over the moduli, we obtain the Atiyah-Singer index on the
Coulomb branch, but an explicit evaluation of the index is difficult in general.
We however can utilize the localization technique more for this system, since we are
constructing the BRST exact action for the non-linear sigma model on the Coulomb
branch. The zero modes in the residual integral correspond to fixed surfaces of the BRST
transformation. So, in order to make the fixed surface to be isolated fixed points, we
can turn on masses for the massless modes. This can be done by “gauging” a global
R-symmetry. It is also equivalent to an introduction of the so-called Ω-background [16].
Originally, theN = 4 supersymmetric non-linear sigma model has SU(2)J R-symmetry,
which is an isometry on the Coulomb branch. If we define complex fields by
Z = X1 − iX2, Z¯ = X1 + iX2,
λz = η
1 − iη2, λz¯ = η1 + iη2,
(3.12)
2We can include the factor 2pii into the normalization of the path integral measure.
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then a U(1) part of the SU(2)J acts on these fields by
Z → eiθJZ, λz → eiθJλz, (3.13)
etc. The gauging of the R-symmetry means that the derivatives in the BRST transforma-
tion and the action are modified to the covariant derivatives with a constant background
of a U(1) gauge field
∂τZ → (∂τ + i)Z, ∂τλz → (∂τ + i)λz. (3.14)
As a consequence, we have a modified BRST transformation
QZ = iλz, Qλz = i(∂τ + i)Z,
QZ¯ = −iλz¯, Qλz¯ = −i(∂τ − i)Z¯,
QA = iη,
Qσ = η, Qη = −∂τσ,
QD = iχ˙, Qχ = iD,
(3.15)
where we have defined A = Aτ , σ = X
3 and η = iη3, to make them coincide with later
conventions (See also Appendix A). The kinetic part of the action is still written by an
exact form with respect to Q
S2 =
i
2
Q
∫
dτ
[
G(Z, Z¯, σ)
(
1
2
λz¯(Z˙ + iZ)− 1
2
λz(
˙¯Z − iZ¯)− iησ˙ + χD
)
+ iχ∂zGλz¯η + iχ∂z¯Gηλz + χ∂σGλzλz¯
]
.
(3.16)
Similarly, for the potential and interaction part, we have
S1 = −iQ
∫
dτ
[
U(Z, Z¯, σ)χ− iAzλz + iAz¯λz¯ −Aση
]
. (3.17)
Using the explicit monopole potential, the bulk gauge field is explicitly given by
Az = −ik
4
(σ
r
∓ 1
) Z¯
|Z|2 , Az¯ =
ik
4
(σ
r
∓ 1
) Z
|Z|2 , Aσ = 0. (3.18)
The sign in front of 1 corresponds to a choice of the bulk gauge field. The gauge of the
minus and plus sign is regular at Z = Z¯ = 0 if σ > 0 and σ < 0, respectively.
Due to the Ω-background , Z and Z¯, which represent positions of the superparticles
on (x1, x2)-plane, become massive. The BRST fixed point equation also says Z = Z¯ = 0
at the fixed (saddle) point of the WKB approximation. The superparticle coordinate
σ is also massive as well as the previous case and fixed by the moment map constraint
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U(σ) = 0. So there is no more integration over the massless modes (zero modes) in the
path integral.
Expanding now all fields around a fixed point like
Z = 0 +
1√
t
Z˜, Z¯ = 0 +
1√
t
˜¯Z, σ = σ∗ +
1√
t
σ˜, D = 0 +
1√
t
D˜, (3.19)
for bosons and
λz = 0 +
1√
t
λ˜z, λz¯ = 0 +
1√
t
λ˜z¯, η = 0 +
1√
t
η˜, χ = 0 +
1√
t
χ˜, (3.20)
for fermions, where tilde denotes fluctuations rescaled thanks to the invariance of the
supersymmetric measure and σ∗ is a constant solution to U(σ) = 0, the kinetic part of
the action is expanded up to the quadratic order of the fluctuations
tS2 =
1
2
∫
dτ G(σ∗)
(
| ˙˜Z + iZ˜|2 + ˙˜σ2 − D˜2
+
1
2
λ˜z¯(
˙˜λz + iλ˜z) +
1
2
λ˜z(
˙˜λz¯ − iλ˜z¯)− η˜ ˙˜η + χ˜ ˙˜χ
)
+O(1/√t).
(3.21)
For the first order interaction part, it is necessary to pay a little attention to the local-
ization. Firstly, the potential, which is coupled with the D-field in the first order action,
will gives a constraint U = 0 after eliminating the auxiliary D-field. So we need to incor-
porate terms associated with the potential into the evaluation of the 1-loop determinant.
Expanding these terms up to the quadratic order, we find
− itQ
∫
dτ Uχ =
∫
dτ
[
U ′σ˜D˜ + U ′χ˜η˜
]
+O(1/√t), (3.22)
where U ′ ≡ ∂U
∂σ
∣∣
Z=Z¯=0,σ=σ∗ . Secondly, since the interaction term with the bulk gauge field
is now pure imaginary and it is a phase in the path integral, we evaluate them at the fixed
points just as a Q-closed operator, like the supersymmetric Chern-Simons term in the
Euclidean three-dimensional space-time [17]. Using the gauge (3.18) of the minus sign,
we find at the fixed point
−Q
∫
dτ [Azλz −Az¯λz¯ − iAση]
∣∣∣∣
at fixed point
= −iβk
2
(sign(σ∗)− 1). (3.23)
Combining the above, we can evaluate the partition function as a summation over the
fixed points, which are solutions σ∗ to U(σ) = 0
Z =
∑
σ∗
∞∏
n=−∞
1
ωn + 
iωn +G
−1U ′(σ∗)√
ω2n + (G
−1U ′(σ∗))2
e−
iβk
2
(sign(σ∗)−1)
=
β
2i sin β
2
∑
σ∗
sign(U ′(σ∗))e−
iβk
2
(sign(σ∗)−1),
(3.24)
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where ωn =
2pin
β
is eigenvalue of the operator −i∂τ with the periodic boundary condition.
Using the monopole potential of U(σ) = k
2|σ| − ζ, we have two fixed points σ∗ = ± k2ζ , so
we obtain the index explicitly
Z =
βyk
y − y−1 (y
k − y−k), (3.25)
where y ≡ e iβ2 . This is nothing but the refined index of the monopole with the charge
γm = (0, k) and the electron with the charge γe = (1, 0). Taking the limit  → 0, we
obtain the number of the bound states (index) up to an irrelevant overall contant. We
also would like to note here that the result of the localization formula does not depend
on the conformal factor G( ~X) of the conformally flat metric. The fixed points and the
index is determined only by the data of the D-term potential U( ~X) at the critical points.
This explains why the wall crossing formula is also valid for the BPS bound states in the
gauge theory without the gravity (in the flat background).
For the multi-particle case, we can generalize the localization formula to
Z =
(
β
y − y−1
)n ∑
σ∗:UI({σ∗})=0
∏
I
sign(U ′I({σ∗}))y
∑
I<J kIJ sign(σ
∗
I−σ∗J ). (3.26)
This is the building block of the formula for the Abelian nodes derived in [10, 11] up to
the overall constant (phase factor)3. We however can not drive the localization formula
for the non-Abelian nodes, since we are considering only the non-linear sigma model with
the Abelian gauge groups G = U(1)n. To obtain the localization formula in the Coulomb
branch for the non-Abelian node, we have to go back to the original gauged linear sigma
model. The quiver gauge theory contains effects from off-diagonal components of the non-
Aberian gauge group, which represent interactions among the identical superparticles.
In the following section, we will derive the localization formula of the quiver quantum
mechanics from the point of view of the gauged linear sigma model, after integrating out
all of massive Higgs fields.
4 Gauged Linear Sigma Model Approach
From this section, we discuss the gauged linear sigma model and show how to evaluate the
refined index in the Coulomb branch by using the localization. As well as the non-linear
sigma model case, we remove the center of mass part and consider the relative part only.
3 Since the diagonal U(1) factor (the center of motion) is decoupled in this derivation, we should
replace n to n− 1 to compare with the MPS formula.
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After decoupling the overall U(1) part, the theory becomes the N = 4 U(N) supersym-
metric quantum mechanics with k fundamental chiral multiplets. The construction of the
model is reviewed in the Appendix A. We basically follow the conventions used in [9].
The BRST transformations, which is a part of the supersymmetry, for a vector mul-
titplet are given by
QZ = iλz, Qλz = i(DτZ + [σ, Z] + iZ),
QZ¯ = −iλz¯, Qλz¯ = −i(Dτ Z¯ + [σ, Z¯]− iZ¯),
QA = iη,
Qσ = η, Qη = −Dτσ,
QYR = i(DτχR + [σ, χR]), QχR = iYR,
(4.1)
and those for k fundamental chiral multiplets are
Qqa = iψa, Qψa = i(Dτqa + σqa + iaqa),
Qq¯a = −iψ¯a, Qψ¯a = −i(Dτ q¯a − q¯aσ − iaq¯a),
QYC,a = i(DτχC,a + σχC,a + i(+ a)χC,a), QχC,a = iYC,a,
QY¯C,a = i(Dτ χ¯C,a − χ¯C,aσ − i(+ a)χ¯C,a), Qχ¯C,a = iY¯C,a,
(4.2)
where Dτ ≡ ∂τ + iA· and dot denotes the action to the representation for each field. Using
this transformation law, the action takes the following Q-exact form:
S = SV + SC , (4.3)
SV =
1
2g2
∫
dτ Tr
[
1
2
Q(λzQλz) +
1
2
Q(λz¯Qλz¯) +Q(ηQη)−Q(χRQχR) + 2iQ(χRµVR )
]
,
(4.4)
SC =
∫
dτ Tr
[ k∑
a=1
(
1
2
Q(ψaQψa) +
1
2
Q(ψ¯aQψ¯a)− 1
2
Q(χC,aQχC,a)− 1
2
Q(χ¯C,aQχ¯C,a)
− iQ(χ¯C,aµC,a)− iQ(χC,aµ¯C,a)
)
+ 2iQ(χRµ
C
R)
]
, (4.5)
where
µVR =
1
2
[Z, Z¯], (4.6)
µCR =
1
2
( k∑
a=1
qaq¯a − ζ
)
, (4.7)
µC,a = Zqa, µ¯C,a = q¯aZ¯, (4.8)
are moment maps corresponding to the D and F term conditions. Since the action is
written in Q-exact form, we can expect that the refined index should be independent of
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the gauge coupling g. So we can use the weak coupling approximation (g → 0 limit)
exactly in order to evaluate the refined index.
4.1 Localization
At first, let us see the gauge fixing. We impose the following gauge conditions:
Aα = 0, ∂τAI = 0, (4.9)
where A = AIH
I + AαE
α (I = 1, · · · , N) and HI , Eα are the Cartan and non-Cartan
generators of U(N), respectively. The constant modes of AI remain unfixed and we denote
them by αI . Then, the Fadeev-Popov determinant becomes
∆FP =
N∏
I 6=J
∞∏
n=−∞
(ωn + αI − αJ). (4.10)
These αI represent the degrees of freedom for the Wilson loop along τ -direction. Since
the Wilson loop is the gauge invariant quantity, we have to take into account them.
By taking g → 0 limit, SV becomes dominant compared to SC . We expand the fields
for the vector multiplet as follows:
Z = 0 + gZ˜, λz = 0 + gλ˜z,
σ = σ0 + gσ˜, η = η0 + gη˜, (4.11)
YR = YR,0 + gY˜R, χR = χR,0 + gχ˜R,
where σ0, η0, YR,0, χR,0 are constant diagonal matrices and the fields with tilde are canon-
ically normalized. The moduli of the theory are given by α, σ0, η0, χR,0. Although YR,0 is
not the moduli, it plays an important role later [18, 19, 6, 8].
To obtain the 1-loop determinant for the vector multiplet, it is convenient to define a
real supervector,
V˜ = (σ˜, Y˜R, η˜, χ˜R), (4.12)
and a complex supervector,
W˜ = (Z˜, λ˜z). (4.13)
In the g → 0 limit, (4.4) becomes4
SV =
β
2g2
Tr
(
Y 2R,0
)
+
1
2
∫
dτ Tr
( ¯˜VMV V˜ + ¯˜WMW W˜), (4.14)
4For the auxiliary fields, we change YR → iYR, YC → iYC, Y¯C → iY¯C to avoid divergent Gaussian
integrations.
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where
MV =

−D2τ 0 −ad(η0) −ad(χR,0)
0 1 0 0
−ad(η0) 0 Dτ + ad(σ0) 0
−ad(χR,0) 0 0 Dτ + ad(σ0)
 , (4.15)
MW =
(
−D2τ + (ad(σ0))2 − 2iDτ + 2 − iad(YR,0)
√
2iad(λ1,0)
−√2iad(λ¯1,0) Dτ − ad(σ0) + i
)
, (4.16)
are the supermatrices, ad(X)Y ≡ [X, Y ] and λ1 is the first component of λα (See (A.8)).
From now on, we suppress the subscript 0 for the constant modes.
The 1-loop determinant for the vector multiplet is given by
∆V = ∆FP
1√
SdetMV
1
SdetMW
, (4.17)
where Sdet denotes the superdeterminant. So we find
∆V = (−1)N2
(
β
y − y−1
)N ∞∏
n=−∞
∏
I 6=J
(ωn + αIJ + + iσIJ)(ωn + αIJ − iσIJ)
|ωn + αIJ + − iσIJ |2 − iYR,IJ
exp
[ ∞∑
n=−∞
∑
I 6=J
2iλ¯1,IJλ1,IJ
(ωn + αIJ + + iσIJ)((ωn + αIJ + )2 + σ2IJ − iYR,IJ)
]
. (4.18)
Next, we consider the 1-loop determinant for chiral multiplets. In the g → 0 limit,
(4.5) becomes
SC = iβζ TrYR +
k∑
a=1
∫
dτ Tr
(
Ξ¯q,aMq,aΞq,a + Ξ¯Y,aMY,aΞY,a
)
, (4.19)
where
Ξq,a = (qa, ψa), (4.20)
ΞY,a = (YC,a, χC,a), (4.21)
are the complex supervectors and
Mq,a =
(
−D2τ + σ2 − 2iaDτ + 2a − iYR
√
2iλ1
−√2iλ¯1 Dτ − σ + ia
)
, (4.22)
MY,a =
(
1 0
0 Dτ + σ + i(+ a)
)
, (4.23)
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are the supermatrices. Since the 1-loop determinant for the chiral multiplets is given by
∆C =
k∏
a=1
1
SdetMq,a
1
SdetMY,a
, (4.24)
we find
∆C = (−1)kN
k∏
a=1
N∏
I=1
∞∏
n=−∞
(ωn + αI + iσI + a)(ωn + αI − iσI + + a)
|ωn + αI − iσI + a|2 − iYR,I
exp
[ k∑
a=1
N∑
I=1
∞∑
n=−∞
2iλ¯1,Iλ1,I
((ωn + αI + a)2 + σ2I − iYR,I)(ωn + αI + iσI + a)
]
. (4.25)
After the Gaussian integrations, the refined index becomes
ZN = 1
N !
∫ N∏
I=1
dαI
2pi
dσI√
2pi
dYR,I√
2pi
dλ1,Idλ¯1,I∆V ∆C exp
[
−
N∑
I=1
(
β
2g2
Y 2R,I + iβζYR,I
)]
,
(4.26)
where 1/N ! comes from the Weyl permutation. Since the refined index is periodic under
αI → αI + 2piβ , we integrate over αI only in the fundamental region. This expression itself
has already been obtained in [6, 8], but from this expression we can show that the moduli
are localized at the Coulomb branch fixed points by taking ζ/β → 0 limit.
4.2 Abelian case
Firstly, we consider the Abelian case. In this case, the refined index becomes
Z1 =
∫
dα
2pi
dσ√
2pi
dYR√
2pi
dλ1dλ¯1∆V ∆C exp
[
− β
2g2
Y 2R − iβζYR
]
, (4.27)
where
∆V =
−β
y − y−1 , (4.28)
∆C = (−1)k
k∏
a=1
∞∏
n=−∞
(ωn + α + a + iσ)(ωn + α + + a − iσ)
(ωn + α + a)2 + σ2 − iYR
exp
[ k∑
a=1
∞∑
n=−∞
2iλ¯1λ1
(ωn + α + a + iσ)((ωn + α + a)2 + σ2 − iYR)
]
. (4.29)
15
In the g → 0 limit, we can expand (4.29) around YR = 0. After integrating over λ1, λ¯1,
we find
∆C =
[ k∑
a=1
∞∑
n=−∞
2i
(ωn + α + a + iσ)((ωn + α + a)2 + σ2)
+O(YR)
]
k∏
a=1
sinh β
2
(σ + i(+ a + α))
sinh β
2
(σ + i(a + α))
exp
[
iβYR
k∑
a=1
sinh βσ
2σ(cosh βσ − cos β(α + a)) +O(Y
2
R )
]
.
(4.30)
The first term in the exponential is for a 1-loop correction of the FI term [2], so the
effective FI parameter is given by
ζeff(α, σ) = ζ − ζ1−loop(α, σ), (4.31)
where
ζ1−loop(α, σ) =
k∑
a=1
sinh βσ
2σ(cosh βσ − cos β(α + a)) . (4.32)
The function ζ1−loop(α, σ) is always positive and has the following asymptotics:
ζ1−loop(α, σ)
βσ→∞' k
2|σ| , (4.33)
ζ1−loop(α, σ)
βσ→0' β
4
k∑
a=1
1
sin2 β
2
(α + a)
. (4.34)
We note that there is no more quantum correction for the FI parameter due to the four
supersymmetries [2].
Integrating over YR, the following factor appears in the refined index:
exp
[
− βg
2
2
ζeff(α, σ)
2
]
. (4.35)
So if we assume
βg2ζ2  1, (4.36)
the moduli are localized at
ζeff(α, σ) = 0. (4.37)
This is the effective D-term condition. If ζ < 0, this condition can not be satisfied and
the refined index becomes zero. This is nothing but the wall crossing phenomenon [3].
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Let us assume ζ > 0. If we take ζ/β → 0, we find that σ is localized at
σ∗ = ± k
2ζ
, (4.38)
which are the fixed points for the Coulomb branch. On the other hand, if we take
ζ/β →∞, we find that the moduli are localized at
σ∗ = 0, α∗ = −a, (4.39)
which are the fixed points for the Higgs branch [9]. After the residue integrations around
the fixed points (4.39), we obtain the Poincare´ polynomial of CP k−1, which is the Higgs
branch moduli space [7, 8, 9]. Now, we show that the same result can be derived by taking
the Coulomb branch limit ζ/β → 0.
Here, we give a comment. After integrating out the chiral multiplets, the quadratic
term for YR in the effective action is given by
− β
2g2
(
1 +
g2k
4|σ|3
)
Y 2R , (4.40)
where the last term comes from O(Y 2R ) term of (4.30) in the Coulomb branch limit. From
the viewpoint of the nonlinear sigma model discussed in section 2, the coefficient of Y 2R is
just the metric on the moduli space. But in our analysis, we have neglected the last term.
Using (4.38), the condition for the last term to be much smaller than the first term is
g2ζ3  1. (4.41)
This is the case where the metric on the moduli space is almost flat so that the interpre-
tation as massless closed string exchange is possible [20].
To summarize, our Coulomb branch analysis is valid when
1 βg2ζ2  β
ζ
. (4.42)
This inequality is satisfied if we take β → ∞ with g and ζ fixed. Of course, the refined
index does not change with this limit because it does not depend on β [1].
In the Coulomb branch limit, (4.30) becomes
∆C ' βkσ
2|σ|3 e
ikβ
2
sign(σ) exp
[
iβkYR
2|σ|
]
. (4.43)
We note that the dependence on α and a in ∆C disappears, so the integration over α
becomes trivial. After the Gaussian integration over σ around the fixed points, we find
Z1 = (−1)
k+1
y − y−1
∑
σ∗=± k
2ζ
sign(σ∗)yk·sign(σ
∗). (4.44)
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Therefore, the refined index is written as a summation over the Coulomb branch fixed
points (4.38).
Compared to the MPS formula which is given in the Appendix B, we find that (4.44)
takes the same form as (B.3). Summing over the fixed points, we obtain
Z1 = (−1)k+1y
k − y−k
y − y−1 , (4.45)
which agrees with (B.4) when we set
γ12 = k, (4.46)
ΩS(M,N) =
 1 for (M,N) = (1, 0), (0, 1)0 otherwise. (4.47)
Our result also agrees with the Poincare´ polynomial of CP k−1.
It is interesting that in contrast to the Higgs branch localization, there is no residue
integration over the moduli in the Coulomb branch localization. But if we consider the
non-Abelian case, we encounter some residue integrations over the gauge fields.
4.3 Non-Abelian case
Next, we consider the non-Abelian case. Expanding the 1-loop determinants around
YR,I = 0 with g → 0 limit, the refined index becomes
ZN ' (−1)
N2+kN
N !
(
1
y − y−1
)N ∫ N∏
I=1
βdαI
2pi
dσI√
2pi
dYR,I√
2pi
N∏
I=1
[ k∑
a=1
∞∑
n=−∞
2i
((ωn + αI + a)2 + σ2I )(ωn + αI + iσI + a)
]
N∏
I 6=J
sin β
2
(αIJ − iσIJ)
sin β
2
(αIJ − iσIJ + )
k∏
a=1
N∏
I=1
sinh β
2
(σI + i(αI + + a))
sinh β
2
(σI + i(αI + a))
N∏
I=1
exp
(
− β
2g2
Y 2R,I − iβζeff,IYR,I
)
, (4.48)
where
ζeff,I = ζ −
k∑
a=1
sinh βσI
2σI(cosh βσI − cos β(αI + a)) . (4.49)
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There is no 1-loop contribution to the FI parameter from the vector multiplet in the
Coulomb branch limit. The effective D-term conditions are given by ζeff,I = 0. Taking
β →∞ limit, this condition becomes
|σI | = k
2ζ
. (4.50)
So if ζ > 0, σI are localized at σ
∗
I = ± k2ζ . In what follows, we assume ζ > 0.
In the β →∞ limit, the 1-loop determinant for the chiral multiplets can be simplified
as in (4.43) because σ∗I 6= 0. But this kind of simplification does not always occur for
the 1-loop determinant of the vector multiplet because σ∗IJ can be zero. Moreover, when
σIJ = 0, there are poles at αI = αJ ±  which are just on the contours of αI .
To avoid this, we only simplify ∆C and start from the following expression:
ZN = (−1)
N2+kN
N !
(
1
y − y−1
)N ∫ N∏
I=1
βdαI
2pi
dYR,I√
2pi
dσI√
2pi
N∏
I=1
(
βkσI
2|σI |3y
k·sign(σI)
)
N∏
I=1
exp
[
− β
2g2
Y 2R,I − iβYR,I
(
ζ − k
2|σI |
)]
∞∏
n=−∞
N∏
I 6=J
(ωn + αIJ + + iσIJ)(ωn + αIJ − iσIJ)
|ωn + αIJ + − iσIJ |2 − iYR,IJ . (4.51)
We expand σI around the fixed points as
σI = σ
∗
I + δσI . (4.52)
Then, we find
ζ − k
2|σI | ' sign(σ
∗
I )
2ζ2
k
δσI , (4.53)
and the second line of (4.51) becomes
N∏
I=1
exp
[
− β
2g2
(
YR,I + sign(σ
∗
I )
2ig2ζ2
k
δσI
)2] N∏
I=1
exp
[
− 2βg
2ζ4
k2
δσ2I
]
. (4.54)
Let us set
YˆR,I =
β1/2
g
(
YR,I + sign(σ
∗
I )
2ig2ζ2
k
δσI
)
, (4.55)
δσˆI =
2β1/2gζ2
k
δσI . (4.56)
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Then, (4.51) becomes
ZN = (−1)
N2+kN
N !
(
1
y − y−1
)N ∫ N∏
I=1
βdαI
2pi
dYˆR,I√
2pi
dδσˆI√
2pi∑
{σ∗I }
N∏
I=1
sign(σ∗I )y
k·sign(σ∗I )
N∏
I=1
exp
[
− 1
2
Yˆ 2R,I
]
exp
[
− 1
2
δσˆ2I
]
∞∏
n=−∞
N∏
I 6=J
(ωn + αIJ + + i(σ
∗
IJ + cδσˆIJ))(ωn + αIJ − i(σ∗IJ + cδσˆIJ))
|ωn + αIJ + − i(σ∗IJ + cδσˆIJ)|2 − b(sign(σ∗I )δσˆI − sign(σ∗J)δσˆJ)− ibYˆR,IJ
,
(4.57)
where {σ∗I} denotes all sets of the fixed points for σI and
b =
g
β1/2
, (4.58)
c =
k
2β1/2gζ2
. (4.59)
In the following sections, we set ζ = 1 for simplicity.
4.3.1 N = 2
We would like to see some examples for fewer N cases at the beginning. Let us first
consider the N = 2 case. Up to the Weyl permutation, there are three sets of the fixed
points for σI :
(σ∗1, σ
∗
2) = (+,−), (+,+), (−,−), (4.60)
where we have only mentioned the signs of σ∗I . We define Z(N−j,j)N as a contribution to
the refined index when N − j of σ∗I are positive and j of those are negative.
(i) (σ∗1, σ
∗
2) = (+,−) This is the case when σ∗12 6= 0, so (4.57) can be simplified in the
β →∞ limit. Then, we find
Z(1,1)2
β→∞' 1
2
−1
(y − y−1)2 . (4.61)
Including the case when (σ∗1, σ
∗
2) = (−,+), the total contribution to the refined
index of this type is given by 2Z(1,1)2 .
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(ii) (σ∗1, σ
∗
2) = (+,+), (−,−) These are the cases when σ∗12 = 0, so we need a careful
treatment for the integrations. Let us consider the following integrals:∫ 2∏
I=1
βdαI
2pi
dYˆR,I√
2pi
dδσˆI√
2pi
2∏
I=1
exp
[
− 1
2
Yˆ 2R,I
]
exp
[
− 1
2
δσˆ2I
]
∞∏
n=−∞
2∏
I 6=J
(ωn + αIJ + + icδσˆIJ)(ωn + αIJ − icδσˆIJ)
|ωn + αIJ + − icδσˆIJ |2 − sign(σ∗1)bδσˆIJ − ibYˆR,IJ
. (4.62)
Taking g → 0 limit, the second line of (4.62) becomes
sin2 β
2
(α12 − icδσˆ12)
sin β
2
(α12 + − icδσˆ12) sin β2 (α12 − − icδσˆ12)
. (4.63)
So there seems to be two poles for α1 at
α1 = α2 − + icδσˆ12, (4.64)
α1 = α2 + + icδσˆ12. (4.65)
But we will see that one of them is not a pole, depending on the sign of δσˆ12. In
fact, if we insert (4.64) or (4.65) into (4.62) before taking g → 0 limit, we find that
the second line of (4.62) includes the following factor in the n = 0 mode:
ikβ
βg2
δσˆ12
sign(σ∗1)δσˆ12 + iYˆR,12
. (4.66)
Therefore, in the βg2 →∞ limit with β fixed, (4.66) vanishes.
To find which pole we should choose, we start with (4.62) and deform the α1-
contour as in Figure 1. For the line contour with an imaginary part, we can replace
α12 → α12 ± iδ12 in the integrand. This δ12 can be interpreted as a resolution for
the degenerate fixed points: σ∗12 = ±δ12 6= 0. Therefore, by taking β → ∞, (4.62)
becomes simplified as in the case of (i).
Next, we consider the contour integrals around (4.64) and (4.65). Let us see the
former case. In (4.62), we have the following pole for YˆR,1:
YˆR,1 = YˆR,2 − i
( |α12 + − icδσˆ12|2
b
− sign(σ∗1)δσˆ12
)
. (4.67)
Setting r as a radius of the contour, this expression becomes
YˆR,1 = YˆR,2 − i
(
r2
b
− sign(σ∗1)δσˆ12
)
. (4.68)
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Figure 1: The deformation of α1-contour. The original contour lies on the real axis. If
δσˆ12 > 0 (δσˆ12 < 0), we shift the contour on the upper (lower) side. Then, the contour
becomes a sum of two circular contours around the poles and a line contour with an
imaginary part.
We assume r2 > b|δσˆ12| and consider r → 0 limit. If sign(σ∗1)δσˆ12 > 0, the pole
(4.68) collides with the YˆR,1-contour as r approaches 0 as in the left figure of Figure
2. In this case, we evaluate (4.62) by taking g → 0 limit before r → 0 limit. Then,
the second line of (4.62) becomes (4.63) and we evaluate the residue integral around
the pole (4.64). If sign(σ∗1)δσˆ12 < 0, the pole (4.68) does not collide with the YˆR,1-
contour even if r becomes 0 as in the right figure of Figure 2. In this case, we take
r → 0 limit before g → 0 limit and so (4.62) becomes 0 with βg2 → ∞. Using the
same argument, we find that we take the pole (4.65) only when sign(σ∗1)δσˆ12 < 0.
To summarize, we choose the following pole for α1 in the β →∞ limit:
α1 =
α2 − sign(σ∗1), (with counterclockwise direction for δσˆ12 > 0),α2 + sign(σ∗1), (with clockwise direction for δσˆ12 < 0).
(4.69)
The two contributions in (4.69) are related by the Weyl permutation and are the
same.
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r ! 0
r ! 0
YˆR,1 YˆR,1
Figure 2: A pole for YˆR,1. The left hand side is for sign(σ
∗
1)δσˆ12 > 0 and the right hand
side is for sign(σ∗1)δσˆ12 < 0
Therefore, we find
Z(2,0)2 =
1
2
y2k
(y − y−1)2
[
1− (y − y
−1)2
y2 − y−2
]
, (4.70)
Z(0,2)2 =
1
2
y−2k
(y − y−1)2
[
1 +
(y − y−1)2
y2 − y−2
]
, (4.71)
where the first terms come from the α1-integral along the line contour with an
imaginary part and the last terms come from the residue integral for α1.
Thus, the refined index for N = 2 becomes
Z2 = 2Z(1,1)2 + Z(2,0)2 + Z(0,2)2
= − y
2k − y−2k
2(y2 − y−2) +
1
2
(
yk − y−k
y − y−1
)2
, (4.72)
which agrees with the MPS formula (B.5) term by term when we set (4.46) and (4.47).
Carrying out the summation, we obtain
Z2 =
[
k
2
]
−y
, (4.73)
where [
k
N
]
y
=
[k]y!
[k −N ]y![N ]y! , (4.74)
[x]y! = [x]y[x− 1]y · · · [1]y. (4.75)
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Therefore, the refined index also agrees with the Poincare´ polynomial for the Grassman-
nian Gr(2, k), which is the moduli space for the Higgs branch.
Let us give a comment. This is the case where the total charge of the BPS particles is
given by γ = γ1 + 2γ2 ≡ (1, 2), where γ1 and γ2 are the primitive charge vectors. So the
sum in the MPS formula (B.1) is composed of
γ = {(0, 2) + (1, 0), (0, 1) + (0, 1) + (1, 0), (0, 1) + (1, 1)}. (4.76)
The first one in (4.76) corresponds to the case where two electrons are degenerate. The
contribution of this type is given by the residue integral for the gauge fields in our Coulomb
branch localization. The second one in (4.76) corresponds to the case where there is no
degeneracy for the BPS particles. It is clear that the case-(i) belongs to this type, but
there is also the contribution to this type in the case-(ii), which is given by the integral
over the gauge field along a line contour with an imaginary part. The last one in (4.76)
corresponds to the case where a monopole and an electron are degenerate. In our quiver
quantum mechanics, this case does not occur.
4.3.2 N = 3
Next, we consider N = 3 case. Up to the Weyl permutation, there are four sets of the
fixed points:
(σ∗1, σ
∗
2, σ
∗
3) = (+,+,−), (−,−,+), (+,+,+), (−,−,−). (4.77)
(i) (σ∗1, σ
∗
2, σ
∗
3) = (+,+,−), (−,−,+) Using the results of the N = 2 case, we find
Z(2,1)3 =
(−1)k+1
6
−yk
(y − y−1)3
[
1− (y − y
−1)2
y2 − y−2
]
, (4.78)
Z(1,2)3 =
(−1)k+1
6
y−k
(y − y−1)3
[
1 +
(y − y−1)2
y2 − y−2
]
. (4.79)
The total contribution to the refined index of this type is given by 3Z(2,1)3 + 3Z(1,2)3 .
(ii) (σ∗1, σ
∗
2, σ
∗
3) = (+,+,+), (−,−,−) In each case, there is a situation where we have to
choose two poles at the same time. From the discussion of section 4.3.1, the possible
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poles are the following:
α12 =
− sign(σ∗1), (with counterclockwise direction for δσˆ12 > 0),+ sign(σ∗1), (with clockwise direction for δσˆ12 < 0),
(4.80)
α13 =
− sign(σ∗1), (with counterclockwise direction for δσˆ13 > 0),+ sign(σ∗1), (with clockwise direction for δσˆ13 < 0),
(4.81)
α23 =
− sign(σ∗1), (with counterclockwise direction for δσˆ23 > 0),+ sign(σ∗1), (with clockwise direction for δσˆ23 < 0).
(4.82)
If we start from the α1-integral, the easiest way of the calculation is to focus on
the pole (4.80) and then double the result of the residue calculation because (4.80)
and (4.81) are related by the Weyl permutation 2 ↔ 3. In the same way, for the
next α2-integral, we only focus on (4.82) for the residue calculation using the Weyl
permutation. But if we pick up two poles α12 = − sign(σ∗1) and α23 = sign(σ∗1)
(or α12 = sign(σ
∗
1) and α23 = − sign(σ∗1)), the contribution to the refined index is
zero because the numerator in the integrand vanishes. So we find
Z(3,0)3 =
(−1)k+1
6
y3k
(y − y−1)3
[
1− 3(y − y
−1)2
y2 − y−2 + 2
(y − y−1)3
y3 − y−3
]
, (4.83)
Z(0,3)3 =
(−1)k+1
6
−y−3k
(y − y−1)3
[
1 + 3
(y − y−1)2
y2 − y−2 + 2
(y − y−1)3
y3 − y−3
]
, (4.84)
where the last terms are the contributions of when we pick up two poles.
Summing up all these contributions, the refined index for N = 3 becomes
Z3 = Z(3,0)3 + 3Z(2,1)3 + 3Z(1,2)3 + Z(0,3)3
= (−1)k+1
[
y3k − y−3k
3(y3 − y−3) −
(yk − y−k)(y2k − y−2k)
2(y − y−1)(y2 − y−2) +
1
6
(
yk − y−k
y − y−1
)3]
, (4.85)
which agrees with the MPS formula (B.6) term by term when we set (4.46) and (4.47).
Also, this can be written as
Z3 =
[
k
3
]
−y
, (4.86)
which agrees with the Poincare´ polynomial for the Grassmannian Gr(3, k).
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4.3.3 General N
Finally, we would like to give the formula of the refined index for a general N .
At first, we consider the case when (σ∗1, · · · , σ∗N) = (±, · · · ,±). We define
IN =
∫ N∏
I=1
βdαI
2pi
N∏
I 6=J
sin β
2
(αI − αJ)
sin β
2
(αI − αJ + )
, (N ≥ 2), (4.87)
and denote it by I+N if (σ
∗
1, · · · , σ∗N) = (+, · · · ,+) and by I−N if (σ∗1, · · · , σ∗N) = (−, · · · ,−).
Each αI-integral includes an integral along a line with an imaginary part and residue
integrals. For the residue integrals, we consider the poles at
αI = αI+1 − sign(σ∗1), (I = 1, · · · , N − 1), (4.88)
with counterclockwise direction, up to the Weyl permutations.
We define
a+N = (−1)N+1
(y − y−1)N
yN − y−N , (4.89)
a−N =
(y − y−1)N
yN − y−N . (4.90)
Integrating over α1, I
±
N becomes
I±N = I
±
N−1
+ (N − 1)
∫ N∏
I=2
βdαI
2pi
iβResα1=α2∓
( N∏
I 6=J
sin β
2
(αI − αJ)
sin β
2
(αI − αJ + )
)
. (4.91)
Integrating over α2, (4.91) becomes
I±N = I
±
N−1 + (N − 1)
[
a±2 I
±
N−2
+ (N − 2)
∫ N∏
I=3
βdαI
2pi
(iβ)2Resα1=α2∓
α2=α3∓
( N∏
I 6=J
sin β
2
(αI − αJ)
sin β
2
(αI − αJ + )
)]
. (4.92)
Continuing the integrations, we finally obtain the following recursion relation:
I±N =
N∑
l=1
(N − 1)!
(l − 1)! a
±
N−l+1I
±
l−1, (4.93)
where
I±0 = 1, I
±
1 = 1. (4.94)
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Next, we consider the generic case. When N − j of σ∗I are positive and the others
are negative, there are totally
(
k
N
)
patterns. So the contribution to the refined index is
proportional to
(
k
N
)
I+N−jI
−
j .
Therefore, the refined index for a generic N is given by
ZN = (−1)N2+kN
(
1
y − y−1
)N N∑
j=0
(−1)jyk(N−2j) I
+
N−j
(N − j)!
I−j
j!
. (4.95)
If we could solve (4.93) and insert the general solution of I±N into (4.95), we would see
the correspondence with the MPS formula for an arbitrary N . But it seems to be too
difficult. Instead, we have confirmed that (4.95) actually becomes
[
k
N
]
−y up to N = 4, so
our result will be correct in any N .
5 Conclusion and Discussion
In this paper, we have revisited the exact analysis of the N = 4 U(1) × U(N) super-
symmetric quiver quantum mechanics and have shown how the Coulomb branch picture
emerges in the localization calculation. We have discussed it from the viewpoint of both
the nonlinear sigma model and gauged linear sigma model.
We have seen that the localization of the non-linear sigma model with the Ω-background
(refined model) is much easier than the original model that derives the Atiyah-Singer in-
dex theorem on the Coulomb branch moduli, since the flat directions are lifted up and the
fixed points become isolated. We also found that the localization does not depend on the
detail of the metric of the N = 4 supersymmetric non-linear sigma model. In particular,
the conformal factor of the conformally flat metric is canceled out in the evaluation of
the 1-loop determinant. The D-term potential and associated bulk gauge field crucially
determine the fixed point data, and the factor and relative signs in the refined index.
In the gauged linear sigma model approach, we have found the effective D-term con-
dition (4.37) from the 1-loop determinant, which knows not only the Higgs branch fixed
points but also the Coulomb branch fixed points. Using our Coulomb branch localization,
the refined index can be written as a summation over the different sets of the Coulomb
branch fixed points, which corresponds to the MPS formula. If the fixed points are not
degenerate, the integrations over αI in the refined index become trivial in the Coulomb
branch limit ζ/β → 0 and the residue integrals do not appear in contrast to the Higgs
branch localization [7, 8, 9]. However, at the degenerate fixed points, we encounter the
residue integrals over αI , which give the factors in the rational invariant (B.2).
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It will be interesting to generalize our analysis to quiver quantum mechanics with
closed loops, which corresponds to the case where there exists scaling solutions on the
supergravity side [3]. Recently, it has been announced that there are “pure Higgs states”
which can not be mapped to the multi-center solutions in the supergravity [4, 5]. We
would like to investigate the pure Higgs states from the viewpoint of the Coulomb branch
localization.
Our localization technique might also be useful to understand Coulomb branches which
are still unknown in some supersymmetric theories. For example, a D1-D5(-P) black
hole is described by a two-dimensional N = (4, 4) gauged linear sigma model and the
Bekenstein-Hawking entropy has been derived from the Higgs branch analysis [21, 22]
(for review see [23]). On the other hand, there are infinitely many supergravity solutions
with the same charges as the black hole, which are known as the fuzzball solutions [24,
25, 26, 27, 28, 29, 30, 31, 32, 33]. The fuzzball solutions are conjectured to describe the
microscopic geometries in the black hole [34], but the relation with the gauged linear sigma
model is not known yet. It will be interesting if we can find out connections between the
Coulomb branch fixed points of the gauged linear sigma model and the fuzzball solutions.
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Appendix
A N = 4 U(N) supersymmetric quantum mechanics
We here review an N = 4 U(N) supersymmetric quantum mechanics. This theory is
obtained from the dimensional reduction of four dimensionalN = 1 U(N) supersymmetric
gauge theory to one dimension and possesses SU(2)J × U(1)R global R-symmetries.
A.1 Vector multiplet
In one dimensional N = 4 supersymmetric theory, a vector multiplet is composed of a
gauge field A0, three real scalars Xi (i = 1, 2, 3), four fermions (λα, λ¯α˙) (α, α˙ = 1, 2),
and an auxiliary real scalar D. All fields are in the adjoint representation of U(N). The
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representations of SU(2)J and U(1)R charges of the vector multiplet are summarized in
Table 1.
A0 Xi λα λ¯α˙ D
SU(2)J 1 3 2 2¯ 1
U(1)R 0 0 1 −1 0
Table 1: The R-symmetries of the vector multiplet.
Using these fields, the action is given by
SV =
1
g2
∫
dt Tr
[
1
2
(D0X i)2 + 1
4
[X i, Xj]2 − iλ¯σ¯0D0λ+ λ¯σ¯i[X i, λ] + 1
2
D2 − g2ζD
]
,
(A.1)
where g is the gauge coupling, ζ is the FI parameter, and
D0 ≡ ∂0 + i[A0, ·], (A.2)
is a covariant derivative. The mass dimensions of g and ζ are
[g2] = 3, [ζ] = −1. (A.3)
The action (A.1) is invariant under the following supersymmetric transformations:
δA0 = −iξσ0λ¯+ iλσ0ξ¯,
δX i = iξσiλ¯− iλσiξ¯,
δλ = iξD + 2σ0iξD0Xi + iσijξ[Xi, Xj],
δD = −ξσ0D0λ¯− iξσi[Xi, λ¯]−D0λσ0ξ¯ − i[Xi, λ]σiξ¯,
(A.4)
where ξα and ξ¯α˙ represent the supersymmetric parameters, and in terms of the super-
charges Qα, the supersymmetric variation is given by
δ = ξQ+ ξ¯Q¯. (A.5)
We now introduce a linear combination of the supercharges by
Q =
i√
2
(Q1 − Q¯1) = i√
2
(Q2 − Q¯2), (A.6)
which will be called the BRST charge. After the Wick rotation t→ −iτ , we define linear
combinations of the bosonic fields by
Z = X1 − iX2, Z¯ = X1 + iX2, σ = X3, A = Aτ ,
YR = D − 12 [Z, Z¯],
(A.7)
29
and
λz =
√
2iλ¯2, λz¯ = −
√
2iλ2, η = − 1√2(λ1 + λ¯1),
χR =
i√
2
(λ1 − λ¯1),
(A.8)
for the corresponding fermionic fields. This operation is usually called “topological twist-
ing”. The mass dimensions of the fields in the vector multiplet are
[Z] = [Z¯] = [A] = [σ] = 1,
[λz] = [λz¯] = [η] = [χR] =
3
2
, (A.9)
[YR] = 2.
Under the introduced BRST symmetry, the fields are transformed as follws:
QZ = iλz, Qλz = i(DτZ + [σ, Z]),
QZ¯ = −iλz¯, Qλz¯ = −i(Dτ Z¯ + [σ, Z¯]),
QA = iη,
Qσ = η, Qη = −Dτσ,
QYR = i(DτχR + [σ, χR]), QχR = iYR.
(A.10)
The BRST transformations are nilpotent up to a translation along the time-direction and
(complexified) gauge transformation with the parameter A+ iσ.
The Euclidean action of the theory (A.1) is written as a Q-exact form:
SV =
1
2g2
Q
∫
dτ Tr
[
1
2
λzQλz +
1
2
λz¯Qλz¯ + ηQη − χRQχR + 2iχRµR
]
, (A.11)
where µR =
1
2
[Z, Z¯]− g2ζ is a (real) moment map constraint which contains the original
D-term constraint and describes the moduli space of the vacua. After integrating out
the auxiliary field YR, we obtain the Euclidean action of the original matrix quantum
mechanics.
The field redefinitions (topological twist) spoil the original R-symmetries, but the
theory is still invariant under the following twisted “R-transformation” U(1)′J , which acts
on the fields by
Z → eiθJZ, λz → eiθJλz, (A.12)
with an R-transformation parameter θJ .
5 To obtain the refined index, we need a “gauging”
of this global R-symmetry, which modifies the moduli space of the theory by induced mass
5Using the SU(2)J transformation
JjXi = −ijikXk, J iλ = σ0iλ,
and the U(1)R transformation, we find that the generator of U(1)
′
J is given by
1
2 (2J3 − R) [7, 8]. This
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terms. Under the gauged U(1)′J symmetry with a constant background AJ = , the τ -
derivatives of Z and λz are modified into
∂τZ → (∂τ + i)Z, ∂τλz → (∂τ + i)λz. (A.13)
This is known to the Ω-background. Thus, we obtain the modified BRST transformations:
QZ = iλz, Qλz = i(DτZ + [σ, Z] + iZ),
QZ¯ = −iλz¯, Qλz¯ = −i(Dτ Z¯ + [σ, Z¯]− iZ¯),
QA = iη,
Qσ = η, Qη = −Dτσ,
QYR = i(DτχR + [σ, χR]), QχR = iYR.
(A.14)
The BRST transformations are nilpotent up to the time translation, gauge transformation
including the gauged U(1)′J transformation.
The action of the modified theory is obtained by replacing simply Q with Q in (A.11).
A.2 Chiral multiplet
Let us now construct the theory which includes a chiral multiplet. The chiral multiplet is
composed of a complex scalar q, two complex fermions ψα, and an auxiliary complex scalar
F . In this paper, we only consider chiral multiplets in the fundamental representation.
The representations under SU(2)J and charges under U(1)R of the chiral multiplet are
summarized in Table 2.
q ψα F
SU(2)J 1 2 1
U(1)R r r − 1 r − 2
Table 2: The R-symmetries of the chiral multiplet with a U(1)R charge r.
The action is given by
SC =
∫
dt Tr
[
|D0q|2 − |Xiq|2 − iψ¯σ¯0D0ψ + ψ¯σ¯iXiψ + |F |2 + i
√
2(q¯λψ − ψ¯λ¯q) + q¯Dq
]
.
(A.15)
generator commutes with the BRST charge Q, so we can define the refined index using this generator by
Iref = Tr(−1)F e−β∆t2J3−R,
where ∆ = (Q)2.
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This action is invariant under the following supersymmetric transformations:
δq =
√
2ξψ,
δψ = i
√
2(σ0ξ¯D0q + iσiξ¯Xiq) +
√
2ξF,
δF = i
√
2(ξ¯σ¯0D0ψ + iξ¯σ¯iXiψ) + 2iξ¯λ¯q.
(A.16)
After the Wick rotation, we define the bosonic fields:
YC = F + Zq, Y¯C = F¯ + q¯Z¯, (A.17)
and the fermionic fields:
ψ = ψ2, ψ¯ = ψ¯2,
χC = −ψ1, χ¯C = −ψ¯1.
(A.18)
The mass dimensions of the fields in the chiral multiplet are
[q] = [q¯] = −1
2
,
[ψ] = [ψ¯] = [χC] = [χ¯C] = 0, (A.19)
[YC] = [Y¯C] =
1
2
.
These fields transform under the BRST symmetry by
Qq = iψ, Qψ = i(Dτq + σq),
Qq¯ = −iψ¯, Qψ¯ = −i(Dτ q¯ − q¯σ),
QYC = i(DτχC + σχC), QχC, = iYC,
QY¯C = i(Dτ χ¯C − χ¯Cσ), Qχ¯C = iY¯C.
(A.20)
Using the BRST charge, the Euclidean action can be written as the Q-exact form:
SC =
1
2
Q
∫
dτ Tr
[
ψQψ + ψ¯Qψ¯ − χCQχC − χ¯CQχ¯C − 2iχ¯CµC − 2iχCµ¯C
]
, (A.21)
where
µC = Zq,
µ¯C = q¯Z¯,
(A.22)
are (complex) moment map constraints associated with the F-term constraints. By in-
cluding the chiral multiplet, the real moment map (D-term constraints) are also modified
to
µR =
1
2
[Z, Z¯] + g2(qq¯ − ζ). (A.23)
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After these redefinitions of the fields in the chiral multiplet, the theory possesses the
following twisted U(1)′J R-transformation:
q → e−i r2 θJ q, ψ → e−i r2 θJψ,
YC → ei(1− r2 )θJYC, χC → ei(1− r2 )θJχC. (A.24)
We also have the following U(1)′R transformation:
q → eipθRq, ψ → eipθRψ,
YC → eipθRYC, χC → eipθRχC,
(A.25)
where p is a real number. This symmetry is just a flavor symmetry. As similar as the
previous section, we gauge these R-symmetries in the constant backgrounds AJ =  and
AR = ˜. The BRST transformations are deformed by
Qq = iψ, Qψ = i(Dτq + σq + i(− r2+ p˜)q),
Qq¯ = −iψ¯, Qψ¯ = −i(Dτ q¯ − q¯σ − i(− r2+ p˜)q¯),
QYC = i(DτχC + σχC + i((1− r2)+ p˜)χC), QχC, = iYC,
QY¯C = i(Dτ χ¯C − χ¯Cσ − i((1− r2)+ p˜)χ¯C), Qχ¯C = iY¯C.
(A.26)
Here, we have used the same symbol Q as that in (A.14), but Q is regarded as including
the whole gauged U(1)′J × U(1)′R symmetries in the following. Thus, the BRST trans-
formations are now nilpotent up to the time translation, gauge transformation including
gauged U(1)′J × U(1)′R transformations. Since p is an arbitrary constant, we take
p˜ =
r
2
+ r˜. (A.27)
Then, the BRST transformation becomes
Qq = iψ, Qψ = i(Dτq + σq + ir˜q),
Qq¯ = −iψ¯, Qψ¯ = −i(Dτ q¯ − q¯σ − ir˜q¯),
QYC = i(DτχC + σχC + i(+ r˜)χC), QχC, = iYC,
QY¯C = i(Dτ χ¯C − χ¯Cσ − i(+ r˜)χ¯C), Qχ¯C = iY¯C.
(A.28)
B MPS formula
The MPS formula is a formula for computing the total refined index Ω(γ, y) of multi-
centered BPS solutions with total charge γ in terms of the refined indices ΩS(αi, y) for
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single-centered BPS solutions with charge αi, where γ =
∑
i αi [10, 11]. The MPS formula
is given by
Ω¯(γ, y) =
∑
{αi∈Γ}∑
i αi=γ
1
Aut({αi})g(α1, · · · , αn; y)Ω¯
S(α1, y) · · · Ω¯S(αn, y), (B.1)
where Γ is the charge lattice, Aut({αi}) is the symmetry factor appropriate for Maxwell
Boltzmann statistics, and
Ω¯(γ, y) =
∑
m|γ
y − y−1
m(ym − y−m)Ω(γ/m, y
m), (B.2)
is the rational invariant.6 The function g(α1, · · · , αn; y) is given by
g(α1, · · · , αn; y) = (−1)
∑
i<j αij+n−1
[
(y − y−1)1−n
∑
p
s(p)y
∑
i<j αij sign(zj−zi)
]
, (B.3)
where αij = 〈αi, αj〉 is the Dirac-Schwinger-Zwanziger (DSZ) product between αi and
αj, and the sum is taken over all collinear solutions to the equilibrium conditions for
the multi-centered BPS solutions. The s(p) takes ±1, which depends on each collinear
configuration p.
Let us consider the case γ = Mγ1 +Nγ2, where γ1 and γ2 are the primitive charge vec-
tors. We denote Ω(Mγ1+Nγ2, y) by Ω(M,N ; y) for short. For (M,N) = (1, 1), (1, 2), (1, 3),
the MPS formula takes the following expressions [10]:
Ω¯(1, 1; y) = [γ12]−yΩ¯S(1, 0; y)Ω¯S(0, 1; y), (B.4)
Ω¯(1, 2; y) = [2γ12]−yΩ¯S(0, 2; y)Ω¯S(1, 0; y) +
1
2
[γ12]
2
−y[Ω¯
S(0, 1; y)]2Ω¯S(1, 0; y)
+ [γ12]−yΩ¯S(0, 1; y)Ω¯S(1, 1; y), (B.5)
Ω¯(1, 3; y) = [3γ12]−yΩ¯S(0, 3; y)Ω¯S(1, 0; y) + [2γ12]−yΩ¯S(0, 2; y)Ω¯S(1, 1; y)
+ [γ12]−yΩ¯S(0, 1; y)Ω¯S(1, 2; y) + [γ12]−y[2γ12]−yΩ¯S(0, 1; y)Ω¯S(0, 2; y)Ω¯S(1, 0; y)
+
1
2
[γ12]
2
−y[Ω¯
S(0, 1; y)]2Ω¯S(1, 1; y) +
1
6
[γ12]
3
−y[Ω¯
S(0, 1; y)]3Ω¯S(1, 0; y), (B.6)
where
[x]y =
yx − y−x
y − y−1 . (B.7)
6The sum runs over all positive integers m such that γ/m lies in Γ.
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