Abstract-This paper studies the finite-time stability and stabilization of linear discrete time-varying stochastic systems with multiplicative noise. Firstly, necessary and sufficient conditions for finite-time stability are presented via state transition matrix approach. Secondly, this paper also develops the Lyapunov function method to study finite-time stability and stabilization of discrete time-varying stochastic systems based on matrix inequalities and linear matrix inequalities (LMIs), so as to Matlab LMI Toolbox can be used. Two numerical examples are given to illustrate the effectiveness of the proposed results.
Introduction
As it is well-known that stability is the first consideration in system analysis and synthesis.
Since A. M. Lyapunov published his classical work [14] on stability of ordinary differential equations (ODEs) in 1892, Lyapunov's stability theory has been one of the most important issues in mathematics and modern control theory. In particular, Lyapunov's second method has been extended to continuous-time stochastic Itô-type differential equations, and we refer the reader to [7, 9, 16] . Stability in Lyapunov sense describes the asymptotic behaviour of the state trajectory as time approaches infinity. However, in practice, even a system is stable, it may be totally useless, because it possesses unsatisfactory transient performance. So, one should be interested in not only classical Lyapunov stability, but also finite-time transient performance.
To this end, finite-time stability was proposed in 1950s [5, 11] . Finite-time stability is different from classical stability in two aspects: First, the concerned system operation is confined to a prescribed finite-time interval instead of an infinite-time horizon. Second, the state trajectory lies within a specific bound over the given finite interval of time. Recently, finite-time stability has become a popular research topic due to its practical sense. Many nice results have been obtained, and we refer the reader to [1, 12] for linear deterministic systems, stochastic Itô systems [10, 23, 24, 27, 28, 32] , switching systems [3, 12, 25, 26] . It is worth mentioning that short-time stability is also referred to finite-time stability as discussed in [10, 15, 23, 24] . The reference [32] extended finite-time stability and stabilization of [1] to linear time-invariant Itô systems. A mode-dependent parameter approach was proposed to give a sufficient condition for finite-time stability and stabilization for Itô stochastic systems with Markovian switching [25] , and the same method was also used to deal with finite-time guaranteed cost control of Itô stochastic Markovian jump systems [26] . It can be found that, up to now, there are few results on finitetime stability and stabilization of discrete time-varying stochastic systems with multiplicative noise.
As said by J.P. LaSalle [13] , "Today there is more and more reason for studying difference equations systematically. They are in their own right important mathematical models", "Moreover, their study provides a good introduction to the study theory of differential equations, difference-differential equations, and functional differential equations". It is expected that, along the development of computer techniques, the study on discrete-time systems will become more and more important, and attract a lot of researchers' attention. In [17] [18] [19] [20] , discretetime mean-field linear-quadratic optimal control problems have been systematically researched.
In [4, 6, 31] , the H ∞ control of linear discrete-time stochastic systems were studied, especially, necessary and sufficient conditions for mean square stability were presented. In [2] , robust stability and stabilization for a class of linear discrete-time time-varying stochastic systems with Markovian jump were investigated based on a small-gain theorem. The reference [21] was about finite-time stability of discrete time-varying systems with randomly occurring nonlinearity and missing measurements. Finite-time stochastic stability and stabilisation with partly unknown transition probabilities for linear discrete-time Markovian jump systems was considered in [30] .
By choosing Lyapunov-Krasovskii-like functionals, sufficient conditions were given in [22, 29] for finite-time stability of linear deterministic systems with time-varying delay based on LMIs. Most results on finite-time stability of stochastic systems are sufficient but not necessary conditions, which are derived by Lyapunov function or Lyapunov-Krasovskii-like functional method. This paper will study the finite-time stability of the following linear discrete time-varying stochastic system with multiplicative noise
and the finite-time stabilization of the following control system
Note that in order to study the detectability and observability of the following linear discrete time-varying system
we introduce the state transition matrix of (1) in mean square sense [33] , while this paper can be viewed as the continuation of [33] . The contributions of this paper are as follows:
(i) We develop a state transition matrix approach to present some necessary and sufficient conditions for finite-time stability of linear discrete stochastic systems. Specifically, the following two identities
proved in this paper are important, which have potential applications to the study of piecewise finite-time stability and other control issues.
(ii) In order to further study finite-time stabilization and obtain easily testing criteria, we apply the Lyapunov function method to present some sufficient conditions for finite-time stability and stabilization based on matrix inequalities and LMIs.
The paper is organized as follows: In Section 2, we define finite-time stability and stabilization for linear discrete time-varying stochastic systems. Several useful lemmas are presented.
In Section 3, finite-time stability is studied based on state transition matrix approach, where some necessary and sufficient criteria are obtained for finite-time stability. In Section 4, we make use of Lyapunov function method to investigate finite-time stability and stabilization, and several sufficient conditions for finite-time stability and stabilization are given based on matrix inequalities and LMIs. In Section 5, two examples are constructed to show the effectiveness of our obtained results.
For convenience, the notations adopted in this paper are as follows. 
Preliminaries
Consider the following discrete-time time-varying stochastic difference system described by
where x k ∈ R n is the n-dimensional state vector. {w k } k∈N T −1 is a sequence of one-dimensional independent white noise processes defined on the complete filtered probability space (Ω, F, {F k } k∈N T , P ),
E stands for the mathematical expectation operator, and δ kj is a Kronecker function defined by δ kj = 0 for k = j while δ kj = 1 for k = j. Without loss of generality, x 0 is assumed to be a deterministic vector. A k and C k are n × n time-varying matrices with respect to k.
Definition 1 Given a positive integer T , two positive scalars 0 < c 1 ≤ c 2 , and a finite positive difinite symmetric matrix sequence {R k > 0} k∈N T . The system (2) is said to be finite-time stable
where x 2 R := x ′ Rx. This paper will also study the feedback stabilization of the following linear discrete time-
where u k ∈ R m is the m-dimensional control input.
Definition 2 System (4) is said to be finite-time stabilizable with respect to (c 1 , c 2 , T,
if there exists a linear state feedback control law
is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ). In order to investigate the finite-time stability of system (2), we need to introduce some useful lemmas.
Lemma 1 [33] For system (2), we have
where φ j,j = I n for j ∈ N , and
where ψ j,j = I n for j ∈ N , and
if A i and C i are uniformly bounded for i ∈ N .
Remark 1
The matrices φ l,k and ψ l,k defined in Lemma 1 can be viewed as the state transition matrices in the mean square sense. In [33] , φ l,k and ψ l,k were introduced to present detectability conditions of linear discrete time-varying stochastic systems.
From Lemma 1, the state transition matrix is not unique, since that ψ l,k = φ l,k is not necessarily true; see the following example.
Example 1 It is easy to compute that
 , the following three conditions are equivalent:
Lemma 3 [8] For matrices A, B, C and D of suitable dimensions, we have
3 State Transition Matrix-based Approach for Finite-time Stability
In this section, we mainly use the state transition matrix approach developed in [31, 33] to study the finite-time stability and stabilization of the system (2).
, and system (2) is equivalent to the following system:
k . Lemma 1 yields directly the following lemma: Lemma 4 The state transition matrixφ l,k for the system (9) is in the form of
Moreover,
we can obtain the following result directly.
Proposition 1
The system (2) is finite-time stable with respect to (c 1 , c 2 , T,
and only if (iff) the system (9) is finite-time stable with respect to (c 1 , c 2 , T,
The next lemma establishes the relationship between φ k,0 andφ k,0 .
φ k,0 of system (9) have the following relation:
Proof. Lemma 5 can be shown by induction. Because
we only need to prove the following identity:
For k = 0, in view of φ 0,0 =φ 0,0 = I n , we have
Hence, (12) holds for k = 0. Assume that for k = j − 1, (12) holds, i.e., (
By Lemma 3 and (6), we have
The proof of this lemma is completed.
Repeating the same procedure as in Lemma 5, the following more general relation still holds.
Lemma 6 For any l ≥ k, l, k ∈ N , we have the following identity:
Corresponding to the second form of the state transition matrix ψ l,k defined in (7), we denotē ψ l,k as another state transition matrix of system (2) from the state x k to the state x l with l ≥ k, which is defined byψ
Now, a more general relation corresponding to (14) can be given based onψ l,k .
Lemma 7
The state transition matrix ψ l,k of system (2) and the state transition matrixψ l,k of system (9) have the following relation:
Proof. We still prove this lemma by induction.
So in the case k = l, (15) holds. Assume for k = j, (15) holds, i.e.,
Then we only need to show that (15) holds for k = j − 1, i.e.,
By induction assumption (16), the right hand side of (17) can be computed as
Hence, (17) holds, this lemma is proved.
Lemmas 6-7 have potential important applications to piecewise finite-time stability and mean square stability.
Theorem 1
The system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ) iff the following inequalities are satisfied:
Proof. We first prove the sufficiency of Theorem 1. If
then, by Lemma 5, we have
If x 0 = 0, then
If x 0 = 0, then, by (19) and (20) , it follows that
In general, for any x 0 ∈ R n , we can always conclude E x k 2 R k < c 2 from x ′ 0 R 0 x 0 ≤ c 1 , i.e., the system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ).
Below, we prove the necessity part by contradiction. If the system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), while there existsk ∈ N T such that
then by taking an x 0 satisfying x ′ 0 R 0 x 0 = c 1 , it yields that
The inequality (24) contradicts the finite-time stability, which requires
The proof is completed.
Corollary 1 The system (2) is finite-time stable with respect to (c
where λ max (R k ) denotes the maximum eigenvalue of the matrix R k .
Proof. Note that
Hence, by Theorem 1, the condition (25) is a sufficient condition for the finite-time stability of the system (2).
Because
. By Theorem 1, the solvability of inequality (18) is equivalent to that the system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ). In addition, for ∀k ∈ N T , we have
Using Lemma 2 twice, the inequality (26) can be equivalently written as
′ on both sides of (28), it follows that
Recall the following properties of φ ·,· in Lemma 1:
if we substitute φ k+1,0 into P k+1 = φ k+1,0 R 0 φ ′ k+1,0 , then
Summarize the previous discussion, we are in a position to obtain the following theorem, which is equivalent to Theorem 1. (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ) iff there exists a symmetric matrix sequence {P k } k∈{0,1,···,T } solving the following constrained difference equation:
Theorem 2 The system
If system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), we shall show that the following perturbed system
is also finite-time stable with respect to (c 1 , c 2 , T , {R k } k∈N T ) for sufficiently small real number ε. (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), then so is the system (32).
Theorem 3 If system
Proof. From Theorem 2, system (32) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ) iff the constrained difference equation is admissible.
From (33), we can see that P ε k → P k as ε → 0, where P k is defined by (32) . If system (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), then, by Theorem 2,
k ) for sufficiently small ε > 0. This theorem is proved.
Lyapunov Function-based Approach for Finite-time Stability and Stabilization
The state transition matrix-based approach presents necessary and sufficient conditions for finite-time stability of system (2), which is elegant in theory. However, there is some difficulty in applying the state transition matrix-based approach to study finite-time stabilization of system (4). Below, we focus our attention on Lyapunov function-based approach to present some sufficient criteria for finite-time stability and stabilization that are easily tested via Matlab LMI Toolbox. (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), if there exist a scalar α ≥ 0, and a symmetric positive definite matrix sequence {P k > 0} k∈N T solving the following matrix inequalities:
Theorem 4 System
where
Proof. Choose a Lyapunov function for system (2) as
By (36), it yields that
It follows that
and
So from (37)-(39), we have
By (34) 
where λ = min k∈N T λ min (P k ), λ = λ max (P 0 ).
Repeating the above proof and noting that when −1 < α < 0, (40) should be modified as
We immediately obtain the following result: Theorem System (2) is finite-time stable with respect to (c 1 , c 2 , T, {R k } k∈N T ), if there exist a scalar α with −1 < α < 0, and a symmetric positive definite matrix sequence {P k > 0} k∈N T solving the following matrix inequalities:
Remark 2
It is easy to see that when α ≤ −1, (45) does not admits solutions {P k > 0} k∈N T .
Theorem 5 System (4) is finite-time stabilizable with respect to (c 1 , c 2 , T, {R k } N T ) via a linear state feedback u k = K k x k , if for all i ∈ N T and j ∈ N T −1 , there exists a symmetric matrix sequence X j , Y j , scalars α ≥ 0,λ 1 > 0,λ 2 > 0, andλ 1 ≥λ 2 , such that
(α + 1)
In addition, if there is a feasible solution for conditions (46-48), the controller gain can be computed by
Proof. By Definition 2 and Theorem 4, system (4) 
Setting X j :=P −1 j , Y j := K j X j , pre-and post-multiplying X j = X ′ j , the inequality (51) becomes
which is equivalent to (48) according to Schur's complement. Letλ 1 = 1/λ,λ 2 = 1/λ, and considerP j = R 1/2 P j R 1/2 , then the inequalities (49) and (50) yield (46) and (47), respectively.
This theorem is proved.
Unfortunately, the coupled inequalities (46)-(48) are not LMIs. However, when α = 0, Theorem 5 leads to the following easily testing finite-time stabilization conditions. Corollary System (4) is finite-time stabilizable with respect to (c 1 , c 2 , T, {R k } N T ) via a linear state feedback
for all i ∈ N T and j ∈ N T −1 , there exists a symmetric matrix sequence X j , Y j , positive scalarsλ 1 > 0,λ 2 > 0,λ 1 ≥λ 2 solving the following LMIs:
In this case, the desired controller gains is given by
Numerical Examples
In this section, we give two examples to show the effectiveness of our proposed results. 
By Theorem 1,
Therefore, the given system is finite-time stable with respect to (0.25, 8, 2, {1, 2, 2}). Under the following state feedback controllers
the closed-loop system of (4) is stabilizable with respect to (2, 10, 20, {R k = I 2 } k∈N 20 ). From The response of x ′ k R k x k in system (4) under u k = K k x k .
Conclusions
This paper has studied the finite-time stability and stabilization of linear discrete time-varying stochastic systems. Necessary and sufficient conditions of finite-time stability and stabilization have been given based on the state transition matrix. Meanwhile, sufficient conditions that can be verified using Matlab LMI Toolbox have also been given. Two examples have been supplied The response of E[x ′ k R k x k ] in system (4) under u k = K k x k .
to show the effectiveness of our main results.
