Abstract We prove that with high probability a skip graph contains a 4-regular expander as a subgraph and estimate the quality of the expansion via simulations. As a consequence, skip graphs contain a large connected component even after an adversarial deletion of nodes. We show how the expansion property can be used to sample a node in the skip graph in a highly efficient manner. We also show that the expansion property can be used to load balance the skip graph quickly. Finally, it is shown that the skip graph could serve as an unstructured P2P system, making it a good candidate for a hybrid P2P system.
that (with high probability) skip graphs have expansion ratio Ω(1/ log n): every subset of m ≤ n/2 nodes of a skip graph has Ω(m/ log n) neighbors. This bound is surprisingly low given that skip graphs have average degree O(log n), but experimental examination of small cases suggested it was the best possible.
In this paper, we prove that with high probability a skip graph has an expansion ratio of Ω (1) : every subset of m ≤ n/2 nodes has Ω(m) neighbors. In fact, we prove a much stronger result: with high probability, a skip graph contains a degree-4 regular expander as a subgraph; i.e., it contains a degree-4 regular subgraph with expansion ratio Ω (1) . The edges of this expander for each node can be computed using only local information in O(1) expected time and O(log n) time with high probability. Consequences of the embedded expander include: -Fault tolerance: The expansion property is equivalent to the property that a deletion of k nodes may isolate from the primary component at most O(k) nodes. In other words, even if a constant fraction of the nodes are deleted by an adversary, still a constant fraction of the nodes would remain connected in a single component. -Efficient sampling: A random walk in an expander graph quickly converges towards the stationary distribution. This could be used in order to sample uniformly a random node. We present several sampling algorithms and show that they are much faster than the currently best known algorithms. -Low hitting times: Random walks on expanders have the property of hitting a large set of nodes fast and with high probability. This can be used for a variety of applications such as load balancing, gathering statistics on the nodes of the skip graph and for finding highly replicated data items. It is known that in unstructured P2P systems, when the underlying graph expands there are algorithms for locating data items which are more efficient than simple flooding [6] . Furthermore, it was shown [11] that in some cases unstructured P2P systems can locate items faster than structured systems. The skip graph therefore is shown to be competitive with unstructured P2P systems, thus making it an excellent candidate for a hybrid P2P system.
Comparison with previous work
Expanding networks. The advantages of an expanding topology are well known, the literature is abundant with variations of expanding networks. In the context of dynamic P2P networks we are aware of only two previous approaches. Naor and Wieder [16] build an overlay network that emulates the Margulis [15] explicit construction of expanders. The quality of the expansion property depends upon the load balancing of the i.d. selection scheme. The expanding network itself does not support a lookup functionality and assumes the existence of some external lookup. The main advantage of the construction in [16] is its guaranteed expansion. Its main drawback compared to the present work is that it has a rather large overhead in maintaining the network and keeping the i.d. selection well balanced, thus making it an appealing theoretical solution yet somewhat unpractical. The second suggestion for an expanding overlay network was made by Law and Siu [10] . They suggest building d random Hamiltonian cycles, which have an optimal spectral gap w.h.p. and are thus expanding [5] . The main advantages of this scheme are its relative simplicity and its optimality in the sense that w.h.p. the graph will have the (almost) largest possible spectral gap with respect to the degree. The basic construction does not support a lookup operation. A more elaborate construction which does support lookup needs a logarithmic degree and then a lookup takes O(log n) hops on expectation. Asymptotically, this is almost in par with skip graphs which can perform a lookup in O(log n/ log log n) hops using the Neighbor of Neighbor approach. While Law and Siu do not provide simulation results, it seems that the lookup operation would have a relatively high constant hidden in the O-notation. Their construction also needs a sampling protocol as a primitive and suggests using random walks in order to obtain the samples. But the uniformity of the distribution produced by the random walk depends on the expansion, while the expansion depends on the uniformity. This mutual dependency means that an error in the early stages of the construction may accumulate and ruin the expanding property. In contrast, the expansion in our construction depends upon the random bits generated independently by each node separately, so there is no mutual dependency between the correctness of the join algorithm and the expansion. Furthermore, it should be noted that Law and Siu's construction can easily be implemented on top of the skip graph using the sampling algorithm of Sect. 3, obtaining the best properties of both constructions. Indeed this is implicitly done by the method of Zatloukal and Harvey [19] , which builds a variant of a skip graph incorporating two random Hamiltonian cycles.
Sampling schemes. In the context of P2P systems, a random walk sampling scheme was previously suggested by Law and Siu [10] (as mentioned above) and by Gkantsidis et al. [6] . Obtaining good samples using such random walks requires a priori knowledge of the spectral gap of the graph. Our simulations imply that the spectral gap of the skip graph is well concentrated and therefore can be known in advance, so that random walks work well in a skip graph. See Sect. 3.2.
A different sampling scheme for DHTs was suggested by King and Saia [9] . Their scheme yields an exact uniform distribution and runs in expected logarithmic time. Recent work by King et al. [8] claims that the expected running time is at least 11 log n. Empirical testing shows that our algorithm runs much faster, albeit at the cost of slight deviations from uniformity. A running time of about 2 log n produces a sample from a distribution that is close enough to uniform for most conceivable applications (see Sect. 3.2).
A brief review of skip graphs
In a skip graph, each node represents a resource to be searched. Node x holds two fields: the first is a key, which is arbitrary and may be the resource name. Nodes are ordered according to their keys. We assume for notational convenience that the keys are the integers 1, 2, . . . , n. Since the keys have no function in the construction other than to provide an ordering and a target for searches there is no loss of generality. The second field is a membership vector m(x) which is for convenience treated as an infinite string of random bits chosen independently by each node. In practice, it is enough to generate an O(log n)-bit prefix of this string with overwhelming probability.
The nodes are ordered lexicographically by their keys in a circular doubly-linked list S so that node i is connected to i − 1 mod n and i + 1 mod n. In analyzing a skip graph as a graph, we treat each pair of links as a single undirected edge, and take the union of the resulting edge sets for all lists S σ .
It is shown in [3, 7] that a new node (with a new key) can join the system in O(log n) time sending O(log n) messages. It is also shown [3, 7] that every node can locate (the node assigned to) every key in O(log n) hops. Manku et al. [14] showed that path lengths could be reduced to O(log n/ log log n) using the Neighbor of Neighbor approach.
The main merit of skip-graphs is the following: edges do not depend on the keys themselves but rather on their ordering and the random vectors. Thus the keys may be arbitrary and can carry semantic meaning. Furthermore, since the nodes are ordered by their keys, the skip-graph data structure supports prefix search. This is in stark contrast with the other networks we discuss, which require that keys be random.
Main result
We will show that skip graphs have an edge expansion of some small > 0 with high probability. Throughout the paper let G denote a skip graph of n vertices. For a vertex set U define δ(U ) to be the number of edges with exactly one endpoint in U .
Theorem 1 With high probability 1 the following event occurs: G has a subgraph G of degree 4 such that for every set U ⊂ V of size at most n 2 it holds that |δ(U )| ≥ |U | (where > 0 is independent of n). The probability is taken over the choices of membership vectors.
Remark We do not state what is the largest for which Theorem 1 is correct. Indeed, in the proof we are liberal in making as small as necessary. An estimate of the expansion is obtained via simulations (see Sect. 3.2). Since we deal with a bounded degree graph, edge expansion and node expansion are equivalent up to constant factors.
The subgraph G is a union of two 2−regular subgraphs. In a skip graph, all the nodes are connected by the bottomlayer cycle S , which we refer to as the big cycle. The graph G is the union of the big cycle with another set of edges, which we call bucket edges. The bucket edges are obtained by selectively including higher-level cycles as described in Sect. 2.2. An important property of the bucket edges is that the event that they expand a set is independent from the event that the cycle edges expand a set, so the effect of each class of edges can be analyzed separately. The idea of the proof is to show that all but a small number of node sets are expanded by the big cycle. The sets which are not expanded by the big cycle are expanded by the bucket edges with high probability. 1 Throughout the paper the term 'with high probability' stands for probability at least 1 − n −c for some c > 0 independent of n.
The big cycle
We show that for most sets the edges of the big cycle S alone suffice to show expansion. The remaining sets expand due to the bucket edges. For a set of vertices A denote by δ 0 (A) the set of big cycle edges which have exactly one end point in A. The following Lemma is proven in [3] :
Lemma 1 In a n-node skip graph, the number of sets A where |A| = m < n/2 and |δ 0 (A)| ≤ s is at most
Take s to be m for a sufficiently small . We have:
The bucket edges
The second subgraph is obtained by partitioning the nodes into a disjoint family of buckets, upper-level cycles S σ that are not too small. 2 A cycle S σ is a bucket if σ is a minimal prefix for which |S σ | ≥ 10 and either |S σ 0 | < 10 or |S σ 1 | < 10 (or both). Equivalently, the buckets are the cycles obtained by repeatedly splitting cycles, starting with the original cycle S , by adding one bit at a time to the common prefix, stopping only when further divisions would yield cycles that are too small. The minimum bucket size is set to 10 for convenience in the proof, but other values may be chosen instead.
In simulations, we show that a bucket size of 4 appears to be the best choice. We call the edges that create the cycles of each bucket the bucket edges of the graph. The following observation motivates the division into buckets: Consider a given set A of nodes. Whenever there exists a bucket which contains a node in A and a node not in A, the bucket contributes at lease one edge to δ(A). Our aim therefore is to prove that with high probability there are at least |A| buckets that are partially covered by A; i.e. that A hits at least one element and misses at least one element from each bucket. Before proving Lemma 2, we show how to deduce Theorem 1 given that the event described in the lemma occurs. Let be a small constant and assume the membership vectors are chosen such that the event in Lemma 2 occurs. For a set of nodes A denote by δ 1 (A) the number of bucket edges with exactly one endpoint in A. Sets A for which |δ 1 (A)| < |A| are referred to as bad sets. In the following, for each m ≤ n 2 we upper-bound the number of bad sets of cardinality m. We emphasize that we count the number of bad sets given a choice of membership vectors, i.e. with a predetermined allocation of nodes into buckets.
Call buckets which contain more than 100n
4 nodes large buckets. The rest of the buckets are referred to as small. We do not take into account the expanding edges which belong to large buckets (thus over counting the number of bad sets). We count the number of bad sets of size m by first calculating the number of ways to choose nodes from the large buckets, then calculating the number of ways to choose nodes from buckets which are expanding (there are at most m such buckets). Finally we calculate the number of ways we can choose nodes from non-expanding buckets. The total number of bad sets is upper bounded by the multiplication of these three estimates.
According to Lemma 2, there are at most m 10 nodes in large buckets, therefore there are at most 2 m/10 possible ways in which the nodes in the large buckets are subsets of a bad set.
We now proceed with counting the number of combinations in which a bad set could be composed of nodes from the small buckets. Since each bucket contains at least 10 nodes, there at most n/10 buckets. We first choose the nodes which belong to expanding buckets. We count the number of ways to pick nodes from expanding buckets by first picking the buckets themselves. There are at most n/10 m ways to choose the m small buckets that do expand. Now we count the number of ways to pick nodes from these buckets. Each small bucket is of size at most 100n The remaining vertices are chosen from other buckets, with the restriction that each such bucket is either not hit by the set or is covered completely by it. Thus the number of ways to choose the remaining nodes is reduced to the number of ways to choose buckets. Each bucket is of size at least 10, therefore there are at most n/10 m/10 ways to choose vertices from the non expanding buckets. We conclude that the total number of bad sets is bounded by: 
where for the first inequality we use the fact that The key observation is that the large cycle depends only on the keys of the nodes and thus is independent from the division into buckets. In other words, all bad sets with respect to the large cycle are equally likely to be expanded by the bucket edges. Inequality (1) states that the number of sets which are not expanded by the cycle edges is at most n m 0.1 . Inequality (2) implies that the probability a set of size m is not expanded by the bucket edges is at most n m −0.2 . We conclude that the probability there exists a set of size m which is not expanding is at most We now proceed with the proof of Lemma 2:
Proof of Lemma 2 Let M denote the set of all prefixes of length log n − log log n − 3 , so that n 16 log n ≤ |M| ≤ n 8 log n . For every σ ∈ M, let S σ denote all the nodes that have σ as a prefix.
Lemma 3
For every σ ∈ M, with high probability log n ≤ |S σ | ≤ 24 log n.
Proof This is a simple balls and bins argument. For each σ ∈ M, |S σ | has the Binomial distribution and 8 log n ≤ E[|S σ |] ≤ 16 log n. By Chernoff's bound:
We conclude that w.h.p. all buckets are of size at most 24 log n, therefore the lemma is correct if m ≤ n log 4 n . Assume therefore that m > n log 4 n . As mentioned the buckets are established by repeatedly splitting cycles until further splits would create a small cycle. Suppose that during the procedure of splitting the cycles we have a cycle of size which corresponds to the prefix σ . The cycle does not split into two cycles (and thus becomes a bucket) if there are less than 10 nodes with prefix σ.0 or less than 10 nodes with prefix σ.1. Conclude that the probability a cycle of size is not partitioned into two cycles of size at least 10 is
Let p k denote the probability a node belongs to a bucket of size at least k. Once a node participates in more than n − k partitions, it must belong to a bucket of size smaller than k, so we have:
According to Lemma 3, we can divide the nodes into sets according to the first log n − log log n − 3 bits of their prefix. Each set is of size at most 24 log n, and there are at most n 8 log n such sets. Denote by Z i the random variable counting the number of nodes in the ith set which will eventually be in a bucket of size at least k. We know the following:
1. For each i it holds that 0 ≤ Z i ≤ 24 log n. 2. All the Z i are mutually independent.
Inequality (3) implies that E[
We use the following version of the Chernoff/Hoeffding bound: 10 2 −k and we have:
Theorem 2 For mutually independent random variables Z 1 , . . . , Z , where Z i ∈ [a, b]
We can use Theorem 2 by setting (b − a) = 24 log n and = n 24 log n and δ = (
log n n . We have:
Next we bound µ as a fraction of m. Substitute k = 100 n m 1 4 and µ ≤ 20nk 10 2 −k and we have:
Now we complete the calculation of Eq. (4) using the assumption that m ≥ n log 4 n . ≤ 2 exp −(0.09m) 2 · 1 24 3 n log n ≤ 2 exp − n 20 · 10 5 ln 5 n The proof of Lemma 2 is completed by union bounding for all m.
Identifying the bucket edges
Each node can identify its bucket edges in O(1) time in expectation and O(log n) time with high probability via the following procedure: initially each node sets its maximal edge as a bucket edge; i.e., assumes that the prefix of its bucket is the longest prefix for which it has an edge. Next each node performs a walk along the bucket's cycle to verify that the bucket's size is large enough i.e. that the bucket contains at least 10 nodes. 3 While performing this check, the node updates the other nodes along the cycle about the bucket edge. Now there are a few cases:
1. If the bucket is of size less than 10 then the prefix of the bucket is too long. So the node picks the next longest edge as its bucket edge and again counts the size of the bucket's cycle. 2. It may be that even though the bucket's size is more than 10 nodes, a node is informed that its current bucket edge is not valid and that it has to reduce the length of the bucket edge. This case occurs if the bucket which corresponds to the same prefix with the last bit flipped is too small; i.e. a different node performed case number (1). 3. If the bucket size is at least 10 and case (2) does not occur then the bucket edges are decided upon.
The running time of the algorithm is in the order of the size of the bucket, therefore the algorithm runs in expected constant time, and in logarithmic time with high probability.
How to sample a random node
Expanders are well known for having logarithmic mixing time (see, for example, [4, 12] for surveys of this area). The following theorem is standard (see for instance [1] ):
be the transition matrix of a random walk on a d-regular graph with adjacency matrix A. Let α be the second-largest eigenvalue of A. Then for every initial distribution p, it holds that
So we can obtain an approximately uniform sample from a skip graph (e.g. sampling each node with probability within δ = 1 2n of uniform) by performing a random walk of length Θ(log n) on the subgraph formed by cycle and bucket edges used in Theorem 1. In practice, the only limitation is that we need to be able to estimate the mixing time.
This depends both the second eigenvalue of the transition matrix and the value of log n. Our simulations show (see Sect. 3.2) that the second eigenvalue is concentrated around 0.85. An estimate of log n can be easily derived through simple procedures, see for example [13, 17] .
Speeding up the mixing time
Theorem 1 refers to a constant degree subgraph. One might hope that the logarithmic degree of the skip graph implies that using more edges would significantly decrease the mixing time. Unfortunately this is not the case. Lemma 4 implies that the edge expansion of the entire skip graph is O(1), so for every subgraph of the skip graph, the mixing time is bounded by Ω(log n). Furthermore since the conductance of the set A 0 is O( 1 log n ) the mixing time of the entire skip graph is Ω(ln n ln ln n). It may be the case however that adding a small set of edges to the subgraph would improve the mixing time by a constant.
Lemma 4 With high probability there exists a set
We speed up the sampling using a different approach. In a skip graph it is possible to lookup a node with a specific membership vector. This property is used to hot-start a random walk and thus reduce the complexity of sampling. The procedure is as follows:
1. Choose a vector m of 3 log n random bits. Look up a node 4 with the longest prefix which agrees with m. Call that node v. 2. Perform a random walk according on the expanding subgraph, starting at v. 4 Ties may be broken arbitrarily.
Let p be the distribution formed by the first phase of the algorithm. Our goal is to bound ||Â t p − u|| 1 when t is the length of the random walk. Let = u − p. Theorem 3 states that ||Â t p − u|| 1 ≤ √ nα t || || 2 . We calculate a bound on || || 2 . First note that with high probability it holds that p v ≤ 2 log n n for every node v. This is true since w.h.p. every vector of length log(n/2 log n) is the prefix of at least one node. We conclude that:
and that ||Â t p − u|| 1 ≤ 2α t log n so in order for the distance to be at most δ we need t ≥ log 2 log n δ log( 1 /α) . For example, if we take δ = 1 /100 and α = 0.85 we get that t ≥ 33 + 4.3 log log n. As before, it is important to note that these are only upper bounds, and it may be that the walk mixes much faster. Indeed, in Sect. 3.2 we show that once a random prefix is reached, a very short walk yields an almost uniform sample.
The complexity of
Step (1) depends upon the algorithm used for searching a prefix. It takes O(log n) steps w.h.p. to find a prefix when the node is searched greedily (this is basically identical to the algorithm for finding the correct neighbors upon joining). The constant hiding behind the O−notation is about 1. The number of hops could be further reduced by using the Neighbor of Neighbor algorithm of Manku et al. [14] .
Empirical evidence
In the simulations we constructed the expanding subgraph. We calculated the second eigenvalue of the Laplacian (which is the gap between the first and second eigenvalue of the adjacency matrix). In Fig. 1 , we sketch the spectral gap as a function of log n. Each entry is the average of 5 simulations. The first observation is that the value of the second eigenvalue is extremely concentrated; when n = 256 the difference between the smallest gap measured and the largest was under 0.1 for all different bucket sizes. When n = 2 16 ≈ 0.87. The second eigenvalue of a Ramanujan graph, that is, a graph with the largest possible spectral gap is bounded by 2 √ 3 ≈ 3.46. In other words the largest spectral gap we could have hoped for is 4 − 3.46 = 0.54. In this case the value of α is 3.46 4 = 0.866, so the value of α we achieve is about 0.004 from optimal.
Aspnes and Shah [3] give experimental results for the effects of random node failures of various probabilities p for n = 2 17 . Their results show that most surviving nodes of a skip graph continue to be fully connected for p up to approximately 0.6, with rapidly increasing fragmentation for larger values of p. This is consistent with the large spectral gap we observed. For small values of p, the high expansion holds the graph together, while for larger values the probability that an individual node becomes isolated after losing all of its O(log n) neighbors rises rapidly.
Next we checked the quality of the mixing by directly calculating the distribution over the nodes when starting from some arbitrary vertex. The vectorÂ t p was explicitly calculated when p puts weight 1 on the first vertex. The simulations have n = 2 18 and bucket size of at least 4. Table 1 summarizes the results. The minimum weight column indicates the probability weight of the node least likely to be sampled, as a fraction of 1 n . The maximum weight is the analog for the heaviest vertex. When the walk is of length 2.5 log n the variation distance from uniform is only 0.018 and all vertices are sampled with probability at least 0.9 1 n . When the walk is of length 3.5 log n all vertices are sampled with probability at most 1.33 1 n . It is important to note that even though our choice of expanding subgraph achieves an almost optimal spectral bound, in practice it may not necessarily be the optimal choice as far as mixing is considered. For instance it may be that a random walk which uses several bucket sizes together would mix faster. When designing such heuristics one must bear in mind that the mixing time is not monotone in the number of edges: indeed, the entire skip graph mixes slower than the expanding subgraph.
Random walk with a hot start: We simulated a random walk starting from a random prefix. Table 2 summarizes the results. It could be seen that once a random prefix is reached, a random walk of length 7 = 0.4 log n samples each node with probability at most 1.71
1 n and at least 0.67 1 n . Thus, this is by far the fastest known sampling algorithm.
Estimating the expansion. The simulations above provide a lower bound on the expansion of the graph. The following theorem is proven in [2] :
Theorem 4 If λ is the second largest eigenvalue of a d−regular graph G with n vertices, then the node expansion of G is at least
Plugging in d = 4 and λ = 4 − 0.495 = 3.505 we get that the node expansion of the expanding subgraph is at least 0.18. The bound in Theorem 4 is probably not tight in our case. Furthermore, since the expansion is monotone in the number of edges, we expect the expansion ratio of the entire skip graph to be larger.
The maximal edge heuristic
Another possible subgraph to consider is the one composed of the big cycle edges and maximal edges. An edge (u, v) is said to be maximal if for either u or v it corresponds to the longest prefix that yields a nonempty cycle. Given Theorem 1, it is natural to conjecture that a random walk on these edges would mix rapidly. The main advantage of this scheme is that the maximum edge of each node is immediately identifiable without any overhead. A disadvantage is that the degrees of nodes in the resulting subgraph are not uniform, which produces a nonuniform stationary distribution.
However, this nonuniform distribution can be corrected by applying rejection sampling to the more frequently sampled high-degree nodes. We give empirical evidence that this heuristic converges quickly, achieving a distribution within 1% of uniform in just 5 log n hops. 2^14 nodes 2^18 nodes 2^16 nodes Fig. 2 The distribution of the degrees when the maximum edge is taken Figure 2 plots the degree distribution of three different graph sizes. Each plot is the average of five simulations. The results of the simulations were very well concentrated. About 97.5% of the nodes have degrees 3 or 4. Degree 5 nodes are about 2.5% of the nodes. The remaining degrees could be found in less than 0.1% of the nodes, and in no simulation have we encountered a node with degree larger than 7. The average degree in all 15 simulations was between 3.275 and 3.285. Nodes with higher degree have a higher probability of being sampled by the walk. As mentioned previously, this could be fixed by using rejection sampling based on the node degrees: when a random walk ends at a node of degree d, it samples the node with probability The mixing time is estimated by calculating the second eigenvalue of the Laplacian. Figure 3 charts the spectral gap of the Laplacian as a function of the graph size. Each value is the average of 15 simulations. It could be seen that a spectral gap exists, and stands at about 0.256. This implies an O(log n) mixing time using standard results.
To check the constant on the mixing time, we ran simulations and checked the variation distance between the random walk sample and the stationary distribution. The results are summarized is Table 3 . A walk of length 5 log n yields a variation distance of less than 1 100 from stationary. As discussed above, we can make the stationary distribution uniform by rejecting sampling at the cost of an additional 16 15 factor on the time.
Open problems
A natural question that arises is whether the techniques used to prove expansion for skip graphs generalize to other fingertable-based data structures like Chord [18] . The spectral gap of the Laplacian as a function of log n, using the maximum edge heuristic Table 3 The variation distance between the random walk distribution and the stationary distribution, when n = 2 18 , and the maximum edge is used It is not hard to see that the maximal edge heuristic fails to produce an expanding subgraph in a Chord ring. For example, consider the set consisting of all nodes with IDs in the intervals [0, 0.25) and [0.50, 0.75). The longest edges from each component, which connect a node with ID x to the node whose ID is nearest to x + 0.5 mod 1, reach only nodes in or adjacent to the other component. Similar constructions show that choosing lower (but still fixed) layers of the Chord finger tables also give poor expansion.
However, this does not rule out the possibility of a more sophisticated argument might demonstrate high expansion. The actual expansion ratio of a Chord ring thus remains open.
