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In an article of A. B. Owen (1998, J. Complexity 14, 466–489) the question about
the distribution properties of digital (t, m, s)-nets in small intervals was raised. We
give upper and lower bounds for the maximum number of points of a (t, m, s)-net
in these intervals and also provide a way of improving the distribution properties in
some cases. © 2001 Elsevier Science
1. INTRODUCTION
For quasi-Monte Carlo applications such as numerical integration, it is
well known that low-discrepancy sequences and point sets such as (t, s)-
sequences and (t, m, s)-nets achieve very good error bounds. For a general
background on this topic we refer to the book of Niederreiter [2]. Recent
surveys on constructions and applications of (t, m, s)-nets can be found in
Larcher [1] and Niederreiter [3].
By the definition of (t, m, s)-nets in base b, the number of points in a
b-ary box of volume at least b t−m is just the right share of points. In an
article of Owen [5] concerning the variation of the expected integration
error for integration with scrambled Niederreiter–Xing sequences, it was
stated that possible improvements of the results could be obtained if the
distribution properties in smaller b-ary boxes were known.
In this paper we give an algebraic expression for the maximum number
of points in such boxes for a given digital (t, m, s)-net. Also, general lower
and upper bounds for arbitrary (t, m, s)-nets can be obtained.
The sequence of the maximum number of points may also be considered
as a refinement of the parameter t that is indicative of the quality of dis-
tribution of a (t, m, s)-net. In some instances we show that it is possible to
improve those subparameters, for example, for digital nets the case of
points appearing repeatedly in the net can be ruled out by a simple modifi-
cation of the generating matrices.
2. DEFINITIONS
We quickly review the main definitions (see [1], [2, Chapter 4], [4]).
Definition 2.1. A b-ary box is a subinterval of [0, 1) s of the form
D
s
i=1
5 ai
bdi
,
ai+1
bdi
2 , ai, di ¥N0.
A (t, m, s)-net P in base b is a set of bm points in [0, 1) s such that every
b-ary box of volume b t/bm contains exactly b t points of P. Furthermore, P
is a strict (t, m, s)-net in base b if t is the least value u such that P is a
(u, m, s)-net in base b.
An important family of (t, m, s)-nets are digital (t, m, s)-nets (we con-
sider here only digital nets constructed over a finite field Fb).
Definition 2.2. Given s matrices C1, ..., Cs ¥ Fm×mb , the points x0, ...,
xbm−1 of P are constructed in the following way: to obtain the nth point xn,
consider the b-ary expansion of n, given by n=;mj=1 aj(n) b j−1. Choosing
fixed bijections aj W a¯j from Zb :={0, ..., b−1} to Fb for each j, 1 [ j [ m,
we identify n with the column vector n=(a1(n), ..., am(n))T ¥ Fmb . Then,
using some fixed bijections x¯n, i, j W xn, i, j from Fb to Zb for each i, j,
1 [ i [ s, 1 [ j [ m, we map the vectors (x¯n, i, 1, ..., x¯n, i, m)T=Cin to the real
numbers xn, i=;mj=1 xn, i, jb−j to obtain the point xn=(xn, 1, ..., xn, s) ¥
[0, 1) s .
If the point set P={x0, ..., xbm−1} constitutes a (strict) (t, m, s)-net in
base b, we call P a digital (strict) (t, m, s)-net constructed over Fb and
C1, ..., Cs the generating matrices of P.
A concept closely related to digital (t, m, s)-nets is that of (d, m, s)-
systems.
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Definition 2.3. A system C={c (i)j ¥ Fmb :1 [ i [ s, 1 [ j [ m} of vectors
is called a (d, m, s)-system over Fb if for any nonnegative integers d1, ..., ds
with ; si=1 di=d the vectors c (i)j , 1 [ j [ di, 1 [ i [ s, are linearly inde-
pendent over Fb (or d=0).
We note the following result (see [4, Lemma 3]).
Lemma 2.1. The system of row vectors of the generating matrices of a
digital (t, m, s)-net constructed over Fb constitutes a (d, m, s)-system over Fb
with d=m−t and, conversely, every (d, m, s)-system over Fb leads in this
way to a digital (m−d, m, s)-net constructed over Fb.
We now define our quantities of interest.
Definition 2.4. For (d1, ..., ds) ¥N s0 and a given (t, m, s)-net P in base
b, we denote by Ad1, ..., ds (P) the ceiling of the b-ary logarithm of the max-
imum number of points of P in a b-ary box < si=1 [ai/bdi, (ai+1)/bdi)
ı [0, 1) s, ai ¥N0, i.e., the maximum number of points is in the interval
(bAd1, ..., ds (P)−1, bAd1, ..., ds (P)].
(For digital nets P it is just equal to bAd1, ..., ds (P).)
For d ¥N0, we denote by Ad(P) the ceiling of the b-ary logarithm of the
maximum number of points in the above sense for all b-ary boxes of
volume b−d, i.e.,
Ad(P) :=max
d1, ..., ds
Sdi=d
Ad1, ..., ds (P).
Remark 2.1. Let us note some simple properties of Ad1, ..., ds (P) and
Ad(P):
(i) The inequalities
Ad1, ..., ds (P) \max 10, m− Cs
i=1
di 2 , Ad(P) \max(0, m−d)
are just applications of Dirichlet’s pigeon-hole principle.
(ii) Additionally, the equalities
Ad1, ..., ds (P)=m− C
s
i=1
di
whenever 0 [; si=1 di [ m−t and
Ad(P)=m−d
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whenever 0 [ d [ m−t hold by consequence of the definition of a (t, m, s)-
net in base b.
(iii) The following monotonicity relations are also quite obvious:
Ad1, ..., ds (P) [ Ae1, ..., es (P)
whenever di \ ei for 1 [ i [ s and
Ad(P) [ Ae(P)
whenever d \ e.
3. COUNTING POINTS IN SMALL INTERVALS
In the following theorem we collect some basic results on Ad(P).
Theorem 3.1. Let P be any (t, m, s)-net in base b.
(i) Ad+1(P) is equal either to Ad(P) or Ad(P)−1.
(ii) Suppose P is a strict (t, m, s)-net in base b. Then
max(0, m−d+1) [ Ad(P) [ t for d > m−t.
(iii) Am−t+1(P)=t iff the (t, m, s)-net P is strict.
(iv) If all points of the net P lie in 1bn Z
s, then for d \ ns we have
Ad(P)=Ans(P). (We can take n=m for digital nets.)
Proof.
(i) Consider a partition of a b-ary box attaining Ad(P) into b-ary
boxes of volume b−(d+1). Then at least one of the latter boxes contains at
least bAd(P)−2+1 points of P. This implies Ad+1(P) \ Ad(P)−1. On the
other hand, it follows from Remark 2.1(iii) that Ad+1(P) [ Ad(P).
(ii) This follows from (i) and the definition of a strict (t, m, s)-net.
(iii) This follows from (ii) and the definition of a strict (t, m, s)-net.
(iv) We first note the identity
Ad1, ..., ds (P)=Amin(d1, n), ..., min(ds, n)(P)
which holds because if
D
s
i=1
5 ai
bd
−
i
,
ai+1
bd
−
i
2 with d −i=min(d i, n) for 1 [ i [ s
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is a b-ary box attaining the right-hand side, then
D
s
i=1
5aibdi −d −i
bdi
,
aibdi −d
−
i+1
bdi
2
is a b-ary box with the left-hand side parameters and the same number of
points. Then for d \ ns we have
Ad(P)= max
d1 , ..., ds
Sdi=d
Ad1 , ..., ds (P)
=max
d1, ..., ds
Sdi=d
Amin(d1, n), ..., min(ds, n)(P)
= max
d −1 , ..., d
−
s [ n
,i: d −i =n
Ad −1 , ..., d −s (P).
The last expression is independent of the specific value of d \ ns, and so
Ad(P)=Ans(P). L
For digital nets P we can give an algebraic form of the quantities
Ad1, ..., ds (P) and Ad(P). We use the following notation.
If C1, ..., Cs are the generating matrices of P according to Definition 2.2,
then we write
Ci=(c
(i)
1 c
(i)
2 · · · c
(i)
m )
T for 1 [ i [ s,
so that the column vectors c (i)1 , c
(i)
2 , ..., c
(i)
m ¥ Fmb are the transposes of the
row vectors of Ci. For (d1, ..., ds) ¥N s0 we introduce the (d1+·· ·+ds)×m
matrix
Cd1, ..., ds=(c
(1)
1 · · · c
(1)
d1 · · · c
(s)
1 · · · c
(s)
ds )
T,
where we put c (i)j =0 ¥ Fmb for j > m. Thus, Cd1, ..., ds consists of the first d1
rows of C1, then the first d2 rows of C2, and so on, with missing rows filled
by zeros.
Theorem 3.2. Let P be a given digital (t, m, s)-net constructed over Fb.
Then for (d1, ..., ds) ¥N s0 we have
Ad1, ..., ds (P)=m− rank(Cd1, ..., ds ),
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and for d ¥N0 we have
Ad(P)=m− min
d1, ..., ds
Sdi=d
rank(Cd1, ..., ds ).
Proof. Let (x1, ..., xs) ¥ [0, 1) s with b-adic digit expansions of the
coordinates xi=;j > 0 xi, jb−j, i=1, ..., s, and let 0 [ ai < bdi with b-adic
digit expansions ai=;dij=1 ai, jbdi −j, i=1, ..., s. Then
(x1, ..., xs) ¥ D
s
i=1
5 ai
bdi
,
ai+1
bdi
2
. -i : (xi, 1, ..., xi, di )=(ai, 1, ..., ai, di ).
So by definition a point xn of a digital net is in that b-ary box iff (with
n ¥ Fmb being the column vector of the b-ary digits of n under a bijection as
in Definition 2.2)
Cd1, ..., dsn=(a1, 1, ..., a1, d1 , ..., as, 1, ..., as, ds )
T.
The number of n fulfilling this system of linear equations is either 0 or
equal to b to the power m− rank(Cd1, ..., ds ). This proves the first part of
Theorem 3.2. The second part follows immediately from the first one and
the definition of Ad(P). L
4. IMPROVING (T, M, S)-NETS
The definition of a (t, m, s)-net P in base b implies that the number of
points of P in all b-ary boxes of volume at least b t−m is just as expected
under the assumption of perfect equidistribution. In general, it does not tell
us anything about the number of points lying in boxes of volume smaller
than b t−m, except that it is not greater than b t. Indeed, taking b t copies of a
(0, m, s)-net in base b gives a (t, m+t, s)-net in base b such that the upper
bound b t is optimal. But under easy additional assumptions we can prove
better bounds and we can also modify the net so as to fulfill those addi-
tional assumptions.
Theorem 4.1. Suppose that every 1-dimensional projection of a (t, m, s)-
net P in base b is a (0, m, 1)-net in base b. Then for d1, ..., ds ¥N0 with
; si=1 di > m−t we have
Ad1, ..., ds (P) [ ˛ t if max i di [ m−t,m−max i di if m−t <max i di [ m,
0 if max i di > m.
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Furthermore,
Ad(P) [ ˛ t if m−t < d [ s (m−t),m− K ds L if s(m−t) < d [ ms.
In particular, Ad(P)=0 for d > s(m−1). (Thus, no duplicate points occur.
In fact, if at least one 1-dimensional projection of P is a (0, m, 1)-net in base
b, there are no duplicate points in P.)
Proof. Suppose the condition is fulfilled. Then for any i with 1 [ i [ s
we have
Ad1, ..., ds (P) [ A0, ..., 0, di, 0, ..., 0(P)
by Remark 2.1(iii). In the boxes pertaining to A0, ..., 0, di, 0, ..., 0(P), only the ith
dimension matters, so that the number of points in the box is just the
number of points of the projection of the net onto the ith dimension that
lie in an interval [a/bdi, (a+1)/bdi), and because the projections are
(0, m, 1)-nets, this number is bm−di provided that di [ m. Therefore
Ad1, ..., ds (P) [ m−di if di [ m.
Taking the least upper bound gives the asserted inequality for maxi di [ m.
For maxi di [ m−t we have no improvement on the general bound t from
Theorem 3.1(ii), and for maxi di > m, say dj > m, we use
Ad1, ..., ds (P) [ A0, ..., 0, dj, 0, ..., 0(P) [ A0, ..., 0, m, 0, ..., 0(P)=0.
As concerns Ad(P), the maximum of Ad1, ..., ds (P) over all s-tuples of
nonnegative integers di whose sum is d, we apply the above inequality and
get for m−t < d [ ms,
Ad(P) [ max
d1, ..., ds
Sdi=d
(m−max
i
di)=m− min
d1, ..., ds
Sdi=d
max
i
di=m−! ds " .
For d [ s(m−t) there is no improvement on the bound t, so the inequali-
ties for Ad(P) follow.
The statement in brackets follows from the fact that under the given
assumption all points differ in at least one coordinate. L
Proposition 4.1. For every (t, m, s)-net in base b we can construct
another (t, m, s)-net in base b for which the condition in Theorem 4.1 (all
projections are (0, m, 1)-nets in base b) is fulfilled.
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Proof. Note that the b-ary boxes that are investigated in the definition
of a (t, m, s)-net in base b are composed of b-ary cubes of the form
a+< si=1 [0, b t−m), a ¥ b t−mN s0. So the quality parameter t is not disturbed
if the points in such a cube are moved around within that cube.
It is always possible to reposition the points of the given net P in such a
way that all 1-dimensional projections are (0, m, 1)-nets: for 1 [ i [ s and
integers 0 [ A < bm−t and 0 [ c < b t consider the following b-ary boxes
D
i−1
j=1
[0, 1)×5b tA+c
bm
,
b tA+c+1
bm
2× Ds
j=i+1
[0, 1).
For fixed i and A, the union over all b t of these boxes contains exactly b t
points of P. We can modify the ith coordinates of these b t points so that
each of the above boxes of volume b−m contains only one of these points.
Since we need not move any point outside of its b-ary cube of the kind
a+< si=1 [0, b t−m) mentioned above, the parameter t does not change, but
the projection on the ith dimension is now a (0, m, 1)-net in base b. Since
each dimension is treated independently of the others, after carrying out
the same procedure for all dimensions, the condition is fulfilled. L
Of course, Theorem 4.1 and Proposition 4.1 are also valid for digital
(t, m, s)-nets. However, in the reformulation we can put the condition and
the construction into algebraic terms and also make a further statement not
possible for general nets. Note that in the restatement the construction does
not lead out of the domain of digital nets.
Proposition 4.2. Let P be a digital (t, m, s)-net constructed over Fb with
generating matrices C1, ..., Cs.
(i) If all generating matrices C1, ..., Cs are regular, then the inequali-
ties of Theorem 4.1 are valid.
(ii) If at least one of the generating matrices C1, ..., Cs is regular or,
more generally, if Cm, ..., m has rank m, then there are no duplicate points in P.
(iii) Otherwise (i.e., if the rank of Cm, ..., m is less than m), the net P
consists of bD copies of a (t−D, m−D, s)-net in base b, where D=
Am, ..., m(P)=m− rank(Cm, ..., m).
(iv) For any digital (t, m, s)-net constructed over Fb we can construct
another digital (t, m, s)-net constructed over Fb for which the condition in (i)
is fulfilled.
Proof. (i) Obviously, the 1-dimensional projections of P are generated
by the single matrices Ci and the property of being a digital (0, m, 1)-net is
equivalent to the regularity of the generating matrix, so the condition in
Theorem 4.1 is fulfilled.
690 NIEDERREITER AND PIRSIC
(ii) Note that Am, ..., m(P)=0 by Theorem 3.2.
(iii) The points of P lie in b−mN s0, so each cube a+< si=1 [0, b−m),
a ¥ b−mN s0, having a nonempty intersection with P contains just one point
of P in some multiplicity. By the implicit group structure of digital nets,
this multiplicity is the same for all a and equal to bD=bAm, ..., m(P). Therefore
the net consists of bD copies of a point set, which is easily seen to be a
(t−D, m−D, s)-net in base b.
(iv) This follows by considering the generating matrices produced by
completing the respective first m−t row vectors to regular matrices
(compare with Lemma 2.1). L
Remark 4.1. The upper bounds in Theorem 4.1 are attained if we take
a digital (0, m, s)-net (if one exists) with generating matrices C1, ..., Cs and
consider the (k, m+k, s)-net generated by the matrices
C −i :=RCi 0
0 Ik
S for 1 [ i [ s,
where Ik is the k×k unit matrix. However, this is not wholly satisfying
since we are more interested in optimal than in general matrices and we can
construct arbitrary (0, m+k, s)-nets.
The next theorem gives another kind of construction of a (t, m, s)-net
from a given digital (t, m, s)-net that improves on the above bounds for
Ad(P).
Theorem 4.2. For a given digital (t, m, s)-net constructed over Fb with
generating matrices C1, ..., Cs set mŒ :=m− rank(Cm−t, ..., m−t) [ t. Let
dŒ [ mŒ be such that there exists a (dŒ, mŒ, s)-system over Fb. Then we can
obtain a digital (t, m, s)-net P constructed over Fb such that:
(i) for d1, ..., ds ¥N0 with s(m−t) [; si=1 di [ ms we have
Ad1, ..., ds (P) [ ˛ t−S if S [ dŒ,min(t−dŒ, max(0, m−max i di)) if S > dŒ,
where S :=; si=1 max (0, di−m+t);
(ii) for d ¥N0 we have
Ad(P) [ ˛ t−d+s(m−t) if s(m−t) < d [ s (m−t)+dŒ,min(t−dŒ, m− K ds L) if s(m−t)+dŒ < d [ ms.
(For d [ s(m−t) no improvements on the earlier inequalities occur.)
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Proof. First of all, Fmb is the direct sum of the row space of Cm−t, ..., m−t
and a linear subspace V of dimension mŒ. Let {v1, ..., vmŒ} be a basis of V.
(In this proof, vectors shall be considered as column vectors.)
Let c −(i)j ¥ Fm
−
b be the vectors of the (dŒ, mŒ, s)-system, so by definition any
choice of vectors
{c −(1)1 , ..., c
−(1)
d Œ1 , c
−(2)
1 , ..., c
−(2)
d Œ2 , ..., c
−(s)
1 , ..., c
−(s)
d Œs }
with d −1+·· ·+d
−
s [ dŒ is linearly independent. Applying the m×mŒ matrix
L :=(v1 · · · vmŒ), the vectors Lc
−(i)
j ¥ V ı Fmb constitute a (dŒ, m, s)-system
(for the vectors missing for a (dŒ, m, s)-system we can take zero vectors).
Note that dŒ [ mŒ [ m−(m−t)=t [ m.
Now C −i ¥ Fm×mb , 1 [ i [ s, will be defined as follows. The first m−t row
vectors are those of the original generating matrix Ci. The next dŒ row
vectors are taken from the (dŒ, m, s)-system just constructed. Finally,
append vectors r (i)j to make C
−
i regular:
C −i :=(c
(i)
1 · · · c
(i)
m−t Lc
−(i)
1 · · ·Lc
−(i)
d Œ r
(i)
m−t+d Œ+1 · · · r
(i)
m )
T.
(i) To prove the inequalities, we use Theorem 3.2 and bound the
rank of the matrix C −d1, ..., ds from below. If maxi di [ (m−t)+dŒ, every set
{c −(i)1 , ..., c
−(i)
di } is linearly independent and there is at least one di \ m−t
that contributes m−t linearly independent vectors from the net matrices.
From the (dŒ, m, s)-system we get additional linearly independent vectors,
as long as their total number S=S(d1, ..., ds)=; si=1 max (0, di−(m−t))
is less than or equal to dŒ. So rank(C −d1, ..., ds ) \ (m−t)+S, whence
Ad1, ..., ds (P) [ t−S, establishing the first inequality.
If S > dŒ, then (m−t)+dŒ is a lower bound for the rank, so t−dŒ is an
upper bound for Ad1, ..., ds (P). Since the matrices are regular, also the earlier
bound max (0, m−maxi di) of Proposition 4.2(i) and Theorem 4.1 applies
and taking the minimum gives the second bound.
(ii) For s(m−t) < d [ s(m−t)+dŒ, the bounds for Ad1, ..., ds (P) lead
to bounds for Ad(P) by
Ad(P) [ max
d1, ..., ds
Sdi=d
(t−S(d1, ..., ds))=t− min
d1, ..., ds
Sdi=d
S(d1, ..., ds),
where S as above is the number of row vectors from the (dŒ, m, s)-system.
S is minimal if as many di as possible (maximally s−1) are not greater
than m−t. We can choose d2=·· ·=ds=m−t and d1=d−(s−1)(m−t),
then S=d−s(m−t) and so Ad(P) [ t−(d−s(m−t)).
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For s(m−t)+dŒ < d [ ms, S is always greater than dŒ, so taking the
minimum of the bound t−dŒ of (i) and the general bound m− Kd/sL of
Theorem 4.1 yields the stated result. L
Remark 4.2. By changing only the last t row vectors of the generating
matrices of a digital net P we cannot improve Ad(P) indefinitely. Again
consider the matrices of Remark 4.1, where we now write t=k and m
instead of m+k to have the same notation as in Theorem 4.2. Even after
modifying the matrices according to Theorem 4.2, we get Ad(P)=t for all
d with m−t < d [ s(m−t). The reason is that for any such d we can choose
all d1, ..., ds to be at most m−t, so the rank of C
−
d1, ..., ds will not rise above
m−t, hence Ad(P)=m−min rank(C
−
d1, ..., ds ) \ t. As Ad(P) [ t for d as
above by Theorem 4.1, we get Ad(P)=t. So, to obtain further and more
considerable improvements on the given bounds on Ad(P), a more fun-
damental restructuring of the generating matrices might be needed.
5. APPLICATIONS
We present an application of our results to the estimation of the
constants Cu, o appearing in [5] (refer to [5] for the definition of these
constants and their relevance to variance estimation).
Proposition 5.1. Let P be a (t, m, s)-net in base b. Let u ı {1, ..., s}, o
be a vector of |u| nonnegative integers ki whose sum shall be denoted by
|o| :=;i ¥ u ki (whereas for sets like u, |u| shall denote the cardinality of the
set). Then we have
Cu, o [
1
(b−1) |u|
C
|u|
r=0
r — |u| mod 2
R |u|
r
S (b−1) r bA|o|+r(P)
[ bA|o|(P)
b |u|+(b−2) |u|
2(b−1) |u|
.
Proof. For a subset v of u, define the b-ary box Bv in [0, 1) s by
Bv :=D
i ¥ v
[0, b−ki −1)× D
i ¥ u0v
[0, b−ki)×D
i ¨ u
[0, 1).
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We consider the partition of the unit cube into b |o|+|v| translates of Bv and
shall refer to the elements of that partition as just ‘‘translates of Bv.’’
Let x1, ..., xbm be the points of P. From the proof of Lemma 3 in [5] the
following inequality is obtained:
Cu, o [
1
bm(b−1) |u|
C
v ı u
|v| — |u| mod 2
(b−1) |v| C
bm
n=1
Mn,
where Mn is the number of points of the net that lie in the same translate of
Bv as the point xn of the net (xn included).
Let (d1, ..., ds) ¥N s0 with di=ki+1 for i ¥ v, di=ki for i ¥ u0v, and
di=0 otherwise. We write Ao, v for Ad1, ..., ds (P). Let E1, ..., Eh be the
translates of Bv having a nonempty intersection with P. For 1 [ j [ h let Lj
be the number of points of P in Ej. Then
C
bm
n=1
Mn=C
h
j=1
C
bm
n=1
xn ¥ Ej
Mn=C
h
j=1
L2j [ bAo, v C
h
j=1
Lj=bm+Ao, v.
Therefore
Cu, o [
1
bm(b−1) |u|
C
v ı u
|v| — |u| mod 2
(b−1) |v| bm+Ao, v
[
1
(b−1) |u|
C
|u|
r=0
r — |u| mod 2
R |u|
r
S (b−1) r bA|o|+r(P)
[
bA|o|(P)
(b−1) |u|
C
|u|
r=0
r — |u| mod 2
R |u|
r
S (b−1) r
=
bA|o|(P)
(b−1) |u|
(b−1+1) |u|+(b−1−1) |u|
2
=bA|o|(P)
b |u|+(b−2) |u|
2(b−1) |u|
and the proposition is proved. L
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As a comparison, the bound given in Lemma 3 of [5] is
b t
b |u|+(b−2) |u|
2(b−1) |u|
for |o| > m−t. Our bound gives an improvement as soon as A|o|(P) < t.
Also, Lemma 5 of [5] can be restated in terms of the present paper.
Proposition 5.2. Let P be a (t, m, s)-net in base b with no duplicate
points.
(i) For an integer a with 0 [ a [m, let Da=min(d \ 0 : Ad(P)=a)
−(m−a). Then for |o| \ m−a+Da we have
Cu, o [ ba
b |u|+(b−2) |u|
2(b−1) |u|
.
(ii) Under the condition of Theorem 4.1 (all 1-dimensional projections
are (0, m, 1)-nets) we have
Da [ (s−1)(m−a−1) for 0 [ a < t.
(iii) If P is a digital net modified according to (or meeting the condi-
tions of) Theorem 4.2, then we have
Da [ (s−1)(m−t) for t−dŒ [ a < t
and again
Da [ (s−1)(m−a−1) for 0 [ a < t−dŒ.
Proof.
(i) This is just a restatement of Lemma 5 of [5], where we eval-
uate Da using Ad(P) by Da=min(d \ 0 : Am−a+d(P) [ a)=min(d \ 0 :
Ad(P)=a)−(m−a).
(ii) By Theorem 4.1 we get
Da=min(d \ 0 : Ad(P)=a)−(m−a)
[min(d \ 0 : m− Kd/sL=a)−(m−a)
=min(d \ 0 : Kd/sL=m−a)−(m−a)
=(s(m−a)−s+1)−(m−a)=(s−1)(m−a−1).
THE MICROSTRUCTURE OF (t, m, s)-NETS 695
(iii) By Theorem 4.2, for t−dŒ [ a < t we have
Da=min(d \ 0 : Ad(P)=a)−(m−a)
[min(d \ 0 : t−d+s(m−t)=a)−(m−a)
=s(m−t)+t−a−(m−a)=(s−1)(m−t).
For greater a, the bound of (ii) still applies. L
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