ABSTRACT
Introduction
Ultrasonic non-destructive testing is part of non-destructive evaluation which offers to detect the undersurfaces flaws in the materials. The basic principle of the ultrasonic testing is ultrasound which uses the transmission of high-frequency sound waves in a material to detect a discontinuity or to locate changes in material properties. The sound is introduced into a material and the reflections (echoes) are received from internal imperfections or from surface of the part. The received signal consists of echoes from flaw or surface and echoes from scattering of coarse grained structure of material. Noise, formed from scattering of inhomogeneous micro-structures has to be cancelled. Several techniques have been proposed to reduce noise from signal. Split spectrum processing, FIR filtering and discrete wavelet transform were studied and the best method for filtering of ultrasonic signal were searched [1] . Among them discrete wavelet transform gives very good results. This paper introduces an experimental study involving measurement of ultrasonic signals with consequent analysis and signal processing. Proposed processing of ultrasonic signals allows efficient filtering by which it is possible to reduce the noise formed from scattering and electronic circuitry. The first section describes the filtering of ultrasonic signal and introduces the basic analysis. For filtering method based on the discrete wavelet transform called wavelet packets [2] is used. In the next section a method for classification based on support vector machines is introduced. The method support vector machines is based on the maximum of the minimal length between support vectors which characterizes the features. Features are based on extraction of the basic mathematical operations as is root mean square, standard deviation or mean value. In the final section system for classification of ultrasonic signals is described. With the system it is possible to classify the three different types of ultrasonic: clear signal, signal with flaw and signal from weld.
2.
Classification of ultrasonic signals
System for measurement
For classification of ultrasonic signals high frequency ultrasonic system was used. For measurement of ultrasonic signals the transducer with operation frequency of 20 MHz was used.
The frequency 20 MHz is the best compromise for detection of flaw in coarse grainy material. For measurement the two types of materials (steel and coarse grainy material) were used. Steel and coarse grainy materials were welded. The ultrasonic signals were measured in three different places: place without flaw, place with flaw and in the centre of the weld.
Filtering of ultrasonic signal
Pre-processing of ultrasonic signals contains the amplitude normalization and filtering. For filtering of ultrasonic signal a method based on the discrete wavelet transform (DWT) called wavelet packets (WP) is used. This method is very efficient in the time domain. The ultrasonic signal in A-scan is measured and WP is used for the improvement of the signal-to-noise ratio.
The wavelet transform is a multiresolution analysis technique that can be used to obtain the timefrequency representation of the ultrasonic signal. Filtering procedure is based on decomposition of signal using DWT in N levels using band pass filtering and decimation to obtain the approximation and detail coefficients. Next step is thresholding of detail coefficients and reconstruction of signal from detail and approximation coefficients using inverse transform (IDWT). The WP method is a generalization of wavelet decomposition that offers a larger range of possibilities for signal analysis. In wavelet analysis, a signal is split into an approximation and detail coefficients. The approximation is then itself split into a second-level approximation and detail, and the process is repeated. In WP analysis, the detail coefficients as well as the approximation coefficients can be splited. Hard thresholding was used for thresholding detail coefficients. Hard thresholding can be described as the process of setting to zero the elements whose absolute values are lower than the threshold. For thresholding of detail coefficients the local threshold value based on standard deviation was used [3] :
where k is coefficient related to crest factor of filtered signal (crest factor is the ratio of the peak value to the RMS value), Dc are detail coefficients at each level, N is length of each set of detail coefficients.
Usually global threshold is used in WP filtering. In our study the local thresholding was used instead of global thresholding. The threshold is computed from detail coefficients at each level of decomposition. Then the computed threshold is used for thresholding detail coefficients at the same level.
For examination of quality of filtering signal-to-noise ratio is computed:
where S ef is the root mean square value of the noisy part of the raw signal. F ef is the root mean square value of an adequate part of the filtered signal.
Support vector machines
The basic theory of SVM used in this application is first presented details can be found elsewhere [4] . The SVM maximizes margin between classes which increases generalization ability. The classification problem can be restricted to consideration of the two class problem without loss of generality. In this problem the goal is to separate the two classes by a function which is induced from available problem. The goal is to produce a classifier that will work well on unseen examples. The basic idea is linear classifier that maximizes the distance between separating hyperplane and the nearest data point of each class. Consider the problem of separating the set of training vectors belonging to two separate classes,
with hyperplane,
The set of vectors is said to be optimally separated by the hyperplane if it is separated without error and the distance between the closest vectors to the hyperplane is maximal. The parameters w, b in equation (4) 
The aim is to convert the problem into a formulation without constraints. Lagrange function L is introduced, α i Lagrange multipliers, A Support Vector Machine maps the input space into a high dimensional feature space and then constructs an optimal hyperplane in the feature space.
Feature extraction
For the feature extraction the characteristic properties of ultrasonic signal have to be used. From the shape of ultrasonic signal which was measured on different place contains the fault and backwall echo, only the backwall echo or the signal from the center of weld the basic amplitude characteristics were derived. The basic features include: mean value: 
For the calculation of descriptive features the back-wall echo was cut off. The average, root mean square a standard deviation value were computed from the back-wall echo and from the rest of the signal. The signal which contains only the backwall echo has the smallest average value but in the opposite the signal measured in the centre of the weld has the higher average value because the signal in the centre of the weld contains more echoes which were caused by scattering of the signal. The features of ultrasonic signal were put into the SVM classifier and the hyperplane was computed.
Experimental results
For measurement of ultrasonic signals two different materials (steel and coarse grained metallic material) were used. In all materials artificial flaws were created, and two parts of these materials were welded. In case of coarse grain material which is used for construction of airplane engines the structure of material is inhomogeneous and the measured ultrasonic signal contains the echoes from scattering from grains. For filtering of ultrasonic signals the wavelet packets method was used. In this method the local threshold was used. It means that the threshold was computed in every detail coefficients and these coefficients were thresholded. This method gives the highest suppressing of background noise which is contained in measured signal. Noise reduction in the depicted case for WP is SNR=17 The best results were obtained with one-against-one decomposition with features of root mean square value of echo and rest of signal. All the three classes were separated and the performance of classification was 100 % (error rate 0 %). The proposed algorithm for the classification of ultrasonic signals is efficient in ultrasonic defectoscopy for automated detection and classification of flaws.
Conclusions
In this paper a new method for the classification of ultrasonic signals is proposed. In the ultrasonic signals measured on materials with coarse grain structure it is not possible to easily recognize the flaws. In this case the method for filtering of ultrasonic signals based on the discrete wavelet transform called wavelet packets was used. This method offers efficient filtering of ultrasonic signals. For the classification of ultrasonic signals the support vector machines was used. With this method it is possible to classify the signal with back-wall echo, signal with fault echo and signal measured on weld. The proposed method is useful for the automated classification of ultrasonic signals in industry.
