Abstract-Opportunistic data forwarding (ODF) has drawn much attention in wireless networking research in recent years. The effectiveness of ODF in wireless networks is heavily depended on the choice of proper routing protocols which can provide effective source routing services. In this paper, we propose a new routing protocol named PSR for ODF in mobile ad-hoc networks. PSR is featured by proactive source routing, loopfree, and extremely small routing overhead. Compared to existing routing protocols, there is no need to timestamp routing updates in PSR and the update messages are harmoniously integrated into the tree structure, so that the overhead can be significantly reduced.
they are not suitable for ODF because either they cannot support source routing or they incur too much overhead. Reactive source routing protocols, e.g., DSR [7] and SASR [8] , are not suitable for ODF because longer delay will be experienced and the route reply messages may be lost. WRP [9] and STAR [10] could provide source routing with less overhead. However, they are not optimal choices because they need additional information in routing update to avoid loops which must be prevented in ODF. Moreover, because only differential update is considered in both schemes, the topology may become inaccurate or even unusable over time. Hence, more appropriate routing protocols are required to support ODF in MANETs.
In this paper, we propose a new loop-free proactive routing scheme (PSR) for ODF in MANETs. PSR utilizes the hop count information as a metric to better explore the broadcast nature of the wireless medium, and enhance the efficiency and spatial use in ODF [2] . Network topology information is efficiently maintained and exchanged by using the tree structure, hence the overhead get greatly reduced.
II. DESIGN OF PSR
PSR provides every node with a breadth-first spanning tree (BFST) of the entire network rooted at itself. To do that, nodes periodically broadcast the tree structure to its best knowledge. Based on the information collected from neighbors during the most recent iteration, a node can update its knowledge about the network topology by constructing a deeper and more recent BFST. This knowledge will be distributed to its neighbors in the next round of operation. Meanwhile, when a neighbor is deemed lost, a procedure is triggered to remove its relevant information from the topology repository maintained by the detecting node. Intuitively, PSR has the same communication overhead as distance-vector-based protocols. We further reduce the communication overhead incurred by PSR's routing agent. Details about such overhead reduction will be discussed later in this section.
Before describing the details of PSR, we first review some graph theoretic terms used here. Let us model the network with an undirected graph = ( , ), where is the set of nodes (or vertices) and is the set of wireless links (or edges). Two nodes and are connected by an edge = ( , ) ∈ if they are close to each other and can communicate directly with given reliability. Given a node , we use ( ) to denote its open neighborhood, i.e., { ∈ |( , ) ∈ }, and use [ ] to denote its closed neighborhood, i.e., ( ) ∪ { }.
A. Route update
The update operation of PSR is iterative and distributed among all nodes in the network. Initially, a node is only 1089-7798/11$25.00 © 2011 IEEE aware of the existence of itself, so there is only a single node in its BFST, which is root node . By exchanging the BFST with the neighbors, it is able to construct a BFST within [ ], i.e., the star graph centered at , denoted by .
In each subsequent iteration, nodes exchange their spanning trees with their neighbors. From the perspective of node , towards the end of each operation interval, it has received a number of routing messages from its neighbors packaging the BFSTs. Note that, in fact, more nodes may be within the transmission range of , but their periodic updates were not received by due to collisions or bad channel conditions. Node incorporates the most recent information from each neighbor to update its own BFST. It then broadcasts this tree to its neighbors at the end of the period. Formally, has received the BFSTs from some of its neighbors. Including those from whom has received updates in recent previous iterations, node has a BFST, denoted , cached for each neighbor ∈ ( ). Node constructs a union graph
Here, we use − to denote the operation of removing the subtree of rooted at node . Then, node calculates a BFST of , denoted , and places in a routing packet to broadcast to its neighbors.
In our implementation, the above update of the BFST happens multiple times within a single update interval so that a node can quickly incorporate new route information to its knowledge base. To the extreme, is modified every time when a new tree is received from a neighbor. Apparently, this is a trade-off between the routing agent's agility to network changes and computational cost. Here, we choose routing adaptivity as a higher priority assuming that the nodes are becoming increasingly powerful in packet processing. Note that this does not increase the communication overhead at all because one routing message is always sent per update interval.
Assume that the network diameter is hops. After iterations, each node in the network has constructed a BFST of the entire network rooted at itself. This information can be used for any generic source routing protocol. The amount of information that each node broadcasts in an iteration is bounded by (| |) and the algorithm converges in at most iterations.
B. Neighborhood trimming
The periodically broadcast routing messages in PSR also double as "Hello" messages for a node to identify which other nodes are within its proximity. When a neighbor is deemed lost, its contribution to the network connectivity should be removed, called "neighbor trimming". Consider node . The neighbor trimming procedure is triggered at about neighbor when
• no routing update or data packet has been received from this neighbor for some time, or • a data transmission to node has failed as reported by the link layer. Node responds as follows. 1) Update ( ) with ( ) − { }.
2) Construct the union graph with the information of removed:
3) Compute the BFST . Notice that thus calculated is not broadcast immediately to avoid excessive messaging. With this updated BFST at , it is able to avoid sending data packets via lost neighbors.
C. Streamlined differential update
In addition to using route updates as hello messages, we interleave "full dump" routing messages with "differential updates". The basic idea is to send the full update messages less frequently than shorter messages containing the difference between the current and previous states of a node's routing module. Both the benefit of such an approach and how to balance between these two types of messages have been studied extensively in earlier proactive routing protocols. Here, we further streamline the routing update in two new aspects. First, we using a compact tree representation in full-dump and differential update messages to halve the size of these messages. Second, every node attempts to maintain a "stable" BFST as the network changes so that the differential update messages are even shorter.
• Compact tree representation -For the full dump messages, our goal is to broadcast the BFST information stored at a node to its neighbors in a short packet. To do that, we first convert the generic rooted tree into a binary tree of the same size, say nodes. Then we serialize the binary tree using a bit sequence of 34 × bits, where the IPv4 is assumed. Specifically, we scan the binary tree layer by layer. When processing a node, we first include its IP address in the sequence. In addition, we append two more bits to indicate if it has the left and/or right child. For example, the binary tree in Figure 1 is represented as A10B11C11D10E00F00G11H00I00. As such, the size of the update message is a bit over half compared to the traditional approach, where the message contains a discrete set of edges.
The difference between two BFSTs can be represented by the set of nodes who have changed parents, which are essentially a set of edges connecting to their new parents. We observe that these edges are often clustered in groups.
That is, many of them form a sizeable tree subgraph of the network. Similar to the case of full dump, rather than using a set of loose edges, we use a tree to package the edges connected to each other. As a result, a differential update message usually contains a few small trees, and its size is noticeably smaller.
• Stable BFST -The size of a differential update is determined by how many edges it includes. Since there can be a large number of BFSTs rooted at a given node of the same graph, we need to alter the BFST maintained by a node as little as possible when there are changes detected. To do that, we modify the computation described earlier in this section such that a small portion of the tree needs to change either when a neighbor is lost or when it reports a new tree. Consider node and its BFST . When it receives an update from neighbor , denoted , it first removes the subtree of rooted at . Then it incorporates the edges of for a new BFST. Note that the BFST of ( − )∪ may not contain all necessary edges for to reach every other node. Therefore, we still need to construct the union graph
before calculating its BFST. To minimize the alteration of the tree, we add one edge of − to − at a time. During this process, when there is a tie, we always try to add edges that were originally remove from .
When node thinks that a neighbor is lost, it deletes the edge ( , ) but still utilizes the network structure information contributed by earlier. That is, even if it has moved away from , node may still be within the range of one of 's neighbors. As such, should be updated to a BFST of
Note that, since ( ) no longer contains , we need to explicitly put it back into the equation. Similarly in this case, edges of ( − ) ∪ ⋃ ∈ ( ) ( − ) are added to − one at a time, with those just removed with taking priority.
III. PERFORMANCE EVALUATION
We implement ODF in ns-2 (v2.34) and use PSR as the routing protocol under the Nakagami fading model. We conduct a set of simulations, where 50 nodes are tested in a square network with the side length of 1100m by varying maximum node velocity from 0m/s to 40m/s. The results are compared to DSDV and OLSR in terms of packet delivery ratio (PDR) and overhead, as shown in Figures 2 and 3 . It is obvious that the proposed scheme possesses higher PDR and much lower overhead.
IV. CONCLUDING REMARKS
In this paper we have proposed a new source routing protocol for ODF in MANETs. By using compact tree representation and joint full-dump/differential messages in routing update, the overhead in PSR has been greatly reduce. Moreover, we have proposed an improvement scheme to further reduce the overhead. Performance study shows that PSR clearly outperforms other routing protocols, including DSDV and OLSR.
