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Abstract
Learning can be viewed as mapping from an input space to an output space Ex
amples of these mappings are used to construct a continuous function that approximates
the given data and generalizes for intermediate instances Radial basis function 
RBF net
works are used to formulate this approximating function A novel method is introduced
that automatically constructs a RBF network for a given mapping and error bound This
network is shown to be the smallest network within the error bound for the given mapping
The integral wavelet transform is used to determine the parameters of the network Simple
onedimensional examples are used to demonstrate how the network constructed using the
transform is superior to one constructed using standard ad hoc optimization techniques The
paper concludes with the automatic generation of a network for a multidimensional problem
namely object recognition and pose estimation The results of this application are favorable
 Introduction
Learning can be thought of as mapping values from an input space to an output space or
constructing a smooth function that performs the mapping This function is constructed
from a set of example mappings namely the training data Since the function is smooth it
interpolates the known data that is it generalizes information about the mapping from the
known examples In this context learning is equivalent to generating a continuous function
that approximates the given data A rigorous formulation of this approximating function
results in a weighted sum of radial basis functions 
RBF   Therefore the approximating
function can easily be cast into a neural network called RBF networks   These networks
have been shown to be universal approximators theoretically capable of approximating any
function to a reasonable degree of precision   with only one layer of basis functions Networks
with sigmoidal basis functions are universal approximators as well however they require two
layers of basis functions The rigorous formulation of the RBF network and the fact that it
consists of only one layer of bases makes it appealing for a variety of practical applications
One condition imposed in the formulation of RBF networks is that the approximating
function consists of as many basis functions as training examples which in practical appli
cations is typically large This leads to large networks that are inecient in both speed and
memory For this reason fewer basis functions than examples are generally used The posi
tions of these basis functions the number of basis functions the spans of the basis functions
and their weights are all parameters of the network Setting these parameters turns into
a problem of nonlinear optimization Typically a programmer selects the number of basis
functions in an arbitrary manner and then optimizes the remaining network parameters If
the error functional of this network is not within the desired error bound the number of
basis functions is increased and the procedure is repeated In addition since nonlinear op
timization is involved good initial estimates of the network parameters are needed to avoid
local minima in the parameter space Hence the rigor of RBF networks is greatly sacriced
during implementation
The fundamental issue raised in this paper is the following Given an error bound and
a set of training examples how many basis functions are required and what are the parameters
of the bases 
positions spans and weights An analytic solution to this problem is proposed
and an algorithm is introduced that constructs the smallest network that satises the error
bound This network has many attractive properties The most signicant is that the number
of basis functions are found analytically rather than the ad hoc approach of adding more and
more bases to the approximating function and repeating the nonlinear optimization until the
error bound is satised
A transform technique is used to determine the number of basis functions required
and other network parameters If the basis functions were sines and cosines the Fourier
transform could be used determine the parameters of the bases Parsevals theorem can
then be used to calculate the number of basis functions required for high performance A
similar approach is employed here to set the parameters of the RBF network Instead of
the Fourier transform the integral wavelet transform is used  The basis functions for the
integral wavelet transform are orthonormal and local These local orthonormal bases can be
 
constructed from the set of radial basis functions Once the basis function is chosen the
integral wavelet transform is applied to the training data The number of wavelets required
to achieve a certain error bound is found using Parsevals theorem Once the coecients of
the wavelets are calculated the wavelets and their coecients are directly mapped to a RBF
network
The benets of using the wavelet transform to determine network parameters are
both time and space The oline time required to determine network parameters is greatly
decreased because once the transform coecients are calculated the exact number of basis
functions required is known This is in contrast to performing a nonlinear optimization
using more and more basis functions until the desired error bound is achieved The online
time required for the network to perform the mapping is also decreased since the generated
network is the smallest one for a given error bound For the same reason the amount of
memory required to store the network is also minimized
The transform approach and the conventional approach to setting network parameters
are compared for two  dimensional functions The convergence of the error functional as the
number of basis functions increases is examined for both approaches The accuracy of the
mappings using both approaches is also studied The advantage of the transform approach is
quite apparent from these simulations Next the transform approach was applied to a high
dimensional problem in computer vision namely recognizing an object and estimating its
pose The result is a network that maps the projection of an input image in an ndimensional
subspace called the eigenspace    to an object number and object pose The eectiveness
of our approach in terms of time to determine network parameters time to perform the
mapping accuracy of the mapping and memory required to store the network are examined
The networks performance is shown to be favorable
The paper is organized as follows The formulation of an inputoutput mapping as a
RBF network is described in section  The relation between an integral wavelet transform
and a RBF network is presented in section  The computational complexity and memory
requirements of this mapping with respect to the dimensionality of the input and output
spaces and number of basis functions used is discussed in section 	 Section  presents a
simple example that demonstrates the advantage of the transform approach Finally the
transform approach is applied to the problem of object recognition and pose estimation The
paper is concluded with a discussion of a variety of issues related to the proposed scheme
 Radial Basis Function Networks
The strength of RBF networks is that inputoutput mappings are learned in a mathematically
rigorous formalism At the heart of all neuralnetwork schemes is the question of whether a
multivariate function can be represented exactly by sums and products of univariate func
tions In the case of RBF networks this representation is formulated using approximation
theory and regularization techniques How RBF networks relate to the problem of input
output mapping the formulation of a network and shortcomings in this formulation are
described in this section The rst part of this section is a summary of Poggio and Girosi
 

Learning a mapping between an input and output space is often viewed as determin
ing a function that performs the mapping It can be posed as the problem of approximating
a continuous multivariate function f
x by an approximating function F 
Wx that has a
xed set of parameters W The approximation problem can be expressed as follows 
If f
x is a continuous function dened on x and F 
Wx is an approximating func
tion that depends continuously on W   P and x then the approximation problem is to







x  F 
Wx f
x
for all W in the set P       is a distance function that evaluates a norm between two
functions W
 
are the optimal parameter values of the approximating function
When  is the L
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with respect to W In the above formulation of the approximation problem the function
f
x is continuous However in the case of learning a smooth mapping from a discrete set
of examples there exists no continuous function f
x For this reason the approximation
problem is illposed for discrete data the data does not contain sucient information for a
unique mapping
The approximation problem is made wellposed by introducing apriori assumptions
about the mapping Normally the assumptions pertain to the smoothness of the mapping
Regularization techniques   are invoked to introduce smoothness constraints into the ap




















where P is a dierential operator x
i
are the N discrete points for which f
x is known and 
is the regularization parameter that represents the tradeo between enforcing the smoothness
constraint and tting the known data Minimizing this functional using variational calculus























P is the adjoint of the operator P 
The above is a partial dierential equation whose solution can be written as the


























x y  
x y
The Greens functions G
xx
i
























The parameters W include the coecients c
i
and the centers x
i
of the Greens functions
It is apparent from equation 
 the basis functions depend on the operator

PP  This
operator is typically chosen to be both translationally and rotationally invariant For this








These functions are radial basis functions and equation 
































































































































































































This invertibility of G restricts the type of basis functions that can be used IfG is a positive
denite matrix then it is invertible Two theorems by Micchelli   exploit this property to
impose sucient conditions for the basis functions The following are a few basis functions

































where r  jjx x
i
jj












is easily cast as a network The RBF   network has three layers each fully connected to
the next layer 
see Figure   The rst layer consists of a single input unit the vector x The




There exists one basis function for each data point x
i
 The third layer is the output which
is a weighted sum of the basis functions
x
+





Figure   The RBF network has three layers The rst layer is the input vector x The









weights between the i
th
basis function and the output F 
Wx which is the third layer
The speed of the network in performing the inputoutput mapping depends upon the
number of computations required This is linear in the number of basis functions and the
dimensions of the input and output space In the above formulation the number of basis
functions are set equal to the number of data points Due to the large number of data points
in most practical applications the speed of the mapping becomes a serious limitation
This problem can be avoided by using fewer basis functions than data points  
The approximating function however is no longer an exact representation of f
x and the
approximation gets worse as the number of basis functions is reduced The approximating















n is the number of basis functions and N is the number of data points and z
j
are the centers of the new basis functions 
the centers of the basis functions no longer have

to be at data points The coecients c
i
 are calculated in a similar fashion as in equation











This is equivalent to performing a leastmeanssquare t of F 
Wx to f
x In addition we























where j   n This type of network is called a Generalized Radial Basis Function Network

GRBF The parameters of these networks have traditionally been set in an ad hoc man
ner A programmer arbitrarily choses the number n of basis functions and provides initial
estimates for the positions z
j
and the spans of these bases Then conjugate gradient or
gradient descent algorithms are used to optimize the position and span parameters Next
the pseudoinverse is then used to calculate the coecients c
j
of the bases If the approxima
tion is not within the given error bound the number of basis functions is increased and the
procedure is repeated The above approach greatly sacrices the theoretical structure that
makes RBF networks appealing Furthermore the use of optimization methods makes this
process cumbersome and time consuming In the next section we introduce a technique for
determining network parameters that avoids these shortcomings
 Integral Wavelet Transforms and RBF Networks
In this section the use of an integral wavelet transform  to set the parameters of a RBF
network is developed It shall be shown that by using the transform the number of basis
functions required for a given mapping and error bound can be determined analytically In
addition the spans positions and coecients of the bases are directly computed by the
transform Eventually these parameters are used to construct a RBF network
 The Wavelet Transform
The integral wavelet transform 
IWT is a generalization of the principle underlying the
Fourier transform In the case of the Fourier transform a function is decomposed into a
series of weighted sines and cosines of dierent frequencies The sines and cosines therefore
serve as the basis functions The most important property of these bases is that they are
orthonormal Using the IWT we can construct orthonormal basis functions that are localized
































are the bases called wavelets The function f
x is characterized by the following 
a The
location of a change in f
x in terms of b 
b The rate in the change in f
x in terms of a





b a In addition the function f
x can be


















The IWT allows us to decompose functions at dierent resolution levels from ne
to coarse The accuracy in reconstructing the original function decreases as one goes to
coarser resolution levels The basis functions at all resolution levels are either orthonormal
or biorthonormal to each other Two functions are involved in a wavelet transform a scaling









 j   Z











These scaling functions are then used to construct the wavelet bases and scaling functions at































Because of the above construction the wavelet bases are orthonormal across scale If the
q
k values are selected carefully the wavelet bases are orthonormal across position When












An approximation to a function f
x exists at dierent resolution levels At the



















































x k 	  
 
The decomposition in equation 
  is equivalent to a weighted sum of scaling functions at












The wavelet transform allows us to create a variety of localized orthonormal bases
depending on the scaling function used If we use a scaling function that approximates a
radial basis function then equation 
  is identical to the approximating function of equation

 in section  One group of scaling functions that approximate radial basis functions are
splines of order greater than one 
see Appendix A for details Our approach is to apply
the IWT to the training data of the inputoutput mapping problem and to use the transform
coecients and the wavelet bases to construct a RBF network
 Relevant Properties of the Transform





 can be considered a discrete signal So a Discrete
Integral Wavelet Transform  is implemented The input space is discretized into 
J
bins
where J typically ranges from  to    The f
x
i
 values are then placed into the appropriate
bin by rounding o x
i
 The result is a signal of the form f
k where k   Z Since the bins
are small we assume that any error introduced from the rounding o is negligible
The next step involves calculating the transform coecients d
jk
 for the wavelet
bases 
jk
 A variation of Mallats fast wavelet algorithm  is used to calculate these
coecients We extend Mallats algorithm to the case of unevenly sampled discrete signals



























  denotes downsampling by two keep every other term The c

values correspond to the
signal at the nest resolution level the discrete function f






for the BattleLamarie basis  constructed from cubic splines are given in Appendix B
This algorithm is iterated for j   to    J  where j   is the nest resolution level and
j    J is the coarsest level
Since little is known about the training data we assume that f
k need not be evenly








x is an unevenly sampled discrete signal and g
x is a continuous function A
solution to this problem requires an extension to Mallats fast wavelet algorithm 
Spectral analysis of unevenly sampled data has been explored by astronomers The
most frequently used method is the Lomb periodogram  We use it to help dene the
operation in equation 
 The periodogram performs a leastmeansquare t of the data to
sines and cosines under the assumption that the error in the t decreases with the addition































is the smallest distance between two data
points and x
avg
is the average distance between data points The decomposition of f
x
































T is the total length of the discrete data The Lomb periodogram reduces to the Discrete
Fourier transform when f
x is evenly sampled
Using the periodogram we can map f
x  F 
 where F 
 are the values q
m
determined by the periodogram An assumption is then made that there exists a unique
continuous function h
x which has the same spectral properties as f
x ie H
  F 

The two functions f
x and h






This equivalence of the functions in both spatial and frequency domains is a result of the
oversampling of f
x in the periodogram The continuous function h






































The continuous function h
x replaces f
x in the convolution in equation 




x can be performed
In the fast wavelet algorithm  the above technique can be used to perform the
convolutions in equations 
  and 
  The unevenly sampled c
j

























































































x is sampled at the resolution level 
j
and then downsampled















where l    to m 
where m is the maximum index minus the minimum index at which there




This variation of the fast wavelet algorithm allows the decomposition of unevenly
sampled data The weakness in this approach is the assumption inherent in the periodogram
that the sampling rate exceeds what would be the Nyquist frequency if the data were evenly
sampled A discussion of what approximations are introduced due to this oversampling as
sumption is beyond the scope of this paper A rigorous approach to performing wavelet
transforms on nonuniform data has been developed by Buhmann and Micchelli  	 We
have not used their approach for two reasons First extending their approach to multidimen
sional problems results in a tremendous number of computations Secondly they introduce
an extra spline space of radial basis functions called prewavelets to perform the transform
This extra space makes it dicult to construct a network once the parameters are computed









 multidimensional functions 
x and  
x are introduced for both

























x are tensor product splines since they are separable across each dimension
x
d








































 Since  
x and 
x are separable the coef
cients d
jk
can be calculated by applying the fast wavelet algorithm across each dimension
The function f













considered a separate signal The transform is performed on each signal The decomposition
of a function f










































































































is the transform coecient for the l
th
output at the 
j th
resolution level for the k
th







 The magnitudes of these coecients tells us how important the wavelet corresponding
to the coecient is in approximating the function
 Using the Transform to Construct a RBF Network




are the coecients d
jkl

Using these coecients and the error bound specied a RBF network is constructed Assume
that the L
 
norm between a function f
x and the approximating function F
Wx must be
















where N is the number of known values of f
x Since the wavelet bases are orthonormal













































is the total energy










































j This is equivalent to setting the coecients for some of the wavelet
bases to  Using equation 
 equation 








































j at each resolution level j and each dimension x
d
until the above condition is met One




















M is the number of wavelet bases in the decomposition of f
x Equation 


















is the smallest integer that satises the above condition It is calculated by adding
the s
jiki
terms until the inequality in equation 












































Figure  The RBF network derived using the wavelet transform The rst layer is the











are the weights between the i
th
wavelet basis and the output F
Wx
The expression in equation 
 can be easily be mapped to a network as shown in
Figure  The wavelet bases  
jiki
 are not radial basis functions However each wavelet
 
basis is a weighted sum of scaling functions at a ner level For this reason we can consider
this network to be a RBF network
 Summary
Using the integral wavelet transform to determine the parameters of a RBF network is a
powerful tool With this approach the number of basis functions required to satisfy a given
error bound are determined analytically In addition the parameters of the network are also
determined by the transform This results in a more ecient network with respect to time
and memory The rigor of RBF networks is not sacriced since the ad hoc and cumbersome
aspects of conventional RBF network implementations are avoided
 Computational Complexity and Memory Require
ments
The two main factors that determine the usefulness of a RBF network is the time required
to perform the mapping and the memory required to store the mapping The time required
for the network to learn the mapping is not as vital an issue since it is done oline The
above factors are related to the dimensionality of the input and output spaces and the error
bound
The speed of the mapping depends on the number of computations which in turn is
determined by the dimensionality of the input and output spaces and the number of basis
functions in the approximating function The number of computations required to evaluate
the output of the wavelet basis also eects the speed of the mapping For this reason the
basis functions are stored as a lookup table avoiding the need for numerous calculations











is the number of additions and multiplications performed by the network n
i
is
the dimensionality of the input space n
o
is the dimensionality of the output space and N
is the number of basis functions in the network The complexity is O
mN where m is the






The second issue is the amount of memory required to store the mapping This
depends again on the dimensionality of the input and output spaces the number of basis
functions and the resolution of the lookup table used for the basis functions All the basis
functions in the network are translations and dilations of an orthonormal wavelet This
allows us to use a single lookup table and two sets of normalization factors 
one set for the






integers for the position of the basis in each input dimension and an extra integer for the
scaling factor and n
o
doubles 
the weights for the basis function are stored In addition
the lookup table needs to be stored The memory required is determined by the resolution
 
of lookup table n
res
 For a Sparc IPX 
where a double is  bytes and an integer is 	 bytes
the amount of memoryM
net

















 A Simple Example
A simple  dimensional example is presented to demonstrate the advantage of using the trans
form technique over traditional optimization methods These simulations are performed on





ranges from  to  Note that this function is smooth and innitely dierentiable The







 where n ranges from  to 
and x

 		 This function is not smooth and converges to an oscillation between two
values The RBF networks constructed for these two functions using the transform approach
will be referred to as optimal networks henceforth For a comparison RBF networks are also
constructed using a traditional algorithm referred to as conventional networks The specic
algorithm used to construct the conventional networks is outlined below 
step 
  Initialize the number of basis functions n   
step 
 Set the values for the centers of the n basis functions to an arbitrary
subset of the N data points
step 
 Set the spans of the basis functions to
x
n
where x is the span of the input
space
step 
	 Calculate the coecients c
i
 using the pseudoinverse 
equation  
step 
 Use conjugate gradient decent to adjust the center values
step 
 Return to step 	 until the change in the error functional between two
iterations is negligible
step 
 If the error functional is greater than the specied error bound increment n
and return to step 

In the above algorithm the spans of the basis functions were equal and not allowed to vary
as it took too much time to search the parameter spaces corresponding to both position and
span The above algorithm is commonly used to set RBF network parameters   The
accuracy of the optimal and conventional networks as a function of the number of bases
for both functions is shown in Figure 
 For both functions the error functional decays
faster for the optimal network In the case of the sine function the improvement is negligible
The performance of the optimal network is dramatically superior for the bifurcating series
The error functional does not decrease monotonically for the conventional network This is
because the conjugate gradient decent method is susceptible to the problem of local minima
in the parameter space Therefore incrementing the number of basis functions does not nec
essarily decrease the error functional since the parameters are prone to be trapped in local
minima
The parameters of the optimal network are calculated much quicker than those of
the conventional network For the example functions above the parameters for the optimal
network are determined within sec independent of the number of basis functions In
 	
contrast it can take between  	sec and min to set the parameters of the conventional
network depending on the number of basis functions used The conjugate gradient decent
method is of order O
n
 





d where d is the number of known samples of the function Therefore the
optimal network is constructed not only more accurately but also faster than the conventional
network From the point of view of recognition the optimal network takes less memory and
is faster than the conventional network since it requires fewer basis functions for any given
accuracy Both networks have the same computational complexity for recognition Figure 
	
shows the reconstruction of the two example functions using the two types of networks It is
apparent that the performance of the optimal network is superior to that of the conventional
network in terms of the error functional for the bifurcating series For the sine function the
optimal network is slightly more accurate


















































Figure  The decay in L
 
error in the approximation of f
x  sin
x	 as the number
of basis functions increases for 
a the optimal network and 
b the conventional network
The decay in L
 









 		 as the
number of basis functions increases for 




































































a The function f
x  sin
x	 











c Reconstruction of the sine function by an optimal network with  basis
functions 
d Reconstruction of the series with an optimal network with  basis functions

e Reconstruction of the sine function with a conventional network with  basis functions

f Reconstruction of the series with a conventional network with  basis functions
 
 Experiments
The following experiments were conducted to test the performance of optimal networks for
multidimensionalmappings The experiments involve a network that recognizes an object and
estimates its pose in a scene Murase and Nayar    developed a system that uses principal
component analysis to a create a compact representation of object appearance parameterized
by pose Since our network is used to enhance the performance of the methodology proposed
by Murase and Nayar a brief overview of their work is in order During the learning stage for
each object a large image set is acquired by varying pose The eigenvectors of the correlation
matrix of this image set corresponding to the largest eigenvalues make up the dimensions
of a subspace 
typically   dimensions called the eigenspace When such a subspace is
computed using image sets of all objects it is referred to as the universal eigenspace Each
image of an object is projected to the universal eigenspace by taking the dot product of the
image with the eigenvectors This results in a single point in eigenspace The projections
of all images of an object results in a set of points 
corresponding to the dierent discrete
poses that is referred to as a discrete manifold In    the discrete manifold is interpolated
using biquadratic splines to obtain a continuous manifold that is parameterized by object
pose The manifold is densely resampled to get a large number of manifold points This large
point set represents that objects appearance model The above process is repeated for all
objects of interest to the recognition system
Given a novel object image the object region is segmented normalized in scale and
projected to universal eigenspace The closest manifold determines the identity of the object
in the image and the exact position of the new projection on the manifold yields the pose
of the object In    the closest manifold point is determined either by exhaustive search

which is inecient in time and memory or by binary search 
which is inecient in memory
Our objective is not to interpolate and resample discrete manifolds of the objects but
rather to develop a RBF network 
for each object as shown in Figure  that performs a
continuous mapping from a discrete manifold point to a condence value C
p
that represents
the likelihood that the novel image is that of the object for which the network has been
developed and the pose 
p
of the object This network is generated automatically from
the discrete manifold of an object using the transform technique developed in this paper
The result is a set of P optimal networks where P is the total number of objects During
recognition the input an eigenspace projection is mapped by each of the networks and the
network that produces the highest condence value reveals the identity of the object and its
pose




 The size of a
RBF network is clearly related to the continuity of the function it seeks to approximate 
this
topic will be revisited in section  Therefore judicious selection of data representation







 as outputs instead of using 
p
 This eliminates the illconditioning
that results from the discontinuity in 
p
 During recognition the network with the highest
condence value C
p
is rst identied and if this value exceed a threshold level 
ie if the













Figure  An optimal network for a particular object p The input is a point in eigenspace









In our experiments an optimal network was constructed for each of the  objects
used by Nayar and Murase    
see Figure  The input space a  dimensional eigenspace
was discretized into  	 boxes in each of its dimensions The networks ability to learn and
generalize examples presented to it was tested using two data sets The training set includes
 discrete manifold points 
poses for each object and was used to generate the networks
The test data includes a dierent set of  manifold points and was used to test the accuracy
of the networks and their ability to generalize to data not seen before
The most important task of the set of networks is to correctly recognize objects in the
test set In our experiments every point in both the training and test sets were correctly
recognized yielding a  ! recognition rate We found that for any object v 	  C
p

   when v  p and   C
p
    when v  p leading to robust object identication








 were constructed using the data in the training
set each with a dierent error bound The error bound for the three networks was set












 for each object The accuracy of pose estimation is dened as the absolute
dierence between the known pose and the pose estimated by the network It is computed
for both the test set and the training set and the results are summarized in Figure  As
 
expected the average errors in pose estimation are greater for the test set than the training
set A comparison of the performance of the above three networks is summarized in Table  
In multidimensional learning problems it is standard practice to examine the eect of
the dimensionality of the input space on the accuracy of the mapping Four optimal networks
corresponding to object number   
the jar of Vaseline were constructed from its training
set The input spaces for these networks were      and  dimensional respectively As









 For the error bounds specied each network ended up with    wavelet basis
functions The accuracy of all four networks in addition to time required for learning and
recognition are summarized in Table  As expected the average error in pose estimation
increases as the dimensionality of the input space decreases The recognition time is linear
with respect to the dimensionality of the input space as predicted by the complexity analysis
in section 	 The time requirement for learning network seems to increase as a polynomial
function of the input dimensionality however further investigation is needed to state anything
more denitive
Figure  The twenty objects in the object recognition and pose estimation system    The





 Half of these points were used as training data to generate RBF
networks and the other half for testing the networks
 
time average accuracy average accuracy memory






















Table   The performance of optimal networks for all objects in terms of the time accuracy
and memory involved in recognition is summarized above
learning time recognition time average accuracy average accuracy



































Table  The eect of the dimensionality of the input space on the accuracy recognition

































































Figure  Histogram of the absolute value of the error 
e
 between poses estimated by
network

and the known pose for 
a the test set and 




c the test set and 




e the test set and 






We have introduced a novel approach to setting RBF network parameters using the integral
wavelet transform This approach allows the automatic generation of a RBF network given
an error bound In addition the network generated is the smallest network that performs the
mapping for the error bound The advantage of the transform approach over conventional
optimization based techniques is demonstrated using two  dimensional functions as well
as the multidimensional problem of dimensional object recognition and pose estimation
The networks generated by the transform approach outperformed the other networks The
dierence in performance was often dramatic
The use of RBF networks is not limited to highlevel vision processes like recognition
This type of network can be used to predict chaotic time series recognize and synthesize
speech signals and control robot manipulators Any supervised learning problem that can
be formulated from variational and regularization principles is well suited for the automatic
network generation introduced in this paper Therefore the ideas presented here have far
reaching implications Some of the issues that arose in developing this method that need
further investigation discussed below 
 Continuity Conditions of theBasis and theMapping  If the continuity conditions
of a mapping are known there should be a way to nd the scaling function that gives
the best approximation of the mapping Continuity conditions are normally expressed
in terms of the function spaces C
n
 where n is the largest derivative that exists for the
function It seems intuitive that a function of order C
n
should be best approximated
by scaling functions of order C
n
 For example it would seem that a mapping that is
only dierentiable once C

 would be best approximated using a second order spline
as the scaling function
The scaling function used in the approximation can be related to the continuity condi
tions of the mapping from the regualrization term in equation 

















The dierential operator P in the above equation is set to the known continuity con
dition of the mapping The Greens function solution to the dierential equation is
then calculated Since scaling functions in the transform technique must be splines
the appropriate scaling function for the approximating function is the order of spline
that most closely approximates the Greens function calculated
 Representation  One of the key issues that this paper has not addressed is how
data must be represented to achieve high network performance A simple illustration
of the importance of representation arose in pose estimation For pose estimation the




 rather than  This greatly decreased the number of basis functions
required to perform the mapping accurately Since a function can be represented in a
variety of ways a methodology to evaluate representations is necessary Using such a

methodology the appropriate representation for a function can be determined This is
helpful because the appropriate representation reduces the size of the network required
to perform the mapping
There exist many transforms conformal mappings transcendental mappings and other
techniques to represent a function Suppose a function f
x can be represented in terms






x are the two representations of
f
x The question now arises which representation of f
x is better  Approximation

























x is a decomposition of
"
f
x into N orthonormal basis Given




 the class of functions f
x are




decays at set rate as N gets large A representation has
a class  for the set of functions f







The better representation is the one that for a given  contains a larger class of func





 f   B
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is a Besov space In addition the relation between
Besov spaces and continuity conditions of the class of functions in the space have been
explored in approximation theory It may be useful to examine these results
 DiscreteWaveletTransformsonUnevenlySampledData  The issue of perform
ing the wavelet transform on unevenly sampled data has been side stepped by using
the Lomb periodogram The assumptions made in using the periodogram and the er
rors introduced in going between continuous and discrete representations need to be








tend to Gaussians as the order of the spline tends to innity A wavelet basis derived using


















This approximation of 
n

x satises both of Micchellis conditions   The approx
imation is asymptotic and can be shown to be highly accurate even for as low an order




There exist several ways to construct wavelet bases using splines as scaling functions The
wavelet basis used in our work was the BattleLamarie orthonormal basis  The scaling
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k that were used in section  to calculate the
wavelet coecients d
jk
 are given in Tables  and 	 These formulas were calculated by
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