Understanding how deleterious genetic variation is distributed across human populations is of key importance in evolutionary biology and medical genetics. However, the impact of population size changes and gene flow on the corresponding mutational load remains a controversial topic. Here, we report high-coverage exomes from 300 rainforest hunter-gatherers and farmers of central Africa, whose distinct subsistence strategies are expected to have impacted their demographic pasts. Detailed demographic inference indicates that hunter-gatherers and farmers recently experienced population collapses and expansions, respectively, accompanied by increased gene flow. We show that the distribution of deleterious alleles across these populations is compatible with a similar efficacy of selection to remove deleterious variants with additive effects, and predict with simulations that their present-day additive mutation load is almost identical. For recessive mutations, although an increased load is predicted for hunter-gatherers, this increase has probably been partially counteracted by strong gene flow from expanding farmers. Collectively, our predicted and empirical observations suggest that the impact of the recent population decline of African hunter-gatherers on their mutation load has been modest and more restrained than would be expected under a fully recessive model of dominance. 
H uman populations have undergone radical changes in size over the past 100,000 years due to range expansions, bottlenecks and periods of rapid growth [1] [2] [3] . Such demographic fluctuations may have differently affected the efficacy of natural selection, relative to drift, to remove deleterious genetic variation from populations 4 . Genomic studies have indeed reported differences in the number, frequency and distribution of putatively deleterious variants across populations and it has been suggested that these differences result from their various demographic histories [5] [6] [7] [8] [9] [10] [11] [12] [13] . Understanding the potential importance of recent demographic events on how selection operates is thus of tremendous interest, as deleterious mutations may increase the risks of common disease 8, 14, 15 or may have contributed to past population extinctions, as suggested for Neanderthals 16 . The burden of deleterious mutations of a population has traditionally been quantified as the mutation load 17 ; that is, the reduction in the average fitness of a population due to deleterious mutations compared with the theoretical optimal fitness, which depends only on the mutation rate and the model of dominance for a population at mutation-selection balance equilibrium 18 . However, demographic history can also alter the load for non-equilibrium populations; for example, during a prolonged bottleneck, a fraction of deleterious mutations may shift between being weakly selected to being effectively neutral and drift to fixation, thus permanently increasing the load 19, 20 . Furthermore, under a recessive model of dominance, the load can fluctuate severely during demographic changes before reaching a new equilibrium 21, 22 . Population genetic studies have examined the dynamics of the mutation load in the context of different, non-equilibrium human populations 7, 22, 23 . These studies have typically approximated the load at the present time using a variety of statistics, such as the number of deleterious alleles per individual, and have mostly contrasted African with non-African populations. The general consensus derived from theoretical work is that under an additive model of dominance only small differences in load are expected between populations, whereas under a recessive model expectations vary according to their specific demography 22 . However, the expectations of only a limited number of population demographic scenarios have been examined and tested using empirical data.
While the majority of human populations have undergone substantial recent growth associated with the advent of agriculture in the past 10,000 years 24, 25 , about 5% of human groups are expected to have maintained low population sizes because they have continued to subsist primarily by hunting and gathering 26 . Africa harbours the largest group of hunter-gatherers-the rainforest hunter-gatherers (historically referred to as 'pygmies')-who have traditionally lived in small, mobile groups scattered across the central African forest 27 . Conversely, the neighbouring agriculturalists are sedentary and descend from early farming communities that recently expanded across sub-Saharan Africa 28 . While there is increasing evidence to
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, yielding a final dataset of 488,653 SNPs.
To obtain a broad view of the genetic diversity of RHG and AGR populations, we calculated summary statistics for synonymous variants (fourfold degenerate variants). Watterson's θ (θ W ) was higher in the wAGR and eAGR populations than in the RHG populations (P < 10 −3
; Fig. 1c and Supplementary Table 2) due to a larger proportion of low-frequency variants, as demonstrated by the more negative Tajima's D values obtained (P < 10 −3 for both comparisons; Fig. 1e ). However, wRHG had the highest pairwise nucleotide diversity θ π (P < 10 −3 for all comparisons; Fig. 1d ), suggesting a large effective population size (N e ). These results indicate that the African populations studied have similar levels of genetic diversity, regardless of their mode of subsistence, but their different allele frequency distributions suggest a contrasting demographic past.
Model-based inference of population divergence times, size changes and gene flow. Demographic parameters characterizing RHG and AGR populations were estimated by fitting models incorporating all the populations studied, including EUR, into noncytosine-phosphate-guanine (non-CpG) synonymous pairwise (two-dimensional) site frequency spectra (SFS), using the coalescentbased composite likelihood approach fastsimcoal2 (Supplementary Note 2). We assumed unlinked sites ( Supplementary Fig. 7 ), a mutation rate of 1.36 × 10 −8 per site per generation and a generation time of 29 years (see Methods). All models assumed an early population size change for the ancestors of all populations, as previously proposed 8, 37 , followed by size changes coinciding with population splits, and an additional population size change for EUR ( Supplementary  Fig. 8 ). We formulated three branching models, each assuming that a different population (EUR, RHG or AGR) was the first to split off from the remaining groups (that is, EUR-first, RHG-first and AGR-first; Fig. 2 ). Furthermore, because admixture between wRHG and wAGR, eRHG and eAGR, and eAGR and EUR has been documented (Fig. 1b ) 33, 38, 39 , we estimated parameters by considering two epochs of continuous migration between population pairs, allowing for asymmetric gene flow (Supplementary Note 2).
The three branching models produced non-significant differences in likelihood (non-adjusted P > 0.05 for all comparisons; Supplementary Table 3) and presented an excellent fit to both observed marginal one-dimensional SFS and fixation index (F ST ) values ( Supplementary Figs. 9 and 10) . Importantly, the three models consistently provided similar estimates for key demographic Fig. 2 ). c, Watterson's estimator θ W . d, Pairwise nucleotide diversity θ π . e, Tajima's D. In c-e, all neutrality statistics were calculated with exome sequencing data at fourfold degenerate synonymous sites. Means, 95% confidence intervals and significance were obtained by bootstrapping by site 1,000 times. Significance was assessed between wAGR and wRHG and between eAGR and eRHG in c and e, and for all pairwise comparisons involving wRHG in d. Non-adjusted P values are shown: *P < 10 −3 . Table 4 and Supplementary  Note 3) . Specifically, we obtained significant support, based on ratios of ancestral to current N e , for a recent bottleneck in both wRHG and eRHG populations, and for a recent expansion of wAGR and EUR populations (that is, N aRHG /N RHG > 1, whereas N aAGR /N wAGR and N aEUR /N EUR < 1; P < 0.05; Supplementary Table 5 ). The estimated parameters for the effective strength of migration (2Nm) were also mostly similar between the branching models (Supplementary  Tables 4 and 6 ). We inferred that the average migration between the ancestors of RHG and AGR was limited, but significantly higher than zero (P < 0.05). However, over the past 10,000-20,000 years, migration between RHG and AGR increased markedly (for all models, 2Nm > 17 for western groups and 2Nm > 8 for eastern groups; P < 0.05) (Fig. 2 , Supplementary Table 4 and Supplementary Note 3).
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Differences in the efficacy of purifying selection across populations. We explored whether the different demographic histories of RHG and AGR affected the efficacy with which deleterious alleles were purged by natural selection. First, we assessed the deleteriousness of variants using a method based on sequence conservation (genomic evolutionary rate profiling-rejected substitution (GERP RS)) 40 , which avoids reference-bias effects 7 . We compared, across populations, the SFS of non-synonymous-derived mutations assigned to different GERP RS score classes (Fig. 3a) and their proportion in different frequency bins (Fig. 3b) . We observed that singletons in EUR are enriched in mutations with GERP RS > 4 (that is, predicted slightly-to-moderately deleterious mutations) relative to African populations, while singletons in RHG are slightly depleted in mutations with GERP RS > 4 relative to AGR (Fig. 3b) .
To test whether the observed population differences in deleterious SFS result from a difference in the efficacy of purifying selection among populations, we used model-based approaches to infer the distribution of fitness effects (DFE) of new non-synonymous mutations, as implemented in ∂ a∂ i/Fit∂ a∂ i and DFE-α [41] [42] [43] (Supplementary Table 7) . We explicitly incorporated a three-epoch model of non-equilibrium demography and a gamma distribution of deleterious mutations with additive effects (see Methods and Supplementary Table 8) . Because the results obtained with ∂ a∂ i/Fit∂ a∂ i and DFE-α were very similar (Supplementary Table 7 ) and the fit of the demographic and selection models to the data was excellent for ∂ a∂ i/Fit∂ a∂ i ( Supplementary Figs. 11 and 12 ), we present the results using ∂ a∂ i/Fit∂ a∂ i only.
First, we summarized the inferred DFEs by computing the proportion of mutations assigned into four selection strength (N e s) ranges (0-1, 1-10, 10-100 and > 100, corresponding to neutral, weakly, moderately and strongly deleterious mutations, respectively). The inferred DFE histogram showed that the fraction of mutations in the neutral range of N e s ~ 0-1 was almost identical across populations, whereas a larger fraction of new mutations was expected to be strongly deleterious to lethal (N e s > 100) in Africans than Europeans (Fig. 4a) . We then calculated the ratio of the fixation probability (u) for a new deleterious mutation versus a neutral mutation (u del /u neu ; Supplementary Notes 4 and 5) to quantify the relative strength of selection versus drift (that is, a small u del /u neu ratio means greater efficacy of selection) 4 . We found that the inferred u del /u neu was almost identical across populations (Fig. 4b) . More generally, the strong leptokurtic shape of the inferred DFEs suggests that differences between populations in u del /u neu are limited given their modest differences in average N e (see average effective population size over the three-epoch demographic history (N w ) estimates; Supplementary Note 4 and Supplementary Table 7) , even when assuming the same underlying distribution for s across populations (Fig. 4c) .
Together, our results show that the limited population differences in the allele frequency distribution of deleterious mutations are compatible with a similar efficacy of selection for purging new additive deleterious mutations across populations.
Expected temporal trajectories of the mutation load. We performed simulations to explore how mutation load has changed through time as a function of the recent demography of RHG, AGR and EUR populations and for the additive (dominance coefficient, h = 0.5) and recessive (h = 0) models of dominance. Our simulations suggested that under an additive model the load is fairly insensitive to the demographic changes experienced through time by the studied populations (Fig. 5a,b Fig. 2 | inferred demographic models of the studied populations. a, EUR-first branching model, in which ancestors of EUR (aEUR) diverged from African populations before the divergence of the ancestors of RHG (aRHG) and AGR (aAGR). b, RHG-first branching model, in which aRHG were the first to diverge from the other groups. c, AGR-first branching model, in which aAGR were the first to diverge from the other groups. We assumed an ancient change in the size of the ancestral population of all humans (ANC). We assumed that each subsequent divergence of populations was followed by an instantaneous change in the effective population size (N e ). We also assumed that there were two epochs of migration between the following population pairs: wAGR/aAGR and wRHG/aRHG, eAGR/aAGR and eRHG/aRHG, and EUR and eAGR/aAGR. The figure labels correspond to the parameters of the model estimated by maximum likelihood and the 95% confidence intervals assessed by bootstrapping by site 100 times (Supplementary Table 4 ). Vertical arrow corresponds to the direction of time, from past to present, with divergence times given on the left and expressed in thousand years ago (ka). Effective population sizes (N) are given within the diagram and expressed in thousands of individuals. Bold horizontal arrows indicate an estimated parameter for the effective strength of migration 2Nm > 1, while thin horizontal arrows indicate 2Nm ≤ 1.
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; Supplementary Fig. 15 ). By contrast, the impact of demography on mutation load is more severe under a recessive model of dominance ( Fig. 5c and Supplementary Figs. 13 and 14) , although its extent depends on the selection coefficients of the mutations considered ( Supplementary  Fig. 15 ). Specifically, after a bottleneck, strongly deleterious-to-lethal recessive mutations can be found at the homozygous state, leading to a higher yet transient mean mutation load, as these homozygous mutations are eliminated at a higher rate per generation. Indeed, our simulations predicted that the duration of the bottleneck for EUR, together with their recent expansion, was sufficient to overcome the transient surge in load contributed by strongly deleterious-tolethal recessive mutations (Supplementary Fig. 15 ). Conversely, the recent collapse experienced by RHG, which has not been accompanied by recovery, results in a present recessive load that is expected to be higher than in AGR and EUR ( Fig. 5c and Supplementary  Figs. 13 and 14) . However, the magnitude of the increase in the load of RHG compared with EUR would depend on the fraction of new deleterious recessive mutations that are strongly deleterious to lethal relative to the fraction of weakly-to-moderately deleterious mutations ( Supplementary Fig. 15c ). Weakly-to-moderately deleterious mutations contribute more to the mutation load of EUR than to the mutation load of RHG, due to the prolonged bottleneck of EUR that allowed these mutations to reach higher frequencies through drift ( Supplementary Fig. 15c ).
Finally, we investigated whether gene flow may have attenuated population differences in mutation load by performing simulations 
5-95%
GERP RS (-2 to 2) GERP RS >6 GERP RS (4 to 6) GERP RS (2 to 4) , assuming a three-epoch demography fitted with ∂ a∂ i to the unfolded synonymous SFS and a gamma distribution model for the DFE fitted with Fit∂ a∂ i to the unfolded non-synonymous SFS for each population separately. b, Ratio of the fixation probability of a new deleterious mutation relative to a neutral mutation (u del /u neu ) inferred for each population. c, Relative u del /u neu for a given ratio in N e between two populations (PopA and PopB), assuming the DFE inferred for wAGR, eAGR, wRHG, eRHG and EUR. We used non-CpG sites, and 95% confidence intervals, represented by the error bars in a and b, were calculated by bootstrapping by site 100 times.
NAtUre eCology & evolUtioN
with migration set to zero ( Fig. 5d and Supplementary Figs. 13-15). Interestingly, removing migration had no impact on the additive mutation load, but increased the recessive mutation load, particularly for RHG ( Fig. 15 ).
Exploring present-day mutation load and the dominance of deleterious variation. Because our simulations indicated that population differences in mutation load at the present time are dependent on the dominance model assumed, next, we sought to gain insight into the most likely model of dominance of deleterious mutations segregating in our dataset. We thus compared observed summary statistics for different classes of sites with expectations of these statistics generated with simulations under different dominance models. Specifically, we compared the per-individual number of derived alleles (N alleles ) and homozygous genotypes (N hom ) between populations-two statistics previously used to quantify mutation load under additive and recessive dominance models 7,9,22 and reported to be informative for the dominance of deleterious mutations 44 -for variants stratified into different classes of GERP RS scores. Of note, N alleles and N hom were not affected by sequencing quality ( Supplementary  Fig. 16 ) and were examined for all sites and non-CpG sites separately.
Under an additive model, non-synonymous N alleles is expected to be similar across populations, while under a fully recessive model non-synonymous N alleles is expected to be lower in EUR than in Africans-a pattern that is further accentuated with increasing selective coefficients (Fig. 6a) . In agreement with expectations under the additive model, observed population differences in non-synonymous N alleles did not exceed 2% and were not significant for any population comparison or GERP RS categories (Fig. 6b) . Similar results were obtained using independent annotation software to predict the fitness effects of mutations 45 , or when considering variants in the genes responsible for dominant and recessive diseases separately (Supplementary Figs. 17 and 18 and Supplementary Notes 6 and 7). The ratio of N alleles was not significantly different from 1 and did not exceed 8% for loss-of-function (LOF) mutations, which are expected to be enriched in deleterious variants ( Supplementary Fig. 19 ).
In contrast with N alleles , expectations for N hom were generally very similar under different models of dominance and were not distinguishable from the observed data ( Supplementary Fig. 20 ). Observed N hom was more than 20% higher in Europeans than Africans, but much smaller differences in N hom were observed between RHG and AGR: non-synonymous N hom was about 2-4% lower in wRHG than AGR and ~1-4% higher in eRHG than other African populations ( Supplementary Fig. 20 Fig. 13 ) and the DFE inferred for EUR ( Supplementary Fig. 14) .
N alleles and N hom when considering deleterious non-coding variants present in our extended exome dataset ( Supplementary Fig. 21 ). We also searched for an effect of gene flow between AGR and RHG on mutation load, as expected from simulations under the recessive model, by examining N alleles and N hom as a function of AGR ancestry in RHG individuals. We attempted to enrich for recessive mutations by focusing on variants located in genes previously associated with recessive diseases (Supplementary Note 7). We did not detect a significant correlation between the non-synonymous to synonymous ratio of N alleles and N hom and AGR ancestry ( Supplementary  Figs. 22-24) , possibly reflecting the difficulty in isolating recessive deleterious mutations. Finally, although the studied populations displayed variable levels of parental relatedness, we found no evidence for population differences in the distribution of deleterious variants across runs of homozygosity (ROH) (Supplementary Note 8 and Supplementary Figs. 25-27) .
Collectively, the observed limited differences in N alleles and N hom across populations suggest that the majority of deleterious alleles segregating in RHG, AGR and EUR present a model of dominance that is not fully recessive, resulting in no detectable differences in mutation load among these human groups.
Discussion
Several demographic models have been previously proposed to explain the history of rainforest hunter-gatherers and farmers from central Africa [29] [30] [31] [32] [33] 35, 46 . Our estimation that the ancestors of RHG and AGR diverged 98 to 140 thousand years ago (ka) is compatible with previous estimations [29] [30] [31] 35 once the models are recalibrated using recent estimates of mutation rate and generation time (Supplementary Table 9 ). These results support a deep divergence time between the ancestors of contemporary rainforest hunter-gatherers and agricultural groups. Furthermore, the similar likelihoods obtained for the three branching models suggest that the ancestors of RHG, AGR and EUR diverged from each other at around the same time (~85-140 ka). This coincides with a period of major climate change (for example, megadroughts dated between 75 and 135 ka) 47 , which probably promoted population isolation and ancient structure on the African continent.
Our demographic inference indicates that the effective population size of RHG was at least as large as that of the ancestors of AGR for most of their evolutionary past. This suggests that RHG groups were more demographically successful, or more interconnected by gene flow, in the distant past than in the most recent millennia, as has also been suggested for the KhoeSan hunter-gatherers of southern Africa 48, 49 . More recently, RHG have experienced major size reductions while AGR have experienced mild expansions, accompanied by a marked increase in gene flow between them. Overall, our results extend earlier findings by providing parameter estimates for more complex demographic models than previously investigated [29] [30] [31] [32] , thus characterizing the history of African RHG and AGR over the past 150,000 years more realistically.
The impact of population growth and decline on the efficacy of purifying selection and the burden of deleterious mutations in humans has been the subject of intense research over the past few years [5] [6] [7] [8] [9] [10] [11] [12] [13] 22, 23, 25 . Our estimates for the ratio of the average fixation probability of new deleterious mutations over neutral mutations (u del /u neu ) suggest that the efficacy of selection for removing deleterious mutations has been very similar across populations, when assuming an additive model of dominance. Although we analysed non-synonymous variants for the estimation of u del /u neu , we would expect our results to generalize to deleterious variants in non-coding DNA if their underlying DFE is as leptokurtic as that of , the error bars represent the 95% confidence intervals that were calculated by dividing the exome data into 1,000 blocks and carrying out bootstrap resampling of blocks 1,000 times. The non-adjusted P value obtained by testing for observed ratios different from 1 was never equal to or lower than 10 -3
, which was our required threshold for significance due to the large number of tests performed.
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non-synonymous sites. Furthermore, our simulations of the temporal trajectory of mutational load predict almost identical trajectories for all populations under the additive model. Under the recessive model of dominance, the trajectory of mutational load indicates that the population decline experienced by Europeans and African hunter-gatherers led to a surge in load. Although the European bottleneck was sufficiently long-lasting to overcome the transient surge in load contributed by strongly deleterious mutations, its long duration led to an increase in load contributed by weakly deleterious mutations. In contrast, the more recent collapse of African hunter-gatherers has led to an increased load at present, relative to African farmers, which is mainly contributed by strongly deleterious mutations. This prediction would imply an increased genetic risk for diseases for African hunter-gatherers (Supplementary Note 9 and Supplementary Table 10 ) and could theoretically further exacerbate their population size decline. Yet, as we demonstrate with simulations, increased gene flow from neighbouring farmers is possibly counteracting the effect of the recent collapse of hunter-gatherers on their present and future mutation load.
We also examined whether an additive or recessive model of dominance was more compatible with empirical data by comparing the number of deleterious alleles per individual (N alleles ) for observed versus simulated data 44 . A fully recessive model predicts patterns of N alleles that are incompatible with our observed data for deleterious coding and non-coding variants, especially for comparisons involving Europeans. This clearly suggests that a partially-recessive-toadditive model is more realistic for our dataset. In the light of this, we expect differences in load between hunter-gatherer and farmer populations to be less pronounced than predicted by the fully recessive model. However, a quantitative conclusion for the mutation load of African hunter-gatherers at the present time would strongly depend on the precise estimation of the average or even the full distribution of dominance coefficients, for which we have little a priori knowledge 21, 50 .
In conclusion, our study highlights the unique and under-studied demography of a population group that had a historically large effective population size, but has recently experienced a strong decline. Because such a demographic history probably characterizes many other small-sized populations, we expect our conclusions on mutation load to apply to other African hunter-gatherers, as well as to non-African groups who have experienced recent bottlenecks. These populations are predicted to have an increased recessive load at present times, particularly if they are isolated and have not experienced substantial gene flow from expanding populations. By jointly modelling the genomic diversity of ancient and modern populations with contrasting demographic histories and various levels of admixture, future studies on the dynamics of the mutation load will provide new insights into the probable dominance model of deleterious mutations and their impact on population differences in disease risk. Exome sequencing and quality controls. We sequenced the exome of 314 African samples and processed these data together with 101 European individuals 36 . All samples were sequenced with the Nextera Rapid Capture Expanded Exome Kit, which delivers 62 megabases of genomic content per individual, including exons, untranslated regions and microRNAs. Using the GATK Best Practices recommendations 54 , read pairs were first mapped onto the human reference genome (GRCh37) with Burrows-Wheeler Aligner version 0.7.7 (ref. 55 ) and reads duplicating the start position of another read were marked as duplicates with Picard Tools version 1.94 (http://broadinstitute.github.io/ picard/). We used GATK version 3.5 (ref. 56 ) for base quality score recalibration ('BaseRecalibrator'), insertion/deletion (indel) realignment ('IndelRealigner'), and SNP and indel discovery ('Haplotype Caller') for each sample. Individual variant files were combined with 'GenotypeGVCFs' and filtered with 'VariantQualityScoreRecalibration' .
Methods
As criteria to remove low-quality samples, we required at least 40× mean depth of coverage (3 excluded samples), 85% of the positions in the BAM file to be covered at 5× minimum (8 excluded samples) and a total genotype missingness lower than 5% (1 excluded sample) (Supplementary Fig. 6 ). In addition, we checked for unexpectedly high or low heterozygosity values suggesting high levels of inbreeding or DNA contamination, and excluded 3 additional individuals presenting heterozygosity levels 4 s.d. higher than their population average (Supplementary Fig. 6 ). We thus retained exome data from 400 individuals, with an average depth of coverage of 68× , ranging from 40× to 168× , and an individual breadth of coverage above 5 × for 93% of the exome target on average, ranging from 85 to 97%. Finally, we removed indels and discarded from the 768,143 SNPs obtained those that: (1) were not biallelic, (2) presented missingness above 5%, (3) were monomorphic in our sample, (4) were located on the sex chromosomes, (5) presented a Hardy-Weinberg test P value < 10 −3 in at least one of the populations and (6) had an unknown ancestral state using the 6-EPO multi-alignment from Ensembl Compara version 59, which was used to obtain the ancestral and derived allele of each variant. The application of these quality-control filters resulted in a final dataset of 488,653 SNPs (406,270 SNPs segregating in African populations and 82,383 European-specific SNPs). We intersected the variants with SNP database (dbSNP) build 149 and identified 67,037 previously unreported SNPs segregating in African populations.
We also examined whether variation in individual missingness affected the per-individual number of homozygotes (N hom ) or alleles (N alleles = N het + 2 × N hom ) and found a significant correlation between individual missingness and these parameters. We thus allowed no missingness and required a depth of coverage of at least 5× for each variant across all individuals, leading to a filtered dataset of 382,786 SNPs. To test the influence of depth of coverage on the detection of SNPs, we explored the correlation between the per-individual mean and variance of coverage and the number of SNPs identified per individual and observed no significant correlation (Supplementary Fig. 16 ). This filtered dataset was then employed for all analyses that used per-individual genotypes and allele counts.
Functional annotation of variants.
To annotate synonymous and nonsynonymous variants in our dataset, we first obtained a bed file with genomic coordinates of exons for each canonical transcript from the University of California, Santa Cruz genome browser (http://genome.ucsc.edu/) with the ' Table' browser feature track from the 'KnownCanonical' University of California, Santa Cruz genes table. We then used a custom script to parse the concatenated exons of each transcript, codon by codon, and annotate sites within each codon as zerofold or fourfold degenerate according to the genetic code. The annotation of LOF variants was performed using the Ensembl Variant Effect Predictor (VEP version 84). Only stop-gained and splice-disrupting variants were considered. Frameshift variants were not detected because of preliminary filters removing indels. We applied the Loss-of-Function Transcript Effect Estimator plugin (LOFTEE; available at https://github.com/konradjk/loftee) to attribute high or low confidence to the LOF variants. With LOFTEE, we filtered out LOF mutations known to be false positives, such as variants near the end of transcripts and in non-canonical splice sites, and kept only functional annotations based on the transcript having the highest confidence label.
Additionally, to assess the biological impact of each variant, we used the conservation-based scores computed by the algorithm GERP on an alignment of 35 mammals 40 . Positive GERP RS scores indicate a high degree of conservation and, therefore, a high probability for variants at conserved sites to be deleterious. We stratified non-synonymous variants in 4 different classes of GERP RS scores, − 2 to 2, 2 to 4, 4 to 6 and > 6, which have previously been used to assign variants as neutral, weakly, moderately and strongly deleterious, respectively 7 . We also assessed variant deleteriousness using independent functional annotation software that estimates 'fitness consequences' (fitCons) scores by integrating information from both evolutionary data and cell-type-specific functional genomic data 45 (Supplementary Note 6). Finally, we identified variants located in genes associated with known dominant or recessive genetic diseases using the Online Mendelian Inheritance in Man catalogue 57 (Supplementary Note 7).
Genetic diversity of hunter-gatherer and agriculturalist populations. We computed several summary statistics on synonymous sites. Watterson expected nucleotide diversity (θ W ), pairwise nucleotide diversity (θ π ) and Tajima's D were calculated based on SFS 58 with custom R scripts. Confidence intervals and P values for comparisons of these summary statistics between populations were computed by bootstrapping 1,000 times and resampling sites with replacement.
Linkage disequilibrium between sites. We calculated the levels of linkage disequilibrium in wAGR, wRHG and EUR (each with n = 100) using PLINK 59 ,
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between all possible pairs of SNPs in 1-megabase-pair windows sliding along the genome. Only SNPs with a minor allele frequency > 5% were considered. We used the square correlation coefficient between SNP pairs (r²). For each SNP, we retrieved its maximum r 2 value with other SNPs located in the same gene and its maximum r 2 value with SNPs located in the surrounding genes and contrasted both distributions. Linkage disequilibrium decay with physical distance was assessed in the same population groups by calculating the average r 2 value of SNP pairs separated by a given distance, binned into 2,000 intervals. We discarded bins containing fewer than 50 SNP pairs.
SFS.
Our demographic and selection inferences were based on fitting models to unfolded and folded SFS data. To obtain the SFS for non-synonymous and synonymous site classes, we created a variant-call format file containing variant and invariant sites and kept loci with at least 5× coverage, and allowed no missingness across individuals. We then used PGDspider 60 to transform our variant-call format (VCF) files to arlequin project (ARP) files, and used Arlequin version 2.5 (ref. 61 ) to calculate one-dimensional SFS per population, as well as pairwise two-dimensional SFS.
Demographic inference. To estimate parameters of demographic models, we used the programme fastsimcoal2 version 2.5.2.21 (http://cmpg.unibe.ch/software/ fastsimcoal2/) 62 . fastsimcoal2 performs coalescent simulations to approximate the likelihood of the data given a certain demographic model and specific parameter values. Maximization of the likelihood is achieved through several cycles of an expectation maximization algorithm. Therefore, it is critical to perform several simulations to approximate with high precision the likelihood, enough cycles of the expectation maximization algorithm to ensure the maximum was reached and several independent replicate estimations to ensure the global maximum likelihood was found. For all our point estimates, we performed 500,000 simulations, 30 cycles of the expectation maximization and 100 replicate runs from different random starting values. We recorded the maximum likelihood parameter estimates that were obtained across replicate runs. For calculation of confidence intervals, we fitted the demographic models to resampled SFS data obtained by bootstrapping 100 times by site using Arlequin 61 . Parameter inference for each bootstrap replicate was achieved by performing 500,000 simulations, 20 cycles of the expectation maximization and 20 replicate runs from different starting values.
We used non-CpG fourfold degenerate synonymous sites from 21,782 genes for our demographic inferences, and a total of 2,383,014 invariant and 223,356 variant sites passed quality filters. We used these data to generate one-dimensional folded SFS for each population and two-dimensional folded SFS for each pair of populations with Arlequin 61 . We fitted two types of demographic models to the SFS data, assuming a mutation rate of 1.36 × 10 −8 per site per generation (that is, the mutation rate inferred for non-CpG sites) 63 and a generation time of 29 years
64
. First, three-epoch models of demographic change were fitted to the one-dimensional SFS of each population to obtain rough approximations of the size changes that each population had experienced. Second, we fitted complex models including splits, gene flow and size changes to the pairwise SFS of all the sampled populations. For these computations, we assumed that pairwise SFS are independent and, therefore, fastsimcoal2 computed a composite likelihood. The maximum likelihood method employed by fastsimcoal2 assumes that sites are unlinked; therefore, it calculates the full likelihood of the data by multiplying the likelihood for each site. Since we used only a few SNPs per gene and, assuming that on average there is no substantial linkage between genes ( Supplementary Fig. 7 ), we expect that the assumption of fastsimcoal2 that sites are unlinked is reasonable for our dataset.
We used fourfold degenerate synonymous sites for demographic inference because they are, among all sites in our data, the least likely site class to be directly under natural selection. We expect, however, that linked selection (that is, background or positive) on the tightly linked non-synonymous sites might have impacted the diversity and shape of the synonymous SFS and, particularly, the variance of these statistics among sites 65, 66 . Using the average folded SFS across sites for demographic inference, and not variance statistics, we reduced the potential impact of linked selection on our inference. Moreover, the effects of background selection on introducing bias for inference of population size changes are most severe when the strength of linked selection is weak to moderate (N e s = 2-20) 65 . The strongly leptokurtic DFE expected for non-synonymous sites would predict that the proportion of non-synonymous mutations in this N e s range is rather small (10-20%) 67, 68 ; thus, we would not expect a substantial bias on the population size change estimates. For migration rates, strong background selection can improve estimation 65 . Furthermore, in humans, who have a large recombining genome, we would expect positive selection to impact demographic inference only if it is highly pervasive and mostly occurring through de novo mutations 66 -a scenario that is highly unrealistic 69 . Finally, we expect that the confidence intervals on the demographic parameters, which were computed by bootstrapping by site, should reflect some of the uncertainty over the parameter estimates introduced by background selection or selective sweeps.
DFEs of new mutations.
We used methods implemented in ∂ a∂ i/Fit∂ a∂ i 41, 42 and DFE-α version 2.15 (ref. 43 ) to infer the DFE of new non-synonymous mutations. Both methods fit a demographic model to a class of sites that is assumed to be neutral and, conditional to the demographic model inferred, fit a gamma DFE model to the SFS of the focal class of sites. We used unfolded SFS for the analysis of ∂ a∂ i/Fit∂ a∂ I, accounting for ancestral misspecification, and folded SFS for the analysis of DFE-α. DFE estimation with DFE-α and analogous methods has been shown to be generally robust to linked selection when using SFS of neutral and focal classes that are interdigitated; that is, synonymous and non-synonymous sites 70, 71 . Therefore, we used the synonymous and non-synonymous SFS as neutral and focal classes, respectively. We fit a three-epoch demographic model to synonymous SFS per population (Supplementary Table 7) , yielding broadly consistent results with those generated by fastsimcoal2 based on one-dimensional SFS (Supplementary Note 2 and Supplementary Table 8 ). Both methods infer the mean (E(s)) and shape (β) of a gamma distribution DFE model fit on the nonsynonymous SFS, accounting for demography. We assumed that new mutations reduce the fitness of the heterozygotes by s/2 and the homozygotes by s. Because ∂ a∂ i/Fit∂ a∂ i assumes that the fitness of homozygotes is reduced by 2s, we multiplied ∂ a∂ i/Fit∂ a∂ i estimates for E(s) by 2. We calculated a weighted N e over the inferred demographic changes through time (Supplementary Note 4) and interpolated the proportion of mutations that are assigned to four N e s ranges (0-1, 1-10, 10-100 and > 100) corresponding to neutral, weakly selected, strongly selected and lethal mutations, respectively. We computed the average fixation probability of a new mutation (u) by integrating over the DFE inferred for each population separately and weighting by N w inferred by ∂ a∂ i (Supplementary Note 4) . We computed the fixation probability of a new deleterious mutation (u del ) and calculated the ratio of u del over the fixation probability of a neutral mutation (u neu ) as a way to quantify the relative strength of selection versus drift at removing deleterious mutations (Supplementary Note 5). The estimation u del /u neu has been shown to be rather robust to misspecification of the DFE model when assuming a gamma distribution 70 . We calculated confidence intervals for estimated parameters by bootstrapping by site 100 times. . Here, we measured the genetic load due to deleterious mutations; that is, the mutation load. We assumed that each mutation contributes to an average population fitness reduction of = + − l s hq h q (2 (1 2 ) ) 2 , where q is the derived frequency of the mutation, s is the selection coefficient against the mutation and h is the dominance coefficient. We assumed that effects across loci combine multiplicatively; thus, the total mutation load can be obtained by multiplying the reduction in fitness contributed by each locus (1 -l) . This product can be well approximated 34 by the exponential of the sum of the loads across m loci:
Simulations of trajectories of the mutation load. We performed forward simulations with the software SLiM version 2.2.1 (ref.
72
). We simulated all five populations jointly under the best-fitting demographic model inferred with fastsimcoal2 (RHG-first), but examined how the results would change under another branching model (EUR-first). We assumed a mutation rate of 1.36 × 10 −8 mutations per base pair and a recombination rate of 10 −8 crossovers per base pair per generation. We assumed a realistic genome structure of 20 unlinked chromosomes, each composed of 1,000 genes, separated by 50 kilobase pairs of intergenic regions, with each gene containing 8 exons of 100 base pairs separated by 5 kilobase pairs of intronic sequence. We assumed that each exon was composed of three-base-pair codons, whose first two sites were under selection (non-synonymous) and third evolved neutrally (synonymous). Intergenic and intronic regions were assumed to evolve neutrally. We also assumed that the DFE for non-synonymous sites was the one inferred for wAGR with ∂ a∂ i/Fit∂ a∂ i-a gamma distribution with E(s) = 0.083 and β = 0.14-since this population had the simplest demography and was therefore the best to use for extrapolating the distribution of s from the inferred distribution of N e s. However, we also examined how our results would change under a different DFE (E(s) = 0.018 and β = 0.175). In the simulations, we ran an initial burn-in phase of 8N generations to reach equilibrium. After the initial burn-in phase, the simulations were run for an additional 6,710 generations comprising the recent history of the five modelled populations. We sampled the mutations segregating in the whole populations every 300 generations and also sampled individuals from the 5 populations at the present time, with the sample sizes matching those of our data (n = 100 for wAGR, wRHG and EUR, and n = 50 for eAGR and eRHG). In some cases, when we had rapid fluctuations in the inferred mutation load, we also took samples at smaller generation intervals (that is, every 50 or 100 generations) to ensure that the trajectory was accurate. To speed up the simulations, we used a rescaling procedure, where the population sizes and generation times were divided by ten, whereas the recombination rate, mutation rate, migration rates and selection coefficients were multiplied by ten. We do not expect this procedure to impact the accuracy of the simulations, since we calculated only ratios between populations for quantities such as mutation load and summary statistics.
Summary statistics for approximating the mutation load. We used summary statistics based on individual genotypic data to approximate the mutation
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load: the number of deleterious alleles in each individual as N alleles = N het + 2 × N hom , with N het and N hom corresponding to the numbers of heterozygous and homozygous genotypes, respectively 7, 22 . We also stratified N alleles and N hom for putatively deleterious variants into several functional categories, including non-synonymous variants, variants with GERP RS in different classes 40 and LOF mutations. The significance of population differences in per-individual observed and simulated genotype counts was assessed by estimating the confidence interval of ratios between population pairs. Confidence intervals for observed data were calculated by paired bootstrapping: we split the SNP data into 1,000 blocks and resampled, with replacement, 1,000 times. This approach takes into account the variance introduced by demographic processes 21, 73 . The predictions for N alleles and N hom for deleterious mutations stratified in ranges of selection coefficients were generated with simulations under additive (h = 0.5), recessive (h = 0) and partially recessive models (h = 0.25) for sample sizes matching the observed data. For these simulations, we assumed the RHG-first demographic model and a single underlying DFE for s across populations (that is, the DFE of wAGR). Given the multiple between-population comparisons performed for the observed data, we required a non-adjusted P value ≤ 10 −3 to declare significance.
ROH.
We searched for ROH along the genome of all individuals using the sliding window approach implemented in PLINK 59 on the SNP genotyping data. The whole genome of each sample was explored using sliding windows of 50 SNPs, and ROH were detected if the 50 SNPs were homozygous, with the possible exception of two heterozygous and five missing genotypes. Various minimum lengths were tested to define ROH regions. Finally, we allowed any length of ROH regions and discerned inbreeding from strong linkage disequilibrium on homozygous segments by classifying ROH in two size classes, adapted from ref. 74 . Class A ROH were 0-0.5 megabases in length and are attributable to high levels of local linkage disequilibrium likely to be generated by small population sizes. Class B ROH were > 0.5 megabases in length, resulting from background relatedness due to limited population size or recent inbreeding.
Hotspots and coldspots of recombination. We defined regions of high recombination rates and coldspots of recombination using the full list of autosomal regions provided in ref. 75 . We obtained the intersections of the positions of each SNP in our dataset with the coordinates of high recombination rates and coldspots of recombination regions, and assigned them to one of the two categories.
Clinically relevant variants.
To detect clinical variants with validated pathogenicity in the exomes of the African populations, we intersected the set of 406,270 SNPs segregating in the RHG and AGR groups with the curated ClinVar database (https://www.ncbi.nlm.nih.gov/clinvar/docs/maintenance_use/) 76 . We considered ClinVar entries with the most supported evidence for clinical significance, recorded as '5-Pathogenic'. We therefore identified a total of 334 pathogenic variants distributed in 251 genes and mostly segregating at a derived allele frequency lower than 3% (Supplementary Note 9).
Life Sciences Reporting Summary. Further information on experimental design is available in the Life Sciences Reporting Summary.
Code availability. A complete description of the programmes and models used in this study is provided in the Methods and Supplementary Information. Custom scripts used to parse and analyse the data are available upon request from the corresponding authors.
Data availability. The newly generated exome sequencing data for the central African rainforest hunter-gatherers and agriculturalists (n = 300) have been deposited in the European Genome-phenome Archive under accession code EGAS00001002457. Exome sequencing data for the European population (n = 100) are available under accession code EGAS00001001895. Life Sciences Reporting Summary Nature Research wishes to improve the reproducibility of the work that we publish. This form is intended for publication with all accepted life science papers and provides structure for consistency and transparency in reporting. Every life science submission will use this form; some list items might not apply to an individual manuscript, but all fields must be completed for clarity. Table 1 . We used a total of 400 samples from populations with different historical lifestyles: 100 Baka mobile rainforest hunter gatherers (wRHG) and 100 Nzebi and Bapunu sedentary farmers (wAGR) from Gabon and Cameroon in western central Africa, and 50 BaTwa rainforest hunter-gatherers (eRHG) and 50 BaKiga farmers (eAGR) from Uganda in eastern central Africa and 100 Belgians of European ancestry (EUR). Signatures for recent demographic events can only be detected if the full site frequency spectrum is obtained from sequencing data for relatively large sample sizes (>>10). Moreover, we performed analyses to characterize the efficacy of purifying selection. For these analyses accurate estimation of parameters depends on detection of low frequency (1-5%) deleterious variants which is possible only with rather large sample sizes (Keightley and Eyre-Walker 2010).
Data exclusions
Describe any data exclusions.
See Supplementary Note 1. Overall we sequenced the exome of 314 African samples, and processed these data together with 101 European individuals. As a criterion to remove lowquality samples, we required at least 40x of mean depth of coverage (3 excluded samples), 85% of the positions in the BAM file to be covered at 5x minimum (8 excluded samples) and a total genotype missingness lower than 5% (1 excluded sample) ( Supplementary Fig. 6 ). In addition, we checked for unexpectedly high or low heterozygosity values suggesting high levels of inbreeding or DNA contamination, and excluded 3 additional individuals presenting heterozygosity levels 4 SD higher than their population average ( Supplementary Fig. 6 ). We thus retained exome data from 400 individuals, with an average depth of coverage of 68x, ranging from 40x to 168x, and an individual breadth of coverage above 5x for 93% of the exome target on average, ranging from 85% to 97%.
Replication
Describe the measures taken to verify the reproducibility of the experimental findings.
The sampling strategy of this study allowed the comparison of a western RHG population (n=100) with a neighboring population of western AGR (n=100). All findings were replicated in a similar setting of populations on the eastern part of Central Africa, with the comparisons of an eastern RHG population (n=50) with a neighboring population of eastern AGR (n=50).
Randomization
Describe how samples/organisms/participants were allocated into experimental groups.
In the context of this study, individuals did not belong to experimental groups and have been grouped based on their historical modes of subsistence (hunter-gatherers vs agriculturalists).
Blinding
Describe whether the investigators were blinded to group allocation during data collection and/or analysis.
Not applicable.
Note: all in vivo studies must report how sample size was determined and whether blinding and randomization were used.
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Statistical parameters
For all figures and tables that use statistical methods, confirm that the following items are present in relevant figure legends (or in the Methods section if additional space is needed).
n/a Confirmed
The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement (animals, litters, cultures, etc.)
A description of how samples were collected, noting whether measurements were taken from distinct samples or whether the same sample was measured repeatedly A statement indicating how many times each experiment was replicated
The statistical test(s) used and whether they are one-or two-sided 
Software
Policy information about availability of computer code
Describe the software used to analyze the data in this study.
A complete description of the programs and models used in this study is provided in the Methods and Supplementary Information. All programs used are already published (GATK, bwa, fastsimcoal2, DFE-alpha, Arlequin, dadi/fitdadi), except some basic, home-made scripts for preparing input and parsing the output for these programs. All custom scripts are available upon request.
For manuscripts utilizing custom algorithms or software that are central to the paper but not yet described in the published literature, software must be made available to editors and reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). Nature Methods guidance for providing algorithms and software for publication provides further information on this topic.
Materials and reagents
Policy information about availability of materials
Materials availability
Indicate whether there are restrictions on availability of unique materials or if these materials are only available for distribution by a third party.
Not applicable

Antibodies
Describe the antibodies used and how they were validated for use in the system under study (i.e. assay and species). Not applicable
