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ABSTRACT
This article investigates errors in forecasts of the environment near an elevated mesoscale convective
system (MCS) in Iowa on 24–25 June 2015 during the Plains Elevated Convection at Night (PECAN)
field campaign. The eastern flank of this MCS produced an outflow boundary (OFB) and moved
southeastward along this OFB as a squall line. The western flank of the MCS remained quasi stationary
approximately 100 km north of the system’s OFB and produced localized flooding. A total of 16 ra-
diosondes were launched near the MCS’s eastern flank and 4 were launched near the MCS’s
western flank.
Convective available potential energy (CAPE) increased and convective inhibition (CIN) decreased
substantially in observations during the 4 h prior to the arrival of the squall line. In contrast, the model
analyses and forecasts substantially underpredicted CAPE and overpredicted CIN owing to their un-
derrepresentation of moisture. Numerical simulations that placed the MCS at varying distances too far
to the northeast were analyzed. MCS displacement error was strongly correlated with models’ un-
derrepresentation of low-level moisture and their associated overrepresentation of the vertical distance
between a parcel’s initial height and its level of free convection (DzLFC, which is correlated with CIN).
The overpredicted DzLFC in models resulted in air parcels requiring unrealistically far northeastward
travel in a region of gradual meso-a-scale lift before these parcels initiated convection. These results
suggest that erroneous MCS predictions by NWP models may sometimes result from poorly analyzed
low-level moisture fields.
1. Introduction
Nocturnal mesoscale convective systems (MCSs)
are responsible for a large percentage of warm season
rainfall in the central United States (Fritsch et al.
1986), and are capable of producing extreme rainfall
events and flash flooding (e.g., Moore et al. 2003;
Schumacher and Johnson 2005). Whereas daytime
convection frequently derives convective energy from
the planetary boundary layer (PBL) (these types of
systems are referred to as ‘‘surface based’’), nocturnal
MCSs often thrive in conjunction with a statically and
convectively stable PBL, and derive the majority of their
energy from layers of air above the PBL (Corfidi et al.
2008; these types of systems are referred to as ‘‘ele-
vated’’). The layer(s) of air that is the primary source of
air parcels that drive deep convective overturning—
often defined as the layer(s) where convective available
potential energy (CAPE) . 100 J kg21 and convective
inhibition (CIN) .2250 J kg21—is commonly referredCorresponding author: John M. Peters, jmpeters@nps.edu
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to as the effective inflow layer (EIL; Thompson et al.
2007). We refer to storms within an environment where
the lower bound of the EIL (as defined by the afore-
mentioned CAPE and CIN thresholds) is above the
earth’s surface as elevated. In this article, we use an
observational analysis of an elevated MCS’s near envi-
ronment to demonstrate how numerical weather pre-
diction (NWP)models’ moisture errors within anMCS’s
EIL influence the ability of these models to accurately
predict the MCS.
Horizontal and temporal variations in CAPE and
CIN influence an MCS’s intensity, what direction it
will move, the likelihood of theMCSmaintaining itself
(e.g., Crook and Moncrieff 1988; Coniglio et al. 2007;
Jirak and Cotton 2007; Trier et al. 2014a,b; Peters and
Schumacher 2016), and a storm’s ability to produce
hail (e.g., Brooks et al. 2003; Edwards and Thompson
1998; Jewell and Brimelow 2009), tornadoes (e.g.,
Smith et al. 2012; Thompson et al. 2012), and damaging
winds (e.g., Mahoney et al. 2009). The presence of
nonzero CIN implies that a parcel is negatively
buoyant prior to reaching its level of free convection
(LFC; the level after which an ascending parcel at-
tains positive buoyancy relative to its surrounding
environment). This negative buoyancy serves as
a hindrance to air parcels entering deep convective
updrafts. An upward-oriented perturbation pressure
gradient force is required to overcome negative
buoyancy and drive these air parcels to their LFCs.
Convection is therefore relatively difficult to initiate
and sustain in environments with large CIN values,
given that a limited range of atmospheric phenomena
produce lifting strong enough to overcome high CIN.
In contrast, convection is more easily initiated and
sustained in environments with very low CIN, given
that even modest upward displacements may initiate
or sustain convection (e.g., Crook and Moncrieff
1988; Trier et al. 2011; Keene and Schumacher 2013;
Lane and Moncrieff 2015).
CAPE and CIN can change quickly with space and
time, and these changes impact storm behavior. For in-
stance, relatively small moisture and temperature
changes at a given location may result in comparatively
large changes to CAPE and CIN at that location owing
to the highly nonlinear relationships between CAPE
and CIN and a parcel’s temperature and moisture con-
tent at its origin level. These CAPE and CIN responses
to moisture may subsequently change the depth of an
MCS’s EIL (Thompson et al. 2007; Schumacher 2015b;
Schumacher and Peters 2017). EIL changes have been
shown to influence MCS’s location and precipita-
tion characteristics (Schumacher 2015b; Schumacher
and Peters 2017). This is most notable for elevated
MCSs, given that gradual (e.g., of order 10–50 cm s21)
meso-b-scale (of order 20–200 km) to meso-a-scale
(of order 200–1000 km) lift in the lower atmosphere is
often the driving mechanism in the initiation and up-
wind propagation of elevated MCSs (e.g., Trier et al.
2010; Peters and Schumacher 2015a, 2016). Longer
residence times of air parcels (and subsequently larger
horizontal distances traveled) are required in regions
of gradual lifting for them to reach their LFCs when
CIN is large, than when CIN is comparatively small
(e.g., Trier and Parsons 1993; Peters and Schumacher
2015a, 2016). Furthermore, there are frequently situa-
tions in elevated convective environments where the
vertical location of the maximum atmospheric lift does
not coincide with the minimum CIN in the presence
of a feature. In these scenarios, flow with nonnegligible
CAPE may interact with an OFB without CI occurring
(e.g., Peters and Schumacher 2016). Adequate repre-
sentation of the moisture and thermodynamic fields
that regulate CIN in numerical weather prediction
(NWP) models is therefore essential for accurately
predicting the behavior and location of elevated MCSs.
It is often difficult for NWP models to accurately cap-
ture the small spatial (e.g., of order 10 km) and tem-
poral (e.g., of order 10min) variability in these
quantities, and these difficulties in predicting CIN and
CAPE likely translate to errors in the NWP model’s
predictions of convective behavior (e.g., Zhang et al. 2003;
Melhauser and Zhang 2012; Schumacher 2015a; Peters
and Schumacher 2016).
Themajority of our current understanding of elevated
MCS environments originates from numerical modeling
experiments and the examination of coarsely gridded
analysis products. High-resolution in situ observations
of nocturnal MCSs and their EILs are essential to
identifying potential sources of errors in numerical
forecasts of elevated MCSs, and the analysis of such
observations are currently lacking in the scientific liter-
ature. This literary gap exists because the necessary
observations required for analyzing elevated MCS en-
vironments are difficult to obtain. For instance, regular
upper-level observations of temperature, moisture, and
wind are taken via radiosondes with a spatial density of
100–1000km, and at a temporal frequency of once per
12 h per observation site. This observational frequency is
insufficient to observe elevated EILs in a meaningful
way, given that the spatial and temporal scales of vari-
ability associated with MCS are on the order of
10–100km and 1–60min, respectively. The Plains Ele-
vated Convection at Night (PECAN; Geerts et al. 2016)
experiment in 2015 aimed to provide the necessary data
to fill this knowledge gap by observing MCSs in their
nocturnal environment. PECAN was a multiplatform
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field campaign conducted during the summer months in
the central United States that sought to obtain obser-
vations of the environments near, and the processes
occurring within nocturnal (and potentially elevated)
MCSs. During the approach and passage of MCSs,
PECAN observers used the strategy of high-temporal-
frequency radiosonde launches (e.g., launches every 15–
30min) at an approximately fixed location. This strategy
allowed for a detailed look at how the temperature,
water vapor, and horizontal wind profiles evolve, and for
the observation of quasi-two-dimensional structures
within MCSs via time–space conversion (Bryan and
Parker 2010).
In this article we analyze high-temporal-resolution
radiosonde observations of the environment near and
within a warm season training line–adjoining stratiform
(TL/AS)-type elevated MCS (e.g., Schumacher and
Johnson 2005; Peters and Schumacher 2014) that oc-
curred over southern Iowa, northern Missouri, and
northeastern Illinois on the evening of 24 June 2015. We
seek to address the following questions: (i) how do
CAPE and CIN evolve in the environment near an el-
evated MCSs, (ii) do numerical models adequately
predict the distributions of CAPE and CIN, and (iii)
how might errors in CAPE and CIN in numerical
models affect the ability of these models to predict the
MCS? The organization of this paper is as follows: sec-
tion 2a provides an overview of the evolution of the
24 June 2015 Iowa MCS, and the PECAN operations
during this event, and section 2b summarizes radiosonde
observations of the environment near the elevatedMCS.
Section 3 compares numerical modeling experiments to
observations, and identifies themechanisms for errors in
the prediction of the MCS by these models. Section 4
summarizes our results, and section 5 compares our re-
sults to past research and outlines avenues for future
investigation.
2. Observations of the Iowa MCS
a. Event overview
The synoptic-scale environment on the evening of
24 June 2015 was characterized by a southwesterly low-
level jet (LLJ) that extended from Texas through
Kansas and Missouri, and terminated along an east–
west-oriented frontal boundary in southeastern Ne-
braska and southern Iowa (Figs. 1a,b). An MCS had
moved through northeastern Nebraska and central
Iowa earlier in the day (not shown), and had
produced a surface cold pool that strengthened the
north–south low-level temperature gradient along a
preexisting synoptic front (Figs. 1a,b). A mesoscale
region of low-level warm-air advection (WAA) was
present along the terminus of the low-level jet in
southeastern Nebraska and southern Iowa (as is typi-
cally present in the ‘‘frontal intersection zones’’ that
foster nocturnal MCSs; Moore et al. 2003; Schumacher
and Johnson 2005; Trier et al. 2010; Peters and
Schumacher 2014). A broad reservoir of most-unstable
CAPE (MUCAPE) . 3000 J kg21 extended from
southern Iowa southward to the Gulf Coast, and
westward toward Colorado (Figs. 1c,d). We must note
here that the rapid refresh (RAP; Benjamin et al. 2016)
model was used for this synopsis of the event, and that
large errors in the RAP-analyzed thermodynamic and
moisture variables relative to observations taken dur-
ing PECAN are identified later in this paper. The
large-scale atmospheric flow patterns and surface at-
mospheric fields (where high-spatial-resolution surface
observations are regularly assimilated) are probably
representative of the real atmosphere during this event.
The local variability in fields such as CAPE and tem-
perature above ground level should be interpreted with
great caution.
The 24 June 2015 Iowa MCS (hereafter simply ‘‘the
MCS’’) originated from a cluster of supercell thunder-
storms that developed in west central Iowa at approxi-
mately 2300 UTC along the east–west-oriented synoptic
front and preexisting OFB from earlier convection
(Figs. 2a,b). A strong horizontal gradient in RAP-
analyzed surface-based CAPE (SBCAPE) was present
along the southwestern flank of these storms, which
suggests that they formed along, or slightly northeast-
ward, of the surface OFB (Fig. 2a). By 0300 UTC (not
shown), the supercells had grown into a southeastward-
moving squall line (Figs. 2c and 3c,d). At the same time,
new convection had initiated along the western flank of
the MCS in a northwest–southeast-oriented convective
line and located over the surface cold pool (Figs. 2c,d).
This simultaneous development of an upstream con-
vective line that is decoupled from the surface OFB is
known as rearward off-boundary development (Keene
and Schumacher 2013; Peters and Schumacher 2014,
2015a,b, 2016). The convective line on the eastern flank
of the system continued southeastward and entered
northern Illinois by 0600 UTC (Figs. 3c,d). Meanwhile,
new convective cells continuously developed along the
western flank of the system (this process is called back-
building) through 0730 UTC, and repeatedly moved in a
direction parallel to the convective line over the same
geographic regions (Figs. 2c,d). Both the elevated
southeastward-moving flank of the MCS, and the region
between the southwestern OFB and the quasi-stationary
western flank of the MCS were sampled by radiosondes
during PECAN operations.
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b. Summary of PECAN observations
The mobile upsonde teams (MUTs, Ziegler et al.
2016)1 were situated in the southeastern corner of Iowa
(Figs. 3a–d). A total of 16 radiosondes were launched by
the MUTs between 2300 UTC 24 June and 0700 UTC
25 June 2015 (the horizontal paths of these sondes are
shown in Fig. 3) at roughly 15-min intervals, with the
eastern flank of the convective line having passed over
the MUT location during the 0445–0500 UTC time
frame (Fig. 3b). Balloons traveled east-southeastward,
with total displacements from the launch site of
20–30 km by the time they reached the 100–200-hPa
range. The teams relocated 10km south of their initial
positions between 0400 and 0430 UTC (Fig. 3b). A low-
level temperature inversion was evident at approximately
900hPa at 0030UTC, andMUCAPEwas associated with
parcels lifted from the top of the inversion (Fig. 4a). A
dramatic cooling and moistening of the atmospheric pro-
file between 850 and 700hPa occurred between 0030 and
0443 UTC (Figs. 4a,b).
To better understand the aforementioned atmo-
spheric cooling and destabilization, we linearly in-
terpolated temperature, relative humidity, pressure, and
wind data from the soundings onto a time–height grid
with a vertical grid spacing of 100m; a temporal grid
spacing of 15min; start and end times of 0000 and
0700 UTC, respectively; and a height range of 0–
15 000m. Data gaps aloft that resulted from loss of
contact with radiosondes prior to them reaching the
FIG. 1. (a),(c) RAP-analyzed 850-hPa horizontal temperature advection (shading, K h21), 850-hPa temperature (red contours, 8C), and
850-hPa winds (wind barbs, kt). (b),(d) RAP-analyzedMUCAPE (shading, J kg21) and surface winds (wind barbs, kt). Analyses are valid
at (left) 0000 and (right) 0300 UTC.
1 The MUTs consisted of three vehicles equipped to launch
Vaisala radiosondes.
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tropopause were filled via temporal interpolation using
data from temporally adjacent launches. Finally, quan-
tities such as mixing ratio, CAPE, and CIN were com-
puted from the interpolated analysis, rather than
directly from radiosondes. In constructing this analysis,
we assumed that each radiosonde profile represented an
instantaneous snapshot of an atmospheric column above
the launch site (i.e., we ignored radiosonde drift). Most
of our analysis (with the exception of CAPE) concen-
trates on quantities within the lowest 3 km of the at-
mosphere. Typical horizontal radiosonde displacements
within the lowest 3 km of the atmosphere were on the
order of 5 km or less, which is comparable to the hori-
zontal grid spacings of the models and analysis datasets
that are analyzed later in this article. We do not expect
that these horizontal radiosonde displacements will ap-
preciably affect the conclusions drawn from the com-
parison between radiosonde profiles and vertical profiles
taken from analysis datasets and simulations. Radio-
sonde errors in temperature are expected to be on the
order of 0.3K and 3% RH (which equates to approxi-
mately 0.5 g kg21 of water vapor) over the temperature,
height, and times of day considered in this article
(Vaisala 2013).
Cooling of 2–3K occurred between 1.25 and 3.5 km
above ground level (AGL) during the 0030–0430 UTC
time frame (Fig. 5a). In contrast with the aforemen-
tioned cooling, the 0.25–1km AGL layer warmed by
3–4K between 0300 and 0430 UTC (Fig. 5a). Abrupt
cooling of 3–4 K below 2 km during the 0430 and
0530 UTC time frame signified the passage of the squall
line (Fig. 5a), and an associated weak surface cold pool
(evident as cooling below 0.5 km, Fig. 5a). Water vapor
mixing ratio ry increased by 2–4 g kg
21 in the 0.5–1.5 km
AGL layer during the 0200 and 0445 UTC time frame
(Fig. 5b). These temperature and moisture changes in
FIG. 2. Radar reflectivity (shading, dBZ) from KDMX at the lowest scanned level. The horizontal paths of
radiosondes launched from the MP4 location are shown as black lines originating from a black circle. Red dashed
contours are RAP-analyzed surface based CAPE (SBCAPE, J kg21) in all panels. Surface boundaries were
manually analyzed.
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the 0.25–1.5-km layer corresponded to a dramatic in-
crease in CAPE of nearly 2500 J kg21 during the 0030–
0445 UTC time frame (Fig. 5c), and an increases in the
depth of the region of CIN , 10 J kg21. SBCAPE re-
mained near or below 500 J kg21 through the 0000 to
0700 UTC time frame, which was nearly an order of
magnitude smaller than CAPE above 0.25 km.
One of the primary goals of this study is to evaluate
the performance of NWP models in diagnosing/
predicting atmospheric processes within the MCS envi-
ronment. The RAP model analysis,2 which serves as a
‘‘best guess’’ for the atmospheric state at a given time, is
an ideal starting point for comparing observations to
NWP models (since it assimilates surface and radar
observations on an hourly basis; Zhu et al. 2013; Pan
et al. 2014). The time–height evolution of the atmo-
sphere from the RAP analysis at the MUT location
featured markedly different thermodynamic (Fig. 5d),
moisture (Fig. 5e), CAPE, and CIN evolutions (Fig. 5f)
from the radiosonde observed analysis. The difference
in moist static energy (MSE) between observations and
the RAP analysis is given by DMSE[MSERAP 2
MSEsnd 5 cp(TRAP 2Tsnd)2ly(rRAP 2 rsnd). The individual
contributions to DMSE by temperature and mois-
ture contributions are DMSET [ cp(TRAP 2Tsnd) and
DMSEr [ lp(rRAP 2 rsnd), respectively. Temporally av-
eraged profiles of DMSET and DMSEq reveal that the
RAP underanalyzed thermal energy by 500–
1000 J kg21 in the 0.5–1.5 km AGL layer (Fig. 5g) and
moist energy by 2500–3000 J kg21 in the 0.25–2.25 km
AGL layer (Fig. 5h). The RAP analysis subsequently
underpredicted temporally averaged CAPE values by
500–1000 J kg21 in the 0.5–1.5 km AGL layer (Fig. 5i),
FIG. 3. Radar reflectivity (shading, dBZ) from KDVN at the lowest scanned level, valid at (a) 0130, (b) 0430,
(c) 0600, and (d) 0700 UTC. The horizontal paths of radiosonde launches from the MUT location are shown as
black lines originating from a black circle (the MUT location). Red dashed contours are RAP-analyzed SBCAPE
(J kg21) in all panels.
2 This analysis did not assimilate PECAN observations.
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and underpredicted maximum CAPE values by as
much as 2500 J kg21.
The depth of CAPE .100 J kg21 nearly doubled be-
tween 0030 and 0330–0430 UTC (Fig. 6a). The speed of
northwestward flow decreased with height above 250m
AGL at all times prior to the arrival of the squall line at
the MUT location (Fig. 6b). As the squall line was
oriented from southwest to northeast andmoved toward
the southeast, the system’s southeastern flank was
propagating in the direction of the low-level wind shear.
Air parcels ahead of downshear-propagating squall lines
often experience upward displacements along the sys-
tem’s outflow that substantially exceed the depth of the
outflow itself (e.g., Rotunno et al. 1988; Weisman and
FIG. 4. SkewT–logp diagrams of vertical profiles of radiosonde observed virtual temperature (red dashed lines), temperature (red lines),
dewpoint (green lines), and the lifted parcel path of the parcel with the maximum equivalent potential temperature in the column (dashed
black lines) observed at (a) 0031 and (b) 0444 UTC, obtained by MUTs. Profiles observed by the MP4 are at (c) 0002 and (d) 0430 UTC.
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FIG. 5. Comparison of time (x axis) vs height (y axis) diagrams of various atmospheric fields from (left) MUT radiosonde launches
(OBS) and (right) the same location in the RAP analysis. The potential temperature change (shading, K) from (a) 0030 UTC (the
0000 UTC sounding had spurious moisture data), and from (d) 0000 UTC, and potential temperature (gray contours, K). (b),(e) Relative
humidity (shading,%) andwater vapormixing ratio (dark gray contours, g kg21). (c),(f) CAPEas a function of lifted parcel level (shading,
J kg21), CIN (magenta contour,210 J kg21), and potential temperature (gray contours, K). (g)–(i) Vertical profiles of DMSET (red line),
DMSEq (green line), and CAPERAP 2CAPEOBS (blue line), respectively (J kg
21). All quantities in (g)–(i) are averaged over the 0000–
0700 UTC time frame.
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Rotunno 2004; Bryan and Rotunno 2014),3 owing to up-
ward air parcel accelerations due to both effective
buoyancy and dynamic pressure forcing being present
there (e.g., Parker and Johnson 2004; Bryan andRotunno
2014). In many cases, this strong lifting along downshear-
propagating outflow generates a persistent line of moist
updrafts along this outflow flank (e.g., Moncrieff and Liu
1999).We useDzLFC [LFC2 zSL through the remainder
of the study as a measure of convective inhibition (where
zSL is an air parcel’s source level). This quantity is for-
mally defined as the distance a parcel must be lifted to
reach its LFC and has units of distance (Davenport and
Parker 2015; Peters and Schumacher 2016). It can be
compared to the vertical distance a parcel is actually
displaced to determine whether a parcel did or did not
reach its theoretical LFC. Values of DzLFC were on the
order of 2km at 0030 UTC (Fig. 6c). By 0330 and 0430
UTC,DzLFC had been reduced to’ 500mwithin the EIL
(Fig. 6c). A lower bound for the actual vertical displace-
ment of air parcels may be estimated by assuming that
parcels at 0430 UTC underwent adiabatic ascent to their
locations at 0530UTC.We therefore estimate the vertical
displacement of an air parcel from 0430 to 0530 UTC as
the vertical displacement of isentropes over this time in-
terval (this quantity is denoted asDzuy). At 0330 and 0430
UTC, Dzuy $DzLFC within the 0.7km to 1.5km AGL
layer (Fig. 6c). Below 0.7km and above 1.75kmAGL, on
the other hand, Dzuy ,DzLFC (Fig. 6c). This suggests that
parcels below 0.7km and above 1.5km AGL did not
reach their LFCs, and were outside the EIL to the
squall line.
Mobile PECAN Integrated Sounding Array 4 (MP4;
UCAR/NCAR Earth Observing Laboratory 2016) was
situated in south-central Iowa, and approximately
100 km southwest of the initial grouping of supercells at
0000 UTC. Radiosondes were launched from this loca-
tion at 0002 UTC slightly to the north of a preexisting
surface OFB (Fig. 2a), at 0130 UTC several minutes
prior to the arrival of the grouping of supercells and
their associated OFB (Fig. 2b), at 0430 UTC (Fig. 2c),
and at 0600 UTC (Fig. 2d), with the last two radiosondes
having been launched between the training convective
line on the western side of the MCS and the south-
western flank of the MCS’s OFB. A skew T–logp dia-
gram of the 0002 UTC launch (Fig. 4c) shows a
temperature inversion near 900hPa, and shows that the
maximum CAPE was associated with parcels within the
layer just above the inversion (Figs. 3a,b and 7a; though
FIG. 6. (a) Vertical profiles from gridded MUT sounding data of CAPE at 0030 UTC (red line), 0330 UTC (blue line), and 0430 UTC
(green line) (J kg21). (b) As in (a), but for vertical profiles of southeasterly wind speed (m s21). (c) As in (a),(b), but for vertical profiles of
DzLFC; Dzuy is shown as a thin gray line.
3 In this context, we are referring to the general scenario of
outflow propagating downshear, rather than the specific scenario
discussed by those authors, where the ratio of vertically integrated
buoyancy to vertical wind shear is unity.
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the surface CAPE here is substantially larger than that at
the MUT location at a similar time). By 0430 UTC
(Fig. 4d) the inversion height had increased and the in-
version had moistened as a result of the passage of a new
OFB, with the most unstable CAPE once again associ-
ated with parcels that originated above the inversion
(Fig. 7a). Neither the 0002 UTC, nor 0130 UTC sondes
reached the tropopause, and we therefore temporally
extrapolated upper-level temperature onto these
soundings from adjacent launches at 0430 and 0602
UTC in order to complete CAPE computations (we as-
sume that temporal variations aloft occur gradually be-
tween radiosonde launches).
We estimated actual vertical displacements of parcels
from their 0002 UTC positions as Dzuy, in a similar
manner to what was done for the eastern MCS flank in
section 2a. Parcels from the 0002 and 0130 UTC profiles
were convectively inhibited, and required upward of 500–
1000m of lift to reach their LFCs (Fig. 7c). Values of Dzuy
at 0430 UTC were less than 400m (Fig. 7c), suggesting
that parcels had not reached their LFCs as they were
lifted along the OFB. In contrast with the southeastern
MCS flank, the wind speed toward the boundary in-
creased with height near the system’s southwestern flank
(Fig. 7b, e.g., Moncrieff and Liu 1999). This wind shear
orientation results in a downward-oriented dynamic
pressure acceleration along the OFB (e.g., Parker and
Johnson 2004), and often results in vertical air parcel
displacements that are comparable with the depth of the
outflow. These differing wind shear orientations, and
the resultant differences in lifting magnitudes along the
boundaries, likely explain why CI occurred on the
southeastern outflow flank, but not the southwestern
outflow flank (e.g., Trier et al. 2010; Peters and
Schumacher 2015a, 2016).
3. Comparison to numerical simulations
In this section we examine how the large errors in
CAPE, CIN, temperature, and moisture fields in NWP
models may have impacted their forecasts of the 24 June
2015 Iowa MCS. We examine 13 numerical simulations
of the event that produced notable errors in the place-
ment and evolution of the MCS, and whose simulated
evolutions of the MCS were quite different from each
other. Each simulation was originally run for purposes
other than the specific scientific problems addressed in
this study, but together they have motivated our inter-
est in the common MCS forecast errors occurring in
a range of plausible convection-allowing forecasts.
Given the diversity of purposes for which they were
designed, there are seemingly arbitrary differences
FIG. 7. (a)–(c) As in Fig. 6, but for MP4 launches at 0002 UTC (red lines), 0130 UTC (magenta lines), 0430 UTC (blue lines), and
0603UTC (green lines). HereDzuy is plotted in (c) for parcels lifted from 0002 to 0130UTC locations (light gray line), 0430UTC locations
(gray line), and 0603 UTC locations (dark gray line); and (b) shows southwesterly wind speed.
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in the modeling configurations among the simulations.
Our focus here is on the relationship of the varying
model fields to the forecast MCSs, not on the model
configurations themselves.
The first simulation of the MCS was by the real-time
Colorado State University WRF-ARW Model, version
3.4.1 (Klemp et al. 2007; Skamarock et al. 2008;
Skamarock and Klemp 2008; hereafter the CSUWRF;
Schumacher 2015a). This model configuration used the
National Centers for Environmental Prediction (NCEP)
Global Forecast System (GFS) as initial and lateral
boundary conditions (ICs and LBCs), featured a hori-
zontal grid spacing of 4km, lateral boundary conditions
updated every 3h, MYJ boundary layer physics (Janjić
1994), Morrison two-moment microphysics (Morrison
et al. 2005), the Noah land surface model (Mitchell et al.
2004), RRTM for GCMs (RRTMG) longwave and
shortwave radiation physics (Mlawer et al. 1997), and did
not implement a cumulus parameterization scheme (the
domain bounds of this run are shown in Fig. 8a). The
model was run for 48h with 23–24h of model spinup
having occurred prior to the initiation of the Iowa MCS
(the MCS occurred between 0000 and 1200 UTC
25 June). The CSUWRF was one of many convection-
allowing models that were used during PECAN as guid-
ance formission planning (Geerts et al. 2016). The second
version 3.4.1 WRF simulation was configured with the
RAP analysis as ICs and LBCs in an attempt to produce a
simulation that closely resembled the observed MCS
evolution [this simulation is hereafter referred to as the
downscaled RAP (DSRAP)]. TheDSRAP featured an
outer domain with a 15-km grid spacing, an inner do-
main with a 3-km grid spacing (Fig. 8a), a one-way
feedback from the outer domain to the inner domain,
and was run from 0000 UTC 24 June to 1200 UTC
25 June 2015 with lateral boundaries updated every
hour. The third WRF simulation was configured with
the North American Mesoscale Forecast System (NAM)
analysis at 0000 UTC 24 June 2015 as ICs, and the
subsequent 6-hourly NAM analyses as LBCs [this sim-
ulation is hereafter referred to as the downscaled NAM
(DSNAM)]. This simulation featured three nests with
15-, 3-, and 1-km (we analyze the 1-km nest here) grid
spacings, respectively (Fig. 8a), and two-way feedback
across the lateral boundaries between nests. Additional
details on the DSRAP, CSUWRF, and DSNAM model
configuration are available in Table 1. All three of these
simulations produced MCSs that resembled the ob-
served one, and associated swaths of precipitation that
were displaced approximately 100–200 km northeast-
ward of stage IV (ST4) analyzed precipitation (Fig. 8b)
in the CSUWRF and DSRAP simulations, and ap-
proximately 50–100 km northeastward of the stage IV
precipitation in the DSNAM. Finally, we analyzed
a 10-member ensemble of forecasts with similar configu-
rations to the CSUWRF (e.g., 4-km horizontal grid
spacing, Morrison two-moment microphysics, Noah land
surface model, see Table 1), but with a different member
of the Global Ensemble Forecast System (GEFS/R;
Hamill et al. 2013) used as ICs and LBCs to each en-
semble member [see Nielsen (2016) and Nielsen and
Schumacher (2016) for more information on this model
configuration; we refer to these runs as ENS].
Connection between displacement errors andmoisture
bias
A comparison between the 0130 UTC MP4 radio-
sonde analyzed atmospheric profile, and profiles from
the same time and location in the DSRAP, CSUWRF,
and DSNAM simulations shows that all three model
FIG. 8. (a) Domain bounds for the DSRAP inner domain (DO2,
red box), the CSUWRF domain (green box), and the DSNAM
inner domain (D03, blue box). (b) Accumulated rainfall from
0000 to 1200 UTC 25 Jun 2015 from stage-IV precipitation analysis
(shading, mm), the DSRAP simulation (red contour at 60mm), the
CSUWRF simulation (green contour at 60mm), and the DSNAM
simulation (blue contour at 60mm). The shading and contours in
(b) are also shown in (a).
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simulations substantially underpredicted CAPE above
0.5 km by 1500–2000 J kg21 (Fig. 9a), and overpredict
DzLFC in this layer by 1–2 km (Fig. 9b). In contrast, in the
lowest 0.5 km both the CSUWRF and DSNAM over-
predicted CAPE and underpredicted DzLFC. Further-
more,DzLFC was generally larger in theDSRAP than the
DSNAM and CSUWRF simulations (Fig. 9b). Whereas
all models overpredicted u through most of the lower
atmosphere (Fig. 9c), they substantially underpredicted
ry above roughly 0.5 km (Fig. 9d), which was responsible
for their under- and overpredictions of CAPE and
DzLFC, respectively (the DSNAM overpredicted ry near
the ground). By 0430 UTC, DzLFC for parcels in the
layers of highest CAPE in the CSUWRF and DSNAM
were approximately 1 km, and 3–4 km in the DSRAP,
whereas observed DzLFC remained in the 0.5–1.0-km
range (Figs. 9e,f). Once again, differences in moisture
were responsible for these differing distributions and
magnitudes of CAPEandDzLFC (Figs. 9g,h) at 0430UTC,
with the CSUWRF and DSNAM having under-
predicted moisture above 0.75 km AGL and over-
predicted moisture below this level, and the DSRAP
having severely underpredicted moisture everywhere
above the surface.
We hypothesized that the aforementioned differences
in DzLFC between model simulations and observations
contributed to errors in the simulated placement of the
MCSs relative to the observed MCS. In other words, if
we consider two flows with nonzero CAPE traveling
horizontally through similar regions of isentropic ascent,
convection will initiate first within the flow that starts
with a lower LFC, and will have traveled the shortest
distance horizontally by the time of convection initiation
(CI).4 In the case of the Iowa MCS, the southwesterly
flow in the dataset with the lowest LFC and least CIN
will produce an MCS farthest to the southwest, since
parcels within this flow reach their LFCs prior to parcels
in the dataset with higher initial LFCs. We address this
hypothesis by comparing vertical sections (e.g., distance
vs height plots) along the western flank of the simulated
MCSs, and by connecting MCS placement errors in all
simulations to errors in their moisture prediction to the
southwest of the MCS. We focus our analysis on the
MP4 location, since this was the location where in situ
observations of the environment were available for
comparison to simulations. Moisture was under-
predicted by models nearly 300km away at the MUT
site as well, which suggests that that the modeled mois-
ture errors were not localized to the MP4 location.
TABLE 1. Summary of theDSRAP, CSUWRF, andDSNAMmodel configurations, where the asterisk indicates that LBCs were applied
to domain 1 only and ‘‘same’’ indicates the same configuration between the two models. The ENS runs used an identical model config-
uration to the CSUWRF, but with each ENS member driven by an individual member of the 0000 UTC 24 Jun 2015 initialization of the
GEFS/R (Hamill et al. 2013).
Parameter
DSRAP Configuration




domain 3 [domain 2] jdomain 1j
Model version 3.4.1 Same 3.6
Start/end times 0000 UTC 24 Jun–1200 UTC 25 Jun Same Same




RAP 1-h analyses GFS 0000 UTC 24 Jun forecast NAM 6-h analyses
Horizontal grid 401 3 401, Dx5 3 km j201 3 201,
Dx5 15 kmj
Dx5 4 km 1126 3 955, Dx5 1 km
[641 3 501, Dx5 3 km] j180 3
180, Dx5 15 kmj
Vertical grid 50 levels, Dz5;50 m near surface 50 levels, Dz5;50 m near
surface, Dz5;600 m aloft
40 levels, Dz5;50 m near
surface
Dz5;600 m aloft, model top at
50 hPa
Dz5;700 m aloft, model top
at 50 hPa
Cumulus scheme None jGrell (1993)j None None jGrell (1993)j
PBL scheme YSU (Hong et al. 2006) Same Same
Microphysics Morrison two-moment (Morrison
et al. 2009)
Same Thompson 7-class (Thompson
et al. 2008)
Radiation RRTMG (Iacono et al. 2008) Same Same
Land surface model Noah (Chen and Dudhia 2001) Same Same
Two-way feedback No — Yes
4 In this context, CI refers to the onset of a particular air parcel’s
deep convective overturning, and does not imply the absence of
prior convection.
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Surface temperature analyses of the three model
simulations at 0100 UTC show general agreement in
the positioning of the preexisting surface OFB be-
tween the DSNAM and DSRAP, where it was lo-
cated in southwestern Iowa and northern Missouri
(Figs. 10a,e) at a similar location to the observed OFB.
In contrast, the CSUWRF did not assimilate surface
observations and showed the surface outflow boundary
slightly farther north of the DSNAM and DSRAP
(Fig. 10c; especially in eastern Iowa). The convective
cells that would become an MCS developed approxi-
mately 100–200km northeast of a preexisting OFB in
the DSRAP and DSNAM (Figs. 10a,e). The initial
storms in both of these models were displaced
northeastward of the initial supercells in observations
(cf. Figs. 3a,b).
Vertical sections from the DSRAP (Fig. 10b) and
DSNAM (Fig. 10f) show a gradual increase in the height
of the layer of nonzero CAPE with northeastward dis-
tance past the OFB, along with gradually reduced DzLFC
along this path. The initial storms had developed in a
region where DzLFC dropped below 250m in both
models. The vertical displacement of isentropes with
northeastward extent was in the 1000–1500-m range for
the DSRAP simulation (Fig. 10b), and 500–1000m in
the DSNAM simulation (Fig. 10f). If we assume slowly
evolving thermodynamic conditions, these isentrope
displacements give a crude estimation of vertical parcel
FIG. 9. Comparisons between atmospheric fields observed by the 0130 UTC MP4 sounding (thick black dashed lines) and analogous
vertical profiles from the DSRAP (red lines), the CSUWRF (green lines), and the DSNAM (blue lines) at the same location and time:
(a) CAPE (J kg21), (b)DzLFC (m), (c) potential temperature (u, K), and (d) water vapormixing ratio (g kg
21). (e)–(h) As in (a)–(d), but at
0430 UTC.
SEPTEMBER 2017 P ETER S ET AL . 3611
displacements and suggest that isentropic ascent was
slightly more intense in the DSRAP than the DSNAM.
As the DzLFC values near the OFB in the DSNAMwere
much lower than in the DSRAP, the resultant CI loca-
tions were actually quite similar between the models
since parcels in the DSNAM were lifted less, but re-
quired less lift to reach their LFCs, whereas parcels in
the DSRAP were lifted more, but required more lift to
reach their LFCs.
Though the OFB was farther north in the CSUWRF
than the othermodels (Fig. 10c), the initial convection in
the CSUWRF developed immediately along the OFB
at a location much closer to where the observed cells
initiated than the other models (cf. to Figs. 3a,b). A
comparison of the DSRAP (Fig. 10b) and DSNAM
(Fig. 10f) isentrope patterns to the CSUWRF vertical
section is difficult at 0100 UTC given the irregular
isentrope distribution near the OFB associated with
newly developed convection. The layer of nonzero
CAPE in the CSUWRFwas much deeper than the other
simulations, and the farthest southwest region of
DzLFC , 250 m occurred nearly 2 km above the ground
and roughly 20 km south of the OFB (Fig. 10d). Another
deep region of DzLFC , 250 was present immediately
above the OFB (Fig. 10d). A more pronounced upward
arch in isentropes was present along the OFB in the
CSUWRF than in the mother models, implying that
adiabatic lifting was more intense along the OFB in the
CSUWRF (Fig. 10d). The combination of this enhanced
lifting and relatively low DzLFC along the OFB was
the likely cause of CI directly along the OFB in
the CSUWRF.
A line of intense convection along the southeastern
flank of the DSNAM MCS moved sharply southeast-
ward from the region where its convection originated,
having traveled over similar locations to the observed
MCS (Fig. 11e). An intense line of convection was also
produced by the CSUWRF simulation Fig. 11c); how-
ever, the CSUWRF convective line traveled east-
southeastward, having moved along a track northeast
of the observed MCS. The DSRAP MCS was charac-
terized by weaker and less organized simulated radar
reflectivity echoes along its eastern flank when com-
pared to both the other simulations and observations,
FIG. 10. Analysis of (a),(b) DSRAP; (c),(d) CSUWRF; and (e),(f) DSNAM fields at 0100 UTC. (left) Simulated radar reflectivity at
1 kmAGL (shading, dBZ) and surface temperature (gray contours, C). (right) Cross sections along the black lines in (left) showing CAPE
(shading, J kg21), potential temperature (u, gray contours, K), and DzLFC (black contours, m). Red arrows in (b),(d),(f) point to regions
where DzLFC , 250 m, dark blue arrows in (a),(c),(e) point to the surface outflow boundary, and blue squares on the x axis of (b),(d),(f)
indicate the location of CI in the cross section.
3612 MONTHLY WEATHER REV IEW VOLUME 145
and also tracked farther northeast of the observed MCS
(Fig. 11a). How might moisture differences between the
models have played a role in the differing tracks of the
eastern flanks of the simulated MCSs? Differences in
the column maximum ry between the DSNAM and
CSUWRF show much smaller low-level moisture in the
DSNAM over eastern Iowa and Illinois than the
CSUWRF (Figs. 12a–c), where the latter model had
advected large quantities of low-level moisture to the
east of the MCS. A corresponding region of much
smallerDzLFC values was present in the CSUWRF, when
compared to the DSNAM, in eastern Iowa and Illinois.
Conversely, the DSNAM model had much higher low-
level moisture values over southern Iowa and northern
Missouri than the CSUWRF, and correspondingly
smaller DzLFC values there. This suggests that the re-
spective MCSs simply propagated toward regions where
their model’s moisture content was highest and DzLFC
values were lowest. This led to a sharp southeastward
movement of the DSNAM model through southern
Iowa and northeastern Missouri where DSNAM mois-
ture was highest, whereas the CSUWRF propagated
on a comparatively eastward track into northern Illinois
where the CSUWRF moisture was the highest. The
DSRAP, which was excluded from this particular anal-
ysis, was exceedingly dry at 0400 UTC when compared
to the other models (Fig. 9h), which resulted in the
DSRAP MCS track being farther northeast than the
other models.
Outflow boundaries associated with all three modeled
MCSs moved through southeastern Iowa and north-
eastern Missouri (Figs. 11a,c,e)—why then was the
DSNAM MCS the only MCS to produce strong con-
vection in southeastern Iowa and northeastern Mis-
souri? South–north-oriented vertical sections through
the OFB in southeastern Iowa show relatively similar
wind distributions among the models, with a strong
southerly low-level jet present below 2000m in each
simulation (Figs. 13a–c). The cold pool in the DSRAP
simulation (its associated OFB is evident at ’ 40.38N in
Fig. 13a) was very shallow, with vertical isentrope dis-
placements only evident below 500m near the OFB.
Southerly flow that encountered this OFB contained
only weak CAPE (, 1000 J kg21, Fig. 14a), prohibitively
largeDzLFC (. 2000m), and small moisture compared to
the other two models (Figs. 13a–c and 14c). These
FIG. 11. As in Fig. 10, but valid at 0500 UTC. Cross sections in (right) are valid along the westernmost black line in (left) (the east-
ernmost black lines show the paths of the cross sections in Fig. 13). Blue squares on the x axis of (b),(d),(f) indicate the location of the
training convective line in the cross section.
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parameters suggest that southerly flow in the DSRAP
was exceedingly convectively stable and was not suffi-
ciently lifted for the development of deep convection
along the OFB, with maximum w along the OFB having
been far less than 1m s21 (Fig. 14f). Southerly flow in the
CSUWRFwas moister than the DSRAP (Figs. 13a,b and
14c),DzLFC was accordingly smaller (Figs. 13a,b and 14a),
and CAPEwas accordingly higher (Fig. 14a). However, if
we use ry and isentropes to be tracers of parcel paths for
adiabatic flow, vertical displacements of ry contours and
isentropes were only 400–500m from the south side of the
boundary to the north side, which is far smaller than the
DzLFC values in this region. This precluded the develop-
ment of deep convection. Southerly flow within the
DSNAMwas moister than both other models, had larger
CAPE, and smaller DzLFC (’ 500–700m; Figs. 13c and
14a). A strong convective updraft was also present di-
rectly along the OFB in the DSNAM. Though the cold
pool (and associated OFB lifting) in the DSNAM was
substantially stronger than in the other models (Fig. 14e),
the relatively lowDzLFC in theDSNAM implies that even
the comparatively weak lifting in the other models would
have lifted the DSNAM flow to its LFC. This further
evidence supports the idea that moisture, which sub-
stantially modulated DzLFC, determined the track of the
southeastward-moving MCS. Higher moisture values in
the DSNAM allowed for the MCS to propagate south-
eastward along the systems OFB into southeastern Iowa
and northeastern Missouri; whereas, lower moisture
values in the other models precluded their southward
propagation into southeastern Iowa and northeastern
Missouri.
A comparison between atmospheric profiles from the
models at the MUT location at 0130 UTC, and the ob-
served atmospheric profile reveals that thermodynamic
and moisture fields varied considerably among models
at this time (Figs. 15a–d). Interestingly, the DSRAP was
the most comparable to observations in terms of mois-
ture and CAPE (Fig. 15a), whereas the DSNAM was
most comparable to observations in terms of tempera-
ture (Fig. 15c). The CSUWRF substantially over-
predicted low-level moisture, CAPE, and thereby
underpredicted DzLFC, when compared with the other
models and observations (all models slightly under-
predicted DzLFC; Figs. 15b,d). As the convection asso-
ciated with the MCS of interest was displaced several
hundred kilometers to the northwest of the MUT loca-
tion at 0130 UTC, the model errors at this time did not
directly affect the MCS evolution (though the excessive
moisture in the CSUWRF eventually advected into
northern Illinois, and played a role in the erroneously
easterly track of the MCS in that model; Figs. 12a–c). By
0430 UTC, the comparisons between the MUT sounding
FIG. 12. The difference in column maximum ry (shading; g kg
21)
above 200m between the DSNAM and CSUWRF simulations,
where warm colors indicate that the DSNAM moisture is larger
than the CSUWRF above 200m, and cool colors indicate that the
CSUWRF moisture is larger than the DSNAM above 200m. (thin
contours) The difference in minimum column DzLFC (DzLFC,min ,
intervals of 22000, 21000, 2500, 500, 1000, and 2000m) between
the DSNAM and CSUWRF, where cyan contours indicate
DzLFC,min is smaller in the DSNAM than the CSUWRF, and gray
contours indicate thatDzLFC,min is smaller in theCSURWF than the
DSNAM. Dark black contours are the 40-dBZ radar reflectivity
contour from the DSNAM. (a) 0300, (b) 0400, and (c) 0500 UTC.
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FIG. 13. Cross sections at 0500 UTC along the easternmost black lines in Figs. 11a,c,e of ry
(shading, g kg21), potential temperature (u, gray contours, K),DzLFC (black contours, m), and
cross-sectional parallel wind (red arrows, m s21) from (a) theDSRAP, (b) the CSUWRF, and
(c) the DSNAM. The leftmost vertical black dashed lines are uenv, and the rightmost black
lines are ucp.
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FIG. 14. Atmospheric fields at 0500 UTC along the uenv lines in Fig. 13 (assessed within air immediately south of
the OFB) from the CSUWRF (green), the DSNAM (blue). and the DSRAP (red). (a) CAPE (solid lines, J kg21)
and DzLFC (dashed lines, m), (b) CIN (J kg
21), (c) ry (g kg
21), (d) u0cp [ ucp 2 uenv (K), (e) y wind (m s
21), and
(f) maximum w between the uenv and the ucp lines in Fig. 13 (m s
21).
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and the model simulations are quite different from the
0130 UTC comparison. The distributions of CAPE and
DzLFC in the DSNAM had become the closest to obser-
vations as a consequence of the DSNAM having slightly
higher (and closer to observations) moisture above 700m
than the other models (Figs. 15e,f,h). On the other hand,
the DSRAP had far too little low-level moisture, consis-
tent with the findings for the RAP analysis in Fig. 5. As
the moisture in the DSNAM was the ‘‘least erroneous’’
relative to observations, CAPE and DzLFC were also
closest to observations in this model, resulting in the
DSNAM MCS northeastward position errors having
been smaller than the other models.
As was the case in observations, a northwest–
southeast-oriented training convective line developed
in the wake of the initial southeastward-movingMCSs in
all three simulations (Figs. 11a,c,e). Vertical sections
reveal that the vertical displacement of the 306–310-K
isentropes with northeastward distance was relatively
similar between the DSNAM and CSUWRF, with
isentrope heights increasing by approximately 750–
1000m over the 0–200-km range in the vertical section
(Figs. 11d,f). Vertical displacements of the same isen-
tropes were closer to 1500m over the 50–250-km range
in the DSRAP simulation (Fig. 11b). The training line
was positioned farthest to the southwest (and closest to
the observed position) in the DSNAM simulation
(Figs. 11a,b), which may be a consequence of that sim-
ulation having the highest low-level moisture and lowest
subsequent low-level DzLFC (Figs. 12, 13, 14a, and 9b,f).
Air parcels in the DSNAM therefore reached their
(comparatively lower) LFCs at a location farther to
the southwest of the other models as these air parcels
traveled northeastward and ascended along slanting
FIG. 15. As in Fig. 9, but at the MUT location.
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isentropes. At the other end of the spectrum, the
DSRAP training line was the farthest to the northeast
among the simulations, which is consistent with this
model having the smallest low-level moisture magni-
tudes and air parcels subsequently traveling farther to
the northeast along slanting isentropes before reaching
their LFCs (Figs. 9b,f).
We released trajectories from the MP4 location from
the 200- to 1500-m height range in all simulations in
order to assess the validity of the steady-state thermo-
dynamic assumptions used to ascertain the vertical dis-
placements of parcels as they traveled toward the
northeast (Fig. 16). Trajectories released at 0130UTC in
the CSUWRF were intercepted by the southeastward-
moving convective line and were lifted sharply along the
MCS’s associated outflow, which precludes their com-
parison with isentrope patterns in vertical sections
(Fig. 16a) and with the other models (Figs. 16b,c). Tra-
jectories that were released at 0230 and 0330 UTC, on
the other hand, showed general agreement with the
isentrope displacements in vertical sections, where par-
cels displaced 750–1250m over 150km of northeastward
travel, which corroborates the parcel displacements that
were inferred from the distribution of isotherms in ver-
tical sections (Figs. 16g–i).
We also compared MCS positions in the ENS model
members to their low-level moisture at the MP4 loca-
tion. We specifically hypothesized that low-level mois-
ture at the MP4 location was negatively correlated with
northeastward MCS displacement among ENS mem-
bers. All 10 of the ENS members produced an MCS in
Iowa and Illinois (not shown). Much like the CSUWRF,
DSRAP, andDSNAM, however, theMCS precipitation
in each ENS member was displaced to the northeast of
the observedMCS (Figs. 17a,b). The profiles of moisture
at the MP4 location at 0100 UTC from the 10 ENS
members featured an ’ 2 g kg21 range of ry below 1km
AGL (Fig. 17c), with all members slightly drier than the
DSRAP, CSUWRF, andDSNAM, and substantially drier
than observations. We smoothed the 0000–1200 UTC
25 June accumulated rainfall fields from each simulation
(including the DSNAM, DSRAP, CSUWRF) and ST4
observations with a Gaussian filter with a radius of in-
fluence of 20km. We then computed the northeastward
FIG. 16. (a)–(c) Trajectories (black lines) releases from the MP4 location at 0130 UTC with initial heights ranging from 200–1500m at
25-m intervals, and the estimated number of 1-min trajectory points per km2 (computed by a Gaussian filter with a radius of influence of
3 km). (d)–(f) As in (a)–(c), but at 0230 UTC. (g)–(i) As in (a)–(c), but at 0330 UTC. (left) CSUWRF, (middle) DSRAP, and
(right) DSNAM.
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displacement (in kilometers) of the maximum accu-
mulated precipitation in a model simulation from the
analogous ST4 maximum. This northeastward displace-
ment was compared to the 0100UTCmean 200–750-m ry
in the ENS, DSNAM, DSRAP, and CSUWRF simula-
tions at the MP4 location (Fig. 17d; the 200–750-m layer
was where the strongest correlation was found). Values
of ry were strongly negatively correlated with both
northeastward displacement of precipitation areas
in models from ST4 (R2 5 0.67, p 5 0.001), and this
correlation was statistically significant to the 95% confi-
dence level (e.g., p, 0:05 based on a Student’s t test;
Fig. 17d), which affirms that that the underrepresentation
of low-level moisture, and the subsequent overrepre-
sentation of DzLFC in the models was responsible for the
northeastward position errors of the simulated MCSs.
The DSNAM featured the highest low-level moisture
content (’ 16.4 gkg21) of all the models considered,
along with the smallest northeastward displace-
ment at’ 100 km (Fig. 17d). The largest displacement
(’ 260 km) occurred with the ENS member that had
the lowest moisture (’ 13.9 g kg21) of the simulations
considered.
Given that connection between data and northeast-
ward MCS placement shown in the simulations, and the
fact that observations were less convectively inhibited
FIG. 17. (a) 50mm24-h precipitation contours ending at 1200UTC 25 Jun 2015 from the 10 ENSmembers (eachmember has a different
color; the Ctrl simulation was not analyzed here). (b) 24-h ST4 precipitation contours ending at 1200 UTC (shading, mm). (c) 0100 UTC
vertical profiles of water vapor mixing ratio from the 10 ENS runs at the MP4 location (gray lines, ry , g kg
21), from the DSRAP at
0130 UTC at the MP4 location (red line), from the CSUWRF at 0130 UTC at the MP4 location (green line), from the DSNAM at
0130 UTC at the MP4 location (blue line), and from the observed sounding by MP4 at 0130 UTC (black dashed line). (d) Northeastward
displacement (km) of the 12-h precipitationmaxima (valid at 1200 UTC) from the observed ST4 centroid for the 10 ENS runs (gray dots),
the DSRAP (red dot), the CSUWRF (green dot), and the DSNAM (blue dot) plotted against the 200–750-m mean water vapor mixing
ratio (g kg21) at the MP4 location at 0100 UTC. The gray dashed line is a best-fit line for northeastward displacements vs water vapor
mixing ratios from the ENS runs; R2 and p values for these lines are shown in the legend.
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than the simulations, it is reasonable to infer that the
models’ collective erroneous northeastward displace-
ment of the MCS and rainfall locations relative from
observations were ultimately a result of the models’
collective underrepresentation of low-level moisture
and subsequent overrepresentation of low-level DzLFC.
4. Discussion
This research provides valuable observational support
for a series of recent studies that have shown that the
behavior of MCSs simulated in idealized environ-
ments is highly sensitive to low-level moisture (e.g.,
Schumacher 2015b; Schumacher and Peters 2017). Here,
we show that the magnitudes of moisture differences
investigated by those authors in idealized simulations
are of similar magnitude to moisture errors between
weather forecast models and observation. Furthermore,
these moisture errors lead to MCS forecast errors that
are consistent with the variability among idealized
MCSs simulated by those authors. Moisture errors are
quite problematic in that they may easily ‘‘slip under the
radar’’ when model forecasts are initialized and run.
Moisture is a relatively weak dynamic constraint on an
atmosphere dominated by hydrostatic and gradient






y/u0) dz, where p
0
hyd is perturbation
hydrostatic pressure, u0y ’ u
0(11 0:61r0y), and all other
terms retain their traditional meanings. A variation in r0y
of 4 gkg21 over a depth of 1 km leads to a pressure
variation of order 1021 Pa. In contrast, a u0 variation of
4K over the same depth leads to a pressure variation of
order 100Pa. A given balanced thermodynamic and ki-
nematic environment may therefore correspond to a
wide range of moisture distributions, since this moisture
variation has little impact on the pressure and wind field.
If we consider, on the other hand, the impact of moisture
variations on thermodynamic potential energy (e.g.,
MSE), the same r0y and u
0 variations lead to changes in
MSE of order 104 and 5 3 103, respectively, meaning
that r0y has a comparatively larger impact on thermody-
namic potential energy than u0. Since the development
and behavior of deep moist convection is strongly de-
pendent on thermodynamic potential energy, moisture
errors whose impact on the large-scale atmosphere is not
otherwise apparent, may have a dramatic impact on how
convection behaves.
Previous numerical modeling experiments have
shown that horizontal advection of moisture and tem-
perature can lead to the reduction of CIN in environ-
ments such as the one we have analyzed here (e.g., Trier
et al. 2014a,b), however, the potential for such dramatic
increases in CAPE of an elevated layer at night has
seldom been discussed in the literature. It is troubling
that best-guess analysis datasets such as the RAP did not
adequately capture this destabilization, particularly
considering that short-range human forecasts of the
maintenance of an MCS often make use of the RAP
analyzed environment ahead of an existing MCS [e.g.,
the Storm Prediction Center mesoanalysis MCS main-
tenance parameter; Coniglio et al. (2007)]. Forecasters
that are relying on incorrect data within the RAP anal-
ysis to forecast the short-term behavior of an MCS may
underestimate the probability of the MCS maintaining
itself, or predict its direction of motion.
An obvious factor that is left indeterminate in this
study is the origin of the moisture errors in the models,
and future research will aim to determine the source of
moisture errors. Another logical next step is to de-
termine whether such moisture errors are ubiquitous
among the environments of elevated MCSs. Displace-
ment biases of MCSs are common among NWP models
(e.g., Yost 2012), and moisture errors are a potential
candidate for the cause of such errors. Multiple MCS
cases were observed during the PECAN field campaign,
and these observations are an ideal initial dataset for the
investigation of moisture errors in other MCS events.
Do errors such as the ones explored here influence other
modes of convection, such as the positioning of surface-
based convection, or the placement of orographically
forced precipitation? What processes within NWP
models are responsible for such errors, and can these
biases be corrected? Plans are ongoing for the in-
vestigation of the aforementioned research avenues.
5. Summary
This article uses observations of the environment near
and within an elevated MCS that occurred on 24 June
2015 during the PECAN field campaign to identify
processes that lead to forecast errors of the event by
numerical weather prediction models. This MCS
featured a southeastward-moving squall line on its
eastern flank and a quasi-stationary training convective
line on its western flank, which are frequent character-
istics of the training line–adjoining stratiform (TL/AS)
MCS archetype (Schumacher and Johnson 2005; Peters
and Schumacher 2014). A total of 16 radiosondes were
launched at a high temporal frequency prior to, during,
and after the passage of the squall line on the eastern
flank of the MCS, and 4 radiosondes observed the en-
vironment near the quasi-stationary western flank of
the MCS.
Substantial increases in temperature and moisture
between 0.25 and 1km AGL occurred within the envi-
ronment ahead of the southeast flank of the MCS prior
3620 MONTHLY WEATHER REV IEW VOLUME 145
to its arrival at the observing location. These tempera-
ture and moisture increases resulted in a dramatic in-
crease in CAPE within this layer from a maximum of
2400 J kg21 to a maximum of nearly 4500 J kg21, and a
corresponding decrease in CIN within this layer. CAPE
was underrepresented and CIN was overrepresented by
the RAP analysis of the event due to underpredictions
of moisture by the RAP of nearly 4 g kg21 within the
0.25–1 km AGL layer. The magnitude of CAPE on the
western flank of the MCS was observed to be similar to
that on the easternMCS flank; however, lifting along the
MCS’s southwesternOFBwas insufficient for air parcels
FIG. 18. Amodified version of the diagram shown in Fig. 22 of Trier and Parsons (1993) that
shows how differences in parcel LFC heights lead to differing positions of the MCS among
model simulations and observations. Dashed gray and orange lines are streamlines (also
isentropes for nearly steady conditions), and the dashed blue line is the LFC height at the left
side of the diagram for the parcels traveling along the dashed orange line. (a) Parcels along
the orange dashed line are lifted to their LFCs near a preexisting surface OFB, as in what
occurred in observations and the DSNAM. (b) Parcels with a higher initial LFC height than
those in (a) are lifted to their LFC at some point beyond the surfaceOFB, as in theCSUWRF.
(c) Parcels with higher initial LFC heights than (a) and (b) are lifted to their LFC farther to
the right than both OBS and the CSUWRF, as in the DSRAP.
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to reach their LFCs. These parcels continued to travel
toward the northeast over the low-level cold pool, hav-
ing entered convective updrafts approximately 100 km
away from the surface OFB.
Numerical simulations of the MCS that produced er-
rors in the position and evolution of the MCS were ana-
lyzed and compared to observations to elucidate the
source of the errors in these models. We determined that
underpredictions of low-level atmospheric moisture
(which resulted in overrepresentation of DzLFC and un-
derrepresentation of CAPE) were primarily responsible
for model errors. The distance parcels needed to be lifted
to reach their LFCs that regulated the residence time
required for parcels within the region of meso-a-scale lift
to achieve CI, whereby parcels with higher initial LFCs
required longer residence times (and thus greater vertical
lifting) than parcels with lower initial LFCs. In a regime
characterized by southwesterly low-level flow, the length
of residence times of parcels within meso-a-scale lifting
corresponded to the distance of northeastward travel of
air prior toCI, and lowDzLFC therefore equated to a small
northeastward MCS position error, and high DzLFC
equated to a large northeastward MCS position error
(Fig. 18). This conclusion is further supported by an
analysis of a 10-member ensemble of convection-
allowing simulations of the event, where low-level mois-
ture southwest of the MCS was strongly negatively
correlated with northeastward errors in the MCS place-
ment. Variations in low-level moisture along the south-
eastern flank of the MCS were also connected to the
strength of convection along the systems eastward-moving
flank in simulations.High values of low-levelmoisture (and
correspondingly low DzLFC) resulted in a strong eastward-
moving squall line with convection closely following the
eastern outflow boundary, whereas comparatively low
values of low-level moisture (and correspondingly high
DzLFC) resulted in weaker convection that lagged behind
the eastern outflow boundary.
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