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a b s t r a c t
In this paper, we investigate convergence and approximation properties of a Chlodowsky
type generalization of Stancu polynomials (we called Stancu–Chlodowsky polynomi-
als).The rates of convergence of this generalization are obtained by means of modulus of
continuity and by using the K -functional of Peetre.We also present and prove theorems on
weighted approximation and the order of approximation of continuous functions by these
operators on all positive semi-axis.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The classical Bernstein–Chlodowsky polynomials have the following form
Cn(f ; x) =
n∑
k=0
f
(
k
n
bn
)(
n
k
)(
x
bn
)k (
1− x
bn
)n−k
, (1)
where 0 ≤ x ≤ bn and {bn} is a positive increasing sequence with the properties: limn→∞ bn = ∞, limn→∞ bnn = 0.
These polynomials were introduced by Chlodowsky [1] as a generalization of Bernstein polynomials on an unbounded set.
Although there have been many studies of Bernstein polynomials to the present date, Bernstein–Chlodowsky polynomials
have not been investigated so much for they are defined on the unbounded interval. Recently, some authors have studied
some Chlodowsky type polynomials. For example, a very fine generalization of the Chlodowsky polynomials is given in
Gadjiev et al. [2]. They investigated approximation properties for these new polynomials. In [3] Karsli and Ibikli estimated
the rate of convergence for the Chlodowsky–Bézier operators for functions of bounded variation on [0,∞). Some other
investigations on Bernstein–Chlodowsky polynomials may be found in [4,5].
In [6] D.D. Stancu introduced following generalization of the Bernstein polynomials
Sαn (f ; x) =
n∑
k=0
f
(
k
n
)
Pkn,α, 0 ≤ x ≤ 1 (2)
where Pkn,α =
( n
k
) ∏k−1
s=0 (x+αs)
∏n−k−1
s=0 (1−x+αs)∏n−1
s=0 (1+αs)
. We get the classical Bernstein polynomials by putting α = 0 in (2). The other
generalization of Stancu (see [7])
Sα,βn (f ; x) =
n∑
k=0
f
(
k+ α
n+ β
)(
n
k
)
xk(1− x)n−k,
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where 0 ≤ x ≤ 1, 0 ≤ α ≤ β . For α = β = 0, the polynomials S0,0n (f ; x) are Bernstein polynomials. Ibikli (see [8])
introduced the following operator that generalizes the Chlodowsky polynomials defined in (1):
Cn(f ; x) =
n∑
k=0
f
(
k+ α
n+ β bn
)(
n
k
)(
x
bn
)k (
1− x
bn
)n−k
,
where 0 ≤ x ≤ bn, 0 ≤ α ≤ β . For α = β = 0, we obtain the classical Bernstein–Chlodowsky polynomials.
In the present paper we introduce the following Stancu–Chlodowsky polynomials defined as:
S∗n,αn(f ; x) =
n∑
k=0
f
(
k
n
bn
)
Pkn,αn , 0 ≤ x ≤ bn (3)
where
Pkn,αn =
(n
k
) k−1∏
s=0
(
x
bn
+ αns
) n−k−1∏
s=0
(
1− xbn + αns
)
n−1∏
s=0
(1+ αns)
,
{αn} is a positive decreasing sequence such that limn→∞ αn = 0, limn→∞ αnbn = 0 and an empty product is taken to equal
1. Explicit expressions for S∗n,αn(t
r; x) for r = 0, 1, 2 can be obtained by direct calculation giving
S∗n,αn(1; x) = 1, (4)
S∗n,αn(t; x) = x, (5)
S∗n,αn(t
2; x) = 1
1+ αn
(
x (x+ αnbn)+ x (bn − x)n
)
, or
= 1
1+ αn
(
1− 1
n
)
x2 + bn
1+ αn
(
αn + 1n
)
x. (6)
We get the classical Bernstein–Chlodowsky polynomials, given in (1), by putting αn = 0 in (3). The subjects of this paper
are approximation of functions by Stancu–Chlodowsky polynomials on the interval [0, A] and weighted approximation of
functions by Stancu–Chlodowsky polynomials on the interval [0,∞).
Definition 1.1. C2[0, A] is the space of function of f such that f , f ′, f ′′ belongs to C[0, A]. The norm on the space C2[0, A] can
be defined as
‖f ‖C2[0,A] =
2∑
i=0
∥∥f (i)∥∥C[0,A] .
Definition 1.2 (see [9]). For f ∈ C[0, A] and δ > 0, the Peetre-K functional are defined by
K(f ; δ) = inf
g∈C2[0,A]
{‖f − g‖C[0,A] + δ ‖g‖C2[0,A]} . (7)
It is clear that if f ∈ C[0, A], then we have limδ→0 K(f ; δ) = 0. Some further results on the Peetre K -functional may be
found in [10].
Definition 1.3. For f ∈ C[0, A], δ > 0, we define the modulus of continuity ω(f ; δ) as follows:
ω(f ; δ) = max
0≤x,y≤A
|x−y|≤δ
|f (x)− f (y)| .
It is also known that limδ→0 ω(f ; δ) = 0 and for any λ > 0, ω(f ; λδ) ≤ (1+ λ)ω(f ; δ).
Definition 1.4. Let ρ(x) = 1+ x2, x ≥ 0. Denote by Bρ, Cρ and Ckρ the following spaces:
Bρ : The space of all functions f , satisfying the condition |f (x)| ≤ Mf ρ(x), where Mf is a constant depending on the
function f only.
Cρ : The subspace of all continuous functions in the space Bρ .
Ckρ =
{
f ∈ Cρ : lim|x|→∞ f (x)ρ(x) = k
}
.
Bρ is a normed space with the norm ‖f ‖ρ = supx≥0 |f (x)|ρ(x) .
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Definition 1.5 ([11,12]). For f ∈ Ckρ[0,∞), δ > 0, we define the weighted modulus of continuityΩ(f ; δ) as follows:
Ω(f ; δ) = sup
t∈[0,∞)
|h|≤δ
|f (t + h)− f (t)|
ρ(t)ρ(h)
.
Ω(f ; δ) has the following properties:
(i) monotonically increasing function of δ.
(ii) limδ→0Ω(f ; δ) = 0.
(iii) For any λ > 0,Ω(f ; λδ) ≤ 2(1+ λ)(1+ δ2)Ω(f ; δ).
By property (iii) we have
|f (t)− f (x)| ≤ 2
(
1+ |t − x|
δ
)
(1+ δ2)ρ(x)(1+ (t − x)2)Ω(f ; δ). (8)
2. Main results
In this section, we derive some convergence properties of the Stancu–Chlodowsky polynomials (3). In each of the
following theorems, {bn} is a positive increasing sequence, {αn} is a positive decreasing sequence such that
lim
n→∞ bn = ∞, limn→∞
bn
n
= 0, lim
n→∞αn = 0, limn→∞αnbn = 0 (9)
and
ρ(x) = 1+ x2, Pkn,αn =
(n
k
) k−1∏
s=0
(
x
bn
+ αns
) n−k−1∏
s=0
(
1− xbn + αns
)
n−1∏
s=0
(1+ αns)
,
A is a fixed positive real number.
Note that the interval [0, bn] extends to [0,∞) as n→∞. Thereforewe can establish some theorems on the convergence
and the rate of approximation of continuous functions by polynomials (3) on an unbounded interval.
Theorem 2.1. For f ∈ C[0,∞) and for any fixed A > 0, the polynomials S∗n,αn(f ; x) converge uniformly to f (x) on [0, A] as
n→∞.
Proof. From (4)–(6), we have
S∗n,αn(1; x) = 1,
S∗n,αn(t; x) = x,
S∗n,αn(t
2; x) = 1
1+ αn
(
1− 1
n
)
x2 + bn
1+ αn
(
αn + 1n
)
x
and we obtain∥∥S∗n,αn(1; x)− 1∥∥C[0,A] = 0,∥∥S∗n,αn(t; x)− x∥∥C[0,A] = 0,
and ∥∥S∗n,αn(t2; x)− x2∥∥C[0,A] ≤ 11+ αn
(
αnbn + bnn
)
A
from condition (9),∥∥S∗n,αn(t2; x)− x2∥∥C[0,A] → 0, as n→∞.
The proof of uniform convergence is then completed by applying Korovkin’s theorem [13]. 
Example 2.2. For αn = 1n3 , bn =
√
n and A = 5, the convergence of S∗n,αn(f ; x) (blue) to f (x) = sin(ln(x2 + 1)pi)(red) is
illustrated in Fig. 1.
Example 2.3. For n = 100, bn = √n and A = 5, the convergence of S∗n,αn(f ; x)(blue) to f (x) = sin(ln(x2 + 1)pi)(red) is
illustrated in Fig. 2.
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Fig. 1. Convergence of S∗n,αn (f ; x) to f (x). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
Theorem 2.4. For any f ∈ C[0,∞), one has for n sufficiently large and for every x ∈ [0, A]
∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ 2ω
(
f ;
√
A
1+ αn
(
αnbn + bnn
))
where ω(f ; .) is the usual modulus of continuity of f .
Proof. Using the relation
∑n
k=0 Pkn,αn = 1, express the difference between S∗n,αn(f ; x) and f as
S∗n,αn(f ; x)− f (x) =
n∑
k=0
[
f
(
k
n
bn
)
− f (x)
]
Pkn,αn
and so,∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ n∑
k=0
∣∣∣∣f ( knbn
)
− f (x)
∣∣∣∣ Pkn,αn .
Letting y = knbn and |y− x| = λδ, we have |f (y)− f (x)| ≤ ω(f ; λδ) ≤ (1+ λ)ω(f ; δ), thus we obtain,∣∣∣∣f ( knbn
)
− f (x)
∣∣∣∣ ≤
(
1+
∣∣ k
nbn − x
∣∣
δ
)
ω(f ; δ)
and hence,
∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ ω(f ; δ)
1+ 1δ
[
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn
]1/2
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Fig. 2. Convergence of S∗n,αn (f ; x) to f (x).(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
where we have invoked the Cauchy–Schwartz inequality. Expanding the squared term and making use of (4), (5) and (6),
we obtain∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ ω(f ; δ)
{
1+ 1
δ
[
1
1+ αn
(
1− 1
n
)
x2 + bn
1+ αn
(
αn + 1n
)
x− x2
]1/2}
= ω(f ; δ)
{
1+ 1
δ
[
1
1+ αn
(
bnx− x2
) (
αn + 1n
)]1/2}
. (10)
Now, since 0 ≤ x ≤ A, we have (bnx− x2) ≤ bnA. Therefore, by choosing δ = √ A1+αn (αnbn + bnn ) in (10), we deduce that
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn =
1
1+ αn
(
bnx− x2
) (
αn + 1n
)
≤ A
1+ αn
(
αnbn + bnn
)
= δ2 (11)
so that∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ 2ω
(
f ;
√
A
1+ αn
(
αnbn + bnn
))
as claimed. This completes the proof. 
Theorem 2.5. If f is Hölder continuous on [0, A]with exponent γ ∈ (0, 1] denoted f ∈ LipM(γ , [0, A]), then for every x ∈ [0, A]∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ M [ A1+ αn
(
αnbn + bnn
)]γ /2
.
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Proof. By the Hölder’s condition and definition S∗n,αn(f ; x), we obtain∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ M n∑
k=0
∣∣∣∣ knbn − x
∣∣∣∣γ Pkn,αn .
Application of Hölder’s inequality, we have
∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ M
[
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn
]γ /2
.
Thanks to (11), we obtain∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ M [ A1+ αn
(
αnbn + bnn
)]γ /2
.
Theorem 2.6. If f ∈ C [0,∞), then∥∥S∗n,αn(f ; x)− f (x)∥∥C[0,A] ≤ 2K (f ; 14 A1+ αn
(
αnbn + bnn
))
where K(f ; δ) is Peetre’s K functional defined by (7).
Proof. Suppose that g ∈ C2[0, A], from the Taylor expansion we write
g(t) = g(x)+ (t − x)dg
dx
+
∫ t−x
0
(t − x− u)d
2g
dx2
du. (12)
If we apply the operator (3) to (12), we have∣∣S∗n,αn(g(t)− g(x); x)∣∣ = ∣∣∣∣S∗n,αn ((t − x)dgdx +
∫ t−x
0
(t − x− u)d
2g
dx2
du; x
)∣∣∣∣
≤
∥∥∥∥dgdx
∥∥∥∥
C[0,A]
∣∣S∗n,αn(t − x); x∣∣+ ∥∥∥∥d2gdx2
∥∥∥∥
C[0,A]
∣∣∣∣S∗n,αn (∫ t−x
0
(t − x− u)du; x
)∣∣∣∣ .
Since
∫ t−x
0 (t − x− u)du = 12 (t − x)2, from (5) and (11) we have S∗n,αn((t − x); x) = 0, S∗n,αn((t − x)2; x) ≤ A1+αn
(
αnbn + bnn
)
.
Therefore we obtain∣∣S∗n,αn(g(t)− g(x); x)∣∣ ≤ 12 A1+ αn
(
αnbn + bnn
)∥∥∥∥d2gdx2
∥∥∥∥
C[0,A]
≤ 1
2
A
1+ αn
(
αnbn + bnn
)
‖g‖C2[0,A] . (13)
By the linearity property of S∗n,αn , we get∥∥S∗n,αn(f ; x)− f (x)∥∥C[0,A] ≤ ∥∥S∗n,αn(f ; x)− S∗n,αn(g; x)∥∥C[0,A] + ∥∥S∗n,αn(g; x)− g(x)∥∥C[0,A] + ‖f (x)− g(x)‖C[0,A]
≤ ‖f (x)− g(x)‖C[0,A]
∣∣S∗n,αn(1; x)∣∣+ ∥∥S∗n,αn(g; x)− g(x)∥∥C[0,A] + ‖f (x)− g(x)‖C[0,A] . (14)
If we use (13) in (14), we have∥∥S∗n,αn(f ; x)− f (x)∥∥C[0,A] ≤ 2 ‖f (x)− g(x)‖C[0,A] + 12 A1+ αn
(
αnbn + bnn
)
‖g‖C2[0,A]
= 2
(
‖f (x)− g(x)‖C[0,A] + 14
A
1+ αn
(
αnbn + bnn
)
‖g‖C2[0,A]
)
. (15)
Taking the infimum on the right hand side of (15) over all g ∈ C2[0, A], then∥∥S∗n,αn(f ; x)− f (x)∥∥C[0,A] ≤ 2K (f ; 14 A1+ αn
(
αnbn + bnn
))
.
Theorem 2.7 ([14,15]). Let {Ln} be the sequence of linear positive operators which are mappings from Cρ to Bρ satisfying the
conditions
lim
n→∞
∥∥Ln(t r; x)− xr∥∥ρ = 0, r = 0, 1, 2.
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Then, for any function f ∈ Ckρ,
lim
n→∞ ‖Ln(f ; x)− f (x)‖ρ = 0,
and, there exists a function f ∗ ∈ Cρ \ Ckρ such that
lim
n→∞
∥∥Ln(f ∗; x)− f ∗(x)∥∥ρ ≥ 1.
Theorem 2.8. If f ∈ Ckρ , then
lim
n→∞
∥∥S∗n,αn(f ; x)− f (x)∥∥ρ = 0.
Proof. From (4) and (5), we write
sup
x≥0
∣∣S∗n,αn(1; x)− 1∣∣
ρ(x)
= 0,
sup
x≥0
∣∣S∗n,αn(t; x)− x∣∣
ρ(x)
= 0,
hence we obtain
lim
n→∞
∥∥S∗n,αn(t i; x)− xi∥∥ρ = 0, (i = 0, 1).
From the equality (6), we get
sup
x≥0
∣∣S∗n,αn(t2; x)− x2∣∣
ρ(x)
≤ 1
1+ αn
(
αnbn + bnn
)
sup
x≥0
x
ρ(x)
.
From (9), we have
lim
n→∞
∥∥S∗n,αn(t2; x)− x2∥∥ρ = 0.
Therefore, the desired result follows from Theorem 2.7. 
Theorem 2.9. If f ∈ Ckρ , then the inequality
sup
x≥0
∣∣S∗n,αn(f ; x)− f (x)∣∣
ρ3(x)
≤ KΩ
(
f ;
√
αnbn + bnn
)
,
where K is a constant independent of αn, bn, holds.
Proof. From (8) we have
|f (t)− f (x)| ≤ 2
(
1+ |t − x|
δn
)
(1+ δ2n)ρ(x)(1+ (t − x)2)Ω(f ; δn)
letting t = knbn, we obtain∣∣∣∣f ( knbn
)
− f (x)
∣∣∣∣ ≤ 2
(
1+
∣∣ k
nbn − x
∣∣
δn
)
(1+ δ2n)ρ(x)
(
1+
(
k
n
bn − x
)2)
Ω(f ; δn)
and hence,∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ n∑
k=0
[
2
(
1+
∣∣ k
nbn − x
∣∣
δn
)
(1+ δ2n)ρ(x)
(
1+
(
k
n
bn − x
)2)
Ω(f ; δn)
]
Pkn,αn
≤ 4ρ(x)Ω(f ; δn)
n∑
k=0
(
1+
∣∣ k
nbn − x
∣∣
δn
)(
1+
(
k
n
bn − x
)2)
Pkn,αn
= 4ρ(x)Ω(f ; δn)
{
1+ 1
δn
n∑
k=0
∣∣∣∣ knbn − x
∣∣∣∣ Pkn,αn
+
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn +
1
δn
n∑
k=0
∣∣∣∣ knbn − x
∣∣∣∣ ( knbn − x
)2
Pkn,αn
}
.
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Applying Cauchy–Schwartz inequality we obtain,
∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ 4ρ(x)Ω(f ; δn)
1+ 1δn
√√√√ n∑
k=0
(
k
n
bn − x
)2
Pkn,αn +
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn
+ 1
δn
√√√√ n∑
k=0
(
k
n
bn − x
)4
Pkn,αn
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn
 . (16)
By simple calculation we get,
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn = −
nαn + 1
n(αn + 1)x
2 + bn(nαn + 1)
n(αn + 1) x,
n∑
k=0
(
k
n
bn − x
)4
Pkn,αn =
nαn + 1
n3(6α3n + 11α2n + 6αn + 1)
[
(−18n2α2n + 3n2αn − 18nαn + 3n− 6)x4
+ bn(36n2α2n − 6n2αn + 36nαn − 6n+ 12)x3
+ b2n(−24n2α2n + 3n2αn − 24nαn + αn + 3n− 7)x2 + b3n(6n2α2n + 6nαn − αn + 1)x
]
.
Thus if we consider bnn , αnbn, αn ≤ 1 for sufficiently large n, since limn→∞ bnn = 0, limn→∞ αnbn = 0 and limn→∞ αn = 0,
we obtain
n∑
k=0
(
k
n
bn − x
)2
Pkn,αn ≤
(
αnbn + bnn
)
x, (17)
n∑
k=0
(
k
n
bn − x
)4
Pkn,αn ≤
(
αnbn + bnn
)
(6x4 + 84x3 + 7x2 + 13x)
≤ 84
(
αnbn + bnn
)
(x4 + x3 + x2 + x). (18)
Substituting these inequalities in (16) we have
∣∣S∗n,αn(f ; x)− f (x)∣∣ ≤ 4ρ(x)Ω(f ; δn)
{
1+ 1
δn
√(
αnbn + bnn
)
x+
(
αnbn + bnn
)
x
+√84 1
δn
(
αnbn + bnn
)√
x5 + x4 + x3 + x2
}
.
Choosing δn =
√
αnbn + bnn , for sufficiently large n’s, we obtain
sup
x≥0
∣∣S∗n,αn(f ; x)− f (x)∣∣
ρ3(x)
≤ KΩ
(
f ;
√
αnbn + bnn
)
where K is a constant, independent of αn, bn. 
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