Introduotion
Let F denote a fixed family of holomorphio funotions. By »••• W8 mean a sequence of funotionala defined in the family F. The paper oonsiders a general extremal problem of finding a minimum of the fanotional $ 0 (f) under the constraints $j(f)<0, j = 1,2,... ,mj f €f, (the detailed assumptions imposed on the funotionala <$j, j » 0,1,...,m, are given in Seotion 1). The aase of oonstraints of equality type was considered, among others, in papers [l0] , [11] , [14] , [16] . To investigate the problem formulated above, we use, after some modifications, the method presented in [2] - [4] , [9] . The basic definitions and notions connected with this methods are given in Seotion 2.
In Seotion 3 we shall prove a general neoessary condition for the existenoe of extremum called the Euler-Lagrange equation (Th. 3.4) . In proving this condition we adapt the above--mentioned method, its application to the space of holomorphio functions was possible due to Lemmas 3.1, 3.2, 3.3.
Mora specific necessary oondition for a conditional extremum is proved in Theorem 4.2. This condition refers to those families of complex functions which have an integral representation given by L. Brickman, T.H. MaoGregor and D.R. Wiken (of. [1] ).
-139 -ID paper [1] a necessary condition for the existenoe of extremum, in the linear case, was given* The case of convex i'anctionals was investigated in paper [7j. Theorem 4.2 of the present paper is a generalization of these results to the case of arbitrary smooth functionals. From this theorem one oan obtain the classical results concerning extremal functions for the families of Caratheodory, typically-real, starlike and other functions (see [5] and its references).
In Section 5, we give an example which illustrates the application of the necessary condition provided by Theorem 4.2.
1. formulation of extremal problem Let us denote by C a complex plane, and let K stand for the diso -[zee « | z | < l}. We use H to denote the complex linear space of all functions which are holomorphic in K, with the topology of almost uniform convergence. It is known (of. [13, §1.45] ) that the space H endowed with the above topology is a locally -oonvex Hausdorff epaoe.
By F we mean any family of holomorphic functions whioh forms a closed and oonvex subset of the spaoe H, Let m, n^ ,n 2 ,...,n k be fixed natural ntunbers. Consider a finite sequenoe of real functions F Q ,F^,..., F m defined on the spaoe R 2n where n = n 1 +n 2 +.. .+n k +k. We shall always assume that these functions are of the class i.e. they are Frechet differentiable and j=0,1,...,m, is a con-
tinuous function in the space R . Let ^ • • • »S k fixed distinot points of the disc K. Denote by y a mapping defined on H by the formula (n )
where f^ = f. Let us note that 17, n t H -^R 2n , is a linear continuous mapping which maps H onto the spaoe R . In what We construct a finite sequenoe of real functionals
defined on the space H. We shall consider the following extremal problem Problem 1. Determine a minimum of the functional §0(f) subject to the constraints
From now on, we shall assume Problem 1 to have a solution fQ, f0 e F. This is retjlly the case if, for instanoe F is compact and the set ò Q* is non-empty, where
Concepts and theorems of the method Now, we shall briefly give the most important notions and facts we are going to use (cf. [4] , § §5-10). Definition 2.1. We say that f1e H is a direction of decrease of the functional $ » H -"R, at the point fQ if there exist a neighbourhood U of f., and numbers a<0 and &o>0, such that $(f + e f) ^ $(f0) + e<t for every feu and 0<£<6o.
-141 -Definition 2.2. We say that f^ e H is a feasible direotion for a set QcH at the point f Q if there exist a neighbourhood U of f^ and a number e Q > 0, suph that f Q +eUcQ for every 0 < e < e Q . Definition 2.3. We say that f 1 e H is a direotion tangent to a set QcH at the point f if there exists a number e Q > 0 suoh that, for every 0 < e < £ Q , there is a point f(e)e Q satisfying the condition f(&) » f Q +ef 1 + r(e.) where -• 0 as e 0 + (i.e. if U is an arbitrary neighbourhood of 0, then^-^-eU for sufficiently small e>0).
We introduce the following notations! Kj($,f 0 ) -the set of all directions of deorease of the functional $ at the point f Q j K f (Q,f 0 ) -the set of all feasible directions for the set Q at the point f Q j K t (Q t f 0 ) -the set of all directions tangent to the set Q at the point f Q .
It was proved ( . Let Q be a dosed convex subset of H. Then the cone dual to Kt(Q,f0) ooincides with the cone of functionals supporting the set Q at the point fQ, i.e. the following equality holds K^(Q,f0) = K(f0lQ).
Necessary condition for extremum in the family
To investigate Problem 1, we apply method presented in [4] , §2.
Let fQ be a solution of Problem 1. In order to make use of Theorem 2.6, we are to findi (i) the cone of directions of decrease of the functional §0(f) at the point fQ and the cone dual to itj (ii) the cones of feasible directions for constraints (1.3) and the cones dual to them; (iii) the cone of directions tangent to constraint (1.4) and the cone dual to it. Lemma 3.1. Assume that x0) 4 0 where xQ Then the cone K^^o»^ is given by the formula -143
We shall start by letting G -{geH i<Pg(x0), y>< 0| y -7g}.
To prove that Kd($0,f0) c G. take g e Kd($0,f0). According to Definition 2.1, there i a<0, £">0, each that Definition 2.1, there are a neighbourhood U of g and numbers 6
(311) $0(f0 + £g)<$0(f0) + eoc for any g e ug and any e e(0,£Q). Setting g = g in (3.1) and following the definition of the functional $0(f) (see (1.1), (1.2)), we can write
As e --0
, we obtain that the directional derivative of the function FQ at the point x0 in the y direction (i.e. p;(x0,y)) is negative. Since PQ is Preohet differentiable at xQ we have F^U^y) = < P^U 0) (3.2) implies < F o (x o ) '7> < but the last inequality means that g eQ. Mow, we come to the proof of the inclusion G^ K^( $0,f0). Let gQ e G. Denote yQ = i^gp and consider the set C ={y €R 2n , <P;(x0),y> < o}.
Obviously, y0eC. Since FQ is differentiable and f'q{x0) 4 0, one gets that C is a cone of directions of decrease of the function FQ at the point xQ (see [4] , Th. 7.5). It follows that yQ is the direction of decrease of PQ at xQ. Prom this one deduces the existence of a neighbourhood V^ of yQ and numbers o(<0, &o>0, such that Prom the assumption 4 0 follows the existence of a vector y, jeR 20 , such that <ij(x0),y> < 0. Since Tf is "onto", it follows that there is some g, geH, such that y =78» Thus, making use of (3.4), we have proved the existence of such a direction g that £,(f0.g)<o.
We can now conclude that, for the set Qj, all the assumptions of Th. 8.1 [4] are fulfilled. Prom this theorem we get VVV^d'^'o». which completes the proof.
We now turn to the cones dual to Kd($0,fQ) and Prom Theorem 2.7 and Lemma 3.2 we get lemma 3.3. If P j(x0) ^ 01 j = 0,1,... ,mj xQ = 17^, then the following equalities
In connection with constraint (1.4), we consider the cone Kt(F,f0). It turns out, however, that there is no need to describe this cone since we are able to find the dual cone without the previous knowledge of Kt(F,f0). Namely, we observe, using Theorem 2.8, that ..tm, we obtain that conditions (3.6), (3.7) are satisfied (sinoe always OeNffjF)). Therefore, we may assume that F^ (xQ) / 0 for j = 0,1,...,m. From this assumption, by Lemma 3.1, it then follows that Kd($;),f0) i ft for 3 = 0,1
Changing, if necessary, the numeration of the functionals, we may assume that $.,(f0) = 0,...,ip{f()) = 0, $r+1 (f0) < 0,..., $m(fo)<0. By the continuity of the functionals at the point fQ, we find the existenoe of a neighbourhood U of fQ such that $r+1(f) < 0,...,$m(f) < 0 for every f€U. Consequently, sinoe fQ is a local minimum point in Problem 1, so it is also a local minimum point in the problem It is readily seen that, for problem (3*8)-(3.10), all the assumptions of Th.2.6 are satisfied. By this theorem, there exist functionals <pQ, ^ ,... ,<pT and <Pm+1, not vanishing simultaneously, such that <pQ e $0,f0) J <f >-j e K^ (i^ ,fQ), 3 = 1,2,o.. ,r j <pm+1 eK(fo|D and r (3.11) <?m+1 + 2 -
3=0
Let us note that among the functionals ifQ, Cf»1,...,<fr there is at least one which is nonzero. Let us denote by 2 any compact Hausdorff space. We assume that the mapping q s K*X-C possesses the following properties:
(i) for eaoh t e x, the mapping z-*-q(z,t) is analytio in Kj (ii) for each z e K, the mapping t-*>q(z,t) is continuous on X;
-
(ill) for each r, 0<r<1, there exists a number ^>0 sttoh that |q(t,z)| < for | z| < r and for t eX. Denote by P a set of probabilistic measures defined on Borel subsets of the space X* For peP , let (4.1) f^(z) « J q(z,t)dp(t), zeK, X and let F • { f^ i p e P} .
For properties of F see [l] , [7] , [11] . Bxtremal problems in the family F or in some of its subfamilies were investigated in [7] , [8] , [14] - [17] .
Consider the following extremal problem in the family F t Problem 2.
Determine a minimum of the functional $ Q (?) subject to the constraints
let f Q , f Q = f (z) -J q(z,t) djn 0 (t j, be a solution of X Problem 2. We observe that such a solution exists since the A family F is compaot (see [1] ) and the functional $j, j ® 0,1,...,m, are continuous.
Let v = v(t) be a continuous real function defined on the space X. Denote by E the set E ex i v(t) = m| where M = max v(t). Henoe, taking account of (4.3) and (4.4), we obtain / w(t) dp(t) < j*w(t) dnQ(t) X X where p, e P. Making use of Theorem 4.1, we conclude the proof. Remark.
Theorem 4.2 is a generalization of Theorem 3, [7] , whioh was proved (with the use of the extremum principle) under the additional condition of convexity of the funotion $= ...4J. It is easy to see that the function w(t) (comp. (4.2) ), in the case under consideration, has the form w(t) = 2\q COS 3t + C2 cos 2t + C1 cos t, where C1, C2 are some constants and 0 is a multiplier that corresponds to the functional §Q.
It is not difficult to observe that if k < 4 then there exists a function fee such that $1(f)<0. Henoe y.Q + 0 (see Th. 3.4) and therefore the set Ew (comp. Th. 4.2) contains at most six elements. Function fQ which is a solution of P, has the form We have thus shown that Problem P', arter Theorem 4.2 has been applied, reduces to a mathematical programming problem.
