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resumo 
 
 
 
 
 
 
 
 
A visão é o sentido mais crucial que possuímos, uma vez que nos permite 
perceber o mundo de forma muito precisa. Com o avanço da tecnologia 
médica, o tratamento de diversas doenças oftalmológicas torna-se mais 
adequado e bem sucedido. Isso não seria possível sem os devidos modelos 
matemáticos da biomecânica do olho e seus constituintes. Uma das partes 
mais importantes do olho humano é a córnea, porque é responsável por cerca 
de dois terços do poder da refração. A descrição matemática da topografia da 
córnea é muito importante do ponto de vista dos oftalmologistas porque muitos 
dos distúrbios têm como origem algumas distorções na geometria da córnea. 
Pretende-se com este trabalho mostrar a aplicação da equação diferencial 
fracionária modificada de Bessel para o problema de descrição da topografia 
da córnea. A solução do problema é dada em termos de séries de potência. 
Esta solução tem um comportamento interessante no infinito que é uma 
generalização dos resultados clássicos para função de Bessel modificada de 
ordem 0. 
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abstract 
 
 
 
 
 
 
 
 
Vision is the most crucial sense that we possess, once that enables us to 
observe the world in very precise way. With the advancement of medical 
technology, the treatment of various eye diseases becomes more appropriate 
and successful. This would not have been possible without the appropriate 
mathematical models of the biomechanics of the eye and its constituents. One 
of the most important parts of the human eye is the cornea, because it is 
responsible for about two-thirds of the power of refraction. The mathematical 
description of the corneal topography is very important from the point of view of 
the ophthalmologists because many disorders are caused by some distortions 
in the corneal geometry. The aim of this work is the application of a fractional 
modified differential equation to the problem of the corneal topography 
description. The solution of the problem is given in terms of power series. This 
solution has an interesting behaviour at infinity which is a generalization of the 
classics results for the modified Bessel function of order 0. 
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2 CONTEU´DO
Cap´ıtulo 1
Introduc¸a˜o
1.1 Resumo
A visa˜o e´ o sentido mais precioso que temos. Atrave´s dela conseguimos captar verda-
deiramente o mundo exterior e portanto, e´ essencial entender a sua mecaˆnica a fim de,
entre outras coisas, tratar as diversas doenc¸as que a perturbam.
Com o avanc¸o da tecnologia me´dica, o tratamento das variadas doenc¸as visuais tem-
se revelado cada vez mais adequado e sucedido. Isso na˜o seria poss´ıvel sem os devidos
modelos matema´ticos de biomecaˆnica do olho e seus constituintes.
Uma das partes principais do olho, responsa´vel por 2
3
do poder de refrac¸a˜o, e´ a co´rnea.
Sendo uma das partes mais sens´ıveis no nosso corpo, as irregularidades que lhe esta˜o
associadas levam a` formac¸a˜o de va´rios transtornos visuais. Doenc¸as como miopia, hi-
permetropia e estigmatismo teˆm como origem anomalias na geometria da co´rnea, o que
acentua a importaˆncia do conhecimento das suas caracter´ısticas.
Pretende-se com este estudo, mostrar a aplicac¸a˜o de uma equac¸a˜o diferencial fra-
ciona´ria modificada de Bessel, para o problema de descric¸a˜o da topografia da co´rnea.
No caso em aprec¸o, o modelo vai ser generalizado, e sera˜o usadas derivadas fraciona´rias
em vez das cla´ssicas. A soluc¸a˜o do problema sera´ escrita em termos de se´ries de poteˆncias.
A soluc¸a˜o encontrada tem um comportamento interessante no infinito, ja´ que e´ uma
generalizac¸a˜o dos resultados cla´ssicos para a func¸a˜o de Bessel modificada de ordem 0.
A equac¸a˜o fraciona´ria de Bessel ja´ tinha sido investigada em [24], contudo sera´ anali-
sada neste trabalho de um modo diferente.
Quanto a` estrutura, este trabalho esta´ organizado em cinco cap´ıtulos. No cap´ıtulo
2 (Preliminares) sera˜o apresentadas func¸o˜es especiais, nomeadamente a func¸a˜o Gamma,
que aparece no decorrer da tese. E as func¸o˜es de Bessel que esta˜o diretamente ligadas
com a equac¸a˜o modificada de Bessel, o cerne deste trabalho. Sera˜o abordados neste
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mesmo cap´ıtulo alguns conceitos sobre ca´lculo fraciona´rio, apo´s uma breve revisa˜o sobre
a sua origem e algumas aplicac¸o˜es que mais se destacaram ate´ agora. Ale´m disso, sera˜o
discutidos dois tipos de operadores fraciona´rios, os operadores de Riemann-Liouville e
de Caputo, assim como, algumas propriedades mais relevantes utilizadas na resoluc¸a˜o do
problema em questa˜o.
No cap´ıtulo 3 sa˜o descritos alguns modelos associados a` geometria da co´rnea. Sera˜o
explicados dois modelos com mais detalhe e introduzido um u´ltimo em comparac¸a˜o com
o segundo, ja´ que normalmente esta˜o relacionados.
O cap´ıtulo 4 esta´ ligado a` natureza da co´rnea. Divide-se em duas secc¸o˜es, a primeira
faz uma exposic¸a˜o das propriedades biolo´gicas da co´rnea e a segunda explica a derivac¸a˜o
f´ısica e matema´tica de dois modelos na˜o lineares que descrevem a sua topografia. Estes
modelos esta˜o relacionados com o adoptado.
Finalmente no cap´ıtulo 5, vai-se propor e analisar outro modelo, tambe´m ele baseado
na derivac¸a˜o f´ısica e na equac¸a˜o da membrana. A soluc¸a˜o encontrada e´ escrita em termos
de serie de poteˆncias. Sera´ tambe´m estudado o comportamento assinto´tico da soluc¸a˜o e
verificado que para casos particulares, se identificam com func¸o˜es bem conhecidas.
Cap´ıtulo 2
Preliminares
2.1 Func¸o˜es Especiais
2.1.1 Func¸a˜o Gamma
A func¸a˜o Gamma, denotada por Γ(z) e´ uma generalizac¸a˜o da func¸a˜o fatorial n!, i.e.,
Γ(n) = (n− 1)!, para todo n ∈ N. Para os nu´meros complexos com parte real maior que
zero, e´ definido da seguinte forma:
Γ(z) =
∫ +∞
0
e−ttz−1dt, <(z) > 0, (2.1)
em que <(z) e´ a parte real de z.
O integral (2.1) converge absolutamente e e´ conhecido como integral de Euler de pri-
meira espe´cie. De facto,∫ +∞
0
e−ttz−1dt =
∫ 1
0
e−ttz−1dt+
∫ +∞
1
e−ttz−1dt.
Para provar a convergeˆncia do integral
∫ +∞
1
e−ttz−1dt recorremos ao crite´rio de com-
parac¸a˜o por passagem ao limite e usamos como termo de comparac¸a˜o o integral convergente∫ +∞
1
t−2dt, i.e.:
Seja
∑∞
n=1 an uma se´rie de nu´meros positivos e
f : [1,∞[ −→ R
t 7−→ e−ttz−1
a func¸a˜o com as seguintes propriedades:
• f(t) ≥ 0;
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• f(t) e´ decrescente;
• f(n) = an.
Enta˜o
∑∞
n=1 an converge se e somente se
∫ +∞
1
f(t)dt converge, ou seja,
∑∞
n=1 e
−nnz−1
converge se e somente se
∫ +∞
1
e−ttz−1dt converge.
O teste da comparac¸a˜o do limite e´ uma generalizac¸a˜o do teste da comparac¸a˜o.
Sejam
∑∞
n=1 an e
∑∞
n=1 bn se´ries de termos positivos. Enta˜o:
• Se limn→∞ anbn = 0, temos :
Se
∑∞
n=1 bn e´ convergente, enta˜o
∑∞
n=1 an e´ convergente.
Consideremos as se´ries
∑∞
n=1 e
−nnz−1 e
∑∞
n=1
1
n2
, enta˜o:
∞∑
n=1
1
n2
= 1 +
∞∑
n=2
1
n2
≤ 1 +
∞∑
n=2
1
n2 − n
≤ 1 +
∞∑
n=2
1
n(n− 1)
≤ 1 +
∞∑
n=2
1
n− 1 −
1
n
≤ 1 +
(
1− 1
2
+
1
2
− 1
3
+
1
3
− . . .
)
≤ 2,
∞∑
n=1
1
n2
= 1 +
∞∑
n=2
1
n2
≤ 1 +
∞∑
n=2
1
n2 − n ≤ 1 +
∞∑
n=2
1
n(n− 1) ≤ 1 +
∞∑
n=2
1
n− 1 −
1
n
≤ 1 +
(
1− 1
2
+
1
2
− 1
3
+
1
3
− . . .
)
≤ 2,
e prova-se que
∞∑
n=1
1
n2
e´ absolutamente convergente.
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lim
n→∞
an
bn
= lim
n→∞
e−nnz−1
n2
= lim
n→∞
e−nnz+1
= lim
n→∞
nz+1
en
= lim
n→∞
(z + 1)nz
en
(Regra de L’Hoˆpital)
= . . .
= lim
n→∞
(z + 1)!
en
= 0.
lim
n→∞
an
bn
= lim
n→∞
e−nnz−1
n2
= lim
n→∞
e−nnz+1 = lim
n→∞
nz+1
en
= lim
n→∞
(z + 1)nz
en
(Regra de L’Hoˆpital)
= . . .
= lim
n→∞
(z + 1)!
en
= 0
Uma vez que se verificam as duas condic¸o˜es, temos que o integral
∫ +∞
1
e−ttz−1dt e´
convergente.
Para provar a convergeˆncia do integral
∫ 1
0
e−ttz−1dt faz-se a mudanc¸a de variavel u = 1
t
.
Assim: ∫ 1
0
e−ttz−1dt =
∫ +∞
1
e−
1
uu−z−1du,
e facilmente se prova que o integral
∫ +∞
1
e−
1
u t−z−1du converge, em comparac¸a˜o com o
integral
∫ +∞
1
u−z−1du =
[
−u−z
z
]∞
1
<∞ , quando s > 0, e portanto e´ convergente.
Propriedades
Uma das propriedades mais importantes da func¸a˜o Gamma e´
Γ(1 + z) = zΓ(z). (2.2)
Para provar (2.2) basta integrar (2.1) por partes, i.e.,
Γ(1 + z) =
∫ +∞
0
e−ttzdt = −e−ttz|∞0 + z
∫ +∞
0
e−ttz−1dt = zΓ(z).
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Pela ana´lise da continuidade, segue que a func¸a˜o e´ estendida a todo o plano complexo
exceto para os pontos 0,-1,-2,-3. . . , que sa˜o os seus po´los.
Temos enta˜o que:
Γ : C \ {0,−1,−2, . . .} → C.
Outras propriedades importantes sa˜o (ver [14]):
• Γ(1) = Γ(2) = 1;
• Γ(1
2
) =
√
pi;
• Γ(z) = Γ(z¯)⇒ Γ(z)Γ(z¯) = |Γ(z)|2 ∈ R.
Equac¸a˜o funcional:
Γ(z)Γ(1− z) = pi
sin(piz)
.
Fo´rmula de duplicac¸a˜o de Legendre :
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
piΓ(2z).
Teorema de multiplicac¸a˜o de Gauss-Legendre:
Γ(mz) =
2mz−1
(2pi)(m−1)/2
m−1∏
k=0
Γ
(
z +
k
m
)
.
2.1.2 Func¸a˜o Beta
A func¸a˜o Beta e´ definida pelo integral:
β(z, w) =
∫ 1
0
tz−1(1− t)w−1dt, <(z) > 0, <(w) > 0. (2.3)
Propriedades
A func¸a˜o Beta e´ sime´trica em relac¸a˜o aos argumentos, ou seja, β(z, w) = β(w, z).
Adicionalmente, β(z, w), e´ por vezes usado por convenieˆncia para substituir uma com-
binac¸a˜o de func¸o˜es Gamma.
A relac¸a˜o entre a func¸a˜o Beta e a func¸a˜o Gamma e´ dada pela seguinte expressa˜o:
β(z, w) =
Γ(z)Γ(w)
Γ(z + w)
. (2.4)
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Quando x e y sa˜o inteiros positivos, segue da definic¸a˜o da func¸a˜o Gamma Γ(z) que:
β(x, y) =
(x− 1)!(y − 1)!
(x+ y − 1)! .
Fo´rmula de duplicac¸a˜o
Pretendemos deduzir a fo´rmula da duplicaca˜o para a func¸a˜o Γ(z) (ver [1]). Temos que:
β
(
z +
1
2
, z +
1
2
)
=
Γ2(z + 1
2
)
Γ(2z + 1)
, relac¸a˜o (2.4) entre as func¸a˜o Beta e Gamma
=
∫ 1
0
tz−
1
2 (1− t)z− 12dt, definic¸a˜o (2.3) da func¸a˜o Beta
= 2
∫ 1
2
0
tz−
1
2 (1− t)z− 12dt, a func¸a˜o integranda e´ par em relac¸a˜o a t = 1
2
= 2−2z
∫ 1
0
x−
1
2 (1− x)z− 12dx, pela mudanc¸a de varia´vel 2t = 1−√x
= 2−2zβ
(
1
2
, z +
1
2
)
, definic¸a˜o (2.3) da func¸a˜o Beta,
= 2−2z
√
piΓ(z + 1
2
)
Γ(z + 1)
, relac¸a˜o (2.4) entre a a func¸a˜o Beta e Gamma .
Pela igualdade entre a primeira e a u´ltima expressa˜o, tem-se que:
√
piΓ(2z + 1) = 2−2zΓ(z + 1)Γ
(
z +
1
2
)
, (2.5)
i.e.,
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z +
1
2
),
que corresponde a` fo´rmula de duplicac¸a˜o. Em particular, se z = n ∈ N em (2.5) obtemos:
Γ
(
n+
1
2
)
=
(2n)!
√
pi
22nn!
.
2.1.3 Func¸o˜es de Bessel
Em matema´tica, as func¸o˜es de Bessel, primeiro definidas pelo matema´tico Daniel Ber-
noulli e mais tarde generalizadas por Friedrich Bessel, sa˜o soluc¸o˜es cano´nicas y(z) da
equac¸a˜o diferencial de Bessel (ver [14]):
z2
d2y
dz2
+ z
dy
dz
+ (z2 − ν2)y = 0, (2.6)
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onde ν e´ um nu´mero real ou complexo. O caso mais comum e´ quando ν e´ um nu´mero
inteiro n, ainda que a soluc¸a˜o para ν na˜o inteiro seja ideˆntica. O nu´mero ν denomina a
ordem das func¸o˜es de Bessel associadas a` dita equac¸a˜o.
Func¸o˜es de Bessel de primeira espe´cie: Jν
As func¸o˜es de Bessel de primeira espe´cie de ordem ν sa˜o as soluc¸o˜es da equac¸a˜o dife-
rencial de Bessel (2.6) que sa˜o func¸o˜es finitas na origem (x = 0) para inteiros na˜o negativos
ν e divergem no limite x→ 0 para ν negativo na˜o inteiro. Podemos definir a func¸a˜o Jν(x)
pela sua expansa˜o em se´rie de Taylor em torno do ponto x = 0 por:
Jν(z) =
+∞∑
k=0
(−1)k
k!Γ(ν + k + 1)
(z
2
)2k+ν
, (2.7)
onde z ∈ C\]−∞, 0] e ν ∈ C.
Esta func¸a˜o tambe´m pode ser escrita a` custa da func¸a˜o hipergeome´trica:
Jν(z) =
1
Γ(ν + 1)
(z
2
)ν
0F1
(
ν + 1;−z
2
4
)
, (2.8)
onde
0F1(c; z) =
+∞∑
k=0
(1)
(c)k
zk
k!
, (z ∈ C, c ∈ C \ Z−0 ) (2.9)
e (c)k e´ chamado s´ımbolo de Pochhammer, definido como:
(c)k =
Γ(c+ k)
Γ(c)
= c(c+ 1) . . . (c+ k − 1).
A se´rie (2.7) e´ convergente para todo z ∈ C. Assim Jν(x) e´ anal´ıtica em todo z ∈ C.
Em particular, quando ν = −1
2
e ν = 1
2
temos respetivamente:
J− 1
2
(z) =
(
2
piz
) 1
2
cos(z),
J 1
2
(z) =
(
2
piz
) 1
2
sin(z).
A func¸a˜o de Bessel Jν(z) tambe´m pode ser ser dada pela representac¸a˜o integral de
Poisson:
Jν(z) =
(z/2)ν√
piΓ(ν + 1/2)
∫ 1
−1
(
1− t2)ν−1/2 cos(zt)dt, (<(ν) > −1
2
)
. (2.10)
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Os termos principais do comportamento assinto´tico de Jν(z) perto de zero e do infinito
sa˜o dados por:
Jν(z) =
1
Γ(ν + 1)
(z
2
)ν
[1 +O(z)], (z → 0; ν ∈ C \ Z−)
e
Jν(z) =
(
2
piz
) 1
2
[
cos
(
z − νpi
2
− pi
4
)
+O
(
1
z
)]
, (|z| → ∞).
A func¸a˜o de Bessel de primeira espe´cie satisfaz a seguinte relac¸a˜o de recorreˆncia dife-
rencial, que em termos do operador δ = z d
dz
, tem a forma:
δn[zνJν(z)] = z
ν−nJν−n(z)
e
δn[z−νJν(z)] = (−1)nz−ν−nJν+n(z),
onde n ∈ N.
Func¸o˜es de Bessel de segunda espe´cie : Yν
As func¸o˜es de Bessel de segunda espe´cie, denotadas por Yν(z), sa˜o as soluc¸o˜es da
equac¸a˜o diferencial de Bessel (2.6) que divergem na origem (x = 0).
A func¸a˜o Yν(z), tambe´m chamada de func¸a˜o de Neumann ou de Weber, para ν na˜o
inteiro, e´ definida a partir das func¸o˜es de Bessel de primeira espe´cie Jν(z) mediante a
seguinte fo´rmula:
Yν(z) =
1
sin(νpi)
[cos(νpi)Jν(z)− J−ν(z)], (ν ∈ C \ Z). (2.11)
A func¸a˜o de Neumann Yν(z) tem o seguinte comportamento assinto´tico perto de zero
e do infinito:
Yν(z) = −Γ(ν)
pi
(
2
z
)ν
[1 +O(z)], (|z| → 0),
Yν(z) =
(
2
piz
) 1
2
[
sin
(
z − νpi
2
− pi
4
)
+O
(
1
z
)]
, (|z| → ∞).
As func¸o˜es Jν(z) e Yν(z) sa˜o duas soluc¸o˜es linearmente independentes da equac¸a˜o
diferencial de Bessel (2.6).
A func¸a˜o de Newmann satisfaz uma relac¸a˜o de recorreˆncia semelhante a` anterior:
δn[zνYν(z)] = z
ν−nYν−n(z)
e
δn[z−νYν(z)] = (−1)nz−ν−nYν+n(z),
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onde δ = z d
dz
e n ∈ N.
2.1.4 Func¸o˜es de Bessel modificadas
As func¸o˜es de Bessel modificadas sa˜o semelhantes a`s func¸o˜es de Bessel ordina´rias mas
esta˜o relacionadas com a soluc¸a˜o geral da equac¸a˜o de Bessel modificada:
z2
d2y
dz2
+ z
dy
dz
− (z2 + ν2)y = 0. (2.12)
Func¸o˜es de Bessel modificadas de primeira espe´cie : Iν
A func¸a˜o de Bessel modificada de primeira espe´cie Iν(z) de ordem ν e´ dada por:
Iν(z) =
+∞∑
k=0
(z/2)2k+ν
k!Γ(ν + k + 1)
, (z ∈ C\]−∞, 0]). (2.13)
Esta func¸a˜o tambe´m pode ser escrita a` custa da func¸a˜o de Bessel de primeira espe´cie
por:
Iν(z) = e
−νpii/2Jν
(
epii/2z
)
.
Analogamente a (2.10), Iν(z) tem a sua representac¸a˜o integral de Poisson dada por:
Iν(z) =
(z/2)ν√
piΓ(ν + 1/2)
∫ 1
−1
(
1− t2)ν−1/2 cosh(zt)dt, (<(ν) > −1
2
)
. (2.14)
Os termos principais do comportamento assinto´tico de Iν(z) perto de zero e do infinito
sa˜o dados por:
Iν(z) =
1
Γ(ν + 1)
(z
2
)ν
[1 +O(z)], (z → 0; ν ∈ C \ Z−)
e
Iν(z) =
(piz
2
)1/2
ez
[
1 +O
(
1
z
)]
+ ie−z+νpii
[
1 +O
(
1
z
)]
,
(
|z| → ∞;−pi
2
< arg(z) <
3pi
2
)
.
A func¸a˜o de Bessel modificada Iν(z) satisfaz a seguinte relac¸a˜o de recorreˆncia :
δn[zνIν(z)] = z
ν−nIν−n(z)
e
δn[z−νIν(z)] = z−ν−nIν+n(z),
onde δ = z d
dz
e n ∈ N.
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Func¸o˜es de Bessel modificadas de segunda espe´cie : Kν
A func¸a˜o de Bessel modificada de segunda espe´cie de ordem ν, ou func¸a˜o Macdonald
Kν(z) define-se a partir da func¸a˜o de Bessel modificada de primeira espe´cie, para ordens
na˜o inteiras, mediante a seguinte fo´rmula:
Kν(z) =
pi
2 sin(νpi)
[cos(νpi)I−ν(z)− Iν(z)], (ν ∈ C \ Z). (2.15)
Esta func¸a˜o tambe´m pode ser representada atrave´s do integral:
Kν(z) =
1
2
∫ ∞
0
t−ν−1 exp
[
−z
2
(
t+
1
t
)]
dt, (<(z) > 0). (2.16)
No entanto, para 0 < <(z) < 1
2
, temos que:
Kν(z) =
√
pi
Γ(−ν + 1/2)
(
2
z
)ν ∫ ∞
1
(t2 − 1)−ν−1/2e−ztdt. (2.17)
A representac¸a˜o assinto´tica perto de zero e do infinito e´ dada por:
Kν(z) =
Γ(ν)
2
(
2
z
)ν
[1 +O(z)], (z → 0,<(ν) > 0)
e
Kν(z) =
( pi
2z
)1/2
e−z
[
1 +O
(
1
z
)]
,
(
|z| → ∞, | arg(z)| < 3pi
2
)
.
As func¸o˜es Iν(z) e Kν(z) sa˜o soluc¸o˜es linearmente independentes da equac¸a˜o diferencial
de Bessel (2.12).
A func¸a˜o de Macdonald Kν(z) satisfaz uma relac¸a˜o semelhante a`s anteriores, dada por:
δn[zνKν(z)] = (−1)nzν−nKν−n(z)
e
δn[z−νKν(z)] = (−1)nz−ν−nKν+n(z),
onde δ = z d
dz
e n ∈ N.
E´ de notar que as func¸o˜es Yν(z) e Kν(z) teˆm propriedades de simetria relativamente
aos ı´ndices, dadas por:
Y−n(z) = Yn(z), (n ∈ N)
e
K−ν(z) = Kν(z), (ν ∈ R).
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2.2 Ca´lculo fraciona´rio
O conceito de ca´lculo fraciona´rio tem sido alvo de uma grande popularidade e im-
portaˆncia durante as u´ltimas quatro de´cadas, devido essencialmente a`s suas aplicac¸o˜es, ja´
provadas, em numerosos e diversos campos da cieˆncia e engenharia (ver p.ex. [12], [10],
[27]). Tambe´m podem ser encontradas em [14] e [22] introduc¸o˜es abrangentes sobre ca´lculo
fraciona´rio e algumas das suas aplicac¸o˜es.
O ca´lculo fraciona´rio tem como objetivo determinar o valor de integrais e derivadas de
ordem arbitra´ria (real ou complexa), i.e., uma generalizac¸a˜o a` diferenciac¸a˜o e integrac¸a˜o
de ordem inteira. Este fornece-nos va´rias ferramentas, u´teis na resoluc¸a˜o de equac¸o˜es
diferencias, equac¸o˜es integrais, e muitos problemas que envolvem func¸o˜es especiais, assim
como as suas generalizac¸o˜es em uma ou mais varia´veis.
A origem do ca´lculo fraciona´rio e´ popularmente atribu´ıda a L’Hoˆpital, quando este
envia uma carta escrita ao seu amigo Leibniz, a` data de 30 de Setembro de 1695, na qual
aborda o significado da notac¸a˜o de Leibniz
dny
dxn
(usualmente conhecida) para a derivada
de ordem n ∈ N0 := {0, 1, 2, . . .} quando n = 12 , i.e., a interpretac¸a˜o de uma derivada de
ordem 1
2
e´ proposta e discutida (ver [14]).
A resposta de Leibniz ao seu amigo, juntamente com a contribuic¸a˜o de inu´meros ma-
tema´ticos como Euler, Lagrange, Laplace, Fourier, Abel, Heaviside, Liouville e outros,
levaram a`s primeiras definic¸o˜es de derivadas e integrais de ordens na˜o inteiras. Em 1819,
no seu livro intitulado ”Traite´ du Calcul Diffe´rentiel et du Calcul Inte´gral”(Second edi-
tion; Courcier, Paris, 1819), S.F.Lacroix dedica duas pa´ginas (p. 409-410) mostrando
eventualmente que:
d
1
2v
dv
1
2
=
2
√
v√
pi
Operadores de derivadas e integrais fraciona´rios, que se baseiam essencialmente nas co-
nhecidas fo´rmulas de integrais de Cauchy-Goursat foram abordados por Sonin em 1869,
Letnikov em 1868 e Laurant em 1884 (entre outros).
No final do se´culo XIX, as definic¸o˜es propostas por Riemann-Liouville e Grunwald-
Letnikov vieram finalmente confirmar que as definic¸o˜es anteriores pareciam estar comple-
tas.
Ate´ finais do se´culo passado, o desenvolvimento do ca´lculo fraciona´rio deu-se exclusi-
vamente no campo da matema´tica pura, sem grandes aplicac¸o˜es em outras a´reas. Con-
tudo, em 1969 M. Caputo, no seu livro Elasticita` e Dissipazione, resolveu problemas de
viscoelasticidade utilizando uma nova definic¸a˜o, proposta por ele, para a derivada de or-
dem fraciona´ria. Por outro lado, a chamada derivada fraciona´ria de Grunwald-Letnikov,
mostrou-se bastante eficiente para resolver problemas nume´ricos.
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A partir das definic¸o˜es introduzidas por Caputo e Grunwald-Letnikov, diversos autores
mostraram que modelos baseados no ca´lculo fraciona´rio ofereciam uma descric¸a˜o mais fina
de feno´menos naturais do que aquela feita a partir do ca´lculo usual.
O primeiro trabalho dedicado unicamente ao ca´lculo fraciona´rio e´ um livro de Oldham
e Spanier [20], publicado em 1974. De entre os trabalhos mais recentes, esta´ o livro [21],
que aborda essencialmente equac¸o˜es diferenciais fraciona´rias.
Mais recentemente, va´rios autores teˆm demonstrado a utilidade deste tipo de opera-
dores fraciona´rios na obtenc¸a˜o de soluc¸o˜es particulares de inu´meras famı´lias de equac¸o˜es
diferenciais ordina´rias lineares homoge´neas (e na˜o homoge´neas), tal como equac¸o˜es em
derivadas parciais, homoge´neas e na˜o homoge´neas.
2.2.1 Integrac¸a˜o fraciona´ria
Existem diferentes definic¸o˜es para os operadores de integrac¸a˜o fraciona´ria que, no geral,
na˜o coincidem, chamados operadores fraciona´rios de Riemann-Liouville e Caputo (ver [11],
[14], [21]).
O primeiro operador fraciona´rio a introduzir sera´ o de integrac¸a˜o fraciona´ria. Este
operador e´ uma generalizac¸a˜o da integrac¸a˜o iterativa sequencial de ordem inteira para
uma ordem real qualquer. Comec¸a-se por expressar qualquer integral iterativo de ordem
n por uma integrac¸a˜o simples, usando a fo´rmula de Cauchy para integrac¸o˜es repetidas.
Proposic¸a˜o 2.2.1 A fo´rmula de Cauchy para integrac¸o˜es repetidas (ver [20], [21]).
Seja f uma func¸a˜o continua no intervalo [a, b]. o integral sucessivo de ordem n de f
de base a:
Jnf(x) =
∫ x
a
∫ σ1
a
. . .
∫ σn−1
a
f(σn)dσndσn−1 . . . dσ2dσ1
e´ dado pela integrac¸a˜o simples:
Jnf(x) =
1
(n− 1)!
∫ x
a
(x− t)n−1f(t)dt,
va´lida para n ∈ N, a, t ∈ R, t > a.
Se n for substitu´ıdo por um nu´mero real positivo α e (n − 1)! pela sua generalizac¸a˜o
Γ(α), obtemos uma fo´rmula para a integrac¸a˜o fraciona´ria.
Prova:
A prova e´ feita por induc¸a˜o.
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Consideremos o caso base n = 1. Temos enta˜o que :
J1f(x) : =
∫ x
a
f(σ1)dσ1
=
1
(0)!
∫ x
a
(x− t)0f(t)dt
=
1
(1− 1)!
∫ x
a
(x− t)1−1f(t)dt
=
1
(n− 1)!
∫ x
a
(x− t)n−1f(t)dτ
e a expressa˜o mante´m-se va´lida para n = 1.
Agora vamos supor que a expressa˜o se verifica para um n arbitra´rio. Vai provar-se
para n+ 1, trocando a ordem de integrac¸a˜o:
Jn+1f(x) =
∫ x
a
∫ σ1
a
. . .
∫ σn
a
f(σn+1)dσn+1dσn . . . dσ2dσ1
=
∫ x
a
1
(n− 1)!
∫ σ1
a
(σ1 − t)n−1f(t)dtdσ1
=
1
(n− 1)!
∫ x
a
∫ x
t
(σ1 − t)n−1f(t)dσ1dt
=
1
(n− 1)!
∫ x
a
1
n
[(σ1 − t)n]xt f(t)dt
=
1
n!
∫ x
a
((x− t)n − (t− t)n) f(t)dt
=
1
n!
∫ x
a
(x− t)nf(t)dt.

2.2.2 Operadores fraciona´rios de Riemann-Liouville
Nesta secc¸a˜o iremos apresentar as definic¸o˜es para os integrais fraciona´rios e derivadas
fraciona´rias de Riemann-Liouville num intervalo limitado do eixo real, assim como algumas
das suas propriedades no espac¸o das func¸o˜es continuas e soma´veis (ver [25]).
Definic¸a˜o 2.2.2 Seja Ω = [a, b] (−∞ < a < b < +∞) um intervalo limitado do eixo real
R. Os integrais fraciona´rios de Riemann-Liouville Iαa+f e Iαb−f de ordem α ∈ C (<(α) > 0)
sa˜o definidos como:
(Iαa+f)(x) :=
1
Γ(α)
∫ x
a
f(t)
(x− t)1−αdt, (x > a,<(α) > 0), (2.18)
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(Iαb−f)(x) :=
1
Γ(α)
∫ b
x
f(t)
(t− x)1−αdt, (x < b,<(α) > 0), (2.19)
respetivamente. Estes integrais sa˜o chamados de integrais fraciona´rios a` esquerda e a`
direita.
Quando α = n ∈ N, as definic¸o˜es (2.18) e (2.19) coincidem com a fo´rmula de Cauchy
para integrac¸o˜es repetidas.
Depois de uma introduc¸a˜o ao operador de integrac¸a˜o fraciona´ria e´ necessa´rio definir
tambe´m o operador de diferenciac¸a˜o fraciona´rio.
Definic¸a˜o 2.2.3 As derivadas fraciona´rias de Riemann-Liouville Dαa+f e D
α
b−f de ordem
α ∈ C, (<(α) ≥ 0) sa˜o definidas por:
(Dαa+f)(x) =
(
d
dx
)n
(In−αa+ f)(x)
=
1
Γ(n− α)
dn
dxn
∫ x
a
f(t)
(x− t)α−n+1dt, (n = [<(α)] + 1; x > a), (2.20)
(Dαb−f)(x) =
(
− d
dx
)n
(In−αb− f)(x)
=
1
Γ(n− α)
(
− d
dx
)n ∫ b
x
f(t)
(t− x)α−n+1dt, (n = [<(α)] + 1; x < b), (2.21)
respetivamente, onde [<(α)] representa a parte inteira de <(α).
Em particular, quando α = n ∈ N temos:
(Dna+f)(x) = y
(n)(x), (n ∈ N),
(Dnb−f)(x) = (−1)ny(n)(x), (n ∈ N),
onde y(n)(x) e´ a derivada cla´ssica de y(x) de ordem n.
Se 0 < <(α) < 1, enta˜o:
(Dαa+f)(x) =
1
Γ(1− α)
d
dx
∫ x
a
f(t)
(x− t)αdt, (0 < <(α) < 1; x > a) (2.22)
e
(Dαb−f)(x) = −
1
Γ(1− α)
d
dx
∫ b
x
f(t)
(t− x)αdt, (0 < <(α) < 1; x < b). (2.23)
Quando α ∈ R+, as expresso˜es (2.20) e (2.21) tomam as seguintes formas:
18 CAPI´TULO 2. PRELIMINARES
(Dαa+f)(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
f(t)
(x− t)α−n+1dt, (n = [α] + 1; x > a), (2.24)
(Dαb−f)(x) =
1
Γ(n− α)
(
− d
dx
)n ∫ b
x
f(t)
(t− x)α−n+1dt, (n = [α] + 1; x < b), (2.25)
onde [α] representa a parte inteira de α.
Propriedades
Por convenc¸a˜o:
I0f(t) := f(t), D0f(t) := f(t)
i.e., I0 := I e D0 = I sa˜o operadores identidade.
Se <(α) ≥ 0 e β ∈ C(<(β) > 0) enta˜o:
• (Iαa+(t− a)β−1)(x) := Γ(β)Γ(α+β)(x− a)β+α−1, (<(α) > 0)
• (Dαa+(t− a)β−1)(x) := Γ(β)Γ(β−α)(x− a)β−α−1, (<(α) ≥ 0)
• (Iαb−(b− t)β−1)(x) := Γ(β)Γ(α+β)(b− x)β+α−1, (<(α) > 0)
• (Dαb−(b− t)β−1)(x) := Γ(β)Γ(β−α)(b− x)β−α−1, (<(α) ≥ 0).
Em particular, se β = 1 e <(α) ≥ 0, a derivada fraciona´ria de Riemann-Liouville de
uma constante na˜o e´, no geral, igual a zero:
(Dαa+1)(x) =
(x−a)−α
Γ(1−α) , (D
α
b−1)(x) =
(b−x)−α
Γ(1−α) , (0 < <(α) < 1).
Por outro lado, para j = 1, 2, . . . , [<(α)] + 1:
(Dαa+(t− a)α−j)(x) = 0, (Dαb−(b− t)α−j)(x) = 0.
Outra propriedade importante e´ a linearidade do operador:
• Iαa+(λf(t) + g(t)) = λIαa+f(t) + Iαa+g(t), α ∈ R+, λ ∈ C.
• Dαa+(λf(t) + g(t)) = λDαa+f(t) +Dαa+g(t), α ∈ R+, λ ∈ C.
O mesmo se verifica para Iαb− e D
α
b− .
Se f(t) e´ cont´ınua para t ≥ 0 verifica-se a seguinte igualdade (ver [21], p. 65-67):
lim
α→0
Iαf(t) = f(t).
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Lema 2.2.4 (ver [14])
Se <(α) > 0 e <(β) > 0 enta˜o as equac¸o˜es
(Iαa+I
β
a+f)(x) = (I
α+β
a+ f)(x), (2.26)
(Iαb−I
β
b−f)(x) = (I
α+β
b− f)(x), (2.27)
sa˜o satisfeitas para quase todos os pontos x ∈ [a, b], com f(x) ∈ Lp(a, b), (1 ≤ p ≤ ∞).
Se α+β > 1, enta˜o as relac¸o˜es (2.26) e (2.27) verificam-se em qualquer ponto de [a, b].
Diz-se que f(x) ∈ Lp(a, b), (1 ≤ p ≤ ∞), se f(x) e´ dita p-integra´vel e sua norma Lp e´
finita:
‖f(x)‖Lp(a,b) =
(∫ b
a
|f(x)|pdx
) 1
p
<∞
A pro´xima afirmac¸a˜o mostra que a diferenciac¸a˜o fraciona´ria e´ a operac¸a˜o inversa a`
esquerda da integrac¸a˜o fraciona´ria.
Lema 2.2.5 (ver [14])
Se <(α) > 0 e f(x) ∈ Lp(a, b), (1 ≤ p ≤ ∞), enta˜o as seguintes igualdades
(Dαa+I
α
a+f)(x) = f(x) (2.28)
e
(Dαb−I
α
b−f)(x) = f(x), (2.29)
sa˜o satisfeitas para quase todos os pontos x ∈ [a, b], com f(x) ∈ Lp(a, b), (1 ≤ p ≤ ∞).
Lema 2.2.6 (ver [14])
Se <(α) > 0 e <(β) > 0, enta˜o, para f(x) ∈ Lp(a, b), (1 ≤ p ≤ ∞), as relac¸o˜es
(Dβa+I
α
a+f)(x) = (I
α−β
a+ f)(x) (2.30)
e
(Dβb−I
α
b−f)(x) = (I
α−β
b− f)(x), (2.31)
verificam-se para quase todos os pontos de [a, b].
Em particular, quando β = k ∈ N e <(α) > k, temos:
(DkIαa+f)(x) = (I
α−β
a+ f)(x) (2.32)
e
(DkIαb−f)(x) = (I
α−β
b− f)(x). (2.33)
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Para a pro´xima propriedade sera´ usado o espac¸o de func¸o˜es Iαa (Lp) e I
α
b (Lp), definidas
para <(α) > 0 e (1 ≤ p ≤ ∞) por:
Iαa+(Lp) := {f : f = Iαa ϕ, ϕ ∈ Lp(a, b)} (2.34)
e
Iαb (Lp) := {f : f = Iαb ϕ, ϕ ∈ Lp(a, b)} (2.35)
respetivamente.
A composic¸a˜o do operador de integrac¸a˜o fraciona´ria Iαa com o operador de diferenciac¸a˜o
fraciona´ria Dαa e´ dado pelo seguinte resultado.
Lema 2.2.7 (ver [14])
Seja <(α) > 0, n = [<(α)] + 1 e seja fn−α(x) = (In−αa f)(x) o integral fraciona´rio
(2.18) de ordem n− α
1. Se (1 ≤ p ≤ ∞) e f(x) ∈ Iαa+(Lp), enta˜o:
(Iαa+D
α
a+f)(x) = f(x). (2.36)
2. Se f(x) ∈ L1(a, b) e fn−α(x) ∈ ACn[a, b], enta˜o a igualdade:
(Iαa+D
α
a+f)(x) = f(x)−
n∑
j=1
fn−αn−α (a)
Γ(α− j + 1)(x− a)
α−j, (2.37)
verifica-se para quase todo os pontos de [a, b].
Denota-se por ACn[a, b] o espac¸o das func¸o˜es complexas f(x) que teˆm derivada continua
ate´ a` ordem n − 1 em [a, b], tal que fn−1(x) ∈ AC[a, b], onde AC[a, b] e´ designado pelo
espac¸o das func¸o˜es continuas no intervalo [a, b].
2.2.3 Operador de diferenciac¸a˜o fraciona´rio de Caputo
Nesta secc¸a˜o e´ apresentado um operador alternativo ao operador de diferenciac¸a˜o fra-
ciona´ria de Riemann-Liouville (2.18).
Definic¸a˜o 2.2.8 Seja α > 0, t > a, α, t, a ∈ R. O operador fraciona´rio:
Dα∗ f(t) :=
{
1
Γ(n−α)
∫ t
a
f (n)(τ)
(t−τ)α+1−ndτ, n− 1 < α < n, n ∈ N,
dn
dtn
f(t), α = n, n ∈ N, (2.38)
e´ chamado operador derivada fraciona´ria de Caputo ou diferencial fraciona´rio de Caputo
de ordem α , em que f (n) e´ a derivada de ordem n da func¸a˜o f .
Este operador foi introduzido pelo matema´tico Italiano Caputo em 1967 (ver p.ex. [6]).
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Exemplo 2.2.9 Seja a = 0, α = 3
2
, (n = 2), f(t) = t2. Enta˜o aplicando a fo´rmula (2.38)
temos:
D
3
2∗ t2 =
1
Γ(1
2
)
∫ t
0
f (2)(τ)
(t− τ) 12 dτ.
Calcula-se o valor de Γ(1
2
), faz-se a mudanc¸a de varia´vel u = (t − τ) 12 e temos que o
valor final para a derivada fraciona´ria de Caputo para a func¸a˜o f(t) = t2 e´:
f (2)(τ) = 2
u = (t− τ) 12 =⇒ du = −1
2
(t− τ)− 12dτ
dτ = −2(t− τ) 12du = −2udu
D
3
2∗ t2 = − 2√
pi
∫ 0
√
t
2u
u
du =
4√
pi
∫ √t
0
du =
4√
pi
(
√
t− 0).
(2.39)
Temos enta˜o
D
3
2∗ t2 =
4√
pi
√
t.
Motivac¸a˜o:
Para ilustrar algumas vantagens do operador de Caputo, vamos considerar alguns pro-
blemas com valor inicial (ver [14], [25]):{
Dαy(t)− λy(t) = 0, t > 0, n− 1 < α < n,
[Dα−k−1y(t)]t=0 = bk, k = 0, . . . , n− 1
e {
Dα∗ y(t)− λy(t) = 0, t > 0, n− 1 < α < n,
y(k)(0) = bk, k = 0, . . . , n− 1.
Relativamente ao problema onde figura a derivada fraciona´ria de Riemann-Liouville, e´ de
salientar que ate´ nas condic¸o˜es iniciais sa˜o requeridas derivadas fraciona´rias. Este tipo
de problemas podem ser resolvidos facilmente em termos teo´ricos, no entanto, as suas
soluc¸o˜es sa˜o praticamente inu´teis, ja´ que na˜o se conseguem extrair interpretac¸o˜es f´ısicas
claras deste tipo de condic¸o˜es iniciais (ver p.ex. [21], p. 78). Por outro lado no problema
fraciona´rio de Caputo esta˜o envolvidas condic¸o˜es iniciais nas derivadas de ordem inteira.
Estas condic¸oes iniciais teˆm claramente interpretac¸a˜o f´ısica como o valor inicial y(0) no
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ponto 0 (onde y e´ a func¸a˜o desconhecida), a velocidade inicial y′(0), a acelerac¸a˜o inicial
y′′(0), etc.
A derivada fraciona´ria de Caputo e´ mais restrita, como se pode verificar em (2.18) e
(2.19), uma vez que e´ necessa´ria a n-e´sima derivada da func¸a˜o. Felizmente, a maior parte
das func¸o˜es que aparecem nestas aplicac¸o˜es cumprem estes requisitos.
E´ tambe´m de destacar a diferenc¸a no operador de Riemann-Liouville, para o qual
lim
α→n−1
Dαf(t) = f (n−1)(t),
enquanto que para o operador de Caputo:
lim
α→n−1
Dα∗ f(t) = f
(n−1)(t)− f (n−1)(0).
Cap´ıtulo 3
Modelos associados a` topografia da
co´rnea
Atualmente, ja´ conseguimos distinguir muitos modelos matema´ticos que descrevem a
topografia da co´rnea. Geralmente sa˜o usadas superf´ıcies de revoluc¸a˜o cujos meridianos
sa˜o secc¸o˜es co´nicas, como para´bolas ou elipses, para descrever a secc¸a˜o transversal da
co´rnea(ver p.ex. [23], [13]). A grande desvantagem destes modelos e´ que quase na˜o teˆm
motivac¸a˜o f´ısica.
Talvez o modelo mais apropriado para descrever a geometria da co´rnea seja o baseado
na ”shell theory”, mas normalmente sa˜o modelos muito complexos e dif´ıceis de anali-
sar. Existem modelos que usam polino´mios circulares de Zernike, i.e., sa˜o determinados
polino´mios ortogonais no disco unita´rio para modelar as aberrac¸o˜es na co´rnea ou no cris-
talino. A par destes, aparecem as func¸o˜es circulares de Bessel para completar alguns casos
em que os anteriores na˜o devem ser aplicados. Alguns autores propo˜em modelos compu-
tacionais da biomecaˆnica da co´rnea, com base em me´todos de elementos finitos. Existem
tambe´m modelos que utilizam me´todos de se´ries de Fourier para descrever a forma do
cristalino.
E´ de destacar que, para ale´m dos modelos puramente teo´ricos e matema´ticos , ja´ sa˜o
criadas re´plicas f´ısicas de um olho em condic¸o˜es normais. Estes objetos ajudam a testar e
analisar va´rios equipamentos me´dicos, sem a necessidade de envolver os doentes.
3.1 Teoria dos corpos ela´sticos (Shell theory)
Um ”escudo”(shell) e´ um tipo de elemento estrutural caracterizado pela sua geome-
tria. E´ um corpo ela´stico tridimensional que ocupa uma pequena vizinhanc¸a de uma
subvariedade bidimensional de R3 (ver p.ex. [9]).
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O grande objectivo da ”shell theory”e´ fazer uma previsa˜o da alterac¸a˜o da forma e do
deslocamento de um corpo ela´stico em resposta a` aplicac¸a˜o de forc¸as dadas, ou condic¸o˜es de
fronteira. Por esta raza˜o, existe um grande interesse em estudar este tipo de corpos, tanto
os naturais, como os constru´ıdos pelo Homem. Os corpos ela´sticos podem apresentar uma
grande forc¸a, mas em contrapartida, os seus comportamentos tambe´m podem ser muito
dif´ıceis de prever, e falhar de forma catastro´fica.
Tal antevisa˜o e´ feita atrave´s da resoluc¸a˜o de um sistema de equac¸o˜es diferencias parciais
ou minimizando uma func¸a˜o que pode ser definida para duas ou treˆs varia´veis (em R2 ou
R3), dependendo se o corpo e´ visto na sua configurac¸a˜o de refereˆncia como um objeto
bidimensional ou tridimensional. Esta ultima e´ a formulac¸a˜o abstrata ideal, quando o
objeto f´ısico tem a dimensa˜o ”espessura”infinitesimal, quando comparada com as outras.
A teoria de corpos ela´sticos para o caso tridimensional caracteriza-se pela configurac¸a˜o
de refereˆncia do corpo em questa˜o ser substituida por a de um ”escudo”. Neste caso, a
forma particular da configurac¸a˜o de refereˆncia na˜o representa qualquer papel na teoria.
Em contraste com o caso tridimensinonal, a teoria de corpos ela´sticos bidimensional e´
exclusiva para ”escudos”, uma vez que depende unicamente da geometria da configurac¸a˜o
de um ”escudo”.
Para uma compreensa˜o mais detalhada desta teoria, sugere-se a leitura de [7] e [8].
3.2 Polino´mios circulares de Zernik Vs func¸o˜es circu-
lares de Bessel
A origem dos polino´mios circulares de Zernik pode ser atribu´ıda a uma teoria da f´ısica-
matema´tica conhecida como teoria de Sturm-Liouville (S-L) (ver [26]).
No campo da visa˜o e da o´tica visual existem um grande nu´mero de superf´ıcies relacio-
nadas, quer com a anatomia e fisiologia do olho, quer com instrumentos o´pticos, concebidos
para estimar e corrigir anomalias visuais. Quando sa˜o realizados testes o´ticos, a maior
dificuldade esta´ na interpretac¸a˜o dos resultados. E´ importante medir e modelar matema-
ticamente estas superf´ıcies, a fim de estudar as suas propriedades. Para isso, e´ conveniente
exprimir a onda obtida sob a forma polinomial. Os polino´mios circulares de Zernik (PCZ)
sa˜o muitas vezes utilizados para este propo´sito, pois teˆm na sua constituic¸a˜o termos, que
se identificam com os tipos de aberrac¸o˜es presentes na onda obtida, observada nos exames
o´pticos. Os PCZ sa˜o func¸o˜es padra˜o que descrevem as frentes de onda das aberrac¸o˜es
presentes no olho humano e servem tambe´m para modelar a superficie corneana.
No entanto, nem sempre os polino´mios circulares de zernik sa˜o os mais adequados para
descrever os resultados. Por vezes estes revelam-se pouco eficazes na caraterizac¸a˜o da
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onda obtida. Existem alguns estudos que mostram as suas limitac¸o˜es, particularmente,
quando usados para modelar superf´ıcies ofta´lmicas complexas que deteˆm conteu´dos com
alta frequeˆncia espacial, ou enta˜o, quando aplicadas a ”descontinuidades”resultantes de
intervenc¸o˜es ciru´rgicas. Temos tambe´m o caso em que o polino´mio toma um valor baixo
quando a turbuleˆncia do ar esta´ presente. Os erros de fabrico associados ao processo de
focagem na˜o podem ser representados usando um nu´mero aceita´vel de termos no polino´mio
e quando se efetuam testes com objetos o´ticos co´nicos, teˆm de ser adicionados termos ao
polino´mio para refinar a representac¸a˜o dos alinhamentos dos erros. Um uso na˜o cuidado
deste tipo de polino´mios podem levar a soluc¸o˜es descabidas.
Deste modo, os polino´mios circulares de Zernik sa˜o um membro de um nu´mero infinito
de classes de famı´lias completas de polino´mios em duas varia´veis, r e ϕ, que sa˜o ortogonais
em uma faixa cont´ınua no interior do disco unita´rio e geralmente na˜o sa˜o ortogonais a
conjuntos discretos de pontos dentro do c´ırculo unita´rio. Isto significa que a sua soma
pode ser usada para aproximar qualquer superf´ıcie definida nesse domı´nio.
Teˆm sido propostas representac¸o˜es funcionais alternativas para descrever superf´ıcies
ofta´lmicas, que va˜o desde func¸o˜es co´nicas generalizadas a representac¸o˜es mais complicados,
como os polino´mios de Zernik fraciona´rios e harmo´nicos esfe´ricos. Pore´m, cada uma destas
abordagens apresenta certas vantagens e desvantagens em comparac¸a˜o com os PCZ. Tal
como nos PCZ, nenhum deles e´ capaz de lidar adequadamente com um poss´ıvel conteu´do
de alta frequeˆncia espacial, existente na superf´ıcie ofta´lmica.
Pelas desvantagens mencionadas, surgem naturalmente as Func¸o˜es Circulares de Bessel
(FCB). Elas aparecem em muitos problemas de duas dimenso˜es, com simetria cil´ındrica,
para compensar os casos em que os PCZ na˜o podem ser aplicados.
Este conjunto de func¸o˜es tem sido usado em diferentes campos, que va˜o desde analisar o
impacto da elevac¸a˜o da cratera, ate´ a` modelac¸a˜o da superf´ıcie na sua configurac¸a˜o padra˜o.
Devido a ter um comportamento mais uniforme e radial quasi-perio´dico, as FCB verificam
vantagens sobre os PCZ a aproximar superf´ıcies com conteu´dos de alta frequeˆncia.
De seguida sera´ descrita a aplicabilidade das FCB na modelac¸a˜o de superf´ıcies ofta´lmicas,
assim como a avaliac¸a˜o das vantagens e desvantagens da representac¸a˜o das BCF em relac¸a˜o
aos dos PCZ (ver [26]).
3.2.1 Me´todos
Representac¸a˜o de func¸o˜es
Os PCZ foram inicialmente obtidos por Nijboer pela aplicac¸a˜o da teoria S-L. No geral,
esta teoria permite construir conjuntos completos e ortogonais de func¸o˜es ou termos.
Tanto os PCZ como as FCB sa˜o obtidos pela aplicac¸a˜o da teoria S-L a um caso parti-
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cular de uma equac¸a˜o de derivadas parciais, em duas varia´veis, rotacionalmente invariante
(EDPRI), com uma escolha diferente de paraˆmetros e condic¸o˜es de fronteira. Deste modo,
as soluc¸o˜es correspondentes aos PCZ e a`s FCB sa˜o ambas obtidas como um produto se-
para´vel das func¸o˜es azimutal e radial.
Para ambos, o fator azimutal e´ dado por:
φm = sin(mϕ) para m impar
(3.1)
φm = cos(mϕ) para m par.
Estas func¸o˜es tambe´m podem ser expressas na sua forma complexa por:
φ = exp(±imϕ).
Esta escrita na˜o deve ser meramente considerada como uma representac¸a˜o alternativa
para o seno e cosseno, uma vez que tem interpretac¸o˜es f´ısicas importantes.
Para os PCZ, a representac¸a˜o mais usual da sua func¸a˜o radial e´ dada por:
R|m|n (r) =
(n−|m|)/2∑
s=0
(−1)s(n− s)!
s!
(
n+|m|
2
− s
)
!
(
n−|m|
2
− s
)
!
rn−2s, (3.2)
onde n ≥ m, de modo a que a paridade do polino´mio seja a mesma que o n correspon-
dente.
Agrupando agora os termos radial e azimutal nas duas varia´veis, temos que os PCZ
sa˜o dados, na sua forma normalizada por:
Zmn (r, ϕ) =

√
2(n+1)
1+δm,0
R
|m|
n (r) cos(mϕ), m ≥ 0
−
√
2(n+1)
1+δm,0
R
|m|
n (r) sin(mϕ), m < 0.
(3.3)
As propriedades matema´ticas dos PCZ teˆm sido extensivamente estudados e ampla-
mente discutidas (ver p.ex. [4], [16]).
A cada um dos termos dos polino´mios de Zernik esta´ associado um nu´mero, conhecido
como valor pro´prio, dado por γ = n(n + 2), que aparece na EDPRI, mencionada acima,
ou seja, estes valores pro´prios proveˆm da teoria S-L. A importaˆncia destes valores pro´prios
vem do facto de serem usados para determinar um esquema ordenado para a piraˆmide de
Zernik, como foi descrito por Mahajan em [15].
No entanto, mediante uma escolha diferente de paraˆmetros e condic¸o˜es de fronteira na
EDPRI, a soluc¸a˜o radial na˜o e´ mais a func¸a˜o radial dos polino´mios de Zernike, mas sim
as func¸o˜es de Bessel de primeira espe´cie
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Jm(cmkr) =
+∞∑
s=0
(−1)s
s!(m+ s)!
(cmkr
2
)m+2s
. (3.4)
E´ de destacar que as func¸o˜es de Bessel de primeira espe´cie sa˜o se´ries de poteˆncias
com infinitos termos, ao contra´rio do termo radial dos PCZ que tem um numero finito de
termos. Sa˜o func¸o˜es oscilato´rias quasi-perio´dicas e o seu envelope decai a uma taxa de
1/(cr)1/2 a` medida que o argumento cr cresce.
De seguida sera˜o expostos gra´ficos comparativos para os dois casos mencionados acima.
Figura 3.1: Representac¸a˜o da func¸a˜o radial dos PCZ
(
Z
|m|
n (r)
)
para m = 0, n = 0, 2, 4, 6
e func¸a˜o de Bessel de primeira espe´cie (Jm(cmkr)) para m = 0, n = 1, 2, 3, 4.
Figura 3.2: Representac¸a˜o da func¸a˜o radial dos PCZ
(
Z
|m|
n (r)
)
para m = 1, n = 1, 3, 5, 7
e func¸a˜o de Bessel de primeira espe´cie (Jm(cmkr)) para m = 1, n = 1, 2, 3, 4.
Apesar da ordem radial das func¸o˜es de Bessel de primeira espe´cie ser inferior, o nu´mero
de intersec¸o˜es com o eixo horixontal e´ o mesmo.
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Observac¸a˜o: Em f´ısica e engenharia, o envelope de um sinal oscilato´rio e´ uma curva
suave que delimita os seus extremos, ou seja, o envelope generaliza o conceito de uma
frequeˆncia constante. Podemos ver na Figura 3.3 um exemplo ilustrativo do envelope de
uma onda de seno modulado variando entre a parte superior e a parte inferior. A func¸a˜o
envelope pode ser uma func¸a˜o de tempo, espac¸o, aˆngulo, ou mesmo de qualquer outra
varia´vel.
Figura 3.3: Envelope superior e inferior de uma onda de seno modulado
Conclusa˜o dos me´todos
Apresentamos as func¸o˜es circulares de Bessel, tambe´m elas ortogonais no c´ırculo unita´rio
e comparamos com os Polinoˆmios Circulares Zernike, conhecidos para ajustar va´rias su-
perf´ıcies que representam casos comuns no campo de o´tica visual.
Com base em [26], percebeu-se que as FCB teˆm um comportamento muito bom,
tormando-se assim um candidato competitivo aos PCZ para representar todos os tipos
de superf´ıcies frontais da co´rnea. Mostraram um melhor comportamento na modelac¸a˜o
de superf´ıcies que apresentam uma variac¸a˜o abrupta, como e´ o caso da camada externa
do olho na regia˜o do limbus. Verificou-se tambe´m que as FCB sa˜o adequadas para estu-
dar caracter´ısticas particulares das superf´ıcies corneanas po´s-ciru´rgicas. Quanto aos PCZ,
estes tem a desvantagem de o valor m associado a` ordem da func¸a˜o azimutal restringir
o valor de n correspondente na func¸a˜o radial da mesma ordem. Isto na˜o acontece na
FCB , onde e´ possivel obter este tipo de func¸o˜es para qualquer combinac¸a˜o de ordens nas
func¸o˜es azimutal e radial. Deste modo, as FCB possuem esta vantagem para representar
superf´ıcies com simetria radial, mesmo quando ha´ descontinuidades na primeira derivada
(ver [26]).
Cap´ıtulo 4
Natureza da co´rnea
Nesta tese, vai ser adotado um modelo que esta´ relacionado com um outro modelo na˜o
linear, que caracteriza a topografia da co´rnea (ver [19]).
Assumindo simetria relativamente ao raio, procede-se a` derivac¸a˜o f´ısica para obter a
equac¸a˜o diferencial na˜o linear que descreve a geometria da co´rnea.
Tendo como base [19], estamos perante um problema com duas condic¸o˜es de fronteira
e e´ poss´ıvel mostrar que a equac¸a˜o tem uma soluc¸a˜o u´nica para determinados valores
dos seus paraˆmetros. A condic¸a˜o de fronteira que e´ requerida na func¸a˜o, assim como a
primeira derivada adveˆm de racioc´ınios f´ısicos. Em [5] tambe´m podem ser vistas questo˜es
de existeˆncia equivalentes na abordagem a alguns problemas de Sturn-Liouville.
Em [19], o problema e´ formulado como uma equac¸a˜o integral na˜o linear e de seguida sa˜o
efetuadas algumas estimac¸o˜es para obter a soluc¸a˜o exata. Para uma ana´lise semelhante
deste tipo de problemas integrais na˜o lineares, ver p.ex. [17] A soluc¸a˜o aproximada e´
baseada na func¸a˜o cosseno hiperbo´lico e encaixa nos dados o´ticos originais com um erro
da ordem de 1%.
4.1 Contexto biolo´gico
Devido a`s suas funcionalidades, a co´rnea deve ser o mais transparente poss´ıvel, de modo
a cumprir as melhores propriedades de refrac¸a˜o. E´ uma estrutura, que e´ uma espe´cie de
escudo/concha com cerca de 11 mm de diaˆmetro, 0.5 mm de espessura no centro e 0.7 mm
na parte perife´rica. Devido aos seus paraˆmetros estruturais, a co´rnea e´ muito duradoura
e resistente, e por isso proporciona uma protec¸a˜o mecaˆnica natural a`s partes internas do
olho.
A co´rnea e´ composta por seis camadas que conseguem ser identificadas quando e´ usado
um microsco´pio o´tico. Por ordem, a partir da parte mais exterior temos: Epite´lio corneano,
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Membrana de Bowman, Estroma, Camada de Dua, Membrana de Descemet, Endote´lio.
Contudo, a cada camada esta˜o associadas importantes propriedades biolo´gicas.
Por exemplo, o estroma e´ responsa´vel por cerca de 90% da espessura da co´rnea, e
por isso, em termos o´ticos e´ a camada mais importante. Habitualmente, e´ identificado
com a pro´pria co´rnea, pois as propriedades do seu material influenciam diretamente as
propriedades de toda a co´rnea.
4.2 Derivac¸a˜o f´ısica
Para comec¸ar, vai assumir-se que a geometria da co´rnea e´ sime´trica em relac¸a˜o ao eixo
dos Y Y com raio R. E´ uma suposic¸a˜o um tanto quanto restritiva, contudo frequentemente
adoptada e fornece uma boa aproximac¸a˜o a` forma da co´rnea. Ale´m disso, e´ importante
impor a condic¸a˜o que a co´rnea e´ uma membrana, i.e., na˜o tem momentos de flexa˜o e tem
tensa˜o constante. Finalmente, e´ negligenciada a variac¸a˜o na distribuic¸a˜o da espessura,
para deste modo, ser suficiente modelar apenas uma secc¸a˜o da co´rnea (ver [19]).
Assumindo a simetria radial, vamos considerar apenas a secc¸a˜o h = h(x)[m](metros)
ao longo da co´rnea e as respetivas forc¸as de equil´ıbrio atuando sobre ela. Apenas se tera´
em conta a pressa˜o constante P [N
m
], que atua numa direc¸a˜o normal a` secc¸a˜o transversal da
co´rnea. A tensa˜o T [N ] atua tangencialmente a` secc¸a˜o e a forc¸a ela´stica e´ proporcional a
h. A forc¸a ela´stica e´ introduzida para modelar algumas caracter´ısticas ela´sticas da co´rnea.
Vai supor-se que h ∈ C2, fixa-se a distaˆncia x ao centro de simetria e considera-se
um pequeno incremento 4x. Definindo que a pressa˜o e´ constante ao longo do segmento,
obtemos a equac¸a˜o que descreve o equil´ıbrio das forc¸as que atuam na direc¸a˜o de y:
T sin(θ) + T sin(ψ) + P cos(θ)4x− kh4x = 0, (4.1)
onde k e´ a constante de proporcionalidade da forc¸a ela´stica.
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Figura 4.1: Secc¸a˜o transversal da co´rnea
Atrave´s da Figura 4.1 deduzimos as seguintes expresso˜es:
θ = aˆngulo entre T (reta tangente a h(x)) e o eixo dos xx no ponto x;
ψ = aˆngulo entre T (reta tangente a h(x+4x)) e o eixo dos xx no ponto x+4x.
Pela relac¸a˜o entre coordenadas cartesianas e polares sabemos que:
θ = arctan
(y
x
)
= arctan(m),
em que m e´ o declive da reta tangente a h(x), ou seja, h′(x).
Deste modo:
θ = arctan(h′(x)),
ou equivalentemente:
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tan(θ) = h′(x)
⇔ tan2(θ) = (h′(x))2
⇔ sin
2(θ)
cos2(θ)
= (h′(x))2
⇔ sin
2(θ)
1− sin2(θ) = (h
′(x))2
⇔ sin2(θ) = (h′(x))2 − sin2(θ) (h′(x))2
⇔ sin2(θ)
(
1 + (h′(x))2
)
= (h′(x))2
⇔ sin2(θ) = (h
′(x))2
1 + (h′(x))2
⇔ sin(θ) = h
′(x)√
1 + (h′(x))2
. (4.2)
Analogamente obtemos que:
sin(ψ) =
h′(x+4x)√
1 + (h′(x+4x))2
. (4.3)
Para cos(θ) temos:
sin2(θ) =
(h′(x))2
1 + (h′(x))2
⇔ 1− cos2(θ) = (h
′(x))2
1 + (h′(x))2
⇔ cos2(θ) = 1− (h
′(x))2
1 + (h′(x))2
⇔ cos2(θ) = 1 + (h
′(x))2 − (h′(x))2
1 + (h′(x))2
⇔ cos(θ) = 1√
1 + (h′(x))2
. (4.4)
Uma vez que a componente vertical de tensa˜o T no ponto x e no ponto x +4x teˆm
sentidos opostos, substituindo as expresso˜es (4.2),(4.3),(4.4) em (4.1), ficamos com:
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−T h
′(x)√
1 + (h′(x))2
+ T
h′(x+4x)√
1 + (h′(x+4x))2
+
P√
1 + (h′(x))2
4x− kh(x)4x = 0
⇔ T
 h′(x+4x)√
1 + (h′(x+4x))2
− h
′(x)√
1 + (h′(x))2
+ P√
1 + (h′(x))2
4x− kh(x)4x = 0. (4.5)
Seja
f(x) =
h′(x)√
1 + (h′(x))2
; (4.6)
dividindo por 4x, escrevemos (4.5) como:
T
(
f(x+4x)− f(x)
4x
)
+
P√
1 + (h′(x))2
− kh(x) = 0; (4.7)
tomando o lim4x→0 em (4.7):
lim
4x→0
T
(
f(x+4x)− f(x)
4x
)
+
P√
1 + (h′(x))2
− kh(x) = 0,
e´ equivalente a :
Tf ′(x) +
P√
1 + (h′(x))2
− kh(x) = 0. (4.8)
Voltando agora a (4.6) temos:
f ′(x) =
h′′(x)
√
1 + (h′(x))2 −
(√
1 + (h′(x))2
)′
h′(x)
1 + (h′(x))2
; (4.9)
(√
1 + (h′(x))2
)′
=
((
1 + (h′(x))2
) 1
2
)′
=
1
2
(
1 + (h′(x))2
)′ (
1 + (h′(x))2
)− 1
2
=
1
2
(2h′(x)h′′(x))
(
1 + (h′(x))2
)− 1
2
=
h′(x)h′′(x)√
1 + (h′(x))2
; (4.10)
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substituindo (4.10) em (4.9) vem:
f ′(x) =
h′′(x)
√
1 + (h′(x))2 − (h′(x))2h′′(x)√
1+(h′(x))2
1 + (h′(x))2
=
h′′(x)
(
1+(h′(x))2−(h′(x))2√
1+(h′(x))2
)
1 + (h′(x))2
=
h′′(x)(
1 + (h′(x))2
)1+ 1
2
=
h′′(x)(
1 + (h′(x))2
) 3
2
. (4.11)
Finalmente, usando a expressa˜o (4.11) para f ′(x) em (4.8), obtemos:
−T h
′′(x)(
1 + (h′(x))2
) 3
2
+ kh(x) =
P√
1 + (h′(x))2
, (4.12)
como um modelo final, na˜o linear, para a descric¸a˜o da geometria da co´rnea.
Vamos agora assumir a simplificac¸a˜o de que a deflexa˜o da superf´ıcie corneana e´ pe-
quena, isto e´, em vez de (4.2), (4.3) temos:
sin(θ) ≈ tan(θ) = −h′(x); (4.13)
sin(ψ) ≈ tan(ψ) = h′(x+4x). (4.14)
Supondo enta˜o as expresso˜es (4.13), (4.14) para (4.1) temos:
T (h′(x+4x)− h′(x)) + P√
1 + (h′(x))2
4x− kh(x)4x = 0;
dividimos por 4x e tomamos o lim4x→0, resultando na equac¸a˜o simplificada que descreve
a forma da co´rnea:
−Th′′(x) + kh(x) = P√
1 + (h′(x))2
. (4.15)
A curva h(x) e´ um meridiano de uma superf´ıcie de revoluc¸a˜o que descreve a geometria
da co´rnea. Naturalmente, impomos h(r) = 0, ja´ que R e´ o raio da co´rnea e na˜o queremos
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ter elevac¸a˜o no bordo. A segunda condic¸a˜o de fronteira que establecemos e´ h′(0) = 0,
isto porque desejamos ter uma conexa˜o suave entre os meridianos na origem e a superf´ıcie
(sime´trica em relac¸a˜o ao eixo dos yy).
Finalmente, transformamos (4.15) numa equac¸a˜o adimensional, escolhendo novas varia´veis:
h∗ =
h
r
, x∗ =
x
r
, (4.16)
e propomos uma equac¸a˜o na˜o linear para a forma da co´rnea (omitindo os asteriscos para
maior clareza de leitura):
−h′′(x) + ah(x) = b√
1 + (h′(x))2
, (4.17)
com as condic¸o˜es de fronteira:
h(1) = 0 e h′(0) = 0, (4.18)
onde a = kR
2
T
e b = PR
T
.
Como pode ser verificado, tanto a como b sa˜o constantes reais positivas .
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Cap´ıtulo 5
A equac¸a˜o fraciona´ria de Bessel na
topografia da co´rnea
No u´ltimo cap´ıtulo integrante deste estudo proposto e apo´s realizada a exposic¸a˜o de dois
modelos na˜o lineares, vai-se propor e estudar outro modelo para a descric¸a˜o da topografia
da co´rnea, tambe´m ele baseado na derivac¸a˜o f´ısica e na equac¸a˜o da membrana (ver [18]).
A soluc¸a˜o encontrada e´ escrita na forma de se´rie de poteˆncias absolutamente conver-
gente. Esta soluc¸a˜o e´ uma generalizac¸a˜o da cla´ssica func¸a˜o modificada de Bessel de ordem
0. Ale´m disso, sera´ analisado o comportamento da soluc¸a˜o Bα0 (x) quando x −→ ∞ e
verificaremos que se reduz aos casos bem conhecidos com α = 0, 1. Este modelo encaixa
na geometria real da co´rnea com erros de baixa percentagem.
A primeira aproximac¸a˜o a esse modelo e´:
T sin(θ) + T sin(ψ) + (P − kh)4x = 0, (5.1)
em que T , P , θ, e ψ adveˆm da Figura 4.1 e da derivac¸a˜o f´ısica explicada no Cap´ıtulo 4.
Assumindo novamente a simplificac¸a˜o de que a deflexa˜o da superf´ıcie corneana e´ pe-
quena , ou seja, as expresso˜es (4.13) e (4.14) para sin(θ) e sin(ψ) respetivamente, a equac¸a˜o
(5.1) fica escrita como:
T (h′(x+4x)− h′(x)) + T sin(ψ) + (P − kh)4x = 0.
Dividindo por4x e tomando o lim4x→0, obtemos a equac¸a˜o diferencial linear de 2a ordem,
para a descric¸a˜o da geometria da co´rnea:
−Th′′(x) + kh(x) = P ; (5.2)
ou de modo equivalente:
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−4h+ ah = b, h|Ω = 0, (5.3)
com a e b constantes reais positivas adimensionais e Ω o domı´nio no qual a co´rnea esta´
situada.
Neste caso, o modelo vai ser generalizado e va˜o ser usadas derivadas fraciona´rias em
vez das cla´ssicas.
Como resultado obtemos uma equac¸a˜o diferencial fraciona´ria de Bessel modificada cuja
soluc¸a˜o tem um comportamento assinto´tico interessante.
Vamos assumir que a superf´ıcie co´rnea e´ sime´trica em relac¸a˜o a y e que h = h(r), onde
r ∈ [0, 1] e Ω e´ o circulo unita´rio. Assume-se tambe´m que h pode ser representado por
uma se´rie de poteˆncias convergente.
Reescrevendo (5.3) em coordenadas polares temos:
−1
r
d
dr
(rh′) + ah = b, h′(0) = 0, h(1) = 0. (5.4)
Passagem para coordenadas polares
Nesta subsecc¸a˜o, vamos fazer a demonstrac¸a˜o da passagem do operador 4 escrito
em coordenadas cartesianas para coordenadas polares. Consideremos o modelo adotado
descrito pela equac¸a˜o (5.3):
−4h+ ah = b.
Em matema´tica e f´ısica, o Laplaciano ou Operador de Laplace (ou ainda operador de
Laplace-Beltrami), denotado por 4, ou ∇2, sendo ∇ o operador nabla, e´ um operador di-
ferencial de segunda ordem. O operador Laplaciano 4 no espac¸o euclidiano n-dimensional
e´ definido como o divergente do gradiente:
4θ = ∇2θ = ∇.(∇θ) = div(grad(θ)).
Equivalentemente, o Laplaciano e´ a soma de todas as derivadas parciais simples de
segunda ordem.
Definic¸a˜o 5.0.1 Seja u : Rn −→ R, enta˜o, o Laplaciano de u e´ definido como:
4u =
n∑
i=1
∂2u
∂x2i
. (5.5)
No caso em questa˜o, em que h = h(r), vamos considerar o Laplaciano de u para n = 2.
Atendendo a` relac¸a˜o entre as coordenadas cartesianas e coordenadas polares:
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{
x = r cos(θ)
y = r sin(θ)
{
r = (x2 + y2)
1
2
θ = arctan
(
y
x
)
temos que u = u(r, θ), r = r(x, y), θ = θ(x, y) e aplicando a regra da cadeia:
∂u
∂x
=
∂u
∂r
∂r
∂x
+
∂u
∂θ
∂θ
∂x
; (5.6)
e derivando novamente, temos:
∂2u
∂x2
=
∂
∂x
(
∂u
∂x
)
=
∂
∂x
(
∂u
∂r
∂r
∂x
+
∂u
∂θ
∂θ
∂x
)
. (5.7)
Desenvolvendo o lado direito de (5.7) pela regra da derivada do produto resulta:
∂2u
∂x2
=
∂
∂x
(
∂u
∂r
∂r
∂x
)
+
∂
∂x
(
∂u
∂θ
∂θ
∂x
)
=
(
∂
∂x
∂u
∂r
)
∂r
∂x
+
(
∂
∂x
∂r
∂x
)
∂u
∂r
+
(
∂
∂x
∂u
∂θ
)
∂θ
∂x
+
(
∂
∂x
∂θ
∂x
)
∂u
∂θ
. (5.8)
Admitindo que as derivadas parciais mistas sa˜o cont´ınuas em seus domı´nios, podemos
aplicar o Teorema de Clairaut-Schwarz:
∂
∂x
∂u
∂r
=
∂2
∂x∂r
=
∂2
∂r∂x
=
∂
∂r
∂u
∂x
;
e reescrevendo (5.8) temos:
∂2u
∂x2
=
(
∂
∂r
∂u
∂x
)
∂r
∂x
+
∂2r
∂x2
∂u
∂r
+
(
∂
∂θ
∂u
∂x
)
∂θ
∂x
+
∂2θ
∂x2
∂u
∂θ
=
∂
∂r
(
∂u
∂x
)
∂r
∂x
+
∂2r
∂x2
∂u
∂r
+
∂
∂θ
(
∂u
∂x
)
∂θ
∂x
+
∂2θ
∂x2
∂u
∂θ
;
(5.9)
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substituindo
∂u
∂x
por (5.6) obtemos:
=
∂
∂r
(
∂u
∂r
∂r
∂x
+
∂u
∂θ
∂θ
∂x
)
∂r
∂x
+
∂2r
∂x2
∂u
∂r
+
∂
∂θ
(
∂u
∂r
∂r
∂x
+
∂u
∂θ
∂θ
∂x
)
∂θ
∂x
+
∂2θ
∂x2
∂u
∂θ
=
(
∂
∂r
∂u
∂r
∂r
∂x
+
∂
∂r
∂u
∂θ
∂θ
∂x
)
∂r
∂x
+
∂2r
∂x2
∂u
∂r
+
(
∂
∂θ
∂u
∂r
∂r
∂x
+
∂
∂θ
∂u
∂θ
∂θ
∂x
)
∂θ
∂x
+
∂2θ
∂x2
∂u
∂θ
=
(
∂2u
∂r2
∂r
∂x
+
∂2u
∂r∂θ
∂θ
∂x
)
∂r
∂x
+
∂2r
∂x2
∂u
∂r
+
(
∂2u
∂θ∂r
∂r
∂x
+
∂2u
∂θ2
∂θ
∂x
)
∂θ
∂x
+
∂2θ
∂x2
∂u
∂θ
=
(
∂r
∂x
)2
∂2u
∂r2
+
∂r
∂x
∂θ
∂x
∂2u
∂r∂θ
+
∂2r
∂x2
∂u
∂r
+
∂θ
∂x
∂r
∂x
∂2u
∂θ∂r
+
(
∂θ
∂x
)2
∂2u
∂θ2
+
∂2θ
∂x2
∂u
∂θ
. (5.10)
Analogamente faz-se o mesmo para a variavel y:
∂2u
∂2y
=
(
∂r
∂y
)2
∂2u
∂r2
+
∂r
∂y
∂θ
∂y
∂2u
∂r∂θ
+
∂2r
∂y2
∂u
∂r
+
∂θ
∂y
∂r
∂y
∂2u
∂θ∂r
+
(
∂θ
∂y
)2
∂2u
∂θ2
+
∂2θ
∂y2
∂u
∂θ
. (5.11)
Ca´lculo dos coeficientes:
Atendendo a` escrita de r e θ, vamos determinar os coeficientes que aparecem nas
expresso˜es (5.10) e (5.11), i.e., sabendo que:
r = (x2 + y2)
1
2 ,
θ = arctan
(y
x
)
,
e
arctan(u)′ =
u′
1 + u2
,
vamos calcular as respetivas derivadas parciais de primeira e segunda ordem.
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Em ordem a x temos:
∂r
∂x
= 2x
1
2
(x2 + y2)−
1
2 =
x
(x2 + y2)
1
2
=
x
r
;
∂θ
∂x
=
∂
∂x
arctan
(y
x
)
=
− y
x2
1 +
(
y
x
)2 = −y
x2
(
1 +
(
y
x
)2) = −yx2 + y2 = −yr2 ;
∂2r
∂x2
=
r − ∂r
∂x
x
r2
=
r − x
r
x
r2
=
r2 − x2
r3
=
y2
r3
;
∂2θ
∂x2
=
2r ∂r
∂x
y
r4
=
2r x
r
y
r4
=
2xy
r4
;
∂θ
∂x
∂r
∂x
=
x
r
−y
r2
= −xy
r3
.
Analogamente em ordem a y vem:
∂r
∂y
=
y
r
∂θ
∂y
=
x
r2
∂2r
∂y2
=
x2
r3
∂2θ
∂y2
=
−2xy
r4
∂θ
∂y
∂r
∂y
=
xy
r3
.
Enta˜o, substituindo os coeficientes pelos respetivos valores e somando (5.10) e (5.11)
obtemos que o operador 4 escrito em coordenadas polares e´ dado por:
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4u =
(x
r
)2 ∂2u
∂r2
− xy
r3
∂2u
∂r∂θ
+
y2
r3
∂u
∂r
− xy
r3
∂2u
∂θ∂r
+
(−y
r2
)2
∂2u
∂θ2
+
2xy
r4
∂u
∂θ
+
(y
r
)2 ∂2u
∂r2
+
xy
r3
∂u2
∂r∂θ
+
x2
r3
∂u
∂r
+
xy
r3
∂u2
∂θ∂r
+
(−x
r2
)2
∂2u
∂θ2
− 2xy
r4
∂u
∂θ
=
(
x2 + y2
r2
)
∂2u
∂r2
+
(
x2 + y2
r3
)
∂u
∂r
+
(
x2 + y2
r4
)
∂2u
∂θ2
=
r2
r2
∂2u
∂r2
+
r2
r3
∂u
∂r
+
r2
r4
∂2u
∂θ2
=
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂θ2
.
Uma vez que h = h(r), temos que
∂2h
∂θ2
= 0 e
4h = ∂
2h
∂r2
+
1
r
∂h
∂r
=
1
r
(
∂h
∂r
+ r
∂2u
∂r2
)
=
1
r
[
∂
∂r
(
r
∂h
∂r
)]
,
resultando enta˜o na equac¸a˜o (5.4), ou seja,
−1
r
d
dr
(rh′) + ah = b, h′(0) = 0, h(1) = 0.

A condic¸a˜o em r = 0, h′(0) = 0, garante-nos uma soluc¸a˜o suave na origem, enquanto
a condic¸a˜o h(1) = 0 determina a periferia da co´rnea. Multiplicando (5.4) por r2 temos:
−r d
dr
(rh′) + r2ah = b⇐⇒ −r d
dr
(
r
dh
dr
)
+ r2ah = b. (5.12)
Se tomarmos x = r
√
a e y = −h,
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dx =
√
adr, dy = −dh,
podemos reescrever (5.12) da seguinte forma:
−x√
a
d
dx√
a
(
x√
a
−dy
dx√
a
)
− x2y = x
2
a
b
x
d
dx
(xy′)− x2y = x
2
a
b, (5.13)
que e´ uma equac¸a˜o na˜o homoge´nea de Bessel modificada de ordem 0.
Agora, generalizando este modelo e usando derivadas fraciona´rias em vez das cla´ssicas,
propo˜e-se a equac¸a˜o (ver [18]):
xαDα0+(xy
′)− x2y = b
a
x2, y′(0) = 0, y(
√
a) = 1, 0 < α ≤ 1, (5.14)
como modelo da geometria da co´rnea.
O operador Dα0+ denota a derivada fraciona´ria de Riemann-Liouville definido como em
(2.20) e uma vez que 0 < α ≤ 1, a derivada fraciona´ria de Riemann-Liouville entra em
conformidade com a definic¸a˜o (2.22) :
Dα0+y :=
d
dx
1
Γ(α)
∫ x
0
(x− t)α−1y(t)dt.
Uma vez que xy′(x)|x=0 = 0 e y e´ anal´ıtica, as derivadas fraciona´rias de Riemann-
Liouville e de Caputo coincidem. A escolha de um valor adequado para a poteˆncia de
x em (5.14) e´ muito importante e necessa´rio para manter a consisteˆncia dimensional e o
significado f´ısico.
A equac¸a˜o (5.14) e´ designada de equac¸a˜o fraciona´ria modificada de Bessel de ordem 0
em analogia a` cla´ssica.
Facilmente se verifica que yp(x) = −ab e´ uma soluc¸a˜o particular de (5.14). Como a
soluc¸a˜o de (5.14) e´ da forma: y = yh + yp, temos de descobrir a soluc¸ao yh(x) da equac¸a˜o
homoge´nea associada:
xαDα0+(xy
′) = x2y, y′(0) = 0, y(
√
a) = 1 0 < α ≤ 1, (5.15)
onde y′(0) = 0 vem do facto de yp ser constante.
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Procura-se uma soluc¸a˜o para (5.15) na forma de se´rie de poteˆncias que e´:
y(x) =
∞∑
n=0
anx
n. (5.16)
Fazendo as devidas substituic¸o˜es obtemos:
y′(x) =
∞∑
n=1
nanx
n−1;
xy′(x) =
∞∑
n=1
nanx
n; (5.17)
Dα0+(xy
′) =
d
dx
1
Γ(1− α)
∫ x
0
(x− t)−αty′(t)dt.
Substituindo ty′(t) por (5.17) (com t em vez de x), temos que:
Dα0+(xy
′) =
d
dx
1
Γ(1− α)
∫ x
0
(x− t)−α(
∞∑
n=1
nant
n)dt
=
d
dx
1
Γ(1− α)
∫ x
0
∞∑
n=1
(x− t)−αnantndt
=
d
dx
1
Γ(1− α)
∞∑
n=1
∫ x
0
(x− t)−αnantndt
=
∞∑
n=1
nan
d
dx
1
Γ(1− α)
∫ x
0
(x− t)−αtndt,
e identifica-se
d
dx
1
Γ(1− α)
∫ x
0
(x− t)−αtndt como (Dα0+tn)(x).
Deste modo ficamos com:
Dα0+(xy
′) =
∞∑
n=1
nan(D
α
0 t
n)(x).
Como
(Dα0+t
n)(x) =
Γ(n+ 1)
Γ(n− α + 1)x
n−α,
obte´m-se:
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Dα0+(xy
′) :=
∞∑
n=1
nan
Γ(n+ 1)
Γ(n− α + 1)x
n−α.
Substituindo agora em (5.15) resulta:
xα
∞∑
n=1
nan
Γ(n+ 1)
Γ(n− α + 1)x
n−α = x2
∞∑
n=0
anx
n
⇔
∞∑
n=1
nan
Γ(n+ 1)
Γ(n− α + 1)x
n =
∞∑
n=0
anx
n+2,
ou seja,
a1
Γ(2)
Γ(2− α)x+
∞∑
n=2
nan
Γ(n+ 1)
Γ(n− α + 1)x
n −
∞∑
n=2
an−2xn = 0
⇔ a1 Γ(2)
Γ(2− α)x+
∞∑
n=2
xn
[
nan
Γ(n+ 1)
Γ(n− α + 1) − an−2
]
= 0.
Considerando a1 = 0, ficamos com a seguinte relac¸a˜o:
∞∑
n=2
xn
[
nan
Γ(n+ 1)
Γ(n− α + 1) − an−2
]
= 0,
o que implica:
nan
Γ(n+ 1)
Γ(n− α + 1) − an−2 = 0
⇔ an = Γ(n− α + 1)
nΓ(n+ 1)
an−2
⇔ an = Γ(n− α + 1)
n2Γ(n)
an−2, n ≥ 2. (5.18)
O coeficiente a1 = 0 encaixa na equac¸a˜o (5.16) ja´ que y
′(0) = a1 = 0. Pelo crite´rio da
raza˜o, verifica-se que a serie e´ absolutamente convergente.
Voltando agora a` relac¸a˜o de recorreˆncia dos coeficientes (5.18), vamos achar a soluc¸a˜o
de (5.15) que sera´ denominada por Bα0 (x) :
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an =
Γ(n− α + 1)
n2Γ(n)
an−2
=
Γ(n− α + 1)
n2Γ(n)
Γ(n− α− 1)
(n− 2)2Γ(n− 2)an−4
=
Γ(n− α + 1)
n2Γ(n)
. . .
Γ(n− 2i− α + 1)
(n− 2i)2Γ(n− 2i) . . .
Γ(n− 2n
2
+ 2− α + 1)
(n− 2n
2
+ 2)2Γ(n− 2n
2
+ 2)
an−2n
2
=
Γ(n− α + 1)
n2Γ(n)
. . .
Γ(n− 2i− α + 1)
(n− 2i)2Γ(n− 2i) . . .
Γ(3− α)
(2)2Γ(2)
a0,
para n par (n = 2m,m ∈ N0 ) e
an =
Γ(n− α + 1)
n2Γ(n)
. . .
Γ(n− 2i− α + 1)
(n− 2i)2Γ(n− 2i) . . .
Γ(n− 2 (n−1)
2
+ 2− α + 1)
(n− 2 (n−1)
2
+ 2)2Γ(n− 2 (n−1)
2
+ 2)
a
n−2 (n−1)
2
=
Γ(n− α + 1)
n2Γ(n)
Γ(n− α− 1)
(n− 2)2Γ(n− 2) . . .
Γ(n− 2i− α + 1)
(n− 2i)2Γ(n− 2i) . . .
Γ(4− α)
(3)2Γ(3)
a1
= 0,
para n ı´mpar (n = 2m+ 1,m ∈ N0), pois a1 = 0.
Conclui-se enta˜o que:
a2n+1 = 0, ∀n ∈ N0.
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Uma vez que para n = 2m,m ∈ N0:
an =
Γ(n− α + 1)
n2Γ(n)
Γ(n− α− 1)
(n− 2)2Γ(n− 2) . . .
Γ(n− 2i− α + 1)
(n− 2i)2Γ(n− 2i) . . .
Γ(3− α)
22Γ(2)
a0
=
Γ(3− α)
(2)2Γ(2)
. . .
Γ(2i− α + 1)
(2i)2Γ(2i)
. . .
Γ(n− α− 1)
(n− 2)2Γ(n− 2)
Γ(n− α + 1)
n2Γ(n)
=
 n2∏
i=1
Γ(2i− α + 1)
Γ(2i)
 [22 . . . (2i)2 . . . (n− 2)2n2]−1
=
 n2∏
i=1
Γ(2i− α + 1)
Γ(2i)
[22
22
. . .
(2i)2
22
. . .
(n− 2)2
22
n2
22
(22)
n
2
]−1
=
 n2∏
i=1
Γ(2i− α + 1)
Γ(2i)
[1 . . . i2 . . .(n
2
− 1
)2 (n
2
)2
2n
]−1
=
 n2∏
i=1
Γ(2i− α + 1)
Γ(2i)
[(n
2
!
)2
2n
]−1
,
temos:
a2n =
(
n∏
i=1
Γ(2i− α + 1)
Γ(2i)
)
1
n!222n
,∀n ∈ N0.
Como a2n+1 = 0,∀n ∈ N0, Bα0 (x) tem a forma:
y(x) = Bα0 (x)
=
∞∑
n=0
anx
n
=
∞∑
n=0
a2nx
2n +
∞∑
n=0
a2n+1x
2n+1
=
∞∑
n=0
a2nx
2n +
∞∑
n=0
0x2n+1
=
∞∑
n=0
(
n∏
i=1
Γ(2i− α + 1)
Γ(2i)
)
1
n!222n
x2n,
e obte´m-se:
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Bα0 (x) =
∞∑
n=0
(
n∏
i=1
Γ(2i− α + 1)
Γ(2i)
)
1
n!2
(x
2
)2n
. (5.19)
E deste modo, a soluc¸a˜o da equac¸a˜o homoge´nea (5.15) e´ dada por:
yh(x) = CB
α
0 (x) = C
∞∑
n=0
(
n∏
i=1
Γ(2i− α + 1)
Γ(2i)
)
1
n!2
(x
2
)2n
, (5.20)
para alguma constante C.
A condic¸a˜o de fronteira y′(0) = 0 ja´ esta´ cumprida, no entanto, e´ necessa´rio agora
determinar C de modo a se verificar a outra condic¸a˜o: y(
√
a) = 0.
y(x) = yp + yh(x) = − b
a
+ CBα0 (x);
y(
√
a) = 0⇔ − b
a
+ CBα0 (
√
a) = 0⇔ C = b
aBα0 (
√
a)
.
Conclui-se assim que
y(x) = − b
a
+ CBα0 (x)
= − b
a
+
b
aBα0 (
√
a)
Bα0 (x)
=
b
a
(
Bα0 (x)
Bα0 (
√
a)
− 1
)
.
Regressando agora a`s variaveis inicias h e r, podemos reescrever a soluc¸a˜o do problema
de fronteira (5.4) como
h(r) =
b
a
(
1− B
α
0 (r
√
a)
Bα0 (
√
a)
)
. (5.21)
Esta equac¸a˜o descreve a forma da co´rnea humana e pode ser visto em [18] que da´ uma
aproximac¸a˜o precisa quando comparado com dados reais.
Observac¸a˜o: Vemos que para α = 1, (5.19) e´ uma forma generalizada da func¸a˜o de
Bessel modificada de primeira espe´cie, ja que B10 = I0 (2.13). Adicionalmente, veˆ-se que
B00 = e
x2
2 .
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B00 =
∞∑
n=0
(
n∏
i=1
Γ(2i− 0 + 1)
Γ(2i)
)
1
n!2
(x
2
)2n
=
∞∑
n=0
(
n∏
i=1
2iΓ(2i)
Γ(2i)
)
1
n!2
(x
2
)2n
=
∞∑
n=0
(
n∏
i=1
2i
)
1
n!2
(x
2
)2n
=
∞∑
n=0
2nn!
1
n!2
(x
2
)2n
=
∞∑
n=0
2n
22n
1
n!
x2n
=
∞∑
n=0
1
n!
1
2n
x2n
=
∞∑
n=0
1
n!
(
x2
2
)n
= e
x2
2 (5.22)
A func¸a˜o fraciona´ria modificada de Bessel Bα0 (x) definida em (5.19) tem um comporta-
mento muito interessante quando x −→ +∞. Veremos que se trata de uma generalizac¸a˜o
dos resultados cla´ssicos da teoria das ass´ıntotas, nomeadamente os baseados no me´todo
de Laplace para integrais assinto´ticos. A grande questa˜o e´ estarmos a lidar com equac¸o˜es
diferenciais-integrais que normalmente acarretam problemas. Primeiro sera´ provado um
lema, que se usara´ mais a` frente na ana´lise ao comportamento assinto´tico da func¸a˜o.
Lema 5.0.2 : Seja Fµ(x) =
∫ 1
0
tµe−xtdt, enta˜o Fµ(x) tem o seguinte comportamento
quando x −→ +∞:
Fµ(x) ∼ x−(µ+1)Γ(µ+ 1).
Prova: Atrave´s da mudanc¸a de variavel (s = xt) podemos escrever o integral,
definindo Fµ(x) como:
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s = xt⇒ dt = 1
x
ds; t ∈ [0, 1]⇒ xt ∈ [0, x]
Fµ(x) =
∫ x
0
( s
x
)µ e−s
x
ds
= x−(µ+1)
∫ x
0
sµe−sds
= x−(µ+1)
(∫ ∞
0
sµe−sds−
∫ ∞
x
sµe−sds
)
= x−(µ+1)
(
Γ(µ+ 1)−
∫ ∞
x
sµe−s
)
ds. (5.23)
Integrando
∫∞
x
sµe−s por partes temos:
∫ ∞
x
sµe−s =
[−sµe−s]∞
x
+
∫ ∞
x
µsµ−1e−sds
= xµe−x + µ
∫ ∞
x
sµ−1e−sds
= xµe−x + µ
(
xµ−1e−x − (µ− 1)
∫ ∞
x
sµ−2e−sds
)
= xµe−x + µ
(
xµ−1e−x − (µ− 1)
(
xµ−2e−x + (µ− 2)
∫ ∞
x
sµ−3e−sds
))
= . . .
= e−x(xµ + µxµ−1 + µ(µ− 1)xµ−2 + . . .+ µ(µ− 1) . . . (µ− i)xµ−i−1 + . . .).
Substituindo agora em (5.23), obtemos a seguinte expressa˜o para Fµ(x):
Fµ(x) = x
−(µ+1)Γ(µ+1)−e−x(x−1+µx−2+µ(µ−1)x−3+. . .+µ(µ−1) . . . (µ−i+2)x−i+. . .).
Note-se que:
µ(µ− 1) . . . (µ− i) = µ(µ− 1) . . . (µ− i) . . .
(µ− i− 1)(µ− i− 2) . . . =
Γ(µ+ 1)
Γ(µ− i) ,
resultando na seguinte expressa˜o para Fµ(x):
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Fµ(x) = x
−(µ+1)Γ(µ+ 1)− e−x
(
Γ(µ+ 1)
Γ(µ+ 1)
x−1 +
Γ(µ+ 1)
Γ(µ)
x−2 + . . .+
Γ(µ+ 1)
Γ(µ− i+ 2)x
−i + . . .
)
= x−(µ+1)Γ(µ+ 1)− e−x
∞∑
k=0
Γ(µ+ 1)
Γ(µ− k + 1)x
−1−k
= x−(µ+1)Γ(µ+ 1)− e−x
∞∑
k=0
Γ(µ+ 1)
Γ(µ− k + 1)
1
xk+1
,
e uma vez que o segundo termo e´ exponencialmente negativo, vemos que para x −→ +∞,
o comportamento de Fµ(x) e´ definido pela ordem do primeiro termo, concluindo assim a
prova.

Pelo facto de xy′(x)|x=0 = 0, podemos transformar (5.15) numa equac¸a˜o diferencial
integral de Volterra, usando a propriedade (2.36) para a composic¸a˜o dos operadores Dα e
Iα :
Dα0 (xy
′(x)) = x2−αy(x)
⇔ (Iα0 Dα0 (xy′(x)))(x) = (Iα0 x2−αy(x))(x)
⇔ xy′(x) = 1
Γ(α)
∫ x
0
t2−αy(t)
(x− t)1−αdt
⇔ y′(x) = 1
x
1
Γ(α)
∫ x
0
(x− t)α−1t2−αy(t)dt. (5.24)
Uma vez que queremos estudar o comportamento da func¸a˜o para valores de x muito
elevados, vai efetuar-se a mudanc¸a de variavel s = t
x
, de modo a tornar o intervalo de
integrac¸a˜o constante (limitado).
s =
t
x
=⇒ dt = xds
y′(x) =
1
x
1
Γ(α)
∫ 1
0
(x− xs)α−1(xs)2−αy(xs)xds
=
1
x
1
Γ(α)
∫ 1
0
x3−α(x(1− s))α−1s2−αy(xs)ds
=
1
x
1
Γ(α)
∫ 1
0
x2s2−α(1− s)α−1y(xs)ds
=
x
Γ(α)
∫ 1
0
s2−α(1− s)α−1y(xs)ds. (5.25)
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Com base na u´ltima observac¸a˜o, vamos assumir que a soluc¸a˜o de (5.24) e´ da forma:
y(x) = f(x)e
xλ
λ , (5.26)
onde f e λ tera˜o de ser determinados. Substituindo (5.26) em (5.25) resulta:
y′(x) =
x
Γ(α)
∫ 1
0
s2−α(1− s)α−1f(xs)ex
λ
λ
sλds.
Note-se que para x elevado, o integral e´ maioritariamente influenciado pela varia´vel no
termo exponencial, tomando o seu valor ma´ximo em s = 1.
De forma a mudar este ma´ximo para o limite inferior, fazemos a substituic¸a˜o t = 1− s
e obtemos:
y′(x) =
x
Γ(α)
∫ 1
0
(1− t)2−αtα−1f(x(1− t))ex
λ
λ
(1−t)λdt. (5.27)
Tal como no me´todo de Laplace para o comportamento assinto´tico de integrais (ver
p.ex. [3]), quando x −→ +∞, a grande contribuic¸a˜o para o integral (5.27) prove´m da
vizinhanc¸a do maximizante do termo exponencial e
xλ
λ
(1−t)λ , que e´ quando t esta´ pro´ximo
de 0.
Usando este facto, vai-se aplicar o Teorema de Taylor para escrever (1−t)λ em torno do
ponto x = 0. Tomando apenas os dois primeiros termos, podemos fazer uma aproximac¸a˜o
va´lida para x elevado.
(1− t)λ = f(0) + f ′(0)(t− 0) + . . . ≈ 1− λt;
f(x(1− t)) = f(x) + f ′(x)(x(1− t)− x) + . . . ≈ f(x)− xf ′(x)t;
resultando na equac¸a˜o:
y′(x) ≈ x
Γ(α)
∫ 1
0
(1− t)2−αtα−1(f(x)− xf ′(x)t)ex
λ
λ
(1−λt)dt
≈ x
Γ(α)
e
xλ
λ
(
f(x)
∫ 1
0
(1− t)2−αtα−1e−xλtdt− xf ′(x)
∫ 1
0
(1− t)2−αtαe−xλtdt
)
.(5.28)
Para o primeiro integral de (5.28) vamos aproximar (1−t)2−α = f(0)+f ′(0)(t−0)+. . . ≈
1 − (2 − α)t, enquanto que no segundo integral, aproxima-se (1 − t)2−α ≈ 1. Esta opc¸a˜o
e´ justificada pelo facto da maior concentrac¸a˜o da a´rea de (5.28) estar em redor do ponto
t = 0, resultando na seguinte equac¸a˜o:
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y′(x) ≈ x
Γ(α)
e
xλ
λ
(
f(x)
∫ 1
0
(1− (2− α)t)tα−1e−xλtdt− xf ′(x)
∫ 1
0
1tαe−x
λtdt
)
≈ x
Γ(α)
e
xλ
λ
[
f(x)
(∫ 1
0
tα−1e−x
λtdt− (2− α)
∫ 1
0
tαe−x
λtdt
)
− xf ′(x)
∫ 1
0
tαe−x
λtdt
]
.(5.29)
Usando o Lema 5.0.2 podemos escrever a equac¸a˜o do seguinte modo:
y′(x) ≈ x
Γ(α)
e
xλ
λ
[
f(x)
(
Fα−1(xλ)− (2− α)Fα(xλ)
)− xf ′(x)Fα(xλ)]
∼ x
Γ(α)
e
xλ
λ
[
f(x)
(
x−λαΓ(α)− (2− α)x−λ(α+1)Γ(α + 1))− xf ′(x)x−λ(α+1)Γ(α + 1)]
∼ 1
Γ(α)
e
xλ
λ
[(
x−λα+1Γ(α)− α(2− α)x−λ(α+1)+1Γ(α)) f(x)− αx2−λ(α+1)Γ(α)f ′(x)]
∼ ex
λ
λ
[(
x−λα+1 − α(2− α)x−λ(α+1)+1) f(x)− αx2−λ(α+1)f ′(x)] .
Notando agora que:
y′(x) =
(
f(x)e
xλ
λ
)′
= f ′(x)e
xλ
λ + xλ−1e
xλ
λ f(x),
obtemos finalmente a seguinte equac¸a˜o diferencial para f :
f ′(x)e
xλ
λ + xλ−1e
xλ
λ f(x) = e
xλ
λ
[(
x−λα+1 − α(2− α)x−λ(α+1)+1) f(x)− αx2−λ(α+1)f ′(x)]
⇔ (1 + αx2−λ(α+1)) f ′(x) = (x−λα+1 − xλ−1 − α(2− α)x−λ(α+1)+1) f(x),
e vemos que a soluc¸a˜o de
(
2− λ(α + 1) = 0⇔ λ = 2
α+1
)
e´ uma escolha adequada para
o valor de λ, nao so´ pela necessidade que f tenha crescimento alge´brico, mas tambe´m
porque simplifica a equac¸a˜o em:
(1 + α)f ′(x) =
(
x−
2
α+1
α+1 − x 2α+1−1 − α(2− α)x−2+1
)
f(x)
⇔ (1 + α)f ′(x) =
(
x−
−α+1
α+1 − x−α+1α+1 − α(2− α) 1
x
)
f(x)
⇔ f
′(x)
f(x)
= −α(2− α)
α + 1
1
x
⇔ 1
f
df
dx
= −α(2− α)
α + 1
1
x
⇔ 1
f
df = −α(2− α)
α + 1
1
x
dx.
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Integrando ambos os lados da equac¸a˜o obte´m-se:
ln(f) = −α(2− α)
α + 1
ln(x) + c
⇔ ln(f) = ln
(
x−
α(2−α)
α+1
)
+ c,
resultando na soluc¸a˜o geral:
f(x) = Cx−
α(2−α)
α+1 . (5.30)
Conclui-se que a soluc¸a˜o Bα0 (x) da equac¸a˜o diferencial fraciona´ria de Bessel modificada
(5.14) tem o seguinte comportamento assinto´tico, descrito pelo termo principal, quando
x −→ +∞:
Bα0 (x) ∼ x−
α(2−α)
α+1 exp
(
x
2
1+α
)
. (5.31)
Observac¸a˜o: Vemos que para α = 0, 1 a forma assinto´tica (5.31) reduz-se a`s fo´rmulas
bem conhecidas para B00 = e
x2
2 e B10 = I0 ∼ x−
1
2 ex (ver p.ex. [2]).
Bibliografia
[1] G. E. Andrews, R. Askey, R. Roy, Special Functions, Cambridge University Press, New
York, 1999.
[2] M. Abramowitz, I.A. Stegun, Handbook of Mathematical Functions: with Formulas,
Graphs, and Mathematical Tables, Dover Publications, New York, 1965.
[3] C. M. Bender, S. A. Orszag, Advanced Mathematical Methods for Scientists and Engi-
neers I: Asymptotic Methods and Perturbation Theory, NY, Springer New York, 1999.
[4] M. Born , E. Wolf, Principles of Optics, Cambridge University Press, Cambridge, UK,
1999.
[5] A. Cabada, J. Cid, On a class of singular Sturm-Liouville periodic boundary value
problems, Nonlinear Analysis: Real World Applications, 12 (2011), pp. 2378–2384.
[6] M. Caputo, Linear model of dissipation whose q is almost frequency independent-II,
Geophys. J. R. Astr. Soc., 13 (1967), pp. 529–539.
[7] P.G. Ciarlet, Mathematical elasticity I: three-dimensional elasticity, SIAM Rev., 34(3)
(1992), pp. 513–514.
[8] P.G Ciarlet, Mathematical Elasticity III: Theory of Shells, North-Holland, Amsterdam,
2000.
[9] P.G Ciarlet, An Introduction to Differential Geometry with Applications to Elasticity,
Springer, Dordrecht, 2005.
[10] V. J. Ervin, N. Heuer, J. P. Roop, Numerical approximation of a time dependent,
nonlinear, space-fractional diffusion equation, SIAM J.Numer. Anal., 45(2) (2007),
pp. 572-591.
[11] R. Gorenflo, F. Mainardi, Essentials of Fractional Calculus, 2000, Maphysto
Center (http://www.maphysto.dk/oldpages/events/LevyCAC2000/ MainardiNo-
tes/fm2k0a.ps).
55
56 BIBLIOGRAFIA
[12] N. Heymans, I. Podlubny, Physical interpretation of initial conditions for fractional
differential equations with Riemann-Liouville fractional derivatives, Rheologica Acta,
45 (2006) , pp. 765–771.
[13] H. Kasprzak, D.R. Iskander, Approximating ocular surfaces by generalized conic cur-
ves, Ophthal. Physiol. Opt., 26 (2006), pp. 602–609.
[14] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and Applications of Fractio-
nal Differential Equations, North-Holland Mathematics Studies, Elsevier, Amsterdam,
The Netherlands, 2006.
[15] V. Mahajan, Aberration Theory Made Simple, SPIE Optical Engineering Press: Bel-
lingham, WA, 1991.
[16] V.Mahajan, Optical Imaging and Aberrations Part I, SPIE Optical Engineering Press,
Bellingham, WA, 1998.
[17] J. Nee, Nonlinear integral equation from the BCS gap equations of superconductivity,
Nonlinear Analysis: Real World Applications, 11 (2010), pp. 190-197.
[18] W. Okrasinski, L. Plociniczak, On fractional Bessel equation and the description of
corneal topography, arXiv:1201.2526v2 [math. CA], 2012.
[19] W. Okrasinski, L. Plociniczak, A nonlinear mathematical model of the corneal shape,
Nonlinear Analysis: Real World Applications, 13(3) (2012), pp. 1498–1505.
[20] K. Oldham and J. Spanier, The Fractional Calculus, Academic Press, New York-
London, 1974.
[21] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[22] I. Podlubny, Fractional Differential Equations. An Introduction to Fractional Deri-
vatives, Fractional Differential Equations, Some Methods of Their Solution and Some
of Their Applications, Academic Press, San Diego-Boston-New York-London-Tokyo-
Toronto, 1999.
[23] M.A. Rosales, M. Jua´rez-Aubry, E. Lo´pez-Olazagasti, J. Ibarra, E.Tepich´ın, Anterior
corneal profile with variable asphericity, Applied Optics, 48(35) (2009), pp. 6594–6599.
[24] M.M. Rodrigues, N. Vieira, S. Yakubovich, Operational calculus for Bessel’s fractional
equation, Advances in Harmonic Analysis and Operator Theory. Operator Theory:
Advances and Applications, 229, Birkha¨user, Basel, 2013.
BIBLIOGRAFIA 57
[25] S.G. Samko, A.A. Kilbas and O.I. Marichev, Fractional Integrals and Derivatives:
Theory and Applications, Gordon and Breach Science Publ., New York and London,
1993.
[26] J.P. Trevino , J.E. Go´mez-Correa , D.R. Iskander , S. Cha´vez-Cerda, Zernike vs.
Bessel circular functions in visual optics, Ophthalmic Physiol Opt., 33 (2013), pp.
394–402.
[27] P.Zhuang, F.Liu, V.Anh, I. Turner, New solution and analytical techniques of the
implicit numerical method for the anomalous subdiffusion equation, SIAM Journal on
Numerical Analysis, 46(2) (2008), pp. 1079–1095.
