The work addresses the problem of how to properly stipulate a suitable number of indications or repetitions in a measurement. This adequate number of indications to be used in a measurement is proposed as the minimal number that induces, when the resulting Type A uncertainty is included in the calculation, a relative change in the preexisting combined uncertainty lower than some parameter Q, which is anticipated by the metrologist based on a contextual analysis of the measurement.
INTRODUCTION
Regarding a measurement process, there is a widespread and recurrent idea that getting a large number of indications is a good and safe procedure, and it is always better than taking a small number. But the cost of the process, embodied by superfluous work, spent time (in measuring, storage, transmission and treatment of data) and wasted energy (to maintain the measurement system in a steady state), grows up with the number of indications. The subject is particularly delicate when the measurement procedure is cumbersome and tiring, leading to abnormal results as the measurement is extensively repeated, or when the integrity of the measurand is in some way sensitive to it.
The decision about how many indications to be taken in a measurement involves a careful consideration of the "experimentational perspective that dictates the uses and applications one intends to give to (the) results" [1] . Previously to the beginning of a measurement it is necessary to define a measurand, or to make a careful exegesis of the elected preexisting definition. After this, we need to select the method and the instruments that will be used in the measurement, all in accord with the use the results are intended to. At this time we already know (or we are in conditions to know) the values of the Type B uncertainty components. The combination of these Type B uncertainties in the "law of propagation of uncertainties" results in a minimum value for the combined uncertainty (u cB ). Now, the next step is deciding how many indications are necessary and convenient to accomplish this goal. The use of a number smaller than the necessary implies an undesirable large uncertainty. The use of a number greater than necessary implies an undesirable large cost of the measurement process.
The number of indications delivered by the physical measurement process will result in a Type A uncertainty that will increase the value of the minimum combined uncertainty u cB reported above by some relative factor q. The problem treated in this work is to define a maximum value Q for q and to calculate the number n of indications that satisfy this condition. The value of Q, thought as a tolerable or desirable value, is chosen by the metrologist based on experimentational requirements. Of course, the number (n) that results from the treatment is in general not a natural one, and should be rounded up to the next integer n u . In practice, the use of n u will result in a relative variation factor q smaller than Q. This is valid for the expanded uncertainty as well.
CALCULATION OF THE MINIMUM NUMBER OF INDICATIONS
For a type A evaluation, the experimental standard deviation of the mean s( q ) ([3, B.2.17 NOTE 2]) of a series of n observations in a measurement process is: For n >> 1 the dependence of s( q ) is just inversely proportional to n. By supposition, other uncertainty components u(x i ) are evaluated by Type B uncertainty evaluation methods.
We will consider the evaluation of a measurand Y with estimate y and combined uncertainty u c (y), which is composed by N-1 identified Type B uncertainty components, ( For simplicity we will, from now on, write u c in place of u c (y). We consider in principle that, before starting the procedures for the physical measurement, we had made a study of the all Type B uncertainties, we know all their values and, so, we know the value of the Type B combined standard uncertainty u cB . The value of the corresponding combined B variance We want to find the number n of indications that induces a relative increase c u in the combined standard uncertainty equal to some appropriate chosen value Q. The Q value is established by the metrologist based on the final quality planned for the results (the value of Q could be, for example, 0.2, or 0.1, or 0.05). This is done, supposedly, when all B components have already been optimized. Then: The value of n delivered by Eq.(9) gives a value to the Type A uncertainty that, when included in the uncertainty calculation (Eq(4)), will provide a relative increasing Q in the preexisting Type B combined uncertainty u cB (given by Eq. (3)).
DISCUSSION AND CONCLUSION
For some combinations of the values of u cB and s(q i ), and the values stipulated for Q, the results given by equation (9) may be not integers. In these cases (which are the most common) it is necessary to round up the result to the next integer. In practice, it is acceptable to use a number n u greater than the number n calculated in (9), but not too much bigger. Anyway, it must be kept in mind that the above derivation demands the knowledge of the experimental standard deviation s(q i ) associated with the measurement.
If we know the experimental standard variance s 2 (q i ) with good confidence [2, GUM, E.4.4] from m p indications of previous measurements (the pooled estimate of the experimental standard deviation (for m p equal 50 we are 90% confident on the value, for example)), and we had collected m q indications (m q ≥ n given by Equation (9)) in the current measurement, then m q will be used to calculate ) ( 2 y u c in Equation (2), and m p will be used to calculate the effective number of degrees of freedom using the Welch-Satterthwaite formula (see GUM, G.4 [2] ). If the measurement is being made for the first time (in which case we do not have a pooled variance), and we had made m observations, then the value of n calculated in (9),or the value of m, for m greater than n, will be used for the two calculations.
The present derivation is valid for a measurement of a single measurand that has only one uncertainty component of Type A. When the measurement involves a measurand that depends on others measurands (input quantities in a measurement model [4, VIM3: 2.50]) we need to use Eq.(9) above to calculate the specific value of n associated to each input quantity. This will be done, of course, only for those input quantities that have a Type A uncertainty component. And only for those that contribute the most to u c . The "contribution" of each component to u c may be evaluated using the results (7) or (12) given in [3] .
We need to consider that this treatment is correct only in the GUM context, in which the definitional uncertainty is considered to be zero (or negligible, in each case the measurand is characterized by a unique value). In the context treated in [1] it makes no sense trying to turn the Type A uncertainty irrelevant by making the number n of indications very large, because there is a physical deterministic (though not known) minimum for its value (the inherent or definitional uncertainty). So, it cannot be statically reducible to zero. In this case we need to consider the use of the standard deviation, in place of the standard deviation of the mean, in the evaluation of the dispersion associated to the definitional uncertainty. It is clear that some problems come from the difficulties that appear when we try to separate this dispersion from the dispersion linked to fluctuations of the influence quantities that are responsible for the genuine Type A uncertainty.
An Electronic Supplementary Material can be solicited through the e-mail listed in the first page. It contains a self-explanatory Excel worksheet with a comprehensive calculation of the value of n, according to Equation (9), for hypothetical measurement examples. The worksheet treats any measurement contexts (Type B uncertainty values) with six Type B uncertainty components. It includes also the calculation of the degree of freedom and the relative increase in the expanded uncertainty which, in most cases, is the relevant information the operator wants.
