This essay examines the volatility dynamics of the financial futures returns. Samuelson (1965) demonstrated theoretically that the conditional variance of changes in futures prices should increase as the time-to-maturity decreases. Interestingly, the empirical evidence on the Samuelson hypothesis is mixed. This essay revisits that issue, applying a unified GARCH framework to a unique data set of daily data, spanning 19 years up to 2000, and eleven types of financial contracts (currencies, S&P500, Nikkei 225, Eurodollar, Treasury Bills). The conditional variance equation is augmented by time-tomaturity, open interest and trading volume variables. I detect evidence for a role of the time-tomaturity in currency futures, and mixed evidence in equity index and interest rate futures. Lagged trading volume and open interest are positively related to volatility in most of these financial futures but they do not fully account for the estimated conditional variance.
Introduction
The aim of this essay is to better understand the process governing the evolution of volatility in futures prices. By volatility, I mean the second moment in changes of futures prices. Volatility in price changes is a variable of interest because futures prices reflect information regarding the market participants' expectations about subsequent commodity price changes. Hence, examining the behavior of the variance in price changes may provide evidence regarding how information is assimilated in a large and rapidly growing derivatives market.
Assuming that spot prices follow a stationary autoregressive process, Samuelson (1965) defines futures prices as the expected spot prices at maturity of the contract. He shows theoretically that the conditional variance of futures price changes per unit of time monotonically increases as the time-to-maturity decreases.
2 If the variance of futures prices decreases with time-to-maturity, then that has certain implications about the information assimilation of futures markets -either the market is more sensitive, may be overreacting to the new information, or the rate of information flow and its transmission increases, in other words, the resolution of uncertainty is higher near maturity, or both these channels might be at work.
Some previous studies examining a range of financial futures find evidence of the Samuelson effect, while others find the reverse. Anderson (1985) and Kenyon et al. (1987) claim that seasonality is a better explanation for the maturity effect and suggest that the observed maturity effect is likely to be a proxy for what actually is the consequence of the movements in some underlying fundamental variables such as information flows 3 .
My contribution is that I use a unifying GARCH framework to model the persistence in volatility. In addition, I augment the conditional variance equation by a time-to-maturity variable, to capture any maturity effect, and by the open interest and the trading volume to determine if they explain any of the observed GARCH effect. Although the relationship between trading volume and price changes have been identified 4 mainly in spot markets, the role of open interest has been explored only by a few. I test three types of financial futures contracts, with a unique daily data set that is significantly longer than previous data sets, 19 years of daily data, starting on 4 January 1982, and ending on 31 December 2000, originating from the Chicago Mercantile Exchange. I augment the basic GARCH model to incorporate a maturity variable and two other economic variables into the 1 Indeed futures prices will equal the expected future spot price when agents are risk neutral. 2 This is known as the time-to-maturity effect, or the Samuelson hypothesis. See Samuelson (1965) . 3 Also known as the state variable hypothesis. 4 See Karpoff (1987) for a survey of studies. Bessembinder and Seguin (1992) , Jones et al. (1994) .
3 conditional variance equation, so they are allowed to play a role in the volatility of futures. While most researchers find time-varying futures price volatility, previous empirical studies on futures prices of various commodities have found mixed evidence of the time-to-maturity effect. This analysis sheds more light on the possible sources and patterns of volatility of futures returns, the validity of the Samuelson hypothesis, and how uniformly these results hold in various financial futures markets.
These results are of particular relevance, in light of the extraordinary growth of financial futures markets over the past decade. 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 Total Volume The rest of the paper is organized as follows. Section 2 sets the stage for the analysis. I discuss the previous literature, and outline the models for futures return dynamics, and the empirical findings. Section 3 describes the data I use. Section 4 presents the methodology and the various GARCH specifications used to examine the volatility of futures returns. Section 5 presents the empirical results. I conclude in section 6.
Literature Review of Maturity Effect and Related Literature

Theoretical Approaches to the Behavior of Futures Prices
A theoretical hypothesis introduced by Samuelson (1965) , known as the Samuelson hypothesis (SH) or the time-to-maturity effect (TTM), develops a model predicting a rise in the volatility of futures prices as maturity nears. The intuition behind his theory is that our view of a distant future environment, which includes our opinion of distant futures prices, will not change much in the next month since few of the disturbances 5 affecting the distant future environment will change this month; it stays close to the general level given by the so-called law of averages 6 . As time passes and we approach the maturity date, and our future becomes our present, we become more and more sensitive to information that influence the final level of the futures price. When the maturity date arrives, arbitrage forces the futures price to equal the actual spot price. Anderson & Danthine (1983) 7 propose the state variable hypothesis which they claim is compatible with the Samuelson hypothesis. They introduce information flows into their theoretical model and demonstrate that the resolution of uncertainty is the source of increased volatility in futures prices, which can be used to explain both the Samuelson hypothesis and their own state variable hypothesis under a unified framework. They show that the ex ante variance of futures prices tends to be high (low) when the amount of economic uncertainty tends to be large (small). The Samuelson hypothesis is a special case, where large amounts of uncertainty are being resolved toward the maturity date and thus the ex ante futures price variance tends to be higher as the maturity date nears.
In other words, there are no information flows that resolve uncertainty about futures prices in the far distant future. Anderson and Danthine (1983) and Anderson (1985) argue that the SH is generally not true unless we have information flows incorporated in the model. Samuelson (1965) . 7 See also Richard and Sundaresan (1980) . 8 Stein's (1979) model does imply an increase in the variance as the maturity date approaches.
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return and trading patterns and concludes that in markets where the information asymmetry among investors is small, the return volatility of futures contract decreases with time-to-maturity, that is, the Samuelson hypothesis holds. However, when the asymmetry is large, the Samuelson effect need not hold. He is also able to show nonlinear time-to-maturity patterns when information flow is heterogeneous unlike Anderson and Danthine. Although one could argue that these models are not mutually exclusive. Volatility can increase when uncertainty is resolved any time during the life of the contract. In addition, returns can be much more elastic or sensitive to the resolution of uncertainty near expiration. For example, 50 basis points fall in interest rates one month before expiration can have as much effect on the futures price as a 200 basis points fall six months before. Hong explains that the Samuelson effect is actually like an elasticity effect, and gives the example of a one-year silver futures. Suppose there is a mean-reverting, negative supply shock today with a half-life of two months. Holding all else the same, the spot price of silver will rise today but the one-year futures price is mostly unaffected since much of the shock dies away before its maturity date. If the same shock would occur one month before, the shock will not have died away by the maturity date, and thus would have a much greater price elasticity effect. Milonas (1986) found general support for the maturity effect for 10 commodities out of 11, three of which were financial assets and the rest agricultural commodities. For the three interest rate futures he found evidence although somewhat weaker than for the agricultural and metal futures.
Empirical Papers on the Time-To-Maturity Effect in Financial Futures
For currency futures Han et al. (1999) and Galloway and Kolb (1996) do not find maturity effect in major currency futures with respect to both standard deviation and number of price changes. Galloway and Kolb (1996) conclude that they found support for SH for commodities with seasonal supply or demand such as agricultural commodities but also noted that it would not hold for commodities for which the cost-of-carry model works well.
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Another approach to studying the volatility of futures prices is via the basis, which is defined as the current cash price of a particular commodity minus the price of a particular futures contract for the same commodity, as in the following equation:
where B is the basis, P is the current spot price, and F is the futures price. Usually the futures price is the price of the nearby futures contract. However, there is a basis for each outstanding futures contract, and this basis will vary for contracts with different maturities. 9 See Working (1949). 6 Beaulieu (1998) tests the maturity effect, indirectly using the basis instead of the futures prices alone, in two stock market equity indices and she does find supportive evidence consistent with the Samuelson's (1965) hypothesis. Only three months of data for each contract are considered rather than the more commonly used continuous futures series artificially linking nearby contracts. The sample period includes data from September 30, 1985 to December 31, 1991. The paper utilizes the GARCH model to estimate the model of the basis since there is heteroscedasticity and leptokurtosis present in the basis like in other financial series. The results indicate that maturity effect exists; the size of the variance of the basis decreases as the futures contract approaches expiration. The results are robust across the two equity indices and across time to maturity specification.
Chen, Duan, and Hung (1999) look at the Samuelson effect and compare hedge ratios under scenarios with and without maturity effect in equity index futures and test the Nikkei-225 empirically.
The data of daily Nikkei-225 index spot and futures series traded on the Osaka exchange start November 24, 1988 and end June 6, 1996 . Their finding of decreasing volatility as maturity approaches contradicts the Samuelson's (1965) hypothesis. However, they find also that optimal hedging and its effectiveness depend on maturity and GARCH effects.
Market Depth and Information Flows
Market depth might be another factor affecting the degree of sensitivity of volatility to levels of trading volume. Kyle (1985) , in his theoretical model, proposes that market depth helps to create more favorable conditions, speed transactions and reduce price pressures when trading provides new information. In a more precise definition Kyle suggested that market depth is the order flow required to move prices by one unit. As order flow changes, open interest also changes endogeneously, thus it makes it a good measure of market depth. Bessembinder and Seguin (1992, 1993) and Patterson find that market depth had the strongest relationship with return volatility when the trading volume was high, and this was mainly through its interaction with trading volume. The negative impact of market depth on volatility is relatively marginal and is dependent on its interaction with trading volume. They are also able to show that when the market is characterized by low trading volume, the return volatility of nontrading-periods exceeds the return volatility of the trading period.
Thus they conclude that the nontrading information flow mostly from offshore has a greater impact on return volatility in low-volume markets and suggest that this provides evidence of greater financial market integration. Karpoff (1987) , in his review of the price-volume literature, establishes that empirically there is a positive relationship between trading volume and magnitude of the price change, and to the price change itself. He points out that mixture distribution hypothesis 10 is supported by the price-volume tests and that price series seems to be generated by a conditional stochastic process with a changing variance parameter that can be proxied by trading volume. Lamoureux and Lastrapes (1990) used instead of the close price since they are usually identical, but when they are not, the settlement price may be a more accurate representation of the current market price.
As futures prices are typically collected daily during the life of the contract, the individual futures series are limited to the lifespan of the contract which is usually less than 24 months. This complicates testing hypothesis of the underlying structure of futures prices. In order to expand futures prices time series, many studies link price series of individual contracts through time to form a longer artificial price history. 12 To obtain a spliced series of each type of futures contract, following the most common practice, I track a particular contract until the last day of the pre-expiration month, at which point the series switch to the next nearby contract. The constructed series starts three months before the expiration of the first contract, then switches to the next contract a day before the last month begins. I do not include the observations during the maturity month to avoid biases caused by the unusual market activities near maturity. The period included from each contract is the mostly highly traded period, with high open interest, and high trading volume also, and it imitates well the actions of a market participant who decides not to complete the transaction but instead to roll over to the next contract when maturity nears.
In the GARCH estimations I use futures returns, which are obtained by taking the difference of log of futures prices, during the trading period and is a measure of market activity. Time-to-maturity variable measures the number of days to maturity date. Since the delivery date is flexible and can take place anytime during the maturity month, I defined the last day of the maturity month as zero days to maturity. The days to maturity ranges from 90 days to 30 days since the maturity month is not considered as it might distort the results as discussed above.
3.1
Descriptive Statistics Table 1 describes the futures contracts for the 11 financial series used in this study. Table 2 These visual observations are also borne out by more formal tests for serial correlation. Table 2 .C describes the contract specification, measurement unit, mean contract value and the mean daily dollar volume for the futures series in the sample. For example, the daily volume is large for all financial futures, especially for the interest rate futures and the S&P 500, with the Eurodollar interest rate futures in the lead with an average value of $37 billion daily, approximately 40,000
contracts, followed by the S&P 500 with mean daily value of $6.9 billion and the Treasury Bills with $4.5 billion over the full sample period. The trading volume in British pound and Japanese yen are the highest among the currencies futures, near $1.6 billion average daily value.
Methodology
In this section, I outline an approach to measuring the time to maturity effect that extends the previous literature. In particular, I will examine if the conditional variance of futures price changes depends upon time-to-maturity, total trading volume, and open interest after accounting for GARCH effects. In order to do so, it is first necessary to describe the implementation of the GARCH methodology.
Basic GARCH Specification
GARCH models successfully account for the heteroscedasticity and the leptokurtosis characteristics of financial time series, which characterize these financial futures data as shown in Table 2 .A. The ARCH process by Engle (1982) and the GARCH process by Bollerslev (1986) have become standard tools in modeling these empirical features but they have not been utilized much for estimating futures price volatility.
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The basic GARCH(p,q) model with ARMA dynamincs in the mean can be written as follows: 13 As the sum of ¢ i and £ j approaches unity, a shock to the conditional variance is persistent in the sense that it remains important for future forecasts of all horizons. The degree of persistence depends on the magnitude of these two parameters. Conditioned on an information set at time t, denoted ¤ t , the distribution of the disturbance is assumed to be normal with mean zero and conditional variance h t . The general model contains an ARCH in mean term,
which allows the mean of a series to depend on its own conditional variance. The intuition is that riskaverse agents demand compensation for holding risky assets. Thus when variance, a measure of riskiness, of an asset increases, it is necessary that risk premium increases also to induce investor to hold the asset, thus we expect ¥ to be positive.
Even in linear statistical models, the problem of selecting the appropriate model is non-trivial.
Here models for each financial futures series is carefully selected based on the significance of the explanatory variables and the autocorrelation of the standardized residuals and standardized squared residuals using the Ljung-Box Q-statistics. The technique to construct the correlogram for the squared residuals is as follows. First the returns series is estimated and the best fitting ARMA model is selected. The squares of those fitted errors are obtained, and the sample autocorrelations of the squared residuals are calculated. The Ljung-Box statistics can be used to test for groups of significant coefficients. Rejecting the null hypothesis that the squared residuals are not correlated is equivalent to rejecting the null hypothesis of no GARCH errors.
If our model is adequate the autocorrelation of the residuals should be indicative of a whitenoise process, thus no evidence of autocorrelation between residuals. The autocorrelation function of the squared residuals can help to identify the order of the GARCH process and the residuals can help 12 to find the order of the mean equation; any lag with a high Q-stat, thus low p-value, suggests that an autoregressive term with that lag might be needed to eliminate the observed correlation in the residuals or squared residuals. The goal is to minimize the Q-stats of both the standardized residuals and standardized squared residuals, so that they are indistinguishable from white noise, since then the model adequately captures the futures return mean and variance process.
Augmented GARCH specification
The basic GARCH specification represented by the set of equations numbered (4. 
where k φ is the list of weighting series in the heteroscedastic variance, and g is the set of control variables. The non-negativity constraint on k φ is relaxed, so that it can be negative as we would expect in the case of some of the weighting variables, for example, the coefficient of the time-tomaturity variable.
The time-to-maturity variable measures the time in days until the maturity, the last day of the maturity month is defined as zero days to maturity. The sign on time-to-maturity is expected to be negative according to the Samuelson hypothesis -as the number of days left to expiration decreases, the changes in the futures returns increase.
Theory suggests that variables such as total trading volume, open interest, number of transactions, or market liquidity, are related to the return volatility process. An intuitive explanation for the presence for ARCH in the futures returns is based on the hypothesis that daily returns are generated by a mixture of distributions where the mixing variable can be the rate of information arrival. Since information cannot be observed directly the standard proxy for it is total trading volume. This hypothesis has been documented by Lamoureux and Lastrapes (1990) prices to move into higher or lower levels in the future, thus increasing changes in futures returns in the future relative to present movements. To summarize, the sign on the open interest variables has been found to be negative by Bessembinder (1993) and Wang & Yau (2000) . The positive correlation between contemporaneous trading volume and return volatility is the result of the majority of research as discussed by Karpoff (1987) . The reverse effect is found for lagged trading volume by Wang & Yau (2000) . As described above, the intuition behind the positive correlation is that as trading volume increases, there is more opportunity for the prices to move into higher or lower levels. Table 3 .2 contains the equity index and interest rate results. Briefly, the organization of the Panels can be summarized in the following matrix:
Estimation Results
GARCH TTM TV OI Panel I X Panel II X X Panel III X X Panel IV X X Panel V X X X X Panel VI X X X Panel VII X X X Panel VIII X X X
Estimation Results for the Basic GARCH Specification
Panel I presents the estimation results for the basic GARCH models for each type of futures contract without any explanatory variable added to the conditional variance equation. The optimal GARCH specification varies among different spliced futures contracts but the process seems to be well represented by GARCH models as suggested by the diagnostic checks of the residuals and the squared residuals which appear to be white noise or close to it. There appears to be a pattern across GARCH specifications in financial futures. The GARCH(2,1) specification dominates in the currency futures with some variation in the ARMA terms in the mean equation. In contrast, the GARCH(1,1) is selected for two of the three equity index futures, and for the two interest rate futures with an AR (1) 14 term in three of their mean equation. Only the S&P 500 futures equity index has a significant ARCH in mean term which allows the mean of the series to depend on its own conditional variance. 14 This class of models is suited to study some asset markets where risk averse agents require compensation for holding risky assets. Since the riskiness of an asset can be measured by the variance of returns, the risk premium is an increasing function of the conditional variance of the returns.
Estimation Results for the Augmented GARCH Specification
For the full sample, the time-to-maturity variable for currency futures is partly negative and partly positive. However, at closer inspection, all the ones with a positive sign are insignificant and those that are negative are all significant, with one borderline significant. This result is in contrast with Galloway and Kolb (1996) and Han et al. (1999) , and in some agreement with Leistikow (1987) . The evidence for interest rate futures, by far the biggest market by the number of contracts traded, is that time-to-maturity enters as negative and significant, consistent with existing empirical literature, such as Milonas (1986) and Leistikow (1987) , although it is not robust to dropping the open 15 interest. In contrast, and interestingly, the results for the equity indices stand out in that time-tomaturity does not appear to matter in any specification similar to Chen, Duang, and Hung (1999) results, but unlike Beaulieu (1998) results. In fact, the only thing that appears to matter for these is open interest, except for the Nikkei 225 where total trading volume matters as well. (See Table 3 .
2)
The GARCH estimation with the two economic variables individually and jointly are in Table   3 and interest rates is mostly positive when significant, but the pattern is fainter than it is for currencies. This is opposite of the result we expected based on the few studies on open interest, however, intuitively it still has some logical appeal -it implies that the higher the open interest, the more future trade expected, the higher is the current futures price volatility. The more future trade, the more opportunity there is for the prices to move into higher or lower levels, similarly to trading volume.
Estimation Results for the Sub-samples
The sample is also divided into two periods: 1980s & 1990s. The results are not reported here for brevity but are available upon request. As financial futures markets expanded rapidly throughout the 1990s, with increasing liquidity, one might reasonably conjecture that the idealized conditions of the Samuelson model might be better approximated by actual market conditions. Indeed, it turns out that the hypothesized time-to-maturity effect is more apparent during the 1990's subsample. The results across the two periods are very close for the currency futures, for the equity indices and interest rates less so. As expected, the 1990s futures series give a clearer pattern for all three categories, with a stronger time-to-maturity effect, more mixed results for trading volume, and mostly positive signs for open interest. In the 1980s, all three categories, currency, equity index, and interest rate futures have mixed results, with both positive and negative significant coefficients for open interest and lagged trading volume, which might be partly due to lower levels of activity.
Conclusion
This study has examined the dynamics of volatility in several, increasingly important, financial futures markets. Several new patterns have been identified in this unique data set.
First, a strong time-to-maturity effect is detected for currency futures. This variable has a less prominent role in equity index and interest rate futures. The result is somewhat puzzling for the former category, since one does not necessarily expect an increase in information flows near the maturation of currency futures. Second, as markets have become larger and more liquid, it appears that the time-to-maturity hypothesis of Samuelson has become increasingly relevant. This suggests that earlier studies may have failed to find a role for time-to-maturity because markets did not completely fulfill the conditions outlined by Samuelson. Third, one policy implication is that if agents fail to incorporate time-to-maturity in making their hedging decisions, then they may be failing to optimize. Fourth, the empirical modeling of the second moments of futures returns will need to incorporate economic as well as GARCH effects.
One finding at variance with some of the earlier studies is the mixed role of lagged trading volume and open interest for equity index and interest rate futures. However, those earlier studies did not examine such a comprehensive data set; nor did they necessarily account for GARCH effects.
Hence, these findings should be considered as establishing new stylized facts. The sample period includes daily data from January 4, 1982 to December 29, 2000. Q(q) where q=1,5,10 and 20 is the Ljung-Box statistics for testing the joint significance of autocorrelations of returns for the first q lags. Q2(q) is the same statistic for testing the joint significance of autocorrelations of squared returns. Under the null hypothesis of zero correlations, each of the Q-statistics is distributed as a chi-square variable with q degrees of freedom. (p-value in parentheses). * and ** denote statistical significance at 10% and 5% respectively. 
