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Abstrak— Dalam pengenalan kata tulisan tangan, salah satu 
strateginya adalah mengenali huruf demi huruf yang menyusun 
kata tersebut. Dengan strategi ini, bila kata yang akan dikenali 
ditulis dengan ragam latin, pengenalan huruf demi hurufnya 
menjadi persoalan yang rumit, karena tidak jelasnya segmentasi 
antara huruf yang satu dengan huruf yang lain. Untuk mengatasi 
persoalan tersebut, dapat digunakan suatu metode segmentasi 
yang dinamakan segmentasi lebih. Tulisan ini membahas metode 
segmentasi lebih menggunakan jendela Blackman. Secara 
ringkas, proses segmentasi dalam tulisan ini sebagai berikut: 
Masukan – Pengolahan awal – Segmentasi – Keluaran. Masukan 
berupa sebuah citra kata terisolasi dalam format biner, serta 
keluaran berupa sejumlah citra segmen huruf. Pengolahan awal 
berfungsi untuk mengkoreksi slope dan slant dari citra masukan. 
Koreksi-koreksi ini diperlukan karena metode segmentasi yang 
digunakan sensitif terhadap slope dan slant. Segmentasi 
berfungsi untuk memecah citra kata menjadi sejumlah citra 
segmen huruf. Berdasarkan hasil pengujian secara subyektif 
terlihat bahwa, untuk semua jendela Blackman yang lebarnya 8, 
12, dan 16 titik, dengan nilai alpha masing-masing mulai dari 0 ; 
0,12 ; dan 0,40 dapat digunakan secara efektif untuk keperluan 
segmentasi. Secara umum, jendela Blackman dengan kelebaran 
mulai dari 8 titik, bila kelebaran dan nilai alpha-nya makin naik, 
dapat digunakan secara efektif untuk keperluan segmentasi. 
 
Kata Kunci—Kata tulisan tangan; segmentasi; jendela 
Blackman 
I.  PENDAHULUAN 
Dewasa ini, dengan semakin berkembangnya teknologi 
komputer, dapat dibuat komputer yang dapat meniru 
kemampuan manusia. Salah satu kemampuan manusia yang 
dicoba untuk ditiru oleh komputer adalah kemampuan untuk 
mengenali kata tulisan tangan. Bagi manusia, untuk mengenali 
kata tulisan tangan merupakan hal yang sederhana. Namun 
tidak demikian halnya dengan komputer, karena komputer 
memerlukan serangkaian proses yang tertentu untuk 
melaksanakan hal tersebut. Salah satu strategi dalam 
perancangan serangkaian proses tersebut adalah dengan 
berdasarkan pengenalan huruf demi huruf. Jika kata yang akan 
dikenali dituliskan dengan ragam tegak (handprinted), maka 
proses pengenalannya menjadi sederhana, karena segmentasi 
huruf yang satu dengan huruf yang lain jelas. Akan tetapi, jika 
kata yang akan dikenali dituliskan dengan ragam latin 
(cursive) proses pengenalannya menjadi tidak sederhana, 
karena segmentasi huruf yang satu dengan huruf yang lain 
tidak jelas. Hal ini terkait dengan Paradoks Sayre [1]: suatu 
kata tidak dapat disegmentasi sebelum dikenali dan tidak 
dapat dikenali sebelum disegmentasi. 
Menurut Bunke [2], segmentasi merupakan suatu proses 
untuk mensegmentasi suatu kata menjadi entitas-entitas yang 
lebih kecil. Terkait dengan Bunke, sebelum itu Bozinovic dan 
Srihari [3] mengusulkan suatu cara segmentasi sederhana 
dengan menggunakan titik-titik segmentasi yang 
dimungkinkan, yang menghasilkan jumlah entitas yang 
melebihi jumlah karakter dalam suatu citra kata, yang 
dinamakan segmentasi lebih. 
Dalam segmentasi lebih, suatu cara yang sederhana adalah 
dengan membagi suatu citra kata dengan lebar segmen huruf 
yang seragam, sebagaimana diusulkan oleh Senior [4]. Namun 
dengan cara tersebut ada kecenderungan terlalu banyak 
segmen huruf yang dihasilkan. Sumarno [5] mengusulkan 
suatu cara segmentasi lebih menggunakan wavelet stasioner, 
yang dapat membagi citra kata dengan lebar segmen huruf 
yang tidak seragam. Dengan cara tersebut tidak ada 
kecenderungan terlalu banyak segmen huruf yang dihasilkan. 
Akan tetapi, karena wavelet stasioner hanya memproses 
masukan yang panjangnya 2n, cara tersebut menjadi kurang 
praktis. Sumarno et al [6] mengusulkan penggunaan tapis 
Gaussian dalam melaksanakan segmentasi lebih. Unjuk kerja 
segmetasi dengan tapis Gaussian mirip dengan wavelet 
stasioner. Namun, penggunaan tapis Gaussian lebih praktis, 
karena tidak memerlukan masukan yang panjangnya harus 2n.  
Jendela Blackman adalah suatu jendela yang biasanya 
digunakan dalam pengolahan sinyal digital untuk 
meminimalkan diskontinuitas tepi-tepi sinyal [7]. Jika jendela 
Blackman dikonvolusikan dengan suatu sinyal, maka 
komponen-komponen detil dari sinyal tersebut akan 
berkurang. Ini berarti, telah terjadi penapisan komponen-
komponen detil, atau dengan kata lain telah terjadi penapisan 
pelewat rendah. Oleh karena itu dapat dikatakan bahwa 
jendela Blackman dapat digunakan sebagai tapis pelewat 
rendah. 
Tulisan ini membahas suatu cara baru dalam segmentasi 
menggunakan jendela Blackman. Segmentasi yang dimaksud 
adalah segmentasi lebih yang membagi citra suatu kata menjadi 
segmen-segmen huruf yang tidak seragam. 
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II. DASAR TEORI 
A.  Segmentasi 
Tujuan utama segmentasi adalah memecah suatu kata 
menjadi huruf-huruf yang menyusunnya. Suatu strategi yang 
sederhana dalam segmentasi adalah segmentasi eksplisit yang 
didasarkan pada dissection. Pada strategi ini suatu kata 
dipecah menjadi sejumlah segmen huruf, dengan jumlah 
segmen yang sama atau lebih besar dari jumlah huruf yang 
menyusun kata tersebut, dengan tanpa menganalisa informasi 
kelas dan bentuk huruf. Jika jumlah segmennya melebihi 
jumlah huruf yang menyusun kata, maka segmentasinya 
disebut segmentasi lebih. Bunke [2] memberikan beberapa 
rambu segmentasi lebih sebagai berikut. 
• Citra dari suatu karakter yang menyusun suatu kata dapat 
dipecah dalam beberapa segmen. 
• Penggabungan dua karakter yang berdekatan dalam satu 
segmen harus dihindari. 
• Penggabungan bagian-bagian dari dua karakter yang 
berdekatan dalam satu segmen harus dihindari. 
Suatu metode dalam segmentasi eksplisit yang didasarkan 
pada dissection adalah segmentasi yang menggunakan 
histogram proyeksi vertikal [6]. Gambar 1 memperlihatkan 
contoh penggunaan metode ini. Gambar 1(b) memperlihatkan 
“bukit-bukit” pada histogram proyeksi vertikal yang 
merepresentasikan segmen-segmen huruf pada Gambar 1(a). 
Sebagai hipotesis, jika bentuk dasar bukit-bukit tersebut dapat 
diperjelas, maka separasi antara bukit-bukit tersebut juga akan 
diperjelas, yang berarti pemisahan segmen-segmen huruf 
menjadi lebih sederhana. Bentuk bukit-bukit pada histogram 
proyeksi vertikal, pada Gambar 1(b) masih “kasar”, karena 
masih banyak terlihat komponen-komponen detil. Untuk 
mendapatkan bentuk dasar dari bukit-bukit tersebut, maka 
bukit-bukit tersebut dapat “dihaluskan” dengan penapisan 
pelewat rendah. Gambar 1(c) memperlihatkan bukit-bukit 
yang sudah dihaluskan tersebut. Gambar 1(d) memperlihatkan 
garis-garis vertikal, yang mengindikasikan tempat-tempat 
segmentasi, yang bersesuaian dengan minimum-minimum 
lokal pada “perbukitan” histogram proyeksi vertikal. 
Akhirnya, Gambar 1(e) memperlihatkan hasil segmentasi yang 
berdasarkan pada garis-garis vertikal pada Gambar 1(d). 
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Gambar 1. Contoh Segmentasi Menggunakan Histogram Proyeksi Vertikal; (a) 
Citra Masukan; (b) Histogram Proyeksi Vertikal; Penapisan Histogram 
Proyekisi Vertikal Menggunakan Jendela Blackman 12 Titik dengan α = 0,12; 
(d) Garis-Garis Vertikal yang Mengindikasikan Tempat-Tempat Minimum 
Lokal; (e) Hasil Segmentasi. (Catatan: Sumbu Tegak dan Horisontal 
Dinyatakan dalam Piksel) 
 
dengan a0=(1-α)/2 , a1=1/2 , dan a2=α/2. Gambar 2 
memperlihatkan contoh jendela Blackman dengan lebar 12 titik 
pada berbagai nilai α. 
C. Konvolusi 
Sebagaimana telah dideskripsikan di atas, jendela 
Blackman dapat digunakan sebagai tapis pelewat rendah. 
Penapisan pelewat rendah sinyal x(n) dengan jendela 
Blackman w(n) merupakan suatu proses konvolusi antara x(n) 
dengan w(n). Bila sinyal x(n) mempunyai panjang yang 
terbatas, dan juga ujung-ujung sinyalnya diskontinu, akan 
memunculkan distorsi pada ujung-ujung sinyal hasil 
konvolusinya. Untuk mengatasi hal tersebut, Misiti et al [8] 
telah memperkenalkan suatu metode konvolusi dengan 
memperpanjang sinyal x(n) melalui pengulangan sinyal yang 
dinamakan periodisasi.  
 
 
Gambar 2. Contoh Jendela Blackman 12 titik dengan Berbagai Nilai α. 
 
Sebagai contoh sinyal x(n) = {x(1), x(2), … , x(M)} yang 
akan dikonvolusi dengan jendela Blackman w(n)={w(1), w(2), 
…, w(N)}, dengan N adalah bilangan genap, dan M > N. 
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Konvolusi sinyal yang diperpanjang xper(n) dengan jendela 
Blackman w(n) akan menghasilkan 
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dengan panjang M+N-1 lebih besar dari panjang x(n). Agar 
supaya sinyal keluaran mempunyai panjang yang sama dengan 
sinyal masukannya, maka hanya bagian-bagian tertentu saja 
yang dipilih. Sebagai contoh, keluaran konvolusi di atas 
adalah y(k)={y(1), y(2), … , y(L), dengan L=M+N-1, sehingga 
bagian-bagian y(k) yang dipilih adalah 
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III. METODOLOGI PENELITIAN 
A. Bahan dan Alat Penelitian 
Bahan penelitian berupa citra kata tulisan tangan yang 
terisolasi. Bahan penelitian ini berasal dari lembar pengambilan 
data yang di-scanned pada resolusi 300 dpi. Data diambil dari 
10 penulis yang menuliskan kata “citra” sebagaimana biasanya 
mereka menulis, yaitu dengan ragam tulisan tegak, latin, atau 
campuran antara tegak dan latin. Kesepuluh penulis tersebut 
berasal dari berbagai tingkatan umur dan jenis kelamin. 
Peralatan penelitian berupa komputer dengan prosesor Intel 
Core2Duo E7500 (2,93GHz) dan 2GB RAM, yang dilegkapi 
dengan perangkat lunak MATLAB. 
B. Pengembangan Sistem 
Sistem yang dikembangkan untuk segmentasi kata tulisan 
tangan diperlihatkan pada Gambar 3. Masukan sistem berupa 
citra kata terisolasi dalam format biner, sedangkan 
keluarannya berupa sejumlah citra dari segmen-segmen huruf. 
 
Pengolahan awal diperlukan untuk mengoreksi slope dan 
slant dari citra masukan. Pengolahan awal ini diperlukan 
karena sistem segmentasi yang digunakan, yang berdasarkan 









Gambar 4. Langkah-Langkah Pengolahan Awal. 
 
C. Pengolahan Awal 
Pengolahan awal pada Gambar 3 diperlihatkan langkah-
langkahnya pada Gambar 4 [6]. Koreksi slope dan slant 
dilaksanakan dengan transformasi linear untuk shearing. 
Halmos [9] menjelaskan secara detil transformasi linear ini.  
 
Koreksi slope dan slant pada Gambar 4 dilaksanakan 
secara berurutan dengan menggunakan metode koreksi slant 
simultan yang dikenalkan oleh Slavik dan Govindaraju [10]. 
Gambar 5 [6] memperlihatkan langkah-langkah koreksi slant 
simultan ini. Pertama kali dilaksanakan koreksi slant 
menggunakan histogram proyeksi horisontal. Kemudian, 
dilaksanakan koreksi slant menggunakan histogram proyeksi 
vertikal. Hasilnya adalah citra kata yang sudah terkoreksi 
slope dan slant. Penentuan koefisien shearing ks dilaksanakan 
dengan mencari nilai varians tertinggi pada histogram 
proyeksi horisontal/vertikal. Tabel 1 memperlihatkan 
parameter-parameter yang digunakan untuk koreksi slant dan 
slope ini. 
D. Segmentasi  
Gambar 6 [6] memperlihatkan langkah-langkah segmentasi 
yang dilaksanakan. Penapisan pelewat rendah merupakan 
suatu proses konvolusi dengan periodisasi seperti 
diperlihatkan pada persamaan (2) - (5). Pemotongan segmen-
segmen huruf merupakan citra masukan menjadi sejumlah 
segmen huruf. Tempat-tempat pemotongannya berdasarkan 
minimum-minimum lokal yang didapat dari penapisan pelewat 
rendah dari histogram proyeksi vertikal. Gambar 1 
memperlihatkan contoh dari langkah-langkah segmentasi ini. 
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TABEL I. PARAMETER-PARAMETER UNTUK KOREKSI SLANT DAN SLOPE. 
Koreksi Parameter 
Slope Nilai-nilai koefisien shearing untuk evaluasi 
histogram proyeksi horisontal adalah {0,2 , -
0,15 , … , 0,2}. Dalam hal ini diasumsikan 
bahwa slope citra kata masukan adalah berada 
pada rentang nilai koefisien shearing -0,2 … 
0,2. 
Slant Nilai-nilai koefisien shearing untuk evaluasi 
histogram proyeksi vertikal adalah {0,4 , -0,35 
, … , 0,4}. Dalam hal ini diasumsikan bahwa 
slant citra kata masukan adalah berada pada 
rentang nilai koefisien shearing -0,4 … 0,4. 
 
IV. HASIL DAN PEMBAHASAN 
A. Segmentasi pada berbagai ukuran jendela Blackman 
Pengujian sistem segmentasi pada Gambar 2 terhadap 
sebuah masukan yang berupa kata “citra”, yang secara 
subyektif mewakili ragam penulisan latin dan tegak, 
diperlihatkan hasilnya pada Gambar 7. Pengujian tersebut 
dilakukan untuk berbagai ukuran jendela Blackman. 
Sebagaimana terlihat pada Gambar 7, untuk semua jendela 
Blackman yang lebarnya 4 dan 20 titik, terlihat adanya entitas-
entitas karakter “c” dan “i”, “i” dan “t”, atau “t” dan “r” yang 
ada dalam satu segmen. Ini merupakan indikasi terjadinya 
kesalahan segmentasi, karena segmen-segmen hasil 
segmentasinya tidak memenuhi semua rambu-rambu 
segmentasi.  
Apabila Gambar 7 dilanjutkan pengujiannya, yaitu untuk 
masing-masing lebar jendela diberikan nilai α yang makin 
naik yaitu 0,24≤ α ≤ 0,44, maka akan didapatkan indikasi-
indikasi segmentasi seperti diperlihatkan pada Tabel 2. 
Sebagaimana terlihat pada Tabel 2, pada sebagian jendela 
Blackman yang lebarnya 12 dan 16 titik, yang masing-masing 
mempunyai nilai 0≤ α ≤ 0,08 dan 0≤ α ≤0,36, terlihat adanya 
indikasi kesalahan segmentasi, karena segmen-segmen hasil 
segmentasinya tidak memenuhi semua rambu-rambu 
segmentasi. Selain itu, pada Tabel 2 juga terlihat, untuk semua 
jendela Blackman yang lebarnya 8 titik, serta sebagian jendela 
Blackman yang lebarnya 12 dan 16 titik yang masing-masing 
mempunyai nilai α ≥ 0,12 dan α ≥ 0,40, tidak memperlihatkan 
adanya indikasi kesalahan segmentasi, karena segmen-segmen 





Gambar 6. Langkah-langkah segmentasi. 
 
TABEL II. INDIKASI KEBERHASILAN SEGMENTASI PADA BERBAGAI 
UKURAN JENDELA BLACKMAN. 
α Lebar jendela (titik) 4 8 12 16 20 
0 × √ × × × 
0,04 × √ × × × 
0,08 × √ × × × 
0,12 × √ √ × × 
0,16 × √ √ × × 
0,20 × √ √ × × 
0,24 × √ √ × × 
0,28 × √ √ × × 
0,32 × √ √ × × 
0,36 × √ √ × × 
0,40 × √ √ √ × 
0,44 × √ √ √ × 
 Catatan: a.  “×” mengindikasikan ada kesalahan segmentasi. 
 b.  “√”mengindikasikan tidak ada kesalahan segmentasi. 
B. Segmentasi pada berbagai ragam penulisan 
Pengujian sistem segmentasi pada Gambar 2 yang 
dilakukan terhadap 10 contoh ragam penulisan kata “citra”, 
diperlihatkan hasilnya pada Gambar 8. Pengujian untuk suatu 
contoh penggunaan jendela Blackman 12 titik dengan nilai α = 
0,12, diperlihatkan pada Gambar 8(a). Sebagai pembanding, 
pengujian untuk suatu contoh penggunaan tapis Gaussian 16 
titik dengan deviasi standar 4 [6] diperlihatkan pada Gambar 
8(b). Sebagaimana terlihat pada Gambar 8(a) dan (b), baik 
penggunaan jendela Blackman mau pun tapis Gaussian, dapat 
digunakan secara efektif untuk keperluan segmentasi, karena 
tidak terlihat adanya kesalahan segmentasi.  
 
C.  Pembahasan 
Pada Gambar 7, dimulai dari lebar jendela 8 titik, dengan 
nilai α yang sama, terlihat adanya kecenderungan jumlah 
segmen yang makin sedikit jika jendelanya makin lebar. Hal 
ini merupakan indikasi bahwa jika jendelanya makin lebar, 
kemampuan lokalisasi jendela makin tinggi karena makin 
banyak detil histogram proyeksi vertikal yang hilang. Akan 
tetapi, jika terlalu banyak detil histogram proyeksi yang 
hilang, entitas-entitas kecil karakter yang direpresentasikan 
oleh “bukit-bukit” kecil histogram juga hilang. Kejadian ini 
dapat menyebabkan entitas-entitas karakter akan makin kabur 
separasinya, yang akhirnya memunculkan adanya kesalahan 
segmentasi. Lihat contoh Gambar 7(y) yang memperlihatkan 
adanya entitas karakter ‘r’ dan ‘a’ yang berada pada satu 
segmen. 
Sebagaimana terlihat pada Tabel 2, dimulai dari lebar 
jendela 8 titik, bila kelebaran dan nilai α-nya makin naik, tidak 
mengindikasikan adanya kesalahan segmentasi. Ini berarti, 
dengan jendela yang makin lebar dan juga nilai α yang makin 
tinggi, akan membuat kemampuan lokalisasi jendela akan 
tidak terlalu tinggi dan juga tidak terlalu rendah. Akibatnya, 
tidak akan terlalu banyak atau pun terlalu sedikit detil 
histogram proyeksi vertikal yang hilang. Hal ini menyebabkan 
dapat dilestarikannya bukit-bukit kecil histogram proyeksi 
vertikal, yang merepresentasikan entitas-entitas karakter. 
Dengan demikian, kesalahan segmentasi dapat dihindari. 
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Gambar 7.  Hasil Segmentasi untuk Berbagai Ukuran Jendela Blackman;  (a) – (f) Lebar Jendela 4 Titik dengan Nilai α Masing-Masing Adalah 0, 0,04 , 0,08 , 
0,12,  0,16 dan 0,20; (g) – (l) Lebar Jendela 8 Titik dengan Nilai α Masing-Masing Adalah 0, 0,04 , 0,08 , 0,12,  0,16 Dan 0,20; (m) – (r) Lebar Jendela 12 Titik 
dengan Nilai α Masing-Masing Adalah 0, 0,04 , 0,08 , 0,12,  0,16 Dan 0,20; (s) – (x) Lebar Jendela 16 Titik dengan Nilai α Masing-Masing Adalah 0, 0,04 , 0,08 , 
0,12,  0,16 Dan 0,20; (y) – (ad) Lebar Jendela 20 Titik dengan nilai α Masing-Masing Adalah 0, 0,04 , 0,08 , 0,12,  0,16 Dan 0,20. (Catatan: Sumbu Tegak dan 
Horisontal Dinyatakan dalam Piksel) 
 
 
Indikasi keberhasilan segmentasi pada berbagai ukuran 
jendela Blackman pada Tabel 2 merupakan hasil yang 
didapatkan secara subyektif, karena hanya menggunakan 
sebuah ragam penulisan kata “citra”. Untuk mendapatkan hasil 
secara obyektif, maka perlu menggunakan lebih banyak lagi 
ragam penulisan kata “citra” dan juga untuk kata-kata yang 
lain selain “citra”. Namun, bila pengamatan indikasi 
keberhasilan segmentasi dilakukan secara visual, hal ini 
menjadi tidak praktis, karena harus mengamati satu demi satu 
indikasi keberhasilan segmentasinya. Untuk itu, supaya lebih 
praktis, hal tersebut tidak dilakukan secara visual namun 
dengan mengamati tingkat pengenalan dari keseluruhan 
pengenalan kata tulisan tangan. Dengan menggunakan cara ini 
diasumsikan, pada tingkat pengenalan yang tertinggi, 
kesalahan segmentasinya paling sedikit. 
 
Sebagaimana terlihat pada Gambar 8(a), suatu contoh 
jendela Blackman 12 titik dengan nilai α = 0,12 (yang pada 
Tabel 2 secara subyektif dinyatakan “bebas” dari  kesalahan 
segmentasi), dapat juga digunakan secara efektif untuk 
mensegmentasi 10 ragam penulisan kata “citra”. Namun, ada 
suatu hal perlu diingat yaitu bahwa jendela Blackman tersebut 
masih perlu dievaluasi lebih lanjut keefektifannya dalam 
mensegmentasi lebih banyak lagi ragam penulisan kata “citra” 
dan juga untuk kata-kata yang lain. 
 
Bilamana Gambar 8(a) dan 8(b) dibandingkan, terlihat 
adanya unjuk kerja jendela Blackman 12 titik dengan α = 0,12 
yang sedikit lebih baik daripada tapis Gaussian 16 titik dengan 
deviasi standar 4 [6], karena memberikan jumlah segmen yang 
sedikit lebih kecil. Pada Gambar 8, pembandingan gambar 
(a9) dengan (b9) serta (a10) dengan (b10), memperlihatkan 
bahwa penggunaan jendela Blackman masing-masing 
memberikan satu dan dua segmen lebih sedikit daripada tapis 
Gaussian. Ini berarti jendela Blackman tersebut lebih mampu 
melestarikan “bukit-bukit” kecil pada histogram proyeksi 
vertikal, yang merepresentasikan entitas-entitas karakternya. 
 
V. SIMPULAN DAN SARAN 
Berdasarkan hal-hal yang telah disampaikan di atas, dapat 
disimpulkan hal-hal berikut. 
• Berdasar pengujian secara subyektif terlihat bahwa, 
semua jendela Blackman yang lebarnya 8, 12, dan 16 
titik dengan nilai α masing-masing α ≥ 0 , α ≥ 0,12 , 
dan α ≥ 0,40 dapat digunakan secara efektif untuk 
keperluan segmentasi lebih. 
• Secara umum, jendela Blackman dengan kelebaran 
mulai dari 8 titik, bila kelebaran dan nilai α-nya makin 
naik, dapat digunakan secara efektif untuk keperluan 
segmentasi lebih. 
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Gambar 8. Hasil-hasil Segmentasi untuk Beragam Penulisan Kata “citra” ; (a) Menggunakan Jendela Blackman 12 Titik dengan Nilai α=0,12; (b) 
Menggunakan Tapis Gaussian 16 Titik dengan Deviasi Standar 4 [6]. (Catatan: Sumbu Tegak dan Horisontal Dinyatakan dalam Piksel) 
 
 
• Berdasar pengujian secara subyektif, jendela Blackman 
12 titik dengan nilai α = 0,12 sedikit lebih baik 
daripada tapis Gaussian 16 titik dengan deviasi standar 
4 [6], karena dapat memberikan hingga sejumlah 2 
segmen lebih sedikit. 
 
Berikut ini beberapa saran untuk mengevaluasi lebih jauh 
sistem segmentasi lebih yang menggunakan jendela Blackman 
ini. 
• Untuk mendapatkan hasil yang lebih obyektif, perlu 
dilakukan pengujian terhadap lebih banyak lagi ragam 
penulisan kata “citra” dan juga untuk kata-kata yang 
lain. 
• Pengamatan keberhasilan segmentasi pada lebih 
banyak ragam penulisan akan lebih praktis, bila 
dilaksanakan dengan cara mengamati hasil tingkat 
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