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Zusammenfassung
Diese Arbeit widmet sich der Bestimmung der Singularita¨ten des groben Mod-
ulraumes Sg der Spinkurven u¨ber C. Das genaue Versta¨ndnis der Singularita¨ten
fu¨hrt zu dem Resultat, dass plurikanonische Formen auf der offenen Teilmenge der
glatten Punkte holomorph zu einer Desingularisierung liften. Der von M. Cor-
nalba in [Cor89] konstruierte Modulraum Sg kompaktifiziert den groben Mod-
ulraum Sg der glatten Spinkurven, dies sind Paare (C,L) bestehend aus einer
glatten Kurve C arithmetischen Geschlechts g ≥ 2 und einer Thetacharakter-
istik L, d.h. einem Geradenbu¨ndel L auf C mit der Eigenschaft, dass L⊗2 iso-
morph ist zum kanonischen Bu¨ndel ωC . Diese Kompaktifizierung vertra¨gt sich mit
der Deligne-Mumford-Kompaktifizierung M g mittels stabiler Kurven des groben
Modulraumes Mg der glatten Kurven arithmetischen Geschlechts g [DM69]. Ins-
besondere gibt es einen natu¨rlichen Morphismus pi : Sg → M g, der dem Mod-
ulpunkt einer Spinkurve den Modulpunkt der zugrunde liegenden Kurve zuord-
net. pi ist eine endliche Abbildung vom Grad 22g.
Im Vordergrund steht die lokale (analytische) Struktur des Modulraumes Sg.
A¨hnlich wie M g verha¨lt sich Sg am Modulpunkt einer Spinkurve lokal isomorph
zu einem Quotienten V/G eines 3g−3-dimensionalen Vektorraumes V nach einer
endlichen Gruppe G. Diese entspricht im Wesentlichen der Automorphismen-
gruppe der betrachteten Spinkurve. Eine genaue Analyse der auftretenden Quo-
tienten ermo¨glicht mit Hilfe des Reid-Tai-Kriteriums eine Beschreibung derjeni-
gen Punkte in Sg, an denen kanonische bzw. nicht-kanonische Singularita¨ten
auftreten. Letztere bilden eine Teilmenge der Kodimension 2 in Sg. Außerdem
wird der Ort S
reg
g ⊂ Sg der glatten Punkte in Sg bestimmt. Der Morphismus
pi : Sg → M g spielt hierbei eine entscheidende Rolle, da er Zusammenha¨nge
zwischen den gut verstandenen Singularita¨ten des Modulraumes M g [HM82] und
denen von Sg herstellt. Dabei ergibt sich auch eine Beschreibung des Verzwei-
gungsverhaltens der endlichen Abbildung pi.
Diese lokalen Resultate erlauben es zu beweisen, dass sich alle plurikanonischen
Formen auf S
reg
g - d.h. Schnitte in Γ(S
reg
g ,OSg(kKSg)) - holomorph zu einer Desin-
gularisierung S˜g von Sg fortsetzen lassen. Auch hier wird entscheidend auf das
entsprechende Resultat von J. Harris und D. Mumford fu¨r M g zuru¨ckgegriffen.
Schlagworte: Modulraum, Spinkurve, Singularita¨ten, plurikanonische Formen
iii
Abstract
This thesis determines the singularities of the coarse moduli space Sg over C of
spin curves. The precise description of the singularities yields the result that
pluricanonical forms on the smooth locus of Sg lift holomorphically to a desingu-
larisation. The moduli space Sg constructed by M. Cornalba in [Cor89] compact-
ifies the coarse moduli space Sg of smooth spin curves. These are pairs (C,L) of a
smooth curve of (arithmetic) genus g ≥ 2 and a theta characteristic L on C, i.e. a
line bundle L on C such that L⊗2 is isomorphic to the canonical bundle ωC . This
compactification is compatible with the Deligne-Mumford compactification M g of
the coarse moduli space Mg of smooth curves of genus g via stable curves [DM69].
In particular there exists a natural morphism pi : Sg →M g which sends the mod-
uli point of a spin curve to the moduli point of the underlying curve. pi is a finite
map of degree 22g.
This thesis focuses on the local (analytic) structure of the moduli space Sg. As
in the case of M g an analytic neighbourhood of the moduli point of a spin curve
in Sg is isomorphic to the quotient V/G of a 3g − 3-dimensional vector space
V with respect to a finite group G. This group is essentially the automorphism
group of the spin curve under consideration. A careful analysis of the occurring
quotients gives a description of the locus of canonical singularities of Sg with the
help of the Reid-Tai criterion. This locus has codimension 2 in Sg. Moreover,
the smooth locus S
reg
g ⊂ Sg is determined. The morphism pi plays an important
role in these calculations, since it establishes a connection between the well un-
derstood singularities of M g [HM82] and those of Sg. In order to understand this
connection the ramification of the finite map pi is described.
These local results are used to prove that all pluricanonical forms on S
reg
g , i.e. sec-
tions in Γ(S
reg
g ,OSg(kKSg)), extend holomorphically to a desingularisation S˜g of
Sg. An important ingredient is the analogous result for M g by J. Harris and
D. Mumford.
Keywords: moduli space, spin curve, singularities, pluricanonical forms
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Chapter 1
Introduction
This thesis investigates the geometry of the coarse moduli space Sg of pairs of a
smooth curve C of genus g ≥ 2 (over C) together with a theta characteristic L,
i.e. a line bundle such that L⊗2 is isomorphic to the canonical bundle ωC . Theta
characteristics are a classical subject, for example in the guise of bitangents of a
smooth plane quartic. There is a natural forgetful morphism pi from Sg to Mg,
the moduli space of smooth curves, by sending the moduli point [(C,L)] ∈ Sg of
a pair (C,L) to the moduli point [C] ∈Mg of the curve. Since a smooth curve of
genus g has exactly 22g non-isomorphic theta characteristics, pi is finite of degree
22g, see for example the articles of D. Mumford [Mum71] and M. Atiyah [Ati71].
Moreover, every smooth curve C has 2g−1(2g + 1) even theta characteristics, i.e.
dimH0(C,L) is even, and 2g−1(2g − 1) odd theta characteristics. In the articles
mentioned the authors prove that even and odd theta characteristics do not mix.
This means, that in a family of curves with theta characteristics over a connected
base scheme the dimension of the space of sections of the theta characteristic is
constant modulo 2, showing that Sg is the disjoint union of the moduli spaces S
+
g
and S−g of curves with even resp. odd theta characteristics, which can be proven
to be the irreducible components of Sg.
As in the case of Mg it is natural to ask for a geometrically meaningful compac-
tification Sg of Sg. In the case of curves such a compactification was given by
P. Deligne and D. Mumford in [DM69] in terms of stable curves; where curves
having only nodes as singularities and finite automorphism groups are included
into the moduli problem to give the projective moduli space M g which contains
Mg as a dense open subset. In his article [Cor89] M. Cornalba gave a compacti-
fication Sg of Sg which is compatible with the forgetful morphism pi : Sg → Mg
and the Deligne-Mumford compactification M g, i.e. Sg fits into the commutative
diagram
Mg M g
Sg Sg
......................
......
.....
.........................
......
.....
..............
...pi
..............
...
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and the map Sg → M g is again a forgetful morphism which is finite of degree
22g. Points in Sg correspond to spin curves, i.e. triples (X,L, b) of a so called
quasi-stable curve X, a line bundle L on X and a homomorphism b from L⊗2
to a “modification” of the canonical bundle ωX which is nearly an isomorphism.
The homomorphism is needed to get a separated moduli space. In the smooth
case it just amounts to choosing a specific isomorphism L⊗2
∼=−→ ωC . T. Jarvis
gave other geometrically meaningful compactifications of Sg compatible with M g,
where boundary points correspond to triples (C, E , b), where C is a stable curve
and E a rank one torsion free sheaf. The resulting moduli spaces are isomorphic
in the case considered in this thesis. It is therefore only a question of taste
whether one prefers to work with torsion free sheaves on stable curves or with
line bundles on curves in the slightly bigger class of quasi-stable curves. In this
thesis Cornalba’s description via quasistable curves and line bundles will be used.
Chapter 2 will provide the necessary background on stable curves and spin curves.
In particular the vague definitions given above will be made precise and important
properties will be explained.
Having understood the objects Chapter 3 turns to the question of the existence of
coarse moduli spaces of stable curves and spin curves. In addition the morphism
Sg →M g and its fibres will be studied, since this is a very good tool to transfer
results known for M g to Sg. Afterwards the local structure of the moduli spaces
will be described with the help of deformation theory.
Chapter 4 begins with a short introduction into canonical singularities. Sec-
tion 4.2 explains and sharpens the analysis of singularities of M g by J. Harris
and D. Mumford in [HM82]. Section 4.3 is dedicated to a careful study of the
singularities of Sg. In particular the locus of canonical singularities is precisely
described.
A variety X with only canonical singularities has the important property that
all global pluricanonical forms, i.e. sections of ω⊗kX over the smooth locus X
reg,
extend to every desingularisation X˜. This lifting result implies that in order
to determine the Kodaira dimension of X it is enough to consider the rate of
growth of the space of global pluricanonical forms on X, implying that one does
not have to concern oneself with the desingularisation X˜. Despite the fact that
M g does have some non-canonical singularities Harris and Mumford proved that
the lifting result in fact holds for M g, g ≥ 4, and used this to show that M g is
of general type for g ≥ 24 (see also the subsequent article [EH87] of J. Harris
with D. Eisenbud). The lifting result is explained in Section 5.2. and transferred
to Sg with the help of the description of the non-canonical locus of Sg and the
map pi. In Section 5.1 some information on the Picard groups of M g and Sg are
given, in particular the canonical divisors of the irreducible components of Sg are
computed.
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Conventions
A curve will always mean a complete reduced algebraic curve. In particular
a curve is not necessarily irreducible. The genus of a curve C is always the
arithmetic genus, i.e. g = g(C) = 1− χ(OC). In case C is connected this is just
h1(C,OC) and if C is smooth this coincides with the geometric genus h0(C, ωC)
by Serre duality. All schemes are schemes over the complex numbers C.
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Chapter 2
Spin curves
2.1 Stable curves
The notion of stable curves was introduced by Deligne and Mumford in their
article [DM69] in order to prove the irreducibility of the moduli space of curves in
any characteristic. Another reference is the book [HM98] of Harris and Morrison
which gives an introduction to the topic.
Definition 2.1.1. (i) A nodal curve of genus g is a curve C with only nodes,
i.e. ordinary double points, as singularities and (arithmetic) genus 1−χ(OC) = g.
(ii) An n-pointed nodal curve of genus g (with ordering) is a nodal curve C of
genus g together with an ordered tuple (Q1, . . . , Qn) of distinct smooth points
Qk ∈ C. The automorphism group of (C;Q1, . . . , Qn) is
Aut(C;Q1, . . . , Qn) = {σ ∈ Aut(C)|σ(Qk) = Qk ∀k}.
(iii) A stable curve of genus g is a connected nodal curve C of genus g, whose
automorphism group AutC is finite.
(iv) An n-pointed stable curve of genus g (with ordering) is an n-pointed nodal
curve (C;Q1 . . . , Qn) of genus g, which is connected and whose automorphism
group Aut(C;Q1, . . . , Qn) is finite.
(v) A family of curves over a scheme Z is a proper flat morphism f : C → Z
such that every geometric fibre Cz = C ×Z {z}) is a curve.
(vi) A family of stable curves over a scheme Z is a family f : C → Z of curves
such that every geometric fibre Cz is stable.
(vii) A family of n-pointed stable curves over Z is a family f : C → Z of curves
together with n sections s1, . . . , sn of f such that every (Cz; s1(z), . . . , sn(z)) is
an n-pointed stable curve.
Notation 2.1.2. The notation (C; {Q1, . . . , Qn}) is used for an n-pointed nodal
curve (without ordering), i.e. if the ordering of the points is disregarded. The
4
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automorphism group is then
Aut(C; {Q1, . . . , Qn}) = {σ ∈ Aut(C)|σ({Qk}) = {Qk}},
i.e. permutations of the marked points are allowed. (C; {Q1, . . . , Qn}) is stable if
its automorphism group is finite.
Many properties of a (pointed) nodal curve can already be seen by the “combi-
natorics” of the curve, which are summarized in a labeled graph.
Definition 2.1.3. Let (C;Q1, . . . , Qn) resp. (C; {Q1, . . . , Qn}) be a pointed nodal
curve. The dual graph Γ = Γ(C;Q1, . . . , Qn) resp. Γ = Γ(C; {Q1, . . . , Qn}) of the
pointed curve is defined as follows.
(i) The set of vertices V (Γ) consists of one vertex v(Cj) for every irreducible
component Cj of C.
(ii) The set of edges E(Γ) consists of one edge e(Pi) for every node Pi of C and
this edge joins the two vertices corresponding to the two irreducible components
of C meeting at the node. In case the two branches at the node are in the same
component, the edge is a loop.
(iii) The set of markings H(Γ) consists of one halfedge h(Qk) for every marked
point Qk, i.e. an edge whose one end is incident to a vertex while the other
end is loose. The halfedge h(Qk) is incident to the vertex corresponding to the
component on which Qk lies.
(iv) The labelling g : V (Γ) → Z where every vertex v(Cj) is labeled with the
genus g(v(Cj)) = g(C
ν
j ) of the normalisation C
ν
j of the component Cj.
For any graph Γ there are the following notions.
Definition 2.1.4. (i) A 1-chain of Γ (with values in F2) is an element of the
F2-vector space
C1(Γ,F2) =
 ∑
e∈E(Γ)
λee
∣∣∣∣∣∣λe ∈ F2

and a 0-chain of Γ (with values in F2) is an element of the F2-vector space
C0(Γ,F2) =
 ∑
v∈V (Γ)
λvv
∣∣∣∣∣∣λv ∈ F2
 .
The boundary map ∂ is the linear map ∂ = ∂1 : C1(Γ,F2)→ C0(Γ,F2) determined
by e 7→ v1 + v2 if v1 and v2 are the vertices incident to the edge e. This gives a
complex
C : 0 ∂2−→ C1(Γ,F2) ∂1−→ C0(Γ,F2) ∂0−→ 0.
Z1(Γ,F2) = ker ∂1 denotes the vector space of 1-cycles of Γ.
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(ii) The ith Betti number bi(Γ) of the graph Γ is the dimension of the ith homol-
ogy group Hi(C) = ker ∂i/ im ∂i+1 of the complex C.
Remark 2.1.5. The first homology group of the complex C is just the space of
1-cycles, i.e. b1(Γ) = dimZ1(Γ,F2). By induction on the number of elements in
E(Γ) one can show that
b1(Γ) = #E(Γ)−#V (Γ) + #CC(Γ)
where CC(Γ) = ker ∂0/ im ∂1 = H0(C) is the set of connected components of Γ.
In case Γ = Γ(C) for a connected nodal curve C, the graph Γ is also connected,
i.e. #CC(Γ) = 1, and b1(Γ) = #E(Γ) − #V (Γ) + 1. The first Betti number
counts the number of independent 1-cycles. For example if a set V of vertices is
given and Γ is a connected graph with V (Γ) = V which has the minimal number
of edges, then #E(Γ) = #V (Γ)− 1, b1(Γ) = 0 and Γ is called a tree.
This gives an important class of nodal curves:
Definition 2.1.6. A nodal curve C is of compact type iff its dual graph Γ = Γ(C)
is a tree, i.e. b1(Γ) = 0 and Γ is connected.
Automorphisms of (labeled) graphs are compatible triples of permutations, more
precisely:
Definition 2.1.7. Let C be a nodal curve and Q1, . . . , Qn distinct smooth points.
(i) An automorphism of the labeled graph Γ = Γ(C; {Q1, . . . , Qn}) is a triple
(σV , σE, σH) where σ?, ? ∈ {V,E,H}, is a permutation of ?(Γ) such that σV is
compatible with the labels and with σE and σH . σV is compatible with the labels
if g(v) = g(σV (v)) for every vertex v. It is compatible with σE if for every edge e
which is incident to the vertices v1 and v2 the image σE(e) is incident to σV (v1)
and σV (v2). σV is compatible with σH if for every halfedge h which is incident to
the vertex v the image σH(h) is incident to σV (v).
(ii) An automorphism of the labeled graph Γ = Γ(C;Q1, . . . , Qn) is an automor-
phism (σV , σE, idH) ∈ Aut(Γ(C; {Q1, . . . , Qn})), i.e. every marking h ∈ H(Γ) is
fixed.
Remark 2.1.8. Let C be a nodal curve and Q1, . . . , Qn distinct smooth points.
It is clear that the automorphism group of the dual graph Γ = Γ(C;Q1, . . . , Qn)
resp. Γ = Γ(C; {Q1, . . . , Qn}) is finite. Every automorphism σ of the pointed
curve (C;Q1, . . . , Qn) resp. (C; {Q1, . . . , Qn}) induces a permutation of the nodes,
a permutation of the components and a permutation of the markings (in case the
markings are considered as an ordered tuple, the last permutation is just the
identity). This gives a triple of permutations (σV , σE, σH) of V (Γ), E(Γ) and
H(Γ) respectively, where σV is compatible with the genus labels and with σE and
σH . Therefore every automorphism of the pointed curve gives an automorphism
of the dual graph. The induced automorphism of the dual graph contains all
“combinatorial” information of σ.
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Proposition 2.1.9. [HM98, Section 3.A.] Let C be a connected nodal curve of
genus g with dual graph Γ. Then the genus formula
g =
∑
j
g(Cνj ) + b1(Γ)
holds.
Remark 2.1.10. For a nodal curve, which is not necessarily connected, the genus
is
g =
∑
j
g(Cνj ) + b1(Γ) + 1−#CC(Γ).
This means for example that the genus of the disjoint union of two P1’s is −1,
which is also clear from the definition g = 1− χ(OC) = 1− 2 + 0 = −1.
One has the following geometric characterisation of stable curves.
Proposition 2.1.11. [HM98, p. 47] Let C be a connected nodal curve and ν :
Cν =
∐
j C
ν
j → C its normalisation. Let Q1, . . . , Qn be distinct smooth points on
C. (C;Q1, . . . , Qn) is stable iff every rational C
ν
j contains at least three points
lying over a node or a marked point and every elliptic Cνj contains at least one
such point.
Notation 2.1.12. Let P±i be the two preimages of Pi under ν and denote the
unique preimage ofQk also byQk. The short hand (C
ν
j ; {Qk , P±i }) will be used for
the pointed curve (without ordering) (Cνj ; {Q1, . . . , Qn, P±1 , . . . , P±m}∩Cνj ). Fixing
a (non-canonical) ordering of {Q1, . . . , Qn, P±1 , . . . , P±m}∩Cνj for every component
Cνj gives a pointed curve (with ordering) which is denoted by (C
ν
j ;Qk , P
±
i ). Both
pointed curves are called the pointed normalisation of the component Cj in C.
Proof of Proposition 2.1.11. Claim: Aut(C;Q1, . . . , Qn) is finite if and only if
Aut(Cνj ;Qk , P
±
i ) is finite for every component Cj.
“⇒” Let Cj be a component, σνj an automorphism of (Cνj ;Qk , P±i ) and set σνj′ =
idCν
j′
for all other components Cj′ . The collection of these automorphisms gives
an automorphism σν of (Cν ;Qk , P
±
i ). Since every P
±
i and every Qk is fixed,
σν induces an automorphism σ of C which fixes every Qk. Therefore if there
would exist a component Cj such that Aut(C
ν
j ;Qk , P
±
i ) is infinite, the group
Aut(C;Q1, . . . , Qn) would also be infinite.
“⇐” Suppose that Aut(Cνj ;Qk , P±i ) is finite for every component Cj. Let Γ
be the dual graph of (C;Q1, . . . , Qn). Γ has only finitely many automorphisms,
let (σV , σE, idH) be one. Let v = v(Cj) be a vertex and σV (v) = v(Cj′) its
image. Order the halfedges and edges incident to the two vertices compatibly,
i.e. if (R1, . . . , Rl) is the ordering of {Qk, P±i } ∩ Cνj then (σ?(R1), . . . , σ?(Rl)) =:
7
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(R′1, . . . , R
′
l) is an ordering of {Qk, P±i } ∩ Cνj′ , here σ? denotes the appropriate
permutation σE or idH .
Either the set of isomorphisms Isom((Cνj ;R1, . . . , Rl), (C
ν
j′ ;R
′
1, . . . , R
′
l)) of the
two smooth pointed curves is empty or it has the same number of elements as
Aut(Cνj ;R1, . . . , Rl). Since if σ
ν
j is such an isomorphism, then
Isom((Cνj ;R1, . . . , Rl), (C
ν
j′ ;R
′
1, . . . , R
′
l))
1:1←→ Aut(Cνj ;R1, . . . , Rl)
σνj ◦ ϕj ←− [ ϕj
(σνj )
′ 7−→ (σνj )′ ◦ (σνj )−1
If for the given automorphism (σV , σE, idH) of the graph there exists a component
Cj such that this set of isomorphisms is empty, (σV , σE, idH) is not induced by an
automorphism of the curve (see Remark 2.1.8). If for (σV , σE, idH) there exists an
isomorphism σνj for every component Cj there are only finitely many choices for
the collection σν = {σνj }Cνj , which is an automorphism of (Cν ;Q1, . . . , Qn) such
that for every i the automorphism σν maps {P±i } to {P±i′ } for an appropriate
i′. Hence every such σν induces a unique automorphism of Aut(C;Q1, . . . , Qn).
Therefore the pointed curve (C;Q1, . . . , Qn) is stable and the claim is proven.
In order to prove the proposition three cases have to be considered. If the com-
ponent Cνj has genus at least two, the automorphism group AutC
ν
j is finite and
Aut(Cνj ;R1, . . . , Rl) being a subgroup is also finite for every choice of points Rk.
If the component Cνj is elliptic resp. rational Aut(C
ν
j ;Qk , P
±
i ) is finite iff there
is at least one resp. three marked points.
Remark 2.1.13. A pointed curve (C; {Q1, . . . , Qn}) is stable iff (C;Q1, . . . , Qn)
is stable. This follows easily from the above proof, the only difference is that
non-trivial permutations σH of the markings in the dual graph are allowed. But
this gives only finitely many additional choices.
The dualizing sheaf of a nodal curve is a very important tool which in many
situations especially in Serre duality plays the role of the bundle ΩC of differentials
of a smooth curve C.
Definition 2.1.14. Let X be a scheme over C. A dualizing sheaf for X is a
coherent sheaf ωX together with an isomorphism H
dimX(X,ωX) ∼= C such that
for all coherent sheaves F on X the natural pairing
Hom(F , ωX)×HdimX(X,F) −→ HdimX(X,ωX) ∼= C
gives an isomorphism
Hom(F , ωX) ∼= HdimX(X,F)∗,
where ∗ denotes the dual vector space.
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A dualizing sheaf, if it exists, is unique. In [Har77, Section III.7.] Hartshorne con-
structs the dualizing sheaf for projective schemes over an algebraicly closed field
and in case X is Cohen-Macaulay and equidimensional he proves Serre duality,
i.e.
Exti(F , ωX)
∼=−→ HdimX−i(X,F)∗
for i ≥ 0 and all coherent sheaves F on X, where Exti(F , ·), i ≥ 0, are the right
derived functors of Hom(F , ω). If X is a local complete intersection in Pr with
ideal sheaf I, then ωX = ωPr⊗∧r(I/I2)∗ which is invertible. In case X is smooth
this invertible sheaf is just the canonical sheaf ∧dimXΩX of dimX-forms on X.
Since a nodal curve C is a local complete intersection, there is a dualizing sheaf
ωC which makes Serre duality work and ωC is invertible. It can be described very
concretely via the normalisation ν : Cν → C of C [HM98, Section 3.A.]. For an
open U ⊂ C ωC(U) is the space of rational one-forms η on ν−1(U) ⊂ Cν having
at worst simple poles at the preimages P±i of every node Pi ∈ U ∩ singC and
such that
resP+i η + resP
−
i
η = 0. (res)
ωC has degree 2g − 2 and in case the curve C is connected dimH0(C, ωC) = g.
Proposition 2.1.11 then translates into: A connected nodal curve C is stable iff
ωC is ample, i.e. ν
∗ωC |Cj = ωCνj (
∑
Q∈{P±i }∩Cνj Q) is ample for every irreducible
component. Moreover, for every stable curve C of genus g ≥ 2 and every n ≥ 3
the line bundle ω⊗nC is very ample ([DM69, Theorem 1.2.]).
There is also a relative version of the dualizing sheaf, i.e. for a morphism f : X →
Y a sheaf ωX/Y which replaces the bundle ∧dimXΩX/Y of relative dimX-forms
on X. The general theory can be found in [Har66]. For a family f : C → Z of
nodal curves ωC/Z can be defined as the sheaf of rational relative differentials,
i.e. rational sections of the relative cotangent bundle coker(df : f ∗ΩZ → ΩC),
satisfying the residue condition (res). Therefore ωC/Z restricts to the dualizing
sheaf ωCz on the fibre Cz. Moreover, one can show that R1f∗ωC/Z = OZ , where
R1f∗ is the first higher direct image functor of f∗, i.e. the first right derived
functor of f∗ (see [HM98, 3.A.]).
The relative dualizing sheaf is compatible with base change, i.e. if
C ′
Z ′
C
Z
p.......................f ′
....................
...f
.............................
.%
.............................
.%
is a fibre square, then %∗ωC/Z = ωC′/Z′ .
Let f : C → Z be a family of stable curves. From the facts that R1f∗ωC/Z is
the trivial bundle on Z and H1(Cz, ω⊗nCz ) = 0 for every n ≥ 2 and every z ∈ Z it
follows by the relative version of Serre duality that f∗ω⊗nC/Z is locally free of rank
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(2n−1)(g−1) for n ≥ 2. The rank is just the dimension of H0(C, ω⊗nC ) for n ≥ 2
and any stable curve C.
From now on the letter C is reserved to denote only stable curves.
Definition 2.1.15. Let X be a connected nodal curve of genus g ≥ 2 and
(Xνj ; {P±i }) the pointed normalisation of any irreducible component Xj of X.
(i) X is semistable iff every rational component Xνj contains at least two marked
points and every elliptic component Xνj contains at least one marked point.
(ii) A rational Xνj of a semistable curve X is called an exceptional component or
a rational ladder if it contains exactly two marked points.
(iii) The non-exceptional subcurve X˜ of a semistable curve X is the closure of
the complement of all exceptional components, i.e.
X˜ = X \
⋃
E is
exc.
comp.
E
(iv) A semistable curve X is quasistable if the intersection of any two exceptional
components is empty.
(v) The stable model of a quasistable curve X is the (unique) stable curve C
obtained by contracting every exceptional component of X to a point. The blow
down map β : X → C will also be called stable model of X.
Remark 2.1.16. Let X be a semistable curve of genus g ≥ 2 and β : X → C
be the contraction of every exceptional component of X to a point. Then C is a
stable curve.
Assume C is not a curve. This would mean, that every component of X is
exceptional and C is a point. Since X is connected this would imply that X
is a cycle of exceptional components, i.e. all irreducible components of X are
exceptional and there is an ordering X1, . . . , Xl of these, such that the two marked
points on Xνj map to the unique nodes Pj resp. Pj+1 of X where Xj meets Xj−1
resp. Xj+1. Here the indices are understood modulo l and if l = 1 this means
that the two marked points map to the same node. Since exceptional components
are rational by definition, the genus formula shows that X has genus 1, giving a
contradiction to g ≥ 2. Therefore C is a curve.
After contracting every exceptional component of X to a point the pointed nor-
malisation of the resulting curve C has only rational components with at least
three marked points, elliptic components with at least one marked point and
components with higher genus, hence C is stable by Proposition 2.1.11.
Remark 2.1.17. The most important class of curves will be the class of qua-
sistable curves. For these the following facts are fundamental.
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(i) For a fixed stable curve C there is a 1 : 1-correspondence between quasistable
curves with stable model C and subsets N of singC. Given a quasistable curve
X with stable model β : X → C the corresponding subset N contains exactly
those nodes of C which are images of exceptional components E of X. On the
other hand if N is a subset of singC and β : X → C the blow up of C at N , the
resulting curve X is quasistable.
(ii) Using the above notation the restriction of β to the non-exceptional subcurve
X˜ = X \⋃iEi, the union taken over all exceptional components Ei, is the partial
normalisation of C at N . Therefore denoting by ν? : ?
ν → ? the normalisation of
? ∈ {C,X, X˜} gives the following commutative diagram
C
X˜ X
∐
j C
ν
j q
∐
iEi = X
νCν = X˜ν =
∐
j C
ν
j
.........................................
.
eβ
......................................
....
β
...........................................................................
......
.....
......................
....
νX
.............................. ..
.
ν eX
...................................
......
.....
..........................................................................................................................
νC
If Cj is an irreducible component of C there exists a unique irreducible component
of X˜ which is mapped onto Cj by β˜. By abuse of notation this component is also
denoted by Cj. The image of Cj in X is then a non-exceptional component and
is still denoted by Cj.
In the following lemma the relations between the set of isomorphisms between
two quasistable curves and their stable models are studied.
Proposition 2.1.18. Let C (resp. C ′) be a stable curve of genus g ≥ 2, N ⊂
singC (resp. N ′ ⊂ singC ′) a set of nodes and β : X → C (resp. β′ : X ′ → C ′)
the blow up of C at N (resp. of C ′ at N ′). In this situation either Isom(X,X ′)
and Isom((C;N), (C ′;N ′)) are both empty or there is a surjective map
ϕ : Isom(X,X ′) −→ Isom((C;N), (C ′;N ′))
with fibres (C∗)l where l = #N = #N ′ and
Isom((C;N), (C ′;N ′)) = {σ ∈ Isom(C,C ′)|σ(N) = N ′}
is the set of isomorphisms between C and C ′ inducing a bijection between N and
N ′.
Proof. Consider the map
ϕ : Isom(X,X ′) −→ Isom((C;N), (C ′;N ′))
σ 7−→ σC
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where σC is the unique isomorphism such that the following diagram commutes.
C C ′
X X ′
.............................
.σC
.............................
.σ
...........................
...
β
...........................
...
β′
ϕ is well defined since the isomorphism σ gives a bijection of the sets of exceptional
components of X and X ′ and therefore the induced isomorphism σC gives a
bijection of N and N ′.
Claim: ϕ is surjective. Let σC ∈ Isom((C;N), (C ′;N ′)) and define σ˜ : X˜ → X˜ ′
to be the unique morphism such that
C C ′
X˜ X˜ ′
.............................
.σC
.............................
.eσ
...........................
...
eβ ..............................eβ′
commutes, where X˜ ⊂ X and X˜ ′ ⊂ X ′ are the non-exceptional subcurves. Then
σ˜ is an isomorphism and if N 3 Pi σC7−→ P ′i ∈ N ′ then σ˜({P±i }) = {P ′i±}, where
{P±i } = β˜−1(Pi) and {P ′i±} = β˜′
−1
(P ′i ). σ˜ has to be extended to X. Denote
by Ei = β
−1(Pi) and E ′i = β
′−1(P ′i ) the exceptional components of X resp. X
′
over these nodes. Then Ei meets X˜ exactly in the points P
±
i . Ei and E
′
i are
rational and one can choose identifications Ei ∼= P1 and E ′i ∼= P1 such that
P+i = 0, P
−
i = ∞, σ˜(P+i ) = 0 and σ˜(P−i ) = ∞. This shows that choosing an
extension to Ei is the same as choosing an automorphism of (P1; 0,∞) which is
the same as choosing a non-zero complex number. Therefore either both sets of
isomorphisms are empty or the fibre ϕ−1(σC) is (C∗)l where l is the number of
exceptional components of X, which equals the number of elements in N . Since
the curves X and X ′ are isomorphic in the last case, X ′ has the same number of
exceptional components.
Definition 2.1.19. A family of quasistable curves of genus g ≥ 2 is a proper flat
morphism f : X → Z such that every geometric fibre of f is a quasistable curve
of genus g. The stable model of a family f : X → Z of quasistable curves is the
family fC : C → Z of the fibrewise stable models, i.e.
Z
X C..........................................β
................. ..
.
f
................
.... fC
and for every z ∈ Z the restriction Xz = X ×Z {z} → Cz = C ×Z {z} of β is the
stable model of the quasistable curve Xz.
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2.2 Spin curves
The main references for this section are the articles [Cor89, CC03, CCC04] by
Cornalba at al. In particular his definition of spin curves will be used. Jarvis gave
different definitions in his articles [Jar98, Jar00] via rank 1 torsion free sheaves
on stable curves. These will not be used, but it should be mentioned, that in the
cases considered in this thesis the definitions are equivalent.
Definition 2.2.1. A spin curve of genus g ≥ 2 is a triple (X,L, b), where X is
a quasistable curve of genus g with stable model β : X → C, L a line bundle on
X and b : L⊗2 → β∗ωC a homomorphism, such that the restriction L|E to any
exceptional component E is isomorphic to OE(1) and the restriction of b to the
non-exceptional subcurve X˜ = X \⋃E E induces an isomorphism
b˜ : L⊗2| eX ∼=−→ ω eX
(
↪→ (β∗ωC)| eX
)
.
The curve X is the support of the spin curve (X,L, b), the pair (L, b) a spin
structure on X. A spin curve (X,L, b) is smooth if its support is.
Definition 2.2.2. The parity of a spin curve (X,L, b) is defined as h0(X,L)
mod 2 ∈ F2. The spin curve is even resp. odd if its parity is even resp. odd.
Example 2.2.3. A smooth spin curve is a triple of a smooth curve C, a theta
characteristic L on C and an isomorphism b : L⊗2
∼=−→ ωC . For every theta
characteristic the isomorphism b is unique only up to a non-zero scalar, but it
will be shown later that these different choices give isomorphic spin curves.
Remark 2.2.4. Let (X,L, b) be a spin curve, β : X → C the stable model of X
and N ⊂ singC the set of nodes that are blown up in β. The nodes in N are
called exceptional nodes , those in ∆ = singC \N non-exceptional . Let β˜ be the
restriction of β to the non-exceptional subcurve X˜, i.e. β˜ : X˜ → C is the partial
normalisation of C at the set N , then
(β∗ωC)| eX = β˜∗ωC .
On the other hand ω eX = β˜∗ωC(−D), where D is the pull back of N via β˜
considered as a divisor on X˜. Therefore
L⊗2| eX (β∗ωC)| eX = β˜∗ωC
ω eX = β˜∗ωC(−D)
∼=
eb
................................................................................
.
b| eX
........................ .
. ....
....
....
....
....
.......
.......
..
commutes, where the inclusion is an inclusion of sheaves. On every exceptional
component E of X the line bundle L⊗2 has degree 2, L⊗2|E
∼= (OE(1))⊗2, while the
degree of β∗ωC is zero, hence the homomorphism b must vanish on E.
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Definition 2.2.5. A family of spin curves of genus g ≥ 2 over a scheme Z is
a triple (f : X → Z,L,B) where f : X → Z is a family of quasistable curves of
genus g, L ∈ PicX is a line bundle and B : L⊗2 → β∗ωC/Z is a homomorphism,
where β : X → C is the stable model and ωC/Z is the relative dualizing sheaf of
fC : C → Z, such that for every closed z ∈ Z the restriction
(Xz,L|Xz ,B|Xz) to
the fibre Xz is a spin curve.
Definition 2.2.6. (i) Let (f : X → Z,L,B) and (f ′ : X ′ → Z,L′,B′) be families
of spin curves over Z. An isomorphism between the two is a pair (σ, γ) where
σ : X → X ′ and γ : σ∗L′ → L are isomorphisms over Z such that the diagram
σ∗β′∗ωC′/Z β∗ωC/Z
(σ∗L′)⊗2 L⊗2
..............................
.δ
..............................................
.
γ⊗2
...........................
...
σ∗B′
...........................
...
B
commutes, where β : X → C and β′ : X ′ → C ′ are the stable models and δ
is the canonical isomorphism, i.e. δ−1 is induced by the canonical isomorphism
ωC/Z → σ∗CωC′/Z obtained by pulling back forms via σC : C
∼=−→ C ′ induced by σ.
Observe that because of the commutativity of the diagram
C ′ C
X ′ X
..................................................................
.σC
..................................................................
.σ
...........................
...
β′
...........................
...
β
the two pull backs σ∗β′∗ωC′/Z and β∗σ∗CωC′/Z coincide. The set of all isomorphisms
between the two spin curves is denoted
Isom ((f : X → Z,L,B) , (f ′ : X ′ → Z,L′,B′)) .
(ii) Let (f : X → Z,L,B) and (f ′ : X ′ → Z,L′,B′) be two families of spin curves
with the same stable model C → Z. An isomorphism (σ, γ) : (f : X → Z,L,B)→
(f ′ : X ′ → Z,L′,B′) is an inessential isomorphism if σ is an isomorphism over C,
i.e. there is a commutative diagram
C
X ′ X..........................................σ
................. ..
.
β′
................
.... β
over Z. The set of all inessential isomorphisms will be denoted by
Isom0 ((f : X → Z,L,B) , (f ′ : X ′ → Z,L′,B′)) .
For a family of spin curves (f : X → Z,L,B) the group of automorphisms resp.
inessential automorphisms of the family is denoted by Aut (f : X → Z,L,B)
resp. Aut0 (f : X → Z,L,B).
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Remark 2.2.7. Let (X,L, b) be any spin curve of genus g ≥ 2, then its auto-
morphism group Aut(X,L, b) contains the two automorphisms (idX ,± idL).
Definition 2.2.8. Denote by SC the set of equivalence classes of spin curves
(X,L, b) with stable model C, i.e. C is the stable model of the support X, with
respect to isomorphisms of spin curves. S
0
C denotes the set of equivalence classes
of spin curves (X,L, b) with stable model C with respect to inessential isomor-
phisms of spin curves.
Example 2.2.9. Let C be a smooth curve of genus g ≥ 2. Then SC is the set of
isomorphism classes of spin structures on C. It is well known (see e.g. [ACGH85])
that on a smooth curve there exist exactly 22g non-isomorphic theta characteris-
tics.
Claim: Let L and L′ be theta characteristics on C and b : L⊗2 → ωC and
b′ : L′⊗2 → ωC isomorphisms. Then (C,L, b) is isomorphic to (C,L′, b′) iff there
exists an automorphism σ ∈ AutC such that σ∗L′ ∼= L.
“⇒” is obvious from the definition. For “⇐” let σ be such an automorphism and
ϕ : σ∗L′
∼=−→ L, then there exists a unique η ∈ C∗ such that
σ∗L′⊗2 L⊗2
σ∗ωC ωC
...................................................
.
ηϕ⊗2
...........................
...
b′
...........................
...
b
...........................................................
.δ
commutes. Let λ be one of the two square roots of η, then γ = λϕ : σ∗L′
∼=−→ L
gives an isomorphism (σ, γ) of the two spin curves. These two choices are
the only lifts of σ to the spin curves. In particular this shows that the two
spin curves (X,L, b) and (X,L, b′) are isomorphic, i.e. choosing different iso-
morphisms between L⊗2 and ωC gives isomorphic spin curves. This also shows
that for a smooth spin curve (C,L, b) the group of inessential automorphisms
is Aut0(C,L, b) = {(idC , idL), (idC ,− idL)}. Notice that though different b give
isomorphic spin curves it is important to include b into the data, since if one
would not fix the isomorphism b, i.e. consider only pairs (C,L) of a curve and a
theta characteristic, the automorphism group would be infinite.
Another consequence is that S
0
C contains exactly 2
2g points and every point is
determined by the choice of a theta characteristic. Here only isomorphisms with
σ = idC are considered and therefore there exists an inessential isomorphism
between (C,L, b) and (C,L′, b′) iff L′ ∼= L.
It is obvious that for a general smooth curve C, meaning that AutC = {idC},
all automorphisms of a spin curve with support C are inessential. Hence in this
case SC = S
0
C . But if the curve C does have (non-trivial) automorphisms it is
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possible that SC 6= S0C , i.e. the notion of isomorphism of spin curves is coarser
than that of isomorphism of line bundles.
Example 2.2.10. Examples for a smooth curve C with SC 6= S0C are special
hyperelliptic curves. For hyperelliptic curves the theta characteristics may be
easily described in terms of Weierstraß points (see e.g. [ACGH85]). Let C be
a hyperelliptic curve of genus g with Weierstraß points P1, . . . , P2g+2, |D| the
hyperelliptic linear series and f : C → P1 the corresponding 2 : 1-morphism.
Then every theta characteristic is isomorphic to O(E) for some
E = mD + Pi1 + · · ·+ Pig−1−2m
with −1 ≤ m ≤ g−1
2
and the Pij are distinct. This representation is unique if
m ≥ 0, while if m = −1 there is a single relation
−D + Pi1 + · · ·+ Pig+1 ∼ −D + Pj1 + · · ·+ Pjg+1 (∗)
if {i1 . . . , ig+1, j1, . . . , jg+1} = {1, . . . , 2g+2}. Furthermore h0(C,O(E)) = m+1.
The general hyperelliptic curve has exactly two automorphisms, the identity and
the hyperelliptic involution ι which fixes the Weierstraß points and the divisor
D. Therefore for every theta characteristic L = O(E) one has ι∗L ∼= L and
the spin curve (C,L, b) has exactly four automorphisms, the two inessential ones
(idC ,± idL) and two that lift ι, i.e. there are two isomorphisms γ : ι∗L→ L which
are compatible with b, i.e. such that
ι∗ωC ωC
ι∗L⊗2 L⊗2
..................................
.δ
...........................
.
γ⊗2
....................
...ι
∗b
....................
...b
commutes. Hence for the general hyperelliptic curve there are still 22g non-
isomorphic spin curves with C as support and SC = S
0
C .
Now let C be a hyperelliptic curve of genus 2, such that the branch points xk =
f(Pk) are in special position, i.e. Aut(P1; {x1, . . . , x6}) 6= {id}. For a concrete
example let the xk be the 6th roots of unity, xk = e
2pi
√−1k/6, k = 1, . . . , 6. A
straightforward calculation shows that Aut(P1; {x1, . . . , x6}) is generated by the
rotation x 7→ e2pi
√−1/6x and the inversion x 7→ 1
x
. The induced permutations of
the xk are (in cycle notation)
(x1, x2, x3, x4, x5, x6)
for the rotation and
(x1, x5)(x2, x4)(x3)(x6)
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for the inversion, i.e. the six points are reflected with respect to the diameter
of the unit disc through x6 = 1 and x3 = −1. The automorphism group of the
hyperelliptic curve C is then a Z2-extension of Aut(P1; {x1, . . . , x6}), i.e.
0 −→ Z2 −→ AutC −→ Aut(P1; {x1, . . . , x6}) −→ 0
σ 7−→ σP1
is exact (see [ACGH85]), here Z2 = 〈ι〉 and σP1 is the unique automorphism given
by the commutative diagram
P1 P1
C C
.............................
.
σP1
....................
...f
.............................
.σ
....................
...f
Since two smooth spin curves (C,L, b) and (C,L′, b′) are isomorphic iff there ex-
ists a σ ∈ AutC such that σ∗L′ ∼= L, it is enough to understand the action of
AutC on the set of theta characteristics, i.e. σ∗L = O(σ∗E) for a theta charac-
teristic L = O(E) and σ ∈ AutC. The class of the divisor D is invariant under
all automorphisms, therefore it is enough to understand which permutations of
the Weierstraß points are induced by automorphisms. The group of all possible
permutations is generated by
(P1, P2, P3, P4, P5, P6)
and
(P1, P5)(P2, P4)(P3)(P6).
S
0
C consists of the 16 = 2
2·2 points (C,O(E), bE) where E is a divisor in the
following list.
m = −1 m = 0
−D + P1 + P2 + P4 P1
−D + P1 + P2 + P5 P2
−D + P1 + P3 + P4 P3
−D + P1 + P3 + P6 P4
−D + P1 + P4 + P5 P5
−D + P1 + P4 + P6 P6
−D + P1 + P2 + P3
−D + P1 + P2 + P6
−D + P1 + P5 + P6
−D + P1 + P3 + P5
Claim: There are four isomorphism classes of spin curves with support C, every
class corresponding to a box in the above list.
If σ is any automorphism and E a divisor of the form −D + Pi1 + Pi2 + Pi3 then
σ∗E is also of this form, i.e. σ∗E = −D+Pj1 +Pj2 +Pj3 for the appropriate jk’s.
The same is true for divisors of the form Pi. Since O(−D + Pi1 + Pi2 + Pi3) 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O(Pi) (mind that the Pij are distinct), divisors in different columns cannot give
isomorphic spin curves. In the right hand column all divisors give isomorphic
spin curves, since if σ is an automorphism realising the cyclic permutation of the
Pi then σ
∗Pi = Pi−1, where the index is considered modulo 6. In the left hand
column a careful analysis of the action of the group of all possible permutations
of the Weierstraß points on the divisors taking into account the relation (∗) gives
the three isomorphism classes in the above list. For example iterating the cyclic
permutation gives
−D + P1 + P2 + P3 σ
∗7−→ −D + P6 + P1 + P2
σ∗7−→ −D + P5 + P6 + P1
σ∗7−→ −D + P4 + P5 + P6 ∼ −D + P1 + P2 + P3
while the permutation (P1, P5)(P2, P4)(P3)(P6) acts as
−D + P1 + P2 + P3 ←→ −D + P5 + P4 + P3 ∼ −D + P1 + P2 + P6
−D + P5 + P6 + P1 ←→ −D + P1 + P6 + P5
Therefore the three spin curves
(C,O(−D + P1 + P2 + P3), b−D+P1+P2+P3)
(C,O(−D + P1 + P2 + P6), b−D+P1+P2+P6)
(C,O(−D + P1 + P5 + P6), b−D+P1+P5+P6)
are isomorphic to each other but not isomorphic to any other spin curve in the list.
In their article [KS06] Kallel and Sjerve analyse the action of the automorphism
group of a smooth curve on the set of its theta characteristics.
With this example in mind the next goal is to describe S
0
C and SC for any stable
curve C of genus at least 2. In order to do this the statements of Examples 2.2.9
and 2.2.10 have to be generalised to stable curves, in particular a criterion to
determine which spin curves are isomorphic is needed and the group of inessential
automorphisms of a spin curve as well as the action of AutC on S
0
C must be
studied.
Let (X,L, b) and (X ′, L′, b′) be two spin curves of genus g ≥ 2 with stable
models β : X → C and β′ : X ′ → C ′. Denote by N ⊂ singC and N ′ ⊂
singC ′ the sets of exceptional nodes. Remember the map ϕ : Isom(X,X ′) →
Isom((C;N), (C ′;N ′)), σ 7→ σC from Proposition 2.1.18, where σC is the induced
isomorphism of the stable models. Consider the concatenation
ψ : Isom((X,L, b), (X ′, L′, b′)) −→ Isom(X,X ′) ϕ−→ Isom((C;N), (C ′;N ′))
(σ, γ) 7−→ σ 7−→ σC
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Remember also that for every σC ∈ Isom((C;N), (C ′;N ′)) there exists a unique
σ˜ ∈ Isom(X˜, X˜ ′) such that β˜′ ◦ σ˜ = σC ◦ β˜ where β˜ : X˜ → C (resp. β˜′ : X˜ ′ → C ′)
is the partial normalisation of C at N (resp. of C ′ at N ′).
Proposition 2.2.11. With this notation
imψ =
{
σC ∈ Isom ((C;N) , (C ′;N ′))
∣∣∣σ˜∗L˜′ ∼= L˜} ,
where L˜ = L| eX resp. L˜′ = L′| eX′, and ψ : Isom((X,L, b), (X ′, L′, b′)) → imψ is a
2c : 1-map where c = #CC(Γ(X˜)) is the number of connected components of X˜.
Proof. “⊂” If (σ, γ) is an isomorphism of the given spin curves γ : σ∗L′ → L is
an isomorphism and its restriction to the non-exceptional subcurve X˜ gives an
isomorphism γ˜ : σ˜∗L˜ = σ∗| eXL′| eX′ → L| eX = L˜.
Proof of “⊃” Let σC ∈ Isom ((C;N) , (C ′;N ′)) and ϕ˜ : σ˜∗L˜′
∼=−→ L˜. It is possible
that the isomorphism ϕ˜ is incompatible with the homomorphisms b and b′. An
isomorphism γ˜ : σ˜∗L˜′
∼=−→ L˜, such that the diagram of isomorphisms on X˜
σ˜∗L˜′
⊗2
L˜
⊗2
σ˜∗ω eX′ ω eX
.......................................
.
eγ⊗2
...........................
...
eσ∗eb′ ..............................eb
.............................................
.δ
commutes, has to be defined. The curve X˜ consists of c = #CC(Γ(X˜)) con-
nected components and it is enough to construct the isomorphism γ˜ on every
connected component X˜j. All isomorphisms between
(
σ˜∗L˜′
⊗2)
| eXj and L˜⊗2| eXj are
scalar multiples of ϕ˜⊗2| eXj . Therefore there exits a unique scalar ηj ∈ C∗ such that(
σ˜∗L˜′
⊗2)
| eXj
(
L˜
⊗2)
| eXj
(
σ˜∗ω eX′)| eXj (ω eX)| eXj
...............................................................................
.
ηj eϕ⊗2| eXj
...........................................
...
“eσ∗eb′”
| eXj
...........................................
...
eb| eXj
.......................................................................................
.
δ| eXj
commutes. Let λj be one of the two roots of ηj, then setting γ˜| eXj = ±λjϕ˜| eXj
gives the desired isomorphism. Therefore γ˜ is determined by the choice of a root
for every connected component X˜j. There are 2
c different choices.
Claim: The extension of the isomorphisms σ˜ and γ˜ on X˜ to the whole curve X
is unique. As in Proposition 2.1.18 let Ei = β
−1(Pi), Pi ∈ N , be an exceptional
component, P±i = β˜
−1(Pi) the two nodes of X on Ei and P ′i = σC(Pi), E
′
i =
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β′−1(P ′i ) the corresponding exceptional component of X
′ with nodes P ′i
+ = σ˜(P+i )
and P ′i
− = σ˜(P−i ). Ei (resp. E
′
i) can be identified with P1 such that P+i = 0 and
P−i =∞ (resp. P ′i+ = 0 and P ′i− =∞). Since the line bundle L restricted to Ei
is OEi(1) there is gluing data
L˜P+i
∼=−→ OP1(1)0 and L˜P−i
∼=−→ OP1(1)∞
as well as
L˜′
P ′i
+
∼=−→ OP1(1)0 and L˜′P ′i−
∼=−→ OP1(1)∞.
With these identifications and gluing data fixed the extension σ|Ei of σ˜ to Ei is
an automorphism of P1 fixing 0 and ∞. Moreover, the extension γ|Ei of γ˜ to Ei
is an isomorphism σ∗|EiOP1(1)→ OP1(1) such that the following two diagrams(
σ˜∗L˜′
)
P+i
(
σ∗|EiOP1(1)
)
0
L˜P+i OP1(1)0
..........................
.
..................................................................
.
.................................
...
eγ
P+i
.......
.......
..........
...
(γ|Ei )0
(
σ˜∗L˜′
)
P−i
(
σ∗|EiOP1(1)
)
∞
L˜P−i OP1(1)∞
........................
.
................................................................
.
.................................
...
eγ
P−i
.......
.......
..........
...
(γ|Ei )∞
commute, where the left hand vertical map in either diagram is induced by γ˜.
The claim is now, that there exist a unique automorphism of P1 fixing 0 and ∞
and a unique isomorphism σ∗|EiOP1(1) → OP1(1) which coincides with the right
hand vertical maps in the two diagrams.
For this problem it is convenient to work with the geometric bundles V(OP1(1))
and V(σ∗|EiOP1(1)) (see [CCC04, Lemma 2.3.2]). Let V be a complex vector space
of dimension two with basis v0, v∞, set P1 = P(V ), 0 = [v0] and ∞ = [v∞]. Since
σ|Ei fixes 0 and ∞ it has to be induced by an automorphism σV of V given by
v0 7→ a0v0 and v∞ 7→ a∞v∞ with appropriate non-zero scalars a0 and a∞, then
σ|Ei is multiplication by
a∞
a0
. The points of the geometric line bundle V(OP1(1))
can be discribed as pairs (v, ϕ) where ϕ : Cv → C is an element in the dual
of the line in V spanned by v ∈ V . A point in the fibre V
(
σ∗|EiOP1(1)
)
[v]
∼=
V (OP1(1))[σV (v)] is of the form (v, ϕ˜) where ϕ˜ : C · σV (v) → C. σV induces
an isomorphism V(σ∗|EiOP1(1))→ V(OP1(1)) mapping (v, ϕ˜) to (v, ϕ˜ ◦ σV ) where
ϕ˜ ◦ σV : Cv σV−→∼= C · σV (v)
eϕ−→ C. A short calculation shows that the action on
the fibre over 0 (resp. over ∞) is multiplication by a0 (resp. a∞). Since every
isomorphism pair (σ|Ei , γ|Ei) with σ|Ei ∈ Aut(P1; 0,∞) and γ|Ei : σ∗|EiOP1
∼=−→ OP1
arises in this way and the action on the fibre over 0 and ∞ is given by the above
two diagrams there is a unique choice of a0 and a∞ giving unique extensions σ|Ei
and γ|Ei .
Therefore if σC has the property σ˜
∗L˜′ ∼= L˜ there are exactly 2#CC(Γ( eX)) isomor-
phisms (σ, γ) mapped to σC under ψ.
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For the automorphism group of a spin curve this means the following.
Corollary 2.2.12. Let (X,L, b) be a spin curve of genus g ≥ 2 with stable model
β : X → C and N ⊂ singC the set of exceptional nodes. Then the following
sequence of groups is exact.
0 −→ ZCC(Γ( eX))2 −→ Aut(X,L, b) ψ−→
{
σC ∈ Aut (C;N)
∣∣∣σ˜∗L˜ ∼= L˜} −→ 0
where the image of (γ1, . . . , γc) ∈ ZCC(Γ( eX))2 is the unique automorphism (σ, γ) ∈
Aut(X,L, b) such that σ˜ = id eX and γ˜ : σ˜∗L˜ = L˜ → L˜ is (−1)γj id : L˜| eXj → L˜| eXj
on the jth connected component X˜j of X˜. The image of ZCC(Γ(
eX))
2 in Aut(X,L, b)
is exactly Aut0(X,L, b).
Notation 2.2.13. The image in Aut0(X,L, b) of (γ1, . . . , γc) ∈ ZCC(Γ( eX))2 is de-
noted by (σ, (γ1, . . . , γc)) = (σ, (γj)j).
The group of inessential automorphisms depends only on the combinatorial data
of the support X captured in the following graph.
Definition 2.2.14. For a quasistable curve X of genus g ≥ 2 the graph Σ(X)
has a vertex for every connected component of the non-exceptional subcurve X˜,
i.e. V (Σ(X)) = CC(Γ(X˜)), and an edge for every exceptional component. Such
an edge connects the vertices corresponding to the connected components that
the exceptional component meets.
Definition 2.2.15. Let (X,L, b) be a spin curve with stable model C and ex-
ceptional nodes N ⊂ singC. The automorphism σC ∈ AutC lifts to (X,L, b) if
σC(N) = N and σ˜
∗L˜ ∼= L˜. Any automorphism (σ, γ) ∈ Aut(X,L, b) which is
mapped to σC by ψ is a lift of σC .
Remark 2.2.16. Note that the above sequence does not split in general, i.e.
Aut(X,L, b) is not the direct product of the groups on the left and the right hand
side. The group on the right hand side acts on ZV (Σ(X))2 by conjugation of any
lift (σ, γ) ∈ Aut(X,L, b) of σC . To be precise consider (σ′, (γj)j) given by (γj)j ∈
ZV (Σ(X))2 , then (σ, γ) ◦ (σ′, (γj)j) ◦ (σ, γ)−1 is again an inessential automorphism,
since the automorphism of the support is σ ◦ σ′ ◦ σ−1 which is the identity on
the non-exceptional subcurve X˜ since σ′ is. Determining the isomorphism on the
spin structure of the concatenation is a little bit more complicated. The inverse
of γ : σ∗L→ L is an isomorphism between L and σ∗L therefore (σ−1)∗γ−1 is an
isomorphism (σ−1)∗L→ L, this gives (σ, γ)−1 = (σ−1, (σ−1)∗γ−1). Hence
(
σ ◦ σ′ ◦ σ−1)∗ L = (σ−1)∗ ((σ′)∗ (σ∗L)) (σ−1)∗((σ′)∗γ)−−−−−−−−−→ (σ−1)∗ ((σ′)∗ L)
(σ−1)
∗
(γj)j−−−−−−−→ (σ−1)∗ L (σ−1)∗γ−1−−−−−−→ L
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and
(σ, γ) ◦
(
σ′, (γj)j
)
◦ (σ, γ)−1
=
(
σ ◦ σ′ ◦ σ−1, (σ−1)∗ γ−1 ◦ (σ−1)∗ (γj)j ◦ (σ−1)∗ ((σ′)∗ γ))
Denote by σ−1V (Σ(X)) the automorphism of the vertices V (Σ(X)) of Σ(X) induced
by σ−1. Now let P be any point in the connected component X˜j of X˜ and X˜j′
the connected component of X˜ in which σ−1(P ) lies, i.e. v(X˜j) 7→ v(X˜j′) under
σ−1V (Σ(X)). The induced map on the stalks over P is
LP =
((
σ ◦ σ′ ◦ σ−1)∗ L)
P
−→ L(σ′◦σ−1)(P ) = Lσ−1(P ) (−1)
γj′ id−−−−−→ Lσ−1(P ) −→ LP
since σ′| eX = id eX . Since the first and the third map are inverse to each other, this
means that the concatenation is multiplication with (−1)γj′ in the fibres over
the connected component X˜j, i.e. it is the inessential automorphism given by
σ−1V (Σ(X))(γj)j ∈ ZV (Σ(X))2 , the permutation of (γj)j given by σ−1V (Σ(X)). This action
is independent of the specific lift (σ, γ) chosen and in general non-trivial.
The description of the group of inessential automorphisms in the corollary is
essential for the following description of S
0
C for any stable curve C of genus at
least 2 (see [CC03]).
Definition 2.2.17. Let C be a stable curve of genus at least 2 and ∆ ⊂ singC.
Consider the preimage of ∆ under the normalisation νC : C
ν → C as a divisor and
denote for every irreducible component Cj of C by ∆j the divisor ν
−1
C (∆) ∩ Cj.
Then the set ∆ is even if for every Cj the divisor ∆j has even degree.
Remark 2.2.18. Note that if β˜ : X˜∆ → C is the partial normalisation of C at
N = singC \ ∆ then ∆ is the set of nodes of X˜∆. ∆ is even iff ω eX∆ has even
degree on every component Cj. Since if ν eX∆ : Cν → X˜∆ is the normalisation of
X˜∆, then (ν
∗eX∆ω eX∆)|Cνj = (ωCν (ν−1eX∆(∆))|Cνj = ωCνj (∆j) and this line bundle has
even degree iff ∆j has even degree.
Proposition 2.2.19. [CC03, Proposition 5] Let C be a stable curve of genus
g ≥ 2. Then S0C consists of
22p ·
( ∑
∆⊂singC
even
2b1
(
Γ
( eX∆)))
points, where p =
∑
j g(C
ν
j ). In particular the blow up β : X∆ → C at singC \∆
is the support of a spin curve iff ∆ is even.
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Proof. Suppose X is the support of a spin curve, say (X,L, b), with stable model
C. Consider the normalisation νX : X
ν → X and the pull back Lν = ν∗XL.
The homomorphism b induces an isomorphism b˜ : L⊗2| eX ∼=−→ ω eX . Let Cj be an
irreducible component of C, i.e. a non-exceptional component of X and Cνj its
normalisation. The pull back of b˜ via the normalisation ν eX : Cν → X˜ restricted
to Cνj gives an isomorphism
bj : (L
ν
|Cνj )
⊗2 ∼=−→ (ν∗eXω eX)|Cνj = ωCνj (∆j) .
Since the line bundle on the left hand side is a square, its degree is even, therefore
the degree of ωCνj (∆j) is even. The degree of ωCνj is 2g(C
ν
j )− 2, hence the degree
of ∆j must be even. This shows that the support of a spin curve must be the
blow up β : X = X∆ → C at the complement N = singC \ ∆ of an even set
∆ ⊂ singC.
Now let ∆ ⊂ singC be even, β : X → C the blow up at N and νX the nor-
malisation of X. First of all a line bundle Lν on Xν has to be defined. On
every exceptional component E of X set Lν|E = OE(1). Let Cj be an irreducible
non-exceptional component of X and Cνj its normalisation. Since ∆ is even the
degree of ∆j is even. Therefore the line bundle ωCνj (∆j) has even degree and it is
a classical result, that it has 22g(C
ν
j ) non-isomorphic square roots, i.e. line bundles
Lν|Cνj such that
(Lν|Cνj )
⊗2 ∼= ωCνj (∆j).
For every Cj let L
ν
|Cνj be such a root and bj : (L
ν
|Cνj )
⊗2 ∼=−→ ωCνj (∆j) a fixed
isomorphism.
Secondly gluing data for Lν over the nodes of X are needed, such that the re-
sulting line bundle L on X admits a homomorphism b, such that (L, b) is a spin
structure. This gluing data will be given in two steps, considering in the first
step only the non-exceptional nodes and in the second the nodes lying on an
exceptional component. For the normalisation ν eX : X˜ν = Cν → X˜ there is the
following exact sequence
1 −→ (C∗)b1(Γ( eX)) −→ Pic (X˜) ν∗eX−→ Pic (X˜ν) −→ 0,
where ν∗eX is the pull back of line bundles and b1
(
Γ
(
X˜
))
is the first Betti number of
the dual graph Γ(X˜) of the curve X˜. The sequence says that there are (C∗)b1(Γ( eX))
different gluings of Lν| eXν over the nodes of X˜, i.e. non-isomorphic line bundles L˜ on
X˜ pulling back to Lν| eXν . But not all of these gluings give line bundles satisfying
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L˜⊗2 ∼= ω eX . The canonical gluing of ω eXν(∑j ∆j) such that the resulting line
bundle on X˜ is ω eX , is given by the requirement
resP+ η + resP− η = 0
for every node P of X˜ (see (res) on page 9). With this gluing fixed there are
2b1(Γ(
eX)) different gluings of Lν| eX such that the isomorphisms bj : (Lν|Cνj )⊗2 →
ωCνj (∆j) glue to an isomorphism b˜ : L˜
⊗2 → ω eX , where L˜ is the resulting line
bundle on X˜. This is the case because the following diagram has to commute for
every node P of X˜(
ωCν
j+
(∆j+)
)
P+
(
ωCν
j−
(∆j−)
)
P−
(
Lν|Cν
j+
)⊗2
P+
(
Lν|Cν
j−
)⊗2
P−
.......................................................................................................................
.
gluing of ω eX at P
..........................................................................................................................................................
.
gluing of eL⊗2 at P
....
....
....
....
....
....
....
....
....
....
..... “
bj+
”
P+
....
....
....
....
....
....
....
....
....
....
.....“
bj−
”
P−
where Cj+ and Cj− are the irreducible components of X˜ such that P
+ ∈ Cνj+ and
P− ∈ Cνj− . Therefore the square of the gluing is fixed for every node.
Since the homomorphism b of a spin curve vanishes over the exceptional com-
ponents there are no restrictions for the gluings over the nodes on exceptional
components. This means that fixing any gluing of the line bundle L˜ and the
OE(1), E ⊂ X exceptional, over the nodes on the exceptional components gives
a line bundle L on X which is the line bundle of a spin curve. The homomorphism
b is zero over the exceptional components and it coincides with
L⊗2| eX = L˜⊗2 eb−→ ω eX = β˜∗ωC(−D) ↪→ β˜∗ωC = (β∗ωC)| eX
over X˜, where D is the divisor on X˜ given by the preimages of the exceptional
nodes under the partial normalisation β˜ : X˜ → C. Now let (X,L, b) and (X,L′, b′)
be two spin curves which differ only in the choice of the gluing over the nodes on
exceptional components. Then L˜′ = L˜ and Proposition 2.2.11 shows that the two
spin curves are isomorphic. Therefore given any even subset ∆ ⊂ singC there
are (∏
j
22g(C
ν
j )
)
· 2b1
(
Γ
( eX∆))
non-isomorphic spin curves with non-exceptional subcurve X˜∆, i.e. the support
X∆ is the blow up of C at N .
Example 2.2.20. Let C be a stable reducible curve of genus g with one node
P and irreducible components C1 and C2 of genera i and g − i respectively. The
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subset ∆ = {P} of singC is not even, since the two divisors ∆1 and ∆2 have both
degree one. The only even subset is therefore ∆ = ∅, since then ∆j is the zero
divisor for j = 1, 2. Let β : X → C be the blow up of P and E the exceptional
component of X. The equivalence class of a spin curve (X,L, b) in S
0
C is then
determined by choosing a theta characteristic Lνj on C
ν
j for j = 1, 2. There are
22g(C
ν
1 ) ·22g(Cν2 ) = 22g choices for the pair (Lν1, Lν2). In order to fix (X,L, b) one has
to choose isomorphisms bj : L
ν
j
⊗2 → ωCνj and gluings of the theta characteristics
and OE(1) over the two nodes of X but here different choices give the same point
in S
0
C . Hence in this case S
0
C consists of 2
2g points.
The same argument works for all curves of compact type. For a stable curve C of
compact type with smooth irreducible components Cj of genera g(Cj) a point in
S
0
C is determined by choosing a theta characteristic L
ν
j on Cj = C
ν
j . This gives∏
j 2
2g(Cj) = 22g choices. A representative of such a point is then (X,L, b), where
β : X → C is the blow up at singC, i.e. ∆ = ∅ and L is any line bundle on X
that restricts to Lνj on Cj and to OE(1) on any exceptional component E.
Now let C be a stable irreducible curve of genus g with one node P , i.e. the
normalisation Cν1 = C
ν is a smooth curve of genus g− 1 with two marked points
P+ and P−. In this case there are two even subsets of singC. If ∆ = ∅ and
β : X → C the blow up of P then ∆1 is the zero divisor and one has to choose a
theta characteristic Lν1 on C
ν
1 . There are 2
2(g−1) choices for it. Different choices
of an isomorphism b1 : L
ν
1
⊗2 → ωCν1 and the gluings of Lν1 and OE(1) over the
two nodes of X give the same point in S
0
C .
On the other hand if ∆ = {P}, then X = C and one has to choose a square root
Lν1 of the line bundle ωCν1 (P
+ +P−), there are also 22(g−1) choices for it. But here
the gluing of Lν1 over the node P has to be fixed. After choosing any isomorphism
b1 : L
ν
1
⊗2 → ωCν1 (P+ + P−) (which does not give different equivalence classes)
there are exactly two different choices for a gluing which is compatible with b1.
All together this gives exactly 22(g−1) + 2 · 22(g−1) = 3 · 22(g−1) points in S0C .
The automorphism group of a stable curve C of genus g ≥ 2 acts on S0C in the
following way.
Definition 2.2.21. Let C be a stable curve of genus g ≥ 2, [(X,L, b)] ∈ S0C
and σC ∈ AutC. As usual N ⊂ singC denotes the set of exceptional nodes
of X. The pull back of [(X,L, b)] via σC is σ
∗
C [(X,L, b)] := [(X
′, L′, b′)] ∈ S0C ,
where (X ′, L′, b′) is the following spin curve. Let β′ : X ′ → C be the blow up
at N ′ := σ−1C (N) and choose any lift σ : X
′ ∼=−→ X of σC (see 2.1.18). Then
L′ := σ∗L and b′ is the concatenation
L′⊗2 = σ∗L⊗2 σ
∗b−→ σ∗β∗ωC = β′∗σ∗CωC ∼= β′∗ωC .
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Note that
C C
X ′ X
.............................
.σC
....................
...β
′
.............................
.σ
....................
...β
commutes and σC induces a canonical isomorphism ωC ∼= σ∗CωC by pull back of
forms.
Remark 2.2.22. The pull back σ∗C [(X,L, b)] is well defined. If σ
′ : X ′
∼=−→ X
is another lift of σC , denote by (X
′, L′′, b′′) the corresponding spin curve. Then
the restrictions σ˜ and σ˜′ of σ and σ′ to the non-exceptional subcurve X˜ ′ are
equal. Therefore L˜′ = σ˜∗(L| eX) = σ˜′∗(L| eX) = L˜′′ and by Proposition 2.2.11 there
exists an inessential isomorphism (X ′, L′, b′) ∼= (X ′, L′′, b′′), i.e. [(X ′, L′, b′)] =
[(X ′, L′′, b′′)] ∈ S0C .
Remark 2.2.23. For a fixed stable curve C of genus g ≥ 2 the set SC of spin
curves with stable model C (modulo isomorphism of spin curves) is the quotient
S
0
C/AutC.
Example 2.2.24. Let C be a stable reducible curve with one node P and two
smooth irreducible components C1 and C2 of genera g − 1 and 1 respectively.
Suppose that (C1;P
+) has no automorphisms, i.e. Aut(C1;P
+) = {idC1} and
choose P− as the origin of the elliptic curve C2, where P± are the preimages of
the node under the normalisation νC : C
ν = C1 qC2 → C. Note that in this
situation C1 has genus at least 2, since if the genus was zero the curve would
not be stable and if the genus was one, the pointed curve (C1;P
+) would have
at least two automorphisms, the identity and the elliptic involution with respect
to P+. Example 2.2.20 shows that S
0
C consists of 2
2g points, where every point
is uniquely given by the choice of theta characteristics Lν1 and L
ν
2 on C1 and C2
respectively.
The automorphism group of C is essentially that of (C2;P
−). Any automorphism
σ of C must fix the node P , since it is the only node. Hence σ either fixes both
components or interchanges them. If σ would interchange C1 and C2, the restric-
tion σ|C1 : C1 → C2 would give an isomorphism of the two components, but this
is not possible since the genera are different. Therefore σ induces automorphisms
σj of Cj fixing P
+ resp. P−. Hence σ1 = idC1 and σ2 ∈ Aut(C2;P−). On the
other hand if an automorphism σ2 ∈ Aut(C2;P−) is given it can be glued to the
identity on Cν2 to give an isomorphism σ of C.
In order to understand the action of AutC on S
0
C it is enough to understand
the pull backs of the two theta characteristics Lν1 and L
ν
2 via σ1 resp. σ2. Since
σ1 = idC1 the action of σ1 on the set of L
ν
q ’s is trivial. C2 is an elliptic curve, hence
ωC2 = OC2 and the four theta characteristics are given by the four 2-torsion points
of C2, i.e. the trivial bundle OC2 and the three bundles OC2(Qi−P−), where the
Qi are the three non-trivial 2-torsion points.
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Every elliptic curve has the elliptic involution ι as an automorphism. ι fixes the
2-torsion points, therefore ι∗Lν2 = L
ν
2. Hence if C2 is a general elliptic curve,
i.e. if Aut(C2;P
−) = {id, ι}, the action of AutC on S0C is trivial and SC = S0C .
If C2 is a special elliptic curve either the j-invariant is 0 and Aut(C2;P
−) ∼= Z6
or the j-invariant is 1728 and Aut(C2;P
−) ∼= Z4. C2 can be identified with C/Λ
such that P− is identified with 0 ∈ C/Λ, where Λ = Z + Z%2, % = e2pi
√−1/6,
resp. Λ = Z + Z
√−1 . The 2-torsion points are then 0, Q1 = 12 , Q2 = 12%2
and Q3 =
1
2
+ 1
2
%2 resp. 0, Q1 =
1
2
, Q2 =
1
2
√−1 and Q3 = 12 + 12
√−1. The
automorphism group is generated by % resp.
√−1, where the automorphism %
resp.
√−1 is induced by multiplication with % resp. √−1 on C. The elliptic
involution ι in this notation is −1, i.e. %3 resp. √−12. The action is now easy to
compute, the automorphism % maps
0 7−→ 0
Q1 =
1
2
7−→ 1
2
% = 1
2
(%2 + 1) = Q3
Q2 =
1
2
%2 7−→ 1
2
%3 = −1
2
= Q1
Q3 =
1
2
+ 1
2
%2 7−→ 1
2
%+ 1
2
%3 = 1
2
%2 = Q2,
while
√−1 maps
0 7−→ 0
Q1 =
1
2
7−→ 1
2
√−1 = Q2
Q2 =
1
2
√−1 7−→ −1
2
= Q1
Q3 =
1
2
+ 1
2
√−1 7−→ −1
2
+ 1
2
√−1 = Q3.
Therefore in case C2 has j-invariant not equal to 0 or 1728 two pairs of theta
characteristics (Lν1, L
ν
2) and (L
′
1
ν , L′2
ν) give isomorphic spin curves iff Lν1
∼= L′1ν
and Lν2
∼= L′2ν . In case C2 has j-invariant 0 two pairs of theta characteristics
(Lν1, L
ν
2) and (L
′
1
ν , L′2
ν) give isomorphic spin curves iff Lν1
∼= L′1ν and either Lν2 and
L′2
ν are both non-trivial theta characteristics, i.e. Lν2, L
′
2
ν ∈ {OC2(Qi − P−)|i =
1, 2, 3} or Lν2 and L′2ν are both trivial theta characteristics, i.e. Lν2 = L′2ν = OC2 .
In case C2 has j-invariant 1728 two pairs of theta characteristics (L
ν
1, L
ν
2) and
(L′1
ν , L′2
ν) give isomorphic spin curves iff Lν1
∼= L′1ν and either Lν2 = L′2ν = OC2
or Lν2 = L
′
2
ν = OC2(Q3 − P−) or Lν2, L′2ν ∈ {OC2(Qi − P−)|i = 1, 2}. This shows
that SC consists of 2
2(g−1) · 22 = 22g points if C2 is a general elliptic curve, of
22(g−1) · 2 = 22g−1 points if j(C2) = 0 and of 22(g−1) · 3 points if j(C2) = 1728.
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Moduli spaces
After introducing the objects under consideration this chapter will give the back-
ground on their moduli spaces. Firstly the moduli space of smooth and stable
curves will be described. Secondly the moduli space of spin curves will be intro-
duced and the sets SC and S
0
C will be given a scheme structure. An important
tool to understand the local structure of the moduli spaces is deformation theory
which will be described in the second section of this chapter.
3.1 Moduli spaces
In this section the moduli functors of stable curves and spin curves will be defined
and the corresponding coarse moduli spaces will be described.
3.1.1 Stable curves
Definition 3.1.1. Let Sch be the category of schemes over C and Sets the
category of sets. For g ≥ 2 the moduli functor of stable curves of genus g is the
following contravariant functor.
Mg : Sch −→ Sets
Z 7−→Mg(Z) =
{C → Z family of stable
curves of genus g over Z
}/
∼=
Z
%→ Z ′ 7−→ Mg(%) : Mg(Z ′)→Mg(Z)
[C ′ → Z ′] 7→ [C ′ ×Z′ Z → Z]
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where [·] denotes the equivalence class. This functor is well defined, since the fibre
product is unique up to unique isomorphism. Restricting everything to smooth
curves gives the moduli functor Mg of smooth curves of genus g.
Definition 3.1.2. A contravariant functor F : Sch → Sets is representable (in
the category Sch) if there exists a scheme S in Sch and an isomorphism of functors
between F and the functor of points of S, i.e.
Hom(·, S) : Sch −→ Sets
Z 7−→ Hom(Z, S)
Z
%→ Z ′ 7−→ Hom(Z ′, S) %∗→ Hom(Z, S)
ϕ 7→ ϕ ◦ %
The scheme S is then called a fine moduli space for the functor F .
Unfortunately, the moduli functors of stable resp. smooth curves are not repre-
sentable. Suppose that there existed a fine moduli space S for the moduli functor
of smooth curves. Then there existed a bijection between the set of families of
smooth curves Mg(Z) over a scheme Z and Hom(Z, S). But it is possible to
construct non-trivial isotrivial families of smooth curves, i.e. a family C → Z of
smooth curves such that all fibres are isomorphic to some smooth curve C, but
C is not birational to the product C × Z. The different families C → Z and
C ×Z → Z both induce the constant morphism Z → S, z 7→ [C], where [C] ∈ S
is the image of the homomorphism pt→ S induced by the zero-dimensional fam-
ily C → pt. Therefore the existence of non-trivial isotrivial families contradicts
the existence of a fine moduli space.
The construction of such a family uses a non-trivial automorphism of the curve C.
Restricting the moduli functorMg of smooth curves to smooth curves with trivial
automorphism group gives a functor M0g which is representable (see [HM98, p.
37]).
Remark 3.1.3. One possibility to get around the non-representability is to en-
large the category, in which the functors should be representable, in such a way,
that the objects of this larger category still enjoy geometric properties. This
can be done in the category of stacks, see for example the original paper by
Deligne and Mumford [DM69] or the appendix of [Vis89] for an introduction to
stacks. The idea is to include the automorphisms of the objects and to consider
the following functor from the category Sch into the category Group of grupoids,
i.e. categories whose only morphisms are isomorphisms. The functor sends a
scheme Z to the category whose objects are families of stable curves over Z and
whose morphisms are isomorphisms of such families over Z. This functor gives
the moduli stack of stable curves, which is a smooth Deligne-Mumford stack and
contains the moduli stack of smooth curves as a dense open substack.
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Another way to deal with the non-existence of a fine moduli scheme, which will
be followed here, is to weaken the notion of representability.
Definition 3.1.4. Let F : Sch → Sets be a contravariant functor. A scheme
S and a natural transformation Ψ between the functor F and the functor of
points Hom(·, S) are a coarse moduli space for the functor F if the map ΨSpecC :
F (SpecC) → Hom(SpecC, S) is a bijection in Sets and (S,Ψ) is universal in
the sense that given a scheme S ′ and a natural transformation Ψ′ from F to
Hom(·, S ′), there is a unique morphism S → S ′ such that the associated natural
transformation Φ : Hom(·, S)→ Hom(·, S ′) commutes with Ψ and Ψ′, i.e. Φ◦Ψ =
Ψ′.
For the functor Mg of stable curves of genus g a coarse moduli space M g has
been constructed by means of geometric invariant theory (GIT).
Theorem 3.1.5. [DM69, Gie82] For g ≥ 2 there exists a coarse moduli scheme
M g resp. Mg of stable resp. smooth curves of genus g. M g is irreducible and
contains Mg as a dense open subscheme.
Remark 3.1.6. The theoretical background of GIT can be found in [MFK94].
There the theory is applied to the moduli functor of smooth curves in order to
give the coarse moduli space Mg of smooth curves of genus g. The construction
of M g is given for example in [Gie82] and also explained in [HM98]. The idea
is to embed a stable curve C by the very ample line bundle ω⊗nC , n ≥ 3 into
the projective space Pr, r + 1 = (2n − 1)(g − 1), which amounts to choosing a
basis of H0
(
C, ω⊗nC
)
. The Hilbert polynomial of this embedding is then Pg(m) =
degω⊗nC ·m− (g− 1) = (2nm− 1)(g− 1). This embedding can be generalized to
families of stable curves via the relative dualizing sheaf (see page 9).
There exists a subscheme K ⊂ HilbPgPr of the Hilbert scheme of curves in Pr with
Hilbert polynomial Pg parametrising all “n-canonically embedded” stable curves.
This is a fine moduli space and the projective linear group scheme PGL(r+1) acts
on it by coordinate change of the ambient space Pr. The stabilizer of this action
at a point [C ↪→ Pr] is just the automorphism group of the abstract curve C. In
this situtation GIT guarantees the existence of a quotient scheme K/PGL(r +
1). Informally speaking quotienting out the action of PGL(r + 1) amounts to
quotienting out the choice of a basis of H0
(
C, ω⊗nC
)
. The quotient K/PGL(r+1)
is then the sought for coarse moduli space M g (see also Remark 3.2.6).
It should also be mentioned that the irreduciblity of Mg (over C) is classically
known, for example a proof already appears in [EC18]. Deligne and Mumford
proved the result in any characteristic in [DM69].
Theorem 3.1.7. [Knu83, Theorem 6.1.] M g is a normal projective variety.
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The boundary of M g, i.e. ∂M g = M g \Mg, is already described in [DM69].
Proposition 3.1.8. ∂M g is a divisor with normal crossings in M g. It has [g/2]+
1 irreducible components ∆0,∆1, . . . ,∆[g/2], where ∆0 is the closure in M g of the
set of points corresponding to irreducible stable curves with one node, and ∆i,
i ≥ 1, is the closure in M g of the set of points corresponding to reducible stable
curves with two irreducible components of genera i and g − i respectively joined
at one node.
general [C] ∈ ∆0
g(Cν) = g − 1
C
P
CνP+ P−
...........................
...
νC
general [C] ∈ ∆i
g(C1) = i, g(C2) = g − i
CP
CνP
+ P
−
C1
C2
...........................
...
νC
Definition 3.1.9. Let C be a stable curve of genus g ≥ 2, P ∈ singC a node and
νP : C˜ → C the partial normalisation of C at P . P is called a disconnecting node
if C˜ is disconnected. If C˜ is the disjoined union of two curves C˜1 and C˜2 of genus
i and g − i respectively, P is a node of type i. P is called a non-disconnecting
node or node of type 0 if C˜ is connected. If in addition the two preimages of P
lie in the same irreducible component of C˜, P is an irreducible node.
eC
P+ P−
C P
...........................
...
νP
P irreducible, g(C˜) = g − 1
eC
eC1 eC2P+ P−
C P
...........................
...
νP
P node of type i = g(C˜1)
Remark 3.1.10. A stable curve C has a node of type i for some i = 0, . . . ,
[
g
2
]
iff [C] ∈ ∆i.
Remark 3.1.11. Let g ≥ 3. The general point [C] of the divisor ∆1 is a reducible
curve with two smooth irreducible components of genera g − 1 and 1, which are
general, joined at one node P . The automorphism group of C is then {id, ι}
where ι is the identity on the genus g − 1 component and the elliptic involution
on the other. The general point of any other boundary divisor ∆0, ∆2, . . . ,∆[g/2]
does not have non-trivial automorphisms.
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3.1.2 Spin curves
The same questions now arise for spin curves.
Definition 3.1.12. For g ≥ 2 the moduli functor of spin curves of genus g is the
following contravariant functor.
Sg : Sch −→ Sets
Z 7−→ Sg(Z) =
{
(f : X → Z,L,B) family of
spin curves of genus g over Z
}/
∼=
Z
%→ Z ′ 7−→ Sg(%) : Sg(Z ′)→ Sg(Z)
[(X ′ → Z ′,L′,B′)] 7→ %∗[(X ′ → Z ′,L′,B′)]
here %∗[(X ′ → Z ′,L′,B′)] = [(X → Z,L,B)] where
Z Z ′
X X ′
p.......................
....................
...
...................................
.%
...................................
.%
is a fibre square, L = %∗L′ and B is the concatenation
L⊗2 = %∗L′⊗2 %∗B′−→ %∗(β′∗ωC′/Z′) = β∗(%∗CωC′/Z′)→ β∗ωC/Z
with β : X → C and β′ : X ′ → C ′ the stable models. Restricting everything to
families of smooth curves gives the moduli functor Sg of smooth spin curves of
genus g.
Theorem 3.1.13. [Cor89, Proposition 5.2.] There exists a coarse moduli scheme
Sg for the moduli functor Sg. Sg is a normal, projective variety and contains Sg,
the coarse moduli space of smooth spin curves, as an open dense subvariety.
Moreover, Cornalba shows, that the forgetful map
pi : Sg −→M g
[(X,L, b)] 7−→ [C],
which sends the moduli point of a spin curve to the moduli point of the stable
model of its support, is a finite morphism.
It is a classical result that even and odd theta characteristics do not mix, i.e. that
in a family of smooth spin curves over a connected base the parity of the spin
curve is constant (see [Ati71, Mum71]). This result extends to arbitrary spin
curves, actually there is the following theorem.
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Theorem 3.1.14. [Cor89, Lemma 6.3.] Sg consists of two connected components
S
+
g and S
−
g , which are coarse moduli spaces for even resp. odd spin curves. S
+
g
and S
−
g are irreducible.
Cornalba also describes the boundary ∂Sg = Sg \ Sg, see also Example 2.2.20.
Proposition 3.1.15. [Cor89, p. 585] The boundary ∂Sg of Sg is a divisor with
normal crossings. The irreducible components of ∂Sg are described below by their
general point [(X,L, b)], as always C denotes the stable model of X, ν : Xν →
X denotes the normalisation and for any component Cj of C L
ν
j denotes the
restriction of ν∗L to Cνj .
A+0 : [C] ∈ ∆0 general, X = C and h0(X,L) is even,
A−0 : [C] ∈ ∆0 general, X = C and h0(X,L) is odd,
B+0 : [C] ∈ ∆0 general, β : X → C is the blow up at the unique node of C and
h0(X,L) is even,
B−0 : [C] ∈ ∆0 general, β : X → C is the blow up at the unique node of C and
h0(X,L) is odd,
A+i , i = 1, . . . ,
[
g
2
]
: [C] ∈ ∆i general with irreducible components C1 and C2,
β : X → C is the blow up at the unique node, h0(C1, Lν1) and h0(C2, Lν2)
are even,
B+i , i = 1, . . . ,
[
g
2
]
: [C] ∈ ∆i general with irreducible components C1 and C2,
β : X → C is the blow up at the unique node, h0(C1, Lν1) and h0(C2, Lν2)
are odd,
A−i , i = 1, . . . ,
[
g
2
]
: [C] ∈ ∆i general with irreducible components C1 and C2,
β : X → C is the blow up at the unique node, h0(C1, Lν1) is even and
h0(C2, L
ν
2) is odd,
B−i , i = 1, . . . ,
[
g−1
2
]
: [C] ∈ ∆i general with irreducible components C1 and C2,
β : X → C is the blow up at the unique node, h0(C1, Lν1) is odd and
h0(C2, L
ν
2) is even.
Remark 3.1.16. The general curve in ∆0 has trivial automorphism group, there-
fore the general point [(X,L, b)] in A±0 and B
±
0 has only inessential automor-
phisms. Corollary 2.2.12 shows that
Aut(X,L, b) = Aut0(X,L, b) = {(idX ,± idL)}
since in all cases the non-exceptional subcurve X˜ is connected. For i ≥ 2
the situation for the general point [(X,L, b)] in A±i and B
±
i is similar. The
stable model C has trivial automorphism group but the non-exceptional sub-
curve has two connected components. Therefore the automorphism group is
33
3.1. MODULI SPACES CHAPTER 3. MODULI SPACES
Aut(X,L, b) = Aut0(X,L, b) = {(idX ,± idL), (σ,±γ)}, where σ is the identity
off the exceptional component and γ is multiplication with 1 in the fibres over
the first non-exceptional component and with −1 in those over the second com-
ponent. The situation for the general point [(X,L, b)] in A±1 and B
±
1 is a little bit
more complicated, since the stable model C has the non-trivial automorphism ι,
which is the identity on the genus g − 1 component and the elliptic involution
on the elliptic tail. But Example 2.2.24 shows that ι lifts to the spin structure L
and Corollary 2.2.12 then proves that Aut(X,L, b) contains exactly four lifts of ι
and four of the identity.
3.1.3 The moduli spaces SC and S
0
C
On pages 15ff. SC and S
0
C were introduced and studied as sets of isomorphism
classes of spin curves with a fixed stable model C (with respect to isomorphisms
resp. inessential isomorphisms). In this subsection a scheme structure will be
defined on SC and S
0
C in such a way, that they are the underlying sets of moduli
spaces.
Definition 3.1.17. Let C be a stable curve of genus g ≥ 2. The functors S0C
and SC from the category Sch of schemes to the category Sets of sets are defined
as follows.
S0C : Sch −→ Sets
Z 7−→ S0C(Z) =
{
(f : X → Z,L,B) family
of spin curves over Z with
stable model C × Z → Z
}/
inessential
isomorphism
Z
%→ Z ′ 7−→ S0C(%) : S0C(Z ′)→ S0C(Z)
[(X ′ → Z ′,L′,B′)] 7→ %∗[(X ′ → Z ′,L′,B′)]
Replacing “inessential isomorphism” by “isomorphism” gives the functor SC .
Theorem 3.1.18. [CCC04, Theorem 2.4.1.] Given a stable curve C of genus
g ≥ 2 there exists a coarse moduli scheme S0C of the functor S0C.
Remark 3.1.19. The underlying set of the moduli scheme S
0
C is the set described
in Proposition 2.2.19. The scheme structure on the set S
0
C which makes it the
coarse moduli space of S0C will be described in the next section.
The functor SC is a subfunctor of Sg by restricting everything to families of spin
curves over some base Z which have the trivial family C × Z → Z as stable
model. Therefore the fibre Sg ×Mg [C] of pi : Sg → M g over [C] is the coarse
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moduli space SC of SC . The scheme structure of SC will also be discussed more
detailed in the next section.
3.2 Deformation theory
This section provides the necessary background on deformation theory of stable
curves and spin curves. This is important for understanding the local structure
of the moduli spaces, which will also be described. A general reference for de-
formation theory of local complete intersections is Vistoli’s article [Vis97]. Some
information on the deformation theory of curves and stable curves can be found
in Looijenga’s minicourse [Loo00] and also in [HM98].
3.2.1 Stable curves
Definition 3.2.1. Let C be a stable curve and (Z, z) any pointed scheme.
(i) A deformation of C over (Z, z) is a fibre square
z Z
C C
p
...............................
......
.....
...............................
......
.....
....................
...
....................
...
where C → Z is a family of stable curves over Z.
(ii) Two deformations of C are equivalent if there exists an isomorphism of fibre
squares which is the identity on C, i.e. there is a diagram
z′ Z ′
C C ′
p
........................................................
......
.....
........................................................
......
.....
.............................................
...
.............................................
...
z Z
C C
p
.......................................................
......
.....
........................................................
......
.....
............................................
...
.............................................
...
∼=
∼=........
....
....
....
.......
....
....
....
....
....
.......
....
....
....
....
....
.......id
....
....
....
....
....
.......
(iii) An infinitesimal deformation (or first-order deformation) of C is a defor-
mation of C over the dual numbers (SpecC[ε]/(ε2), 0), where 0 is the unique
closed point in SpecC[ε]/(ε2). Denote by T1C the set of equivalence classes of
infinitesimal deformations of C.
The following facts about infinitesimal deformations of stable curves are impor-
tant, they can be found in [DM69] and [Bar89]. Let C be a fixed stable curve of
genus g ≥ 2 and ΩC its sheaf of Ka¨hler differentials, which is an easy instance of
the so called “cotangent complex” [LS67]. For a smooth curve C the dualizing
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sheaf ωC is isomorphic to ΩC . But at a node P of a stable curve C with local
equation xy = 0 the dualizing sheaf ωC is locally free while ΩC is generated by
dx and dy modulo the relation xdy + ydx = 0. An extension of ΩC by OC is an
exact sequence
0 −→ OC −→ E −→ ΩC −→ 0
and two such sequences are isomorphic if there is an isomorphism of the sequences
which is the identity on OC and ΩC . Isomorphism classes of such extensions are
classified by Ext1(ΩC ,OC), where Exti(ΩC , ·), i ≥ 0, denote the right derived
functors of Hom(ΩC , ·) (see [Har77, Chapter III.6.]).
Proposition 3.2.2. [DM69, p. 79ff] For a stable curve C of genus g ≥ 2
(i) T1C ∼= Ext1(ΩC ,OC)
(ii) Ext2(ΩC ,OC) = 0, i.e. “all obstructions of lifting deformations vanish”,
(iii) Ext0(ΩC ,OC) = 0, i.e. there exists no nonzero, everywhere regular vector
field on C.
Remark 3.2.3. The Proposition implies that there exists a “universal formal de-
formation” of any stable curve over SpecC[[t1, . . . , tN ]], where N is the dimension
of Ext1(ΩC ,OC), see [Vis97] for an introduction.
In order to understand Ext1(ΩC ,OC) consider its local to global spectral sequence
(see [God73, Corollaire 7.3.3.])
0 −→ H1 (C,Hom(ΩC ,OC)) −→ Ext1(ΩC ,OC) −→ H0
(
C, Ext1(ΩC ,OC)
)
−→ H2 (C,Hom(ΩC ,OC)) −→ Ext2(ΩC ,OC),
where Ext i(ΩC , ·), i ≥ 0, are the right derived functors of the sheaf Hom(ΩC , ·).
This simplifies to the short exact sequence
0 −→ H1 (C,ΘC) −→ Ext1(ΩC ,OC) −→ H0
(
C, Ext1(ΩC ,OC)
) −→ 0
since C is one-dimensional, where ΘC = Hom(ΩC ,OC) denotes the sheaf of
derivations of C. This sheaf can be identified with the push forward via the
normalisation νC : C
ν → C of the sheaf ΘCν (−D) = TCν (−D) on Cν , where
D =
∑
i(P
+
i + P
−
i ) is the divisor of preimages of the nodes Pi of C. Denoting
the restriction of D to an irreducible component Cνj by Dj gives
H1 (C,ΘC) ∼= H1 (Cν ,ΘCν (−D))
∼=
⊕
j
H1(Cνj ,ΘCνj (−Dj))
∼=
⊕
j
H0(Cνj ,Ω
⊗2
Cνj
(Dj))
∗,
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where the third identification is Serre duality, ∗ denotes the dual vector space;
notice that Cνj is smooth, hence ωCνj = ΩCνj = Hom(ΘCνj ,OCνj ). The jth sum-
mand is the first order deformation space of the smooth pointed curve (Cνj , {P±i })
(see [HM98, p. 94]), where a deformation of the pointed curve (Cνj , {P±i }) is a
deformation of Cνj together with a section of the family for every P
±
i ∈ Cνj , whose
pull back to Cνj is P
±
i . Therefore an element in H
1 (C,ΘC) is a collection of a
first order deformation for every (Cνj , {P±i }). Identifying for every i the images
of the sections corresponding to P+i and P
−
i gives a first order deformation of the
stable curve C, in which the combinatorial type, i.e. the dual graph, is preserved.
The dimension of H1(Cνj ,ΘCνj (−Dj)) can be calculated with Riemann-Roch as
dimH0(Cνj , 2KCνj +Dj) = 3g(C
ν
j )− 3 + degDj
where degDj is just the number of marked points on C
ν
j and hence one has
dimH1 (C,ΘC) = 3
∑
j
(g(Cνj )− 1) + 2 ·# singC,
since
∑
j degDj = deg
∑
i(P
+
i + P
−
i ) = 2 ·# singC.
The quotient H0
(
C, Ext1(ΩC ,OC)
)
in the short exact sequence is the disjoint
union of the stalks Ext1(ΩC ,OC)Pi at the nodes Pi, since Ext1(ΩC ,OC) is a
skyscraper sheaf supported at the nodes. If xy = 0 is a local equation of C
at the node Pi the stalk Ext1(ΩC ,OC)Pi ∼= Ext1(Ω{xy=0},O{xy=0})0 fits into the
following exact sequence
0→ Θ{xy=0} → TA2x,y |{xy=0} → N{xy=0}/A2x,y → Ext
1(Ω{xy=0},O{xy=0})0 → 0,
where TA2x,y is the tangent space and N{xy=0}/A2x,y the normal sheaf, and a local
description (see [Bar89]) shows that Ext1(ΩC ,OC)Pi ∼= C[x, y]/(xy, x, y) ∼= C,
which is just the universal deformation space of the node xy = 0, i.e. if t is a
coordinate of C, then xy−t = 0 is an equation of the universal deformation space
of the node (see [HM98, p. 97]).
Therefore the dimension of Ext1(ΩC ,OC) is
dim Ext1(ΩC ,OC) = dimH1 (C,ΘC) +
⊕
Pi∈singC
Ext1(ΩC ,OC)Pi
= 3
∑
j
(g(Cνj )− 1) + 2 ·# singC + # singC
= 3
(∑
j
g(Cνj )−#V (Γ(C)) + #E(Γ(C))
)
− 3
= 3g − 3,
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infinitesimal deformations lying in the kernel H1 (C,ΘC) preserve the combinato-
rial type of the curve and those mapping to a non-zero element in Ext1(ΩC ,OC)Pi
“smooth” the node Pi.
Coming back to arbitrary deformations, every deformation of the stable curve C,
say
z Z
C C
p
...............................
......
.....
...............................
......
.....
....................
...
....................
...
defines a canonical morphism
TzZ −→ T1C
by sending a tangent vector SpecC[ε]/(ε2)→ Z at z to the (class of the) infinites-
imal deformation given by the pull back of the family via the tangent vector.
It would be very convenient to have a universal deformation of C, i.e. a defor-
mation over some pointed scheme (Z, z) such that any other deformation over
any pointed scheme (Z ′, z′) is the pull back of the universal one via a unique
morphism Z ′ → Z. Unfortunately, the presence of non-trivial automorphisms
prevents the existence of such a universal deformation.
Nevertheless there exists a so called versal deformation of any stable curve.
Definition 3.2.4. A deformation
z Z
C C
p
...............................
......
.....
...............................
......
.....
....................
...
....................
...
of a stable curve C is versal, if any other deformation
z′ Z ′
C C ′
p
...............................
......
.....
...............................
......
.....
....................
...
....................
...
is analytically isomorphic in a sufficiently small neighbourhood U ′ of z′ to the pull
back of the versal deformation via a map f : U ′ → Z, i.e. there is the following
diagram
z′ U ′
C C ′|U ′
p
........................................................
......
.....
........................................................
......
.....
.............................................
...
.............................................
...
z Z
C C
p
.......................................................
......
.....
........................................................
......
.....
............................................
...
.............................................
...
....
....
....
....
....
.......
f.....
....
....
....
..........
....
....
....
....
....
.......id
....
....
....
....
....
.......
.......
....
.
If in addition the map f is always unique the versal deformation is called a local
universal deformation.
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Theorem 3.2.5. [HM98, p. 102ff.] Let C be a stable curve of genus g ≥ 2.
Then there exists a local universal deformation of C over a smooth pointed scheme
(B, b0). Any two local universal deformations are locally isomorphic, i.e. the germ
of the local universal deformation is unique. The canonical map Tb0B → T1C is
an isomorphism.
Remark 3.2.6. Assuming the existence of the local universal deformation the
last claim follows immediately, since every deformation, in particular every in-
finitesimal deformation is the pull back of the local universal deformation via a
unique map.
The local universal deformation can be constructed with the help of the universal
family on the Hilbert scheme (see [HM98, p.102ff]). Let n ≥ 3, d = degω⊗nC =
2n(g − 1), r + 1 = dimH0 (C, ω⊗nC ) = d + 1 − g = (2n − 1)(g − 1) and denote
by Hilb
Pg
Pr the Hilbert scheme of curves in Pr with Hilbert polynomial Pg(m) =
dm− (g − 1). Let
C ′
Hilb
Pg
Pr
Pr × HilbPgPr..................................................................
..................................
......
.....
...........................
...
be the universal family with universal line bundle OC′(1). The restriction to the
open subset U ⊂ HilbPgPr of nodal curves has a relative dualizing sheaf ωC′/U and
one considers the closed subscheme K ⊂ U where OC′(1) and ω⊗nC′/U coincide, i.e. K
is the locus of n-canonically embedded curves. Since a curve is stable iff ωC is
ample and by definition points in K have very ample ω⊗nC , K is the locus of n-
canonically embedded stable curves. It can be shown that this locus is smooth
of dimension 3g − 3 + r2 + 2r and the group PGL(r + 1) operates on it by the
restriction of
PGL(r + 1)× HilbPgPr −→ HilbPgPr
(α, [C ↪→ Pr]) 7−→ [α(C) ↪→ Pr]
The choice of an abstract stable curve depends on 3g− 3 moduli, the choice of a
basis for H0
(
C, ω⊗nC
)
modulo scalars on r2 + 2r.
An automorphism σC induces a canonical isomorphism between σ
∗
Cω
⊗n
C and ω
⊗n
C ,
which for a fixed basis of H0
(
C, ω⊗nC
)
in turn gives an element α ∈ PGL(r + 1)
(induced by the base change in H0
(
C, ω⊗nC
)
) such that α · [C ↪→ Pr] = [C ↪→ Pr].
This construction gives the identification AutC = stabPGL(r+1)[C ↪→ Pr]. It is
possible to choose an analytic neighbourhood B ⊂ K of [C ↪→ Pr] such that B is
AutC-invariant, meets the PGL(r + 1)-orbits of its points transversely and the
stabilizer of any point is a subgroup of AutC. The restriction of the universal
family to B (forgetting the embedding) is then the local universal deformation
of C. After embedding the Hilbert scheme into some projective space, the neigh-
bourhood B can be chosen in such a way, that the action of PGL(r + 1) on B is
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linear. Since deformations of stable curves are unobstructed, B is smooth, i.e. the
germ is just the germ of C3g−3 = Tb0B at 0 and the linear action of AutC on B
is a linear action on Tb0B.
Let σC be an automorphism of C and consider the action α ∈ PGL(r + 1)
induced by σC . A point b ∈ B near b0 is a fixed point of α iff α ∈ stabPGL(r+1) b =
stabPGL(r+1)[Cb ↪→ Pr], where Cb ↪→ Pr is the fibre of the universal family of
the Hilbert scheme at b. This in turn implies that α is also the action of an
automorphism σCb ∈ Aut Cb, i.e. “the automorphism σC deforms to the nearby
curve Cb”.
Comparing the GIT-construction of the quotient M g = K/PGL(r + 1) with the
construction of the local universal deformation and the action of the automor-
phism group AutC on it shows that locally (analytically) at [C] the space M g is
the quotient Tb0B/AutC, in particular this proves:
Proposition 3.2.7. M g has only quotient singularities and is normal.
Definition 3.2.8. A point s in a scheme S is a quotient singularity if it is locally
analytically isomorphic to 0 ∈ V/G, where V is an appropriate finite-dimensional
C-vector space and G ⊂ GL(V ) a finite subgroup.
In order to understand which quotient singularities appear, it is useful to choose
appropriate coordinates on Tb0B
∼= T1C ∼= Ext1(ΩC ,OC).
Proposition 3.2.9. Let C be a stable curve of genus g ≥ 2 with {P1, . . . , Pn} =
singC. It is possible to choose coordinates t1, . . . , t3g−3 of Tb0B such that ti =
0 is the locus where the node Pi is preserved and the remaining coordinates
tn+1, . . . , t3g−3 are compatible with
H1 (C,ΘC) ∼=
⊕
j
H0(Cνj ,Ω
⊗2
Cνj
(Dj))
∗,
i.e. for every irreducible component Cj of C there is an I ⊂ {n + 1, . . . , 3g − 3}
such that {ti = 0|i 6∈ I} is the image of H0(Cνj ,Ω⊗2Cνj (Dj))∗ under the above
isomorphism and ti, i ∈ I, are coordinates of this subspace.
Notation 3.2.10. Fix coordinates as in the proposition. For a node Pi of C,
the one-dimensional subspace of C3g−3t given by the 3g − 4 equations tj = 0,
j 6= i, is denoted by Wt(Pi). This space has coordinate ti and corresponds to
smoothing the node Pi, i.e. it is a (non-canonical) embedding of the universal
deformation space of the node into Tb0B. Let (C
ν
j , {P±i }) be the pointed normal-
isation of the irreducible component Cj of C. Wt(Cj) ⊂ C3g−3t denotes the image
of H0(Cνj ,Ω
⊗2
Cνj
(Dj))
∗ in C3g−3t . It is dj = (3g(Cνj )−3+degDj)-dimensional. This
subspace corresponds to deformations of the curve C that preserve the combina-
torial type and the pointed normalisations of all irreducible components but Cj.
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With these notations
C3g−3t =
⊕
Pi∈singC
Wt(Pi)⊕
⊕
Cj⊂C irr.
Wt(Cj).
Definition 3.2.11. The representation of AutC in GL(C3g−3t ) induced by a
choice of coordinates as in Proposition 3.2.9 is denoted
M : AutC −→ GL(C3g−3t )
σC 7−→M(σC).
Remark 3.2.12. For g ≥ 3 the automorphism group of a general smooth curve is
trivial. If M(σC) = I for an automorphism σC of a stable curve C of genus g, σC
is the identity. This is the case since some nearby curve has trivial automorphism
group and M(σC) = I means that σC deforms to every nearby curve in the local
universal deformation of C. Therefore M is injective. In case g = 2 the general
smooth hyperelliptic curve has the hyperelliptic involution ι and the identity as
automorphism. Therefore the hyperelliptic involution deforms to every nearby
curve and in this case the kernel of M is {id, ι}. For g = 1 the kernel is {id, ι},
where now ι is the elliptic involution.
Proposition 3.2.13. Let σC ∈ AutC be an automorphism of the stable curve
C. If P is a node and Cj an irreducible component of C, the action of σC on
C3g−3t induces isomorphisms
Wt(P ) −→ Wt(σC(P )) Wt(Cj) −→ Wt(σC(Cj)).
Corollary 3.2.14. Denote by σE resp. σV the automorphism on the set E =
E(Γ(C)) of nodes resp. on the set V = V (Γ(C)) of irreducible components of
C induced by an automorphism σC ∈ AutC. Then the matrix M(σC) is of the
following form
M(σC) =
(
MEEσE 0
0 MVEσV
)
,
where EσE = (δi,σE(k))1≤i,k≤#E is the permutation matrix of σE, ME is a diagonal
matrix of the same size, EσV is the following generalized permutation matrix of
σV
EσV =
(
δj,σV (k)Edj
)
1≤j,k≤#V
where Edj is the identity matrix with dj = dimWt(Cj) rows and MV is an ap-
propriate block diagonal matrix, i.e. the blocks on the diagonal are of the sizes
dj × dj, j = 1, . . . ,#V .
Remark 3.2.15. If AutC is cyclic or more generally if a cyclic subgroup 〈σC〉 ⊂
AutC is given, the coordinates of C3g−3t can be ordered in such a way, that
EσE and EσV are block diagonal matrices whose blocks are cyclic permutation
matrices. In general this is not possible.
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Proof of Proposition 3.2.13. Let Pi be a node of C and Pi′ = σC(Pi) its image
under the automorphism. The coordinate ti of Wt(Pi) gives the universal defor-
mation xy = ti of the local equation xy = 0 of C at Pi. Let x
′y′ = 0 be a local
equation of C at Pi′ such that σC maps {x, y} to {µ1x′, µ2y′} for appropriate
scalars µk. Then ti′ = x
′y′ is the universal deformation of the node Pi′ . The
action of σC on ti is then
ti = xy 7−→ µ1µ2x′y′ = µ1µ2ti′
and gives an isomorphism Wt(Pi)→ Wt(Pi′).
Now let Cj be an irreducible component of C and Cj′ = σC(Cj) its image. Bear in
mind that there is the induced isomorphism σνC |Cνj : (C
ν
j , {P±i })→ (Cνj′ , {P±i }) of
the pointed normalisations, in particular dj = dimWt(Cj) = dimWt(Cj′) = dj′ .
A point in Wt(Cj) corresponds to a deformation of (C
ν
j , {P±i }) (preserving all
nodes of C and all the other components), its image under the action of the
automorphism σC is just the via σ
ν
C |Cνj induced deformation of (C
ν
j′ , {P±i }) (pre-
serving all nodes of C and all the other components), which is a point in Wt(Cj′).
This is clearly an isomorphism. Of course the isomorphism σνC |Cνj gives an iden-
tification of the spaces H0(Cνj ,Ω
⊗2
Cνj
(Dj))
∗ and H0(Cνj′ ,Ω
⊗2
Cν
j′
(Dj′))
∗, but since the
coordinates t1, . . . , t3g−3 are (in general) not adapted to the automorphism σC ,
the isomorphism Wt(Cj)→ Wt(Cj′) is (in general) not the identity.
Proof of Corollary 3.2.14. This follows directly from Proposition 3.2.13. The en-
tries of ME are just the numbers µ1µ2 of the above proof, where Pi runs through
all nodes. The block matrices on the diagonal of MV are the matrices represent-
ing the isomorphisms Wt(Cj) → Wt(Cj′), where Cj runs through all irreducible
components.
Remark 3.2.16. Let σC ∈ AutC be an automorphism of C and consider the
corresponding matrix M(σC). Let Cb be a fibre of C → C3g−3t near C. Then σC
deforms to an automorphism σCb ∈ Aut Cb iff b is fixed by M(σC).
3.2.2 Spin curves
The local structure of Sg is very similar to that of M g. It will described in
this section as well as the local universal deformation of a fixed spin curve. Let
(X,L, b) be a spin curve of genus g ≥ 2.
Definition 3.2.17. (i) A deformation of (X,L, b) over a pointed scheme (Z, z) is
a family (f : X → Z,L,B) of spin curves together with an isomorphism between
(X,L, b) and the central fibre
(Xz,L|Xz ,B|Xz) of the family.
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(ii) A local universal family of (X,L, b) is a deformation of (X,L, b) over some
pointed scheme, such that locally analytically any other deformation is the pull
back of the local universal one via a unique map.
In his article [Cor89] Cornalba constructs the local universal deformation of a
spin curve (X,L, b) in the following way (see also [CCC04]). First of all consider
the stable model C of the support X of the spin curve. As explained in the
last section, C has a local universal deformation C ′ over (B, b0) and there exist
coordinates t1, . . . , t3g−3 of the tangent space Tb0B such that for any node Pi ∈
singC the locus where the node Pi persists is given by ti = 0. Locally analytically
B at b0 is isomorphic to its tangent space Tb0B at 0. Therefore the family C ′ → B
can be considered as a family C ′ → C3g−3t . Order the first # singC coordinates
in such a way, that the coordinates t1, . . . , t#N correspond to the exceptional
nodes Pi ∈ N . For these exceptional nodes let s′i : {ti = 0} → C ′ be the map,
which sends a point in {ti = 0} to the node in the fibre over the point to which
Pi deforms. Define new coordinates τ1, . . . , τ3g−3 and a map C3g−3τ → C3g−3t by
setting
τ 2i = ti, for i = 1, . . . ,#N and τi = ti, for i = #N + 1, . . . , 3g − 3.
The family C → C3g−3τ given by the fibre square
C3g−3τ C3g−3t
C C ′
p
..............................
.
...............................................
.
....................
...
....................
...
will be the stable model of the family of spin curves wanted. Denote by si : {τi =
0} → C the pull back of the maps s′i and consider the blow up β : X → C of C in
the images of the si, i = 1, . . . ,#N , with exceptional divisors Ei. The resulting
family X → C3g−3τ is then a family of quasistable curves with central fibre X0 iso-
morphic to X. In [Cor89, p. 563] Cornalba shows (see also [CCC04, p. 17]) that
there exists an inessential isomorphism X → X0 (i.e. one compatible with the
embedding C → C ′) such that the homomorphism B0 : L0⊗2 →
(
β∗ωC/C3g−3τ
)
|X0
over the central fibre induced by b : L⊗2 → β∗ωC agrees with the restriction to
X0 of the natural inclusion β∗ωC/C3g−3τ (−
∑
i Ei) ↪→ β∗ωC/C3g−3τ . In this situation
(L0,B0) can be extended to a spin structure (L,B) on the family X → C3g−3τ
in a small neighbourhood of 0 ∈ C3g−3τ . The central fibre (X0,L0,B0) is isomor-
phic to (X,L, b), where the isomorphism of the supports is the above mentioned
inessential isomorphism X → X0. Fix any such isomorphism between the spin
curves (X0,L0,B0) and (X,L, b). By abuse of notation this family is denoted by
(X → C3g−3τ ,L,B), however, the family is only defined over a neighbourhood of
0 ∈ C3g−3τ .
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Theorem 3.2.18. [Cor89, Proposition 4.6.], [CCC04, Proposition 3.3.2.] The
family (X → C3g−3τ ,L,B) together with the identification of (X,L, b) with the
central fibre is the local universal deformation of (X,L, b).
As for the stable curves the automorphism group Aut(X,L, b) of the spin curve
(X,L, b) acts on the deformation space C3g−3τ .
Proposition 3.2.19. [Cor89] The automorphism group of a spin curve (X,L, b)
of genus g ≥ 2 acts linearly on the local universal deformation space C3g−3τ of
(X,L, b) and this action is compatible with the homomorphism Aut(X,L, b) →
AutC mapping an automorphism of the spin curve to the induced automorphism
of the stable model C and the morphism C3g−3τ → C3g−3t to the local universal
deformation space C3g−3t of C.
Denote the representation of Aut(X,L, b) by
M : Aut(X,L, b) −→ GL(C3g−3τ )
(σ, γ) 7−→M(σ, γ).
Remark 3.2.20. Let g ≥ 3 and (σ, γ) ∈ Aut(X,L, b) for a spin curve (X,L, b)
of genus g with M(σ, γ) = I. Since {(idX ,± idL)} is contained in Aut(X,L, b)
for any spin curve and the general smooth spin curve has exactly these two
automorphisms, σ = idX and γ = ± idL. Hence the kernel of M is {(idX ,± idL)}.
Then there is the following commutative diagram
C3g−3t C
3g−3
t /M(AutC) M g
C3g−3τ C3g−3τ /M(Aut(X,L, b)) Sg.....................................
.......................................
...
.......................................
...
.......................................
...
........................................................
.
.........................................
......
..... loc.
............................................................
......
..... loc.
Again an automorphism (σ, γ) ∈ Aut(X,L, b) deforms to a nearby spin curve
(X ′, L′, b′) in the local universal deformation (X → C3g−3τ ,L,B) iff M(σ, γ) fixes
the point in C3g−3τ over which (X ′, L′, b′) lies.
Notation 3.2.21. Let Pi be a node of C and Cj ⊂ C an irreducible component
of C or equivalently a non-exceptional component of X. Then Wτ (Pi) ⊂ C3g−3τ
resp. Wτ (Cj) ⊂ C3g−3τ denotes the preimage of Wt(Pi) resp. Wt(Cj) via C3g−3τ →
C3g−3t . If Pi is an exceptional node for the spin curve (X,L, b), i.e. Pi is blown up
in X → C, the corresponding coordinates ti and τi fulfil τ 2i = ti, i.e. Wτ (Pi) →
Wt(Pi) is a 2 : 1-cover. If Pi is not blown up in X → C τi = ti and Wτ (Pi)
∼=−→
Wt(Pi). For a component Cj the coordinates tk1 , . . . , tkdj of Wt(Cj) also satisfy
ti = τi and therefore Wt(Cj)
∼=−→ Wτ (Cj).
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Proposition 3.2.22. Let (σ, γ) ∈ Aut(X,L, b) be an automorphism of the spin
curve (X,L, b) and σC the induced automorphism of the stable model C. The
matrix M(σ, γ) is of the form
M(σ, γ) =
MNEσN 0 00 M∆Eσ∆ 0
0 0 MVEσV
 ,
where N ⊂ singC is the set of exceptional nodes, ∆ = singC \ N that of non-
exceptional nodes, σN and σ∆ are the permutations of nodes induced by σC and σV
is the permutation of irreducible components of C. Furthermore the Eσ? are the
corresponding (generalized) permutation matrices and the M? are (block-)diagonal
matrices of the appropriate forms. Moreover, the matrix of σC is then
M(σC) =
M2NEσN 0 00 M∆Eσ∆ 0
0 0 MVEσV
 .
Proof. The induced automorphism σC maps exceptional nodes to exceptional
nodes as well as non-exceptional to non-exceptional. Therefore the permutation
σE of the nodes E = E(Γ(C)) decomposes into a permutation σN of the excep-
tional nodes and a permutation σ∆ of the non-exceptional nodes. This proves
the block form of the two matrices. Since the matrices are compatible with the
map C3g−3τ → C3g−3t the assertion about the matrices M? follows.
Remark 3.2.23. Fix an automorphism (σ, γ) ∈ Aut(X,L, b) of the spin curve
(X,L, b). The permutations σN , σ∆ and σV in the above proposition can be
decomposed into cycles, say σN,i, σ∆,i and σV,i. After permuting the coordinates
τ1, . . . , τ3g−3 the permutation matrices EσN and Eσ∆ as well as the generalized
permutation matrix EσV break up into block diagonal form with exactly one
block for each cycle, i.e.
M(σ, γ) =

MN,1EσN,1
. . .
M∆,1Eσ∆,1
. . .
MV,1EσV,1
. . .

where the MN,i and M∆,i are diagonal matrices and
E?,i =

0 1
...
. . .
0 1
1 0 · · · 0

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for ? ∈ {N,∆} is a square matrix with ordσ?,i rows. Furthermore if σV,i =
(v1 v2 . . . vordσV,i) is a cycle in σV the vj correspond to irreducible components
Cj of C, such that σC(Cj) = Cj+1 (set vordσV,i +1 = 1). Therefore the dimensions
of the corresponding Wτ (Cj) are all equal, denote this dimension by di. Then
EV,i =

0 I
...
. . .
0 I
I 0 · · · 0

is a generalized cyclic permutation matrix, where I is the identity matrix with di
rows. The matrix MV,i is a block diagonal matrix with ordσV,i blocks of the size
di × di on the diagonal.
In order to abbreviate notation the cycles σN,1, . . . , σ∆,1, . . . , σV,1, . . . in this order
will be denoted by pi1, . . . , pil and the corresponding matrix M?,i will be denoted
Mj if σ?,i = pij. Therefore
M(σ, γ) =
M1Epi1 . . .
MlEpil

and such a block MiEpii corresponds to exceptional nodes, non-exceptional nodes
resp. irreducible components if pii is a cycle of σN , σ∆ resp. σV .
The choosen permutation of the coordinates τ1, . . . , τ3g−3 depends strongly on the
fixed automorphism (σ, γ). In addition this choice is not even unique for a fixed
(σ, γ).
Remark 3.2.24. Proposition 2.2.19 stated that the underlying set of the coarse
moduli scheme S
0
C of spin curves with stable model C modulo inessential auto-
morphisms consists of
22p ·
( ∑
∆⊂singC
even
2b1
(
Γ
( eX∆)))
points, where p =
∑
j g(C
ν
j ) and β : X∆ → C is the blow up at singC \ ∆,
∆ ⊂ singC even. Now the scheme structure of S0C as given in the proof of The-
orem 2.4.1. in [CCC04] shall be described. Let (X,L, b) be a spin curve with
support X = X∆ and C3g−3τ its local universal deformation space. Remember the
graph Σ(X) with vertices V (Σ(X)) = CC(Γ(X˜)) corresponding to connected
components of the non-exceptional subcurve X˜ and edges E(Σ(X)) = N corre-
sponding to the exceptional components. Here the edge e(Ei) corresponding to
the exceptional component Ei is incident to the vertices v(X˜j) and v(X˜j′) if X˜j
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and X˜j′ are the components met by Ei. Therefore the map C3g−3τ → C3g−3t from
the local universal deformation of (X,L, b) to that of C is given by τ 2i = ti for
i = 1, . . . ,#N and τi = ti else. To put it differently C3g−3t is the quotient of
C3g−3τ by the abelian group DN of diagonal matrices of the following form
±1
. . .
±1
I

where the upper left block has size #N ×#N .
The action of the group Aut0(X,L, b) of inessential automorphisms of (X,L, b)
on C3g−3τ can be described with the help of the graph Σ(X) as follows. Remem-
ber that an inessential automorphism (σ, γ) corresponds to an element (γj) ∈
ZCC(Γ(
eX))
2 = Z
V (Σ(X))
2 (Corollary 2.2.12). By definition the induced automor-
phism on the stable model C is idC . Therefore by Proposition 3.2.22 M(σ, γ) has
the form
M(σ, γ) =
MNEidN 0 00 Eid∆ 0
0 0 EidV
 = (MN I
)
where I denotes the identity matrix and MN = MN(σ, γ) is a diagonal matrix
whose square is the identity. Hence the quotient C3g−3τ /M(Aut0(X,L, b)) can be
written as C#Nτ /MN(Aut0(X,L, b))× C3g−3−#Nτ , where
MN(Aut0(X,L, b)) = {MN(σ, γ)|(σ, γ) ∈ Aut0(X,L, b)}.
Obviously M(Aut0(X,L, b)) is a normal subgroup of DN and the map C3g−3τ →
C3g−3t factors as
C3g−3τ → C3g−3τ /M(Aut0(X,L, b))→ C3g−3τ /DN = C3g−3t .
Caporaso, Casagrande and Cornalba prove that the connected component of
S
0
C corresponding to the point [(X,L, b)] ∈ S0C is isomorphic to the fibre of
C3g−3τ /M(Aut0(X,L, b)) → C3g−3t over 0 (see [CCC04, Theorem 2.4.1.]). This
gives the scheme structure of S
0
C at [(X,L, b)] ∈ S0C .
In order to analyse the action of MN(Aut0(X,L, b)) on the first #N coordinates
consider a nearby spin curve (X ′, L′, b′) over a point in Wτ (Pi), where Pi ∈ N is an
exceptional node. The graph Σ(X ′) is then obtained from Σ(X) by contracting
the edge e(Ei). Therefore the inessential automorphism (σ, γ) deforms to an
automorphism (σ′, γ′) of (X ′, L′, b′) (which is necessarily inessential again) iff
(γj) ∈ ZΣ(X)2 descends well defined to an element in ZΣ(X
′)
2 iff γj = γj′ , where X˜j
and X˜ ′j are the two connected components met by Ei. This shows that the ith
entry of MN is (−1)γi , where γi ∈ Z2 is 0 in case γj = γj′ and 1 else.
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Thinking of (γj) resp. (γi) as a labeling of the vertices resp. the edges of Σ(X)
gives an injective map ZV (Σ(X))2 → ZE(Σ(X))2 , mapping (γj) to (γi), whose image
consists of all elements which are “compatible with different paths”, i.e. if v
and v′ are two vertices in Σ(X) and ei1 , . . . , eik and ei′1 . . . , ei′l are two paths of
edges in Σ(X) connecting v and v′, then the sums of labels
∑
j eij and
∑
j ei′j
are equal. After fixing a spanning tree T (X) of Σ(X), i.e. a subgraph with
V (T (X)) = V (Σ(X)) which is a tree, a labeling of E(Σ(X)) which is compatible
with paths is uniquely determined by labeling all edges E(T (X)) of the tree.
The coordinates τ1, . . . , τ#N can be ordered such that the first #E(T (X)) =
#V (Σ(X)) − 1 correspond to the edges of the spanning tree. Then giving an
inessential automorphism is the same as choosing
(
γ1, . . . , γ#E(T (X))
) ∈ ZE(T (X))2 ,
while for i = #E(T (X)) + 1, . . . ,#N the label γi = γi
(
γ1, . . . , γ#E(T (X))
)
is a
function in these: Let ei, i = #E(T (X)) + 1, . . . ,#N , be an edge incident to
the vertices v and v′ (where v = v′ if ei is a loop). Since T (X) is a spanning
tree there exists a unique path ei′1 , . . . , ei′l of edges in E(T (X)) connecting v to
v′ (in case v = v′ it is the empty path). Then γi
(
γ1, . . . , γ#E(T (X))
)
=
∑l
k=1 γi′k ,
in particular if ei is a loop γi
(
γ1, . . . , γ#E(T (X))
)
= 0.
Proposition 3.2.25. [CC03, Proposition 5] and [CCC04, Lemma 4.1.1.] S
0
C is
a 0-dimensional scheme supported on
22p ·
( ∑
∆⊂singC
even
2b1
(
Γ
( eX∆)))
points, where p =
∑
j g(C
ν
j ) and β : X∆ → C is the blow up at singC \ ∆,
∆ ⊂ singC even. A point [(X∆, L, b)] ∈ S0C has multiplicity 2b1(Σ(X∆)) and the
length of S
0
C is 2
2g.
Proof. The description of the action of the group of inessential automorphisms
on the local universal deformation space of a spin curve (X∆, L, b) with stable
model C directly gives the multiplicity of the point [(X∆, L, b)] ∈ S0C . It is just
the length of the fibre of the map C3g−3τ /M(Aut0(X∆, L, b)) → C3g−3t over 0,
which is the order of ramification of this map at 0 ∈ C3g−3τ /M(Aut0(X∆, L, b)).
The analysis of the action of M(Aut0(X∆, L, b)) gives that the #E(T (X∆)) co-
ordinates corresponding to edges of the spanning tree T (X∆) do not contribute
to the ramification as well as the last 3g − 3 − #N coordinates do not con-
tribute. But the remaining #N − #E(T (X∆)) coordinates each contribute 2,
i.e. the order of ramification is 2#N−#E(T (X∆)). Because of #N −#E(T (X∆)) =
#N −#V (T (X∆)) + 1 = #E(Σ(X∆))−#V (Σ(X∆)) + 1 = b1(Σ(X∆)) the claim
on the multiplicity follows.
The only thing not yet proved is the assertion about the length of S
0
C . The
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first Betti number of the graph Σ(X∆), which is connected, since X∆ is, can be
rewritten as
b1(Σ(X∆)) = #E(Σ(X∆))−#V (Σ(X∆)) + 1
= #N −#CC(Γ(X˜∆)) + 1
=
(
# singC −#∆)− (#V (Γ(C))−#V (Γ(X˜∆)))︸ ︷︷ ︸
=0
+ 1−#CC(Γ(X˜∆))
= #E(Γ(C))−#E(Γ(X˜∆))−#V (Γ(C)) + #V (Γ(X˜∆))
+ 1−#CC(Γ(X˜∆))
= b1(Γ(C))− b1(Γ(X˜∆))
= b1(Γ(X∆))− b1(Γ(X˜∆))
Therefore the length of S
0
C , being the sum over the multiplicities of all points, is
lengthS
0
C =
∑
[(X,L,b)]∈S0C
mult[(X,L, b)]
= 22p ·
( ∑
∆⊂singC
even
2b1
(
Γ
( eX∆)) · 2b1(Γ(X∆))−b1(Γ( eX∆))︸ ︷︷ ︸
=mult[(X∆,L,b)]
)
= 22p ·
( ∑
∆⊂singC
even
2b1(Γ(C))
)
= 22p · 2b1(Γ(C)) · 2b1(Γ(C))
= 22g
Here the last step is just the genus formula g =
∑
j g(C
ν
j ) + b1(Γ(C)) = p +
b1(Γ(C)). The second to last step uses the fact that there are 2
b1(Γ(C)) even
subsets ∆ ⊂ singC. This is true since any subset ∆ ⊂ singC induces a 1-chain∑
P∈∆ e(P ) ∈ C1(Γ(C),F2) in Γ(C). Then ∆ is even iff the associated 1-chain is
a 1-cycle. By definition of the first Betti number as the dimension of the space
of 1-cycles there are 2b1(Γ(C)) 1-cycles.
Corollary 3.2.26. S
0
C is reduced iff C is of compact type, i.e. b1(Γ(C)) = 0.
Example 3.2.27. Let [C] be a general point in ∆0 and (X,L, b) a spin curve
with stable model β : X → C. In case β is the identity, i.e. the even subset ∆
corresponding to X is singC = {P}, the map C3g−3τ → C3g−3t is the identity, since
there are no exceptional components. The graph Σ(X) is just one vertex with no
edges and Aut0(X,L, b) = ZV (Σ(X))2 = Z2, i.e. the only inessential automorphisms
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are (idC , idL) and (idC ,− idL). These are inessential automorphisms of every spin
curve, therefore they deform to all nearby spin curves, the action of Aut0(X,L, b)
on C3g−3τ is trivial and [(X,L, b)] ∈ S0C has multiplicity one.
The only other possible choice for ∆ is the empty set, i.e. β : X → C is the blow
up of C at the unique node P . In this case the map C3g−3τ → C3g−3t is given by
τ 21 = t1 and τi = ti, i = 2, . . . , 3g − 3. The graph Σ(X) has one vertex and one
edge, which is a loop at the vertex. The group of inessential automorphisms is still
Z2 = {(idX ,± idL)}, every inessential automorphism deforms to all nearby curves,
therefore the action of Aut0(X,L, b) on C3g−3τ is trivial, but the multiplicity of
[(X,L, b)] ∈ S0C is two since τ 21 = t1.
As a last example choose [C] ∈ ∆k, 1 ≤ k ≤
[
g
2
]
general and a spin curve
(X,L, b) with stable model C. Then β : X → C is the blow up at the unique
node P of C. The map between the local universal deformation spaces is given
by τ 21 = t1 and τi = ti, i = 2, . . . , 3g−3. The graph Σ(X) has two vertices and an
edge joining the two vertices and Aut0(X,L, b) = {(idX ,± idL), (σ,±(1,−1))}.
Here σ is the unique automorphism of X lifting the identity on C, such that the
automorphisms Lν1 → Lν1, given by multiplication with ±1 in every fibre, and
Lν2 → Lν2, given by multiplication with ∓1 in every fibre, can be extended to an
automorphism γ : σ∗L → L (see the proof of Proposition 2.2.11). As before the
automorphisms (idX ,± idL) deform to all nearby spin curves, i.e.M(idX ,± idL) =
I. The automorphisms (σ,±(1,−1)) deform to all nearby spin curves with the
same combinatorial type, i.e. to all nearby spin curves over the locus {τ1 = 0},
therefore
M(σ,±(1,−1)) =
(
MN
I
)
and MN = (±1) is a 1×1-matrix with entry 1 or −1. But since the automorphism
(σ,±(1,−1)) cannot deform to a smooth nearby spin curve, i.e. one over a point
in Wτ (P ), this last entry cannot be 1. Hence
M(σ,±(1,−1)) =
(−1
I
)
and the map C3g−3τ /M(Aut0(X,L, b))→ C3g−3t is an isomorphism.
Remember that SC is the fibre of the morphism pi : Sg → M g over the point
[C]. The local description of the moduli spaces Sg and M g gives the following
description of the scheme structure of SC at a point [(X,L, b)] ∈ SC .
Corollary 3.2.28. Let (X,L, b) be a spin curve of genus g ≥ 2 with stable
model β : X → C. Then the connected component of SC corresponding to the
spin curve (X,L, b) is the fibre of C3g−3τ /M(Aut(X,L, b)) → C3g−3t /M(AutC)
over 0. [(X,L, b)] ∈ SC has multiplicity one iff C is of compact type and every
automorphism σC ∈ AutC lifts to an automorphism (σ, γ) ∈ Aut(X,L, b).
50
CHAPTER 3. MODULI SPACES 3.2. DEFORMATION THEORY
Corollary 3.2.29. Let C be a stable curve. SC is reduced iff C is of compact
type and every automorphism σC ∈ AutC lifts to every spin curve (X,L, b) with
stable model C.
Remark 3.2.30. Since SC is the fibre of the forgetful morphism pi : Sg → M g
over the point [C] ∈ M g the corollary says that pi is unramified over C iff C is
of compact type and every automorphism σC ∈ AutC lifts to every spin curve
(X,L, b) with stable model C.
Example 3.2.31. The easiest example of a stable curve C with reduced SC is
of course a smooth curve without automorphisms. A first non-trivial example
appeared already in Example 2.2.10. If C is a general hyperelliptic curve of
genus g ≥ 2, its automorphism group is AutC = {idC , ι}, where ι is the hyperel-
liptic involution. Both automorphisms lift to every theta characteristic L on C.
C3g−3τ = C
3g−3
t and M(σ, γ) = M(σC) for all automorphisms (σ, γ) ∈ Aut(C,L, b).
The action of (idC ,± idL) and idC are trivial, while the action of (ι,±γ) and ι,
where ±γ are the two isomorphisms ι∗L → L compatible with the maps to the
canonical bundle, are
M(ι,±γ) = M(ι) =

−1
. . .
−1
1
. . .
1

where the number of +1’s in the matrix is 2g − 1, the dimension of the locus of
hyperelliptic curves in Mg. Therefore C3g−3τ /M(Aut(C,L, b)) = C
3g−3
t /M(AutC)
for every theta characteristic L.
An example with C a singular curve can be given by curves with an elliptic tail,
see Example 2.2.24. Let [C] ∈ ∆1 be a general point, i.e. C has two smooth
irreducible components C1 and C2 of genera g − 1 and 1 respectively joined
at a node P , C2 is then called an elliptic tail. Since the curve is general, the
automorphism group of the pointed curve (C1, P
+) is trivial and that of (C2, P
−)
is {idC2 , ι}, where ι now denotes the elliptic involution fixing P−. Then AutC =
{idC , ι} (extend ι by the identity on C1) and ι acts as
M(ι) =

−1
1
. . .
1

on C3g−3t , since ι deforms to all nearby stable curves with elliptic tails, i.e. fixes
the locus t1 = 0, but not to the smoothings of P .
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Example 2.2.24 showed that ι lifts to every spin curve (X,L, b) with support
the blow up β : X → C at P , in particular ι∗Lν2 ∼= Lν2 where Lνj = ν∗L|Cj and
ν : C1 qC2 = Cν → C is the normalisation. Corollary 2.2.12 in this situation
gives the following exact sequence
0 −→ ZV (Σ(X))2 −→ Aut(X,L, b) ψ−→
{
σC ∈ Aut (C;P )
∣∣∣σ˜∗L˜ ∼= L˜}︸ ︷︷ ︸
=AutC
−→ 0,
where L˜ = L| eX is just the pair (Lν1, Lν2) of line bundles, σ˜ is the unique lift of σC to
X˜ and Σ(X) is a graph with two vertices joined by an edge, i.e. idC and ι each have
four lifts to automorphisms in Aut(X,L, b). Those of idC are canonically given
as (idX ,±(1, 1)) and (σ,±(1,−1)). The lifts of ι are the following. Let ±γ|C2 :
ι∗Lν2 → Lν2 be the two unique isomorphisms compatible with the homomorphisms
to the canonical bundle, on C1 the isomorphisms are ± idLν1 : id∗C1 Lν1 → Lν1.
Therefore there are four isomorphisms γ˜ : ι∗L˜→ L˜ compatible with the canonical
bundle, namely γ˜ ∈ {±(idLν1 , γ|C2),±(idLν1 ,−γ|C2)}. Let ι1 resp. ι2 be the unique
automorphism of X such that ±(idLν1 , γ|C2) resp. ±(idLν1 ,−γ|C2) can be extended
to an isomorphism ±γ1 : ι∗L→ L resp. ±γ2 : ι∗L→ L. With this notation
Aut(X,L, b) = {(idX ,±(1, 1)), (σ,±(1,−1)), (ι1,±γ1), (ι2,±γ2)}.
The actions of the inessential automorphisms on C3g−3τ are M(idX ,±(1, 1)) = I
and
M(σ,±(1,−1)) =

−1
1
. . .
1
 .
The lifts of ι act as τk = tk 7→ tk = τk for k = 2, . . . , 3g − 3, and since ι acts as
t1 7→ −t1 and τ 21 = t1 the lifts have to map τ1 7→ ±iτ1, where i2 = −1, i.e.
M(ι1,±γ1) =

i
1
. . .
1
 and M(ι2,±γ2) =

−i
1
. . .
1
 .
(It might be necessary to interchange (ι1,±γ1) and (ι2,±γ2).) The only inter-
esting coordinates are therefore t1 and τ1, where τ
2
1 = t1, the action of AutC
is generated by t1 7→ −t1, while the action of Aut(X,L, b) is generated by
τ1 7→ iτ1. These two quotients are naturally isomorphic to C1t2 and therefore
C3g−3τ /M(Aut(X,L, b)) ∼= C3g−3t /M(AutC) ∼= C3g−3u where the u-coordinates are
given by u1 = t
2
1 = τ
4
1 and uk = tk = τk for k = 2, . . . , 3g − 3. This shows that in
this case SC is reduced.
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From the above description of the fibre SC of pi : Sg → M g over a point [C] the
ramification divisor of the map pi can easily be deduced. The ramification divisor
of pi is defined in the following way. Consider the restriction of pi to the smooth
loci of Sg and M g, i.e. let M
reg
g ⊂ M g resp. Sregg ⊂ Sg be the smooth locus and
restrict pi to S
reg
g ∩ pi−1(M regg ) (Sregg will be analysed in Theorem 4.3.27). The
complement of this locus has codimension at least two since both moduli spaces
are normal. Then the ramification divisor of the restricted map is a finite Z-linear
combination of irreducible subvarieties of S
reg
g ∩pi−1(M regg ) of codimension 1 such
that if eP is the order of ramification of pi at a general point P in such a subvariety
D, then eP − 1 is the coefficient of D in the ramification divisor. Replacing every
D in this linear combination by its closure in Sg gives the ramification divisor
of pi. This is well defined since the complement of S
reg
g ∩ pi−1(M regg ) in Sg has
codimension at least two.
Corollary 3.2.32. The ramification divisor of pi : Sg → M g for g ≥ 4 is B+0 +
B−0 .
Proof. Since the locus {[C] ∈ Mg|AutC 6= {idC}} has codimension g − 2 (see
for example [HM98]) and a smooth curve is of compact type the restriction
pi : Sg → Mg has no ramification divisor. Therefore the ramification divisor
is a linear combination of the irreducible divisors A+i , A
−
i , B
+
i and B
−
i (see
Proposition 3.1.15). Hence it is enough to calculate the ramification of pi at
the general point [(X,L, b)] of these divisors. For i ≥ 2 the stable model C
of the support of the general spin curve in A±i and B
±
i is of compact type and
has trivial automorphism group, therefore Corollary 3.2.29 yields that SC is re-
duced. Hence pi is not ramified at [(X,L, b)]. For i = 1 by Example 2.2.24 every
automorphism of the stable model C lifts to (X,L, b). Since C is of compact
type SC is reduced and pi not ramified at [(X,L, b)]. Let [(X,L, b)] ∈ A±0 be
the general point. By definition X = C, i.e. there is no exceptional component.
Hence C3g−3τ = C
3g−3
t . The respective automorphism groups are AutC = {idC}
and Aut(X,L, b) = {(idC ,± idL)} and act both trivially. Therefore pi is locally
C3g−3τ = C3g−3τ /M(Aut(X,L, b)) → C3g−3t /M(AutC) = C3g−3t , i.e. the identity,
and pi is not ramified at [(X,L, b)].
Now let [(X,L, b)] be the general point of B+0 or B
−
0 . Then β : X → C is the
blow up at the only node of C, which is irreducible. The map C3g−3τ → C3g−3t is
given by τ 21 = t1 and τi = ti else. The automorphism group of C is trivial, hence
C3g−3t /M(AutC) = C
3g−3
t . The automorphism group of (X,L, b) is {(idX ,± idL)}
which acts trivially, i.e. locally pi is C3g−3τ = C3g−3τ /M(Aut(X,L, b)) → C3g−3t .
This map is simply ramified along the locus τ1 = 0 which is the local equation of
B±0 . Therefore the ramification divisor is B
+
0 +B
−
0 .
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Chapter 4
Singularities
This chapter is dedicated to the main result, the locus of canonical singularities
of the moduli space of spin curves. In the first section the background on canon-
ical singularities is given. Afterwards the singularities of M g as analysed in the
article [HM82] by Harris and Mumford are described. In the third section the
same analysis is performed for Sg.
4.1 Canonical singularities
In this section X denotes a normal, quasi projective variety of dimension n over
C. Then X has a dualizing sheaf ωX , which can be constructed as j∗(ΩnXreg)
where j : Xreg ↪→ X is the inclusion of the smooth locus Xreg of X, and there
exists a Weil divisor KX on X such that ωX = OX(KX), see for example [Rei87].
Definition 4.1.1. X has canonical singularities if
(i) for some integer r ≥ 1 the Weil divisor rKX is Cartier and
(ii) if f : X˜ → X is a desingularisation ofX and {Ei} the family of all exceptional
prime divisors of f , then
rK eX = f ∗ (rKX) +
∑
aiEi
with all ai ≥ 0.
A point x ∈ X is a canonical singularity if there exists a neighbourhood of x
which has canonical singularities.
For a quotient singularity 0 ∈ V/G = X where V = Cm for some m and G ⊂
GL(V ) is a finite group, there are some criteria to determine whether 0 is a
canonical singularity. Let ω be a G-invariant pluricanonical form on V , i.e. ω ∈
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H0 (V,OV (kKV ))G for some integer k. Then X has canonical singularities if and
only if every such ω lifts holomorphically to one (hence every) desingularisation
X˜, i.e. ω considered as a meromorphic form on X˜ does not have poles on any
exceptional divisor. Denote by XM = V/〈M〉 the quotient by the cyclic subgroup
generated by a matrix M ∈ G and by X˜M a desingularisation of XM .
Proposition 4.1.2. A G-invariant pluricanonical form ω on V extends to X˜ if
and only if ω extends to X˜M for every M ∈ G.
Proof. [Tai82, Proposition 3.1.]
If for some M ∈ G the quotient XM has canonical singularities that means that
every 〈M〉-invariant pluricanonical form extends to X˜M . Since every G-invariant
form is invariant under 〈M〉 this shows
Proposition 4.1.3. If for every M ∈ G, XM has canonical singularities then X
has canonical singularities.
In general this is not an equivalence:
Example 4.1.4. Consider the group G ⊂ GL (C2) generated by(
ζ 0
0 1
)
and
(
1 0
0 ζ
)
where ζ = e2pii/3. The quotient C2/G is smooth
C2/G
∼=−→ C2
[(x1, x2)] 7−→
(
x31, x
3
2
)
where [x] denotes the equivalence class of x. But the quotient by the cyclic
subgroup generated by (
ζ 0
0 ζ
)
is the cone over the twisted cubic curve, and has a non-canonical singularity at
0 (see [Rei87, Example (1.9)(2)]).
But this phenomenon is due to the existence of so called quasi reflections in G.
Definition 4.1.5. An invertible (m×m)-matrix of finite order is a quasi reflection
if 1 is an eigenvalue of multiplicity exactly m−1, in particular the identity matrix
is not a quasi reflection.
Proposition 4.1.6. If there are no quasi reflections in G the quotient X has
canonical singularities iff XM does for every M ∈ G.
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Proof. [Rei80, Remark 3.2.]
On the other hand the quotient of V by a group H generated by quasi reflections
is always smooth, because there is an isomorphism V/H ∼= W = Cm (see [Pri67]).
In general one has
Proposition 4.1.7. Let G ⊂ GL (V ) be any finite group and denote by H the
subgroup generated by quasi reflections. Then H is a normal subgroup of G and
there exists W = Cm and a finite group K ⊂ GL (W ) containing no quasi reflec-
tions such that
V V/H W
V/G (V/H) / (G/H) W/K
........................................................................
. ........................................................................
.
∼=
....................
...
....................
...
....................
...
..................................
.
∼= ...............................∼=
commutes.
Proof. [Pri67, Proposition 6]
Remark 4.1.8. Let G ⊂ GL(V ) be a finite subgroup and H ⊂ G the normal
subgroup generated by quasi reflections. Assume there is a morphism ϕ : V →
W , where W = Cm, inducing an isomorphism ϕ : V/H → W and a group
homomorphism ψ : G → K, K ⊂ GL(W ) a finite subgroup, which induces an
isomorphism ψ : G/H → K. Assume furthermore, that the actions of G on V
and K on W are compatible, i.e.
V W
G× V K ×W.........................................(ψ,ϕ)
....................
...
....................
...
..................................................................
.ϕ
commutes. Then it is easy to see that V/G ∼= W/K. Furthermore K contains no
quasi reflections: Assume there is a quasi reflection k ∈ K, i.e. the fixed point
locus Fix(k) has codimension one in W . Let ψ−1(k) = gH ⊂ G. Then a short
calculation yields
ϕ−1(Fix(k)) =
⋃
h∈H
Fix(gh)
and this locus has codimension one in V . Since H is finite there exists an h ∈ H
such that Fix(gh) has codimension one. In particular gh is a quasi reflection and
gH = H. But this implies that k = id, which gives a contradiction to k being a
quasi reflection.
The Reid-Tai criterion gives a necessary and sufficient condition for a group
without quasi reflections to have canonical singularities.
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Definition 4.1.9. Let M ∈ GL(V ) be an element of finite order n = ordM , ζ a
primitive nth root of 1 and
M ∼
ζ
a1
. . .
ζam

for appropriate 0 ≤ ai < n. Then
1
n
m∑
j=1
aj
is called the Reid-Tai sum of M with respect to the root ζ.
Remark 4.1.10. Since the group G ⊂ GL(V ) considered is always finite, every
element M ∈ G has finite order and is therefore diagonalisable.
Theorem 4.1.11 (Reid-Tai criterion). [Tai82, Theorem 3.3.], [Rei80, Theorem
3.1.] Let G ⊂ GL(V ) be a finite group without quasi reflections. The quotient
V/G has canonical singularities if and only if for every M ∈ G, M 6= I, and every
primitive ordM th root ζ of 1 the Reid-Tai sum fulfils the Reid-Tai inequality
1
n
m∑
j=1
aj ≥ 1.
4.2 Singularities of M g
In their article [HM82] Harris and Mumford analysed the singularities of M g.
Their results will be summarized in this section.
Definition 4.2.1. Let C be a stable curve of genus g ≥ 2.
(i) An irreducible component Cj of C is an elliptic tail if Cj has genus 1 and
meets the rest of the curve in exactly one point P , i.e. (Cνj , {P±i }) is a
smooth elliptic curve with exactly one marked point (smooth elliptic tail)
or (Cνj , {P±i }) is rational with exactly three marked points, where two are
mapped to the same node (singular elliptic tail). The node P is called the
elliptic tail node corresponding to Cj.
(ii) An automorphism σC of C is an elliptic tail automorphism of order n ≥ 2
if C has an elliptic tail Cj such that σC is the identity on C \ Cj and has
order n on Cj.
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P1
P+1
P−1
Cνj elliptic
smooth elliptic tail
.............................................
...
νC
P1
P2
P+1 P
+
2 P
−
2
P−1
Cνj rational
singular elliptic tail
.............................................
...
νC
Remark 4.2.2. Let Cj be an elliptic tail, P the corresponding elliptic tail node
and σC an elliptic tail automorphism of order n ≥ 2, such that ϕj = σC |Cj 6= id
and σC |C\Cj = id. Then P is a fixed point of σC and (C
ν
j , {P±i }, ϕj) is of one of
the following types.
(i) (Cνj , {P±i }) is rational with three marked points, say P+1 and P±2 . ϕj is
the unique automorphism fixing P+1 and interchanging P
+
2 and P
−
2 , otherwise all
three points would be fixed and ϕj would be the identity. Therefore n = ordϕj =
ordσC = 2.
(ii) (Cνj , {P±i }) is any elliptic curve with one marked point, say P+1 , and ϕj is
the elliptic involution with respect to P+1 , n = 2.
(iii) (Cνj , {P±i }) is an elliptic curve with j-invariant 1728 and one marked point,
say P+1 , there is an isomorphism C
ν
j
∼= C/Λ with Λ = Zi + Z such that ϕj is
one of the two order 4 automorphisms of C/Λ and P+1 is a fixed point of ϕj, in
particular n = 4.
(iv) (Cνj , {P±i }) is an elliptic curve with j-invariant 0 and one marked point, say
P+1 , there is an isomorphism C
ν
j
∼= C/Λ with Λ = Ze2pii/3 + Z such that ϕj is
one of the two order 3 automorphisms of C/Λ and P+1 is a fixed point of ϕj, in
particular n = 3.
(v) (Cνj , {P±i }) is an elliptic curve with j-invariant 0 and one marked point, say
P+1 , there is an isomorphism C
ν
j
∼= C/Λ with Λ = Ze2pii/3 + Z such that ϕj is
one of the two order 6 automorphisms of C/Λ and P+1 is a fixed point of ϕj, in
particular n = 6.
Theorem 4.2.3. Let C be a stable curve of genus g ≥ 4 and σC ∈ AutC an
automorphism. Let n be the order of the matrix M(σC), ζ any primitive nth root
of 1 and
M(σC) ∼
ζ
a1
. . .
ζa3g−3

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where 0 ≤ aj < n. Then either σC = idC or
1
n
3g−3∑
j=1
aj ≥ 1
or σC is an elliptic tail automorphism of order 2, 4, 3 or 6.
Proof. [HM82, Theorem 2]
Corollary 4.2.4. For g ≥ 4 M g \∆1 has canonical singularities.
Proposition 4.2.5. In the notation of the last proposition let σC be an elliptic
tail automorphism. Let t1 be the coordinate corresponding to the elliptic tail node
P1 and Cj the elliptic tail. If Cj is smooth, let t2 be the coordinate of Wt(Cj). If
Cj is a singular elliptic, tail let t2 be the coordinate corresponding to the node P2
of Cj. Then
M(σC) =

(
−1
1
I
)
n = 2(
±i
−1
I
)
n = 4(
%2
%4
I
)
or
(
%4
%2
I
)
n = 3(
%5
%4
I
)
or
(
%
%2
I
)
n = 6
where % = e2pii/6.
Proof. Consider the singular case, i.e. Cνj is rational with three marked points
P+1 , P
±
2 . Then P
+
1 is a fixed point of ϕj = σ
ν
C |Cνj , while P
±
2 are interchanged by
ϕj. t1 and t2 are the coordinates corresponding to the nodes P1 and P2. Since
dimWt(Cj) = 3 · 0 − 3 + 3 = 0 all other coordinates ti, i 6= 1, 2, correspond to
nodes or components where σC is the identity, i.e. ti 7→ ti. Let xy = 0 be a local
equation for C at P1 such that x is a coordinate on Cj. Since ϕj is multiplication
by −1 on Cνj one has x 7→ −x. Since σC is the identity on C \ Cj y 7→ y,
i.e. t1 = xy 7→ −xy = −t1. Now let xy = 0 be a local equation for C at P2 such
that x 7→ y, which is possible since P+2 and P−2 are interchanged. Since the order
of σC is two σC must map y 7→ x. Hence t2 = xy 7→ yx = t2 and
M(σC) =
(−1
1
I
)
.
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In the smooth case the dimension of Wt(Cj) is 3 · 1 − 3 + 1 = 1, since Cj is
a smooth elliptic tail. Denote by P+1 the preimage of P1 in the normalisation
Cνj . There is an isomorphism (C
ν
j , P
+
1 )
∼= (C/Λz0 , 0) where Λz0 = Zz0 + Z for a
suitable z0 in the upper half plane
H1 = {z ∈ C| Im z > 0}.
If n = 4 resp. n = 3, 6 one can choose z0 = i resp. z0 = %
2 with % = e2pii/6. H1 is
the local universal deformation space of (Cνj , P
+
1 ) and hence t2 is a coordinate of
the tangent space Tz0H1. The aim is to calculate the action of the automorphism
ϕj : C/Λz0 → C/Λz0 on Tz0H1. ϕj is induced by the analytic representation
A : C → C, w 7→ Aw, where
A =

−1 n = 2
±i n = 4
%2 or %4 n = 3
% or %5 n = 6
see for example [BL04]. The rational representation, i.e. the restriction of A to
the lattice Λz0 , is given (with respect to the Z-basis (z0, 1)) by the following
matrix R ∈ SL2(Z).
R =
(
a c
b d
)
=

(
−1 0
0 −1
)
A = −1
±
(
0 1
−1 0
)
A = ±i
±
(
0 1
−1 1
)
A = ±%
±
(
−1 1
−1 0
)
A = ±%2
For example if A = % then z0 = %
2 and since % is a primitive 6th root of 1,
i.e. %3 = −1, %2 + 1 = %,
%2
·%7−→ %3 = 0 · %2 + (−1) · 1
1
·%7−→ % = 1 · %2 + 1 · 1
and therefore R = ( 0 1−1 1 ).
Now let pi : X → H1 be the family of elliptic curves over H1, which is locally at
every point z ∈ H1 the local universal deformation of the fibre pi−1(z) = C/Λz,
i.e. X = C×H1/Z2, where an element (m,n) ∈ Z2 acts as (w, z) 7→ (w+mz+n, z)
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on (w, z) ∈ C ×H1 (see [BL04, Section 8.7.]). The automorphism ϕj of the fibre
pi−1(z0) = C/Λz0 has to be extended to X . The extension ϕj maps fibres to
fibres, hence for every z ∈ H1 there exists z′ =: ϕj(z) ∈ H1 such that
ϕj : pi
−1(z) = C/Λz
∼=−→ pi−1(z′) = C/Λz′ .
The analytic representation of this map is multiplication by A and hence the
rational representation is R, i.e.
Λz −→ Λz′
z 7−→ Az = az′ + b
1 7−→ A = cz′ + d
implying
z =
Az
A
=
az′ + b
cz′ + d
=: tR(z′).
This means that ϕj(z) = z
′ = tR−1(z) =
(
d −b
−c a
)
(z) = dz−b−cz+a , i.e. the induced
action on H1 is
ϕj : H1 −→ H1
z 7−→ tR−1(z) = dz − b−cz + a =: f(z).
In the different cases tR−1 is
tR−1 =

(
−1 0
0 −1
)
A = −1
±
(
0 1
−1 0
)
A = ±i
±
(
1 1
−1 0
)
A = ±%
±
(
0 1
−1 −1
)
A = ±%2
and
f(z) =

z A = −1
−1
z
A = ±i
− z+1
z
A = ±%
− 1
z+1
A = ±%2
The action on the tangent space Tz0H1 is then t2 7→ f ′(z0)t2 with
f ′(z0) =

f ′(z)|z=z0 = 1 A = −1(
1
z2
)
|z=i = −1 A = ±i(
1
z2
)
|z=%2 = %
2 A = ±%(
1
(z+1)2
)
|z=%2 = %
4 A = ±%2
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In order to calculate the action on t1 let xy = 0 be a local equation for C at P1,
such that x is a coordinate of the elliptic tail Cj at P1. Then t1 = xy. Since
σC |C\Cj = id the action on the coordinate of C \ Cj at P1 is trivial, i.e. y 7→ y.
On Cj the automorphism σC is given by multiplication with A, therefore x 7→ Ax
and t1 = xy 7→ Axy = At1, i.e.
t1 7→

−t1 A = −1
±it1 A = ±i
%t1 A = %
%2t1 A = %
2
%4t1 A = %
4
%5t1 A = %
5
This shows that the action of M(σC) on C2t1,t2 is
M(σC)|C2t1,t2 =

(
−1
1
)
A = −1(
±i
−1
)
A = ±i(
%
%2
)
A = %(
%2
%4
)
A = %2(
%4
%2
)
A = %4(
%5
%4
)
A = %5
All other coordinates ti, i 6= 1, 2, correspond to nodes resp. components where
σC is the identity, i.e. ti 7→ ti.
Corollary 4.2.6. Let g ≥ 4 and σC ∈ AutC an automorphism of a stable curve
of genus g. If M(σC) is a quasi reflection, then σC is an elliptic tail automorphism
of order 2.
Proof. A quasi reflection does not fulfil the Reid-Tai inequality, therefore by The-
orem 4.2.3 the non-trivial elliptic tail automorphisms are the only possibilities.
For these the last Proposition shows that the only quasi reflection is the reflection
induced by the elliptic tail automorphism of order 2.
Proposition 4.2.7. Let g ≥ 4 and [C] ∈ M g. Then [C] is a non-canonical
singularity iff C has an elliptic tail with j-invariant 0.
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Idea of proof. Fix a stable curve of genus g and consider M(AutC) ⊂ GL(C3g−3t ).
The subgroup generated by quasi reflections is
H(AutC) =
〈I −1
I
← i
∣∣∣∣∣∣ ti corresponds to the elliptic tail node Pi
〉
Proposition 4.1.7 gives an isomorphism C3g−3t /H(AutC) ∼= C3g−3u with new co-
ordinates t2i = ui if ti corresponds to an elliptic tail node Pi, say if i = 1, . . . , l,
and ti = ui else. Furthermore there is a group K = K(AutC) ⊂ GL(C3g−3u )
without quasi reflections such that C3g−3t /M(AutC) ∼= C3g−3u /K(AutC). The
matrix K(σC) is obtained from M(σC) in the following way. The automorphism
σC cannot map elliptic tail nodes to other nodes nor the other way around, i.e.
M(σC) =
ME1EσE1 ME2EσE2
MVEσV
 ,
where E1 ⊂ E(Γ(C)) is the set of elliptic tail nodes, E2 its complement and
V = V (Γ(C)) the set of irreducible components. Then
K(σC) =
M2E1EσE1 ME2EσE2
MVEσV
 =
KE1EσE1 KE2EσE2
KVEσV
 .
With this construction [C] ∈ M g is non-canonical iff there exists an automor-
phism σC ∈ AutC such that K(σC) 6= I and there exists an ordK(σC)th root ζ
of 1 such that the Reid-Tai sum of K(σC) with respect to ζ is smaller than 1.
In [HM82] Harris and Mumford analyse the action of an automorphism such that
M(σC) does not fulfil the Reid-Tai inequality. But they do not consider the
action of the group modulo quasireflections. In any case their analysis applies
nearly word for word to the matrix K(σC). The major change appears at the
end of the argument, where everything is already reduced to the study of elliptic
tail automorphisms. Their argument shows that if K(σC) does not fulfil the
Reid-Tai inequality (for some ζ) then σC is an elliptic tail automorphism. From
Proposition 4.2.5 it follows that in case ordσC = 2
K(σC) =
(
(−1)2
1
I
)
,
if ordσC = 4 then
K(σC) =
(
(±i)2 −1
I
)
,
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if the order of σC is 3
K(σC) =
(
(%2)2
%4
I
)
or K(σC) =
(
(%4)2
%2
I
)
and finally if the order is 6
K(σC) =
(
(%5)2
%4
I
)
or K(σC) =
(
(%)2
%2
I
)
.
In the first case K(σC) is just the identity, which by the way proves that the
general point of ∆1 is smooth. In the second case the Reid-Tai sum is
1
2
+ 1
2
= 1,
contradicting the assumption, that the Reid-Tai inequality is not fulfilled. In
the other cases the nonzero eigenvalues are %2, %2 or %4, %4, which gives a Reid-
Tai sum of 1
3
+ 1
3
with respect to the third root %2 of 1 resp. a Reid-Tai sum of
1
3
+ 1
3
with respect to the third root %4 of 1. This shows that if [C] ∈ M g is
non-canonical then it has an elliptic tail with j-invariant 0. The other direction,
i.e. “if C has an elliptic tail with j-invariant 0, then [C] is non-canonical” is clear,
since then in the group K(AutC) there is the matrix K(σC) of an elliptic tail
automorphism of order 3, which does not fulfil the Reid-Tai inequality. Since the
group K(AutC) does not contain quasi reflections the quotient by K(AutC) is
non-canonical.
Corollary 4.2.8. Let g ≥ 4. Then [C] ∈ M g is in the smooth locus M regg iff
AutC is generated by elliptic tail automorphisms of order 2.
4.3 Singularities of Sg
In this section the singularities of Sg will be analysed in case g ≥ 4. Fix a g ≥ 4
and a spin curve (X,L, b) of genus g.
4.3.1 Quasi reflections in M(Aut(X,L, b))
In order to be able to apply the Reid-Tai criterion, the group divided out by must
not contain quasi reflections. Unfortunately, in general the groupM(Aut(X,L, b))
contains many quasi reflections. Therefore Proposition 4.1.7 will be used. In
this section the subgroup H(Aut(X,L, b)) ⊂M(Aut(X,L, b)) generated by quasi
reflections and an isomorphism C3g−3τ /H(Aut(X,L, b))
∼=−→ C3g−3u will be deter-
mined. Afterwards the group K(Aut(X,L, b)) ⊂ GL(C3g−3u ) such that
C3g−3τ /M(Aut(X,L, b)) ∼= C3g−3u /K(Aut(X,L, b))
will be described.
64
CHAPTER 4. SINGULARITIES 4.3. SINGULARITIES OF Sg
Let β : X → C be the stable model of the fixed spin curve (X,L, b), (σ, γ) ∈
Aut(X,L, b) an automorphism and σC the induced automorphism on C.
Proposition 4.3.1. If M(σ, γ) ∈ M(Aut(X,L, b)) is a quasi reflection then
either (σ, γ) is an inessential automorphism or σC is an elliptic tail automorphism
of order 2.
Proof. Let M(σ, γ) be a quasi reflection, i.e.
M(σ, γ) ∼
(
ξ
I
)
with ξ 6= 1. Choose an ordering of the coordinates τ1, . . . , τ3g−3 as in Re-
mark 3.2.23, i.e. such that
M(σ, γ) =
M1Epi1 . . .
MlEpil

where the pii are cyclic permutations of either exceptional nodes, non-exceptional
nodes or irreducible components of C. Since M(σ, γ) is a quasi reflection there
exists exactly one block MiEpii 6= I, which has to diagonalise as
MiEpii ∼
(
ξ
I
)
.
Suppose this block corresponds to coordinates of some Wτ (Cj)’s, i.e. pii is a cy-
cle of the permutation σV of irreducible components V = V (Γ(C)). Since all
other blocks are identity matrices (especially those corresponding to the excep-
tional nodes), Proposition 3.2.22 yields M(σC) = M(σ, γ), but then M(σC) is
also a quasi reflection. This contradicts Corollary 4.2.6, which implies that all
quasi reflections in M(AutC) fix all the subspaces Wt(Cj) = Wτ (Cj). Hence the
block MiEpii corresponds to coordinates of some Wτ (P )’s, i.e. pii is a cycle of the
permutation σN or σ∆, say
MiEpii =
α1 . . .
αm


0 1
...
. . .
0 1
1 0 · · · 0

where m = ord pii and αj ∈ C∗. It is an easy exercise that the characteristic
polynomial of MiEpii is
χ(λ) = λm −
m∏
j=1
αj.
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But that means that this block has as eigenvalues the m different mth roots of∏
αj, being a quasi reflection at the same time implies that either m = 1 and
MiEpii = (ξ) or m = 2,
∏
αj = α1α2 = 1 and
MiEpii =
(
0 α1
1
α1
0
)
∼
(−1 0
0 1
)
.
Suppose the block is a 2×2-matrix on coordinates τ1 and τ2 such that τi = ti, then
again M(σC) = M(σ, γ) giving a contradiction to Corollary 4.2.6, since all the
quasi reflections in M(AutC) are already diagonalised in the chosen coordinates.
If the coordinates satisfy τ 2i = ti, the matrix M(σC) has exactly one non-trivial
block which is
M2i Epii =
(
0 α21
1
α21
0
)
∼
(−1 0
0 1
)
.
So this case is also impossible.
Hence the block must be a 1 × 1-matrix, say on the coordinate τ1. τ1 = t1
would imply that M(σC) = M(σ, γ) and since this is a quasi reflection t1 is the
coordinate corresponding to the node P connecting an elliptic tail to the rest of
the curve. Such a node must be exceptional because of degree reasons, if not the
set ∆ of non-exceptional nodes would not be even. But for an exceptional node
τ 21 = t1, hence τ1 = t1 is not possible. Therefore τ
2
1 = t1
M(σ, γ) =
(
ξ
I
)
and M(σC) =
(
ξ2
I
)
.
Proposition 4.2.5 implies that either ξ2 = 1 or ξ2 = −1. In the first case σC is the
identity hence (σ, γ) inessential, in the second it is an elliptic tail automorphism
of order 2.
Remark 4.3.2. From the description of the action of inessential automorphisms
in Remark 3.2.24 it follows that an inessential automorphism (σ, γ) induces a
quasi reflection
M(σ, γ) =
(−1
I
)
in the coordinate τ1 iff t1 corresponds to a disconnecting node P , i.e. the norma-
lisation of C at P has two connected components, and γ is multiplication by 1
over one of the components and by −1 on the other component.
Moreover, if (σ, γ) is an automorphism such that σC is an elliptic tail automor-
phism of order 2, then
M(σ, γ) =
(±i
I
)
where τ1 is the coordinate corresponding to the exceptional component connecting
the elliptic tail on which σ acts non-trivially to the rest of the curve.
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Corollary 4.3.3. The subgroup H = H(Aut(X,L, b)) ⊂M(Aut(X,L, b)) gener-
ated by the quasi reflections M(σ, γ) ∈M(Aut(X,L, b)) is
H =
〈I ξj
I
∣∣∣∣∣∣ j = 1, . . . , 3g − 3
〉
where ξj is the (j, j)th entry of the matrix and ξj = i if τj corresponds to an
elliptic tail node Pj, ξj = −1 if τj corresponds to a disconnecting node, which is
not an elliptic tail node and ξj = 1 in all other cases, i.e. if τj corresponds to a
non-disconnecting node or to some component Cj.
Remark 4.3.4. The set of nodes singC of the stable model C of the fixed spin
curve (X,L, b) decomposes into the following four disjoint sets.
T = T (X,L, b) =
{
P ∈ singC ∣∣P is an elliptic tail node}
D = D(X,L, b) =
{
P ∈ singC
∣∣∣∣P is disconnecting butnot an elliptic tail node
}
N = N(X,L, b) =
{
P ∈ singC
∣∣∣∣P is exceptional for (X,L, b)but not disconnecting
}
∆ = ∆(X,L, b) =
{
P ∈ singC ∣∣P is non-exceptional for (X,L, b)}
The union T ∪D is the set of all disconnecting nodes, since every elliptic tail node
is necessarily disconnecting. The union T∪D∪N is the setN of exceptional nodes,
since a disconnecting node is necessarily exceptional for (X,L, b), otherwise the
set singC \N of non-exceptional nodes would not be even. Every automorphism
σC of the stable curve C fixes the set T of elliptic tail nodes and the set D. And
if σC is induced by an automorphism (σ, γ) it also fixes the sets N and ∆.
Therefore the coordinates τ1, . . . , τ3g−3 can be ordered such that the first #T
coordinates correspond to elliptic tail nodes, the next #D to the remaining dis-
connecting nodes, the next #N to the remaining exceptional nodes, the next #∆
to the non-exceptional nodes and the remaining 3g−3−# singC coordinates cor-
respond to the irreducible components V = V (Γ(C)) of C. In these coordinates
every M(σ, γ) ∈M(Aut(X,L, b)) has the following form
M(σ, γ) =

MTEσT
MDEσD
MNEσN
M∆Eσ∆
MVEσV

where MV is block diagonal, EσV is the generalized permutation matrix given by
the permutation σV of the components and any other σ? is the permutation of
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the set ? ∈ {T,D,N,∆} given by σC , while M? is a diagonal matrix. In these
coordinates H(Aut(X,L, b)) is the set of diagonal matrices
DT
DD
I
I
I

where ordDT divides 4 and ordDD divides 2.
Fix an ordering of the coordinates as in the above remark, then
ϕ : C3g−3τ /H(Aut(X,L, b)) −→ C3g−3u
[(τ1, . . . , τ3g−3)] 7−→
(
τ ε11 , . . . , τ
ε3g−3
3g−3
)
where εj = ord ξj ∈ {1, 2, 4} is an isomorphism. The quotient map C3g−3τ → C3g−3u
is given by ui = τ
4
i if i = 1, . . . ,#T , i.e. τi corresponds to an elliptic tail node,
ui = τ
2
i if i = #T + 1, . . . ,#T + #D, i.e. τi corresponds to a disconnecting node,
which is not an elliptic tail node and ui = τi otherwise.
Notation 4.3.5. Denote by Wu(P ) ⊂ C3g−3u the image of Wτ (P ) ⊂ C3g−3τ
corresponding to the node P ∈ singC and by Wu(Cj) ⊂ C3g−3u the image of
Wτ (Cj) ⊂ C3g−3τ corresponding to an irreducible component Cj of C under the
quotient map C3g−3τ → C3g−3u .
Definition 4.3.6. Let (σ, γ) be an automorphism of (X,L, b) with matrix
M(σ, γ) =

MTEσT
MDEσD
MNEσN
M∆Eσ∆
MVEσV

then K(σ, γ) ∈ GL(C3g−3u ) is defined as
K(σ, γ) =

M4TEσT
M2DEσD
MNEσN
M∆Eσ∆
MVEσV

Define KT = M
4
T , KD = M
2
D and K? = M? for ? ∈ {N,∆, V }.
A straightforward calculation shows that the mapM(Aut(X,L, b))→ GL(C3g−3u ),
M(σ, γ) 7→ K(σ, γ) is a homomorphism, hence K(Aut(X,L, b)) ⊂ GL(C3g−3u ) is
a finite subgroup. The homomorphism ψ : M(Aut(X,L, b)) → K(Aut(X,L, b))
induces an isomorphism between the quotient M(Aut(X,L, b))/H(Aut(X,L, b))
and K(Aut(X,L, b)), since by construction H(Aut(X,L, b)) is the kernel of ψ.
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Proposition 4.3.7. K(Aut(X,L, b)) contains no quasi reflections and
C3g−3τ /M(Aut(X,L, b)) −→ C3g−3u /K(Aut(X,L, b))
[(τ1, . . . , τ3g−3)] 7−→
[(
τ ε11 , . . . , τ
ε3g−3
3g−3
)]
is an isomorphism.
Proof. The action of M(Aut(X,L, b)) on C3g−3τ and that of K(Aut(X,L, b)) on
C3g−3u are compatible by construction. Therefore the maps ϕ : C3g−3τ → C3g−3u
and ψ : M(Aut(X,L, b))→ K(Aut(X,L, b)) induce an isomorphism
C3g−3τ /M(Aut(X,L, b))
∼=−→ C3g−3u /K(Aut(X,L, b))
and K(Aut(X,L, b)) contains no quasi reflections (see Remark 4.1.8).
Remark 4.3.8. For an automorphism (σ, γ) ∈ Aut(X,L, b) the important ma-
trices are the following.
M(σ, γ) =

MTEσT
MDEσD
MNEσN
M∆Eσ∆
MVEσV

K(σ, γ) =

M4TEσT
M2DEσD
MNEσN
M∆Eσ∆
MVEσV

M(σC) =

M2TEσT
M2DEσD
M2
N
EσN
M∆Eσ∆
MVEσV

Hence knowing M(σC) gives everything of K(σ, γ) but the middle block, which
depends on choosing square roots of the diagonal elements of the diagonal matrix
of M(σC) in the third block. Which roots are to take depends on the isomorphism
γ.
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4.3.2 Singularities of Sg
Theorem 4.3.9. Let (X,L, b) be a spin curve of genus g ≥ 4 with stable model
β : X → C and normalisation ν : Xν → X. Then [(X,L, b)] ∈ Sg is a non-
canonical singularity iff C has an elliptic tail Cj with j-invariant 0 and L is
trivial on Cj, i.e. ν
∗L|Cνj = OCνj .
Remark 4.3.10. That Sg at such a point has a non-canonical singularity follows
easily from what has already been said. Let (X,L, b) be a spin curve of genus
g ≥ 4 such that the stable model C has an elliptic tail Cj with j-invariant 0 over
which L is trivial. Let σC be an automorphism which is the identity on C \ Cj
and has order 6 on Cj. Proposition 4.2.5 then says, that there exists a primitive
sixth root ζ6 of 1 such that
M(σC) =
ζ6 I
ζ26

where the first entry corresponds to the elliptic tail node and the last to the
elliptic tail itself.
All automorphisms of the elliptic curve Cνj lift to the trivial theta characteristic
OCνj . In order to give a specific lift of σC choose γ|Cj : (σC |Cj)∗OCj → OCj (for
example the canonical map given as the inverse of the pull back of functions via
σC |Cj) and let γ|X\Cj : id
∗
X\Cj L|X\Cj → L|X\Cj be the identity. These give an iso-
morphism γ˜ : σ˜∗L˜→ L˜ and there exists a unique extension (σ, γ) ∈ Aut(X,L, b).
The last remark then yields
K(σ, γ) =

ζ26 1 . . .
1
1 . . .
1
±1 . . .
±1
1 . . .
1
1 . . .
1
ζ26

Since (σ, γ) is the identity away from the elliptic tail and the incident exceptional
component, this automorphism deforms to every nearby spin curve in which the
elliptic tail, the theta characteristic over it and the elliptic tail node are unaltered,
i.e. to every spin curve over the locus τ1 = 0 = τ3g−3. Therefore all the ±1’s in
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K(σ, γ) are in fact 1’s and the order of K(σ, γ) is three. The Reid-Tai sum of
this matrix with respect to the primitive third root ζ26 of 1 is only
2
3
. Since
K(Aut(X,L, b)) contains no quasi reflections but a non-trivial element which
does not fulfil the Reid-Tai inequality, the quotient C3g−3u /K(Aut(X,L, b)) has a
non-canonical singularity at 0. Therefore [(X,L, b)] ∈ Sg is non-canonical. This
shows that Theorem 4.3.9 is the best one can hope for.
An analogous calculation for an automorphism σC which has order three on the
elliptic tail and is the identity on the complement yields
M(σC) =
ζ23 I
ζ3

for an appropriate primitive third root ζ3 of 1. There exists (σ, γ) ∈ Aut(X,L, b)
lifting σC with
K(σ, γ) =
ζ3 I
ζ3

which has only Reid-Tai sum 2
3
.
The proof of the “only if” part of Theorem 4.3.9 will be given in the remainder of
this section. Let (X,L, b) be a spin curve of genus g ≥ 4 such that [(X,L, b)] ∈ Sg
is a non-canonical singularity. Since Sg is locally at [(X,L, b)] isomorphic to
C3g−3u /K(Aut(X,L, b)) and K(Aut(X,L, b)) contains no quasi reflections, the
Reid-Tai criterion yields the existence of an element K ∈ K(Aut(X,L, b)), K 6= I
and a primitive ordKth root ζ of 1 such that the Reid-Tai sum of K with respect
to ζ is smaller than 1 (and of course bigger than 0).
Let (σ, γ) ∈ Aut(X,L, b) be an automorphism such that K(σ, γ) = K and denote
by n the order of K(σ, γ). For the above mentioned primitive nth root ζ of 1
write
K(σ, γ) ∼
ζ
a1
. . .
ζa3g−3

where 0 ≤ ai < n. Then by the assumption that K(σ, γ) is “responsible” for the
non-canonicity of Sg at [(X,L, b)] the Reid-Tai sum of K(σ, γ) with respect to ζ
satisfies
0 <
1
n
3g−3∑
j=1
aj < 1.
The idea of the proof is to fix such a pair ((X,L, b), (σ, γ)) and analyse which
properties of the spin curve are necessary for the existence of such an automor-
phism. In the first step the action of the induced automorphism σC on the set
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of nodes of the stable model C of X will be investigated. In particular it will be
proved in Corollary 4.3.14 that one may assume that the pair ((X,L, b), (σ, γ))
is singularity reduced (see Definition 4.3.13). Here the basic idea is that under
certain conditions it is possible to deform the spin curve (X,L, b) to a nearby
curve (X,L, b)′ in such a way that the point [(X,L, b)′] ∈ Sg is a “more general”
point in the locus of non-canonical singularities near [(X,L, b)], in particular
(σ, γ) deforms to an automorphism (σ, γ)′ of the nearby curve and K(σ, γ) and
K(σ, γ)′ have the same eigenvalues. Another important property of the defor-
mation is that the spin curve (X,L, b)′ has an elliptic tail with j-invariant 0 and
trivial theta characteristic on the tail if and only if (X,L, b) has an elliptic tail
with these properties. Afterwards it will be proved in several steps, that if the
fixed pair ((X,L, b), (σ, γ)) is singularity reduced then (X,L, b) has an elliptic tail
with j-invariant 0 and trivial theta characteristic on the tail. Since this property
is preserved in the reduction step to a singularity reduced pair this proves the
theorem.
Order the coordinates τi of the local universal deformation space C3g−3τ (and the
ti and ui accordingly) in such a way that the three matrices K(σ, γ), M(σ, γ)
and M(σC) have the form described in Remark 4.3.8, i.e. the first coordinates
correspond to elliptic tail nodes T = T (X,L, b), the next to disconnecting nodes
D = D(X,L, b), which are not elliptic tail nodes, the next to non-disconnecting
exceptional nodes N = N(X,L, b), the next to non-exceptional nodes ∆ and the
remaining ones correspond to the irreducible components V = V (Γ(C)) of C, the
stable model of X. Refine this ordering according to Remark 3.2.23, i.e. such
that
M(σ, γ) =
M1Epi1 . . .
MlEpil

where the pii are cycles, Epii the appropriate (generalized) permutation matrices
and Mi (block-)diagonal matrices. Set εi = 4 if pii is a cycle of the permutation σT
of elliptic tail nodes, εi = 2 if pii is a cycle of the permutation σD of disconnecting
(not elliptic tail) nodes and in all other cases set εi = 1. Then
K(σ, γ) =
K1Epi1 . . .
KlEpil
 =
M
ε1
1 Epi1
. . .
M εll Epil

Remark 4.3.11. The spin curve (X,L, b) cannot be smooth. Since if it were,
all three matrices M(σ, γ), K(σ, γ) and M(σC) were equal and C3g−3t = C3g−3τ =
C3g−3u . Since, as a special case of Theorem 4.2.3, every automorphism of a smooth
curve of genus g ≥ 4 is either the identity or fulfils the Reid-Tai inequality (see
also the Proposition on page 28 of [HM82]), this gives a contradiction. Hence
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Sg has only canonical singularities and the spin curve (X,L, b) leading to a non-
canonical singularity is not smooth.
As a first step some of the singularities of the curve can be smoothed in such a
way, that the automorphism deforms to the new curve.
Proposition 4.3.12. Let MEpi be a block of M(σ, γ) that corresponds to nodes
P1, . . . , Pm, where m is the order of the cycle pi, i.e.
MEpi =
α1 . . .
αm


0 1
...
. . .
0 1
1 0 · · · 0
 .
Suppose that detM = 1 then there exists a deformation (X,L, b)′ of (X,L, b) in
which the singularities P1, . . . , Pm disappear such that the automorphism (σ, γ) ∈
Aut(X,L, b) deforms to an automorphism (σ, γ)′ ∈ Aut(X,L, b)′. More formally
this means that there exists a one-dimensional subspace of C3g−3τ , which is fixed
pointwise by M(σ, γ), (X,L, b)′ is the fibre of the local universal family over a
non-zero point in this subspace and the singularities P1, . . . , Pm are smoothed,
i.e. τi 6= 0 for i = 1, . . . ,m at this point.
Proof. Set B := MEpi. 1 = detM =
∏m
i=1 αi implies
Bm =
m∏
i=1
αi · I = I.
The fact that the block B corresponds to the nodes P1, . . . , Pm means that B =
M(σ, γ)|W where
W =
m⊕
i=1
Wτ (Pi) ⊂ C3g−3τ .
Fix a non-zero w0 ∈ Wτ (P1) ⊂ W and consider
w =
m−1∑
i=0
Biw0,
since B(W ) = W this is an element of W and it satisfies
Bw =
m−1∑
i=0
Bi+1w0 = B
mw0 +
m−1∑
i=1
Biw0 = w.
Considering w as an element in C3g−3τ it is a fixed point of M(σ, γ), hence Cw is
fixed pointwise. Let (X,L, b)′ be a nearby spin curve over Cw \ {0}. Then the
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automorphism (σ, γ) deforms to (σ, γ)′ ∈ Aut(X,L, b)′. Since w0 6= 0 the term
of w in every summand Wτ (Pi), i = 1, . . . ,m, is non-zero, hence these nodes are
smoothed in the direction w.
Definition 4.3.13. A pair ((X,L, b), (σ, γ)), (σ, γ) ∈ Aut(X,L, b), is singularity
reduced if for every block MiEpii corresponding to non-disconnecting nodes, i.e. pii
is a cycle of σN or σ∆, detM 6= 1.
Corollary 4.3.14. Without loss of generality one may assume that the fixed pair
((X,L, b), (σ, γ)) is singularity reduced, i.e. there exists a nearby curve (X,L, b)′
such that the automorphism (σ, γ) deforms to (σ, γ)′ ∈ Aut(X,L, b)′, the pair
((X,L, b)′, (σ, γ)′) is singularity reduced, the matrices K(σ, γ) and K(σ, γ)′ have
the same eigenvalues and (X,L, b) has an elliptic tail with j-invariant 0 and
trivial theta characteristic on the tail iff (X,L, b)′ has such an elliptic tail.
Proof. Suppose there is a block MiEpii corresponding to non-disconnecting nodes
in M(σ, γ) with detM = 1. Then the spin curve-automorphism pair can be de-
formed as in the above proposition. Since the eigenvalues of the matrix M(σ, γ)
vary continuously under this deformation and are roots of 1 they must be con-
stant. Hence M(σ, γ) and M(σ, γ)′ have the same eigenvalues.
For the eigenvalues of K(σ, γ) and K(σ, γ)′ this implies the following. The con-
dition that the nodes are non-disconnecting translates into εi = 1, i.e. KiEpii =
MiEpii . The smoothing of (some of) the non-disconnecting nodes in the defor-
mation does not change the combinatorics of the elliptic tail nodes and discon-
necting nodes, hence the subgroups H = H(Aut(X,L, b)) ⊂ M(Aut(X,L, b))
and H ′ = H(Aut(X,L, b)′) ⊂ M(Aut(X,L, b)′) generated by quasi reflections
coincide.
Consider the indicated three blocks of K(σ, γ) corresponding to the three cases
where εi is 4, 2 or 1
K(σ, γ) =

KT,1EσT,1 . . .
KD,1EσD,1 . . .
KN,1EσN,1 . . .
K∆,1Eσ∆,1 . . .
KV,1EσV,1 . . .

Then M(σ, γ) has the same block form. Deforming the automorphism to the spin
curve (X,L, b)′ smoothes only non-disconnecting nodes, i.e. it affects only the
third block of M(σ, γ). Therefore the first two blocks of M(σ, γ) and M(σ, γ)′
are the same implying together with H = H ′ that also the first two blocks of
K(σ, γ) and K(σ, γ)′ are equal. The third blocks of M(σ, γ) and M(σ, γ)′ might
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be different but in any case they have the same eigenvalues. Since the third block
corresponds to the case εi = 1 the third block of K(σ, γ) resp. K(σ, γ)
′ is the
same as the third of M(σ, γ) resp. M(σ, γ)′.
This proves that K(σ, γ) and K(σ, γ)′ have the same eigenvalues. Moreover,
the nearby spin curve (X,L, b)′ has an elliptic tail with j-invariant 0 with trivial
theta characteristic on the tail if and only if (X,L, b) has such an elliptic tail, since
only non-disconnecting nodes are smoothed, in particular the elliptic tail node is
disconnecting hence preserved and the elliptic tail is also preserved. Therefore
one may replace (X,L, b) and (σ, γ) by (X,L, b)′ and (σ, γ)′. The latter are
singularity reduced.
From now on the fixed pair ((X,L, b), (σ, γ)), such that [(X,L, b)] ∈ Sg is a
non-canonical singularity and K(σ, γ) does not fulfil the Reid-Tai inequaltity, is
assumed to be singularity reduced.
Proposition 4.3.15. The induced automorphism σC on the stable model C either
fixes every node but two which are interchanged or fixes every node.
Proof. Let P1, . . . , Pm be nodes which are interchanged cyclicly by σC and B :=
KEpi the corresponding block of K(σ, γ), i.e. W = Wu(P1) ⊕ · · · ⊕Wu(Pm) and
B = K(σ, γ)|W . Since m = ordEpi this number divides the order n = ordK(σ, γ)
=⇒ (KEpi)m = detK · I
=⇒ I = (KEpi)n = ((KEpi)m)
n
m = (detK)
n
m · I
=⇒ 1 = (detK) nm
Remember that ζ is a primitive nth root of 1 such that K(σ, γ) does not fulfil the
Reid-Tai inequality with respect to this root. There exists an integer 0 ≤ l < n
m
such that
detK = ζ lm.
But the characteristic polynomial of B is χ(λ) = λm − detK = λm − ζ lm. Hence
the eigenvalues of B are ζ l+j
n
m for j = 0, . . . ,m − 1 and the corresponding part
of the Reid-Tai sum is
1
n
m−1∑
j=0
(
l + j
n
m
)
=
ml
n
+
m− 1
2
.
This information gives the inequality
1 >
1
n
3g−3∑
j=1
aj ≥ ml
n
+
m− 1
2
≥ m− 1
2
,
hence m is 1 or 2 and σC can only interchange pairs of nodes or fix nodes.
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Suppose that σC interchanges two pairs of nodes, say P1 7→ P2 7→ P1 and P3 7→
P4 7→ P3. Then every pair contributes 12 to the Reid-Tai sum, hence
1 >
1
n
3g−3∑
j=1
aj ≥ 2− 1
2︸ ︷︷ ︸
Wu(P1)⊕Wu(P2)
+
2− 1
2︸ ︷︷ ︸
Wu(P3)⊕Wu(P4)
≥ 1
but this is false, therefore there can be at most one pair of nodes which are
interchanged, all other nodes are fixed by σC .
For the block structure of the matrices M(σC), M(σ, γ) and K(σ, γ) this propo-
sition implies that the submatrix made out of the four blocks corresponding to
nodes, i.e. to T , D, N and ∆, is either a diagonal matrix, in case all nodes are
fixed by σC , or there is one 2 × 2-block for the interchanged pair of nodes and
the remainder is a diagonal matrix. In the next step the fifth block, i.e. the one
corresponding to irreducible components of C or equivalently non-exceptional
components of X, shall be investigated.
Proposition 4.3.16. Every non-exceptional component Cj of X is fixed by σ,
i.e. σ(Cj) = Cj.
Proof. Let Cj, σ(Cj), . . . , σ
m−1(Cj) be different non-exceptional components and
σm(Cj) = Cj. Assume that Cj is not fixed, i.e. m ≥ 2. Then
W =
m−1⊕
i=0
Wu(σ
i(Cj)) =
m−1⊕
i=0
Wτ (σ
i(Cj)) =
m−1⊕
i=0
Wt(σ
i(Cj))
corresponds to deformations of the pointed normalisations of the components
σi(Cj) and B := K(σ, γ)|W = KEpi where Epi a generalized permutation matrix,
i.e.
Epi =

0 I
...
. . .
0 I
I 0 · · · 0

where I is the identity matrix of size d × d, d = dimWt(Cj) and K is block
diagonal, i.e. K1 . . .
Km
 .
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for d× d-matrices Ki. Then m is the number of blocks in one row, hence m|n =
ordK(σ, γ). Because of
Bm =

∏m
i=1Ki
. . . ∏m
i=1Ki

Bm restricts to the endomorphism
∏m
i=1Ki of Wu(Cj) and since n is the order of
K(σ, γ) (
Bm|Wu(Cj)
) n
m
= I.
Therefore the eigenvalues of Bm|Wu(Cj) are
n
m
th roots of 1, say
ζ l1m, . . . , ζ ldm
where 0 ≤ li < nm with eigenvectors w1, . . . , wd ∈ Wu(Cj) ⊂ W , i.e. Bmwi =
ζ limwi. Define
wi(µ) =
m−1∑
k=0
ζ−k(li+µ
n
m)Bkwi
for i = 1, . . . , d and µ = 0, . . . ,m− 1. Then B maps wi(µ) as follows
Bwi(µ) =
m−1∑
k=0
ζ−k(li+µ
n
m)Bk+1wi
= ζ−(m−1)(li+µ
n
m)Bmwi +
m−1∑
k=1
ζ−(k−1)(li+µ
n
m)Bkwi
= ζ li+µ
n
m
(
ζ−m(li+µ
n
m) · ζ limwi +
m−1∑
k=1
ζ−k(li+µ
n
m)Bkwi
)
= ζ li+µ
n
mwi(µ).
Therefore the eigenvalues of B are ζ li+µ
n
m for i = 1, . . . , d, µ = 0, . . . ,m− 1.
=⇒ 1 > 1
n
3g−3∑
j=1
aj ≥ 1
n
d∑
i=1
m−1∑
µ=0
(
li + µ
n
m
)
=
d(m− 1)
2
+
m
n
d∑
i=1
li ≥ d(m− 1)
2
.
This shows that either d = 0 and m ≥ 2 is arbitrary or d = 1 and m = 2. Since
every non-exceptional component is stable d = 3g(Cνj ) − 3 + #(marked points)
and if d = 0 the normalisation Cνj is rational with exactly 3 marked points, if
d = 1 either Cνj is rational with exactly 4 marked points or C
ν
j is a smooth elliptic
curve with exactly 1 marked point.
There are six possibilities for Cj ⊂ C:
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(i) Cνj elliptic, 1 marked point, Cj is a smooth elliptic tail
P1
P+1
P−1
Cνj elliptic
Cj
......................................................
.νC
and d = 1, m = 2.
(ii) Cνj rational, 4 marked points mapping to 2 irreducible nodes
P1 P2
P+1 P
−
1 P
+
2 P
−
2
rational Cνj
Cj
......................................................
.νC
and d = 1, m = 2.
(iii) Cνj rational, 4 marked points mapping to 1 irreducible node and 2 non-
irreducible nodes
P1 P2
P3
P+1 P
+
2 P
+
3 P
−
3P−1 P
−
2
Cνj rational
Cj
..................................................
.νC
and d = 1, m = 2.
(iv) Cνj rational, 4 marked points mapping to 4 non-irreducible nodes
P1 P2 P3 P4
P+1 P
+
2 P
+
3 P
+
4P−4P
−
3P
−
2P
−
1
Cνj rational
Cj
...............................................
.νC
and d = 1, m = 2.
(v) Cνj rational, 3 marked points mapping to 1 irreducible and 1 disconnecting
node, i.e. Cj is a singular elliptic tail
P1
P2
P+1 P
+
2 P
−
2P
−
1
Cνj rational
Cj
......................................................
.νC
and d = 0, m ≥ 2.
(vi) Cνj rational, 3 marked points mapping to 3 non-irreducible nodes
P1 P2 P3
P+1 P
+
2 P
+
3P−3P
−
2P
−
1
Cνj rational
Cj
............................................................
.νC
and d = 0, m ≥ 2.
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The case (ii) is not possible because then 2 = g ≥ 4. Consider the remaining cases
with d = 1, i.e. (i), (iii) and (iv). Proposition 4.3.15 shows that at most one pair
of nodes may be interchanged. Suppose that this is the case, i.e. P1 7→ P2 7→ P1.
Then K(σ, γ)|Wu(P1)⊕Wu(P2) contributes at least
1
2
to the Reid-Tai sum. But then
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2︸︷︷︸
⊕Wu(Pi)
+
1
2︸︷︷︸
W
,
giving a contradiction. Hence every node must be fixed by σC . In case (i) the
elliptic tail node P must be fixed, then σC(Cj) is the second component through
P and C has genus 2 = g ≥ 4
PP
+ P−
= σνC(P
+)
elliptic Cνj σ
ν
C(C
ν
j ) elliptic Cj σC(Cj)
............................................................
.νC
In case (iii) the irreducible node is fixed but the component on which it lies is
moved. This is not possible. In case (iv) m = 2 hence the four non-irreducible
nodes can only be fixed if σC(Cj) is the second component through each of the
four. Then C has only these two rational components and hence genus 3.
P1 P2 P3 P4
P+1
P−1
P+2
P−2
P+3
P−3
P+4
P−4
rational Cνj
rational σνC(C
ν
j )
Cj
σC(Cj)
...............................................
.νC
This excludes the case d = 1. In case (v) denote the irreducible node on Cj by
P1, since σC(Cj) 6= Cj the node P1 must move, i.e. σC(P1) = P2 6= P1. But
then Proposition 4.3.15 shows that P1 7→ P2 7→ P1 and all other nodes are fixed.
Denoting by P3 the disconnecting node on Cj P3 must be fixed, hence σC(Cj) is
the second component through P3. But then C has genus 2.
a a P1 P3 P2
P+1 P
−
1 P
+
3
P−3P
+
2 P
−
2
rational Cνj
rational σνC(C
ν
j )
Cj σC(Cj)
...............................................
.νC
Hence only the last case remains. Since there are three nodes P1, P2 and P3 on
Cj Proposition 4.3.15 implies that at least one of these must be fixed. If all are
fixed σC(Cj) is the second component through all of them, hence C has genus 2.
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P1 P2 P3
P+1 P
+
2 P
+
3
P−3P
−
1 P
−
2
rational Cνj
rational σνC(C
ν
j )
Cj
σC(Cj)
...............................................
.νC
Now assume exactly one, say P1, is fixed, then the other two must be inter-
changed, i.e. P2 7→ P3 7→ P2. Then σC(Cj) must be the second component
through all three nodes. Again C has only genus 2.
P1 P2 P3
P+1 P
+
2 P
+
3
P−3P
−
1 P
−
2
rational Cνj
rational σνC(C
ν
j )
Cj
σC(Cj)
.........................................
.νC
Hence exactly two of the nodes on Cj, say P1 and P2, are fixed and P3 7→ P4 7→ P3
where P3 6= P4 ∈ σC(Cj). Since P1 and P2 are fixed σC(Cj) must be the second
component through these nodes.
P1 P2
P3
P4
P+1 P
+
2 P
+
3
P+4P
−
1 P
−
2
P−3
P−4
Cν
j′
σνC(C
ν
j′ )
rational Cνj
rational σνC(C
ν
j )
Cj
σC(Cj)
Cj′
σC(Cj′ )
......................................................
.νC
But P3 is not fixed hence the branches at P3 are Cj and Cj′ 6= Cj, σC(Cj), then
the branches at P4 = σC(P3) are σC(Cj) and σC(Cj′) 6= Cj, σC(Cj). Now either
the component Cj′ is fixed, i.e. σC(Cj′) = Cj′ or it is not fixed.
In the last case Cj′ and σC(Cj′) must also be as in (vi), i.e the normalisations are
rational with three marked points mapping to three non-irreducible nodes. One
on Cj′ is P3 and one on σC(Cj′) is P4. But the remaining nodes must be fixed,
hence there are only two additional nodes where the branches at each are Cj′ and
σC(Cj′). The curve has only genus 3.
P1 P2
P3
P4
P5 P6
P+1 P
+
2 P
+
3
P+4P
−
1 P
−
2
P−3
P−4
P+5
P−5
P+6
P−6
Cν
j′ rat.
σνC(C
ν
j′ ) rat.
rat. Cνj
rat. σνC(C
ν
j )
Cj
σC(Cj)
Cj′
σC(Cj′ )
.............................................
.νC
Hence the component Cj′ must be fixed and it is the second branch through P3 and
P4. Consider the restriction ϕ = σC |Cj∪σC(Cj), then ϕ
2 fixes the two components
and all the nodes, hence all the marked points in the pointed normalisations.
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P+1 P
+
2 P
+
3
P−3
P−1 P
−
2 P
+
4 P−4
rat. Cνj
rat. σνC(C
ν
j )
Cν
j′
P1 P2
P3
P4
Cj
σC(Cj) Cj′
.......................................
...
νC
.......................................
...
νC
The left hand side shows the action of the automorphisms σνC resp. σC and the
right hand side the squares of these automorphisms, where a blue dot stands for
a fixed node, whose branches are also fixed by the automorphism under consid-
eration, or its preimages, which are fixed points.
Since there are 3 marked points on the normalisations of each of the two rational
components, ϕ2 induces the identity on the pointed normalisations, hence ϕ2 is
the identity. Let x and y be local coordinates of C at the node P1. Then σC must
interchange the coordinates but its square fixes them. Hence the coordinates are
interchanged, i.e. x 7→ y 7→ x. Let t1 be the coordinate corresponding to P1, then
xy = t1 is the deformation of the node and t1 = xy 7→ yx = t1. For the action in
the u-coordinates this means the following. Since P1 is not a disconnecting node
u1 = τ1, where either τ
2
1 = t1, in case P1 is exceptional, or τ1 = t1 else. In the last
case M(σ, γ) has a 1 × 1-block MEpi = (1) but this is impossible since (σ, γ) is
singularity reduced. Hence P1 must be an exceptional node and τ1 7→ ±τ1. Again
τ1 7→ τ1 is not possible since (σ, γ) is singularity reduced. Hence τ1 7→ −τ1 = ζ n2 τ1
giving a contradiction
1 >
1
n
3g−3∑
j=1
aj ≥ 1
n
· n
2︸ ︷︷ ︸
P1
+
1
2︸︷︷︸
P3↔P4
= 1.
Therefore all the cases where a non-exceptional component is moved are excluded.
Remark 4.3.17. Let KiEpii be a block in
K(σ, γ) =
K1Epi1 . . .
KlEpil

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corresponding to deformations of components, i.e. KiEpii = K(σ, γ)|W and W is
the direct sum of appropriate Wu(Cj)’s. Proposition 4.3.16 implies that W =
Wu(Cj) for some non-exceptional component Cj, i.e. KiEpii = Ki. Therefore the
block in M(σC), M(σ, γ) and K(σ, γ) corresponding to components is just a block
diagonal matrix with one block for every non-exceptional component. In other
words in the above form of K(σ, γ) either all pii are cycles of order 1 or all but
one are cycles of order 1 and the special one has order two and corresponds to
interchanging a pair of nodes.
Let σν be the induced automorphism on the normalisation Xν , Cj any non-
exceptional component of X and Cνj its normalisation. Since σ fixes Cj the
restriction ϕj = σ
ν
|Cνj is an automorphism of C
ν
j .
Proposition 4.3.18. The only possibilities for the pair (Cνj , ϕj) are the following.
(i) ϕj = idCνj , any C
ν
j
(ii) Cνj is rational and ordϕj = 2, 4
(iii) Cνj is elliptic and ordϕj = 2, 4, 3, 6
(iv) Cνj is hyperelliptic of genus 2 and ϕj is the hyperelliptic involution
(v) Cνj is hyperelliptic of genus 3 and ϕj is the hyperelliptic involution
(vi) Cνj is bielliptic of genus 2, i.e. it is a double cover of an elliptic curve and
has genus 2, ϕj is the associated involution.
Proof. Let B := K(σ, γ)|Wu(Cj), since Cj is fixed B is an endomorphism of
Wu(Cj). Since for coordinates corresponding to components ti = τi = ui, the
spaces Wu(Cj) and Wt(Cj) coincide and the corresponding blocks of K(σ, γ)
and M(σC) are equal, i.e. B = M(σC)|Wt(Cj). Wt(Cj) is the deformation space
of the pointed normalisation (Cνj , {P±i }) of the component Cj and has dimen-
sion 3g(Cνj ) − 3 + #(marked points). Consider Cνj without the marked points
{P±i } ∩ Cνj , the deformation space of Cνj is then a subspace of Wt(Cj) of di-
mension 3g(Cνj ) − 3 if g(Cνj ) ≥ 2 and of dimension 1 resp. 0 if g(Cνj ) = 1
resp. g(Cνj ) = 0. ϕj acts linearly on this subspace and in this way induces a
submatrix of B. Therefore the eigenvalues of the action of ϕj are also eigenvalues
of B. Since 1
n
∑3g−3
j=1 aj < 1 the proposition on page 28 of [HM82] shows that the
pair (Cνj , ϕj) is of one of the following types:
(i) ϕj = idCνj , any C
ν
j
(ii) Cνj is rational
(iii) Cνj is elliptic
(iv) Cνj is hyperelliptic of genus 2 and ϕj is the hyperelliptic involution
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(v) Cνj is hyperelliptic of genus 3 and ϕj is the hyperelliptic involution
(vi) Cνj is bielliptic of genus 2, ϕj is the associated involution.
The only things missing are the assertions on the order of ϕj in the cases (ii)
and (iii). Since σC fixes all singularities or interchanges a pair of singularities
and fixes the rest, σ2C has to fix all nodes. But then σ
4
C fixes all nodes and all
branches at all nodes. For the normalisation this means that ϕ4j fixes all marked
points on Cνj .
In case (ii) Cνj is rational and has at least three marked points, hence ϕ
4
j is the
identity and the order of ϕj divides 4. The case ordϕj = 1 is covered by case (i),
therefore the only remaining possibilities are 2 and 4.
In case (iii) Cνj is elliptic and ϕj is either a translation or has a fixed point. In
the first case ϕ4j is still a translation and has at least one fixed point since C
ν
j has
at least one marked point. Hence ϕ4j is the identity and ordϕj = 1, 2 or 4. In
case ϕj is not a translation it has a fixed point and the order must be 1, 2, 4, 3
or 6.
This proposition gives enough information on the curve C to exclude the possi-
bility that σC interchanges a pair of nodes.
Proposition 4.3.19. σC fixes all nodes.
Proof. Suppose σC does not fix all nodes, then there exists exactly one pair of
nodes of C, say P1 and P2, which are interchanged. Since every irreducible
component of C is fixed by σC there are only two possibilities:
(a) ac CνjP+1 P−1 P+2P−2
P1 P2
Cj
...........................
...
νC
(b) Cνj
Cν
j′
P+1
P−1
P+2
P−2
P1 P2
Cj
Cj′
...........................
...
νC
Denote by P±i the preimages of the two nodes under the normalisation of C.
In case (a) all four P±i lie on one component C
ν
j , in case (b) they lie on two
components Cνj and C
ν
j′ such that for each of the two nodes one preimage, say
P+i lies on C
ν
j and the other P
−
i on C
ν
j′ .
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Denote by ti the coordinate corresponding to the node Pi. Since the nodes are
interchanged by σC and σC is induced by σ ∈ AutX either both nodes are blown
up by β : X → C or none, i.e. either τi = ti for i = 1, 2 or τ 2i = ti for i = 1, 2.
In case (a) as well as in case (b) the nodes are not disconnecting, hence ui = τi,
B := K(σ, γ)|Wu = M(σ, γ)|Wτ =
(
0 α1
α2 0
)
and
BC := M(σC)|Wt =

(
0 α1
α2 0
)
if τi = ti(
0 α21
α22 0
)
if τ 2i = ti
where W? = W?(P1) ⊕W?(P2) for ? = u, τ , t. In case τi = ti the order of B is
ordBC , in case τ
2
i = ti it is either ordBC or 2 ordBC .
In cases (a) and (b) ϕj = σ
ν
|Cνj cannot be the identity, hence by the last proposition
(Cνj , ϕj) must be one of the following cases
(ii) Cνj is rational and ordϕj = 2, 4
(iii) Cνj is elliptic and ordϕj = 2, 4, 3, 6
(iv) Cνj is hyperelliptic of genus 2 and ϕj is the hyperelliptic involution
(v) Cνj is hyperelliptic of genus 3 and ϕj is the hyperelliptic involution
(vi) Cνj is bielliptic of genus 2 and ϕj is the associated involution.
Therefore the order of ϕj is 2, 4 or 6, since an order 3 automorphism cannot
induce the two order 2 nodes. The same is true for (Cνj′ , ϕj′) where ϕj′ = σ
ν
|Cν
j′
.
In case (a) denote by nj the order of ϕj. Obviously ϕ
nj
j fixes neighbourhoods of P1
resp. P2 pointwise, i.e. B
nj
C = I and hence ordBC divides nj. The eigenvalues of B
can be calculated as in the proof of Proposition 4.3.15. This gives (α1α2)
ordB
2 = 1
and since the automorphism (σ, γ) is assumed to be singularity reduced, α1α2 6= 1,
hence there exists an integer 1 ≤ l < ordB
2
such that α1α2 = ζ
l 2n
ordB and the
eigenvalues of B are ζ l
n
ordB and ζ
n
2
+l n
ordB . Therefore they give a contribution to
the Reid-Tai sum of 1
2
+ 2l
ordB
.
In case ordB = ordBC this implies
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2l
ordB
≥ 1
2
+
2l
nj
=⇒ nj > 4l ≥ 4
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hence nj = ordϕj = 6 and C
ν
j is elliptic. But then K(σ, γ)|Wu(Cj) = M(σC)|Wt(Cj)
and the eigenvalues of this block contribute at least 1
3
. To see this consider the
action of the order 6 automorphism ϕj on the one-dimensional deformation space
of Cνj which has order three since the third power is the elliptic involution, which
acts trivially on the deformation space (see also [HM82, page 37]). This gives the
contradiction
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2
6︸ ︷︷ ︸
P1 and P2
+
1
3
=
7
6
.
Therefore ordB = 2 ordBC and
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2l
ordB
≥ 1
2
+
2l
2nj
=⇒ nj > 2l ≥ 2
hence nj = ordϕj = 4 or 6. If nj = 6
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2
12︸ ︷︷ ︸
P1 and P2
+
1
3
= 1
as above. Now let nj = 4, then C
ν
j is rational or elliptic with at least four
marked points, therefore the dimension of Wt(Cj) is at least one. The order of
K(σ, γ)|Wu(Cj) = M(σC)|Wt(Cj) has to divide nj = 4, hence its contribution to the
Reid-Tai sum is κ
4
for some non-negative integer κ.
=⇒ 1 > 1
n
3g−3∑
j=1
aj ≥ 1
2
+
2
8︸ ︷︷ ︸
P1 and P2
+
κ
4
=
3
4
+
κ
4
Therefore κ = 0 and the matrix M(σC)|Wt(Cj) must be trivial. But this would
mean that the order 4 automorphism ϕj deforms to every deformation of the
pointed curve (Cνj , {P±i }). But since the general elliptic curve has no order 4
automorphism the elliptic case is excluded. If Cνj is rational, ϕj interchanges
{P±1 } and {P±2 }. The general rational curve with four marked points, i.e. one
where the four points are in general position, does not have an automorphism
that realizes this permutation, hence ϕj cannot deform to every deformation of
(Cνj , {P±i }). Therefore case (a) is impossible.
In case (b) denote by nj resp. nj′ the order of ϕj resp. ϕj′ . Then n = lcm(nj, nj′)
is the order of the restriction σν|Cνj ∪Cνj′
and BnC = I. As above B contributes
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1
2
+ 2l
ordB
, l ≥ 1. In case ordB = ordBC this implies
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2l
ordB
≥ 1
2
+
2
n
=⇒ n > 4.
ordB = ordBC divides n, hence n > 4. Since nj is 2, 4 or 6 as well as nj′ , their
lowest common multiple n can only be strictly bigger than 4 if one of them, say
nj, equals 6, and n = 6 or 12. But then as above the action on the deformation
space of (Cνj , {P±i }) contributes at least 13 giving the contradiction
1 >
1
2
+
2
n︸ ︷︷ ︸
P1 and P2
+
1
3
≥ 1
2
+
2
12
+
1
3
= 1.
Therefore ordB = 2 ordBC and
1 >
1
n
3g−3∑
j=1
aj ≥ 1
2
+
2l
2 ordBC
≥ 1
2
+
1
n
=⇒ n > 2
=⇒ n = 4, 6, 12.
In case n = 4 wlog nj = 4 and nj′ = 2 or 4. Since C
ν
j contains only one preimage
of P1 and only one of P2, say P
+
1 and P
+
2 , ϕj must interchange P
+
1 and P
+
2 .
Since an order 4 automorphism of P1 does not have points of order exactly 2, Cνj
must be elliptic with j-invariant 1728 and (after identifying Cνj with C/Zi + Z)
the two points P+1 and P
+
2 are the two 2-torsion points interchanged by the
order four automorphism ϕj. But then ϕj does not deform to every deformation
of the pointed curve (Cνj , {P±i }), hence the action on the deformation space of
(Cνj , {P±i }) gives at least 14 and this yields the contradiction
1 >
1
2
+
1
4︸ ︷︷ ︸
P1 and P2
+
1
4
= 1
Now let n = 6, then wlog nj = 6 and nj′ = 2 or 6. The curve C
ν
j is elliptic and
its deformation space gives a contribution of 1
3
, hence
1 >
1
2
+
1
6︸ ︷︷ ︸
P1 and P2
+
1
3
= 1.
Therefore n = 12 is the only case left hence wlog nj = 6 and nj′ = 4, where C
ν
j
and Cνj′ are both elliptic. But then
1 >
1
2
+
1
12︸ ︷︷ ︸
P1 and P2
+
1
3︸︷︷︸
Wu(Cj)
+
1
4︸︷︷︸
Wu(Cj′ )
=
14
12
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gives a contradiction. Therefore all cases where a pair of nodes is interchanged
are excluded.
This shows that all the cycles pii have order one and K(σ, γ) is a block diagonal
matrix with one 1× 1-block for every node and one dj × dj-block for every non-
exceptional component ofX, where dj = dimWu(Cj). As a next step the action of
the induced automorphism on the normalisation of a non-exceptional component
shall be analysed in detail.
Proposition 4.3.20. Let (Cνj , {P±i }) be the pointed normalisation of the non-
exceptional component Cj of X and denote by ϕj the restriction σ
ν
|Cνj of the in-
duced automorphism σν on the normalisation. Then (Cνj , {P±i }, ϕj) is of one
of the following types and the contribution to the Reid-Tai sum of the eigenval-
ues of K(σ, γ) on the deformation space Wt(Cj) = Wu(Cj) of the pointed curve
(Cνj , {P±i }) is at least wj.
Identity: ϕj = id, any (C
ν
j , {P±i }), wj = 0.
Elliptic tail: Cνj is elliptic and (C
ν
j , {P±i }) has exactly one marked point P+1 ,
i.e. Cj ⊂ C looks like
P1P
+
1
P−1
Cνj elliptic
Cj
......................................................
.νC
order 2: Cνj is any elliptic curve, there is an identification C
ν
j
∼= C/Zz0 +Z
for an appropriate z0 ∈ H1, such that ϕj is the elliptic involution and
P+1 is a 2-torsion point. Then wj = 0.
order 4: Cνj is an elliptic curve with j-invariant 1728, there is an iden-
tification Cνj
∼= C/Zi + Z such that ϕj is one of the two order 4
automorphisms and P+1 is one of the two fixed points of ϕj. Then
wj =
1
2
.
order 3: Cνj is an elliptic curve with j-invariant 0, there is an identification
Cνj
∼= C/Z%2 + Z, % = e2pii/6, such that ϕj is one of the two order 3
automorphisms and P+1 is one of the three fixed points of ϕj. Then
wj =
1
3
.
order 6: Cνj is an elliptic curve with j-invariant 0, there is an identification
Cνj
∼= C/Z%2 + Z, % = e2pii/6, such that ϕj is one of the two order 6
automorphisms and P+1 is the fixed point of ϕj. Then wj =
1
3
.
Elliptic ladder: Cνj is elliptic and there are exactly two marked points P
+
1 and
P+2 on (C
ν
j , {P±i }), which map to different singularities and hence are fixed
by ϕj, i.e. Cj ⊂ C looks like
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P1
P2
P+1
P+2
P−1 P
−
2
Cνj elliptic
Cj
...............................................
.νC
order 2: Cνj is any elliptic curve, there is an identification C
ν
j
∼= C/Zz0 +Z
for an appropriate z0 ∈ H1, such that ϕj is the elliptic involution and
the P+i are 2-torsion points. Then wj =
1
2
.
order 4: Cνj is an elliptic curve with j-invariant 1728, there is an identifi-
cation Cνj
∼= C/Zi + Z such that ϕj is one of the two order 4 auto-
morphisms and the P+i are the two fixed points of ϕj. Then wj =
3
4
.
order 3: Cνj is an elliptic curve with j-invariant 0, there is an identification
Cνj
∼= C/Z%2 + Z, % = e2pii/6, such that ϕj is one of the two order 3
automorphisms and the P+i are fixed points of ϕj. Then wj =
2
3
.
Hyperelliptic tail: Cνj has genus 2, ϕj is the hyperelliptic involution and there
is exactly one marked point P+1 on (C
ν
j , {P±i }), which is one of the six
Weierstraß points of Cνj and wj =
1
2
.
Proof. Consider the deformation space Wt(Cj) ⊂ C3g−3t of the pointed curve
(Cνj , {P±i }) and the restriction B = M(σC)|Wt(Cj). Every coordinate ti of Wt(Cj)
has ti = τi = ui therefore B = K(σ, γ)|Wu(Cj). Since ϕj is an automorphism of C
ν
j
that induces a permutation of the marked points P±i ∈ Cνj , B is an endomorphism
of Wt(Cj) and diagonalises as
B ∼
ζ
b1
. . .
ζbd

where 0 ≤ bk < n = ordK(σ, γ) and d is the dimension of Wt(Cj), i.e. d =
3g(Cνj )− 3 + #{P±i } ∩ Cνj .
Proposition 4.3.18 implies that (Cνj , ϕj) is of one of the types
(i) ϕj = idCνj , any C
ν
j
(ii) Cνj is rational and ordϕj = 2, 4
(iii) Cνj is elliptic and ordϕj = 2, 4, 3, 6
(iv) Cνj is hyperelliptic of genus 2 and ϕj is the hyperelliptic involution
(v) Cνj is hyperelliptic of genus 3 and ϕj is the hyperelliptic involution
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(vi) Cνj is bielliptic of genus 2 and ϕj is the associated involution.
Consider the marked points P±i on C
ν
j . Let P be a node of C and P
± the two
preimages of P under the normalisation νC : C
ν → C. Since σC fixes all nodes
(Proposition 4.3.19) either both preimages P± are fixed by σνC (blue case) or
they are interchanged (red case). In addition all components of C are fixed by
σC (Proposition 4.3.16), hence the second case is only possible if P
+ and P− lie
in the same component.
blue case red case
P+ P−
P+ P−
In C that looks like
blue case, non-irreducible blue case, irreducible red case
P+ P−
P+ P− P+ P−
P
branches fixed
P
branches fixed
P
branches interchanged
.....................................
...
νC
.................................
...
νC
.................................
...
νC
Now consider the cases (i) to (vi).
Case (i): ϕj is the identity. Therefore B is also the identity and the corresponding
part of the Reid-Tai sum is 0.
Case (ii): Cνj is rational and ordϕj = 2 or 4.
Subcase ordϕj = 4: An automorphism of P1 of order 4 has two fixed points and
no points of order 2, i.e. all points have order 1 or 4. Therefore the red case is
not possible and all marked points P±i on C
ν
j must be fixed by ϕj. Since there
are only two fixed points on Cνj this would imply that the curve C is not stable.
Hence this case is excluded.
Subcase ordϕj = 2: ϕj has two fixed points and all other points have order 2.
Denote by lb the number of marked points on C
ν
j , that are fixed (blue case), and
by lr the number of marked points having order 2 (red case). Then lb ∈ {0, 1, 2}
and lr is even. Since C is stable and C
ν
j rational, there are at least three marked
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points on Cνj , i.e. lb + lr ≥ 3, hence lr ≥ 2 and there is at least one node, say
P1 of red type, i.e. P1 is fixed by σC but the branches are interchanged. Let
xy = 0 be a local equation for C at P1 and t1 the coordinate corresponding to
P1. Since the order of ϕj is two, σC interchanges the coordinates, i.e. x 7→ y 7→ x
but then t1 = xy 7→ yx = t1. Now either t1 = τ1 or t1 = τ 21 , implying in any
case τ1 7→ ±τ1. The node P1 is non-disconnecting and since (σ, γ) is singularity
reduced, the (1×1)-block of M(σ, γ) corresponding to P1 is non-trivial. Therefore
P1 must be exceptional, i.e. t1 = τ
2
1 , and τ1 7→ −τ1, hence −1 is the eigenvalue of
K(σ, γ)|Wu(P1) = M(σ, γ)|Wτ (P1) giving a contribution of
1
2
to the Reid-Tai sum.
Since this sum is smaller than 1 there can be at most one node of this type.
Therefore P1 is the only node on Cj of red type and lr = 2. lr + lb ≥ 3 and
lb ∈ {0, 1, 2} implies lb = 1 or 2.
Consider firstly the case lb = 2, i.e. there are two marked points on C
ν
j that are
fixed by ϕj. These two are either of irreducible or non-irreducible type. If they
are irreducible C has genus 2.
P1 P2
P+1 P
−
1 P
+
2 P
−
2
rational Cνj
Cj = C
......................................................
.νC
Therefore the two fixed marked points are not of irreducible type. Since there
are exactly four marked points the dimension d of Wt(Cj) is 3 · 0 − 3 + 4 = 1.
Let tj be the coordinate of Wt(Cj), then tj 7→ ±tj, because ordϕj = 2. tj 7→ tj
would mean that ϕj deforms to every deformation of (C
ν
j , {P±i }). But the general
rational curve with four marked point does not have an automorphism of order
2. Therefore tj 7→ −tj, giving a contribution of 12 to the Reid-Tai sum.
=⇒ 1 > 1
n
3g−3∑
j=1
aj ≥ 1
2︸︷︷︸
Wu(P1)
+
1
2︸︷︷︸
Wu(Cj)
= 1
Hence tb must be 1, i.e. there is only one marked point, which is fixed by ϕj. Then
Cj is a singular elliptic tail of C and the irreducible node P1 on Cj is exceptional,
i.e.
X
E2
E1
Cνj
C
P2
P1 Cj
..................................................................
.β
Consider the one-dimensional deformation of (X,L, b) in which the exceptional
component E1 disappears, i.e. the restriction of the local universal deformation
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(X → C3g−3τ ,L,B) to Wτ (P1) and the corresponding deformation of C, i.e. the
restriction of C → C3g−3t to Wt(P1). Let (X,L, b)′ be a nearby curve with stable
model C ′, i.e. (X,L, b)′ is the fibre over a point in Wτ (P1) which is mapped by
C3g−3τ → C3g−3t to the point in Wt(P1) over which C ′ is the fibre. The singular
elliptic tail Cj deforms to a smooth elliptic tail C
′
j. Since the action of σC sends
t1 to t1, σC deforms to an automorphism σC′ of the curve C
′. The restriction
of σC′ to the elliptic tail C
′
j has the same order as that of σC to Cj, i.e. it is
the elliptic involution. The automorphism (σ, γ) of (X,L, b) then deforms to an
automorphism (σ, γ)′ of (X,L, b)′ in the following way. σ′ is the same as σ on
the complement of Cνj ∪ E1 ∪ E2 while on the elliptic tail C ′j it is the elliptic
involution. Since the elliptic involution lifts to every theta characteristic of the
elliptic curve the restriction of γ to Cνj deforms to an isomorphism σ
′∗
|C′jL
′ν
j → L′νj
while on the complement γ′ is just γ. This extends to the automorphism (σ, γ)′.
This shows that the action of (σ, γ) on τ1 is trivial, which give a contradiction to
the singularity reducedness of (σ, γ), which as explained above implies τ1 7→ −τ1.
Therefor case (ii) is excluded.
Case (iii): Cνj is elliptic, say C
ν
j
∼= C/Zz0 +Z, z0 ∈ H1. Then ϕj is a translation
or has a fixed point, and if it has a fixed point its order is 2, 4, 3 or 6.
Subcase translation: Since C is stable, there must be at least one marked point
on Cνj . But the translation ϕj has no fixed points, hence all the marked points
must be of the red type, i.e. the marked points appear in pairs of order 2 points.
In order to have order 2 points the automorphism ϕj must have order 2, i.e. it is
the translation by one of the three non-trivial 2-torsion points.
P+1
P−1 P+2 P−2
P+lr
P−lr
elliptic Cνj
P1 P2 Plr
Cj = C
........................................................................................................
.νC
Since C is connected and has genus at least 4, there must be at least three nodes
on C, denote them by Pi, i = 1, . . . , lr and let ti the corresponding coordinate.
Since ϕj has order 2 and σC interchanges the branches at each node, σC acts by
x 7→ y 7→ x
where xy = 0 is a local equation for C at Pi. Therefore ti 7→ ti and τi 7→ ±τi.
Since (σ, γ) is singularity reduced and Pi non-disconnecting, τi 7→ τi is not possible
and every node Pi contributes
1
2
to the Reid-Tai sum.
=⇒ 1 > 1
n
3g−3∑
j=1
aj ≥ #{Pi} · 1
2
≥ 3
2
.
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Subcase ordϕj = 2: ϕj is the elliptic involution and has exactly four fixed points,
the remaining points are of order 2, i.e. there can be up to four marked points
of the blue type and any (even) number of the red type. In the fundamental
parallelogram of the elliptic curve C/Zz0 + Z ∼= Cνj the picture is the following.
z0
1
z0 + 1
If there exists a node of the red type, say P1, i.e. ϕj interchanges the two preimages
P±1 , the action on the corresponding coordinate is t1 7→ t1 and (as above) τ1 7→
−τ1, giving a contribution of 12 to the Reid-Tai sum. Since the sum is smaller
than 1, P1 is the only node of this type. If there were not a node of the blue type,
the curve would have genus 2, therefore there is at least one marked point, which
is fixed by ϕj. There exists a one-dimensional deformation of (C
ν
j , {P±i }) such
that ϕj does not deform in this family: Fix the curve C
ν
j and all marked points
but P−1 , which is deformed to Q. In this deformation the elliptic involution does
not interchange the points P+1 and Q, hence the involution does not deform to
the deformed pointed curve. This implies that the action on Wt(Cj) is not trivial
and since the order of ϕj is two B must have −1 as an eigenvalue.
=⇒ 1 > 1
n
3g−3∑
j=1
aj ≥ 1
2︸︷︷︸
Wu(P1)
+
1
2︸︷︷︸
Wu(Cj)
= 1.
Therefore there is no node of the red type, all marked points are fixed points of the
involution, i.e. 2-torsion points, and there are 1 up to 4 of these. The dimension
d is 3 · 1 − 3 + #(marked points) = 1, 2, 3 or 4. The deformation space of the
elliptic curve with one marked point is one-dimensional and the elliptic involution
deforms to every deformation, giving an eigenvalue 1 for the matrix B. Choosing
one of the marked points as the origin of the elliptic curve, i.e. sending this point
to 0 ∈ C/Zz0 + Z, determines the set of 2-torsion points, hence the remaining
marked points, which are 2-torsion points, cannot be deformed without loosing
the involution as an automorphism of the pointed curve, i.e. 1 is eigenvalue of
multiplicity 1. Since the order of ϕj is 2 the remaining eigenvalues must be −1,
i.e.
B ∼

1
−1
. . .
−1

giving a contribution of (d − 1) · 1
2
to the Reid-Tai sum. Hence if d is three or
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four
1 >
1
n
3g−3∑
j=1
aj ≥ (d− 1) · 1
2
≥ 1
Therefore there are one or two marked points, which are fixed points of the
involution. If there is only one point (Cνj , {P±i }, ϕj) is the elliptic tail case of
order 2 and the contribution of B to the Reid-Tai sum is wj = 0. In case
of two marked points, they could either map to one node (irreducible case),
giving a genus 2 curve hence a contradiction, or to two different nodes, giving
the elliptic ladder case of order 2 and a contribution to the Reid-Tai sum of
wj = (2− 1) · 12 = 12 .
Subcase ordϕj = 4: C
ν
j is elliptic with j-invariant 1728. There is an identification
Cνj
∼= C/Λ with Λ = Zi + Z, and ϕj is one of the two order 4 automorphisms.
Then ϕj has two fixed points and one pair of order 2 points, all other points are
of order 4. In the fundamental parallelogram this looks as follows.
i i+ 1
1
Hence the number of marked points is at least 1 and at most 4. If there is only one
marked point, it must be fixed by ϕj. The automorphism ϕj does not deform to
a deformation of the pointed elliptic curve, but its square, the elliptic involution
does, hence B = (−1), giving a contribution of wj = 12 to the Reid-Tai sum. This
is the elliptic tail case of order 4. If there are two marked points, there are two
possibilities, either they map to the same node or they are fixed points and map
to different nodes (blue case, non-irreducible). In the first case C has genus 2,
therefore only the second case is possible, which is the elliptic ladder case of order
4. The contribution wj to the Reid-Tai sum is at least
3
4
, since ϕ2j , the elliptic
involution, acts as (
1 0
0 −1
)
on Wt(Cj), which is the same as B
2, hence
B ∼
(−1 0
0 ξ
)
where ξ is a 4th root of 1, but ξ 6= 1. B cannot have 1 as an eigenvalue, because
the order four automorphism does not deform to any deformation of the pointed
curve.)
If there are three resp. four marked points on Cνj an analogous argument shows
that ϕ2j acts as the (3× 3)- resp. (4× 4)-matrix
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1 −1 . . .
−1

=⇒ B =
−1 ξ2 . . .
ξd

with appropriate 4th roots ξi of 1, ξi 6= 1. The contribution to the Reid-Tai sum
is then
≥ 1
2
+ (d− 1) · 1
4
≥ 1,
hence these cases are excluded.
Subcase ordϕj = 3: C
ν
j is elliptic with j-invariant 0. Fix an isomorphism
Cνj
∼= C/Λ with Λ = Z%2 + Z, where % = e2pii/6. ϕj is one of the two order
3 automorphisms, which have three fixed points, all other points have order 3.
In the fundamental parallelogram the picture is the following.
1
%2 % = %2 + 1
The red case does not appear and the number of marked points is 1, 2 or 3. If it
is 1, this is the elliptic tail case of order 3. The contribution wj to the Reid-Tai
sum is at least 1
3
, since d = 1 and the order 3 automorphism does not deform
to other elliptic curves, hence B is not trivial. If there are two marked points,
they must map to two different nodes, because else C has only genus 2, therefore
this is the elliptic ladder case of order 2. The contribution wj to the Reid-Tai
sum is at least 2
3
, because d = 2 and ϕj does not deform to any deformation of
(Cνj , {P±i }). If there are three marked points the dimension d is 3 and since ϕj
still does not deform to any deformation of (Cνj , {P±i }) the contribution to the
Reid-Tai sum is at least 3
3
= 1, hence this case is excluded.
Subcase ordϕj = 6: C
ν
j is elliptic with j-invariant 0. Fix an identification
Cνj
∼= C/Λ with Λ = Z%2 + Z, where % = e2pii/6. ϕj is one of the two order
6 automorphisms, which have one fixed point and one pair of order 2 points.
1
%2 % = %2 + 1
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Hence the number of marked points is 1, 2 or 3. If there is only one marked
point this the elliptic tail case of order 6 and d = 1. Since ϕ3j is the elliptic
involution, which deforms to every deformation of the pointed elliptic curve, the
only eigenvalue of B is a third root of 1, since the order 6 automorphisms do
not deform to deformations of (Cνj , {P±i }), this eigenvalue is not 1, hence gives a
contribution to the Reid-Tai sum of at least 1
3
. If there are two marked points,
they must be the two order 2 points, but then C has only genus 2, hence this
case is not possible. If there are three marked points, one is a fixed point, the
other two are interchanged, the dimension d is 3 and ϕ3j , the elliptic involution,
acts as 1 1
−1
 .
This is the case, since the elliptic involution deforms to a deformation of the
pointed curve if and only if the third marked point is the image of the second
under the involution; therefore B3, the matrix induced by ϕ3j , has 1 as an eigen-
value of multiplicity 2, the third eigenvalue must be −1 out of degree reasons.
For the matrix B this implies that
B =
ξ3 ξ′3
ξ6
 ,
where ξ3 and ξ
′
3 are primitive 3rd roots and ξ6 a primitive 6th root. The con-
tribution to the Reid-Tai sum is at least 5
6
. But there is also a contribution of
the irreducible node P1 on Cj. Let xy = 0 be a local equation of C at P1, such
that σC acts as x 7→ y (this is possible since σC interchanges the branches at P1).
Then y 7→ α · x for a primitive 3rd root α of 1 and t1 = xy 7→ y · αx = αt1.
Since the node P1 is non-disconnecting u1 = τ1 and as always t1 = τ1 or t1 = τ
2
1 .
Then τ1 7→ α˜τ1, where α˜ = α in case t1 = τ1 or α˜ is a square root of α in case
t1 = τ
2
1 . In any case α˜ is a primitive 3rd root or a primitive 6th root, giving a
contribution of at least 1
6
to the Reid-Tai sum. Together with the 5
6
of the matrix
B, the Reid-Tai sum is at least 1, hence this case is excluded.
Case (iv): Cνj has genus 2 and ϕj is the hyperelliptic involution, which has 6
fixed points, the Weierstraß points, the remaining points are of order 2. The
orbits under the hyperelliptic involution are exactly the fibres of the associated
degree 2 map
Cνj
P1
...................
...2 : 1
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Suppose there is at least one pair of order 2 points in the marked points, i.e. C
has an irreducible node P1 on Cj and σC interchanges the branches. Let xy = 0
be a local equation at P1 then σC interchanges the two coordinates and induces
t1 7→ t1, i.e. τ1 7→ ±τ1. Since P1 is non-disconnecting and (σ, γ) singularity
reduced it must be τ1 7→ −τ1, i.e. the node gives a contribution of 12 . Therefore
P1 is the only node of this type. At least one Weierstraß point must be a marked
point, since otherwise, C has only genus 3. Denote by lb the number of marked
Weierstraß points, then 1 ≤ lb ≤ 6, there are 2 + lb marked points and the
dimension d = 3 · 2− 3 + (2 + lb) = 5 + lb. If the curve Cνj is deformed to (Cνj )′
(three degrees of freedom) and the point P+1 to (P
+
1 )
′ (one additional degree of
freedom) there is a unique choice of lb Weierstraß points of (C
ν
j )
′ such that the
hyperelliptic involution deforms to this new pointed curve. If the image of (P+1 )
′
under the involution is added to the marked points, the involution will still deform
to this pointed curve, i.e. there is a four-dimensional deformation of (Cνj , {P±i })
to which the involution deforms and the multiplicity of the eigenvalue 1 of the
matrix B is 4. The remaining eigenvalues must be −1 giving a contribution of
(d − 4) · 1
2
= (1 + lb) · 12 ≥ 1 to the Reid-Tai sum. Therefore all marked points
must be Weierstraß points, say there are lb of them, 1 ≤ lb ≤ 6. Then d = 3 + lb.
The curve Cνj can be deformed (three degrees of freedom) but in order to deform
the involution to the pointed curve the marked points must be Weierstraß points,
therefore the multiplicity of the eigenvalue 1 is 3 and the remaining eigenvalues
are −1, giving a contribution of (d− 3) · 1
2
= lb · 12 . As long as lb ≥ 2 the Reid-Tai
sum is ≥ 1 and if lb = 1 this is the hyperelliptic tail case and the contribution to
the Reid-Tai sum is 1
2
.
Case (v): Cνj has genus 3 and ϕj is the hyperelliptic involution, which has 8 fixed
points, the Weierstraß points, the remaining points are of order 2. The orbits
under the hyperelliptic involution are again the fibres of the associated degree 2
map
Cνj
P1
...................
...2 : 1
Suppose there is a node of the red type, say P1, as above x 7→ y 7→ x for local
coordinates of C at P1 and t1 7→ t1, τ1 7→ ±τ1. Since (σ, γ) is singularity reduced,
it must be τ1 7→ −τ1 and P1 is the only node of this type. The hyperelliptic
locus is a divisor in M3 therefore there exists a deformation of C
ν
j to which the
hyperelliptic involution does not deform, giving at least one non-trivial eigenvalue,
which must contribute 1
2
, together with the contribution of the node, the Reid-
Tai sum is at least 1. Therefore the marked points are all Weierstraß points and
d = 3 · 3− 3 + lb = 6 + lb where lb is the number of marked points and 1 ≤ lb ≤ 8.
There is a five-dimensional deformation of Cνj to which the hyperelliptic involution
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deforms, but then the marked points are fixed. Therefore the multiplicity of the
eigenvalue 1 is 5 and that of the eigenvalue −1 is 6 + lb − 5 = 1 + lb ≥ 2, giving
a contribution of at least 1 to the Reid-Tai sum.
Case (vi): Cνj is bielliptic of genus 2 and ϕj is the associated involution. The
Hurwitz formula implies that the covering map from Cνj to the elliptic curve has
two ramification points, hence ϕj has two fixed points, the remaining points have
order 2. The double cover looks like
Cνj
elliptic curve
.............
...2 : 1
If P1 is a node of the red type, it gives a contribution of
1
2
. Since the locus of
double coverings of elliptic curves in M2 is two-dimensional, the involution does
not deform to every genus 2 curve, hence−1 is an eigenvalue and the Reid-Tai sum
is at least 1. Therefore all marked points are fixed points, the number of marked
points lb is 1 or 2 and d = 3·2−3+lb = 3+lb = 4 or 5. There is a two-dimensional
deformation of Cνj such that the involution deforms to every deformation, but
then the marked points are fixed. Hence the multiplicity of the eigenvalue 1 is 2,
but then the multiplicity of the eigenvalue −1 is 3 + lb − 2 = 1 + lb ≥ 2 giving
a contribution of at least 1 to the Reid-Tai sum. Therefore this last case is also
excluded.
Proposition 4.3.21. The hyperelliptic tail case is impossible.
Proof. Let Cj be a hyperelliptic tail, i.e. (C
ν
j , {P±i }) has genus 2, one marked
point say P+1 and ϕj is the hyperelliptic involution. The action of K(σ, γ) on
Wu(Cj) contributes
1
2
. Denote by Cj′ the irreducible component of C that meets
Cj at the node P1. Then (C
ν
j′ , {P±i }, ϕj′) must be of one of the types in Proposi-
tion 4.3.20.
If the second component is a hyperelliptic tail or an elliptic ladder the action
of K(σ, γ) on Wu(Cj′) gives at least
1
2
, hence the two components together give
at least 1. If the second component is an elliptic tail the whole curve has only
genus 3. Therefore the only case not excluded is the identity case, i.e. ϕj′ = id.
Consider the action on Wu(P1). Let xy = 0 be a local equation for C at P1.
Then (wlog) x 7→ −x (on Cj) and y 7→ y (on Cj′). Hence t1 7→ −t1. P1 is a
disconnecting node but not an elliptic tail node, hence τ 21 = t1 and u1 = τ
2
1 .
Therefore u1 7→ −u1 contributing 12 and together with the action on Wu(Cj) this
gives at least 1. Therefore the hyperelliptic tail case is not possible.
Proposition 4.3.22. The elliptic ladder cases are impossible.
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Proof. Let Cj be an elliptic ladder, i.e. (C
ν
j , {P±i }) has genus 1, two marked
points, say P+1 and P
+
2 , which are fixed points of ϕj and ordϕj = 2, 4 or 3.
Denote by Cj′ resp. Cj′′ the components meeting Cj at P1 resp P2. They must be
of one of the types of Proposition 4.3.20, but not hyperelliptic tails, i.e. they are
identity components, elliptic tails or elliptic ladders. It is possible that Cj′ = Cj′′ ,
then Cj′ is an identity component or an elliptic ladder.
P1
Cj′
P2
Cj′′
Cj ⊂ C
Suppose Cj′ is an elliptic ladder. If Cj′ = Cj′′ the whole curve has only genus 3.
P1
Cj′
P2
Cj ⊂ C
If Cj′ 6= Cj′′ the contribution of the action on Wu(Cj) and Wu(Cj′) is at least 1,
since every elliptic ladder gives at least 1
2
. Hence Cj′ and Cj′′ are either elliptic
tails or identity components and if they are both elliptic tails, the genus of the
curve is only 3.
P1
Cj′
P2 Cj ⊂ C
Cj′′
Therefore one of the two components, say Cj′ , is an identity component. Consider
the action on Wu(P1). Let xy = 0 be a local equation for C at P1. Then (wlog)
x 7→ x, since ϕj′ is the identity, and
y 7→ αy =

−y if ordϕj = 2
±iy if ordϕj = 4
ζ3y if ordϕj = 3
on Cj, where ζ3 is an appropriate primitive 3rd root. Therefore t1 = xy 7→ αt1.
The node P1 is either disconnecting and exceptional (u1 = τ
2
1 and τ
2
1 = t1) or
non-disconnecting and exceptional (u1 = τ1 and τ
2
1 = t1) or non-disconnecting
and non-exceptional (u1 = τ1 and τ1 = t1).
Claim: The node P2 has the same type as P1. If P1 is exceptional resp. non-
exceptional P2 must be exceptional resp. non-exceptional out of degree reasons.
Now consider the dual graph Γ(C) of C. P1 is non-disconnecting if and only if
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removing the edge e(P1) corresponding to P1 in Γ(C) leads to a connected graph.
This is the case if and only if there exists a cycle of edges in Γ(C) starting with
e(P1). Since P2 is the only other node on Cj the vertex v(Cj) corresponding to
Cj has exactly two edges, namely e(P1) and e(P2).
•v(Cj)
•
v(Cj′ )
•
v(Cj′′ )
....
....
....
....
....
....e(P1)
.......................
e(P2)
....
.....
.....
......... .... ....
Therefore every cycle of edges starting with e(P1) must contain e(P2). Hence the
edge e(P1) is non-disconnecting if and only if the edge e(P2) is, and the same is
true for the nodes P1 and P2. Then Cj ⊂ X looks like one of the following cases.
disconnecting
and exceptional
E1
Cj′
E2
Cj ⊂ X
Cj′′
non disconnecting
and exceptional
E1
Cj′
E2
Cj ⊂ X
Cj′′
non disconnecting
and non-exceptional
P1
Cj′
P2 Cj ⊂ X
Cj′′
In the first picture X \ Cj consists of two connected components and Cj′ 6= Cj′′ .
In the last two pictures the dotted line indicates the fact that X \ Cj is connected;
here Cj′ = Cj′′ and Cj′ 6= Cj′′ is possible.
This shows that either u1 = t1 and u2 = t2 (if P1 and P2 are both disconnecting
and exceptional or both non-disconnecting and non-exceptional) or u21 = t1 and
u22 = t2 (if P1 and P2 are both non-disconnecting and exceptional).
In the first case u1 7→ αu1 and summing up the contributions of Wu(P1) and
Wu(Cj) (in this order) gives at least
1 =

1
2
+ 1
2
if ordϕj = 2
1
4
+ 3
4
if ordϕj = 4
1
3
+ 2
3
if ordϕj = 3
This calculation is also valid in case Cj′ = Cj′′ , which is only possible if P1 and
P2 are non-disconnecting and non-exceptional.
In the second case, i.e. u21 = t1 and P1 and P2 are non-disconnecting and ex-
ceptional, the action must be u1 7→ α˜u1 for a suitable root α˜ of α, in particular
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α˜ 6= 1. α˜ is a (not necessarily primitive) root of 1 of order
ord α˜ =

4 if ordϕj = 2
8 if ordϕj = 4
6 if ordϕj = 3
Since α˜ is not 1, this gives a contribution of at least 1
4
, 1
8
resp. 1
6
.
If Cj′′ were an elliptic tail, the node P2 would have to be disconnecting. Hence
Cj′′ is also an identity component or Cj′ = Cj′′ . In both cases the action on u2
has the same order as that on u1 and there is an additional contribution of at
least 1
4
, 1
8
resp. 1
6
. Summing up the contributions on Wu(Cj), Wu(P1) and Wu(P2)
(in this order) gives at least
1 =

1
2
+ 1
4
+ 1
4
if ordϕj = 2
3
4
+ 1
8
+ 1
8
if ordϕj = 4
2
3
+ 1
6
+ 1
6
if ordϕj = 3
Therefore all the elliptic ladder cases are excluded.
Proposition 4.3.23. The elliptic tail case of order 4 is impossible.
Proof. Let Cj be an elliptic tail, ordϕj = 4, P1 the node on Cj with corresponding
coordinate t1 and t2 the coordinate of the one-dimensional deformation space
Wt(Cj). The node P1 is an elliptic tail node
=⇒ τ 21 = t1 and u1 = τ 41 = t21.
Since the cases of hyperelliptic tails and elliptic ladders are already excluded,
the second component Cj′ through P1 must be an elliptic tail or an identity
component and if it is an elliptic tail, the curve C has only genus 2. Hence Cj′
is an identity component and the action of M(σC) on Wt(P1) ⊕ Wt(Cj) is the
following
M(σC)|Wt(P1)⊕Wt(Cj) =
(±i
−1
)
In order to get the action of K(σ, γ) on the corresponding subspace of C3g−3u the
upper left entry of the matrix has to be squared, since u1 = t
2
1.
=⇒ K(σ, γ)|Wu(P1)⊕Wu(Cj) =
(−1
−1
)
The contribution to the Reid-Tai sum is 1
2
+ 1
2
= 1 with respect to every primitive
4th root. Hence these cases are excluded.
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Denote by Cj, j = 1, . . . , k, all elliptic tails of C on which σC acts non-trivially.
Denote by Pj, j = 1, . . . , k, the elliptic tail node on Cj and choose the preimage
P+j of Pj on C
ν
j under the normalisation as the base point of the elliptic curve C
ν
j .
The last proposition implies that the automorphism ϕj = σ
ν
C |Cνj , j = 1, . . . , k,
is of order 2, 3 or 6. On all other components of C σC is trivial. Denote by
Lνj = ν
∗L|Cνj , j = 1, . . . , k, the theta characteristic of (X,L, b) over C
ν
j .
Proposition 4.3.24. If for all Cj, j = 1, . . . , k, with j-invariant 0 the theta
characteristic Lνj is non-trivial, i.e. L
ν
j is a theta characteristic corresponding to
a non-trivial 2-torsion point the matrix K(σ, γ) has order 2.
Proof. Consider an elliptic tail Cj with j-invariant 0. The assumption that the
theta characteristic Lνj on Cj is non-trivial implies that the automorphisms of
order 3 and 6 of Cj do not fix L
ν
j , i.e. these automorphisms do not lift to the
spin structure. Hence this requirement translates into the fact, that the auto-
morphisms ϕj for the elliptic tails Cj, j = 1, . . . , k, with j-invariant 0 are elliptic
involutions. Therefore C consists of identity components and elliptic tails Cj,
j = 1, . . . , k′ of order 2, where Ck+1, . . . , Ck′ are the remaining elliptic tails on
which σC acts non-trivially.
P1
P2
Pk
C1
C2
Ck′
ord 2
ord 2
ord 2
id
Denote by tj, j = 1, . . . , k
′, the coordinate corresponding to the elliptic tail node
Pj connecting Cj to the rest of the curve. Then
M(σC)|Wt(Pj)⊕Wt(Cj) =
(−1
1
)
and, since Pj is an elliptic tail node, uj = τ
4
j = t
2
j , and
K(σ, γ)|Wu(Pj)⊕Wu(Cj) =
(
(−1)2
1
)
= I.
Let Cj′ be any component of C that is not an elliptic tail of order 2. Then σC
is the identity on Cj′ and M(σC)|Wt(Cj′ ) = I. Since the t-, τ - and u-coordinates
corresponding to components coincide, this gives
K(σ, γ)|Wu(Cj′ ) = M(σC)|Wt(Cj′ ) = I.
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Claim: C has only exceptional nodes. Assume to the contrary that there is a
non-exceptional node Pm, then Pm cannot be disconnecting out of degree reasons,
in particular Pm is not an elliptic tail node, and τm = tm (non exceptional)
and um = τm (non disconnecting). Since Pm is not an elliptic tail node, the
components meeting at Pm must be identity components. This means that near
Pm the automorphism σC acts as the identity and tm 7→ tm. But then τm 7→ τm
which is not possible, since (σ, γ) is singularity reduced. Therefore the only nodes
that appear are exceptional.
Now let Pm 6= Pj, j = 1, . . . , k′ be a node. As above σC is the identity near
Pm and tm 7→ tm. Since Pm has to be exceptional τ 2m = tm and τm 7→ ±τm,
where the +-sign is only possible, if the node is disconnecting, since (σ, γ) is
singularity reduced. There are three possibilities for Pm. Either it is an elliptic
tail node, where σC is the identity on the elliptic tail, i.e. um = τ
4
m, or it is
disconnecting but not an elliptic tail node, i.e. um = τ
2
m, or it is non-disconnecting,
i.e. um = τm. In the first two cases um 7→ um, hence K(σ, γ)|Wu(Pm) = (1). In the
third case τm 7→ −τm since (σ, γ) is singularity reduced, hence also um 7→ −um
and K(σ, γ)|Wu(Pm) = (−1).
Remembering that T is the set of elliptic tail nodes, T∪D the set of disconnecting
nodes, T ∪D ∪N = N the set of exceptional nodes, which is here the set of all
nodes, i.e. ∆, the set of non-exceptional nodes, is empty and putting everything
together shows that
K(σ, γ) =

KTEidT
KDEidD
KNEidN
KVEidV
 =

I
I
−I
I

Since K(σ, γ) 6= I by assumption, the order of K(σ, γ) is two.
Since there are no quasi reflections in K(Aut(X,L, b)) the order-2-matrix K(σ, γ)
of the proposition has −1 as an eigenvalue of multiplicity at least 2, hence the
Reid-Tai sum is at least 1 and the case considered in the proposition is excluded.
Corollary 4.3.25. The case where C has only identity components and elliptic
tails of order 2 is impossible.
In conclusion all cases but the elliptic tail cases of order 3 and 6 are excluded.
This together with the calculations in Remark 4.3.10 shows that for a singularity
reduced pair ((X,L, b), (σ, γ)) the matrix K(σ, γ) does not fulfil the Reid-Tai
inequality for some primitive root ζ if and only if the induced automorphism σC
on the stable model is an elliptic tail automorphism of order 3 or 6. Which in
turn implies that the theta characteristic on the elliptic tail in X is trivial.
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If [(X,L, b)] ∈ Sg is non-canonical with K(σ, γ) ∈ K(Aut(X,L, b)) not fulfilling
the Reid-Tai inequality (for some root) and ((X,L, b), (σ, γ)) is not singular-
ity reduced Corollary 4.3.14 states that smoothing an appropriate set of non-
disconnecting nodes yields a nearby spin curve (X,L, b)′ such that (σ, γ) deforms
to an automorphism (σ, γ)′ of (X,L, b)′, K(σ, γ) andK(σ, γ)′ have the same eigen-
values and ((X,L, b)′, (σ, γ)′) is singularity reduced. As the matrix K(σ, γ) does
not fulfil the Reid-Tai inequality the matrix K(σ, γ)′ cannot fulfil it either. Hence
σ′C′ is an elliptic tail automorphism of order 3 or 6 and the theta characteristic of
(X,L, b)′ on the corresponding elliptic tail is trivial. But since deforming (X,L, b)
to (X,L, b)′ only involves smoothing some non-disconnecting nodes (X,L, b) also
has an elliptic tail Cj with j-invariant 0 and trivial theta characteristic on the
tail. Moreover, σC is an elliptic tail automorphism with respect to Cj of the same
order as σ′C′ . Therefore the assertion is also true if the pair under consideration
is not singularity reduced. This ends the proof of Theorem 4.3.9.
Remark 4.3.26. A general point [(X,L, b)] ∈ Sg in the locus of non-canonical
singularities has exactly one elliptic tail C2 with j-invariant 0 and trivial theta
characteristic on C2. The closure of the complement of C2 in C is a general
smooth curve C1 of genus g−1 with trivial automorphism group. For such a spin
curve, the group K(σ, γ) is generated by the matrixζ3 ζ3
I

where ζ3 is a primitive third root of 1. But there are loci (of higher codimension)
where more complicated non-canonical singularities occur, for example if the
curve C1 has non-trivial automorphisms or the curve has more elliptic tails with
j-invariant 0 and trivial theta characteristics on the tails.
The local description of Sg at a point [(X,L, b)] as C3g−3τ /M(Aut(X,L, b)) also al-
lows a description of the locus of smooth points of Sg. Remember the graph Σ(X)
with vertices V (Σ(X)) = {connected components of X˜} and edges E(Σ(X)) =
{exceptional components of X}. Since X˜ is the partial normalisation of the sta-
ble model C at all exceptional nodes, Σ(X) can be constructed from the dual
graph Γ(C) by contracting all edges corresponding to non-exceptional nodes.
Σ(X) is called tree-like if removing all loops in E(Σ(X)) leads to a tree.
Theorem 4.3.27. Let (X,L, b) be a spin curve of genus g ≥ 4 with stable model
C. The point [(X,L, b)] ∈ Sg is smooth iff
(i) Σ(X) is tree-like and
(ii) the subgroup {σC ∈ AutC|σC lifts to (X,L, b)} is generated by elliptic tail
automorphisms of order 2.
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Proof. First step: The two conditions are sufficient. Let (X,L, b) be a spin curve
with stable model C such that the graph Σ(X) is tree-like and the subgroup
of liftable automorphisms of C is generated by elliptic tail automorphisms of
order 2. Recall the subgroup H(Aut(X,L, b)) ⊂ M(Aut(X,L, b)) generated by
quasi reflections described in Corollary 4.3.3. Since [(X,L, b)] ∈ Sg is smooth
iff M(Aut(X,L, b)) is generated by quasireflections, one has to show that for
every automorphism (σ, γ) ∈ Aut(X,L, b) the matrix M(σ, γ) is contained in
H(Aut(X,L, b)).
Let (σ, γ) be an automorphism of (X,L, b) with induced automorphism σC of the
stable model, in particular σC lifts to (X,L, b). Therefore σC can be written as
a composition of elliptic tail automorphisms of order 2, i.e. there exist elliptic
tails C1, . . . , Ck of C such that σC = ι1 ◦ · · · ◦ ιk, where ιi is the elliptic tail
automorphism of order 2 with respect to Ci.
Denote by Pi the node of C connecting Ci to the rest of the curve. Out of degree
reasons P1, . . . , Pk are exceptional nodes. In case Ci is a smooth elliptic tail
Lνi = ν
∗
XL|Cνi corresponds to a two-torsion point of C
ν
i , where νX : X
ν → X is the
normalisation, hence (ινi |Cνi )
∗Lνi ∼= Lνi . In case Ci is a singular elliptic tail, denote
by Qi the node contained in Ci. If the node Qi is exceptional L
ν
i
∼= OP1(−1) and
(ινi |Cνi )
∗Lνi ∼= Lνi . If the node Qi is non-exceptional Lνi = OP1 , (ινi |Cνi )
∗Lνi ∼= Lνi
and also (ιi|Ci)
∗L|Ci ∼= L|Ci since ιi fixes Qi. In all cases ιi fixes all nodes of C,
ιi|C\Ci is the identity and ι˜i
∗L˜ ∼= L˜. Therefore every ιi lifts to the spin curve
(X,L, b).
Abusing notation denote by (ιi, γ
(i)) ∈ Aut(X,L, b), i = 1, . . . , k, any lift of
ιi ∈ AutC and consider the concatenation (σ′, γ′) = (σ, γ)◦(ι1, γ(1))◦· · ·◦(ιk, γ(k)).
By construction σ′ = σ ◦ ι1 ◦ · · · ◦ ιk in AutX is the identity on every non-
exceptional component Cj of C. Therefore (σ
′, γ′) is an inessential automorphism.
By Remark 4.3.2 the M(ιi, γ
(i)) are quasi reflections of order 4. Hence one has
that M(σ, γ) ∈ H(Aut(X,L, b)) iff (σ′, γ′) ∈ H(Aut(X,L, b)) and it is enough to
prove, that for every inessential automorphism (σ′, γ′) the matrix M(σ′, γ′) lies
in H(Aut(X,L, b)).
Now let (σ, γ) ∈ Aut(X,L, b) be an inessential automorphism and denote by
P1, . . . , Pk ∈ singC the exceptional nodes. By Remark 3.2.24
M(σ, γ) =

(−1)γ1
. . .
(−1)γk
I

where γi ∈ Z2 is 1 iff τi corresponds to an exceptional component of X connecting
two connected components X˜j and X˜j′ of the non-exceptional subcurve X˜ such
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that γj 6= γj′ ∈ Z2, i.e. γ is multiplication with (−1)γj in fibres of L over X˜j
and with (−1)γj′ over X˜j′ . In particular γi = 0 in case τi corresponds to an
exceptional component which gives a loop in Σ(X).
For every i ∈ {1, . . . , k} let (σi, γ(i)) ∈ Aut0(X,L, b) be defined as follows. If γi =
0 let (σi, γ
(i)) = (idX , idL). If γi = 1 the exceptional component Ei corresponding
to τi does not give a loop in Σ(X). Every edge in Σ(X) is either a loop or
disconnecting since Σ(X) is tree-like, hence the edge e(Ei) is disconnecting in
Σ(X). Denote by X(1) and X(2) the two connected components of X \ Ei. Then
(σi, γ
(i)) is the unique inessential automorphism which is multiplication with 1 in
the fibres of L over X(1) and with −1 over X(2) and
M(σi, γ
(i)) =
I −1
I
← ith row
is a quasi reflection. Therefore M(σ, γ) = M(σ1, γ
(1)) · · ·M(σk, γ(k)) and M(σ, γ)
lies in H(Aut(X,L, b)). Hence the two conditions of the theorem are sufficient.
Second step: The two conditions are necessary. Let [(X,L, b)] be a smooth
point of Sg, therefore, M(Aut(X,L, b)) is generated by quasi reflections, i.e.
M(Aut(X,L, b)) = H(Aut(X,L, b)). Let (σ, γ) be an automorphism of (X,L, b)
with induced automorphism σC on the stable model C and write M(σ, γ) as a
product of quasi reflections M(σ1, γ
(1)) · · ·M(σk, γ(k)). By Proposition 4.3.1 the
induced automorphism of every (σi, γ
(i)) on C is either the identity or an ellip-
tic tail automorphism of order 2. Therefore σC is a composition of elliptic tail
automorphisms of order 2 and condition (ii) is necessary.
Now assume that Σ(X) is not tree-like. This implies that there exists a cycle
e1, . . . , ek of edges in Σ(X) such that no ei is a loop. Denote by v1, . . . , vk the
vertices of this cycle, i.e. the edge ej connects the vertices vj and vj+1, where
indices are considered modulo k. Considering a smaller cycle without loops if
necessary one may assume that the vj are pairwise distinct.
•vk
•v1 •v2
• v3
•vj•vj+1
....
....
....
....
....
.
ek
.....................
e1
.....................e2
.....................
ej
....
....
.. ..
....
....
Denote by Ej the exceptional component corresponding to ej and by X˜j the
connected component of X˜ corresponding to vj. Consider the inessential auto-
morphism (σ, γ) of (X,L, b) which is multiplication with −1 in fibres of L over
the component X˜1 and multiplication with 1 over all other connected components
of X˜. By Remark 3.2.24 M(σ, γ) is a diagonal matrix with (j, j)th entry −1 if
τj corresponds to an exceptional component, which gives an edge in Σ(X) that
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starts at the vertex v1 and ends at any vertex v 6= v1, and (j, j)th entry 1 in all
other cases. In particular the entries corresponding to the edges e1 and ek are
−1.
Recall from Corollary 4.3.3 that H(Aut(X,L, b)) is generated by the matricesI ξj
I
← jth row
where ξj = i if τj corresponds to an elliptic tail node Pj of the stable model C,
ξj = −1 if τj corresponds to a disconnecting node, which is not an elliptic tail
node and ξj = 1 in all other cases, i.e. if τj corresponds to a non-disconnecting
node or to some component Cj. In particular let τ1 be the coordinate correspond-
ing to the non-disconnecting edge e1. Then the (1, 1)th entry of every matrix in
H(Aut(X,L, b)) is 1. Therefore M(σ, γ), which has (1, 1)th entry −1 is not an
element of H(Aut(X,L, b)) and M(Aut(X,L, b)) is not generated by quasireflec-
tions. This proves that in order for [(X,L, b)] ∈ Sg to be a smooth point, Σ(X)
is necessarily tree-like.
Corollary 4.3.28. For g ≥ 4 the image of the singular locus singSg under the
forgetful morphism pi : Sg →M g is
pi(singSg) = singM g ∪
{
[C] ∈M g|Γ(C) is not tree-like
}
.
Proof. “⊂” For g ≥ 4 let [(X,L, b)] be a singular point of Sg. By Theorem 4.3.27
either Σ(X) is not tree-like or there exists an automorphism σC ∈ AutC which
lifts to (X,L, b) and is not a composition of elliptic tail automorphisms of order
2. In the second case AutC is not generated by elliptic tail automorphisms of
order 2, hence by Corollary 4.2.8 [C] is a singular point of M g. In the first case
Σ(X) is not tree-like. Since Σ(X) comes from Γ(C) by contracting the subset
of edges corresponding to non-exceptional nodes of C, Γ(C) cannot be tree-like
either.
“⊃” First step: If C is a stable curve such that Γ(C) is not tree-like, then [C] ∈
pi(singSg). Let C be a stable curve of genus g ≥ 4 such that the dual graph Γ(C)
is not tree-like. The set ∆ = ∅ ⊂ singC is an even subset. This implies that
there exists a spin curve (X,L, b) such that β : X → C is the blow up of C at
N = singC \∆ = singC. Since the graph Σ(X) can be constructed from Γ(C)
by contracting all edges corresponding to non-exceptional nodes, i.e. nodes in
∆ = ∅, the graphs Σ(X) and Γ(C) coincide. In particular Σ(X) is not tree-like,
[(X,L, b)] ∈ Sg is a singular point and [C] = pi([(X,L, b)]) ∈ pi(singSg).
Second step: If C is a smooth curve and [C] ∈ singMg, then [C] ∈ pi(singSg).
Let C be a smooth curve of genus g ≥ 4 such that [C] is a singular point of Mg.
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Then there exists a non-trivial automorphism σC ∈ AutC. M. Atiyah proved in
his article [Ati71] that there exists a theta characteristic L on C which is fixed
by σC , i.e. σ
∗
CL
∼= L. Therefore σC lifts to the spin curve (C,L, b), [(C,L, b)] is a
singular point of Sg and [C] ∈ pi(singSg).
Third step: If C is a singular stable curve such that the dual graph Γ(C) is tree-
like and [C] ∈ M g is a singular point, then [C] ∈ pi(singSg). Let C be such
a curve. By Corollary 4.2.8 there exists an automorphism σC ∈ AutC which
is not a product of elliptic tail automorphisms of order 2. If one can find a
spin curve (X,L, b) with stable model C such that σC lifts to (X,L, b) the point
[(X,L, b)] ∈ Sg is singular and [C] ∈ pi(singSg).
Let ∆ = ∅ ⊂ singC and β : X → C the blow up at N = singC \∆ = singC. The
non-exceptional subcurve X˜ is the normalization of C, in particular X˜ is a disjoint
union
∐
j C
ν
j of smooth curves, where the union is taken over all irreducible
components Cj of C and C
ν
j → Cj is the normalisation. The automorphism
σC induces an automorphism σ˜ on X˜. The aim is to define a line bundle L˜
on X˜ such that σ˜∗L˜ ∼= L˜. Consider a component Cνi0 of X˜ and let m be the
smallest number such that Cνi0 , C
ν
i1
= σ˜(Cνi0), . . . , C
ν
im−1 = σ˜
m−1(Cνi0) are distinct
and σ˜m(Cνi0) = C
ν
i0
. By Atiyah’s result there exists a theta characteristic L˜i0 on
Cνi0 which is fixed by
(
σ˜|Cνi0
)m
. Fix an isomorphism bi0 : L˜
⊗2
i0
∼=−→ ωCνi0 and let
(L˜ij , bij) for j = 1, . . . ,m− 1 be the appropriate pull back of (L˜i0 , bi0) to Cνij , i.e.
L˜ij =
(
σ˜m−j |Cνij
)∗
L˜i0 and bij =
(
σ˜m−j |Cνij
)∗
bi0 ,
in particular L˜ij is a theta characteristic on C
ν
ij
. Let L˜ be the line bundle on X˜
which is L˜ij on C
ν
ij
and b˜ : L˜⊗2
∼=−→ ω eX be the isomorphism which is bij on Cνij .
Then by construction σ˜∗L˜ ∼= L˜.
Let L be a line bundle on X which restricts to L˜ on X˜ and to OE(1) on every
exceptional component E. Moreover, extend b˜ by 0 on E to get a homomorphism
b : L⊗2 → β∗ωC . This gives a spin curve (X,L, b) with stable model C. By
Corollary 2.2.12 the automorphism σC lifts to (X,L, b) since σ˜
∗L˜ ∼= L˜. Therefore,
[(X,L, b)] ∈ singSg and [C] ∈ pi(singSg).
Corollary 4.3.29. Let C be a stable curve of genus g ≥ 4 such that Γ(C) is not
tree-like. Then the fibre SC of pi : Sg → M g over [C] contains a singular point
of Sg, i.e. [C] ∈ pi(singSg). If in addition AutC is generated by elliptic tail
automorphisms of order 2, then SC contains a smooth point of Sg.
Proof. Let C be a stable curve of genus g ≥ 4 with Γ(C) not tree-like. Then
∆ = ∅ ⊂ singC is an even subset and there exists a spin curve (X,L, b) with
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support X, where β : X → C is the blow up of C at N = singC \∆ = singC.
Since Σ(X) is the contraction of ∆ considered as a subset of the set E(Γ(C)) of
edges of Γ(C), the graphs Σ(X) and Γ(C) coincide. In particular Σ(X) is not
tree-like and [(X,L, b)] ∈ Sg is singular.
In case AutC is generated by elliptic tail automorphisms a point [(X,L, b)] ∈ SC
is smooth if and only if Σ(X) is tree-like. Consider the following subset ∆ ⊂
E(Γ(C)). An edge e(P ) belongs to ∆ if and only if there exists a cycle of edges
in Γ(C) which contains e(P ) and e(P ) is not a loop. Then ∆ is an even subset
and there exists a spin curve (X,L, b) whose support X is the blow-up of C at
N = singC \ ∆. The graph Σ(X) is then obtained by contracting all edges of
Γ(C) contained in ∆, i.e. by contracting all cycles of edges in Γ(C) which are
not loops. The resulting graph is tree-like and [(X,L, b)] ∈ Sg is smooth. Note
that in the same way any ∆′ ⊃ ∆ gives rise to smooth points of Sg.
Remark 4.3.30. The question which automorphisms σC of C lift to a spin curve
(X,L, b) with stable model C is difficult, even in the case of a smooth curve C.
By Atiyah’s result for every automorphism σC ∈ AutC of a smooth curve C
there exists at least one theta characteristic L on C such that σC lifts to the
spin curve (C,L, b). Moreover, S. Kallel and D. Sjerve show in [KS06] that an
automorphism σC ∈ AutC, where C is smooth, lifts to every theta characteristic
L on C if and only if C is hyperelliptic and σC is the hyperelliptic involution.
Therefore, for every automorphism σC which is not a hyerelliptic involution there
exists at least one theta characteristic to which σC lifts and at least one to which
it does not lift. It seems to be an interesting question, which subgroups of AutC
actually arise as the stabiliser of a theta characteristic on the smooth curve C.
More generally, the question would be, which subgroups of the automorphism
group of a stable curve C do arise as the image of Aut(X,L, b)→ AutC, where
(X,L, b) is any spin curve with stable model C.
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Chapter 5
Global results
In this chapter the Picard groups of M g and Sg are described as well as the
connection between them. In particular the canonical divisors of S
+
g and S
−
g are
determined. Afterwards an important lifting result for pluricanonical forms on
Sg is proved.
5.1 The Picard group
5.1.1 Stable curves
This section summarises some properties of the rational Picard group PicQ(M g) =
Pic(M g)⊗Q of M g. It is often easier to work with the rational Picard group of
the stack.
Definition 5.1.1. An element F of the rational Picard group PicfunQ (M g) of the
moduli stack of stable curves is a collection of rational divisor classes F(f) ∈
PicQ(Z) for every family f : C → Z of stable curves of genus g such that for
every fibre square
Z Z ′
C C ′
p.......................f
....................
...f
′
...................................
.%
...................................
.%
F(f) is the pull back of F(f ′) via %.
An important fact is the following
Proposition 5.1.2. [HM98, Proposition 3.88]
PicQ(M g) ∼= PicfunQ (M g)
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Example 5.1.3. The Hodge class λ in PicfunQ (M g) is defined as follows. For any
family f : C → Z of stable curves of genus g the push forward Λ = f∗(ωC/Z) of the
relative dualizing sheaf is a vector bundle of rank g, the Hodge bundle. Denote
by λi the ith Chern class ci(Λ) of the Hodge bundle. Then λ1 = c1(Λ) is a line
bundle on Z. Since the relative dualizing sheaf is compatible with fibre squares
λ is also compatible with them. Therefore λ defines an element in PicfunQ (M g),
called the Hodge class.
Example 5.1.4. The boundary classes δ0, . . . , δ[g/2] in Pic
fun
Q (M g) are defined as
follows. Let Y ⊂ M g be any proper subvariety. It is a general result (see for
example [HM98, Section 3.D]) that in order to define an element F ∈ PicfunQ (M g)
it is enough to give the classes F(f) for families f : C → Z, where Z is smooth
and one-dimensional and the image of the moduli map Z →M g is not contained
in Y . Let f : C → Z be a family with smooth one-dimensional base such that the
image of the moduli map is not contained in the boundary ∂M g, i.e. the general
fibre Cz is a smooth curve. For any i = 0, . . . , [g/2] and any z ∈ Z define the
multiplicity multz(δi) by considering the local universal deformation space B(Cz)
of the fibre Cz and the inverse image ∆˜i of ∆i ⊂ M g in B(Cz). The multiplicity
multz(δi) is then the multiplicity of the pull back of ∆˜i via the natural map
Z → B(Cb) (locally at b). Define δi(f) =
∑
z multz(δi)z. Informally spoken δi(f)
counts the fibres with nodes of type i in the family f .
Denote by [∆i] ∈ PicQ(M g) the class of the boundary divisor ∆i. Then [∆i] can
and will be considered as an element in PicfunQ (M g) by Proposition 5.1.2. Since the
order of the automorphism group of a general point [C] ∈ ∆1 is two, δ1 = 12 [∆1]
([HM98, Proposition 3.92]). For i = 0, 2, . . . , [g/2] δi = [∆i].
Proposition 5.1.5. [AC87, Theorem 1] For g ≥ 3 PicfunQ (M g) is generated by
the classes λ and δ0, . . . , δ[g/2] and these classes are independent.
5.1.2 Spin curves
Comparable results have been obtained for Sg.
Definition 5.1.6. An element F of the rational Picard group PicfunQ (Sg) of the
moduli stack of spin curves is a collection of rational divisor classes F(f : X →
Z,L,B) ∈ PicQ(Z) for every family (f : X → Z,L,B) of spin curves of genus
g compatible with fibre squares. Restricting this definition to families of even
resp. odd spin curves gives PicfunQ (S
+
g ) and Pic
fun
Q (S
−
g ).
There is a natural map pi∗ : PicfunQ (M g) → PicfunQ (Sg), mapping an element F ∈
PicfunQ (M g) to pi
∗F defined on a family (f : X → Z,L,B) of spin curves as pi∗F(f :
X → Z,L,B) = F(fC) where fC : C → Z is the stable model of f . This map is
injective for g > 2 ([Cor89, p. 585]. The maps pi±∗ : PicfunQ (M g) → PicfunQ (S±g )
are defined similarly.
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Example 5.1.7. In the same way as the classes δi on M g the classes α
±
i , β
+
i ,
i = 0, . . . , [g/2] and β−i , i = 0, . . . , [(g − 1)/2] can be defined. Fix a family of
spin curves (f : X → Z,L,B) with smooth one-dimensional base Z such that
the image of the moduli map Z → Sg does not lie entirely in the boundary ∂Sg.
Consider the local universal deformation space B′(Xz,Lz,Bz) of the fibre over
z ∈ Z and denote by A˜±i resp. B˜±i the pull back of A±i resp. B±i to the deformation
space. The multiplicity multz(α
±
i ) resp. multz(β
±
i ) is the multiplicity of the pull
back of A˜±i resp. B˜
±
i via the natural map Z → B′(Xz,Lz,Bz) (locally at z)
and the classes on Z are defined by α±i (f : X → Z,L,B) =
∑
z multz α
±
i z and
β±i (f : X → Z,L,B) =
∑
z multz β
±
i z. Denote by αi = α
+
i +α
−
i and βi = β
+
i +β
−
i
for i = 0, . . . , [g/2], where β−[g/2] = 0.
Example 5.1.8. In addition to the (pull back via pi of the) Hodge class λ ∈
PicfunQ (Sg) which can equivalently be given as det fC !ωC/Z where fC : C → Z
is the stable model of the family of spin curves (f : X → Z,L,B) a similar
construction can be applied to the line bundle L. Define the class µ ∈ PicfunQ (Sg)
on a family of spin curves (f : X → Z,L,B) as det f!L, this is a well defined
class as Cornalba shows in [Cor89, p. 584] (see also [Jar01]). The class µ can be
written as µ = µ+ +µ−, where the classes µ± ∈ PicfunQ (S±g ) are the restrictions of
µ to families of spin curves with even resp. odd spin structure L. Here for any
family of curves f : X → Z and any line bundle L on X the line bundle det f!L
is defined as (detR0f∗L) ⊗ (detR1f∗L)−1, where Rif∗ is the ith right derived
functor of f∗, Rif∗L is a vector bundle on the base Z and det is the highest
exterior power, i.e. detRif∗L =
∧ri Rif∗L where ri = rankRif∗L.
Proposition 5.1.9. [Cor89, Proposition 7.2] For g > 2 PicfunQ (Sg) is generated
by µ+, µ−, α±i , β
+
i for i = 0, . . . , [g/2] and β
−
i for i = 0, . . . , [(g − 1)/2]. These
classes are independent and the following relations hold
(i) pi∗δ0 = α0 + 2β0
(ii) pi∗δi = 2αi + 2βi, i = 1, . . . , [g/2]
(iii) α0 = 4λ+ 8µ.
Remark 5.1.10. Jarvis proves in [Jar01] that (iii) also holds in Picfun(Sg) and
that the restriction of λ+ 2µ to Sg has order 4.
With this information the canonical divisors of S
+
g and S
−
g are readily calculated.
Proposition 5.1.11. Let g ≥ 3. Then
K
S
+
g
= 13λ− 2α+0 − 3β+0 − 6α+1 − 6β+1 − 4
[ g2 ]∑
i=2
(α+i + β
+
i )
and
K
S
−
g
= 13λ− 2α−0 − 3β−0 − 6α−1 − 6β−1 − 4
[ g2 ]∑
i=2
(α−i + β
−
i )
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Proof. The canonical divisor of M g is well known to be
KMg = 13λ− 2δ0 − 3δ1 − 2
[ g2 ]∑
i=2
δi
[HM82, Theorem 2.bis]. Therefore the canonical divisor of S
±
g is the sum of the
pull back of KMg via pi
± and the ramification divisor of pi± : S
±
g →M g, i.e.
K
S
+
g
=
[
13λ− 2α+0 − 4β+0 − 6α+1 − 6β+1 − 4
[ g2 ]∑
i=2
(α+i + β
+
i )
]
+ β+0
= 13λ− 2α+0 − 3β+0 − 6α+1 − 6β+1 − 4
[ g2 ]∑
i=2
(α+i + β
+
i )
and
K
S
−
g
=
[
13λ− 2α−0 − 4β−0 − 6α−1 − 6β−1 − 4
[ g2 ]∑
i=2
(α−i + β
−
i )
]
+ β−0
= 13λ− 2α−0 − 3β−0 − 6α−1 − 6β−1 − 4
[ g2 ]∑
i=2
(α−i + β
−
i ).
5.2 Pluricanonical forms
For a variety to have canonical singularities is a local property which can be
expressed via lifting properties of pluricanonical forms to a desingularisation.
But even a variety with non-canonical singularities can have the property, that all
pluricanonical forms on (a subset of) the smooth locus lift to a desingularisation.
This property is very helpful in the study of the Kodaira dimension of the variety.
5.2.1 Stable curves
Denote byM
0
g ⊂M g the open set of points [C] ∈M g corresponding to curves with
trivial automorphism group. Recall that the boundary divisor ∆1 of curves with
an elliptic tail is contained in the complement of M
0
g and M
0
g is a proper subset
of the open set of smooth points of M g. Furthermore consider a desingularisation
M˜g →M g.
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Theorem 5.2.1. [HM82, Theorem 1] For g ≥ 4 every pluricanonical form on
M
0
g extends to the desingularisation M˜g, i.e.
Γ
(
M
0
g,OMg
(
nKMg
))
= Γ
(
M˜g,OfMg
(
nKfMg
))
for all n.
The proof uses the following generalisation of the Reid-Tai criterion.
Proposition 5.2.2. [HM82, Appendix 1 to §1] Let V = Cm and G ⊂ GL(V )
be a finite subgroup. Denote by V0 ⊂ V the open set, where G acts freely, and
for any M ∈ G by V M ⊂ V the linear subspace of fixed points of M . Let ω be a
G-invariant pluricanonical form on V and V˜/G a desingularisation of V/G. The
form ω induces a form on V0/G which in turn can be considered as a meromorphic
form on the desingularisation V˜/G. If for all non-trivial M ∈ G, with Reid-Tai
sum less than 1 for some primitive ordM th root ζ of 1 ω is holomorphic along
every divisor E ⊂ V˜/G mapping onto the image of V M in V/G then ω extends
holomorphically to V˜/G.
Remark 5.2.3. In the situation of the above proposition let U ⊂ V/G be an
open subset containing V0/G with the following property: For every non-trivial
M ∈ G with Reid-Tai sum less than 1 (for some root) the intersection of U with
the image of V M in V/G is non-empty. Denote by U˜ ⊂ V˜/G the preimage of U
under the desingularisation.
Claim: If the form ω extends holomorphically to U˜ then it extends holomorphi-
cally to all of V˜/G.
Suppose ω does not extend holomorphically to V˜/G. By the above proposition
this implies that there exist an M ∈ G, M 6= I, with Reid-Tai sum less than
1 (for some root) and a divisor E in V˜/G mapping onto the image of V M in
V/G such that ω is not holomorphic along E, i.e. ω has a pole along E. Now
consider the intersection U˜ ∩E. It is non-empty since the intersection of U with
the image of V M in V/G is non-empty: A point which lies in U as well as in
the image of V M has a preimage in E, since E surjects onto the image of V M
and this preimage also lies in U˜ , since U˜ is just the preimage of U under the
desingularisation. Therefore ω has a pole in U˜ contradicting the assumption and
proving the claim.
Moreover, if the form ω is only given in a neighbourhood of 0 ∈ V and one is only
interested in extending ω to a desingularisation of an appropriate neighbourhood
W of 0 ∈ V/G it is enough to show that ω lifts over an open subset U ⊂ W
containing W ∩ V0/G, which has non-empty intersection with V M for every I 6=
M ∈ G with Reid-Tai sum less than 1 (for some root).
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Proof of Theorem 5.2.1. Let ω be a pluricanonical form on M
0
g. It is enough to
prove that for every point [C] ∈ M g the form ω extends holomorphically to a
desingularisation of an open analytic neighbourhood of [C].
Let W ⊂M g be an open neighbourhood of [C] ∈M g such that W is isomorphic
to a neighbourhood of 0 ∈ C3g−3t /M(AutC) = V/G which is still denoted by W .
Under this identification W ∩M0g = W ∩ V0/G, where V0 ⊂ V denotes the open
subset where G acts freely. Then the form ω restricts to a form on W ∩ V0/G.
Consider the case where C does not have elliptic tails, i.e. [C] 6∈ ∆1. Theo-
rem 4.2.3 shows that every non-trivial element M ∈ M(AutC) has Reid-Tai
sum at least 1 (for every root). Hence U = W ∩ V0/G fulfills the assumption of
Remark 5.2.3 and the restriction of ω to U extends holomorphically to a desin-
gularisation V˜/G→ V/G.
Now let [C] be a point in ∆1 such that C has two irreducible components C1
and C2 of genera g − 1 and 1 respectively meeting at exactly one point P and
[C1] ∈M0g−1, i.e. C1 is smooth and has trivial automorphism group. Consider the
moduli space M1,1 of stable 1-pointed curves of genus 1, i.e. M1,1 = P1 ⊃ A1 3 j
corresponds to the (isomorphism class of a) smooth elliptic curve Ej with j-
invariant j and one marked point chosen as origin and ∞ ∈ P1 corresponds to
the (isomorphism class of a) rational curve E∞ with a non-disconnecting node and
one marked point chosen as origin. The map ϕ = ϕ(C1;P ) : P1 = M1,1 →M g is
defined by sending a point j ∈ P1 to the moduli point of the curve with irreducible
components C1 and Ej with P ∈ C1 glued to the origin of Ej. Since g ≥ 4 and
AutC1 is trivial, this gives an embedding of the j-line into ∆1 and by construction
[C] is contained in the image imϕ.
Harris and Mumford construct an open analytic neighbourhood S = S(C1;P ) of
imϕ in the following way. Let C0 be the curve obtained from C1 by making P
into an ordinary cusp P0, in particular νC0 : C1 = C
ν
0 → C0 is the normalisation
of C0 and P ∈ C1 is the only preimage of the cusp P0. The curve C0 has a local
universal deformation C → B where B is smooth and 3g − 3-dimensional. As in
the case of stable curves the tangent space to B at the base point is isomorphic
to Ext1(ΩC0 ,OC0) and there is a short exact sequence
0 −→ H1(C0,ΘC0) −→ Ext1(ΩC0 ,OC0) −→ H0(C0, Ext1(ΩC0 ,OC0)) −→ 0
where the kernel gives infinitesimal deformations preserving the cusp, i.e. in-
finitesimal deformations coming from those of the pointed curve (C1;P ) by mak-
ing the deformed point into a cusp, while H0(C0, Ext1(ΩC0 ,OC0)) is the space of
infinitesimal deformations of the ordinary cusp, which is two-dimensional. Let
s1, . . . , s3g−3 be coordinates of B such that s3, . . . , s3g−3 are coordinates of the
kernel of the above sequence. Then s1 and s2 correspond to deforming the cusp,
i.e. all fibres over the locus V (s1, s2) = {s1 = s2 = 0} have a cusp, while fibres
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over the complement B\V (s1, s2) either have one node or are smooth, in any case
these fibres are stable curves of genus g and all fibres are irreducible. Let y2 = x3
be a local equation of C0 at the cusp P0. Choose the coordinates s1 and s2 such
that the total space C of the family locally at P0 is given by y2 = x3 + s1x + s2.
Harris and Mumford prove that the moduli map f : B \ V (s1, s2) → M g (after
shrinking B if necessary) is injective and its image lies in M
0
g, i.e. all fibres have
trivial automorphism group.
The idea is to construct a family C ′ → S of stable curves such that its moduli
map f˜ : S → M g is injective and gives the sought for neighbourhood of imϕ in
such a way that for an appropriate closed Z ⊂ S the restricted family C ′×S S \Z
is isomorphic to C ×B B \ V (s1, s2), in particular the restricted moduli maps
f|S\Z and f˜|B\V (s1,s2) coincide. Because of non-trivial automorphisms this idea is
not realisable, nevertheless a construction nearly as good is given by Harris and
Mumford:
Let S → B be the normalisation of the blow up of B in the ideal (s31, s22). S is
covered by two charts S1 and S2 with coordinates s1, s2,
s21
s2
,
s31
s22
, s3, . . . , s3g−3 and
s1, s2,
s2
s1
,
s22
s31
, s3, . . . , s3g−3 respectively. S1 and S2 can be identified with the quo-
tients S˜1/Z6 and S˜2/Z4, where S˜1 (resp. S˜2) is smooth (3g − 3)-dimensional
with coordinates s˜
(1)
1 , . . . , s˜
(1)
3g−3 (resp. s˜
(2)
1 , . . . , s˜
(2)
3g−3) and the action of Z6 is
(s˜
(1)
1 , . . . , s˜
(1)
3g−3) 7→ (ζ26 s˜(1)1 , ζ6s˜(1)2 , s˜(1)3 , . . . , s˜(1)3g−3) for any sixth root ζ6 of 1 (resp.
(s˜
(2)
1 , . . . , s˜
(2)
3g−3) 7→ (ζ4s˜(2)1 , ζ24 s˜(2)2 , s˜(2)3 , . . . , s˜(2)3g−3) for any fourth root ζ4 of 1).
Harris and Mumford construct a family C1 → S˜1 (resp. C2 → S˜2) by pulling back
C to S˜1 (resp. S˜2) and considering the normalisation of an appropriate blow up
of the pull back. The picture is then:
C
B
S S2 ∼= S˜2/Z4 S˜2S˜1/Z6 ∼= S1S˜1
C ×B S˜2 C2C ×B S˜1C1
...........................
...
....
....
....
....
....
....
......
.............................. ..........
.............................
......
.....
.................................................................
.
.............................................................................................................................
. ..............................................................................................................................
.............................................................................
...
.............................................................................
...
...........................................................................
.
.................................................................
....
................................................................... .
.
The family C1 → S˜1 (resp. C2 → S˜2) is a family of stable curves of genus g with
the following properties:
(i) C1 (resp. C2) is smooth
(ii) Fibres of C1 (resp. C2) over {s˜(1)2 = 0} (resp. {s˜(2)1 = 0}) are elliptic tail curves
where s˜
(1)
1 (resp. s˜
(2)
2 ) corresponds to deforming the elliptic tail and if s˜
(1)
1 = 0
(resp. s˜
(2)
2 = 0) the elliptic tail has j-invariant 0 (resp. 1728). The coordinate
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s˜
(1)
2 (resp. s˜
(2)
1 ) corresponds to smoothing the node. The remaining coordinates
s˜
(1)
3 , . . . , s˜
(1)
3g−3 (resp. s˜
(2)
3 , . . . , s˜
(2)
3g−3) correspond to deforming the component of
genus g − 1 and the point where the elliptic tail is attached and if s˜(1)3 = · · · =
s˜
(1)
3g−3 = 0 (resp. s˜
(2)
3 = · · · = s˜(2)3g−3 = 0) this component is C1 with marked point
P , i.e. the elliptic tail is attached at P . In particular the fibre over 0 has two
irreducible components C1 and an elliptic curve E0 with j-invariant 0 (resp. E1728
with j-invariant 1728) attached at the node P .
(iii) The action of Z6 on S˜1 (resp. Z4 on S˜2) lifts to an action on C1 (resp. C2) which
restricts on the fibre over 0 to the action of the automorphism group of the central
fibre, which is isomorphic to Aut(E0; 0) ∼= Z6 (resp. Aut(E1728; 0) ∼= Z4). All
fibres over the locus s˜
(1)
2 = 0 (resp. over s˜
(2)
1 = 0) have non-trivial automorphism
group while all fibres over the complement of this locus have trivial automorphism
group.
The last point implies that the moduli map f˜1 : S˜1 → M g (resp. f˜2 : S˜2 → M g)
factors through the quotient S1 ⊂ S (resp. S2 ⊂ S) giving the following diagram
S˜1
S
S˜2
B \ V (s1, s2)
B M g
M
0
g
........................................................................................................
.
ef1
........................................................................................................
.
ef2
.............................................................................
...
............
....
.............................................................
....
....
....
....
....
......
..........
........
........
........
............
.......
............................................................................................
......
..... f
...............................................................................................................................
.
ef
....
....
....
....
.......
..........
Harris and Mumford then prove that f˜ is injective and its image im f˜ in M g
contains imϕ, the locus of stable curves with two irreducible components, one
being C1 the other an arbitrary curve of genus 1. In particular S = S(C1;P ) is an
open neighbourhood of [C]. Since B \V (s1, s2) ⊂ S∩M0g the pluricanonical form
ω on M
0
g restricts to B\V (s1, s2) and extends holomorphically to all of B, because
B is smooth and V (s1, s2) has codimension two. Let S˜ be a desingularisation of
S and consider the pull back of the form ω on B via the concatenation S˜ →
S → B. The pull back is holomorphic and therefore ω extends locally at [C]
holomorphically to the desingularisation S˜.
Consider now an arbitrary point [C] ∈ ∆1 and denote by C(1)2 , . . . , C(k)2 all elliptic
tails of C. Let C
(i)
1 = C \ C(i)2 for i = 1, . . . , k be the closure of the complement of
the ith elliptic tail and P (i) the node where C
(i)
1 and C
(i)
2 meet. Remember that
W ⊂M g is an open neighbourhood of [C] such that W is isomorphic to a neigh-
bourhood of 0 in the quotient C3g−3t /M(AutC) = V/G. For every i = 1, . . . , k
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there exists a point [C ′(i)] ∈ W such that C ′(i) has two irreducible components
C ′1
(i) and C ′2
(i) meeting at a node P ′(i) where (C ′2
(i);P ′(i)) = (C(i)2 ;P
(i)) is the ith
elliptic tail and C ′1
(i) is a nearby curve of C
(i)
1 which is smooth and has trivial
automorphism group, i.e. C ′(i)1 ∈M0g−1, and P ′(i) ∈ C ′(i)1 .
Consider the maps ϕ(i) = ϕ(C ′1
(i);P ′(i)) : P1 → M g defined for every j ∈ P1 by
attaching an elliptic tail with j-invariant j at the origin to the point P ′(i) ∈ C ′1(i).
For all i, i′ ∈ {1, . . . , k} there are exactly two possibilities: Either (C ′1(i);P ′(i))
and (C ′1
(i′);P ′(i
′)) are isomorphic and ϕ(i) = ϕ(i
′) or the two one-pointed curves
are not isomorphic and imϕ(i) and imϕ(i
′) are disjoint. Let I ⊂ {1, . . . , k} be a
subset such that the (C ′1
(i);P ′(i)), i ∈ I, are pairwise non-isomorphic and for every
i′ ∈ {1, . . . , k} the pointed curve (C ′1(i
′);P ′(i
′)) is isomorphic to (C ′1
(i);P ′(i)) for an
appropriate i ∈ I. Then the images imϕ(i), i ∈ I, are pairwise disjoint. For every
i ∈ I consider the neighbourhood S(i) = S(C ′1(i);P ′(i)) of imϕ(i) constructed
above. Since the images of the ϕ(i) are pairwise disjoint one may assume the
S(i) to be pairwise disjoint (if necessary the S(i) can be shrinked preserving all
important properties). Denote by Y the union of W and the S(i), i ∈ I. Let
Y˜ → Y be a desingularisation and denote by S˜(i) the preimage of S(i) under the
desingularisation. As above the construction of S(i) implies that the restriction
of the form ω to S(i) ∩M0g extends holomorphically to a form ω(i) on S˜(i).
Set W0 = W ∩ V0/G, where V0 ⊂ V denotes the open subset where the group
G acts freely. In particular W0 is smooth and its preimage under the desingu-
larisation Y˜ → Y is isomorphic to W0. Therefore the restriction of ω to W0 is
holomorphic and ω|W0 and ω
(i), i ∈ I, give a holomorphic form on W0 ∪
⋃
i∈I S˜
(i),
the preimage of W0 ∪
⋃
i∈I S
(i) under the desingularisation Y˜ → Y .
Denote by U the intersection of W0 ∪
⋃
i∈I S
(i) with W and by U˜ its preimage
under the desingularisation.
Claim: U fulfills the assumption of (the local version of) Remark 5.2.3.
Clearly W ∩ V0/G = W0 ⊂ (W0 ∪
⋃
i∈I S
(i)) ∩ W . Let M = M(σC) ∈ G =
M(AutC) be a non-trivial matrix with Reid-Tai sum less than 1 (for some root).
By Theorem 4.2.3 this implies that σC is an elliptic tail automorphism of order
2, 4, 3 or 6. In particular for an appropriate i ∈ {1, . . . , k} the automorphism is
the identity on C
(i)
1 and σC |C(i)2
is a non-trivial automorphism of the elliptic tail.
Proposition 4.2.5 shows that the locus {t1 = t2 = 0} ⊂ V is contained in the fixed
point locus of M , if t1 (resp. t2) is the coordinate corresponding to smoothing
the node P (i) (resp. to deforming the elliptic tail C
(i)
2 ). The moduli point of the
curve C ′(i) with irreducible components C ′1
(i) and C
(i)
2 is contained in this locus
and therefore an element of V M . On the other hand this point is contained in
W and in S(i
′) for an appropriate i′ ∈ I, since by definition of I there exists an
117
5.2. PLURICANONICAL FORMS CHAPTER 5. GLOBAL RESULTS
i′ ∈ I such that (C ′1(i);P ′(i)) is isomorphic to (C ′1(i
′);P ′(i
′)) and if j ∈ P1 denotes
the j-invariant of C
(i)
2 the point [C
′(i)] is just the image of j under the map ϕ(i
′).
Hence U fulfills the assumption.
The preimage U˜ of U under the desingularisation is contained in W0 ∪
⋃
i∈I S˜
(i)
therefore the form ω extends holomorphically to U˜ and by Remark 5.2.3 it extends
holomorphically to W˜ , the preimage of W under the desingularisation Y˜ → Y .
Hence ω lifts to a desingularisation locally at every point [C] ∈ M g and the
theorem is proved.
5.2.2 Spin curves
Denote by S
reg
g ⊂ Sg the smooth locus of Sg and let S˜g → Sg be a desingularisa-
tion.
Theorem 5.2.4. For g ≥ 4 every pluricanonical form on Sregg extends to the
desingularisation S˜g, i.e.
Γ
(
S
reg
g ,OSg
(
nKSg
))
= Γ
(
S˜g,OeSg
(
nKeSg
))
for all n.
Proof. Let ω be a pluricanonical form on the smooth locus S
reg
g . As in the proof
of Theorem 5.2.1 it is enough to prove that ω lifts to a desingularisation of an
open neighbourhood of every point [(X,L, b)] ∈ Sg.
By Theorem 4.3.9 the locus of non-canonical singularities is the locus of points
[(X,L, b)] such that X has an elliptic tail with j-invariant 0 and the theta charac-
teristic on the elliptic tail is trivial. Let [(X,L, b)] ∈ Sg be a canonical singularity,
i.e. the theta characteristic on every elliptic tail with j-invariant 0 is non-trivial.
Let W be a neighbourhood of [(X,L, b)] such that W is isomorphic to a neigh-
bourhood of 0 ∈ C3g−3u /K(Aut(X,L, b)) = V/G, which will also be denoted W .
Since G contains no quasireflections S
reg
g ∩W = V0/G ∩W = W0, where V0 ⊂ V
denotes the open set where G acts freely, and ω restricts to a form on W0. All
non-trivial matrices K(σ, γ) ∈ G have Reid-Tai sum at least 1 (for every root)
hence U = W0 fulfils the assumption of Remark 5.2.3. If W˜ → W is a desingu-
larisation of W and U˜ the preimage of U under the desingularisation then U˜ ∼= U
since U = W0 is smooth. Hence ω is holomorphic on U˜ and Remark 5.2.3 implies
that ω extends holomorphically to W˜ .
Let [(X,L, b)] ∈ Sg be a spin curve such that the stable model C of X has two
irreducible components C1 and C2 meeting at a node P , where C1 ∈M0g−1 and C2
is an elliptic curve with j-invariant 0, and Lν2 = ν
∗L|C2 = OC2 , where ν : Xν → X
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is the normalisation. Setting Lν1 = ν
∗L|C1 consider the map ψ = ψ(C1, L
ν
1;P ) :
P1 → Sg defined by sending a point j ∈ P1 to the moduli point of the following
spin curve (X ′, L′, b′): The stable model C ′ of X ′ has two irreducible components
C1 and C
′
2, where C
′
2 is an elliptic curve with j-invariant j, meeting in a node at
P ∈ C1 and some chosen origin in C ′2. The theta characteristic L′1ν on C1 is just
Lν1, while the theta characteristic L
′
2
ν on C ′2 is trivial. Remember from the proof
of Theorem 5.2.1 that the map ϕ = ϕ(C1;P ) : P1 → M g is defined by sending
j ∈ P1 to the moduli point of the above defined stable curve C ′, i.e. there is a
commutative diagram
P1
M g
Sg
.............................
.
ϕ
.........
.........
...........
.ψ ..............................
pi
Remember also from Theorem 5.2.1 the open neighbourhood S(C1;P ) of imϕ.
Claim: There is an open neighbourhood S(C1, L
ν
1;P ) of imψ which is isomorphic
to S(C1;P ) via pi (after shrinking S(C1;P ) if necessary).
Consider for any j ∈ P1 the point [(X ′, L′, b′)] = ψ(j) in the image of ψ and its
image [C ′] = ϕ(j) under pi. Let W = W (j) be a neighbourhood of [(X ′, L′, b′)] ∈
Sg which is isomorphic to a neighbourhood of 0 ∈ C3g−3u /K(Aut(X ′, L′, b′)) =
V/G, which is also denoted by W . Recall from Remark 4.3.8 that K(σ, γ) for
an automorphism (σ, γ) ∈ Aut(X ′, L′, b′) has a block form with one block for
the set T of elliptic tail nodes, one for the set D of disconnecting nodes which
are not elliptic tail nodes, one for the set N of exceptional nodes which are non-
disconnecting, one for the set ∆ of non-exceptional nodes and a last block for the
set V of irreducible components. Since C ′ has only one node which is the elliptic
tail node P , K(σ, γ) has the form
K(σ, γ) =
(
α4
MVEσV
)
if the action of (σ, γ) on the deformation space C3g−3τ is given as
M(σ, γ) =
(
α
MVEσV
)
.
pi on W is the restriction of
C3g−3u′ /K(AutC ′)C
3g−3
u /K(Aut(X
′, L′, b′))
C3g−3τ /M(Aut(X ′, L′, b′)) C3g−3t /M(AutC ′)
...........................
...
∼=
...........................
...
∼=
..............................................................
.
..............................................................
.
where the isomorphism on the right hand side is defined in the proof of Propo-
sition 4.2.7. Since P is the only node ui = τi = ti = u
′
i for i = 2, . . . , 3g − 3
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and u1 = τ
4
1 = t
2
1 = u
′
1 since P is an elliptic tail node. From Remark 4.3.8 and
Proposition 4.2.7 it follows that the action of the automorphism σC′ on C3g−3t
resp. C3g−3u′ is
M(σC) =
(
α2
MVEσV
)
resp. K(σC) =
(
α4
MVEσV
)
.
Therefore C3g−3u /K(Aut(X ′, L′, b′)) → C3g−3u′ /K(AutC ′) is an isomorphism and
pi|W : W
∼=−→ pi(W ).
Now consider the union W = ⋃j∈P1 W (j), which is an open neighbourhood of
imψ. Then pi|W :W → pi(W) is an isomorphism and pi(W)∩S(C1;P ) is an open
neighbourhood of imϕ. After replacing S(C1;P ) with pi(W) ∩ S(C1;P ) define
S(C1, L
ν
1;P ) = pi
−1
|W(S(C1;P )). Then S(C1, L
ν
1;P )
∼= S(C1;P ) via pi.
The neighbourhood S = S(C1, L
ν
1;P ) fits into the following diagram (see also the
corresponding diagram in the proof of Theorem 5.2.1)
S
B \ V (s1, s2)
B Sg
S
reg
g
.............................................................
....
....
....
....
....
......
..........
........
........
........
............
.......
...........................................................................................
......
.....
.............................................................................................................................
......
.....
....
....
....
....
....
......
..........
where S → B resp. B \ V (s1, s2) ↪→ S is the concatenation S ∼= S(C1;P ) → B
resp. B \ V (s1, s2) ↪→ S(C2;P ) ∼= S. Remember that B \ V (s1, s2) → M0g is the
injective moduli map of the restriction of the family C → B of curves. All fibres
of this family are irreducible. Because of B \ V (s1, s2) ↪→ M0g every point in the
image of B\V (s1, s2) in Sg corresponds to a spin curve whose only automorphisms
are inessential and the stable model of the support is irreducible since the fibres
of C are. This implies that the only automorphisms are (id,± id). Therefore
B \ V (s1, s2) injects into Sregg .
The form ω on S
reg
g restricts to B \ V (s1, s2) and extends holomorphically to
B, since V (s1, s2) has codimension two in the smooth B. Let S˜ → S be a
desingularisation of S. Then ω extends holomorphically to S˜ since the pull back
via S˜ → B is holomorphic.
In the last step let [(X,L, b)] ∈ Sg be any non-canonical singularity and W
a neighbourhood of [(X,L, b)] such that W is isomorphic to a neighbourhood
of 0 ∈ C3g−3u /K(Aut(X,L, b)) = V/G. Let C(1)2 , . . . , C(k)2 be all elliptic tails
of X with j-invariant 0 such that the theta characteristic L
(i),ν
2 = ν
∗L|C(i)2
is
trivial, here ν : Xν → X is the normalisation. For i = 1, . . . , k denote by
C
(i)
1 = C \ C(i)2 the closure of the complement of the ith elliptic tail in the stable
model C of X and by P (i) ∈ C the corresponding elliptic tail node. Furthermore
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let X
(i)
1 = X \ (E(i) ∪ C(i)2 ) be the closure of the complement of the union of
the ith elliptic tail and the incident exceptional component E(i) and set L
(i),ν
1 =
ν∗L|X(i)1
. For every i = 1, . . . , k there is a point in W corresponding to a spin
curve (X ′(i), L′(i), b′(i)) with the following properties: The stable model C ′(i) of
X ′(i) has two irreducible components C ′1
(i) and C ′2
(i) meeting at exactly one node
P ′(i), where C ′1
(i) is a smooth curve of genus g − 1 with trivial automorphism
group and C ′2
(i) = C
(i)
2 is the ith elliptic tail. Moreover, the theta characteristic
(ν ′(i))∗L′(i)|C(i)2
is trivial, where ν ′(i) : X ′(i),ν → X ′(i) is the normalisation. Consider
the maps ψ(i) = ψ(C ′1
(i), L′1
(i),ν ;P ′(i)) : P1 → Sg sending j ∈ P1 to the moduli
point of a spin curve such that the stable model of its support has two irreducible
components the curve C ′1
(i) and an elliptic curve with j-invariant j meeting at
the point P ′(i) ∈ C ′1(i) and the origin of the elliptic curve, the theta characteristic
on C ′1
(i) is L′1
(i),ν = (ν ′(i))∗L′(i)|C′1(i)
and that on the elliptic tail is trivial. Two
images imψ(i) and imψ(i
′) are either equal or disjoint depending on whether there
exists an isomorphism of the smooth spin curves (C ′1
(i), L′1
(i),ν) and (C ′1
(i′), L′1
(i′),ν)
sending P ′(i) to P ′(i
′). Let I ⊂ {1, . . . , k} be such that the images imψ(i), i ∈ I,
are pairwise disjoint and for every i′ ∈ {1, . . . , k} there exists an i ∈ I such that
imψ(i
′) = imψ(i).
Consider the neighbourhoods S(i) = S(C ′1
(i), L′1
(i),ν ;P ′(i)) of imψ(i), i ∈ I, con-
structed above. Since the images imψ(i), i ∈ I, are pairwise disjoint one may
assume the S(i) to be pairwise disjoint. Denote by Y the union of W and the
S(i), i ∈ I. Let Y˜ → Y be a desingularisation and denote by S˜(i) the preimage of
S(i) under the desingularisation. As above the construction of S(i) implies that
the restriction of the form ω to S(i) ∩Sregg extends holomorphically to a form ω(i)
on S˜(i).
Set W0 = W ∩ V0/G, where V0 ⊂ V denotes the open subset where the group
G acts freely. In particular W0 is smooth and its preimage under the desingu-
larisation Y˜ → Y is isomorphic to W0. Therefore the restriction of ω to W0 is
holomorphic and ω|W0 and ω
(i), i ∈ I, give a holomorphic form on W0 ∪
⋃
i∈I S˜
(i),
the preimage of W0 ∪
⋃
i∈I S
(i) under the desingularisation Y˜ → Y .
Denote by U the intersection of W0 ∪
⋃
i∈I S
(i) with W and by U˜ its preimage
under the desingularisation.
Claim: U fulfills the assumption of (the local version of) Remark 5.2.3.
Clearly W ∩ V0/G = W0 ⊂ (W0 ∪
⋃
i∈I S
(i)) ∩ W . Let K = K(σ, γ) ∈ G =
K(Aut(X,L, b)) be a non-trivial matrix with Reid-Tai sum less than 1 (for some
root). By Theorem 4.3.9 this implies that the automorphism σC of the stable
model C is an elliptic tail automorphism of order 3 or 6 and the theta charac-
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teristic on the elliptic tail on which σC acts non-trivially is trivial. In particular
for an appropriate i ∈ {1, . . . , k} the automorphism σC is the identity on C(i)1
and σC |C(i)2
is an automorphism of order 3 or 6 of the elliptic tail. Remark 4.3.10
shows that the locus {u1 = u3g−3 = 0} ⊂ V is the fixed point locus of K,
if u1 (resp. u3g−3) is the coordinate corresponding to smoothing the node P (i)
(resp. to deforming the elliptic tail C
(i)
2 ). The moduli point of the spin curve
(X ′(i), L′(i), b′(i)) is contained in this locus and therefore an element of V K . On
the other hand this point is contained in W and in S(i
′) for an appropriate i′ ∈ I,
since by definition of I there exists an i′ ∈ I such that there exists an isomor-
phism of the smooth spin curves (C ′1
(i), L′1
(i),ν) and (C ′1
(i′), L′1
(i′),ν) sending P ′(i)
to P ′(i
′). Hence U fulfills the assumption.
The preimage U˜ of U under the desingularisation is contained in W0 ∪
⋃
i∈I S˜
(i)
therefore the form ω extends holomorphically to U˜ and by Remark 5.2.3 it extends
holomorphically to W˜ , the preimage of W under the desingularisation Y˜ → Y .
Hence ω lifts to a desingularisation locally at every point [(X,L, b)] ∈ Sg and the
theorem is proved.
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Nomenclature
A±i , B
±
i boundary divisors of Sg, page 33
α±i , β
±
i boundary classes in Pic
fun
Q (Sg), page 111
β : X → C stable model of quasistable curve, page 10
C curve, always stable beginning with, page 10
(C;Q1, . . . , Qn) pointed nodal curve (with ordering), page 4
(C; {Q1, . . . , Qn}) pointed nodal curve (without ordering), page 4
(Cνj ;Qk , P
±
i ) pointed normalisation (ordered), page 7
(Cνj ; {Qk , P±i }) pointed normalisation (unordered), page 7
C → Z, Cz family of curves, fibre of the family over z ∈ Z, page 4
∆i boundary divisors of M g, page 31
δi boundary classes in Pic
fun
Q (M g), page 110
∆(X,L, b) non-exceptional nodes of X in C, page 13
D(X,L, b) set of all disconnecting nodes, which are not elliptic tail
nodes, page 67
Γ(C;Q1, . . . , Qn) dual graph of a pointed curve (ordered), page 5
Γ(C; {Q1, . . . , Qn}) dual graph of a pointed curve (unordered), page 5
K(σ, γ) action of (σ, γ) ∈ Aut(X,L, b) after quotienting out the
quasireflections, page 68
λ Hodge class in PicfunQ (M g) (also pullback to Sg), page 110
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NOMENCLATURE NOMENCLATURE
Mg moduli space of smooth curves, page 30
M g moduli space of stable curves, page 30
Mg moduli functor of stable curves, page 28
M(σ, γ) action of (σ, γ) ∈ Aut(X,L, b) on C3g−3τ , page 44
M(σC) action of σC ∈ AutC on C3g−3t , page 41
µ class of the spin structure, page 111
N(X,L, b) set of exceptional non-disconnecting nodes, page 67
ν? : ?
ν → ? normalisation of ?, page 5
N(X,L, b) exceptional nodes of X, page 13
pi : Sg →M g forgetful morphism, page 32
PicfunQ (M g) rational Picard group of the moduli stack of stable curves,
page 109
PicfunQ (Sg) rational Picard group of the moduli stack of spin curves,
page 110
Sg moduli space of smooth spin curves, page 32
Sg moduli space of spin curves, page 32
Sg moduli functor of spin curves, page 32
S
+
g , S
−
g moduli space of even resp. odd spin curves, page 33
SC moduli space of spin curves with stable model C, page 35
S
0
C moduli space of spin curves with stable model C with re-
spect to inessential isomorphisms, page 34
S0C , SC moduli functors of spin curves with fixed stable model C,
page 34
(σ, γ) isomorphism of spin curves, page 14
Σ(X) graph with vertices corresponding to connected components
of non-exceptional subcurve, page 21
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NOMENCLATURE NOMENCLATURE
T (X,L, b) set of elliptic tail nodes, page 67
Wτ (Cj) preimage of Wt(Cj) in C3g−3τ , page 44
Wτ (Pi) preimage of Wt(Pi) in C3g−3τ , page 44
Wt(Cj) ⊂ C3g−3t subspace corresponding to deforming (Cνj , {P±i }), page 40
Wt(P ) ⊂ C3g−3t subspace corresponding to smoothing the node Pi, page 40
X quasistable curve of genus g ≥ 2, page 10
(X,L, b) spin curve, page 13
X˜ non-exceptional subcurve, page 10
(X → C3g−3τ ,L,B) local universal deformation of (X,L, b), page 44
(f : X → Z,L,B) family of spin curves, page 14
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130
Index
(σ, γ) lift of σC , 21
1-cycle of a graph, 5
action of M(Aut0(X,L, b)), 47
bielliptic, 82
block form of M(σ, γ), 67
block form of M(σC), 41
boundary of M g, 31
canonical divisor of Sg, 111
canonical singularity, 54
coarse moduli space, 30
compact type, 6
comparison of M(σ, γ), K(σ, γ) and
M(σC), 69
deformation of an automorphism
of a spin curve, 44
of a stable curve, 42
deformation of spin curve, 42
deformation of stable curve, 35
first-order, see deformation of sta-
ble curve, infinitesimal
infinitesimal, 35, 38
description of Aut(X,L, b), 21
diagram for quasistable curve, 11
disconnecting node, 31
dual graph, 5
dualizing sheaf, 8
elliptic tail, 57
automorphism, 57
node, 57
even set of nodes, 22
exceptional component, 10
exceptional nodes, 13
family of pointed stable curves, 4
family of quasistable curves, 12
family of spin curves, 14
family of stable curves, 4
fine moduli space, 29
forgetful morphism Sg →M g, 32
genus formula, 7
Hodge bundle, 110
Hodge class, 110
inessential isomorphism, 14
irreducible node, 31
isomorphism of spin curves, 14
lifting forms in Sg, 118
lifting forms in M g, 113
local description of pi : Sg →M g, 44
local universal deformation, 38
of a spin curve, 43
locus of non-canonical singularities of
Sg, 70
moduli functor
of spin curves, 32
of stable curves, 28
moduli space
of smooth curves, 30
of spin curves, 32
of stable curves, 30
nodal curve
pointed (with ordering), 4
node of type i, 31
non-canonical singularities of M g, 62
non-disconnecting node, 31
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INDEX INDEX
non-exceptional component, 11
non-exceptional nodes, 13
non-exceptional subcurve, 10
parity of a spin curve, 13
pointed normalisation, 7
quasireflections in M(Aut(X,L, b)), 67
quasireflections in M(Aut(C)), 62
quasistable curve, 10
quotient singularity, 40
ramification divisor of pi, 53
rational ladder, see exceptional compo-
nent
rational Picard group of the moduli
stack
of stable curves, 110
of spin curves, 110, 111
of stable curves, 109
Reid-Tai criterion, 57
generalised, 113
Reid-Tai inequality, 57
Reid-Tai sum, 57
Reid-Tai sum of M(σC), 58
representable functor, 29
scheme structure of SC , 51
scheme structure of S
0
C , 48
singularity reduced, 74
smooth locus M
reg
g of M g, 64
smooth locus S
reg
g of Sg, 103
spin curve, 13
even, 13
odd, 13
spin structure, 13
stable curve, 4
pointed (with ordering), 4
stable model, 10
support of a spin curve, 13
theta characteristic, 13
theta characteristics
on elliptic curves, 26
tree, 6
underlying set of S
0
C , 22
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