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A B S T R A C T
The electric field gradient (EFG) produced at the site of 
a rare-earth ion in a crystal by the ligand charges and/or by the 
valence electrons of the ion, interacts with electrons in the closed 
shells of the ion and induces polarization in them by distorting 
their spherical symmetry. Depending on the structure of a particular 
shell, the polarization induced in it either decreases the overall 
EFG at the nuclear site (shielding effect) or enhances it (antishielding 
effect).
The purpose of the present work has been to study shielding-
3+antishielding effects in lanthanides, for which Pr (Z =59) was chosen 
as a typical example, to carry out a thorough analysis of the existing 
calculations of various parameters describing this effect, and to 
calculate them by a configuration interaction method adopting improved 
models and including higher order effects.
A discrete basis set consisting of occupied and excited states
including continuum has been used in conjunction with many-body pertur-
3+bation theory to calculate the following parameters for Pr :
(a) quadrupole lattice shielding factor y^
(b) hexadecapole antishielding factor
(c) quadrupole and hexadecapole valence shielding parameters R and R^
(d) crystal field shielding parameters a2 , CF4 and o6
(e) electric dipole, quadrupole, octopole and hexadecapole polariza­
bilities .
The results obtained, in lowest order, are in good general agreement
with results in the literature.
(v)
First order electron-electron correlation contributions
to and r^, which have previously been ignored, have been found
to be very large. In fact, they are larger than the zero order
Ncontributions to these factors. This arises from the use of V 
Hartree-Fock potentials to calculate the excited states. Correlation 
contributions to quadrupole polarizability and a 2 are found to be 
relatively small but still substantial ( -30% and 35% respectively of
I
the zero order contributions).
All the calculations of shielding effects available in
the literature adopt a simplified model in which the source of the
external field is assumed to be non-overlapping external charges. In
order to make the model more realistic one has to consider the ligand
to be finite and include the metal-ion-ligand overlap effect in the
calculation. This has been done in the present calculation. It was
found that the effect of the charge distribution of the Cl ion in 
3+the Pr -Cl system is very sensitive to the interionic distance, 
and reduces the point charge anti-shielding factor by a factor of 
about 2. This suggests that theoretically determined yot values based 
on external charge models cannot be used in crystalline systems 
where the crystal potential is generated by the finite ligand. This 
conclusion is quite consistent with experimental findings which 
indicate a strong bonding dependence of shielding factors in various 
compounds. A similar ion-ligand overlap effect can be expected on 
other shielding parameters as well.
In the light of present calculations as well as the experi­
mental results, it is concluded that for a proper understanding of 
shielding effects one has to calculate the parameters with reference 
to the chemical environment of the ion using complex models incor­
porating effects like overlap and covalency.
(Vi)
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1CHAPTER 1
INTRODUCTION
1.1 BACKGROUND
The history of the hyperfine structure of atomic spectra 
■ goes back to the end of the last century when it was noticed that 
many spectral lines were not single but consisted of a series of 
closely spaced lines (Michelson 1891, Fabry and Perot 1897; for a 
detailed description see, e.g., Lindgren and Rosen 1975)*. Since 
these lines were more closely spaced in wavelength than the previously 
detected fine structure, this new effect was named "hyperfine 
structure". The appearance of these lines could not be fully under­
stood until Pauli (1924) suggested that the hyperfine structure (hfs) 
could be due to an interaction between the electrons in the atom and 
the magnetic moment of the nucleus. The hfs should then depend on a 
nuclear quantity and an electronic part; an important aspect of this 
situation is that if one of the two factors is known, it can be used 
in obtaining meaningful information about the other.
Accurate hfs measurements of Schuler and Schmidt (1935) on 
europium samples indicated the possibility of an electric interaction 
as well. Theoretical calculations by Casimir (1935) provided strong 
support for this finding. Later works (for a survey, see, e.g., 
Lindgren and Rosen 1975) established the existence of electric multi­
pole moments in several nuclei. This led to the conclusion that the
* References are listed at the end of the thesis; figures and tables
are presented at the end of each chapter.
2hyperfine interaction contains a magnetic part, involving the 
magnetic moments of the nucleus, and an electric part produced by 
the electric moments.
The nuclear magnetic moments can often be determined 
independently, using, e.g., the nuclear magnetic resonance method, 
but the experimental information on the electric moments is often 
uncertain. We will describe these uncertainties later. However, 
if the electronic contribution is obtained theoretically, it can be 
used to obtain information about electric moments. This shows that 
in some respects the theoretical studies of electric hyperfine 
interactions are more important than those of the magnetic ones.
As far as the present work is concerned we will be interested in 
electric hyperfine interactions only, and therefore will not be 
considering the magnetic interactions.
1.2 ASPECTS OF THE ELECTRIC HYPERFINE INTERACTION
The hyperfine interaction can be conveniently expanded in 
multipole terms, and each term in this expansion can be expressed 
as a scalar product of tensor operators of given rank. If we describe 
the nucleus and the electron cloud as two classical charge distri­
butions p (r ) and p (r ) , their mutual electrostatic energy can n n e e
be given by (Abragam 1961)
E =
ff p (r )p (r )dr dr n n e e n e
I r - r I1 n e * 1
( 1 . 1 )
Using the spherical harmonic addition theorem and normalized
(k)spherical harmonics C , we have
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r -r n e
oo ]<
= 2 2
k=0 q=-k k+1
(_l)qC (k)(9 ,<j) )C(k)(9 ,<f) ) q n n -q e e (1 .2)
where r and r mean the smaller and the larger of the distances
r and r . If we assume the nucleus to be the origin and neglect n e
the small penetration of the electron inside the nucleus, then we 
have always r< = r^ and r> = r^ . Under this assumption:
r -r n e
oo k
2 2
k=0 q=-k
(-l)qC(k)(6 ,<J> )C(k)(9 ,<j> ) . (1.3)k+1 q n n -q e e
We note that this expression may be written as a sum of scalar operators, 
each of which is the contraction of two irreducible tensor operators 
of rank k . Thus the interaction energy can be given as
E = 2 -  l :  C(k)(0 ,<f> ) • Q (k) (1.4), k+1 e ek re
(k) r k (k')where Q = / p(r )r C (0 ,<j> )dr is the generalized electric
J n n n n n
multipole moment of the nucleus. It is obvious from equation (1.4) 
that the hyperfine interaction energy appears as a scalar product 
of two tensors, one of which depends only upon the nuclear coordinates 
and the other on the electronic coordinates only.
In expression (1.3), k gives the order of the multipole. 
Since we are interested in electric interactions only and parity 
considerations do not allow a nucleus to have a permanent odd electric 
multipole moment, we have to consider only even multipoles, namely, 
monopole, quadrupole, hexadecapole etc. corresponding to k=0,2,4 etc. 
in the above expressions. The k=0 term is simply the coulomb
4interaction and is of no interest to us here. The quadrupolar k=2 
term is the most important and our interest will mainly be centred 
around it. The other higher terms are very small; because of the
term in the interaction hainiltonian these terms decreaserl e Jrapidly with k . This explains why there is little experimental 
evidence of electrostatic interaction with k > 2 ; there is no 
reason, however, to doubt their existence. Even the quadrupole 
interaction itself is very small and is indeed detectable only 
because it splits an otherwise degenerate level. Comparing the 
orders of various interactions one finds that the quadrupole inter­
action energies are typically of the order of hundreds of thousands 
of MHz while the hexadecapole energies are of the order of a few 
KHz (Segel 1978).
Nuclei having non-vanishing electric quadrupole moments 
are commonly found. In fact any nucleus having spin 1 ^ 1  has a 
quadrupole moment which originates because of the non-spherical 
charge distribution of the nucleus and hence is an important source 
of information about nuclear structure. During the last decade or 
so extensive experimental as well as theoretical work has been done 
on the effects of nuclear quadrupole moments, and the subject has 
been of equal interest to both atomic and nuclear physicists.
Despite the large number of observations and measurements, and the 
availability of abundant data on the effects of nuclear quadrupole 
moments, the quadrupole moments themselves could not be determined 
precisely because of uncertainties (discussed below) involved in 
their determination. An uncertainty in excess of 30% is commonplace 
(Townes 1958, Collins and Benczer-Koller 1978). The same is true 
for the electric field gradient (EFG) at the nucleus in the non-
cubic metals.
51.3 SHIELDING EFFECTS
The most troublesome source of uncertainty in determining 
the nuclear quadrupole moment and the EFG is an effect due to the 
closed shells of electrons. In atoms, quadrupole interactions take 
place between the nucleus and the field gradient produced by the 
non-spherical distribution of the valence or open-shell electrons.
■In crystals, a contribution to the field gradient at the nucleus is 
also provided by the ligand charges surrounding the ion. In both 
cases the spherically symmetric closed shells of electron interfere 
and modify the quadrupole interactions. The central theme of the 
present work is to study the role played by these electronic shells 
in modifying the nuclear quadrupole interactions.
The corrections to nuclear quadrupole-field gradient coup­
ling due to closed shells are attributed to the fact that their 
spherical symmetry is distorted by the field gradient, giving rise 
to an additional field gradient induced in them. (Alternatively, it 
can be considered that the nuclear quadrupole moment distorts the 
spherical symmetry of the closed electronic shells, giving rise to 
an additional quadrupole moment induced in them.) Depending on the 
structure of a particular shell, this additional contribution when 
taken into account can either decrease the overall interaction 
(shielding or screening effect) or increase it (anti-shielding or 
anti-screening or de-shielding effect).
1.4 DEFINITIONS
Fig. 1.1 is a schematic representation of a paramagnetic
ion in a crystal in which the quadrupole moment of the rare-earth 
3+ion (Pr in the present case) interacts with the crystalline electric
6field produced by an external ligand charge. Various contributions 
to the nuclear quadrupole interactions can be listed as below:
1. (a) The crystalline electric field (CEF) provides a
field gradient at the nuclear site. (b) The CEF
interacts with electrons in the closed shells of the ion 
and induces polarization in them by distorting their 
spherical symmetry, the quadrupolar part of which produces 
a field gradient - y^q  ^ at the nuclear site. Both of 
these field gradients together give a total contribution
/ i • \
of (1-y )q  ^ at the nuclear site to interact with the 
00 *
nuclear quadrupole moment. Similarly in the case of the
hexadecapolar interaction, the total contribution at the
nucleus is given by (1-n .00 hnexa
3+2. (a) The valence 4f electron of Pr provides a field 
gradient q^Va^  at the nuclear site. (b) The valence shell 
interacts with the core electrons and induces polarization 
in the closed shells. The quadrupole part of this polariza­
tion provides a field gradient - Rq^Va^  at the nucleus.
Thus a total electric field gradient of (l-R)q^Va^  is 
produced at the nucleus to interact with the nuclear 
quadrupole moment.
3. (a) The CEF due to the ligand interacts with the 
electrons in the partially filled valence shell of the ion 
which induces distortion in the electron shell. As a 
result each electronic multiplet of the ion is split into
7a series of levels. The point symmetry of the CEF at 
the ion determines the number of crystalline field levels, 
while the strength of the CEF determines the level spacing. 
The interacting potential is best expressed in the form 
(Judd 1963)
2 J * S k C(k) (0,4.)
k = 0 q=-k k q
where A^ are crystal field parameters. The electrons in 
the closed shells, particularly in the shells external to 
the valence shell tend to shield the interaction, and as 
a result the true interacting potential becomes:
V
k=0
k
2
q=-k
(l-a, ) k a<i r k c ^ k ) (e,<j>)
With the above definitions a positive value of y , n , R 
or corresponds to a decrease in the net interaction, as if the 
interactions are being shielded or screened. Hence they are referred 
to as shielding or screening factors. A negative value, on the other 
hand, corresponds to an enhancement of the effect and, therefore, in 
this case they are termed antishielding or antiscreening factors. 
Since these quantities were originally introduced by Sternheimer, 
they are now commonly known as Sternheimer shielding-antishielding 
factors. In the literature y , R and a. are sometimes referred to as 
'lattice', 'valence' or 'atomic' and 'crystal-field' factors respec­
tively, but more often the common term 'shielding factor' (or 'anti- 
shielding factor') implying both shielding as well as antishielding, 
is used for all of them, and they are distinguished by their own
8symbols.
1.5 EVALUATION OF SHIELDING FACTORS
From the above discussion, it is readily apparent that 
accurate values of the shielding factors are needed in order to 
estimate the electric field gradients at the nucleus, and the crystal 
.field potentials. Knowledge of the shielding factors is also essen­
tial for the accurate determination of the quadrupole moments. Since 
the quadrupole moment provides a sensitive probe in solids, and its 
value plays a very critical role in providing quantitative information 
about internal fields, it is of considerable importance that quadru­
pole moments are determined precisely. In turn, one can say that 
reliable estimates of the above factors are essential because they 
provide a better understanding of the electronic structure of matter 
as well as the origin of hyperfine interactions. Since independent 
determination of these factors by experiments is very uncertain, 
their estimates by theoretical means is very important.
1.6 PRESENT WORK
The purpose of the present study has been basically to 
calculate the above shielding factors by the configuration inter­
action method, and to carry out a thorough analysis of the subject.
We have also examined the electric multipole polarizabilities 
because the mathematical procedures for calculating them are very 
similar to those for shielding factors.
Because of our interest in rare-earth ions of the lan-
3+thanide series, we have chosen the Pr ion (Z = 59, configuration:
92 2 6—  4f 5s 5p ) as a model for our present studies. A good deal of
theoretical as well as experimental data are available for this
ion and in the literature this ion has received more attention than
3+any other lanthanide. Moreover, for crystal field studies, Pr 
has already proved to be a good test case (see, e.g., Newman 1971).
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Fig. 1.1. Schematic representation of hyperfine
34-interaction between the quadrupole moment of Pr 
and crystalline field generated by an external 
point charge. The shaded region at the centre of 
the ion represents the nuclear quadrupole moment 
which originates because of the non-spherical 
nuclear charge distribution.
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C H A P T E R  2
CHOICE OF A BASIS SET
2.1 CONFIGURATION INTERACTION METHOD
In recent years the configuration interaction method has 
^proved very successful for several calculations (e.g. see Morrison 
and Rajnak 1971, Newman and Taylor 1972). From the formal point of 
view, this method has great advantages, for the contributions to 
observable quantities can be analysed using the Brueckner-Goldstone 
and Sandars (1969) diagrammatic methods. In this approach it has 
been found necessary to obtain a complete orthonormal set of single­
particle states comprising both bound as well as continuum states. 
Kelly (1963, 1964, 1966) has discussed various aspects of this 
approach in great detail. A brief description is presented here, as 
it will facilitate the discussion in a later chapter.
The essential criterion for a one-electron basis set in 
configuration interactions is that it should give reasonably fast 
convergence of calculated quantities while maintaining orthogonality 
and completeness. Such an ortho-normal set of single-particle wave 
functions ^  with energies for an atomic system can be obtained 
by solving the equation
(T + V)(j) = e cj> (2.1)n n n
where T is the sum of the electronic kinetic energies and the 
one-body potential energies arising from the Coulomb interaction with 
the nucleus. V represents an effective potential due to electron-
12
electron interactions. 
Coulomb potential, v^ _. 
i and j :
The exact dLtwo‘-laody^- form of V is the 
between any two of the interacting electrons
(2 .2 )
Atomic units will be used throughout:
electronic charge e = 1
electronic mass m = 1
Planck constant h = 1
unit of distance: 1 a.u. = a , the radius of the first Bohr • H
orbit of the hydrogen atom
— 8(-0.53 x 10 cm)
unit of energy: 1 a .u. = 2 Ryd = 27.210 eV = 21947 cm"1).
No method exists by which eqn (2.1) can be solved exactly 
when (2.2) is taken as the potential. Even a two-electron system 
like He cannot be solved exactly. One is , therefore, forced to resort 
to approximations. Fortunately approximations do exist which make 
the solution of eqn (2.1) possible.
Amongst the known approximations, the Hartree-Fock self- 
consistent potential has been found a very convenient choice for 
atomic systems (Silver et al 1977). Using this approximation for 
an atomic system of N electrons and atomic number Z, eqn (2.1) can 
be expanded to give the following Hartree-Fock self-consistent 
equations:
13
—  <j) (r)-- <f> (r) +2 n r n
2; ^
 
1__ <j)^ (t )<|k  (t )dt
_i=l ,
• -X. -V .
1 r - 1 1
<t> (r) n
4>V(t ) ( t )dt
i- fl Vr)6(m ,m .) sn 3i_ | r - 11
= e (p (r ) (2.3)n n
where m ^  is the spin projection of the electron in state <j>n . The 
third and fourth terms in this expression correspond respectively to 
the direct and exchange parts of the Hartree-Fock (HF) potential.
An infinite set of orthonormal states <t> can be obtainedn
by solving the equations (2.3). The first N states of this set con­
stitute the ’ground' or 'occupied' or 'unexcited' states, and all 
others are 'excited' states. It can be seen that because of the 
summation in (2.3) the form of the potential for the first N solutions 
is different from that for the excited states. Because of this an HF 
potential does not provide the best solutions for the excited states, 
although corrections to this effect are possible. We will discuss 
this problem at some length in Chapter 4.
Kelly has applied this model successfully in several (see, 
e.g., Kelly 1969) atomic calculations including the continuum contri­
butions. (Determination of the continuum states and summation over 
them have been described by Kelly (1963,1964,1966) in detail.)
However, this method of determining a complete basis set including 
the continuum states is expected to become complicated for heavier 
ions. Oxygen is the heaviest atom for which this method has been 
applied (Kelly 1966).
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2.2 LANTHANIDE WAVE FUNCTIONS
3 +As we are interested in the Pr ion, we have to look for 
some scheme which is feasible for obtaining lanthanide wave functions. 
The first attempts towards calculating the one-electron ground state 
wave functions for rare-earth ions were taken by Ridley (1960) 
employing the Hartree self-consistent method, neglecting the exchange. 
‘Freeman and Watson (1962) later obtained analytical HF self-consistent 
wave functions for several ions. Saxena and Malli (1971) have 
calculated very accurate wave functions for a number of ions. In fact, 
a large amount of work has already been carried out and various wave 
functions with varying degrees of accuracy are now available (Ahmad 
1975). The most comprehensive and well-known work in the calculation 
of one-electron wave functions has been carried out by Herman and 
Skiliman (1963).
While the methods mentioned above are satisfactory for 
calculating the wave functions for the ground states, all of them have 
the common limitation of yielding only a limited number of excited 
states. As mentioned before the need for the excited states, including 
the continuum, for any accurate configuration interaction calculation 
has been fully established, hence the need for an easily realizable 
method of generating one-electron excited states. The first steps 
to achieve this end were taken by Newman and Taylor (1972). Since 
their work is a modification of the Herman and Skillman (1963) program, 
we will describe the latter briefly first.
Although the Hartree-Fock (HF) self-consistent scheme of 
calculating one-electron wave functions is considered to be the most 
satisfactory and it is fully programmed for computers, it is very
15
complicated, tedious and time consuming, particularly for heavier 
atoms. The Hartree-Fock-Slater (HFS) method based on the free- 
electron exchange approximation proposed by Slater, on the other 
hand, is much simpler and expedient, and yet yields results 
remarkably close to HF solutions. One basic difference though bet­
ween the HF and HFS methods is that in the former the potential is 
non-local while in the latter it is local. In the HFS approxima-
f
tion the direct part of the potential is the same as in HF method 
(eqn (2.3)), but the exchange potential at a point r is taken to 
be equal to the exchange potential for a free electron gas and is 
given by
vExch(?) = -6[(3/87i)|p("r)|]1/3 (2.4)
which is a function only of p(r) , the electron charge density.
The work of Herman and Skillman (1963) is based on the 
above approximation, and the solutions of the resulting self- 
consistent equations are generally referred to as HFS solutions.
We will follow the same terminology in the present work.
Newman and Taylor (1972) have discussed at length the 
difficulties encountered in dealing with the excited orbitals which 
are generated by HFS method. These difficulties, coupled with the 
need to also include contributions from the continuum states led 
these authors to pursue a different approach to determining the 
excited states by modifying the HFS potential and enclosing the 
atom in a spherical potential well of suitable radius. This well 
introduces a step function V q into the potential because of which
IG
the form of the excited state spectrum is changed in such a way that 
some of the continuum state contributions are transferred to the 
bound state spectrum. This potential was of the following form:
where X is a constant. R0 was chosen to provide only a small dis­
turbance to the occupied orbitals. It was thought that by adding 
suitable values of Vq a sufficient number of excited states could 
be generated and thus most of the excited state contributions could 
be accounted for. However this model proved unsuccessful because it 
was soon discovered that a small modification of potential did not 
always produce sufficient bound states, while a large change produced 
difficulties both in physical interpretation and numerical manipu­
lation .
on the addition of an infinite potential, instead of V q , at r = R0 ,
so that the potential becomes a spherical well of radius Rg and
infinite depth. In a situation like this the system would resemble
the well-known quantum mechanical problem of a particle in a box,
the potential inside the well being the HFS potential and infinite
at the boundaries. An infinite set of ortho-normal states can be
generated in this box, which would make the configuration interaction
calculation feasible. Such a model has been used by Balasubramanian
et al (1975) in calculating three particle correlation effects in 
2+Pr . We will make a detailed study of this scheme here to generate
V(r) for r ^  Rg
[VHFS(r) + V0] Exp[-A(r-R0)] for r ^  R0
The next step towards improving this model has been based
17
one-electron wave functions for Pr , which will be used in 
calculating various quantities to be dealt with in later chapters.
2.3 CALCULATION OF THE BASIS SET
The HFS equation by which the complete orthonormal set is 
to be generated can be written as
d2 £(£+1)
2dr2 2r2 t V(r) P(n£ ;r) = E(n£)P(n£;r) (2.5)
where P(n£;r) = rR(n£) . R(n£) is the radial wave function for a
given orbital n£ and is assigned, in this representation, to both 
sets of spins. V(r) is the sum of the nuclear Coulomb potential, the 
total electronic Coulomb potential and the exchange potential.
P(n£;r) are normalized to 1, i.e.,
*
[P(n£;r)]2dr = 1
and are zero at r = 0 and at r = °°. In the range 0<r<°°, P(n£;r)
must have n-£-l nodes.
In order to solve the equations (2.5) we have adopted the 
same numerical procedure as was done by Herman and Skillman (1963). 
The parameter x is taken as the independent variable for distance:
•x = r/y
where r is the distance and
y = (^)(3tt/4)2/3 Z-V -V' 3 = 0.88534138 Z 3
lü
The numerical integration scheme is so devised that the radial 
distances are divided into a number of blocks, each of them con­
taining 40 equally spaced points. All functions such as V(r) and 
P(n£;r) arc represented on these points. The interval in the first 
block is taken as 0.0025 a.u. and it is doubled in each of the 
successive blocks.
In line with the suggestion made by Lenander (1963) and 
Newman and Taylor (1972), the Slater exchange term (2.4) is multi­
plied by a correction factor 0.8. Lenander (1963) has shown that
3+this correction factor produced solutions for Pr whose matrix
elements agreed well with those of Freeman and Watson’s (1962) HF
solutions. With this modification the potential V(r) was calculated
using the Herman and Skillman (1963) program. We now make use of
this potential in forming the potential well (described earlier) to
be used in solving the equations (2.5). Such a potential well of
3+radius 11.621 a.u. for Pr is shown in Fig. 2.1.
Equations (2.5) are solved by numerical integration. For 
very small values of r the P(n£;r) are calculated using the 
analytical expression (see Hartree 1957)
P =
and then the Noumerov method of integration is applied to calculate 
P(n£;r) for larger r so as to cover the whole range of r . P(n£;r) 
is then normalized by dividing it by [/ P2(n£;r)dr]^ . The wave 
function thus calculated should have the correct number of nodes 
(n-£-l), and zero amplitude at the boundary of the potential well.
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In case these conditions are not satisfied, the input energy is 
corrected in right direction and the calculation is repeated; the 
process is iterated till the conditions are satisfied. In fact, 
it is very difficult to get an absolute zero amplitude at the 
boundary, therefore, an amplitude of the order of 10 7 or less 
has been accepted to be zero. (Several checks, however, suggest 
that an amplitude of the order of 10  ^ can safely be accepted to 
satisfy the above condition.) It is worth noting here that since 
the wave functions are forced to go to ’zero' at the boundary, 
they are free from the oscillations of the tail portions. Energy 
eigenvalues E(n£) are negative as well as positive depending upon 
the nature of the states.
Thus we see that an infinite set of one-electron wave
OC-C.ob\«-ctfunctions comprising excited as well as -bound orbitals can be 
satisfactorily produced. The continuum states are transferred to 
the bound state spectrum, which is the special feature of this 
scheme. However, it should be noted that in this scheme the 
excited states are not the true excited states of the system. In 
fact these are not true physical states of any system; they are 
only solutions to the HFS equations and together with the occupied 
states complete the basis set of the orthonormal wave functions. 
Details of these excited orbitals change drastically with the 
change in the size of the potential well, as can be seen by com­
paring relevant energy eigenvalues given in Table 2.1. (The values 
of the potential well radii, R = 6.381, 8.274, 11.621 given in this 
table and elsewhere, sound rather odd but they are taken because 
they occur at grid points in the integration mesh.)
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Occupied orbitals obtained in the potential well, which 
we will refer to as box-orbitals, should, however, be similar to 
their HFS counterparts, because the potential inside the well is 
the HFS potential. Nevertheless, slight deviations can be expected 
because of the imposition of the boundary condition. Fig. 2.2 gives 
an indication of this effect; the solid curves represent the wave 
functions calculated by the Herman and Skillman (1963) program and
I
the broken curves represent the same orbitals calculated in a 
potential well such as that described above. It can be noted from 
this figure that the box orbitals are slightly distorted from the 
HFS orbitals. Differences in energy eigenvalues are very small 
however, e.g., E(4f;HFS) = -1.3484 a.u. and E(4f;box) = -1.3471 a.u. 
E(5p;HFS) = -1.7740 a.u. and E(5p;box) = -1.7636 a.u.
These similarities suggest that the occupied HFS orbitals 
calculated by the Herman and Skillman program and excited box 
orbitals calculated in the potential well, can be used together to 
form a complete set of wave functions. This can be of considerable 
advantage in overcoming a computational difficulty: during the
present studies it has been found that a substantial amount of com­
putation is required in determining the box orbitals for low-lying 
occupied states, especially when a large radius of the potential 
well is chosen. Orthogonality between some of the wave functions 
of such a set has, however, been found to be ’poor' as is shown in 
Table 2.2 by underlining such cases. It will be seen in Chapter 4 
that this ’poor’ orthogonality does not pose any serious problem 
for the present calculations. Table 2.3 gives the orthogonality of 
the box orbitals which is quite satisfactory.
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The choice of the well radius is somewhat flexible beyond 
a certain limit. The well should be large enough to accommodate the 
main part of the HFS potential and the HFS occupied states. Diffi­
culties both in physical interpretation as well as numerical 
manipulation can arise if the well size is further reduced. While 
there are no such restrictions on the maximum well size, from the 
computational point of view it is found that the larger the well 
radius the greater the effort required in determining the states, 
because the spacing between excited state energies decreases with 
increasing radius and the orbitals become more sensitive to the 
precise energy values. It is also because of this that, for a 
larger well convergence of perturbation series in terms of the sum 
over the excited states is slower compared to that in a smaller well.
Potential wells of three sizes, viz., R = 6.381 a.u.,
R = 8.274 a.u. and R = 11.621 a.u., were chosen to generate three 
3 +basis sets for Pr . Some representative wave functions of these 
basis sets are presented in figs. 2.3, 2.4 and 2.5. Computations 
were carried out on the UNIVAC 1110, and the eigenstates were stored 
in data-files. They were then used in calculating various quantities 
mentioned earlier and to be discussed in the following chapters. 
Meanwhile, values of a few calculated parameters are compared in
Table 2.4 with available results.
V 
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Fig. 2.1. Pr potential well of radius 11.621 a.u.
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O  iFig. 2.2. 4f and 5p wave functions for Pr° . Solid curves represent the 
HFS orbitals, and broken curves those generated in the box of 
R = 6.381 a.u.
5P
.6
P 
AN
D 
lOP
 A
MP
LI
TU
DE
S
2L
I 1 I I I 1 1 I t  I I 1 1 1 1I I I I 1 I I  I
D I S T A N C E  IN A-U.
Fig. 2.3. Pr^+ orbitals generated in a potential well of R = 6.381 a.u.
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Fig. 2.4. Pr3+ orbitals generated in a potential well of R = 8.274 a.u.
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3+Fig. 2.5. Pr 6p and 10p orbitals generated in a potential well of 
R = 11.621 a.u. 5p is the HFS orbital.
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3+Table 2.1. Pr orbital energies associated with np wave- 
functions generated in potential wells of 
different radii.
n R = 6.381 a.u. R = 8.274 a.u. R = 11.621 a.u.
5 -1.763 -1.774 -
6 -0.565 -0.590 -0.592
7 0.098 -0.187 -0.291
10 3.965 1.947 0.678
15 16.091 8.934 4.063
20 34.777 19.858 9.464
30 90.342 52.734 26.006
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3+Table 2.2. Orthogonality of Pr" np wavefunctions using HFS occupied 
orbitals and excited state orbitals generated in potential 
wells of radii R .
<  4pI5p >
<  4pI6p >
I
<  4pI7p >
<  5pI6p >
<  5pI7p >
<  5pI15p >
<  6pI7p >
<  9pI12p >
<  12p 118p >
R = 6.381 a.u.
-2.4 x 10”9 
+1.1 x 10"5 
+1.1 x 10"5 
-2.4 x 10~2
-5.1 x 10~3 
+3.5 x 10~4 
+2.6 x 10~6 
7.5 x 10"7 
-5.4 x 10~4
R = 8.274 a.u.
-2.4 x 10"9 
+1.0 x 10 5 
+8.5 x 10”6 
-2.3 x 10~2
-8.4 x 10"3 
-3.4 x 10_4 
-5.9 x 10"6 
-2.8 x 10_5 
-1.7 x 10"4
R =11.621 a.u.
-2.4 x 10"9 
+1.0 x 10~5 
+6.0 x 10~6 
-2.3 x 10"2
-7.5 x 10"3 
+6.6 x 10"4 
-5.5 x 10~6 
-6.6 x 10"6 
+1.3 x 10"5
Table 2.3. Orthogonality of Pr np wavefunctions generated in 
potential wells of radii R .
R = 6.381 a.u. R = 8.274 a.u.
< 5p]6p >  -4.5 x
<  5pI7p >  -1.0 x
<  5pI15p >  -3.7 x
^  6pI7p >  2.6 x
<  9p|l2p >  7.5 x
<  12p 118p >  -5.4 x
10 6 -6.8 X 10 5
io"6 + 2.3 X io“4
10“ 7 + 1.9 X
-d"IO »—1
i o " 6 -5.9 X 10 6
o i '-j COCM1 X io"5
J-1O •—1 i—11 X i—* o
i -r
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3+ KTable 2.4. Pr Slater parameters F and the expectation values
^  r2 ^  and ^ r2 ^  calculated using wavefunctions, 4f 5p 6 *
generated by different schemes.
Parameters Hartree-Fock
(a)
Modified
Hartree-Fock-
Slater
(b)
Modified
Hartree-Fock-
Slater
(c)
Present
(d)
Present
(e)
F2 0.4789 0.471 0.4761 0.4695 0.4723
F4 0.3017 0.296 0.2989 0.2946 0.2964
F6 0.2174 0.213 0.2151 0.2119 0.2133
<  r2 >4f 1.063 1.096 1.060 1.111 1.090
< r 2 > 5P 3.316 - 2.976 3.275 3.169
(a) Saxena and Malli (1971)
(b) Lenander (1963)
(c) Newman and Taylor (1972)
(d) HFS wave functions (see fig. 2.2)
Wave functions generated in the potential well of 
radius R = 6.381 a.u. (see fig. 2.2).
(e)
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CHAPTER 3
THEORETICAL FORMALISM; PERTURBATIONAL APPROACH
3.1 INTRODUCTION
Various quantities which take into account the contributions 
of the closed electronic shells to the hyperfine interactions taking 
place between the nuclear electric multipole moments and the EFG have 
been defined in Section 1.4. In this chapter we will discuss the 
methods by which contributions to these quantities have been calculated 
in the past. A brief sketch of the linked cluster many-body pertur­
bation theory which will be employed for the present calculations, is 
also given.
3.2 PERTURBATIONAL APPROACH
Contributions to the shielding factors can be determined by 
perturbation methods in which the multipole electric field provided 
by the nucleus or alternatively by the extra-nuclear source is treated 
as a perturbation. Considering the case of lattice shielding, if we 
regard the perturbing source to be an external charge situated on 
the z-axis at a distance R from the nucleus, its interaction with an 
electron at (r,0,c}>) in an atomic shell can be given by
Vi = - J t t  Vcos9) (3-x)
where P is Legendre polynomial of order k . On the other hand,K
if it is considered that the perturbation is provided by the nuclear 
multipole moment Q , its interaction with an electron becomes
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V2 = - L Pk(cos0) . (3.2)
r
As a result of either of these interactions, core electrons are 
excited to higher shells. Such an excitation of electrons from an 
occupied n£ shell to an excited n 'l' shell is denoted by n£ -+■ n ’£T 
and the corresponding energy by E(n& -* n'£').
A majority of the shielding calculations carried out in
the past employ a method originally introduced by Sternheimer (1951,
1954a) to solve an inhomogeneous Schrödinger equation to obtain the
perturbed wave function. The first order perturbed wave function 
-^j(r) is determined from the usual second order perturbation theory 
relation
(Hq-Eq )ipi(r) = -(H1-E1)iJ;0(?) (3.3)
where H0 and Hj are the unperturbed and perturbed hamiltonians 
and E0 = < i|>0|h 0|i|;0 >  , Ej = <  v^0 | H 1 1 ip0 >  and <  i|>0 | >  = 0.
The actual calculation of the physical quantities follows 
in two steps :
(i) the perturbed wave function is determined from 
equation (3.3),
(ii) thus determined is used to calculate the physical
quantity.
In the case of lattice shielding, for example, either of the 
two perturbations Vj and V 2 can be taken as Hj in equation (3.3) to
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determine ^ , which then can be used in calculating the matrix 
element of the other perturbation.
Since both the induced quadrupole moment and the induced 
field gradient are present simultaneously, either of them (V^ or V2) 
can be taken as Hj to solve equation (3.3), and y^ or subsequently 
calculated should be the same in both the cases. Sternheimer 
and Foley (1956) have proved on mathematical grounds that the two 
approaches produce the same results for y^ within second order pertur­
bation theory. In practice, however, the two results often differ 
because the perturbational corrections to the wave functions are not 
accurately calculated (Erdüs and Kang 1972).
Equation (3.3) has been solved in two distinct ways:
(a) directly by exact numerical solutions, as is done by Sternheimer 
and coworkers, and (b) by the analytic approach of Das and Bersohn
_v(1956) in which the radial part of ^(r) is assumed to be related to 
the radial part of ijjQ(r) by
Uj(r) = u0(r) 2 a^r™ (3.4)
m
and the parameters a^ are determined by minimizing the second-order 
perturbation energy with respect to variation of these parameters.
This technique has the advantage of being easier to carry out than 
SternheimerTs but is inferior because full variational freedom is 
not accorded to uj (Freeman and Watson 1965). We will not describe 
the details of this method here as they have been thoroughly dis­
cussed by Das and Bersohn (1956) and by Erdös and Kang (1972). This 
method will be referred to as the variational method in our later
discussions.
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3.3 STERNHEIMER NUMERICAL METHOD
In this method the radial part of the perturbed wave 
function (times r), to be denoted by uj(nÄ ->£’) , is determined byK
numerically solving the equation
d2 r ( V +1) 
dr2 r2 V0 -E0 ui (n£->-£' ) = u0(n£) n '
(3.5)
where Vq is the effective potential and Eg is the unperturbed energy. 
For £' = £, the orthogonality relation is
POO
Uq(n£)ui )^dr = 0
0
and the normalization of the unperturbed wave function u0 is given by
In equation (3.5) the function VQ - Eg is obtained directly from u0 
by a procedure introduced by Sternheimer (1951):
Vn -Ei [1 ] fd2unl u o J dr 2 k y - [£(£+l)/r2] (3.6)
k kThe term [r - < r  >  6 , ] appearing in equation (3.5) corresponds
11X/ X/ X/
to the perturbation Vj given by equation (3.1). < r  is the
paverage of r for the unperturbed function u0(n£). In the alternative 
approach, where the perturbation is provided by the nuclear moment,
the perturbed wave function, Vi(n£->£'), is determined by the equationK
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d2 Jt'U'+l) „+ --- ~---  + v0 - E 0dr2 r2 Vi(nM' )k = u0(n£) r -k - l . < r - K - l >  6nill
(3.7)
where the factor in the right-hand square bracket corresponds to 
the perturbation V2 of equation (3.2).
The perturbed wave functions u^ (nil-»■ £ ’ )^  and v1 (n£-*£' ^  thus 
obtained can be used in determining the shielding factors. In the 
case of the shielding factors (for k=2) and (for k=4) the required 
expressions are:
f00
C(£-*£')k up(n£)r ^ (n£-> £ ' )^dr , (3.8)
0
if we use uj as perturbed wave function, and
C(£ + V ), k
r00
ug(n£)r vi(n£->£T), drK0
(3.9)
if the perturbed wave function is chosen to be v^, where C(£ +  £ ’),K
represents the contribution arising from the angular part of the 
wave function and the summation over spins.
The electric multipole polarizabilities are obtained from 
the expression
f ° 0
C(£-*£')k I Uq (n£)r^ui (n£ -* £ ’) dr . (3.10)
0
3+In the case of the shielding parameters in Pr there
are direct terms a,  ^due to the direct electrostatic interactionk ,D
between the closed shell electrons and the 4f electron, and there
are also exchange terms a arising from the exchange interaction.K
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In the Sternheimer approach these contributions are given by the 
following expressions
ak,D
and
-- »00
f2F (r)dr/< rk >  k 4f0
(3.11)
E (n£->£» ;L) =
CE(n£->£’ ;£e ;L)kKE (n£->£’ ;L)
< rk >
(3.12)
where f stands for the 4f wave function and C and Cp are 
angular factors (see Sternheimer et al 1968). I = 3 and L denotes the 
multipolarity of the exchange interaction with the 4f electron. Other 
terms are defined as below:
Fk (r) 1k+1r
cv ku0uiri dri + r
0
-k-1uguir^ dri 5
r
k£ (n£->£' ;L)k = u 0fG(r)dr , 
0
where
G(r) L+1 I uifri dri + r ujfr^k ^dvi .
'r
In the above relations u-^  e u^ nJl-*-#,'), and u0 E u0(n£)
In the case of the factor R^ (the valence shielding factor 
for a general k will be denoted by ; the quadrupolar by R , and 
the hexadecapolar by R^ ), the direct and exchange contributions are 
given by, respectively:
.00
f2F (r)dr/<r k 1 >  k 4f0
(3.13)
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C - C n ^ A ' sLlkJnW'jL).
and ^  ( n W ' i L )  = - ^ --------- "
< r  >4f
where the symbols are the same as in earlier expressions for a , andK
F, (r) k
1
k+1r
k k
u Ovlr l ^r l + r
p 00
-k-1 ^UQVjr dr 
ro
k^ ,(n£->£' ;L)^ =
*00
ugfGCr)dr
J0
with
G(r) 1L+lr
_ L, Lvjfri drj + r
0
»00 , -L-l vi f r i dr i
•*r
In the above relations vj = Vj (nJH-ß' )v of equation (3.7) andK
u 0 = ug(n£).
Sternheimer and coworkers' results for various shielding 
factors, which we will use for comparisons in later chapters, have 
all been obtained from these expressions. One can see that in the 
Sternheimer approach the single perturbed wave function u^ or v^ 
alone gives a contribution which is equivalent to the summation of 
contributions due to all the excited states, including those in the 
continuum. This is an advantageous factor as it avoids determin­
ation of individual excited state wave functions.
3.4 DIAGRAMMATIC MANY-BODY PERTURBATION THEORY
In the diagrammatic many-body perturbation approach various 
terms of the perturbation expansion are represented by appropriate 
diagrams. The diagrammatic representations are not essential to the 
theory but their usefulness is now fully recognized because they 
provide great insight into the physics of the problem. They are very
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helpful in the solution of many-body problems, particularly in 
studies requiring the inclusion of higher order effects as, for 
instance, in hyperfine interactions, because the systematic nature 
of the procedure and the powerful conceptual clarification ensure 
that all the effects are included. In fact they are so useful for 
our present considerations that they will be part of the very 
language we shall use to express the results.
The diagrammatic approach was first introduced by Brueckner 
(1955a). Later Brueckner (1955b,1959) worked out its details and 
introduced the ’linked cluster expansion' formalism. The full resol­
ution of this theory was given by Goldstone (1957), and the approach 
is now commonly known as the Brueckner-Goldstone (BG) linked cluster 
many-body perturbation theory (LCMBPT). Kelly (1963) was the first 
to apply this theory to atomic physics problems.
The theory of many-body diagrammatic techniques has been 
fully discussed in the literature (e.g* Kelly 1969, Sandars 1969).
In the following we mention only a few points which seem necessary 
to facilitate the presentation of our results. The main features 
of Feynman-like diagrams of LCMBPT, which are also referred to as 
Goldstone diagrams are:
(1) Only linked diagrams are allowed - a linked diagram is 
defined as one in which there are no unlinked or disconnected 
parts.
(2) The time scale in these diagrams is always upwards.
(3) A line directed upward in the diagram represents an excited 
state, and one directed downward represents a hole in a
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normally occupied state.
(4) A broken line followed by a symbol represents the perturbation 
indicated by the symbol, and a broken line without any symbol 
represents the electron-electron interaction.
h+£(5) The sign of a diagram is determined by the factor (-1) ,
where h is the number of internal hole lines and £ gives 
the number of closed loops.
(6) The order of a diagram with respect to the electron-electron 
interaction is the number of dotted lines representing such 
interactions.
In this convention, therefore, figure 3.1 represents a 
diagram in which n£m and n'ß’m' represent hole and excited states 
respectively and dotted lines ending with Vj and V2 represent these 
perturbations. Perturbation Vj interacts first and the diagram sign 
is positive. This figure represents a zero-order electron correlation 
diagram as there are no electron-electron interaction lines in this 
diagram. The algebraic expression that this diagram represents is:
<  n£mIV2In ’£Tm ’ >  <  n '£’m '|Vj|n£m >  
E (n £m->n ’ SL ’ m ' )
(3.14)
The energy denominator E appears in conjunction with the perturbation 
theory. As a matter of convention the interactions appearing in 
a diagram from bottom to top are represented in the algebraic expres­
sion by terms appearing from right to left.
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3.5 APPLICATION OF DIAGRAMMATIC THEORY TO SHIELDING CALCULATIONS
The diagrammatic many-body perturbation technique can easily 
be applied to evaluate the various contributions to shielding factors. 
The non-relativistic multipole interaction hamiltonian H can be 
expressed as:
H = H0 + H]_ + H2 + H 3 (3.15)
where Hq is the zero-order hamiltonian which can be chosen to be a 
one-electron hamiltonian of the form:
= 2 (Ti + V j  .
i
(3.16)
T^ is the sum of the kinetic energy and the nuclear potential of the 
i-th electron and is the single-particle potential which approxi­
mates the exact two-body electrostatic interaction potential v „  .
Hi and H2 are perturbations and
h 3 2 v.. - 2 V. in . 11 > 9 J 1
(3.17)
The zero-order determinantal wave function <J>o is obtained 
by solving the equation
H 0^0 ~ (3.18)
where <J)q represents the complete set of orthonormal states.
The perturbation approach requires the solution of equation 
(3.18) as a starting point and treats the difference AH=H-Hq = H 1+H2 +H3
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as a perturbation. The energy difference is then given by (Goldstone 
1957)
AE = 2
n=0
<  4>0 |ah AHE o-Hq.
(3.19)
where L indicates that only linked terms are to be included.
If we fix H} and H 2 of expansion (3.19) to be the 
perturbations Vj and V2 defined earlier, the quantity AE/(Q /R ) 
will give the value of the lattice shielding factors corresponding to 
an external charge model, to various orders in n , i.e., in electron- 
electron interaction. n=0 corresponds to the zero-order diagram in 
this convention, and can simply be given by figure 3.1, which corresponds 
to the lowest order contribution to the lattice shielding factor (y 
or n ). The algebraic expression corresponding to this diagram, when 
the angular and radial parts of the wave functions are separated, can 
be given by (derivations are presented in Appendix A)
4
[k] 2n£,n’l’
k
0
< n ß | r  k  ^I n 1 £ 1 >  <  n * & *|r^|nß >  
E(n£->n'£' )
(3.20)
where the notation [a] stands for (2a+l) and the 3-j symbol is 
presented in its standard form (e.g. Rotenberg et al 1959). The minus 
sign appearing in this expression ensures that the sign of the calcu­
lated factors is consistent with the definition. The multiplicative 
factor 4 takes into account the fact that a similar contribution 
arises when perturbations Vi and V 2 are interchanged, and when the 
two sets of spins are considered (diagrams with same spatial parts 
but different spins are treated separately). We will use this expres­
sion in calculating the lowest order contributions to y and n .
0  1 OO 00
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The next order diagram corresponding to n=l is the 
correlation diagram in which there is one order of electron-electron 
interaction beyond the zero-order diagram. Such diagrams representing 
the three distinct types of processes (denoted by A, B and C) are 
presented in figure 3.2. These first order correlation diagrams have 
often been referred to as consistency diagrams in the literature (e.g. 
Beri et al 1975, Ray et al 1974a,b,1975). Contributions to the lattice 
shielding factors corresponding to these diagrams are given by the 
following expressions (Ahmad and Newman 1979a)
(A) = -16
(B) E 4
(C)
Rk+ 1 2
<a.2\W2\cL^  >  <  ^ i a 2 I ri2 1 a {a2 >  <  a {lv l I<*1 >
O' ol1 , a j  , a 2 ,a£ E ( a j  -► a {  ) E ( a 2 a £ )
(3.21)
Rk+1 2
<' a 2 | V 2 l a 2 "> < ' a 2a llr. Ia la 2 >  <  aj | V x | a i  >
O
<*1 , a 2 ,a £ E ( a i * > a | ) E ( a 2 ' > oi^)
(3.22)
Rk+1 v
<  a l0t2 lr i 2 l°ti0t{ > < a 2 lv 2 la 2 > < a ; | v 1 | a 1 >
Qk ® 1 >a2 5 a 2 E ( a ^  - » - a p E t o ^ ^ a p
(3.23)
where a. = n.£.m. and a! = nlZlml . The energy denominator inl i i i  l i i i  J
(3.23) appears in simplified form because of the combination of two 
diagrams. This is explained in Appendix B. The multiplying factors 
arise due to diagram multiplicity and due to summation over spin as 
was mentioned before. The matrix element of the electron-electron 
interaction can be expressed in terms of conventional Slater radial 
integrals as
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1 (k)<  aja2 I ~— I oti'a2 >  —^ R (0 ^ 2 0 ^ 2  ) rl 2
r ±
p(ai ;ra)P(a2 ;rb ) k+1 PW ’ra^PW  ;rb^dradrb *
0 0
If we apply separation over angular and radial parts of 
the wave function, as was done in Appendix A, the resulting expressions 
corresponding to (3.21) to (3.23) can be written as (see Appendix C):
(A) = - 16
£2 k £2 \ f&[ k £j
CK]2 0 o j  (0 0 0 ' *
-k-1 ,(k)
2
n i n ;[n2n 2
< n 2£2 |r |n^£' >  R ( n ^ n ^ n ^  Jn2£2 ) <  n{£{ | r |n1£1 >
E(nj Z1 -> nj£^ )E(n2£2 n^£^ )
(3.24)
/£2 k £2
(B) e 4 2 [Jl1 ,Z{ ,Z2 ,Z£3
L Z 1Z { Z 2 Z 2 \ 0  0 0
L Z[
0 0 0
Ä x L  Z^\ 
k0 0 0j
Z I k £ 1
0 0 0
£ 1 k £ 2 I
£2 L  £2 j
<  n2£2 |r k 1 |n 2 j^ 2 ^   ^(n 2 ^ 2 n l & l n l £ { n 2 £ 2 ) <'n l M  I I n l ^ 1  ^
nlnln2n2 E(n1£1 ->n{£{ )E(n2£2 a-n^£p
(3.25)
Z\ k £}\ f Z 2 k £ M  ( Z l L £ M  /£} L £2^ 
(C) e 4 2 [ £1, £ i , £ 2 ,£^]  /
L£1£{£2^i \ 0 0 0 / \ 0 0 O / V O  0 0 / \ 0 0 0
r  k £x
&2 L *2
R^(nj£in2£2n^£^nJ£|)<n2£2Ir K ±|n2&2 ^ < n[Z'|rK|n^j >-k-1
2n ^ n ^  n 2n 2 E(n1£j ->n|£[)E(n2£2 ->n^£^)
(3.26)
where standard notation for the 6-j symbols has been used and L 
gives the multipolarity of the electron-electron interaction.
Various contributions to the electric multipole polariza­
bilities are obtained from the same diagrams of figures(3.1) and (3.2) 
when the perturbation V2 is replaced by Vj (see Kelly 1969). This
corresponds simply to replacing the matrix elements <  a|r |b >  by 
k' < a | r  |b >  in the algebraic expressions (3.20), and (3.24) through 
(3.26) without requiring any change in other terms.
The direct and the exchange contributions to parameter 
or R^, in lowest order electron-electron interaction, can be expressed 
by the diagrams of figure (3.3) [see Judd 1967]. If V is taken as 
Ml these diagrams contribute to a while if V = V2 they correspond to 
R^. Following the procedure adopted in earlier cases, these diagrams 
can be translated into the following algebraic expressions:
(a ) = -4
.k+1
Q n£m,n,£ ,m l
R^\n£m4fmin' £ ’m ,4fm2 ) <C n ’ £ ’m ' | V | n£m >
E(n£m -* n ’ £ ’m ' ) <4fm]Jv|4fm2 >  (3 27)
,k+l
(b) = 2
R ^ ^  (4fmin£mn ’ £ ’ m ' 4fm2) ^n'^'m'lvlnilm >
Q L,n£m,n'Jl’m ’ E(n£m -> n ’ £ ’m ’ ) <4fmi|v|4fm2 >
(3.28)
Following the procedure adopted in Appendices A and C, 
separation over angular and radial parts of the wave functions can 
be carried out, and the above expressions then become:
[£,£']
(a) = -
£ k £
0 0 0
R^k ^ (n£4fn ' £ ’ 4f) <n'£'|o|n£ >
[k] n£ ,n ’ £ E(n£ -> n ’ £ ’ ) <  4f | 0 | 4f >
(3.29)
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(b) = 2 2 (-lr [£,£']
L,£,£’
£ k £'\ /£' L f W f  L £
0 0 0 / \ 0 0 0' V 0 0 0
f k f 
0 0 0
n ,n
R( L )(4fn£n’£,4f) < n ' £ ’|o|n£ >  
E(n£ n ' £ ’ ) <  4f | 01 4f > (3.30)
k -k-1where the operator 0 is used for r in the case of and r for R^ 
The angular factors appearing in equations (3.29) and (3.30) have been 
derived and tabulated by Sternheimer et al (1968). Our values differ 
by a factor of 2 because of a difference in units.
The diagrams of figure 3.4 give the first order correlation
3+contributions to parameters and R^ in Pr when V = and V = V2 
respectively. These diagrams are similar in nature to those presented 
in figure 3.2 , and are extensions of diagram 3.3(a) which corresponds 
to the direct part of the lowest order contribution to these parameters. 
Following the earlier procedures, the final algebraic expressions 
corresponding to these diagrams can be obtained easily as:
(i) 16r^ "|2 2 E £ 1 5 £ 1 s £2 5 £2
£ i £i£2 £2
r£2 k £2 \ 2 Al k £i\2
0 0 0/ \ 0 0 0
2
nlnin2n2
R^k\ n 2£24fn£5,£4f ) R ^  (nj ^ n^^n} £{n2£2) <  n i^ i I 01 ni£i >
E(n1£j ->n]L£|)E(n2£2->n2£2) <  4f | o| 4f >
(3.31)
£^2 k £^\ /£2 b £ £  1 L  £ 2 1 £] k £
(ii) = 4 2 [£j,£{,£2 5£2^
L£1£{£2£^  V 0 0 0 / \ 0 0 0/ \ 0 0 0/ \ 0 0 0
£ j k £ j
£2 L £2
y  R ^ \ n 2£ 2l+ f n ^ £ ^4f  ) R ^ \ n i £ ^ n i £ i n l £ i n 2^ 2) ^  n i £ i  | o| n i £ i  ^  
nlnjn2ni ---------^ V h - n i M ) E ( n ^ n i ^ r < « | o j 4 f  >------
(3.32)
'15
/£ 1 k l[\ fl2 k A-1 L &A /£{ L £:
(iii) = 4 2 [£lsÄi,£29£i] (V o  o oj \o o o/ \o o o / \ o o o
£i k £x ]
x i V x
£ £  L &2 J
2
ninin2n£
R^^(ni£in2^2ni^in i^i )R^^ (n£££4fn2£2* l *+f:) <  nj£]_ | 0 |ni£i >  
ECn^! ->ni£i)E(n2£2'>ni5'z) <  4f | 0 | 4f >
(3.33)
3.6 ANGULAR AND RADIAL MODE OF EXCITATIONS
In the above expressions not all values of £^, and £| make
(i k £1contributions. Because of the presence of the 3-j symbols
\ 0 0 0
only selected values of £ and £’ give non-vanishing contributions for
a particular k. These should satisfy the conditions
£ + k + £' = Even
and |£-£’| ^ k ^ £ + £ ’ .
This means that in the case of electrostatic interactions where
k = 2,4 etc., only odd to odd and even to even excitations are possible.
These excitations can further be classified in two groups:
(i) Excitations £-*-£’ with £’ = £, i.e., where the perturbation
is of radial character of the orbitals , the angular character
remaining unchanged for example p -+ p , d -> d etc.
(ii) Excitations £->£’ with £’ = £±k, i.e., where the perturbation 
is of angular character of the orbitals, e.g. s->d, d -* s,
p -> f etc.
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These two modes of excitations have been termed as radial and angular 
excitations respectively in the literature (e.g. Sternheimer 1954a), 
and often contributions to physical quantities are classified accord­
ingly. Since the two contributions correspond to different physical 
processes, such classification sometimes helps in analysing the results. 
The radial mode of excitation corresponds to antishielding and the 
angular excitation to shielding. The physical basis of these opposite
effects is explained by Sternheimer (1954a) and Cohen and Reif (1957).
I
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Fig. 3.1. Lowest order contribution to Sternheimer
lattice shielding factor (y^ or n^) corresponding 
to excitation n£m -> n ’ £ ’m T . and V2 are
perturbations representing the crystalline 
and nuclear multipole fields.
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Fig. 3.2. Diagrams for the first-order correlation contributions 
to Sternheimer lattice shielding factor. These diagrams have 
sometimes been referred to as 'consistency diagrams' in the 
literature. (B) and (C) are the exchange diagrams of type (A).
4()
n ’ Z 'm
(b)
Fig. 3.3. Lowest order contributions to the parameters a orK
3 +R in Pr corresponding to the excitation nÄm-^n'^'m’K
When V = Vj (equation 3.1) these diagrams contribute to 
, when V = V2 (equation 3.2), they contribute to 
Diagram (a) corresponds to the direct contribution to 
the parameter, while (b) gives the exchange contribution.
!>0
i t  4 f
(ii)
a. = n.£.m.l i l l
a.’ = n.'ß.’m.’l i l l
(iii)
Fig. 3.4. First order correlation contributions to parameters o orK
3+in Pr . When V = Vj, these diagrams contribute to , when 
V = V2 they contribute to R^. Diagrams (ii) and (iii) are the 
exchange of diagram (i).
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C H A P T E R  4
THE QUADRUPOLE LATTICE SHIELDING FACTOR y-
CO
4.1 INTRODUCTION
Yot has already been defined in Section 1.4 and its physical 
origin explained. It has also been mentioned that accurate estimation 
of this quantity is very important in order to interpret quadrupole 
interaction data, particularly because of its large magnitude in 
heavier ions. Except for small ions consisting only of s shells in 
which case y^ is small (< 1 and positive), its value is negative, 
corresponding to antishielding, and has been found to range from -10 
to -100; in lanthanides it is in the range -50 to -100.
In this chapter we calculate various contributions to y^ in 
3+Pr for which the simplest model is assumed. The situation is 
idealized by regarding the ligand as a non-overlapping charge external 
to the ion. The shortcomings of this model and possible improvements 
on it will be discussed later.
4.2 LOWEST ORDER CONTRIBUTIONS
3 +The lowest order contributions to y^ for Pr are presented in 
Table 4.1. These results correspond to diagram 3.1 and have been 
obtained by numerically evaluating the expression (3.20) for k=2. A 
basis set consisting of occupied HFS states and excited states generated 
in the potential well of R = 11.621 a.u. has been used. All possible 
combinations of n , & and £' are included and the summation over the 
excited states is carried out upto n' = 30. This choice is crucial
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in any of the configuration interaction calculations. The upper 
limit of the basis set would be decided by the convergence required. 
Fairly good convergence is not necessarily always obtained, and 
therefore there remains an uncertainty in estimating the contributions 
from the remaining higher excited states. For the present calculations, 
however, fairly good convergence has been achieved, We will discuss 
this point later in this section.
3+In the Pr ion there are two electrons in the 4f shell, but 
following the approximation adopted by other workers, we regard this 
shell to be empty. A small contribution from the 4f shell listed 
separately in Table 4.1 suggests that this approximation is reasonable 
for the present considerations. However the correct way of obtaining 
contributions from a partially filled shell is to calculate the 
term-dependent contribution by appropriate effective operators 
(Sandars 1969).
In our notation, the symbol n£->£’ implies the summation over
all the excited n ’ values (in the present case n' = 30), i.e.,
n£-^£' = 2 n£-»-n,£’. It can be noted from Table 4.1 that about 98%
n ’
of total contribution to y^ comes from np->p excitations, which being 
a radial mode of excitation results in antishielding. Because of the 
predominance of this contribution, we neglect the other smaller 
contributions and consider only this for further details. In order 
to examine the dependence on potential well radius, we have calculated 
these contributions using occupied HFS wave functions, and excited 
state orbitals generated in potential wells of radius R = 8.274 a.u. 
and R = 6.381 a.u. Contributions y^Cnp^p) corresponding to three 
well radii are presented in Table 4.2. It is seen that they all agree 
remarkably well.
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Contributions 5p->n'p from each individual excited p state 
for the three well radii are presented in Table 4.3. While the 
individual n'p contributions from these three bases sets are very 
different from each other, they sum to almost exactly the same total. 
This is illustrated in figure 4.1 where the three corresponding curves 
converge to the same value. This interesting situation is rather 
impressive and is achieved because the calculated physical quantities
I
should be independent of the size of the potential well. Figure 4.1 
also suggests that, within the allowed limits (see Sec. 2.3), a smaller 
radius of the potential well should be chosen, as a smaller well 
provides faster convergence in the excited n ’ values. For example, 
in the present case an upper limit of 16 seems to be sufficient for 
R = 6.381 a.u. while the same result is obtained by summing upto 
n' = 20 for R = 8.273 a.u. and upto n' = 30 for R = 11.621 a.u.
Figure 4.1 also suggests that a very good convergence has been achieved 
and contributions from excited states higher than 30 can be neglected 
safely. An almost similar situation is found in the case of other 
contributions too, and we conclude that for the present calculations 
the inclusion of further higher excited states in the basis set is 
not needed.
The 5p p contributions were recalculated taking this time 
occupied as well as excited wave functions in potential wells of 
R = 6.381 a.u. and R = 8.274 a.u. The values obtained were -57.614 
and -57.251 respectively, again demonstrating good agreement with 
each other. It should be remembered that these results are derived 
from basis sets which have better orthogonality amongst their wave 
functions than those previously used. The difference of 60.4-57.6 = 
2.8 in 5p^ *p contribution corresponding to the two basis sets of
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R = 6.381 a.u., for instance, which amounts to about 5%, can be
attributed either to the orthogonality problem or to the distortion
of the 5p box orbital. It was shown in figure 2.1 that the 5p
box-orbital which provides better orthogonality is slightly distorted
from its HFS counterpart. This distortion is responsible for the
above discrepancy, because the 5p orbital, being the outermost 
3+orbital in Pr , is very sensitive to perturbation.
4.3 COMPARISON WITH OTHER METHODS
Comprehensive work on calculations for lanthanide ions 
employing the inhomogeneous Schrödinger equation method discussed in 
Sections 3.2 and 3.3 is available in the literature (e.g. Sternheimer 
1966, Ghatikar et al 1965b, Erdös and Kang 1972 , Gupta and Sen 1973,
Das and Raychaudhuri 1973). In Table 4.1 a few calculations based 
on the above method are presented for comparison. Unlike our approach, 
in this method the contribution to a physical quantity from each 
individual excited state is not given explicitly; the obtained value 
is automatically summed over contributions from all possible excited 
states. This summation includes effects of excitations into occupied 
states as well, and this makes the contributions from individual 
orbitals ambiguous. However, this unphysical situation does hot pose 
any problem as far as the total contribution is concerned, because 
the contributions corresponding to intershell excitations appear 
twice with opposite signs and cancel each other (Dalgarno 1962).
Thus, our results presented in Table 4.1 can be compared with others 
in their total values only. The three other results presented in 
Table 4.1 differ appreciably among themselves despite the fact that 
they are all calculated by the same method. This is so because 
different ground state wave functions were chosen for these calculations.
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3+In fact values of y for Pr based on the inhomogeneous Schrödinger
1 CO
equation method available in the literature vary from ~-60 to ~-105.
3tSternheimer's value of y^ for Pr based on Hartree unperturbed wave 
functions is -80.9 (Sternheimer 1967).
It was explained in Section 3.3 that within the Sternheimer
approach can be calculated by two methods, using expression (3.8)
or expression (3.9). The two results should be the same in principle,
but in practice they often differ. Sternheimer and Foley (1956) have
compared the two results in a few cases and found them to agree to
3twithin 10%. Similar results are also reported for Pr : according
to Sternheimer (1966) the two values are -72.62 and -80.9, while 
Erdös and Kang (1972) found them to be -65.59 and -68.74 respectively.
As regards comparison of Sternheimer and variational results, 
a more variable situation is found. The two methods give results 
that are in reasonable agreement for Na , for which the variational 
and the Sternheimer values of y are -4.53 and -4.1 (Cohen and Reif
. oo
3 +1957), but they differ significantly in case of Pr for which they 
are -105 (Wickner and Burns 1962) and -80.9 (Sternheimer 1967)
respectively (Hartree ground state wave functions were used for Pr3+
in both cases). Erdös and Kang (1972) have used the same HFS ground
I3+state wave functions to calculate y for Pr by both the methods. 
Their values of -177.9 and -65.5 for the variational and Sternheimer 
methods demonstrate a very large discrepancy. However there is a 
general feeling among various authors that the variational results 
should not be taken too seriously (see e.g. Ingalls 1962, Erdös and 
Kang 1972).
In the light of the above survey and comparison we can say
3tthat our lowest order result of -66.821 for y in Pr stands within
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the range of the existing results: the lowest value of y^ for Pr
reported in the literature is -16.4 (Ray 1963) and the largest -177.9 
(Erdös and Kang 1972).
The intrinsic accuracy of these calculations by the inhomogeneous 
Schrödinger equation method as well as by the method adopted by us 
is limited by the use of the one-electron approximation and the form 
of the potential used in determining the perturbations. Accordingly, 
it is very difficult to assess the accuracy of these calculations 
unless contributions from correlation and consistency effects are 
included. This will be the subject of the following section.
4.4 CORRELATION CONTRIBUTIONS
Several calculations are available in the literature (e.g.
Ray et al 1974a,b, 1975; Vajed-Samii et al 1975; Beri et al 1975) 
which employ linked cluster many-body perturbation theory to calculate 
the effect of electron-electron correlation on y . These effects 
have been found to show interesting variations in different ions,
e.g. they are found to contribute about 1% in the case of Rb+ and
+ 3+Cs (Ray et al 1974a), as compared to 9% in the case of Fe (Ray
et al 1974b) and 13% in the case of Na+ (Vajed-Samii et al 1975).
Similar contributions were found for negative ions too (Beri et al
1975), and it was concluded that for all atoms and ions consistency
and correlation contributions lie within 15% of the original y^ values.
This suggests that in general the zero order contribution to y^ can
be regarded as a reliable estimate of this parameter.
In the present case the first order correlation contributions 
to y^ given by equations (3.24) to (3.26), to be denoted respectively 
by y y ^ ^  and y have been calculated for all possible
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combinations of states ,&2^ 2 * Summations over all occupied
values of nj ,n2 and the excited n{,n2 values upto 30 are taken. 
Omitting negligible contributions, the results of this calculation 
are given in Table 4.4. The basis set used comprises the HFS occupied 
orbitals and the excited box orbitals calculated in a potential well 
of radius 11.621 a.u. In Table 4.4 contributions involving 4f 
excited states, based on the assumption of an empty 4f shell, are 
listed separately. As mentioned before, the only correct way to 
include such contributions is to calculate effective operators 
(Ahmad and Newman 1979b) using a properly formulated perturbation 
expansion for degenerate states (Sandars 1969). The correlation 
contributions to the effective operator which provides the term 
dependence of are seen to be relatively small (Ahmad and Newman 
1979a), and consequently do not affect the qualitative conclusions 
presented here.
It is evident from Table 4.4 that the predominant contribution 
to this effect (almost all) comes from the p,p;p,p scheme. Other 
schemes or combinations of states contribute very little; they are 
not only small in magnitude but several of them also appear with 
opposite signs and hence sum to a very small total. About 95% of 
the p,p;p,p contribution arises from 5p,p;5p,p combination and 
therefore it seems adequate to calculate only this contribution when 
other sets of basis wave functions are used. Such results are pre­
sented in Table 4.5, from where it is seen that the three sets of 
values corresponding to three different basis sets agree remarkably 
well. It should be remembered that, this result is obtained when 
the 5p orbital is taken to be the HFS orbital. When the 5p is taken 
to be a box orbital, the values are slightly reduced as can be seen 
from Table 4.6. Also in Table 4.6 it can be seen that values
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corresponding to the two basis sets agree very well, but they are 
about 5% smaller than their counterparts of Table 4.5. This situation 
is very similar to that mentioned in the previous section in the case 
of the lowest order contribution to y . The reason for this dis- 
crepancy is the same, i.e. the 5p box-orbital is slightly distorted 
from the 5p HFS orbital (figure 2.2.).
It can therefore be seen that the first order electron-electron 
correlation contribution to y is very large. It is larger, in fact, 
than the zero order contribution. This is somewhat surprising in view 
of the very different findings of other workers and the general 
acceptance that the correlation contributions to y are small. This 
difference arises because of the inclusion of certain combinations 
of n^&i and n2&2 states in figure 3.2(B). In all the previous work 
mentioned earlier, the only allowed states in this figure were assumed 
to have ni&i t n2&2‘ Diagram 3.2(B) represents the first order 
correlation contribution, in which nj£i = 112^2 would correspond to 
the effect of a Coulomb interaction with the core, which has already 
been taken into account in determining the Hartree-Fock basis states. 
However Kelly (1963, 1964) has shown that, because the Hartree-Fock 
potential is not the true potential seen by excited states, diagrams 
of the type 3.2(B) with n^i = n2&2 must be included if Hartree-Fock 
basis states are used. In order to make this point more explicit, 
we describe below the physical situation in some detail (see Kelly 
1963, Ahmad and Newman 1978a):
The Hartree-Fock potential (see equation (2.3)) may be repre­
sented in terms of its matrix elements:
59
N
<  a I | b >  = 2 < an|v|bn >  - <  an|v|nb >  (4.1)
n=l
where a and b are arbitrary and the first and second terms in the 
summation correspond to direct and exchange parts of the HF potential, 
which can be represented by the diagrams of figures 4.2 (a) and (b) 
respectively. The summation in (4.1) is over the N occupied states 
only. Consider the case when |a> = | b > .  If<a| is one of
the N occupied states, the exchange term then cancels the direct
term and the resulting sum corresponds to only N-l direct terms in 
addition to the exchange terms. If, however, |a >  is one of the
excited states, there is no such cancellation and all the N direct
terms are included. Physically, this means that the potential for 
an occupied state is due to the N-l other electrons of the system 
while that for an excited state is due to all N electrons present 
in the ground state of the system. This is clearly incorrect, as 
the excited particles actually interact with only N-l other particles. 
It is, therefore, highly desirable to eliminate this discrepancy. 
According to Kelly, diagrams of the type shown in figure 3.2(B) 
with ni&i = n2&2 compensate the deficiency of the HF potential 
for obtaining excited states. Therefore this diagram must be 
included when single-particle basis states are obtained with the
I
HF potential. Since in this approach the potential becomes an
N-particle potential for excited states, it is sometimes referred 
Nto as a V potential.
Kelly (1964) introduced an alternative approach to avoid the
Nuse of this unphysical potential (V ) to determine excited states.
His idea was to use an (N-l)-electron potential to generate more 
realistic basis states by removing an electron from the Hartree-Fock
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N-lpotential. This was then referred to as a V potential. In the
N-lcase of the Be atoms, the V potential was determined in the fixed 
field of neutral beryllium minus one of the 2s electrons (Kelly 1964). 
Hartree-Fock states were used to calculate this potential, which was 
then used to calculate the basis states. The 2s state was the same 
as the HF 2s state, but the Is state was slightly different from the 
normal HF Is state. In the case of oxygen (Kelly 1966), s states 
were calculated in the field of neutral oxygen minus one 2s electron, 
and p states in the field of neutral oxygen minus one 2p electron.
For d and other higher states the choice has been noted to be more 
arbitrary. However, it was found desirable to calculate them in the 
HF field of oxygen with one 2p electron removed.
N-lThe V potential approach accounts for the dominant
spherically symmetric changes in the Hartree-Fock potential due to
electronic excitations, but does not correct for anisotropic effects
(Ahmad and Newman 1978a). We, therefore, prefer to retain the Hartree- 
NFock (V ) states, and to sum important isotropic and anisotropic 
corrections to infinite order in the perturbation series to ensure 
the necessary accuracy.
NSince we are dealing with a V type of modified Hartree-Fock-
i
Slater potential, which is local (unlike the HF potential which is
non-local), it seems desirable to compare some of our calculations
Nto check the agreement with calculations employing Hartree-Fock V
3+potentials. Since such results for Pr are not available and specific
N ■ N-lcalculations with V and V potentials for Be are available (Kelly 
1969) we will compare them instead. Zero-order contributions to 
the electric dipole and quadrupole polarizabilities and shielding 
factors for Be are presented in Table 4.7. It is apparent that our
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values are in only reasonable agreement with Kelly's. The main
reason for this is presumably the use of the HFS potential, which
was not corrected in this case (see Section 2.3). One thing is
N N-lquite obvious from Table 4.7, namely, V and V potentials yield
lowest order results that are very different from each other. In
Table 4.7 results, due to Dalgarno and McNamee (1961), based on
Nuncoupled Hartree-Fock model which is equivalent to the V potential 
approach are also presented. These values are very similar to 
Kelly’s.
4.5 CONTRIBUTIONS FROM LADDER DIAGRAMS
Since the first order correlation contribution to v from the
1 OO
diagram of the type shown in figure 3.2(B) with njÄ-j = n2 2^ = 5p 
is very large, it is very important that the next higher order contri­
butions of this diagram are also included in order to obtain an 
accurate estimate of this correction. These contributions, to all 
orders, can be obtained by calculating the ladder diagrams which arise 
when multiple Coulomb interaction lines are inserted into the original 
diagram. Such a four-step ladder diagram is shown in figure 4.3.
Ladder diagrams can be evaluated easily by following the method 
of reducing a diagram with double interaction line into a diagram 
with only one interaction line. Such a reduction is schematically 
shown in figure 4.4 (for details see, e.g., Yutsis et al 1962, Brink 
and Satchler 1968). This essentially means that two Coulomb inter­
actions between the same states can be combined to form a single
effective interaction. Such reduction can be accounted for when
(k) (k)the radial integral R = R (nil ,n ' l' n£n' i ' ) is replaced by an
(k)effective radial integral R' ' expressed as
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, (k) = R(k) + S a  R(kl)R(k2)/E(nÄ^n'£' )
k!k2 kl ^ k /
(4.2)
where a are factors determined by the angular matrix elements.K i K
With the help of diagram 4.4 these factors can be calculated as follows 
(see Ahmad and Newman 1978a, 1979a)
<  Um I C^k2 ^ I £m ’m* I C ^k 2 ^ I £ T m T >  <£m|c^kl^|£m> < £’m ’ C^k*^ I £'m* ^  a _ ~92 __________  92 __________  -91 ____________ 91
klk2k < £m|c^ I £m > < £'m' |c^ k) | A'm' >
-q  q
Following the procedure adopted in Appendices A and C, this relation 
can be reduced to the following form
kik2k A x B
where
£ k2 %\ v  k2 H'\ /£ ki £\ /£’ ki £'
0 0 0 0 0 0 0 0 0
£ k £\ /£' k £'
0 0 0
0 0 0 0 0 0
and
k2 z\ £ ' k ! £ ’
B = (-l)m+m'[£ £«] ' ~ m  "92 9? m1/ \-m -qi m/ ^-m, q]__mV
£ k £ \ / £1 k £ ’
-m -q m / \ -m’ q m
Upon applying relation (2.19) of Rotenberg et al (1959), B can be 
expressed as
1) *'+k+®''+k '[)>., it'] [k ,k' ]
(z k2 £
[kj £ k
/ k! k2 k 
\“91 -92 q
f £* k2 £» 
[kr £ ’ k ’
1 k2 £' V  k'
91 92 9’/ l-™ ’ m ' “9'
I k £\ / £' k £
-m -q m ) \-m’ q m '
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After carrying out the summation and using relation (1.14) of 
Rotenberg et al (1959) the final expression for B becomes
f Z k2 l ] f £' k2
B = [*,£',k] \ \
[ ki £ k J { kx V  k
It is convenient to write the expression (4.2) in matrix form. 
Denoting by R the vector of the R by a the matrix whose
components are given by
(?)kk2 = ^  akik2k R 1 / E
and by R' the vector of effective radial integrals for the complete 
ladder sum, the following identity can be obtained:
R' = R + a R’ ,
which may be solved to givP
R' = (1-a)-1 R . (4.3)
In the case of the ladder sum of figure 4.4 with n£ = ,5p and
n'£’ = n'p (6 ^n' ^30), the factors a , , take the following valueskikoK
a000 -  1 » a 022 -  a202 =  1 » a222 “  7/50 •
The value of the complete ladder sum of this diagram is found 
to be -122.86 which, of course, includes the first order correlation 
contribution of -103.50. This result was obtained using the basis
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set of 5p HFS orbital and excited orbitals in a box of radius
11.621 a.u. Ladder sums with other basis sets have not been calculated
as it is expected that they would give similar results.
4.6 CONTRIBUTIONS FROM Vu - VIjr,_ PERTURBATION -------------------- Hr-- Hr b ------------
Corrections to y must be made because of the use of a Hartree-
Fock-Slater potential rather than the true Hartree-Fock potential
(V ) which is assumed in the formulation of diagrammatic perturbation
theory. This can be achieved by the inclusion of contributions from
the isotropic perturbing potential v = V - V . All distinctHr Hr b
diagrams (apart from those due to interchange of V] and V2 ) corresponding 
to such contributions are shown in figure 4.5, which results when the 
diagrams of figure 4.2 are used. For these contributions only the 
p -*■ p mode of excitation is considered, as this provides the dominant 
contribution to y . Algebraic expressions corresponding to the diagrams 
of figure 4.5 are easily obtained by following the procedure adopted 
for the diagrams encountered in Chapter 3. Diagrams of figure 4.5 
for all values of n, ni, n2 for occupied states and principal quantum 
numbers upto 30 for excited states are calculated and the results are 
presented in Table 4.8.
I
Contributions from the isotropic perturbing potential v = V -VHr Hr b
to the. first order correlation contribution of the type given by 
figure 3 .^l(B) with p •-»-p mode of excitation are also calculated. A 
total contribution of 7.49, which comes from the combination of all 
occupied p values and excited p values upto 30, is found.
A summary of the various contributions to y^ is presented in
Table 4.9.
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4.7 CONCLUSION
3 +The final value of y^ for Pr , after adding all the major
contributions, is -167. There exist many more corrections and
diagrams contributing to y , but since they are small and many of
them appear with opposite signs, it can be regarded that the final
value of y would not change appreciably even if these smaller
contributions are included. Small variations of about 5% in this value
are, however , expected when y^ is calculated with other basis sets.
3+We therefore conclude that the theoretical value of y for Pr based
on the external point charge model should be close to the value
obtained here. This value of yro is almost three times that previously
obtained by many authors (e.g. Gupta and Sen 1973, Das and Raychaudhuri
1973, Erdös and Kang 1972) using the inhomogeneous Schrödinger equation
method based on the same ionic model. The arguments involved in the
3+present calculations of y^ for Pr are, of course, applicable to 
any calculation of y^ using Hartree-Fock wave functions. The present 
result therefore suggests that compared with the Hartree-Fock results 
all the calculated values of y in the literature based on the 
inhomogeneous Schrödinger equation method are considerably under­
estimated .
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- 35. 0
- 37. 5
- 40. 0
- 42. 5
- 45. 0
- 47. 5
- 50 . 0
- 52. 5
- 55 . 0
- 57. 5
- 60. 0
- 62. 5
E X C I T E D  N V A L U E S
Fig. 4.1. Convergence of 5p -*■p contributions to y . The three curves
finally converge to the same value demonstrating that the result is 
independent of the size of the potential well.
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Figure 4.2. Diagrams (a) and (b) represent the direct and 
exchange parts of the HF potential. (c) corresponds 
to some chosen one-electron potential V. If V is 
taken as a HF potential to obtain the single-particle 
states, the above three diagrams sum to zero.
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Fig. 4.3. A four step ladder diagram. All the hole
lines correspond to the same state n£m and all the 
excited state lines to n'i^'m'.
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Figure 4.4. Schematic diagrams showing the reduction of angular 
momentum contributions for a two-step ladder to a sum of 
products of contributions corresponding to single step
ladder.
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Figure 4.5. Diagrams corresponding to corrections for the use of a HFS 
potential rather than a HF potential. Diagrams (b) to (f) represent 
only direct Coulomb contribution to the HF potential; contributions 
from exchange and the HFS potentials (shown in (a)) are not shown here 
but they were included in the calculations. In the above diagrams mil 
represents the passive unexcited states.
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Table 4.1. Comparison of lowest order perturbation contributions to for 
3+Pr with the results of three calculations using the Sternheimer method.
Excitation Presentcalculation*
Das 6 Raychaudhuri 
(1973)
Gupta and 
Sen (1973)
Ghatikar et al 
(1965)
Is -* d 0.000 0.011 0.011 0.01
2s -+ d 0.003 0.027 0.026 0.022
3s -> d 0.018 0.044 0.047 0.040
4s -> d 0.034 0.074 0.082 0.074
5s -* d 0.189 0.081 0.172 0.219
2p + P -0.021 -0.244 -0.241 -0.196
3p p -0.424 -1.473 -1.474 -1.240
4p a p -4.723 -8.213 -8.011 -6.972
5p -a p -60.334 -48.589 -52.862 -64.773
2p a f 0.003 (0.0) 0.036 0.036 0.032
3p a  f 0.070 (0.022) 0.080 0.079 0.066
4p a f 0.163 (0.112) 0.156 0.169 1.138
5p a f 0.529 (0.128) 0.453 0.530 0.392
3d a  s 0.001 0.002 -0.020 -0.003
4d a s 0.009 0.130 -0.021 0.136
3d a d -0.115 -0.316 -0.316 -0.240
4d a d -2.770 -2.600 -2.514 -2.163
3d g 0.023 0.090 0.089 0.074
4d a  g 0.219 0.232 0.226 0.185
Total -66.821 (0.262) -60.019 -63.990 -74.199
* Bracketed values are contributions from the 4f shell.
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3+ #Table 4.2. np-*p contributions to y^ for Pr using HFS occupied 
orbitals and excited state orbitals generated in 
potential wells of radii R .
Contribution R = 6.381 a.u. R = 8.274 a.u. R = 11.621 a.u.
2p + P -0.048 -0.036 -0.021
3p -> p -0.589 -0.538 -0.424
4p p -4.917 -4.880 -4.723
5p p -60.416 -60.375 -60.334
Total -65.890 -65.829 -65.502
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Table 4.3. Individual contributions 5p->ri’pto for Pr using 
HFS 5p orbital and excited box orbitals generated in 
potential wells of radii R .
n ’ R = 6.381 a.u. R = 8.274 a.u. R = 11.621 a.u.
6 -41.239 -36.756 -35.949
7 -11.039 -10.425 -6.443
8 -4.404 -5.926 -5.230
9 -1.609 -3.013 -3.978
10 - .983 -1.644 -2.698
11 -.387 -.941 -1.789
12 -.307 -.586 -1.205
13 -.097 -.360 -.831
14 -.112 -.236 -.588
15 -.023 -.146 -.423
16 -.055 -.098 -.309
17 -.006 -.061 -.227
18 -.031 -.045 -.166
19 .000 -.030 -.122
20 -.019 -.025 -.090
21 .003 -.017 -.066
22 -.012 -.014 -.050
23 .003 -.010 -.037
24 -.008 -.009 -.030
25 .002 -.006 -.023
26 -.006 -.005 -.019
27 .002 -.003 -.015
28 - .004 -.003 -.012
29 .001 -.002 -.011
30 -.004 -.002 -.009
Total -60.416 -60.375 -60.334
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Table 4.4. First order correlation contributions to y for Pr ---------  00
corresponding to three types of diagrams represented by 
figures 3.2 (A,BandC). Symbols &i ,&i ’ ;&2 j^2 ' imply 
the summation over all the occupied values of nj,n2 and 
the excited ni’,n2 T values upto 30.
Diag.-Type k-value Contributionto y * 00
4f contribution
a 3d jp ,p A 2 -0.014
B 1 6.580
C 1 -4.823
s 5d;p ,f A 2 -0.099 (-0 .012)
B 1 0.281 ( 0.039)
C 3 -0.072 (-0.014)
s,d;d ,d A 2 0.759
B 2 0.030
C 2 0.313
p 5p;p>P A 2 1.804
B 0 -102.891
B 2 -1.524
C 0 -10.611
C 2 -0.376
p 5p;p5f A 2 -2.524 ( 0 .001)
B 2 0.615 ('0.0 )
C 2 0.526 ( 0.0 )
p ,p ;d, s A 2 -0.021
B 1 -0.001
C 1 0.025
P >P '•> ^ 5 ^ A 2 0.214
B 1 -0.325
B 3 -0.265
C 1 -0.456
C 3 -0.337
cont./ . . .
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p,f;p,f A 2 -0.325 (-0.241)
B 0 0.743 ( 0.360)
B 2 0.102 ( 0.059)
C 2 0.019 ( 0.014)
C 4 0.156 ( 0.122)
p,f;d,s A 2 -0.019 (-0.015)
B 1 0.007 ( 0.0 )
C 3 -0.014 ( 0.012)
p,f;d,d A 2 3.587 ( 3.347)
B 1 1.150 ( 1.223)
B 3 0.322 ( 0.353)
C 1 3.603 ( 4.310)
C 3 0.536 ( 0.629)
d ,s ;d ,d A 2 0.016
B 2 -0.041
C 2 -0.016
d,d;d,d A 2 0.136
B 0 -2.970
B 2 0.076
B 4 -0.062
d,g;p,p A 2 -0.462
B 3 -0.218
C 3 -0.349
1
Total k = 0 contribution -117.723 ( 0.360)
Total k i 0 contribution 8.401 ( 9.827)
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Table 4.5. 5p,p;5p,p correlation contributions to Y ^ \  Y ^ \
O  -f- #for Pr° using HFS 5p orbital and excited box orbitals 
generated in potential wells of radii R .
Contribution
type k-value R = 6.381 a.u. R = 8.274 a.u. R = 11.621 a.u.
A 2 2.68 2.69 2.71
B 0 -92.91 -93.00 -92.86
2 -1.42 -1.43 -1.43
C 0 -11.49 -11.46 -11.35
2 -0.56 -0.56 -0.57
Total: -103.70 -103.76 -103.50
Table 4.6. 5p,p 
for
(A);5p,p correlation contributions to Ym , 
3+Pr using box orbitals of radii R .
JB) (C)
'<o > 'a,
Contribution
type k-value R = 6.381 a.u. R = 8.274 a.u.
A 2 2.52 2.48
B 0 -88.38 -87.19
2 -1.35 -1.34
C 0 -11.20 -11.02
2 -0.52 -0.52
Total: -98.93 -97.59
77
Table 4.7. Zero order contribution to the electric dipole and
quadrupole polarizabilities (a^,a^) and shielding 
factors (3 ,Y ) for Be.
ad 800 a (£5)q ^ o o
Is contribution 0.0065 0.4126 0.0006 0.0968
2s contribution 3.7954 1.0733 11.8135 0.7406
Total 3.802 1.486 11.814 0.837
Total(a) 4.54 1.77 9.26 0.67
Total(b) 4.5 1.8 9.1 0.77
Total(c) - - - 0.9945
Total(d) 9.5 4.4 15.1 1.24
Total(e) 12.15- 4.30 15.1 1.06
(a) Kelly and Taylor (1964) using potential.
(b) Dalgarno and McNamee (1961) using uncoupled Hartree-Fock model.
/
(c) Sternheimer (1967) using inhomogeneous Schrödinger equation method.
(d) Dalgarno (1962) using Sternheimer procedure.
(e) Kelly (1969) using b potential.
Table 4.8. Lowest order contributions to y^ arising from the use of a
Hartree-Fock-Slater (VTirio), rather than a Hartree-Fock (V ) ,
Hr o Hr
potential.
Diagrams States Contribution to y 1 00
4.5 (a) 4p,4p;n’p 0.324
5p,2p;n'p -0.128
5p,3p;n'p 0.095
5p,4p;n’p -0.661
5p,5p;n’p 5.309
TOTAL 4.905*
4.5 (b) 4p;n!'p,n2'p 0.386
5p;nx'p,n2'p 16.973
TOTAL 17.371*
4.5 (c) 4p,4p;n’p 0.096
5p,4p;n’p -0.227
5p,5p;n’p 4.802
•TOTAL 4.629*
4.5 (d) 4p;n!’p,n2’p -0.312
5p;n!'p,n2'p -6.728
TOTAL -7.025*
4.5 (e) 3p,5p;n'p O’.113
4p,5p;n’p -0.527
5p,4p;n'p -0.119
5p,5p;n'p -3.769
TOTAL -4.338*
4.5 .(f) 5p;ni'p,n2'p 4.881
TOTAL 4.920*
OVERALL CONTRIBUTION TO y :
' 00 20.462
*Total contributions include some small contributions (of magnitude less 
than 0.06) not separately listed.
Table 4.9. Summary of various contributions to y .
Lowest order contributions (Table 4.1) -66.82
First order correlation contributions (Table 4.4); k = 0 -117.72
k / 0 8.40
Ladder sum contributions -19.36
Correction to lowest order contributions from
VHF " VHFS (Table 4’8) 20.46
Correction to first order correlation contributions
from V - V 7.49HF HFS
Total calculated value of y : -167.55
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C H A P T E R  5
THE HEXADECAPOLE ANTISHIELDING FACTOR n
5.1 INTRODUCTION
Nuclei with spin 1^2 can possess a non-vanishing nuclear 
electric hexadecapole moment which is several orders of magnitude 
smaller than the quadrupole moment. Experimentally it is very diffi­
cult to detect hexadecapole interactions, because their small size 
makes it very difficult to distinguish them from the much stronger 
effects of quadrupole interactions. Typical quadrupole energies lie 
in the range 1-100 MHz, whereas hexadecapole energies are in the 
region of 1-100 Hz. Such small interactions can only be detected in 
very favourable circumstances (Segel 1978). This explains why the 
literature of hexadecapole interaction is so scanty. Nevertheless, 
their existence is now confirmed and in a few cases they have been 
experimentally detected. One of the earliest claims to detect this 
interaction is due to Wang (1955) followed by several other workers 
(e.g. Mahler et al 1966, Figger et al 1971, Merzyn et al 1972).
More recently, Dankwort et al (1974) have detected a nuclear hexa­
decapole interaction in the ground state of 165Ho (I = ^/2) using 
the atomic beam magnetic resonance method.
Even if the nuclear hexadecapole moments are small, their 
effects can be amplified considerably via antishielding effect 
similar to that for the nuclear quadrupole moment discussed earlier. 
It was with this notion that Sternheimer (1961 a,b) introduced the 
nuclear antishielding factor n , the counterpart of v in the case
no oo
of hexadecapole interactions. In this chapter we intend to review
00
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the previous calculations for p^ and to discuss the present calcu-
3+lations for this factor in the case of Pr
5.2 EXISTING CALCULATIONS OF n -------------------------  00
The first calculations of p were by Sternheimer (1961b,
00
+ + 2+1962) for Cu , Ag and Hg , all of which have configurations of 
completed shells; with nd (n = 3, 4 and 5 respectively) being the outer­
most shell for all of them. Very large values of p^ = -1200, -8050 
and -63000 were found in these ions. These values correspond to
antishielding and arise from the radial mode of excitations nd^d.
+ 2+In the case of Ag and Hg , where there are two d shells, major con­
tribution (>99%) came due to the outermost shell. Compared to y^ 
values, the magnitudes of p^ are large suggesting that the detection 
of nuclear hexadecapole moments may be possible in favourable circum­
stances.
Further calculations by Sternheimer (1966) suggested 
similar values of p^ for other ions, except that the value of -670
■j*obtained for Cs is very much smaller than the values for other ions.
It should be remembered that this value like others arises from nd a-d 
excitations, but the nd shell in Cs+ is internal to the 5s and 5p 
shells. We will comment on this aspect in Section 5.3.
The most recent calculations for p in the literature are
00
those by Sen and Narasimhan (1975, 1978), who have employed 
Sternheimer' s method and extended their calculations to a number of 
ions. Hartree-Fock-S.Later ground state wave functions have been 
used in these calculations. Sternheimer's values of -1200, -8050,
-670 and -63000 for Cu+ , Ag+ , Cs+ and IIg2+ can be compared with these
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authors' respective values of -1471, -9580, -877 and -37390. For
the first three ions Sternheimer used Hartree-Fock wave functions
while for Hg he employed Hartree wave functions (without exchange).
The reason for the rather very large difference in the two sets of 
2+q (Hg ) values can be attributed to this different choice of the 
00
ground state wave functions. This clearly suggests that values 
are highly sensitive to the quality of the wave function.
5.3 PRESENT CALCULATION
3+The results of the present calculations for q^ in Pr are 
presented in Tables 5.1 and 5.2. Table 5.1 corresponds to the lowest 
order contributions to q^, which are obtained by numerically 
evaluating the expression (3.20), taking the value of k to be 4. 
Correlation contributions given in Table 5.2 were obtained by calcula­
ting expressions (3.24) through (3.26) for the hexadecapole case. A 
basis set of well radius 11.621 a.u. was employed. Convergence in 
terms of excited n ’ values was good. Box orbitals of well radii 
8.274 a.u. and 6.381 a.u. were also used to calculate the 5p-*f contri­
butions. The resulting values of -1774 and -1833 with these basis 
sets, as against -1806 in Table 5.1, support the proposition that 
q^ value will not depend appreciably on the choice of orbitals (HFS 
or box) or on the size of the potential well.
5.4 DISCUSSIONS AND CONCLUSION
From the above discussion it can be noted that for all the 
calculations of q^ available in the literature, no attempt has been 
made to calculate the q^ contribution due to the angular mode of 
excitations; rather it has been assumed that q^ ( angular) is very
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small (< 1). This assumption derives from an argument due to
Sternheimer (1961a) based on the Thomas-Fermi model, and previous
results for y . Since the magnitude of p^ (radial) is very large,
(angular) has been neglected in these calculations and it has
been assumed throughout that Tira (total) = p^ (radial). Thus only
d and f occupied orbitals are assumed to contribute because selection
rules forbid radial contributions to p from the s and p shells.
00 L
3 +In our calculation for Pr , we have included both the
radial and angular contributions and, as is evident from Table 5.1,
we arrive at a very different conclusion concerning their relative
magnitudes, p^ (angular) due mainly to 5p^f excitation, is not only
large but also predominates the p^ (Total), as this contribution is
approximately a factor of 3 larger than the radial contribution. In
physical terms this result is not unexpected. The 5p shell, being
3+the outermost shell in Pr^ , is particularly susceptible to perturba­
tion and therefore should contribute considerably to the relevant 
physical quantities. In fact, for all the quantities being considered in 
this thesis, viz., a^,a^,aQ,a^ (the electric dipole, quadrupole, octopol(
and hexadecapole polarizabilities); R; a2 , 0-4 and Qg, it has been 
found consistently that the 5p shell makes the largest contribution. 
Therefore the present result is not unexpected. An unusual dspect 
of this angular contribution is however that it has the same sign 
as the radial contribution. This is because of the large contribution 
coming from the 4f shell (listed separately in Table 5.1) which 
appears with the same sign as the radial contribution. Other nf 
(n^5) contributions have opposite sign as expected. The large 5p -* 4f
contribution can be attributed to the near-degeneracy of the 5p and 4f 
3+levels in Pr (Sternheimer - private communication). This indicates
84
that a similar order of magnitude for 5p ->f contributions can be 
expected for all the lanthanides, and perhaps also a substantial 
6p -»f contribution in the case of actinides. In fact, in the light 
of the above observation we believe that except in the case where 
the outermost shell is a d or a f shell, (angular) contributions 
may be appreciable and therefore it is important to calculate them 
explicitly if any reliable estimate of p^ (Total) is to be obtained.
Table 5.2 gives the dominant correlation contributions to 
p . As was found in the case of v , these contributions to n are 
also very large, suggesting that the lowest order contributions are 
considerably underestimated. The very large 4f contribution suggests 
that the term dependence considerations mentioned in the previous 
chapter, are important in the present case.
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Table 5.1. Lowest order contributions to hexadecapole antishielding
3+factor X] in Pr . Contributions smaller than 0.001 are 00
omitted as they are negligible compared to the large
magnitude of n • Contributions for C$+ ion, which is
3+isoelectronic with Pr apart from the 4f shell, are 
given for comparison.
Perturbations Contribution to n00
cs+
Sen and 
Narasimhan 
(1975)
3+Pr
Sen and 
Narasimhan 
(1978)
3s + g 0.008
4s -> g 0.028
5s -> g 0.082
2p -* f 0.021 ( 0.003)*
3p -> f -0.854 (-0.483)
4p -> f 10.075 (37.817)
5p ■> f -1805.997 (-2818.569)
3p -+• h 0.002
4p h 0.043
5p h 0.124
3d d -1.136 -11.018
1
4d -»• d -624.842 -866.58
3d + g 0.045
4d -v g -0.124
'3d -v i 0.001
4d i 0.054
Total -2422.470 (-2781.232) -877.59 -557.54
* Bracketed quantities are the 4f contributions.
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Table 5.2. Dominant first order electron-electron contributions
3+to in Pr corresponding to the three appropriate 
diagrams of the type represented by figures 3.2 (A,B,C). 
Symbols ' imply "the summation over all the
occupied values of n^,n2 and the excited ni',n2t values 
upto 30.
CM
c>*CM
o*r-H
<=^ Diagram
type k-values
Contributions 
to n00
4f contributions
p»f;p>f A 4 388.8 435.4
B 2 -838.5 -923.4
C 2 -1955.6 -2229.6
C 4 -31.2 -34.9
d ,d ;d ,d A 4 8.6
B 0 -1054.8
B 2 -29.9
B 4 i o ■P
' C 0 -143.1
C 2 CD•—1 •—1 1
C 4 i o CO
Total -3668.2 -2752.5
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C H A P T E R  6
THE QUADRUPOLE VALENCE SHIELDING FACTOR R
6.1 INTRODUCTION
In the case of rare-earth ions in a crystalline environment, 
the total contribution to the quadrupole electric field gradient (EFG) 
can be written as
q(total) _ (1_Y^)qdig) + (i-R)q(val) . (6.1)
The first term on the right-hand side of (6.1) corresponds to the 
EFG contribution arising from the ligand charges surrounding the ion 
in the crystal, and the second term corresponds to the contribution 
from the electrons of the valence or unfilled 4f shell. It is obvious 
from equation (6.1) that an accurate estimate of R, along with that 
of y , is needed in order to estimate the total field gradient at 
the nuclear site of the ion in a paramagnetic crystal, has been
discussed in Chapter 4. The present chapter is concerned with calcu­
lation of the quadrupole valence shielding factor R.
6.2 PREVIOUS CALCULATIONS OF R
The first attempt at calculating R was that of Sternheimer 
(1950) who employed the Thomas-Fermi model to estimate the magnitude 
of R for various atoms. For all the cases considered, the magnitude 
of R was found to be small (<0.4) and positive, indicating a shielding 
effect. In his next calculation of R, Sternheimer (1951) employed his
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method of numerical solution of Schrödinger equation (see Section 3.3) 
and obtained results for various cases. From a comparison of the 
two results it was concluded that the Thomas-Fermi model corresponds 
to the angular mode of excitations only, and that these contributions 
are overestimated by a factor of approximately 1.5 over their 
counterparts obtained by the numerical solution method. It was also 
noted that the angular mode of excitation always provided contributions 
corresponding to shielding, whereas the radial mode of excitation 
produced shielding as well as antishielding, depending on the structure 
of the shell.
The Thomas-Fermi model was found to be inferior in another 
respect; it neglects the exchange part of the wave function. Calcu­
lations by numerical methods using wave functions including exchange 
showed that inclusion of exchange is important.
There have also been attempts at calculating R by variational 
methods, but this method was found to be completely inadequate (see 
Ingalls 1962). Freeman and Watson (1963) used the unrestricted 
Hartree-Fock method to evaluate R corresponding to the radial mode of 
excitation. Because of computational difficulties arising from the 
inclusion of angular distortions, this method yields results corres-
I
ponding to radial distortions only. Since this method handles 
orthogonality, self-consistency and exchange problems satisfactorily, 
radial contributions calculated by this method should be reliable.
In principle, these results combined with angular contributions 
calculated by some other method should provide more reliable total 
of R, but it is obvious that unless both the radial and the angular 
contributions are obtained by the same method, it is very difficult 
to assess the accuracy of the total value of R.
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3+The factor R for Pr was first estimated by Ghatikar et al 
(1965b) using the Sternheimer numerical method. They did not include 
the exchange contributions arising from the exchange of electrons.
Their calculation based on Hartree unperturbed wave function yielded 
the value of R to be 0.2, corresponding to a shielding effect.
Sternheimer (1966) used Hartree-Fock (Freeman and Watson
1962) wave function for the 4f electron, and Hartree wave functions
for other core electrons to calculate the radial contributions to R 
3+in Pr . Angular contributions were estimated by Thomas-Fermi model. 
Neglecting exchange contributions, he obtained a total value of 0.13.
A value of 0.09 (without exchange) has been obtained by Gupta and 
Sen (1973) who have employed Sternheimer’s method and used HFS unper­
turbed wave functions.
A recent calculation including exchange has been reported
3+by Sen and Narasimhan (1977). Their value of R(Pr ) based on the 
Sternheimer numerical method and HFS unperturbed wave functions is 
0.12. They found exchange contribution to be very small, namely, 0.008.
6.3 PRESENT CALCULATION
The results of the present calculation of R are given in 
Table 6.1, which are obtained by calculating expressions (3.29) and 
(3.30) using the basis set of wave functions generated in potential 
well of radius 6.381 a.u. This basis set was chosen because it 
provides better convergence in terms of excited n' values compared 
with the other two sets. As can be seen from Table 6.2, even for 
this case the convergence is poor, particularly for the inner shells. 
Since the inner shells contribute considerably, errors due to this 
effect should be expected in the result. This aspect becomes parti-
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cularly obvious when these contributions are compared with similar 
results corresponding to other basis sets. Such a comparison is 
presented in Table 6.3. Contributions due to the 5p shell are 
virtually the same in all the cases, but inner shells show a lot of 
variation, particularly the 3p shell. Consequently a substantial 
shift in the value of the total is observed. The np a-p contributions 
are predominant (Table 6.1), and there is a decrease in these 
contributions going from larger well radii to smaller ones, presumably 
due to better convergence. It therefore seems likely that the final 
value of 0.218 would have become even smaller had a better convergence 
been achieved. Therefore, we regard this value of R to be the upper 
limit for present calculations.
6.4 DISCUSSIONS AND CONCLUSION
3+The total value of R for Pr in our case comes out to be 
0.218 and corresponds to shielding. This is in reasonable agreement 
with the other calculations described in Section 6.2. Our value is 
somewhat larger than others, and one reason for this can be the con­
vergence problem. However since the value of R is very sensitive to 
wave functions, a disagreement of this magnitude is hardly unexpected. 
Moreover since the value of R appears in the reduction factor of the 
form (1-R), the effective disagreement becomes even smaller. It is 
seen from Table 6.1 that the exchange contributions to R are important, 
though the net exchange sums to a small fraction (=0.0264) of the net 
direct contribution (0.1921).
Unlike the case of y^, where the most important contributions 
are due to the outermost orbital corresponding to a radial mode of 
excitation, the contributions to R due to inner closed shells are
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also significant. Both the angular as well as radial modes of 
excitation are important. Contributions to R due to inner closed 
shells become appreciable because of a term r 3 appearing in the 
expressions (see equation (3.29) and (3.30)). The value of R thus 
becomes very sensitive to the wave functions, particularly for 
smaller values of R, i.e., wave functions near the nucleus.
In contrast to the case of y or n , the sign of R indicates
1 00 00 7 °
a shielding effect. The physical reason for this is as follows (see 
Ghatikar et al 1965b):
The induced electronic moment on the closed orbitals 
interacts with the quadrupole moment of the 4f electrons in the case 
of R, and with that of the external charge distribution in the case 
of y . The radial contributions of the orbitals which are inner to 
the 4f shell give the antishielding effect in the same way as for y , 
where obviously all the orbitals are inner with respect to the external 
charge distribution (under.the usual ionic crystal field approximation). 
But those orbitals which are outer to 4f give rise to a shielding 
effect. This implies that the same should be true for y^ if one 
considers penetration of external charges into the closed orbitals of 
the rare earth ions, i.e. the overlap of charges will reduce the value 
of y from its ionic value, which is indeed the case as will be 
discussed in Chapter 9.
Since the various contributions to R are very small, as is 
the final value of R, it. is expected that the correlation contributions 
to this parameter should also be small. Moreover several direct as 
well as exchange contributions to R are equally important, so it is 
necessary to calculate correlation effects corresponding to all of
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them in order to have reliable estimate of these effects. These 
contributions to a2, and to the electric quadrupole polarizability 
(see following chapters) have been found to be small, which suggests 
that they might be small for R too. A further difficulty is that of 
convergence as described in Section 6.3. Because of these consider­
ations we did not include correlation contributions to R in present 
calculations.
6.5 HEXADECAPOLE SHIELDING FACTOR 4
An atomic beam experiment by Dankwort et al (1974) indicated 
the presence of a nuclear hexadecapole interaction with the 4f electron 
in the holmium atom (Z = 67). Similar evidences have been found in 
some other cases too (see, e.g., Sternheimer 1974, Sen and Narasimhan 
1975). Values of nuclear hexadecapole moments can be deduced from 
these experiments. However, in order to obtain any reliable estimate, 
it is important that the effects due to the core electrons are taken 
into account. This correction, in exact analogy with the case of the 
nuclear quadrupole moment, can be described by a nuclear hexadecapole 
shielding-antishielding factor, R^. A calculation of the factor R^ 
for the 4f electrons of the holmium atom has been carried out by 
Sternheimer (1974). A small value of R^ = 0.24 corresponding, to 
shielding was found. In this calculation, radial contributions 
totalling 0.160 were calculated by a perturbation method, while the 
angular contributions summing to a small value of 0.083 were estimated 
by the Thomas-Fermi model.
Results of the present calculations for the hexadecapole
34-shielding factor, R^ for Pr are presented in Table 6.4. We have 
included both the radial as well as angular contributions in our 
calculations. The calculated values of 0.345 for the radial
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contribution, 0.047 for the angular contribution, and their sum 
of 0.393 corresponding to shielding, are in good general agreement 
with Sternheimer's similar results for the holmium atom.
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Table 6.1. Lowest order contributions to the nuclear quadrupole valence
3+shielding factor R in Pr corresponding to the basis set of 
potential well radius 6.381 a.u.
Excitation Direct Exchange for 3 =
1 2 3 4 5
2s -> d 0.0056 0.0
3s -* d 0.0207 -0.0039
4s -> d 0.0021 -0.0008
5s d 0.0029 -0.0005
2p + P -0.0504 - 0.0010. -0.0
3p P -0.3851 0.0653 0.0177
4p -> p -0.1742 0.0666 0.0169
5p + P 0.6187 -0.1211 -0.0318
2p -* f 0.0049 -0.0007 -0.0004
3p -> f 0.0527 -0.0049 -0.0043
4p ■+ f 0.0297 -0.0033 -0.0032
5p f 0.0071 -0.0007 -0.0005
3d s 0.0003 -0.0
4d -+ s 0.0007 -0.0003
3d -*■ d -0.0927 0.0341 -0.0089 0.0059
4d -* d 0.0589 0.0287 -0.0011 ■ -0.0007
3d -v g 0.0171 -0.0013 -0.0012 -0.0013
4d ■* g 0.0731 -0.0071 -0.0059 -0.0039
Total 0.1921 0.0544 0.0002 -0.0226 -0.0056 oo
Total R = 0.2185
n '
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
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np-^-n'p direct contributions to the quadrupole valence
3+shielding factor R in Pr , for states mp (m ^  5) generated 
in the potential well of radius 6.381 a.u.
2p 3p 4p 5p
-.0006 -.0075 .0163 .2315
-.0007 -.0095 .0160 .1560
-.0010 -.0130 .0145 .1098
-.0013 -.0158 .0091 .0689
-.0015 -.0180 .0022 .0411
-.0017 -.0197 -.0044 .0234
-.0018 -.0208 -.0099 .0124
-.0020 -.0215 -.0139 .0057
-.0021 -.0218 -.0166 .0016
-.0022 -.0217 -.0180 -.0008
-.0023 -.0214 -.0184 -.0021
-.0024 -.0208 -.0181 -.0028
-.0025 -.0200 -.0174 -.0030
-.0025 -.0190 -.0163 -.0031
-.0025 -.0179 -.0150 -.0029
-.0025 -.0167 -.0136 -.0027
-.0025 -.0154 -.0122 -.0025
-.0025 -.0142 -.0108 -.0022
-.0024 -.0129 -.0096 -.0019
-.0023 -.0118 -.0084 ' -.0017
-.0023 -.0108 -.0074 -.0015
-.0022 -.0098 -.0066 -.0013
-.0022 -.0091 -.0059 -.0012
-.0022 -.0084 -.0052 -.0010
-.0021 -.0077 -.0047 -.0009
-.0504 3851 1742 6188
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Table 6.3. np -+ p contributions (direct + exchange) to quadrupole
valence shielding factor R corresponding to various basis 
sets of wave functions.
Excitation R = 6.381 a.u. R = 8.274 a.u. R = 11.621 a.u.
2p + P -0.0514 -0.0371 -0.0216
03 "d 4 no -0.3021 -0.2490 -0.1659
4p ■> P -0.0907 -0.0574 0.0072
5p -> p 0.4658 0.4701 0.4674
Total 0.0216 0.1266 0.2871
97
Table 6.4. Contributions to the nuclear hexadecapole shielding factor
3+for the 4f electrons in Pr . Contributions smaller than 
0.0001 have been neglected.
Excitation Direct
Exchange for ]
1 2 3 4 5
3s -> g 0.0005 -0.0004
4s -> g 0.0 ooi
5s a- g 0.0 -0.0
2p a f 0.0069 -0.0071 -0.0005
3p -> f -0.1401 0.1127 0.0116
4p a- f 0.2487 -0.2857 -0.0272
5p a- f -0.0660 0.1836 0.0102
4p a h 0.0003 -0.0 -0.0
5p a h 0.0 0.0 0.0
3d -a d -0.4020 0.2953 0.1185 0.0047
4d a d 0.1225 0.1964 0.0104 -0.0002
3d -a g 0.0028 -0.0048 -0.0002 -0.0004
4d a  g -0.0047 0.0060 0.0003 0.0006
4d a 1 0.0002 0.0 0.0
Total -0.2309 0.4929 0.0035 0.1286 -0.0059 0.0047
Total R = h 0.3929
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C H A P T E R  7
CRYSTAL FIELD SHIELDING FACTORS
7.1 INTRODUCTION
It was mentioned in Section 1.4 that the crystal field 
potential at the site of a lanthanide 4f electron in a paramag­
netic crystal produced by all the charges external to the ion can 
be expressed by the following expansion (see, e.g., Judd 1963)
where A
00 k
V  = 2 24f k=0 q=-k
qu are k constants
q rk c(k)(e,*) 
qk
(7.1)
,(k)the lattice and (0,4>) are the normalized spherical harmonics,
r is the distance from the rare-earth nucleus, and 0 and <j) are 
angles defined with respect to the principal axis of the crystal.
The point symmetry at the rare-earth site in the tri­
chlorides of the first half of the lanthanide series, to a good 
first approximation, may be taken as (Hutchings and Ray 1963)
for which there occur only four relevant crystal field parameters 
kA in the above expansion, namely,
A 2° , A4° , A6° and A66 . (7.2)
A comparison of calculated and experimental values of these
parameters gives very large discrepancies. Hutchings and Ray (1963),
for example, using the ionic approximation showed that in the case 
3+of Pr in PrC].3 and PrPr3, the theoretical value of A20 <  r2 >  was
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about 20 to 30 times larger than the experimental value (experimentally 
a crystal field parameter is determined in the form <  r >). The 
A40 values compared favourably, but both the Ag° and Ag6 values were 
about 4 to 10 times smaller than the experimental ones. One of 
the major sources of this discrepancy was assigned to the neglect 
in the model that the crystalline field distorts the rare-earth 
electronic orbitals, whereby an additional source of crystal field 
potential is produced, which either reduces the overall effect 
(shielding) or increases it (antishielding). In order to obtain the 
effective crystal field potential, a factor a is introduced in theK
expansion of equation (7.1) which takes into account the shielding­
antishielding effect produced by the electronic shells of the ion.
Thus the effective potential at the site of a 4f electron may
be given as
V4f = 2 (l-ak ) Aq rk C(k)(0,4>) (7.3)
k,q q
where only k = 2,4 and 6 occur and the factors cr, are independent ofK
the magnetic quantum number q (Sternheimer et al 1968). It is obvious 
from this relation that accurate estimates of the crystal field 
shielding factors a, are important if the real magnitude of theK
crystal field potential is to be calculated.
The first attempts of estimating the shielding effects for
4f electrons in rare-earth ions have been made by Burns (1962). He
used the Sternheimer numerical method to calculate the shielding
3+effects due to the distortion of the 5s and 5p orbitals in Pr . His 
estimates of showed that the size of the shielding effects are
small: 12%, 5% and 2% for k=2, 4 and 6 respectively. Ray (1963)
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employed a variational method to calculate these factors for Pr
in PrCl3. He considered the distortions of the 4p, 5s and 5p shells
only and found that the quadrupolar shielding effect corresponding
to k = 2 is very large, viz., 52%. This calculation also showed that
the angular contributions are predominant and that the 4p shell
contributes very little (a2( 5s-*d) = 0.4052, a2(5p-*f) = 0.2481,
a2(5p-*p) =-0.1264 and a2(4p->p) =-0.0026). Higher terms corresponding
to k = 4 and 6 were not calculated as they were supposed to contribute
less than the quadrupolar term. The difference in a2 values
calculated by Burns (12%) and by Ray (52%) was due to the fact that
Burns did not properly include the distortions of the 5s and 5p
orbitals. Lenander and Wong (1963) performed independent calculations
of shielding effects due to the polarization of the 5s and 5p shells 
3+of Pr' in PrCl3. Their values of o2 and 04 are 59% and 17% shielding
respectively. Ghatikar et al (1965a) used the Sternheimer numerical
33-method to estimate the factor a2 for Pr including 4s, 4p and 4d 
inner shells as well. They found a2 to be 0.7 of which 0.6 came 
from the 5s and 5p shells alone.
Both the direct and the exchange interactions between the 
4f electrons and the electrons in the core shells contribute to the 
shielding factor a (see Section 3.3). All the results describedK
so far correspond to the direct contributions only as the exchange 
contributions have been omitted in all of these calculations. 
Sternheimer (1966) included the exchange contributions to his
33-calculation of a2 for Pr due to distortions of the 5s and 5p shells. 
He found a 2 (direct) to be 0.67 and a2 (exchange) = -0.07. Later on, 
Sternheimer et al (1968) extended this calculation (including exchange) 
to a4 and erg, and improved the value of a2 by including the distortions
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of the 4s, 4p and 4d shells. The effect of the further inner shells 
were still not included; these are not expected to give any con­
siderable contribution, anyway. Their result yielded 67% and 8% 
shieldings for k=2 and k=4, and 4% antishielding for k=6. More 
recently Erdös and Kang (1972) used both variational as well as 
numerical methods to calculate the shielding factors (k=2,4,6), 
including direct as well as exchange contributions, and taking into 
account all the occupied orbitals. These values are given in Table 
7.4.
The purpose of the present chapter has been to calculate 
3+all (k=2,4,6) for Pr by the configuration interaction method.
We have included direct as well as exchange contributions and con­
sidered distortions of all the occupied orbitals. We have also 
calculated the electron-electron correlation contributions to a2* 
These contributions were found to be very large in the case of y 
(Section 4.4), therefore, it has been of much interest to see how 
far the final value of 0 2 is affected due to these contributions.
4.2 LOWEST ORDER CONTRIBUTIONS TO c,------------------------------ k
The lowest order contributions to a, (which we shallk
denote by the usual notations a 2 , 04 and a$) correspond to figures 
3.3(a) and (b) and are given by expressions (3.29) and (3.30).
These expressions are evaluated numerically in a similar way to the 
expressions for other factors discussed in earlier chapters. All 
possible combinations of n,£ and Z' are considered, and the summation 
over the excited states upto n' = 30 is carried out. The results of 
the present calculations for a2, 04 and a6 are presented in Tables 
7.1, 7.2 and 7.3 respectively. The factors at the end of these
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tables are presented as a sum of direct and exchange parts:
0k,D + ak,E
In general exchange contributions for all are of 
opposite sign to their direct counterparts. From the results of 
these tables, it can be noted that the general trend of the direct 
and exchange contributions in going from a2 to o6 is as follows:
The direct contribution is predominant in the case of a2, 
and the net contributions correspond to shielding of 
about 65%.
The direct and exchange contributions to 04 almost cancel 
each other, and the net result gives a small shielding of 
about 2%.
In the case of Gg, the exchange contribution is larger 
than the direct contribution by a factor of 2, and the net 
result corresponds to small antishielding of about 3%.
As regards comparison of our results of 0 with otherK
I
works, it can be seen from Table 7.4 that there is a very good 
agreement for a2 and Gg. Our value of 04 is in good agreement with 
the numerical integration value of Erdös and Kang (1972) but differs 
from other results. The difference between variational principle 
results and numerical integration results is expected because the 
two methods are different, but the discrepancy in the 04 results 
by Erdös and Kang and by Sternheimer et al both using the numerical 
method is somewhat surprising. This discrepancy arises perhaps due
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to the choice of different ground state wave functions used in these 
calculations. Sternheimer et al used Ridley (1960) wave functions 
based on the Hartree approximation, while Erdös and Kang used 
Lenander's (1963) approach to obtain the wave functions from a modified 
Hartree-Fock-Slater approximation.
7.3 CORRELATION CONTRIBUTIONS TO g?
Correlation contributions to have been expressed by 
the diagrams (i), (ii) and (iii) of figure 3.4. In the case of a2 
these contributions were obtained by evaluating expressions (3.31) 
through (3.33) for k = 2. Dominant contributions to this effect are 
presented in Table 7.5. Only 5s and 5p orbitals contribute appreciably. 
Other core orbitals contribute very little and therefore have been 
omitted from this table. As before, summations over excited n' 
values upto 30 were taken.
It should be seen that diagram (3.4) gives correlation con­
tributions corresponding to o, _ . Similar contributions arise corres-K 3 u
ponding to a, _ too. This has been neglected in the present caseK ,L
since the ^ contributions themselves are very small.
7.4 DISCUSSIONS AND CONCLUSION
Contrary to the situation in the case of y or n where
correlation contributions were found to be very large, in the case of
a2 they contribute relatively less, viz., about 35% of the lowest
order contribution, which is still substantial. This makes the total
3+value of 02 for Pr to be 0.90 which is larger than the usual esti­
mates of 02 available in the literature. However, according to
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various analyses (see, e.g., Sternheimer et al 1968, Blok and Shirley 
1966) this estimate seems to be better than the others.
Correlation contributions to 04 and Qß are not included in 
the present calculations. It is expected that for these parameters 
too, these contributions should amount to about 30-40% of their 
lowest order contribution, inclusion of which will not bring any 
change in the qualitative description of the crystal field shielding 
effects.
The present calculations show that about 50% of the p->f 
contribution comes from the 4f shell. The 4f contribution, however, 
predominates in the case of the correlation effect, as is shown in 
Table 7.5 by listing them separately. A term-dependent consideration, 
therefore, may be of some importance.
Convergence in terms of the n ’ value was very good in the
case of a. . Calculations with other basis sets were not done, as it k 5
is expected that the final•contributions to a, will not depend toK
any appreciable extent on the choice of the basis sets. This aspect 
was further confirmed by calculating the most dominant contribution 
5p->f to o with various basis sets. Various results were foundK )U
agreeing well within 1%.
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Table 7.1. Lowest order contributions to the crystal field shielding
3+factor Ö2 of the 4f electron in Pr . Excitations giving 
contributions smaller than 0.0001 have been omitted.
Excitation DirectContribution
Exchange contribution for L =
1 2 3 4 5
3s -> d 0.0001 -0.0001
4s d -0.0013 oo1
5s -* d 0.2685 -0.0424
4p + P -0.0002 -0.0001 -0.0
5p P -0.1399 0.0248 0.0066
3p -> f 0.0009 -0.0001 ooi
4p -► f 0.0436 -0.0062 -0.0056
5p ■> f 0.5800 -0.0587 -0.0480
4d -> s 0.0004 -0.0002
4d -* d -0.0055 • -0.0012 0.0002 0.0002
3d g 0.0004 -0.0 -0.0 -0.0
4d -> g 0.0520 -0.0044 -0.0050 -0.0038
Total 0.7990 -0.0056 -0.0403 -0.0475 -0.0470 -0.0036
Total o2 = 0.6550
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Table 7.2. Lowest order contribution to the shielding factor 04 of
3+the 4f electron in Pr . Excitations giving contributions 
smaller than 0.0001 have been omitted.
Excitation Direct
Exchange contribution for L =
Contribution 1 2 3 4 5
4s -> g 0.0010 -0.0009
5s -> g 0.0361 -0.0218
4p f 0.0034 -0.0041 -0.0003
5p ->■ f 0.1928 -0.1912 -0.0169
4p h 0.0017 -0.0003 -0.0007
5p -* h 0.0564 -0.0081 -0.0172
4d -* d -0.0020 -0.0007 0.0003 0.0
4d g 0.0036 -0.0069 -0.0003 -0.0005
4d i 0.0025 -0.0005
i^
-0.0007
Total 0.2955 -0.0076 -0.2037 -0.0232 -0.0351 -0.0012
Total 04 = 0.0247
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Table 7.3. Lowest order contributions to the shielding factor
3+of the 4f electron in Pr . Excitations giving 
contributions smaller than 0.0001 have been omitted.
Excitation Directcontribution
Exchange contribution for L =
1 2 3 4 5
4s -> i 0.0 -0.0001
5 s i 0.0054 -0.0085
4p -> h 0.0001 -0.0005 -0.0
5p ->• h 0.0202 -0.0509 -0.0012
4p -> k 0.0 -0.0001
5p -* k 0.0104 -0.0095
4d + g 0.0061 -0.0052 -0.0002 0.0001
4d -* i 0.0002 -0.0003 y 0.0
Total 0.0424 -0.0052 -0.0514 -0.0091 -0.0108 0.0001
Total (?6 = -0.0340
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Table 7.4. Summary of the lowest order contributions to the crystal
3+field shielding factors of the 4f electron in Pr
Parameter
Contribution
type
Present
work
Erdös and Kang (1972) Sternheimer 
etdl. (1968)Variational Numerical
a2 Direct 0.7990 0.6346 0.8254 0.7778
Exchange -0.1440 -0.1078 -0.1512 -0.1063
Total 0.6550 0.5268 0.6742 0.6715
°4 Direct 0.2955 0.2374 0.3075 0.3318
Exchange -0.2708 -0.1742 -0.2779 -0.2470
Total 0.0247 0.0632 0.0296 0.0848
a6 Direct 0.0424 0.0404 0.0428 0.0461
Exchange -0.0764 -0.0806 -0.0850 -0.0861
Total -0.0340 -0.0402 -0.0422 -0.0400
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Table 7.5. Dominant first order electron-electron correlation contri-
3+butions to a2 for Pr corresponding to three types of 
diagrams represented by figures 3.4 (i), (ii) and (iii). 
Symbols n]_£j ’ ;n2&2 ->^2 ’ imply that summation over
excited n1',n2’ values upto 30 is taken.
States
nj^j ;n2£2 5^2 '
Diag.-Type L-value
Contribution 
to g 2
4f contribution
5s,d;5s ,d (i) 2 -0.0433
(ii) 0 0.5346
(iii) 2 0.0602
5p,p;5p,p (i) 2 0.0062
(ii) 0 -0.2115
(ii) 2 -0.0034
(iii) 0 -0.0224
(iii) 2 -0.0014
5p,f;5p,f (i) 2 -0.2667 (-0.2031)
(ii) 2 0.1824 ( 0.1307)
(iii) 2 0.0176 ( 0.0103)
Total 0.2484* (-0.0621)
* Total includes some other smaller contributions not listed separately 
in the table.
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C H A P T E R  3
ELECTRIC MULTIPOLE POLARIZABILITIES 
8.1 INTRODUCTION
The electronic charge distribution of an atomic system gets 
polarized when subjected to an external electric field due to an 
electric charge. This polarization can be characterized by a series 
of induced electric multipole moments, and the corresponding multipole 
polarizabilities give the measure of these induced multipole moments. 
The electric multipole polarizability therefore can be defined as the 
ratio of the multipole moment induced in the atom or ion by the field 
of an external charge to the field gradient at the nucleus produced 
by the charge. In other words (see, e.g., Fraga and Malli 1968), the 
induced moments are proportional to the field or its derivatives. One 
can write therefore:
p = -a, (3V/3z)d
Q = a (32V/3z2)q
0 = -Ct0 ( 33V/3z 3)
H = a, (34V/3z4) h
etc. for the dipole, quadrupole, octopole and hexadecapole moments, 
respectively. The constants of proportionality are the corresponding 
dipole, quadrupole, octopole and hexadecapole polarizabilities. V is 
the electrostatic potential of the external charge placed on the
z-axis.
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The importance of atomic and molecular polarizabilities 
has long been recognized, as polarizabilities provide valuable infor­
mation about atomic and molecular structure. The multipole polariza­
bilities are also important because they are widely used in atomic 
interaction process in gases, liquids and solids (Witschel and 
Haars 1975).
In this chapter we present calculations of the electric 
dipole, quadrupole, octopole, and hexadecapole polarizabilities.
The main interest is in the quadrupole polarizability. In particular, 
we are interested in estimating the electron-electron correlation 
contributions to the quadrupole polarizability, parallel to those 
contributing to where they were found to be very large.
8.2 THE ELECTRIC DIPOLE AND QUADRUPOLE POLARIZABILITIES
As mentioned above, the dipole moment induced in an atom 
due to an external field iq simply proportional to the applied field, 
the constant of proportionality being the dipole polarizability. It 
is quite trivial to realize that the atoms which are easily deformable 
must have larger dipole polarizabilities compared to others which are 
less deformable. This fact has long been fully confirmed by comparing
I
the theoretically as well as experimentally determined dipole polariza­
bilities of alkali metals against those of noble gases. For example, 
dipole polarizabilities of Li, Na and K are 12, 27 and 34 compared with 
0.21, 0.4 and 1.6 of He, Ne and A respectively (see e.g. Fraga and 
Malli 1968). A great many experimental and theoretical investigations 
have been performed to determine the electronic polarizabilities (for 
detail see, e.g., Sternheimer 1954b, Dalgarno 1962).
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The quadrupole polarizability was first discussed by 
Mayer and Mayer (1933). values are useful for point, multipole 
calculations of the electric field gradient at the ionic sites in 
solids. Foley et al (1954) have discussed the theory related to 
quadrupole polarizability. The numerical method of Sternheimer 
(Section 3.3) and the variational method of Das and Bersohn (see, 
e.g., Wickner and Das 1957), along with others (see, e.g., Dalgarno 
1962), have been extensively used in determining the electronic 
quadrupole polarizabilities. Experimental determination of is 
very uncertain and estimates of higher multipole polarizabilities 
are rarely available in the literature (Witschel and Haars 1975).
8.3 LOWEST ORDER CONTRIBUTIONS
The algebraic expression for the lowest order contributions
to the electric multipole polarizabilities corresponds to expression 
-k-1 k(3.20) when r is replaced by r . This expression was used to
calculate the electric dipole, quadrupole, octopole and hexadecapole
3+polarizabilities for Pr . The results are presented in Tables 8.1 
and 8.2. A similar calculation for the dipole and quadrupole polari­
zabilities for Be was performed earlier and the results were presented 
in Table 4.7. It is evident from Table 8.1 that contributioris to 
are almost entirely due to the 5p shell which is the outermost
34-shell in Pr . Contributions from inner shells are very small.
This is in perfect agreement with the fact noted by Sternheimer (1954b). 
The reason for this is (see Sternheimer 1954b) that the expression 
for a j is proportional to <  r >  x < r >  , and <  r >  decreases very 
rapidly for inner shells.
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As was done in the case of y^ , we have separated the 
contributions of the 4f orbital, which is approximated to be an 
empty shell. It can be noted from Table 8.1 that as far as is 
concerned this approximation is perfectly valid, because the 4f 
contributions are quite negligible.
The present calculated values of contributions to a , along .
with some other available results,are presented in Table 8.2. Like
a , most of the contributions to a come from the outermost 5p shell, d q
but the contribution from the 5s shell is also considerable. The 
other inner shells contribute very little. The reason for this is 
similar to that for the dipole polarizability, i.e. is proportional 
to <  r2 >  x < r2 >  , and <  r2 >  decreases rapidly for inner shells 
(Sternheimer 1954b). It is evident from Table 8.2 that unlike the 
case of y^, most of the contributions to correspond to the angular 
mode of excitations. It can also be seen from this table that contrary 
to the case of a^, the 4f contribution to is appreciable and, 
therefore, term-dependent calculations may be of some importance.
A comparison of our calculation with other similar results 
shows interesting behaviour. Our individual contributions as well as 
the total compare very well with those of Das and Raychaudhuri (1973), 
but they differ almost by a factor of 2 from those of Erdös and Kang 
(1972). It is interesting to note that while in the case of y , 
variational and numerical methods gave very different values, viz., 
-177 and -65, in the case of both the methods give similar values 
of 2.12 and 2.37. Values of a by the numerical method, as obtainedq
by Das and Raychaudhuri (1973) and Erdös and Kang (1972) differ by 
a factor of 2. We are unable to assign any reason to this discrepancy
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except that the two sets of authors have used different ground state 
wave functions (the former has used H-F wave functions of Synek 
and Timmons (1969) and the latter those of Lenander (1963).
Calculated values of the octopole and hexadecapole polari­
zabilities are presented in Table 8.1. As has been the case with
a, and a most of the contribution to a. and a. arises due to the d q O h
outermost 5p shell and except for small contributions from the 5s 
shell, contributions from all the inner shells are negligible. This 
is in confirmation with an argument first put forward by Sternheimer 
(1954b): as one goes toward higher order polarizabilities, contri­
butions from inner shells will become smaller.
8.4 CORRELATION CONTRIBUTIONS TO a----------------------------- q
Electron-electron correlation contributions to y have been
' 00
discussed in detail in Section 4.4. Same arguments and discussions 
are valid in the case of electron-electron contributions to a as well.q
In the present case, the first order correlation contributions are 
given by the diagrams of figure 3.2, where now the perturbations are 
Vi = V2 = r2P2(cos0). Relevant algebraic expressions (equations (3.24) 
to (3.26)) valid for correlation contributions are modified by
I
simply replacing the matrix element <a|r 3| b >  by <  a|r2|b >  to 
make them applicable to . These contributions are collected in 
Table 8.3. The 4f contributions are given separately in this table. 
These contributions are found to be very small in this case.
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8.5 CONCLUSION
The sum of the first order correlation contributions to aq
comes out to be 0.53, which is about 30% of the lowest order contri­
bution. Other higher order diagrams are not evaluated, but it is 
expected that they will contribute very little, because they are 
small in magnitude and many of them appear with opposite signs. Thus
a total value of 1.08 is obtained for the electric quadrupole
3+polarizability for Pr . This value is still smaller than 2.3 obtained
by the numerical integration method (Table 8.2). This is in contrast
to what was found in the case of y , where the inclusion of correlation
00
contributions made the value of y^ very much larger than any other 
estimates based on the numerical integration method.
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Table 8.1. Lowest order contributions to the electric dipole (a^),
3+octopole (aQ) and hexadecapole (a ) polarizabilities for Pr 
Excitations corresponding to small contributions (<0.0001) 
are omitted.
Excitation ad (83) Excitation a0 (P) Excitation a ( X 9 )h
5s->p 0.0062 4s-*f 0.0002 5s+g 0.2269
(0.0001)
4p-*s 0.0005
5s-*f 0.1924
4p->f 0.0001
5p-*s 0.1323
(0.0456)
(0.0)
5p-tf 1.6535
4p->d 0.0010
4p->d 0.0002 (0.1906)
5p->d 1.4929
5p-*d 1.0328 5p->h 1.2256
4d->p 0.0023
4p^g 0.0004 4d->d 0.0006
3d-*f 0.0009 5p->g 0.6757
4d->-g 0.0005
(0.0003)*
4d->f 0.0015
4d->i 0.0005
4d->f 0.0782 (0.0016)
(0.0752)
4da-h 0.0012
Total 1.7143 1.9044 3.1077
(0.0749) (0.0473) (0.1906)
* Bracketed quantities are the 4f contributions.
Table 8.2. Comparison of lowest order contributions to the electric
quadrupole polarizability ($5) for Pr3+. Perturbations 
corresponding to small contributions (<0.0001) are omitted 
for clarity.
Perturbations Presentcalculations
Das and 
Raychaudhuri 
(1973)
Erdös and Kang (1972)
Variational
principle
Numerical
integration
4s->d 0.0001 0.0017
5s->d 0.2306 0.2509 0.5096 0.4556
4p+p 0.0002 0.0005 0.0012 0.0012
5p->P 0.1786 0.1385 0.3324 0.3021
4p->f 0.0027 0.0028 0.0049 0.0058
(0.0024)*
5p-MF 0.8492 0.8100 1.2499 1.5936
(0.3174)
4d^s 0.0001 0.0026 0.0025 0.0033
4d-*d 0.0019 0.0019 0.0041
1
0.0037
4d->g 0.0059 0.0058 0.0112 0.0112
Total 1.2691 1.2147 2.1202 2.3767
(0.3198)
* Bracketed quantities are the 4f contributions.
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Table 8.3. First order correlation contributions to a ($5) for Pr3+q
corresponding to the three appropriate diagrams of the
type represented by figures (A,B,C). Symbols
fi/2 5^2 * imply the summation over all the occupied values
of ni ,n2 and the excited nj',n2 * values upto 30.
£l ,5-1 ' ;Z2 5^2 ' Diag-Type K-value Contribution to aq
4f contribution
2 jd jp ,p A 2 0.0073
B 1 -0.0159
C 1 0.0334
s,d;p,f A 2 -0.1550 (-0.0921)
B 1 0.4352 ( 0.1962)
C 3 -0.1158 (-0.0729)
s ,d ;d ,d A 2 -0.0007
B 2 0.0008
C 2 0.0003
p >p ;p »p A 2 -0.0063
B 0 0.2562
B 2 0.0038
C 0 0.0221
C 2 0.0013
p,p;p,f A 2 0.0179 ( 0.0212)
B 2 0.0005 ( 0.0073)
C 2 -0.0037 ( 0.0044)
cont./...
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;p>f A 2 -0.2628 (-0.2591)
B 2 0.1909 ( 0.1718)
C 2 0.0156 ( 0.0140)
C 4 0.1217 ( 0.1095)
p,f;ds A 2 -0.0006 (-0.0005)
B 1 0.0008 ( 0.0023)
C 3 -0.0005 (-0.0006)
p,f;d,d A 2 -0.0038 (-0.0035)
B 1 -0.0016 (-0.0013)
B 3 -0 .0004 (-0.0004)
C 1 -0.0050 (-0.0057)
C 3 -0.0007 (-0.0008)
d,g;p,p A 2 0.0018
B 3 0.0008
C 3 0.0010
Total: 0.5356* ( 0.0891)
* Total includes some other small contributions not listed separately.
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C H A P T E R  9
METAL-ION-LIGAND OVERLAP CONTRIBUTIONS TO 
SHIELDING FACTORS
9.1 INTRODUCTION
For all the calculations presented in previous chapters 
an idealized model has been used in which the source of the external 
field is considered to be a non-overlapping charge external to 
the metal ion. This model has also been used for all the shielding 
calculations available in the literature. Since free-ion wave 
functions rather than crystalline wave functions have been used for 
these calculations, such an idealized model seems to be an over­
simplification of the physical situation.
The spatial extension of the free ion wave functions leads 
to an appreciable overlap between the central ion and the nearest 
neighbours in crystals. Figure 9.1 shows such an overlap for a 
PrCl3 crystal. This overlap of wave functions will obviously modify 
the otherwise electrostatic field present in a purely ionic model.
The primary effect of the overlap between the metal-ion and the 
ligand wave functions is the redistribution of the electronic 
charge in the immediate vicinity of the rare-earth ion (Bishton et al 
1967). Several works (e.g. Taylor 1968, Sawatzky and Hupkes 1970) 
suggest that the redistribution of electronic charge due to ionic 
overlap produces important contributions to the electric field 
gradient. In the case of crystal field calculations this effect 
has been found to cause a large reduction in the electrostatic 
contributions to the crystal field parameters (Raychaudhuri and Ray
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1967, Ellis and Newman 1968). Therefore it is very important that 
the overlap contributions are included in shielding calculations. 
Calculation of this effect is also essential to explain the strong 
bonding dependence of the shielding factors in various complexes 
as is evidenced by several experimental results (Chapter 10).
In the case of crystal field calculations, overlap effects 
have been calculated by estimating contributions which arise when 
interpenetration of the electronic charge distribution is considered. 
Bishton et al (1967) and Ellis and Newman (1968) have described two 
distinct physical processes which give rise to these contributions:
(a) Positive exchange charge: A positive "exchange charge" in the
overlap region is created because of quantum mechanical exclusion 
effects.
(b) Charge penetration: The origin of this effect is purely
classical and is attributed to the fact that a finite ligand 
must penetrate the metal-ion charge distribution. Consequently, 
the simple Coulomb potential e2/r valid for a point ligand
has to be modified.
Ahmad and Newman (1978b) have estimated these effects on 
3+Ym in the system Pr -Cl using a simple model based on calculating 
the change in the antishielding of a point charge as it moves towards 
the lanthanide ion. A significant contribution was found. Instead 
of reproducing these results here, this paper is attached as Appendix 
D. A result similar in origin and'in value to that presented in 
figure 1 of Appendix D was obtained by Foley et al (1954).
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The model used in Appendix D is inadequate to estimate 
the magnitude of the charge-penetration contribution which depends 
critically on the form of the charge distribution. Therefore in 
this chapter the two-centre Coulomb integrals required to introduce
34-correction (b) into the dominant 5p-*-n'p contributions to in Pr 
are evaluated.
9.2 FORMULATION
The expression for the lowest order 5p-*n'p contributions 
to y^ from an external point charge takes the form (Section 3.5)
< 5pmIr2P2^In'pm' >  <  n ’pm’|r 3p2^|5pm >
2 ---------------------------------------- • (9.1)
m,m' E(5p->n'p)
For the system Pr - Cl , the external point charge can be replaced 
by an overlapping distributed charge on the ligand by regarding the 
net single negative charge on the ligand to consist of (-8) charges 
distributed on the outer 3s23p6 shells and (+7) charges concentrated 
on the Cl nucleus. This can be achieved by calculating the 
expression
<  n ’pm'|r 3C q |5pm >  <  5pmx | — j C q2 |n’pm'x >
R3 2 ------------------------------ > ---------------  - 7y^( 5p ■* n 'p)
m,m',x E(5p+ n'p)
(9.2)
where the first term corresponds to the contribution of the charge
distributions of the outer 3s23p6 shells, and the second term gives
the simple point charge contribution; y^ (5p-*n’p) given by equation
3+(9.1). In the above expression R is the distance between the Pr 
and Cl ion centres and x represents Cl 3s and 3p wave functions.
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The difference in y (5p-*p) values due to charge penetration 
and an external charge approximation, are obtained by summing expres­
sions (9.1) and (9.2) over n ’ values and subtracting (9.1) from (9.2):
= Ay (5p-*p)
<  n ’pm ’|r 3 C q 2 ^ | 5pm >  <  5pmx |— 5- C q2 ^ | n ’pm’ x >
= R 3 2 
m , m ’ 
X >n '
E( 5p ->n Tp)
- (5p->p)
(9.3)
(2)
The Coulomb integrals <  5pmx|Co — d n ' p m ’x >  appearing
>
in the above expression are two-centre integrals which normally 
require the development of rather special programs for their evaluation. 
The approach used in the present work, however, has been to expand 
each function x in terms of the complete set of Pr states |n£m >  , 
thus
X  >  =  2  j nJlm >  <  n£m I x >
n£m
which, when normalized, becomes
>  2 [ nftm >  ^  n&m | X >
nim / z  I <  n£m [ x >  
n£m
(9.4)
(9.5)
The accuracy of each expansion can be tested by evaluating the 
normalization integral <  xI X ^  for the expanded functions x*
1 -. <  x l x ^  should be positive for each function, the magnitude
of the differences being a measure of the inaccuracy of the represen­
tation .
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In expansion (9.4) only one m value remains in the
expression for each X if for simplicity it is assumed that the Cl 
ion is placed on the principal axis of the spherical polar coordinates. 
The Coulomb integral then becomes
where the value of m is fixed by the particular x and the angular 
integral required in the evaluation of the sum can easily be simplified 
to the following form
The quantum number m, which gives the component of orbital angular 
momentum along the axis of the crystal, has only one value, i.e,, 
m = 0 in the case of a 3s orbital, and m = 0 or ±1 for the 3p orbital 
of Cl . Following the molecular orbital notation, we will denote
. I
m= 0 and ±1 contributions by a and tt, respectively in the case of the 
3p state; s will denote the 3s contribution.
R^2^(5pni&i ;n'pn2&2) ^ &im|Cq2^|£2m ^
(9.6)
(9.7)
9.3 CALCULATION
In order to estimate the charge penetration contributions
to (5p p) , expression (9.3) was evaluated numerically. A modified 
version of a computer program supplied to us by Copland (G.M. Copland - 
private communication) was used to calculate the overlap integrals.
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The original program was for a 12-point Gaussian integration. Using 
data from Davis and Rabinowitz (1956) this program was modified for 
a 40-point Gaussian integration. This modification was very necessary: 
for higher values of n the wave function becomes almost oscillatory 
and the number of times it changes sign becomes large. Since our 
basis sets contain n values upto 30, it is very necessary that 
higher order Gaussian integration is used. A comparison of 24-point 
and 40-point integration results suggests that Gaussian integration 
on 40 points is sufficient for our present purposes.
A basis set consisting of £ values upto 12 and n values upto 
20 in the potential well of radius R = 11.621 a.u. was used in the 
present calculation. This large size of the potential well was 
selected in order to ensure that most of the Cl functions are con­
tained in the spherical box. Investigations for three interionic
distances around the equilibrium distance 5.5812 a.u. in the system 
3+Pr - Cl have been carried out.
9.4 RESULTS AND DISCUSSION
Results for appropriate sums of squares of overlap integrals 
are presented in Table 9.1. These entries correspond to £ values upto 
12 and n values upto 20. Figure 9.2 represents contributions to 
the cumulative total of <  x|x >  as a function of n. It 
can be noted from this figure that fairly good convergence is 
achieved by going upto n =16. This is the reason for including 
n upto 20 in the present calculations. Figure 9.3 represents a 
similar convergence as a function of the number of higher £ values 
included. This figure suggests that convergence for s overlap is
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very good, but for o and it it is not so good, yet reasonably satis­
factory. It is evident from this plot that contributions from states 
with £ > 12 will be very small and that the inclusion of many more 
states would improve the results only slightly. Moreover a substantial 
part of this contribution would be recovered when correction by 
normalising the contributions are applied. Therefore a compromise 
of including £ values upto only 12 was made for the present calculations.
Results of various charge-penetration contributions to y^
3+for three different values of the Pr - Cl separation are presented 
in Table 9.2. It is seen that there is only a small difference between 
an s-state and a point charge contribution to y , but a more significant 
one for p-states; the overall effect is substantially magnified in 
this case because there are six p electrons in all. One obvious fact, 
that charge-penetration contribution should decrease rapidly with 
increasing inter-ionic distance, is quite evident from this table.
Table 9.3 presents various charge-penetration contributions 
to first order electron-electron correlation contribution to y . The 
point charge contribution to this effect was found to be very large 
in Section 4.4. It can be seen that a very large contribution arises 
in this case too.
I
9.5 CONCLUSION
The present investigation has shown that the effect of the
3+ -charge distribution on the Cl ion in the Pr - Cl system is very 
sensitive to the inter-ionic distance, and reduces the point charge 
antishielding factor y^ by a factor of 2. A second reduction in 
point charge y^ value should also arise due to the exchange charge
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effect as discussed in Appendix D. This suggests that theoretically- 
determined values based on external charge model cannot be used 
in crystalline systems where the crystal potential is generated by 
the finite ligand. This conclusion is quite consistent with experi­
mental findings which indicate strong bonding dependence of shielding 
factors in various compounds. A similar ion-ligand overlap effect 
can be expected on other shielding parameters as well.
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-1 .0
Distance in a.u. 3+Figure 9.1. Overlap of 4f, 5s, 5p free-ion wave functions of Pr and 3s, 3p
3+ -free-ion wave functions of Cl in PrCl3 . Pr and Cl ion centres are 
separated by 5.58 a.u.
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2 4 6 8 10 12 1 4 16 18 20 22 24
n value ----------->
Figure 9.2. Convergence of cuminulative sums of squares of various overlap 
integrals as functions of n value.
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Figure 9.3. Convergence of cummulative sums of squares of various overlap 
integrals against the inclusion of higher £ states.
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Table 9.1. Sums of squares of s, p and overlap
integrals upto £ = 12 and n =20 for Cl
3+3s and 3p states, using Pr excited state 
expansion, at three distances near the 
equilibrium distance Rq = 5.5812 a.u. for 
PrCl3.
Pr3+ - Cl 
distance
a.u.
s Pa p*
95% R = 5.3021 0 0.9922 0.9873 0.9677
R = 5.5812 0 0.9914 0.9823 0.9592
105% R = 5.8602 0 0.9907 0.9790 0.9503
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Table 9.2. Lowest order 5p-*p contributions to y^ in Pr due to
s , p^ and p^ electronic charge distributions corresponding 
to the Cl 3s and 3p orbitals. An external point charge 
gives contributions to y^ for these processes which sum 
to -60.06. The figures appearing in this table correspond 
to a single electron in a particular state, and have all 
been renormalized by the relevant quantities of table 9.1.
Pr3+ - Cl 
distance 
(a.u.)
s po ^1T p*
3s23p6
contribution 
to y
00
Charge- 
penetration 
contribution 
to y (Ay )
OO 00
5.3021 -58.66 -68.60 -45.91 -53.47 -438.14 +42.3
5.5812 -59.24 -70.53 -47.30 -55.04 -448.72 +31.7
5.8603 . -59.59 -71.71 -48.27 -56.08 -455.66 +24.8
* This column shows the effect of an electronic charge in an approximate 
spherical distribution obtained by averaging the renormalised p and p^
contributions.
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Table 9.3. Dominant first order electron-electron correlation
contributions (corresponding to scheme 5p,p;5p,p;
34-see figure 3.2(B) to y^ in Pr for various charge 
distributions corresponding to the Cl 3s and 3p 
states. An external point charge gives contributions 
to y^ for these processes which sum to -92.68. The 
figures in this table have all been renormalised to 
correspond to a single electronic charge.
Pr3+ - Cl 
distance 
(a.u.)
s p0 P*
Charge-
penetration
contribution
5.3021 -89.93 -103.10 -63.65 -80.13 +78.58
5.5812 -91.04 -106.67 -72.85 -84.12 +54.6
5.8603 -91.73 -108.98 -74.38 -85.91 +42„50
* This column shows the effect of an electronic charge in an 
approximate spherical distribution obtained by averaging the 
renormalised p and p contributions.1 r t 1 ir
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C H A P T E R  1 0
EXPERIMENTAL DETERMINATION OF SHIELDING FACTORS 
10.1 Introduction
Several experimental techniques currently in use can be 
used to derive values of the quadrupole shielding factors o2 and 
R. Among them, Mössbauer spectroscopy, Electron Paramagnetic Resonance 
(EPR), Nuclear Magnetic Resonance (NMR), nuclear orientation, etc., 
have been found to be particularly useful. A number of investigations 
of shielding effects in rare-earth ions employing these techniques have 
been carried out in recent years (see, e.g., Forester and Ferrando, 
1976). Unfortunately none of these experimental methods can determine 
any of the shielding factors independently; only a combination of 
the factors Y^, cr2 and R can be deduced from the experimental data. 
Shielding results as deduced from these experiments, therefore, 
correspond to a particular ratio of these factors, a and 3 below 
are the forms of such ratios for which shielding results are deduced 
in the literature:
a = (l-y00)/C(l-a2 )(l-R)]
and
3 = (1-YJ/(1-o2) •
This clearly shows that the experiments can provide only a ratio 
of the shielding factors, and not the individual values. Even the 
deduced ratios a and 3 are not ’purely' experimental. Several 
quantities like ^ r 2 ^ ^ ,  <  r 3 '>4f> crystalline field parameters, 
quadrupole moments etc. have to be included before one can deduce
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the simpler relations a and 3. Theoretical free-ion values of 
k<  r >  ^ are usually employed as experimental values of these 
quantities are not yet available. In most of the cases the theoretical 
value of the quadrupole moment is used, because in many cases reliable 
experimental values are not available. Even when an experimental 
value is available, it needs to be corrected for electronic shielding 
effects, for which again one must resort to calculations. Thus, 
theoretical values of several quantities are employed in order to 
deduce the ratios a and 3 from the experimental data. It should be 
remembered, therefore, that the ratios of the shielding factors as 
obtained from the experiments are only ’semi-experimental*.
10.2 A SUMMARY OF THE EXPERIMENTAL RESULTS
As we have not been interested in carrying out any detailed 
study of the experimental methods in the following, we will only 
summarize the various experimental shielding results without giving 
details of the experimental techniques involved in their determination:
(1) Edmonds (1963), from NMR measurements of the field gradient on
the nucleus of two lanthanum (Z = 57) salts, deduced the following 
results
for lanthanum ethyl sulphate:
for lanthanum trichloride:
= ± 550
5 -3 = ± 350
(10.1)
(10.2)
(2) Blok and Shirley (1963), from nuclear orientation measurements 
on Eu154 (Z = 63), Gd159 (Z = 64) and Lu177 (Z = 71) in cerium 
magnesium nitrate lattices, and on Gd159 and Lu177 in crystals
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of neodymium ethyl sulphate, concluded that for all the 
lanthanides an average estimate of shielding results can be 
given as
in ethylsulphates:
in double nitrates:
-8
-3
-400
-120
(10.3)
(10.4)
(3) Barnes et al (1963) used Mössbauer spectroscopy of recoilless 
nuclear resonance absorption of gamma radiation to investigate 
the temperature dependence of the nuclear quadrupole interaction 
in the 8.4 - keV level of Tm169 (Z = 69) in thulium ethylsulphate.
A best fit of their experimental data yielded
a = 287 . (10.5)
A similar study (Barnes et al 1964) in thulium ethylsulphate
3+and thulium oxide gave the following results for Tm :
in ethylsulphate: 8 = 250 (10.6)
in oxide 8 = 130 . (10.7)
(4) Wickman and Nowik (1966) used Mössbauer effect of the 26 - keV 
gamma transition in Dy161 (Z = 66) in single crystals of Dy ES 
and obtained
3 = 262 . (10.8) 
A similar study of DyP0i+ by Forester and Ferrando (1976) gave
8 = 190 . (10.9)
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(5) Baker and Blake (1969) from an EPR measurement on Yb (Z =70) 
in CaFe2 obtained
ß = 75 ± 18 . (10.10)
(6) Dunlap et al (1974) have used the 66.7 - keV Mössbauer resonance 
of Yb171 (Z = 70) in YbCl3.6H20 in a temperature range from
1.6 to 45K, and reported the following result
a = 209 . (10.11)
10.3 COMPARISON OF THEORETICAL AND EXPERIMENTAL RESULTS
A glance at the ’semi-experimental’ results given by 
equations (10.1) to (10.11) reveals clearly that the shielding effects 
strongly depend upon the chemical nature of the environment surrounding 
the rare-earth ion. However from the chemical dependence of a or ß , 
it is very difficult to assess whether y^ and cr2 depend on the sur­
rounding environment equally strongly, or if one is more strongly 
dependent than the other. Nevertheless, these results suggest that 
the external point charge model adopted for the calculations of the 
shielding parameters is over-simplified and the comparison of these 
calculations with the experimental values is "unrealistic".
Some authors use these experimental results to compare them
with their calculated values of individual parameters based on the
external charge model and claim good agreement. We believe however
that such a comparison is not justified, except that one can only
determine if the calculated parameter is of the right order of
3tmagnitude. For example, values of ß for Tm given by relations
(10.6) and (10.7) can bo choson to demonstrate tho uncertainty
3+
138
involved in such comparisons. These two values differ by a factor 
of 2 and it is entirely upto the author as to which of them he 
chooses for the comparison. Taking Sternheimer’s (1966) values of 
Oo = 0.545 and y = -75.3 for this ion, e.g., one gets 8 - 167, which 
is nearer to 130 but differs considerably from 250. Coming to 
individual comparisons of a2 and y , one gets a2 = 0.69 and a2 = 0.41 
corresponding to equations (10.6) and (10.7) respectively, if 
y^ = -75.3 is taken. When a2 = 0.545 is used the two experimental 
results give yro = 112 and 58, which clearly differ significantly.
However whether comparisons of theoretical and experimental 
values of individual shielding factors are valid or not, at least 
one thing is obvious from the foregoing discussion. This is that the 
calculated factors are of the same order of magnitude as the experi­
mental ones. The conclusion based on theoretical results that the 
shielding factors for the whole lanthanide series are of the same 
order of magnitude has also been found to be correct experimentally. 
However in the light of experimental data, as well as our calculation 
of overlap effects, it is obvious that for a realistic comparison 
one has to calculate these factors with reference to the chemical 
environment of the ion using sophisticated models incorporating 
effects like overlap, covalency, etc. Experimental values of a or ß 
for PrCl3 crystal are not yet available. However, when they are 
made available, it would be of interest to calculate the charge pene­
tration contribution to a2 , as has been done for the case of y , 
and to compare the theoretical value of ß thus obtained with the 
experimental result for this system.
139
C O N C  L U V l h l G  R E M A R K S
The present study has shown that the lowest order contri­
butions to the shielding parameters and the multipole polarizabilities 
for Pr calculated by the configuration interaction method are in 
good general agreement with results in the literature. The first 
order electron-electron correlation contributions to y and p , which 
were found to be very small in previous works, have been found to be 
large (larger than the lowest order contributions to these factors).
In contrast, correlation contributions to a and cr? are found to beq z
relatively small, although they are still substantial (-30% and 35% 
respectively of the zero-order contributions). The angular contribu­
tion to p , which has previously been neglected, is found to be very 
large and is the dominant contribution to p^ (total).
The effect of the charge distribution of the Cl ion in 
3+Pr - Cl system reduces the external point charge value for y^ by 
a factor of about 2. This•brings the value of y^ calculated here 
closer to the values reported in the literature. A similar reduction 
can be expected for the case of p . Overlap contributions to other 
quantities are not calculated, although such calculations are of 
considerable interest. \
In the light of the present calculations and existing 
experimental data, it is concluded that for a proper understanding 
of shielding effects it is necessary to calculate the various para­
meters with reference to the chemical environment of the ion, using 
complex models incorporating effects like overlap and covalency.
These calculations can be further improved by using rela­
tivistic wave functions and by including non-linear shielding effects.
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The calculation of shielding effects starting from the Dirac equation 
for relativistic wave functions is extremely complicated and has not 
yet been attempted. However in a preliminary estimation, Sen and 
Narasimhan (1976) have shown that for actinides the relativistic 
effects can increase the ly values by -65%.I ' 00 1 J
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A P P E N D I X  A
SEPARATION OVER ANGULAR AND RADIAL PARTS OF THE
WAVE FUNCTION
The a l g e b r a i c  e x p re s s io n  c o r re sp o n d in g  to  diagram  3 .1  i s  
g iven  by e q u a t io n  ( 3 .1 4 ) .  S u b s t i t u t i n g  th e  v a lu e s  o f  Vj and V2 t h i s  
e x p re s s io n  can be g iven  by
2  < n £ m | c ^ ^  r   ^  ^| n 1 Ä *m' >  <  n ' £ ’m' | C^^r^ | n£m >  ( AI )
nÄrnjU’^'m'  ^ ^
( b )where we have o m it te d  th e  energy  denom inator  f o r  s i m p l i c i t y ;  a re
th e  components o f  a t e n s o r  o p e r a t o r .
A ccording to  th e  c e n t r a l  f i e l d  app ro x im atio n  which has been 
adopted  f o r  th e  p r e s e n t  c a l c u l a t i o n s ,  th e  wave f u n c t io n s  can be 
s e p a ra te d  in t o  two independen t p a r t s  -  one depending  on a n g u la r  con­
t r i b u t i o n s  on ly  and th e  o th e r  depending  upon r a d i a l  i n t e g r a l s  o n ly .  
Applying t h i s  s e p a r a t io n  to  (A l) one can w r i te
2 [ <  £m| | £ ’m' A,mf |c^^<:^ | £tn >  ] x
£m, £ ’ m'  ^ ^
( A2)
£ [<  n £ | r ^  ^| n * £ ' >  <  n 1 £ ' | r ^ |n £  >  ] .
nn '
The q u a n t i t i e s  in  th e  f i r s t  sq u are  b r a c k e t  depend on th e  a n g u la r  p a r t  
o f  .the wave fu n c t io n s  on ly  and can be e v a lu a te d  as  f o l lo w s :
Applying th e  W igner-Eckart theorem  (s e e  e . g .  Wybourne 1965),
( k )the matrix element of C can be given asq
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% k £1
<  £m| c ( k ) \ i ' m '  >  = ( _l/_Tn <  £ || c ( k  ^ I £ '  >  /  ) (A3)
^ ' -m q m'
where the second and the last terms on the right-hand side stand 
for the reduced matrix element and the 3-j symbol respectively.
Using (A3), and the relation (see Rotenberg et al 1959, equation (1.23))
<  £ I C (k) I £ ’ >  = (-l/[(2£+l)(2£’+l)]^
£ k £
0 0 0
the angular factor appearing in (A2) can be expressed as:
(A4)
2 (_i)2£ m+2£' mT[(2£+l)(2£1+1)]
£ k £ ' \ 2 / £ k £
£m  
£ 'm'
£' k £
0 0 0 / y-m q m '/ y-m' q' m
(A5)
Using the properties of the 3-j symbol and applying the following 
theorem (see Rotenberg et al 1959, equation (1.14))
2
m m '
£ ’ k ' M / - £ '  k £
-m' -q' m j 1 -m' q m
6_JL >-q ,k
(2k+l) (A6)
the angular factors become
2
£ £ ’
(2£+l)(2£’+1) 
2k+l
/ £ k £ 1 \ 2 
\ 0 0 0 /
(A7 )
(2)where q=0 is taken, as symmetry considerations allow only C q to 
be the contributing tensor operator component in the crystalline 
potential. The above expression for the angular factor was first 
obtairiod by Stcrnhoimer ot al (1960). Values of 3-j symbols are easily 
available in tabulated form, e.g., Tables by Rotenberg et al (1959).
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Thus from equations (A2) and (A7) a simplified expression 
for the lattice shielding factor is obtained:
1
[k] 2 [*,*']n£ , n’Z '
% k £'\2 ^n^lr ^ <  n ’ £ ’ | r^ | nil >
0 0 0 / E(n£ •>n,Ä' )
where the symbol [a] stands for (2a+l).
(A8)
144
A P P E N D I X  B
ENERGY DENOMINATOR IN EQUATION (3.23)
(b)
Figures (a) and (b) shown above represent two diagrams 
contributing in part to (C) of equation (3.23). Denoting n^£^nu = ou 
and n|£|m| = a!, the algebraic expressions corresponding to these 
diagrams can be given by the following expressions (a) and (b) [see 
Beri et al 1975):
< a l l v l l a l >  <  a 2  1 v 2  la £  >  a l a ^ l ~ ^ l a 2 a l >
E(ai -»-ajKECc^-^ap+E ((*]_-»-a^ ))
(a)
< a l a 2 a2a{ > <  a j l V l h l  >  <  a2lV2la2 >
E(a2^ot^)(E(ai -»-a^HECo^+aj))
(b)
The numerators of expressions (a) and (b) are the same. Upon combining 
the two contributions the energy denominator becomes
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E(ai->ai)(E(a2'> a|)+E(a1->a^ )) E(a2 -^a2)(E(a1->a2)+E(a2-)-a{))
1 1 -----  + -----
(E(a2 aj )+E(a1 -* a2)) _E(a1->a|) E(a2-*a2)_
1
E(aj -> a] )E(a2 ">• a2 ) 
as appearing in equation (3.23).
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1. ANGULAR PART OF THE MATRIX ELEMENTS OF
EQUATION (3.21)
The angular parts of the matrix elements appearing in 
equation (3.21) can be written as:
<  l2n'2|C^)U 2 m2><ll2n,2lC^ ' )|ll2m2><)lln'llClk ')|'-;m ;> < «-i™i|Cok)4ini1>
After applying the Wigner-Eckart theorem and using relation (A4) of 
Appendix A this expression becomes
0 o o/Vo 0 0/ \ 0 0 0
_\-m2 Q’
k' £:\
q m.
k £'
-mi Q m^
where [£] = (2£+l).
Taking Q=0 (see Appendix A) and using theorem (A6), the above expression, 
when summed over the magnetic quantum numbers m ’s, reduces to the 
following simpler form
1DTP
£2 k £2
0 0 0
£} k £! ^  2
0 0 0
x C £}, £ |j ^2 j ^2 ^
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2. ANGULAR PART OF THE MATRIX ELEMENTS OF 
EQUATION (3.22)
The angular parts of the matrix elements appearing in 
equation (3.22) can be written as
< H2m2|c^°|qTT)p < q™2|c^Vimi> < n milCq1J'h2m2><llimilCQr''l^ imiU) tm t I >
After applying the Wigner-Eckart theorem and using relation (A4) of 
Appendix A this expression becomes
(_1)2(£1+£’+il2+£p (m1+m}+m2+m’)U i  ^  , ] |£2 K ££\ i'2 L £j\ / 1 1 L £2
0 0 o / l o  0 o / l o  0 0
£| K lv
0 0 0
K  £,
_ l -m2 Q f
£2 L £J
,-m£ -q m{
*1 L M / M  K
-mx q m  2/ l -m ! Q
After summing over the magnetic quantum numbers m ’s and using equation 
(2.18) of Rotenberg et al (1959), the above expression becomes
[£i ,£{ ,ä2,£J]
£2 K £2
0 0 0
L £{
0 0 0 0 0
£J K £ i
0 0 0
K 's£' x-i
L *2.
x
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3 . ANGULAR PART OF THE MATRIX ELEMENTS OF 
EQUATION ( 3 . 2 3 )
In e x a c tly  th e  same way as above, th e  an g u lar p a r ts  o f 
th e  m atrix  elem ent appearing  in  equation  (3.23)  can be reduced to :
£J. L Z2
0 0 0
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Abstract
A finite ligand affects the quadrupole potential at the nucleus of a lanthanide ion in two ways: it 
produces a positive exchange charge in the region of overlap and it reduces the antiscreening of the 
point-charge interaction due to charge penetration. We estimate the magnitude of the exchange 
charge contribution in the system Pr3+ — Cl” using a simple model based on calculating the change 
in the antiscreening of a point charge as it moves towards the lanthanide ion. A significant contribu­
tion is produced, which is not sensitive to the position of the exchange charge, showing that the 
conventional antiscreening factor cannot properly represent the effect of antiscreening on the 
ligand contributions to the nuclear quadrupole potential.
I n t rodu c t ion
Previous calculations of the Sternheimer quadrupolar nuclear antiscreening factor 
yw for lanthanide ions have invariably been based on the assumption that the charges 
which generate the quadrupolar field are situated outside the electronic charge distri­
bution which produces the screening (e.g. see Sternheimer 1966; Erdös and Kang 
1972; Gupta and Sen 1973). This is consistent with regarding the crystalline environ­
ment as an array of point charges which is, of course, the usual starting point in 
attempts to evaluate the lattice sum of contributions to the quadrupolar field at a 
particular ionic site. Most published calculations for lanthanide ions find y^ «  —65, 
corresponding to an amplification of the crystalline electrostatic quadrupole potential 
at the nucleus by a factor of (1 — yx ) «  66.
Some workers (e.g. Taylor 1968; Sawatzky and Hupkes 1970) have pointed out 
that the redistribution of electronic charge due to ionic overlap produces a quadrupole 
field at the atomic nuclei in a crystal which is very different from that obtained by 
simply summing ionic point charge contributions. To our knowledge, however, no 
previous attempts have been made to determine the changes in the screening factor 
which are appropriate to such a redistributed charge. This is essential if a quantitative 
estimate of the quadrupole field at the nucleus is to be obtained, because of the im­
portance of the amplification factor (1 —y^).
In the case of the lanthanides, we may distinguish between two types of contribu­
tion to the quadrupolar potential at the nucleus which are both generated by the 
interpenetration of the electronic charge distribution with that on neighbouring ions 
(or ligands). Similar contributions to the 4f electron crystal field have been termed 
‘exchange charge effects’ (Bisldon el al. 1967) and ‘charge penetration ell eels’ (Ellis and
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Newman 1968), and we shall use the same terminology in the present paper. A summary 
of all the important ligand interaction effects relevant in lanthanide crystal field 
theory has been given by Newman (1971).
The exchange charge contribution arises as a result of including ligand electronic 
wavcfunctions explicitly in the quantum mechanical formulation, rather than simply 
assigning all ligand electronic charge to a point charge at the ligand site. Pauli 
exclusion between the two (originally) spherically symmetric overlapping charge 
distributions produces a redistribution of the electronic charge which must be taken 
into account in calculating the electrostatic field. The mathematical expression for 
the energy due to this redistribution involves both overlap integrals, due to the non­
orthogonality of the basis states, and exchange Coulomb matrix elements (see Newman 
1971). To a first approximation (Bishton et al. 1967) it can be represented by a positive 
exchange charge in the region of maximum overlap, i.e. at some point on a line 
between the ionic nuclei.
The charge penetration contribution is purely classical, being due to the fact that 
the Coulomb potential between a point (electronic) charge and a finite spherically 
symmetric charge distribution on the ligand will differ from the simple Coulombic e2/r 
value if the electron penetrates the charge cloud. The relative importance of this 
contribution (see Raychaudhuri and Ray 1967; Ellis and Newman 1968) is largely 
due to the fact that there are eight electrons in an outer ligand s2pb shell. Hence, 
in a realistic model, a single negative ionic charge will be divided between eight negative 
distributed charges and seven positive charges at the nucleus, the inner closed-shell 
charge distribution still being represented by point charges.
Model Calculation for Pr3+
We now seek to avoid some of the computational problems in carrying out an 
exact calculation of the two processes described above by considering a model in 
which we calculate the nuclear screening for a ‘sample’ point charge which penetrates 
the lanthanide ion charge distribution. Arguments are given below to relate the results 
of this calculation to the real charge distribution for the overlapping ligand-lanthanide 
pair.
A point charge at distance R from the nucleus of the lanthanide ion produces a 
quadrupolar potential of the form (r2/Ri)P2(0) at a point r = (r,0,cf)) with r < R, 
the principal axis defining the spherical polar coordinates being taken in the direction 
of the charge. If we have r > R the expression changes to (R2/ri )P2(0). It follows, 
therefore, that the usual procedure of assuming the perturbing potential to be propor­
tional to r2 P2(0) is based on the implicit assumption that the sources of the electro­
static field are outside the lanthanide ion. Our model calculation is based on replacing 
the radial integrals over r2/Ri used in the standard screening calculation (see e.g. 
Ahmad and Newman 1978) by the correct expression for a point charge at any distance 
R, that is,
r2/Ri for r < R, R2/r3 for r > R.
In carrying out the calculation we shall be primarily interested in the effect of this 
change on the 5p -+ n'p excitations which dominate all other mechanisms in their 
contribution to y^. We need calculate only the second-order perturbation contribu­
tions explicitly, as all the important higher order contributions involve the same matrix 
elements and will be modified approximately in proportion. These second-order
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contributions take the general form (Ahmad and Newman 1978)
Voo =  -  s x u> n
ni
n i '
where
//' 2 / \ 2<"/| r -3 | /i'/'> </i'/' 11] | »/>
\0 0 o ) AE(n/-+ «'/')
r2 for r < R,
Rs/r3 for r > R.
( 1 )
We have calculated the contributions to yx  for Pr3+ corresponding to / = /' =  1, 
n = 5 and 6 ^  n' ^  30.
The calculation was carried out for several values of R in the range 1 -4-5-4 atomic 
units. Results are given graphically in Fig. 1, which shows a pronounced decrease in 
the magnitude of y^ for R in the range 3-1-5 a.u. This demonstrates that the potential 
due to charges which penetrate the lanthanide 5p shell is subject to considerably less 
antiscreening (or amplification) than that due to the externally generated fields.
Fig. 1. Sum over n' of the 5p -* n p contributions to y„ (see equation 1) for Pr3 + 
plotted against the position R of the point charge generating the potential.
Exchange Charge Effects
i
The results of the model calculation shown in Fig. 1 can be readily used to estimäte 
the contribution of the exchange charge set up by ligand-Pr3+ overlap. Consider 
any pair of overlapping (real) one-electron free ion wavefunctions </>, x on the Pr3 + 
and ligand respectively. Orthogonalizing 0 with respect to x we obtain
4>' = (i-sJ)-*W-sx), 
The total charge density is thus given hy 
0 2- 2  S/(t>+S2x2
where S  =  | 0 ) . (2)
<t>,2 +x2 s2 +x2 = r + x 2+
2 . S2((f)2 + x2) 2S*0
1 - S ' 1 - S ‘
This corresponds to the creation of a positive exchange charge of net magnitude 
2S2/(1 — S 2) in the region of overlap, compensated by equal (negative) additions to
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the net charge associated with </> and x• Note that this result is independent of the 
orthogonalization procedure, and always gives a symmetrical redistribution. In most 
practical applications we have S 2 1, so that the magnitude of the exchange charge 
is close to 2 S 2. For closed shell systems this result must be doubled for each orbital 
to allow for the two spin directions.
As an example, consider the case of a Cl~ ion separated from the Pr3+ ion by a 
distance of 5-5812 a.u. According to Bishton et al. (1967) the total exchange charge 
in this case is
X =  4«5s I 3s>2+<5 s | 3po->2 +<5per | 3s>2 + <5pcr| 3pcr>2 H-2<5pzr | 3p7t>2)
= 0-1264 a.u., (3)
that is, an appreciable fraction of an electronic charge. A more recent calculation by 
the present authors using the program reported by Copland et al. (1978) gives
X = 0-0938.
Fig. 2. Plot of the factor a defined by 
equation (4) against the position R' of 
the exchange charge. This graph shows 
the variation of the exchange charge 
correction with the position of a ‘point’ 
exchange charge (supposing its 
magnitude to be fixed).
It is considerably more difficult to determine the mean position of the Cl- exchange 
charge than to estimate its magnitude. Bishton et al. (1967) calculate its distance from 
the lanthanide ion centre as being 2-511 a.u., while a comparison of tabulated ionic 
radii (Weast 1975) suggests that 2 a.u. is more realistic. A glance at Fig. 1 suggests 
that discrepancies of this magnitude will be very important in obtaining a realistic 
estimate of the elfect. It turns out, however, that the strong R dependence showq 
in Fig. 1 is, to a large extent, compensated by the /?~3 dependence of the quadrupolar 
potential.
An unscreened electronic charge at distance R produces a quadrupolar field at the 
lanthanide nucleus of magnitude A/R* (where A is a constant). With antiscreening 
this becomes
O-foo)A/R3 (with - y m > 1).
A point exchange charge X situated at R' (<  R) similarly produces a quadrupolar 
potential contribution
2(1 - y ' J A / R '3,
where is our calculated antiscreening factor for a point charge at R'. It follows 
that the overall effect of the exchange charge with its compensating charge at the
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ligand is to modify the calculated screening factor (1—y») by the additional factor 
(1 + aA), where
« = *-{(1 -v'ooVO-rJ}RJA '3- (4)
Fig. 2 gives the variation of a which has been calculated using the results of Fig. 1 
and R = 5-5812 a.u. A surprising aspect of this figure is the nearly constant value 
of a over the range of distances R' of physical interest. Hence the position of the 
exchange charge and its finite distribution are not, in fact, crucial.
Taking a mean value of a «  —6 along with the magnitude of the exchange charge 
estimated above (equation 3), we find that the uncorrected quadrupolar potential due 
to an external point-charge ligand interaction is reduced by a factor (1+aA) = 0-24 
if we take A = 0-1264 a.u. or 0-44 if A = 0 0938 a.u. This will make an important 
difference to point-charge lattice sum estimates of the quadrupole field, as well as 
making it more difficult to set up direct comparisons of the nuclear and electronic 
crystal field potentials (see e.g. Newman and Price 1975).
Previous workers (e.g. Sawatzky and Hupkes 1970; Sengupta et al. 1971) have 
assumed that the nuclear screening of an exchange charge can be approximated by 
the factor (1 — /?) appropriate for the ionic states that are involved in producing the 
exchange charge. Values of R have apparently never been calculated for the 5p and 
5s states of Pr3 + , but Sternheimer (1967) obtained the (antiscreening) value 
R =  —0-384 for the 5d state of Pr. This is in accord with the order of magnitude 
found in many calculations, namely | R \ < 1. Such antiscreening factors are consider­
ably less than we have obtained for the penetrating point charge, showing that approxi­
mations for the effect of an exchange charge based on R are likely to be very inaccurate 
compared with the results of the present work.
Conclusions
We have shown in the previous section that the production of exchange charges in 
the region of lanthanide-ligand overlap results in a considerable reduction of the 
‘effective’ antiscreening effect on a ligand ‘point charge’. A second reduction of the 
antiscreening effect must also result from charge penetration, for it is clear from Fig. 1 
that the potential arising from penetrating electrons will not be subject to such strong 
antiscreening. Unfortunately, it is considerably more difficult to make quantitative 
estimates of this effect based on the simple model developed in this paper. Neverthe­
less, a definite qualitative conclusion has emerged: the electrostatic antiscreening 
factor yw cannot be applied to that part of the crystal potential generated by the 
ligands, for finite-size effects provide radical changes in ligand contributions to the 
nuclear quadrupole field. This undermines the whole concept of expressing the 
crystal-nuclear interaction as a product of a lattice sum times an antiscreening factor, 
and shows that future attempts to relate experimental and theoretical results must 
be based on a more sophisticated model in which the ligands are treated separately 
from other sources of the electrostatic potential in the crystal.
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