Abstract-An information extraction and question answering model for text, which is based loosely on the human brain process, is showcased in this paper. The ideology used is based on how humans perceive and interact with text, and the process of storing the text for future reference. Each word of each sentence is cross referenced and linked with all available information and the answer is given based on matching information found. The model is basic, but the future applications and scope of improvement is also shown.
I. INTRODUCTION
he majority of data and information in the world is transmitted and stored in the form of text. It could even be said that language and text are the backbones of the human civilization. Without communication of knowledge and ideas, humans could not have progressed to the state they are in now. [5] [6] The first use of language was to communicate, whether it be ideas or information. With this motivation in mind, the goal was to build a simplistic computer model for analyzing and storing information in text, for easy retrieval [7] .
This document is divided into four sections. The first section addresses the ideology used to build the model. The second section displays the model built so far. The third section shows the results achieved. The last section talks about the future scope and applications of this project.
II. IDEOLOGY
A very simple adaptation of the human brain's process of perceiving information is used. Consider a simple sentence: "Bob went to Jim's house last weekend."
The first thing that is addressed is the identity of the entity "Bob". The brain first goes about remembering information regarding the entity, and the latest known instances when the entity was referenced. This is followed by the same process regarding the second entity, "Jim".
The information regarding the other entities, i.e "house" and the time period "last weekend" are also recalled. Then, the information is stored, and this information is added to the list of instances recalled.
The process is only one way that a human brain might perceive information, and the existence of other processes is disregarded for now. This process is used because it functions at the most basic level, and is thus easier to implement, while also following the norms established i.e. to emulate the brain in at least the most rudimentary way [6] .
III. IMPLEMENTATION
A system is built which tries to emulate the process shown in the last section. Each aspect is explained in detail in the following subsections.
A. Data Used and Depiction of Process
The flowcharts Fig. 1 and Fig. 2 
B. Text Parsing Module
Stop words in the input text are removed and the remaining words are considered to be the entities in the text. Input text is parsed using the Stanford Parser. The dependency parsing module of the Stanford parser is most useful and efficient in this present endeavor, as we can obtain the relations between entities in data, which is most useful for storing data for easy retrieval. For example, for the sample sentence used in the last section, "Bob went to Jim's house last weekend.", the dependencies output is:
Building an Information Extraction and Question Answering Model for Text Based on the Human Brain Process
Thus, we have a set of the dependencies between the words.
C. Text Storage Module
Text is stored in the form of a dictionary of lists in python. All the dependency tags associated are also stored. For the entity Bob, the resulting information stored would be:
Bob : {1{nsubj(went-2, Bob-1), root(ROOT-0, went-2), case(house-6, to-3), nmod:poss(house-6, Jim-4), case(Jim-4, 's-5), nmod(went-2, house-6), amod(weekend-8, last-7), dobj(went-2, weekend-8)}}
The same is done for all the entities in the sentence, including "house". For decreasing space taken, the string of tags is stored once, and subsequently referenced in each entity. This is done because as each entity is referenced, for effective question answering, it is relevant to have the information of all occasions the reference was instanced [8] [9] .
D. Question Answering Module
Question answering is the main test through which the system can be assessed and tested. A sample question: "To whose house did Bob go to last weekend?" The steps in which simple questions are answered are:
1. Identify entities (in this case, tokens) using a tokenizer i.e. house, Bob, last weekend 2. Iterate over all entries of each entity of the question sentence in the database. 3. Output the instance entry with the maximum matching (at least above 65 percent, this figure established by manual testing) 4. Output the missing entity in the instance as the answer This is a simple and naive approach for basic questions. In the case that this fails, the case is either that the question is complex, or that no data exists to answer the question. In the case of a complex question like:
Where is Bob?
In this case, the matching approach wouldn't work. Thus, a different approach is used:
1. All question words are hard coded to tags, for instance, "where" to the "spatial location" tag and "when" to the "temporal collocation" tag (except the "who" tag). 2. FrameNet is used. The FrameNet project is building a lexical database of English that is both human-and machine-readable, based on annotating examples of how words are used in actual texts. It is a dictionary of more than 10,000 word senses, most of them with annotated examples that show the meaning and usage.
Frame elements are frame-specific defined semantic roles that are the basic units of a frame.
In the case of "where", which has a spatial tag, all entities in instances of the entity in the question are searched in framenet. If a "spatial" tag is located in the core or non-core frame elements of the frame of the entity searched, then the entity, and its closest modifiers (from the stored Stanford dependency tags) are outputted.
For example, "Where" has the "spatial" tag. Each word in the sentence is searched in framenet. For the entity "house", which is in the frame "buildings", there is a "spatial" tag in the non-core frame element. Thus, the entity, and its closest modifier, which is "Jim's"(only certain tags are considered, like nmod) is chosen as the answer.
The tags for each question word are: The approaches combined give nominal results for all question words except "who". For "who", all the instances themselves are outputted. In the following section, the types of questions used and observations seen are displayed [2] [3] [4] .
E. Results & Observations
This approach was taken after first manually checking the viability of using such an approach. About 100 sentences from newspaper data were taken and checked manually. As an accuracy of more than 60 percent was obtained, the work was continued. Accuracy in this case is simply meant to be whether any frame element matched with the tag of the question word. The tags of the question word were also decided upon after tweaking with other alternatives. The best results were obtained when using these tags, which are the tags that the question words have themselves in framenet.
The results obtained for each data set are displayed in Table 1 . 
Dataset Accuracy
Pang & Lee 67%
Newspaper 69%
Wikipedia 53%
Accuracy was checked manually for 200 sentences from each data set. Questions were 50% simple questions, and the rest complex.
It is to be noted that in the case of newspaper data, the highest accuracy was achieved. This can be attributed to the style and general format of sentences in the data. As the majority of the sentences are used to state facts, it is easier to answer questions. In the cases where answers spanned a phrase, the first approach gives answers accurately. It was also noted that most of the questions of such a variety did fall under the category of the first approach. This could be because in the cases where specific answers are needed, the questions also need to be specific. E.g., for the specific date of a certain event, some other information like the location of the event must also be given the question. And the presence of such information enables the first approach to work.
The lowest accuracy was in the case of the Wikipedia dataset. This is because of the high presence of data which might not be directly related to the topic of the text itself, at least in a way that can be identified by the present system. Answers which had too many sentences were also regarded as false, as such the accuracy is lower.
The performance was uniform on the Pang & Lee data sets, as the data itself was fairly uniform. Not many abnormalities were noticed, but the abundance of data for the "who" question was noted, as a very naive approach was used in that case.
IV. CONCLUSION
The future development of this model lies in using also the context of the text to answer questions regarding a sentence. Question answering has a wide variety of uses. Although for now the model cannot contend either in the scope of accuracy or complexity, it can compete in the area of varying domains. Because of the general implementation, which is not restricted to a certain domain, the model can be used in any domain for reasonable results.
A time-based model can also be built based on this model, which can record the states in the text. For example, if there are two sentences-"Bob went to Jim's house last weekend", and, "Bob is in Harry's house now", and the question regarding the location of Bob is asked, the system, which keeps a track of the temporal implications of sentences, should be able to give the correct answer, i.e. Harry's house. This is only one state, and other states can also be recorded and used to answer questions. This would increase accuracy by quite a fair bit.
Another improvement would be adding the capability of taking social media and chat data as the input. This would further increase the number of areas in which the model can be used.
Overall, this was only the first step in building a model which can even be referred to as being based on the human brain process. Future work will revolve around first increasing the viability and accuracy of the system, before again focusing on replicating the human brain process, to any extent.
