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Computing representations for radicals of
finitely generated differential ideals
Franc¸ois Boulier∗ Daniel Lazard Franc¸ois Ollivier
Michel Petitot
Re´sume´ Abstract
Ce papier s’inte´resse aux syste`mes d’e´qua-
tions diffe´rentielles polynomiales, ordinaires
ou aux de´rive´es partielles. La the´orie sous-
jacente est l’alge`bre diffe´rentielle de Ritt
et Kolchin. Nous de´crivons un algorithme,
nomme´ Rosenfeld-Gro¨bner, qui calcule une
repre´sentation du radical p de l’ide´al diffe´-
rentiel engendre´ par n’importe quel syste`me
Σ de cette nature. La repre´sentation cal-
cule´e fournit un simplificateur normal pour
la relation d’e´quivalence modulo p (elle
permet de de´cider de l’appartenance a` p).
Elle permet aussi de calculer des de´velop-
pements de Taylor de solutions de Σ. L’al-
gorithme est implante´ dans un paquetage
MAPLE∗∗.
This paper deals with systems of poly-
nomial differential equations, ordinary or
with partial derivatives. The embedding
theory is the differential algebra of Ritt
and Kolchin. We describe an algorithm,
named Rosenfeld–Gro¨bner, which computes
a representation for the radical p of the
differential ideal generated by any such sys-
tem Σ. The computed representation con-
stitutes a normal simplifier for the equiv-
alence relation modulo p (it permits to
test membership in p). It permits also
to compute Taylor expansions of solutions
of Σ. The algorithm is implemented within
a package∗∗∗ in MAPLE.
∗ A part of this work (in particular the MAPLE diffalg package) was realized while the first author was a
postdoctoral fellow at the Symbolic Computation Group of the University of Waterloo, N2L 3G6 Ontario,
Canada.
∗∗ Ce paquetage (diffalg) est disponible. dans
la bibliothe`que standard de Maple depuis Maple
VR5.
∗∗∗ The package (diffalg) is available in Maple
standard library since Maple VR5.
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Introduction
The following system Σ (which has no physical significance) is a system of
three polynomial differential equations with partial derivatives.
Σ


(
∂
∂x
u(x, y)
)2
− 4u(x, y) = 0,(
∂2
∂x ∂y
u(x, y)
)(
∂
∂y
v(x, y)
)
− u(x, y) + 1 = 0,
∂2
∂x2
v(x, y)− ∂
∂x
u(x, y) = 0.
In the following, we denote (for short) derivations using indices. The sys-
tem Σ becomes
Σ


u2x − 4u = 0,
uxy vy − u+ 1 = 0,
vxx − ux = 0.
The Rosenfeld–Gro¨bner algorithm that we present in this paper computes
a representation of the radical p of the differential ideal1 generated by Σ.
This representation tells us in particular that the solutions of Σ (which turn
out to be polynomials) depend on three arbitrary constants and permits us
to compute Taylor expansions of these solutions. If we expand them in the
neighborhood of the origin then the arbitrary constants are u(0, 0), v(0, 0)
and vx(0, 0). For u(0, 0) = 5, v(0, 0) = 421 and vx(0, 0) = pi our algorithm
gives us (computations are detailed in section 8)
u(x, y) = 5 + x
√
10
√
2 + y
√
10 + x2 + x y
√
2 +
1
2
y2,
v(x, y) = 421 + x pi + 2 y
√
2 +
1
2
x2
√
10
√
2 + x y
√
10 +
1
4
y2
√
10
√
2 +
1
3
x3 +
1
2
x2 y
√
2 +
1
2
x y2 +
1
12
y3
√
2.
The applied mathematical theory is called differential algebra. It was
initiated mostly by French and American researchers at the early twenti-
eth century (Riquier [1910], Janet [1920] and [1929] and Ritt [1932]) and
really developed by the American teams of Ritt [1950] and Kolchin [1973].
Differential algebra aims at studying differential equations from a purely al-
gebraic point of view. It is much closer to ordinary commutative algebra
1We make precise in further sections some of the notations and the terminology used
in this introduction
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than to analysis. The Rosenfeld–Gro¨bner algorithm represents the radical of
the differential ideal generated by any finite system Σ of polynomial differ-
ential equations as a finite intersection of differential ideals r’s (that we call
regular).
p =
√
[Σ] = r1 ∩ · · · ∩ rn.
Each regular differential ideal ri is presented by a set of differential polynomial
equations Ci which satisfies:
1. Ci is a canonical representative of ri,
2. Ci reduces to zero a differential polynomial p if and only if p ∈ ri.
Therefore, the set of the C’s constitutes a normal simplifier for the equiva-
lence relation modulo p (i.e. an algorithm which decides membership in p).
The simplifier is not canonical for the representation may contain redundant
components: every differential prime ideal which is minimal over p is minimal
over at least one of the regular differential ideals produced but the converse
is not true. Assume the solutions of p depend on finitely many arbitrary con-
stants. The algorithm separates the solutions which do not depend on the
same number of arbitrary constants. In our introductory example, only one
regular differential ideal was produced. This proves that all the solutions of p
depend on three arbitrary constants. An implementation of this algorithm
was realized for the MAPLE computer algebra software. It is embedded in
a package named diffalg.
Used theorems
The Rosenfeld–Gro¨bner algorithm relies mainly on three theorems:
1. a theorem of zeros (Hilbert’s Nullstellensatz), which states that a poly-
nomial p belongs to the radical of an ideal presented by a basis Σ if and
only if every solution of Σ is a solution of p ; we apply this theorem in
the algebraic and in the differential case,
2. a lemma of Rosenfeld, which gives a sufficient condition so that a system
of polynomial differential equations admits a solution if and only if this
same system, considered as a purely algebraic system admits a solution,
3. a lemma of Lazard, which establishes that each regular ideal r is radical
and that all its prime components have a same parametric set (this
property is stronger than “defining an unmixed algebraic variety”).
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It utilizes only the operations and the equality test with zero in the base
field of the equations: we refer to Ritt’s reduction algorithms, computations
of Gro¨bner bases and splittings similar to those in the elimination methods
of Seidenberg [1956]. In particular, it does not need any factorization.
New results
The Rosenfeld–Gro¨bner algorithm was first described by Boulier [1994] and
improved by Boulier et al. [1995]. This paper contains new results. We give
in section 2 a proof of Lazard’s Lemma which is more precise than the one
we gave in [Boulier et al., 1995, Lemma 2, page 161]. We give an origi-
nal presentation of the fundamental Rosenfeld’s Lemma. We present it as
a property of some class of systems of polynomial differential equations and
inequations instead of a property of some class of sets of differential polyno-
mials. We give a version of Rosenfeld’s Lemma more general than the one
of Rosenfeld (this was already proved by Boulier [1997]) and not contained
in Kolchin’s version. Briefly, our version only imposes to the ideals to be
saturated by the separants of the differential polynomials (and no more by
the initials). It also only imposes to the set of equations to be triangular
instead of autoreduced (but this is anecdotic). Since Lazard’s Lemma also
holds in such a situation, we formulate our theorems without considering the
initials of differential polynomials (though we do it in our implementation
for efficiency reasons). This is an improvement w.r.t. Kolchin’s theory. We
prove new results for regular ideals: Theorems 25 and 54. The former per-
mits to compute the minimal differential prime components of regular ideals
and provides also informations about these prime ideals without having to
compute them ; the latter gives us an original presentation of a well known
proof about formal power series. The algorithm presented is much more ef-
ficient than the one of 1995. It applies for polynomial differential equations
an analogue of the second criterion proved by Buchberger [1979] for Gro¨bner
bases. Our implementation of this criterion was designed after the method
of Gebauer and Mo¨ller [1988].
Comparison with other methods
There is a strong relationship between our algorithm and Seidenberg’s work.
Seidenberg [1956] designed elimination algorithms for systems of ODE and
PDE in characteristic zero and non zero. His PDE elimination algorithm in
characteristic zero actually solves the same problem we are solving: decid-
ing membership in the radical of a finitely generated differential ideal. He
proved (Theorem 6, page 51) an analogue of Rosenfeld’s Lemma which is a
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bit weaker (restriction to orderly rankings on the derivatives of a single dif-
ferential indeterminate) and more technical (note Rosenfeld [1959] presents
his Lemma as a new version of Seidenberg’s Theorem). In his Theorem 11,
page 59 he shows that, if Σ is a system which satisfies the hypotheses of his
Theorem 6 then every algebraic solution of Σ furnishes a unique differen-
tial solution. He showed later [Seidenberg, 1969] how differential solutions
can be converted as formal power series. There are differences between Sei-
denberg’s algorithm and ours. The most important is the following: the
Rosenfeld–Gro¨bner algorithm computes a representation of radical differen-
tial ideals which can be used afterwards for testing membership in the ideal
many times afterwards while Seidenberg’s decides if a differential polyno-
mial p belongs to the radical of the differential ideal generated by a finite
family Σ by eliminating successively all the differential indeterminates which
occur in the system Σ = 0, p 6= 0 in order to test if this system admits solu-
tions (Hilbert’s theorem of zeros). The answer of his algorithm is a boolean.
Another important difference: Seidenberg’s elimination algorithms are re-
stricted to elimination rankings between differential indeterminates which
induce very explosive computations, while orderly rankings are handled by
the Rosenfeld–Gro¨bner algorithm (this is the case for instance in our intro-
ductory example). Ritt [1950] gave a method to decompose the radical of
an ordinary differential ideal as an intersection of prime differential ideals,
providing a characteristic set for each of these ideals. This decomposition is
not the minimal one because of the redundancy problem (still open). That
algorithm is inconvenient because it is only partially effective: it proceeds by
factorization over a tower of algebraic field extensions of the field of coeffi-
cients. To our knowledge, it has not been implemented. It only applies for
ODE. Wu [1989] designed a variant of Ritt’s algorithm for ordinary differen-
tial equations, with a notion of characteristic set weaker than Ritt’s (e.g. a
characteristic set in the sense of Wu may have no solution). Other authors
(e.g. Wang [1994]) developed later Wu’s and Seidenberg’s ideas. These al-
gorithms only apply for ODE. Ollivier [1990] and Carra-Ferro [1987] have
independently tried to generalize Gro¨bner bases to systems of ordinary poly-
nomial differential equations. These differential Gro¨bner bases are in general
infinite, even for ODE systems. Another definition of differential Gro¨bner
bases was attempted by Mansfield [1991]. The algorithm DIFFGBASIS, im-
plemented in MAPLE, utilizes Ritt’s algorithm of reduction and then always
terminates. It handles PDE systems. In general however, it cannot guaran-
tee its output to be a differential Gro¨bner basis. Note that the membership
problem in an arbitrary differential ideal is undecidable [Gallo et al., 1991],
and the membership problem of a finitely generated differential ideal is still
open. Bouziane et al. [2001] and Maaˆrouf [1996] designed recently a variant
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of the Rosenfeld–Gro¨bner algorithm. They started from the algorithm of
Kalkbrener [1993] which compute decompositions of radicals of ideals in non
differential polynomial algebras. They describe a method for computing char-
acteristic sets of prime differential ideals different from our methods given in
[Ollivier, 1990], [Boulier, 1994] and [Boulier et al., 1995, section 5, page 164].
Reid et al. [1996] and Reid et al. [2001] developed algorithms for studying
systems of PDE and computing Taylor expansions of their solutions. These
methods are based more on differential geometry than on algebra. They do
not claim to be as general as the Rosenfeld–Gro¨bner algorithm.
Organization of the paper
Sections 1 and 2 deal with commutative algebra. The former contains pre-
liminaries; in the latter, we prove Lazard’s Lemma and show how some com-
putations can be performed in dimension zero. Section 3 contains differential
algebra preliminaries. In section 4 we prove our version of Rosenfeld’s Lemma
and some technical results which will be used for efficiently testing the co-
herence hypothesis of this lemma (in particular, we show there our analogue
of Buchberger’s second criterion). Section 5 shows how to represents radical
differential ideals as intersections of regular differential ideals. This is the
core of the Rosenfeld–Gro¨bner algorithm. In the next section, we show how
to compute canonical representatives for regular differential ideals and we
state the Rosenfeld–Gro¨bner algorithm as a theorem (Theorem 60) with an
effective proof. The algorithm is obtained by translating the proof in any
programming language. In section 7 we explain how algebraic solutions of
regular differential ideals can be expanded as formal power series. A few
examples are developed in the last section.
1 Commutative algebra preliminaries
Let R = K[X] be a polynomial ring where K is a field and X is an alphabet
(possibly infinite) endowed with an ordering R. Let p ∈ R \ K be a poly-
nomial. The leader of p is the greatest indeterminate x ∈ X w.r.t. R which
appears in p. It is denoted by ld p. Let d = deg(p, x) be the degree of p in x.
The initial ip of p is the coefficient of x
d in p. The separant sp of p is the
polynomial ∂p/∂x. The rank of p is the monomial xd. It is denoted by rank p.
The rank of a set of polynomials is the set of ranks of the elements of the set.
If A ⊂ R\K is a set of polynomials then IA (respectively SA) denotes the set
of the initials (respectively separants) of the elements of A and HA = IA∪SA.
If p and q are two polynomials with ranks xd and ye then q < p if y < x
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or y = x and e < d. Let A = {p1, . . . , pn} and A′ = {p′1, . . . , p′n′} be two
nonempty subsets of R \ K. Renaming the polynomials if needed, assume
rank pi ≤ rank pi+1 and rank p′j ≤ rank p′j+1 for all i < n, j < n′. The set
A is said to be of lower rank than A′ if there exists some i ≤ min(n, n′)
such that pi < p
′
i and rank pj = rank p
′
j for 1 ≤ j < i else if n > n′ and
rank pj = rank p
′
j for 1 ≤ j ≤ n′. Two sets of polynomials such that none of
them is of lower rank than the other one are said to have the same rank. A
subset A of R \ K is said to be triangular if the leaders of its elements are
pairwise different.
If A ⊂ R then (A) denotes the smallest ideal of R containing A. If a is
an ideal of R then the radical
√
a of a is the ideal of all the elements of R,
a power of which lies in a. An ideal equal to its radical is said to be radical.
Any radical ideal r of a polynomial ring R = K[X] (X finite) is a finite
intersection of prime ideals which is unique when minimal. A component
(say p1) of an intersection r = p1 ∩ · · · ∩ pn is said to be redundant w.r.t. r if
r = p2 ∩ · · · ∩ pn. An element p of a ring R is said to be a divisor of zero if
p 6= 0 and there exists in R an element q 6= 0 such that the product p q = 0.
If r is an ideal and S is a finite subset of a ring R then the saturation r : S∞
of r by S is the ideal of all the polynomials p ∈ R such that there exists a
power product h of elements of S such that h p ∈ r.
1.1 Gro¨bner bases
In this section R = K[X] denotes a polynomial ring over a field. We only
recall some properties of Gro¨bner bases. Reference books are those of Cox
et al. [1992] Becker and Weispfenning [1991]. If B is a Gro¨bner basis of an
ideal r of a polynomial ring R = K[X] for an ordering R. The reduction
by B, denoted by
∗−→
B
preserves the equivalence relation mod r and we have
1. r = (B),
2. when it is reduced, a Gro¨bner basis is a canonical representative of r in
the sense that it only depends on the ideal and on the ordering [Cox
et al., 1992, chapter 2, §7, Proposition 6],
3. the ideal r is equal to R if and only if 1 ∈ B [Becker and Weispfenning,
1991, Corollary 6.16],
4. given any p ∈ R, there exists a unique polynomial p¯ irreducible by B
such that p
∗−→
B
p¯. This polynomial is a canonical representative of
the residue class of p modulo r (it only depends on the ideal and the
8 F. Boulier, D. Lazard, F. Ollivier and M. Petitot
ordering). In particular, if p ∈ r then p¯ = 0 [Cox et al., 1992, chapter 2,
§6, Proposition 1 and Corollary 1],
Even if X is infinite, one can compute Gro¨bner bases of finitely generated
ideals of K[X]. This remark is important since we are going to compute
Gro¨bner bases of (non differential) ideals in differential polynomial rings.
The theoretical justification is given by the following lemma.
Lemma 1. — Let r be an ideal of a ring R and x be transcendental over R. If
φ denotes the canonical ring homomorphism φ : R→ R[x] then φ−1(φr) = r.
Let A = {p1, . . . , pn} and S = {s1, . . . , sm} be finite sets of polynomials
of R. Let {z1, . . . , zm} be a finite set of indeterminates over R. One gets a
Gro¨bner basis B0 of the ideal S
−1(A) of S−1R by computing a Gro¨bner basis
of the set
{p1, . . . , pn, s1 z1 − 1, . . . , sm zm − 1}
for any ordering [Eisenbud, 1995, exercise 2.2, page 79]. Each zi stands for
1/si. To get a Gro¨bner basis B1 of (A):S
∞, compute first B0 for any ordering
which eliminates the z’s. Then B1 = B0∩R [Becker and Weispfenning, 1991,
Proposition 6.15].
2 Lazard’s Lemma
Lazard’s Lemma (Theorem 3) is a result of commutative algebra, interesting
in itself. It was first published in [Boulier et al., 1995, Lemma 2, page
161] with a proof relying on basic arguments. During the Special Year in
Differential Algebra and Algebraic Geometry organized in 1995 at the City
College of New York by Prof. Hoobler and Sit, a weakness in the proof was
pointed out2: there was a claim which was true but not proved. Morrison
[1995] proved then a generalized version of the lemma which is presented in
[Morrison, 1999]. Another proof was written later by Schicho and Li [1995].
The one we give here only relies on elementary commutative algebra [Zariski
and Samuel, 1958, chapter IV]. In this sense, it is simpler than the other
ones. The knowledge of Morrison’s proof helped us to fix ours. Section 2.2
contains the argument [Ollivier, 1998] missing in [Boulier et al., 1995].
Definition 2. — (regular algebraic systems)
A system A = 0, S 6= 0 of a polynomial ring R is said to be a regular
algebraic system (for an ordering R) if
1. A is triangular,
2The first author would like to thank Prof. Hoobler, Sit and in particular Prof. Sally
Morrison for many fruitful comments and email communications.
Computing representations for radicals of finitely generated differential ideals 9
2. S contains the separants of the elements of A.
The ideal (A) :S∞ is called the regular algebraic ideal defined by the system.
The system is said to be inconsistent if (A) : S∞ = R. It is said to be
consistent otherwise.
Theorem 3. — (Lazard’s Lemma)
Let A = 0, S 6= 0 be a consistent regular algebraic system of a polynomial
ring R = K[X]. Denote L the set of the leaders of the elements of A and
N = X \ L. Then
1. the regular algebraic ideal (A) : S∞ is radical,
2. if p is a prime ideal minimal over (A) : S∞ then dim p = |N | and
p ∩K[N ] = (0).
Proof. — Notice it is enough to prove the theorem in the case S = SA
for, if (A) : S∞A is radical, the ideal (A) : S∞ is the intersection of the prime
ideals which are minimal over (A) : S∞A and which do not meet S [Zariski
and Samuel, 1958, chapter IV, §10, Theorem 17]. Propositions 9 and 10
imply that if p is an associated prime of (A) : S∞A then dim p = |N | and
p ∩K[N ] = (0). This proves the point 2.
The nonzero elements of K[N ] are thus different from zero and do not
divide zero in R/(A) : S∞A . The elements of SA are not zero and do not
divide zero either in R/(A):S∞A . Thus the total rings of fractions [Zariski and
Samuel, 1958, chapter I, §19] of R/(A):S∞A and S−1A¯ R¯/S−1A¯ (A¯) are isomorphic,
where R¯ = K(N)[L] and A¯ denotes the image of A by the canonical ring
homorphism R → R¯. A product of fields is isomorphic to its own total ring
of fractions [Zariski and Samuel, 1958, chapter I, §19, Corollary 1] thus, by
Proposition 6, the total ring of fractions of R/(A) : S∞A is isomorphic to a
product of fields. A product of fields does not involve any nilpotent [Zariski
and Samuel, 1958, chapter III, §7, page 148] element thus R/(A) : S∞A does
not either whence (A) : S∞A is radical.
In the sequel, we consider the ideal (A) : S∞A . We denote by L the set of
leaders of the triangular set A and N the remaining indeterminates. Thus
(A) : S∞A ⊂ R = K[N, L]. We assume (A) : S∞A 6= R.
2.1 Lazard’s Lemma in dimension zero
In this section we consider the case |N | = 0.
We denote by S−1A R the ring localized at SA and S
−1
A (A) the ideal gener-
ated by the image of (A) in S−1A R [Eisenbud, 1995, section 2].
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Lemma 4. — Let K[x] be a polynomial ring in one indeterminate over a field.
Let p ∈ K[x] be a polynomial and s be its separant. The ideal s−1K[x]/s−1(p)
is isomorphic to a product of algebraic field extensions of K.
Proof. — The ideal s−1(p) is generated by the product of the irreducible
simple factors of p. These factors generate comaximal ideals in K[x]. The
lemma comes from the Chinese remainders Theorem [Eisenbud, 1995, section
2, exercise page 79].
Lemma 5. — If R0 is a ring isomorphic to a product of algebraic field
extensions of K and x is a new inderminate, p ∈ R0[x] is a polynomial
and s = ∂p/∂x is its separant then s−1R0[x]/s
−1(p) is isomorphic to a prod-
uct of algebraic field extensions of K.
Proof. — Let R0 ≃ K1×· · ·×Kh. We have R0[x] ≃ K1[x]×· · ·×Kh[x].
Denote pii the canonical ring homomorphism R0[x]→ Ki[x] (1 ≤ i ≤ h). We
have
s−1R0[x]/s
−1(p) ≃
h∏
i=1
(piis)
−1Ki[x]/(piis)
−1(piip).
Since piis = ∂piip/∂x (1 ≤ i ≤ h), Lemma 4 applies therefore each term
(piis)
−1Ki[x]/(piis)
−1(piip) is isomorphic to a product of algebraic field exten-
sions of K thus so is s−1R0[x]/s
−1(p).
Proposition 6. — The ring S−1A R/S
−1
A (A) is isomorphic to a product of
algebraic field extensions of K.
Proof. — Apply Lemma 5 inductively on |A|.
2.2 Non leaders form a parametric set
If i and j are two ideals of R then the quotient i : j of i by j [Zariski and
Samuel, 1958, chapter III, §7] is defined by i : j = {p ∈ R | ∀q ∈ j, p q ∈ i}
Lemma 7. — Denote i = (A) : S∞A . If h ∈ R then for every q ∈ i : (h) we
have
∀x ∈ L, ∂q
∂x
= 0 ⇒ ∀x ∈ N, ∂q
∂x
∈ i : (h).
Proof. — Denote D the determinant of the jacobian matrix J =
(∂p/∂x)p∈A, x∈L of A, which is the product of the elements of SA since A is
triangular. Assume q ∈ i:(h). Then there exists some α ≥ 0 and somemp ∈ R
(p ∈ A) such that
Dα h q =
∑
p∈A
mp p. (1)
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Assume x ∈ L. Differentiate relation (1) w.r.t. x, multiply it by D and h
and apply the fact that ∂q/∂x = 0. We conclude that
Dh
∑
p∈A
mp
∂p
∂x
∈ (A).
Denote J˜ the cofactors matrix of J and I the identity matrix. Using the fact
that J J˜ = D I we find that D2 hmp ∈ (A) for each p ∈ A which implies
mp ∈ i : (h) for each p ∈ A. Differentiate relation (1) w.r.t. some x ∈ N now,
multiply by D and h and simplify. We conclude that ∂q/∂x ∈ i : (h).
Corollary 8. — Denote i = (A) : S∞A . If h ∈ R is a polynomial such that
i : (h) 6= R then i : (h) ∩K[N ] = (0).
Proof. — If q ∈ i : (h) ∩K[N ] then for any x ∈ L we have ∂q/∂x = 0.
Using Lemma 7 we see i : (h)∩K[N ] is stable under the action of the partial
derivations w.r.t. all the indeterminates. This ideal is therefore either equal
to K[N ] (in which case i : (h) = R) or to (0).
Proposition 9. — If q is an isolated primary component of (A) : S∞A then
dim q = |N | and q ∩K[N ] = (0).
Proof. — Let h ∈ R be a polynomial belonging to all the associated
primes of i = (A) :S∞A but not to the associated prime of q. This polynomial
exists for q is isolated. For β ≥ 0 great enough, hβ belongs to all the primary
components of i but not to q and we have i : (hβ) = q. Corollary 8 implies
q ∩K[N ] = (0) whence dim q ≥ |N |.
Now, let R¯ = K(N)[L] and A¯ be the image of A by the canonical ring
homorphism φ : R → R¯. Let p be a prime ideal minimal over i. This ideal
does not meet the multiplicative family of the nonzero elements of K[N ]. By
[Zariski and Samuel, 1958, chapter IV, §10, Theorem 17], the prime ideal (φp)
is minimal over the ideal j = (A¯) : S∞¯
A
. Proposition 6 implies that dim p¯ = 0
whence dim p = |N |.
Proposition 10. — If q is a primary component of (A) : S∞A then q is
isolated.
Proof. — Assume i = (A) : S∞A admits an imbedded primary compo-
nent. Proposition 9 implies that dim q < |N | whence q ∩ K[N ] 6= (0) for
each imbedded primary component q of i. Let h be any polynomial, taken
in all the isolated components of i, such that h /∈ i. The ideal i : (h) is dif-
ferent from R. It is equal to the intersection of the ideals qi : (h) for all the
imbedded primary components qi of i. Thus it contains the intersection of
the imbedded primary components of i. Thus i : (h) ∩ K[N ] 6= (0). This
contradiction to Corollary 8 proves the proposition.
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Definition 11. — (associated Gro¨bner basis)
Let A = 0, S 6= 0 be a consistent regular algebraic system of a ring
R = K[X]. Denote L the set of the leaders of the elements of A and N =
X \L. The reduced Gro¨bner basis of the ideal (A) :S∞, computed in the ring
K(N)[L] for the elimination ordering given by the ordering over X is called
the Gro¨bner basis associated to A = 0, S 6= 0.
Corollary 12. — If A = 0, S 6= 0 is a consistent regular algebraic system
of a polynomial ring R = K[X] and xi ∈ X is an indeterminate then the
following conditions are equivalent
1. xi is the leader of some element of A,
2. xi is the leader of some element of the Gro¨bner basis associated to the
system A = 0, S 6= 0,
3. xi is the leader of any characteristic set (for the ordering defined over X)
of any prime ideal minimal over (A) : S∞.
2.3 Computing in dimension zero
Let A = 0, S 6= 0 be a regular algebraic system of a polynomial ring R0 =
K[X] for an ordering R. Let L ⊂ X be the set of the leaders of the elements
of A and N = X \ L. Denote r0 = (A) : S∞ and B0 the reduced Gro¨bner
basis of r0 w.r.t. the elimination ordering given by R. Let R1 = K(N)[L]
be the polynomial ring obtained by extending the ground field K with N
and ϕ the canonical ring homomorphism R0 −→ R1. Denote r1 = (ϕA) :
(ϕS)∞ and B1 the Gro¨bner basis associated to A = 0, S 6= 0. The basis B1
is a Gro¨bner basis of r1. Because of Theorem 3 the ring homomorphism
R0/r0 −→ R1/r1 is injective (by [Zariski and Samuel, 1958, chapter I, §19]
and the fact that the nonzero elements ofK[N ] are regular modulo r0 [Zariski
and Samuel, 1958, chapter IV, §6, Corollary 3]) and there is a one-to-one
correspondence between the prime ideals p1, . . . , pm which are minimal over
r0 and the prime ideals q1, . . . , qm which are minimal over r1 [Zariski and
Samuel, 1958, chapter IV, §10, Theorem 17]. The q’s are dimension zero
ideals thus so is r1. Therefore, though B1 is not a Gro¨bner basis of r0, many
computations can be performed using the latter since
1. for any p ∈ R0 we have p ∈ r0 if and only if ϕp ∗−→
B1
0,
2. a polynomial p ∈ R0 is a divisor of zero modulo r0 if and only if ϕp is
a divisor of zero modulo r1,
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3. minimal triangular subsets of B0 have the same rank as minimal trian-
gular subsets of B1.
The basis B1 turns out to be much smaller and faster to compute than B0.
It is sometimes faster to compute Gro¨bner bases of regular algebraic ideals
in dimension zero in MAPLE than to compute the Gro¨bner bases in positive
dimension using the GB software of Fauge`re (which runs usually one thou-
sand times faster than the MAPLE’s implementation of the Buchberger’s
algorithm).
3 Differential algebra preliminaries
The reference book is the one of [Kolchin, 1973, chapters I–IV]. Readers who
discover the theory had probably better however to start with the book of Ritt
[1950]. A differential ring is a ring endowed with m derivations δ1, . . . , δm
which commute pairwise. Derivation operators are denoted multiplicatively
θ = δa11 · · · δamm where the a’s are nonnegative integers. The sum of the
exponents a’s is the order of θ, denoted by ord θ. The identity operator has
order 0. All other operators are said to be proper. If θ = δa11 · · · δamm and
φ = δb11 · · · δbmm then θφ = δa1+b11 · · · δam+bmm . If ai ≥ bi for i = 1, . . . , m then
(θ/φ) = δa1−b11 · · · δam−bmm . The monoid of derivation operators is denoted by
Θ. If R is a differential ring and S ⊂ R then ΘS denotes the smallest subset
of R containing S and stable under derivation. If R0 ⊂ R1 are two differential
rings and S ⊂ R1 then R0{S} denotes the smallest differential ring containing
R0 and S i.e. R0[ΘS]. We deal with a differential polynomial ring R =
K{u1, . . . , un} where K is a differential field of characteristic zero. The
u’s are called differential indeterminates and the θu’s are called derivatives.
The set of the derivatives is denoted by ΘU . The differential ring R can
be viewed as a non differential polynomial ring K[ΘU ] whose indeterminates
are the derivatives of R. The definitions given for non differential polynomial
rings hold therefore for differential ones. If θu and φu are derivatives of some
same differential indeterminate u, we denote by lcd(θu, φu) the least common
derivative between θu and φu. It is equal to lcm(θ, φ)u. A ranking R is an
ordering over ΘU compatible with the action of the derivations over ΘU
[Kolchin, 1973, chapter I, §8]:
1. δv > v (for all derivation δ and v ∈ ΘU),
2. v > w ⇒ δv > δw (for all derivation δ and v, w ∈ ΘU).
Rankings such that ord θ > ordφ ⇒ θv > φw (for all derivations operators
θ, φ and all differential indeterminates v, w) are said to be orderly. Rankings
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such that v > w ⇒ θv > φw (for all derivations operators θ, φ and all differ-
ential indeterminates v, w) are said to be elimination rankings. Any ranking
is a well-ordering [Kolchin, 1973, chapter I, §8]. Properties of rankings imply
that the separant of a differential polynomial p ∈ R \K is also the initial of
all the proper derivatives of p. If A ⊂ R \K is a set of differential polynomi-
als and v is any derivative then Av denotes the set of the derivatives of the
elements of A whose leaders are less than or equal to v:
Av = {θp | p ∈ A, θ ∈ Θ and ld θp ≤ v}.
According to this notation, Rv denotes the ring of the differential polynomials
whose leaders are less than or equal to v. Therefore
A ∩Rv = {p ∈ A | ld p ≤ v}.
Let p ∈ R \ K and q ∈ R be differential polynomials. Denote rank p = vd.
The differential polynomial q is said to be partially reduced w.r.t. p if no
proper derivative of v appears in q; it is said to be reduced w.r.t. p if q is
partially reduced w.r.t. p and deg(q, v) < d. A set A ⊂ R \K is said to be
autoreduced if any element of A is reduced w.r.t. any other element of the
set.
Definition 13. — A set A ⊂ R \K is said to be differentially triangular if
it is triangular and if its elements are pairwise partially reduced.
Every autoreduced set is finite [Kolchin, 1973, chapter I, §9]. The proof
holds also for differentially triangular sets. A characteristic set of a set3 S ⊂
R is an autoreduced subset of S which has lowest rank among the autoreduced
subsets of S. It is also a minimal (according to our definition) element in the
set of the autoreduced subsets of S. If S ⊂ R admits autoreduced subsets
then S admits a characteristic set.
A differential ideal of a differential ring R is an ideal of R stable under
differentiation. If A ⊂ R then [A] = (ΘA) denotes the smallest differential
ideal of R containing A. Since R has characteristic zero, the radical of a
differential ideal is a differential ideal. Any radical differential ideal r of
a differential polynomial ring R is a finite intersection of differential prime
ideals which is unique when minimal [Kolchin, 1973, chapter III, §4, Theorem
1] or [Ritt, 1950, chapter I, §16, Theorem]. The following is a differential
analogue of Hilbert’s theorem of zeros [Seidenberg, 1952, Nullstellensatz,
weak form] or [Kolchin, 1973, chapter IV, §2].
3This definition corresponds to Ritt’s one [Ritt, 1950, I, 5, page 5] and coincides with
Kolchin’s when S is a differential ideal. Kolchin only defined characteristic sets for ideals
[Kolchin, 1973, chapter I, §10, and III, §2].
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Theorem 14. — (theorem of zeros)
Let R = K{U} be a differential polynomial ring over a differential field of
characteristic zero and r be a differential ideal of R. A differential polynomial
p vanishes on every solution of r, in any differential field extension of K, if
and only if p ∈ √r.
Proof. — The implication from right to left is immediate. The impli-
cation from left to right: if p /∈ √r then p does not belong to at least one
differential prime ideal p minimal over
√
r. The canonical ring homorphism
which maps R to the field of fractions of R/p furnishes a solution of r which
is not a solution of p.
Corollary 15. — A differential polynomial p vanishes on every solution of
a system of polynomial differential equations and inequations A = 0, S 6= 0
iff p ∈√[A] : S∞.
Proof. — Using the definitions of the radical and of the saturation of
an ideal, we see that p ∈ √[A] : S∞ if and only if there exists a product h
of elements of S such that hp ∈ √[A]. According to the theorem of zeros,
hp ∈ √[A] if and only if hp vanishes on every solution of the system A = 0
i.e. if and only if p vanishes on every solution of the system A = 0, S 6= 0.
The following technical lemma is classical. See [Ritt, 1950, chapter II,
§12]. We are going to use it many times.
Lemma 16. — Let A be a finite subset of some differential polynomial ring R.
Let q = s v+r be a differential polynomial with leader v, such that deg(q, v) =
1 and v does not appear in s, r nor any element of A. For any p ∈ R, if
p ∈ (A, q) and v does not appear in p then p ∈ (A) : s∞.
Proof. — Since p ∈ (A, q) there exists a formula (f) such that
p =
∑
pi∈A
Bi pi + C q
︸ ︷︷ ︸
(f)
where Bi, C ∈ R. Apply on the terms of (f) the substitution v −→ (q−r)/s
and multiply by some power of s to clear denominators. Since v does not
appear in p and the pi one gets another formula (f
′) such that
sα p =
∑
pi∈A
Di pi + E q
︸ ︷︷ ︸
(f ′)
where Di, E ∈ R and v only appears in q. Thus E = 0 and p ∈ (A) : s∞.
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3.1 Ritt’s reduction algorithms
Ritt’s reduction algorithms are pseudo-division [Knuth, 1966, vol. 2, page
407] algorithms, extended to differential algebra. Different variants exists
[Kolchin, 1973, chapter I, §9] [Ritt, 1950, chapter I, §6]. We fix one of them.
Ritt’s partial reduction (denoted by partial−rem) is distinguished from Ritt’s
full reduction (denoted by full−rem).
Specification of the partial reduction algorithm
If q¯ = q partial−rem A denotes the partial remainder of q by A then
1. q¯ is partially reduced w.r.t. all the elements of A,
2. there exists a power product h of elements of SA¯ such that h q ≡ q¯
(mod (A¯v)).
The following instructions provide an algorithm to compute h and q¯ from q.
Build a sequence of pairs (hi, qi). Initially, set h0 = 1 and q0 = q and stop
at the first index n such that qn is partially reduced w.r.t. A (then take
h = hn and q¯ = qn). If i is an index such that qi is not partially reduced
w.r.t. A then let w be the highest derivative which occurs in qi which is also
a proper derivative of the leader of some p ∈ A. If there are many different
possibilities for p, take any of them. Now, let θ be the derivation operator
such that ld θp = w. Take for qi+1 the pseudo-remainder of qi by θp. There
exists then some α ∈ N such that sαp qi = qi+1 mod (θp). Take hi+1 = sαp h.
Specification of the full reduction algorithm
If q¯ = q full−rem A denotes the full remainder of q by A then
1. q¯ is reduced w.r.t. all the elements of A,
2. there exists a power product h of elements of HA¯ such that h q ≡ q¯
(mod (A¯v)).
The following instructions provide an algorithm to compute h and q¯ from q.
Build a sequence of pairs (hi, qi). Initially, set h0 = 1 and q0 = q and stop
at the first index n such that qn is reduced w.r.t. A (then take h = hn and
q¯ = qn). If i is an index such that qi is not reduced w.r.t. A then let w be the
highest derivative which occurs in qi s.t. one of the next conditions holds:
1. w is a proper derivative of the leader of some p ∈ A,
2. w is the leader of some p ∈ A and deg(qi, w) ≥ deg(p, w).
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If the first case arises then proceed as for the partial reduction algorithm else
take for qi+1 the pseudo-remainder of qi by p. There exists then some α ∈ N
such that iαp qi = qi+1 mod (p). Take hi+1 = i
α
p h.
Properties of Ritt’s reduction
We have q ∈ [A] :H∞A if and only if (q full−rem A) ∈ [A] :H∞A . In particular,
q full−rem A = 0 ⇒ q ∈ [A] : H∞A . We have q ∈ [A] : S∞A if and only if
(q partial−rem A) ∈ [A] : S∞A .
4 Regular differential systems
All the definitions given in this section are new (e.g. the definitions of “pairs”
and “solved pairs”). We define the coherence as a property of systems of
differential polynomial equations and inequations (condition C3 of defini-
tion 22) instead of the traditional property of systems of differential polyno-
mials. This important change turns out to be very convenient and permits us
to formulate Rosenfeld’s Lemma for regular systems instead of coherent au-
toreduced sets. Though this lemma only needs ∆-polynomials to be defined
between elements of differentially triangular sets, we give a more general defi-
nition because we want to prove an analogue of Buchberger’s second criterion
in non triangular situations.
Definition 17. — (critical pairs)
A set {p1, p2} of differential polynomials is said to be a critical pair if the
leaders of p1 and p2 have common derivatives. If A is a set of differential
polynomials then critical−pairs(A) denotes the set of all the pairs which can
be formed between any two elements of A.
We do not distinguish a critical pair {p1, p2} from the critical pair {p2, p1}.
Let {p1, p2} be a critical pair. It may happen that the leader of (say) p2 is
a (non necessarily proper) derivative of the leader of p1. In that case, the
critical pair {p1, p2} is called a reduction critical pair. Note however we will
never consider a critical pair {p1, p2} such that rank p1 = rank p2.
Definition 18. — (∆-polynomials)
Let {p1, p2} be a critical pair. Assume rank p1 < rank p2. Denote θ1u =
ld p1, θ2u = ld p2 and θ12u = lcd(θ1u, θ2u). The ∆-polynomial ∆(p1, p2)
between p1 and p2 is defined as follows. If {p1, p2} is a reduction critical pair
then
∆(p1, p2) = p2 full−rem θ2
θ1
p1,
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else
∆(p1, p2) = s1
θ12
θ2
p2 − s2 θ12
θ1
p1.
If D is a set of critical pairs then ∆(D) denotes the set of all the ∆-polynomials
of its elements.
With the same notations, if θ1u < θ2u then ld∆(p1, p2) < θ12u and there
exist some α ∈ N and a differential polynomial q ∈ R such that
∆(p1, p2) = s
α
1
θ12
θ2
p2 − q θ12
θ1
p1.
The notation ∆ for ∆-polynomials comes from Rosenfeld’s paper4. Sei-
denberg, Rosenfeld and Kolchin never considered reduction critical pairs.
Our definition coincides with theirs in the other case.
4.1 Solved critical pairs
Definition 19. — (solved critical pairs)
A critical pair {p1, p2} is said to be solved by a differential system of
equations and inequations A = 0, S 6= 0 if there exists a derivative v <
lcd(ld p1, ld p2) such that
∆(p1, p2) ∈ (Av) : (S ∩Rv)∞.
In our algorithm, we shall apply the following criterion to test whether a
critical pair is solved by a differential system.
Lemma 20. — Let {p1, p2} be a critical pair s.t. ld p1 6= ld p2. Consider a
differential system A = 0, S 6= 0 s.t. HA ⊂ S. If ∆(p1, p2) full−rem A = 0
then the critical pair {p1, p2} is solved by A = 0, S 6= 0.
Proof. — Denote v = ld∆(p1, p2). Since ld p1 6= ld p2 we have v <
lcd(ld p1, ld p2). Denote A¯ = {p ∈ A | rank p ≤ rank∆(p1, p2)}. According to
the specifications of Ritt’s reduction, there exist then h1, . . . , hn ∈ HA¯ such
that, for some positive integers α1, . . . , αn we have h
α1
1 · · ·hαnn ∆(p1, p2) ∈
(A¯v). Since HA¯ ⊂ HA∩Rv and A¯v ⊂ Av we have ∆(p1, p2) ∈ (Av) :(S∩Rv)∞
and the critical pair is solved by the differential system A = 0, S 6= 0.
The next lemma is a generalization to a non triangular situation of a
lemma already proved by [Seidenberg, 1956, inside Theorem 6, page 51],
[Rosenfeld, 1959, inside Lemma, page 397] and [Kolchin, 1973, chapter IV,
§9, Lemma 2].
4Note the symbol ∆ has a different meaning in Kolchin’s text: it denotes the set of
derivations.
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Lemma 21. — Let p1 and p2 be two differential polynomials whose leaders
θ1u and θ2u have common derivatives. Denote s1 and s2 their separants. Let
(Σ) denote a differential system A = 0, S 6= 0. If (H1) θ1u and θ2u are
different, (H2) the critical pair {p1, p2} is solved by (Σ) and (H3) s1, s2 ∈ S
then for each derivation operator γ ∈ Θ, the critical pair {γp1, γp2} is solved
by (Σ).
Proof. — Denote θ12 = lcm(θ1, θ2) and ∆γ = ∆(γp1, γp2). Denote also
θu = γθ12u = lcd(ld γp1, ld γp2).
The proof is done by induction on the order of γ. If the order is zero
then the lemma is satisfied because of H2 else, decompose γ = δλ where δ
is a mere derivation and φ = λθ12. Assume (induction hypothesis) that the
critical pair {λp1, λp2} is solved by (Σ). There exists then a derivative v < φu
and a power product h of elements of S ∩Rv such that h∆λ ∈ (Av). By H1
(assuming p1 < p2) there exist some α ∈ N and a differential polynomial q
such that ∆λ = s
α
1 (φ/θ2)p2 − q (φ/θ1)p1.
Consider the differential polynomial δ(h∆λ). The second axiom of rank-
ings implies that it belongs to (Aδv) and that δv < θu. Multiply it by h.
One gets a sum (δh)h∆λ + h
2 δ∆λ whose first term is in (Av) by induction
hypothesis. Since (Av) ⊂ (Aδv) we conclude h2 δ∆λ belongs to this latter
ideal. Expand this polynomial
h2(δ∆λ) = h
2δ
{
sα1
φ
θ2
p2 − q φ
θ1
p1
}
(2)
= h2
{
(δ(sα1 ))
φ
θ2
p2 − (δq) φ
θ1
p1
}
(3)
+ h2
{
sα1
θ
θ2
p2 − q θ
θ1
p1
}
. (4)
The polynomials (φ/θi)pi (i = 1, 2) have both φu < θu for leaders. If w =
max(φu, δv) then w < θu and the term (3) is in (Aw). Thus so is the term
(4). Since θ/θ2 and θ/θ1 are proper derivation operators, we have ∆γ =
s1 (θ/θ2)p2 − s2 (θ/θ1)p1. The term (4) is equal to h2 sα−11 ∆γ + C (θ/θ1)p1
where C is a differential polynomial. Using H3, the fact that Rv ⊂ Rw and
ld s1 ≤ ld p1 ≤ φu ≤ w, for some power product h′ of elements of S ∩ Rw
we have h′∆γ ∈ (Aw, (θ/θ1)p1). The differential polynomial h′∆γ and the
elements of Aw are free of θu. Lemma 16 applies, ∆γ ∈ (Aw) : (S ∩ Rw)∞
and the critical pair {γp1, γp2} is solved by (Σ).
20 F. Boulier, D. Lazard, F. Ollivier and M. Petitot
4.2 Rosenfeld’s Lemma
Definition 22. — (regular differential systems)
A differential system A = 0, S 6= 0 of a differential polynomial ring R is
said to be a regular differential system (for a ranking R) if
C1 A is differentially triangular,
C2 S contains the separants of the elements of A and is partially reduced
w.r.t. A,
C3 all the {p, p′} ∈ critical−pairs(A) are solved by A = 0, S 6= 0 (coherence
property).
The differential ideal [A] : S∞ is called the regular differential ideal defined
by the system.
The following lemma is a generalization of [Rosenfeld, 1959, Lemma, page
397]. which was already proved by Boulier [1997]. The first version is due
to [Seidenberg, 1956, Theorem 6, page 51]. Another version was proved in
[Kolchin, 1973, chapter III, §8, Lemma 5] but the part of Kolchin’s lemma
which is not in Rosenfeld’s is not proved algorithmic. Kolchin’s proof consists
in a transfinite induction [van der Waerden, 1966, chapter 9]. We apply the
idea in the proof of Theorem 23.
Theorem 23. — (Rosenfeld’s Lemma)
If A = 0, S 6= 0 is a regular differential system of a differential polynomial
ring R for a ranking R then every differential polynomial in [A] : S∞ which
is partially reduced w.r.t. A belongs to (A) : S∞.
Proof. — Let A = {p1, . . . , pn}. Let q ∈ [A] : S∞ be a differential
polynomial partially reduced w.r.t. A. Denote F (q) the set of all the for-
mulæ (f) such that, for some power product h of elements of S we have a
finite sum
h q =
∑
φ∈Θ
n∑
j=1
Bj,φ φpj
︸ ︷︷ ︸
(f)
.
Assume q /∈ (A) :S∞. In each formula (f) ∈ F (q) appears therefore some (at
least one) proper derivatives of some leaders of elements of A. Denote v(f)
the greatest of them according to the ranking R. Among all the formulæ
(f) ∈ F (q) let us consider one such that v(f) is minimal w.r.t. R. Such
a formula exists for all rankings are well-orderings. We claim there exists
another formula (f ′) ∈ F (q) such that v(f ′) < v(f). This contradiction will
prove the theorem.
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By Lemma 1 and the minimality hypothesis, v(f) is the derivative of the
leader of at least one element of A. Let v(f) = θu be a proper derivative
of the leaders θ1u, . . . , θiu of the differential polynomials p1, . . . , pi ∈ A,
renaming the p’s if needed. Denote (θ/θi)pi = si θu + r. Apply on the
terms of the formula (f) the substitution v(f) → ((θ/θi)pi − r)/si (as in
Lemma 16) and multiply by some power sαi to erase denominators. Denoting
γj = (θ/lcm(θi, θj)) we get a formula
sαi h q = D
θ
θi
pi (5)
+
i−1∑
j=1
Ej ∆(γjpi, γjpj) (6)
+
∑
φ∈Θ
n∑
j=1
Cj,φ φpj (7)
such that only derivatives less than v(f) appear in the terms of the sums (6)
and (7). Since the elements of S and q are partially reduced w.r.t. A, the
derivative v(f) only appears in the differential polynomial (θ/θi)pi. Therefore
D = 0.
If A is a system of ODE the sum (6) is empty and there exists a derivative
w < v(f) such that q ∈ (Aw) : S∞. Contradiction.
Assume A = 0, S 6= 0 is a PDE system. Since it is regular, condition C3
of definition 22 holds and Lemma 21 applies: all the critical pairs {γjpi, γjpj}
are solved. There exists thus a derivative w < v(f) such that q ∈ (Aw) :S∞.
Contradiction.
Corollary 24. — If A = 0, S 6= 0 is a regular differential system of a
differential polynomial ring R then
1. we have [A] : S∞ = R if and only if (A) : S∞ = R,
2. for any p ∈ R we have p ∈ [A] : S∞ iff (p partial−rem A) ∈ (A) : S∞,
3. a differential polynomial p ∈ R is a divisor of zero modulo [A] : S∞ if
and only if (p partial−rem A) is a divisor of zero modulo (A) : S∞.
Proof. — 1. — By Rosenfeld’s Lemma, 1 ∈ [A] : S∞ iff 1 ∈ (A) : S∞.
2. — Let p ∈ R be a differential polynomial. This point relies on the
two following facts: because of condition C2, p ∈ [A] : S∞ if and only if
(p partial−rem A) ∈ [A] : S∞; the differential polynomial (p partial−rem A)
is partially reduced w.r.t. A.
3. — Let p, q ∈ R be differential polynomials. Denote p¯ = p partial−rem A
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and q¯ = q partial−rem A. According to Point 2, we have p ∈ [A] : S∞ iff
p¯ ∈ (A) : S∞ and q ∈ [A] : S∞ iff q¯ ∈ (A) : S∞. We also have p q ∈ [A] : S∞
iff p¯ q¯ ∈ (A) : S∞. Therefore, p q ∈ [A] : S∞ and p, q /∈ [A] : S∞ (i.e. p is a
divisor of zero modulo [A] : S∞) iff p¯ q¯ ∈ (A) : S∞, p¯, q¯ /∈ (A) : S∞ (i.e. p¯ is
a divisor of zero modulo (A) : S∞).
Theorem 25. — (lifting of Lazard’s Lemma)
If A = 0, S 6= 0 is a consistent regular differential system of a differential
polynomial ring R and R0 ⊂ R denotes the ring of the differential polynomials
partially reduced w.r.t. A then
1. the regular differential ideal [A] : S∞ is radical,
2. there is a bijection between the minimal differential prime components
p1, . . . , pn of [A] : S
∞ and the minimal prime components b1, . . . , bn
of (A) :S∞ given by bi = (pi ∩R0) ; moreover, if Ci is a characteristic
set of bi then Ci is also a characteristic set of pi and pi = [Ci] :H
∞
Ci
.
Proof. — Assume pk ∈ [A] : S∞ for some k ∈ N. Denote p¯ =
(p partial−rem A). By Rosenfeld’s Lemma p¯k ∈ (A) : S∞. By Lazard’s
Lemma p¯ ∈ (A) : S∞. By Point 2 of Corollary 24, p ∈ [A] : S∞ thus [A] : S∞
is radical.
The ideals b’s are prime and their intersection is equal to (A) :S∞. Let’s
assume (H1) that b1 is redundant w.r.t. (A) : S
∞ and seek a contradiction.
Let f ∈ p2 ∩ · · · ∩ pn be a differential polynomial and g = f partial−rem A.
Since A ⊂ pi we have g ∈ pi for every 2 ≤ i ≤ n. Since g ∈ R0 we have
g ∈ b2 ∩ · · · ∩ bn. Using H1 we conclude g ∈ (A) : S∞. Let’s summarize:
(f partial−rem A) ∈ (A) :S∞. By Point 2 of Corollary 24, f ∈ [A] :S∞ thus
p1 is redundant w.r.t. [A] : S
∞. Contradiction.
Assume Ci is a characteristic set of (pi ∩ R0). Let p ∈ pi and q =
p full−rem Ci. We have q ∈ pi. By Lazard’s Lemma, ldA = ldCi thus
q ∈ R0. Since q ∈ pi ∩ R0 is reduced w.r.t. Ci we have q = 0. Therefore Ci
is a characteristic set of pi and pi = [Ci] :H
∞
Ci
.
If A = 0, S 6= 0 is a regular differential system then the set of leaders of
the elements of A is equal to the set of leaders of each of the differential prime
ideals which are minimal over [A]:S∞. All these differential prime ideals have
therefore the same differential Hilbert’s function. The computation of this
function is then a purely combinatorial problem [Kolchin, 1973, chapter II,
§12]. Moreover, by applying a primary decomposition algorithm over (A):S∞
we get the differential prime decomposition of the differential ideal [A] : S∞.
Characteristic sets for the minimal differential prime components of [A] :
S∞ can then be computed using the method given by [Boulier et al., 1995,
Theorem 6, page 164].
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4.3 Testing the coherence
Let A = 0, S 6= 0 be a differential system of R which satisfies conditions
C1 and C2 of definition 22. If A is differentially triangular, HA ⊂ S and
∆(p, p′) full−rem A = 0 for all critical pairs {p, p′} ∈ critical−pairs(A) then
the differential system A = 0, S 6= 0 is regular (Lemma 20).
This criterion is useful for practical purposes but only gives a sufficient
condition. Consider the next differential system A = 0, SA 6= 0 for any
elimination ranking such that u > v. It generates only one ∆-polynomial
∆(p1, p2) = vy. Now, ∆(p1, p2) (vy + 1)
2 ∈ (Aα) for some derivative α < uxy.
Since (vy+1) is a multiple factor of p3, it is also a factor of the separant of p3
whence ∆(p1, p2) ∈ (Aα) : (S ∩ Rα)∞. Therefore A = 0, SA 6= 0 is a regular
differential system. However, the ∆-polynomial vy is reduced w.r.t. A.
A


p1 = ux + v,
p2 = uy,
p3 = vy(vy + 1)
2.
The following example (borrowed from [Boulier, 1997]) shows that the
coherence property is only a sufficient condition5 for Rosenfeld’s Lemma.
Consider the following system A of Q{t, u, v, w} endowed with derivations
w.r.t. x and y, for any ranking such that tx, ux, uy and vy are the leaders
of p1, p2, p3 and p4 respectively. It generates only one critical pair {p2, p3}.
The associated ∆-polynomial is ∆(p2, p3) = vy − wx.
A


p1 = t
2
x + vy,
p2 = ux + v,
p3 = uy + w,
p4 = (vy − wx)vy.
If the ranking is assumed to be orderly, then there exists a derivative α such
that tx, ux, uy, vy ≤ α < uxy. Then A ⊂ Aα and tx ∈ SA ∩ Rα. Using p1
and p4 it is clear that ∆(p2, p3) t
2
x ∈ (Aα). Since tx ∈ SA ∩ Rα it follows
that ∆(p2, p3) ∈ (Aα) : (SA ∩ Rα)∞ i.e. the critical pair {p2, p3} is solved
by A = 0, S 6= 0. This differential system is thus regular and Rosenfeld’s
Lemma applies. If the ranking is an elimination ranking such that t > u then
for each derivative α < uxy we have p1 /∈ Aα and tx /∈ SA ∩ Rα. It can be
proved [Boulier, 1997, Lemma 6] that ∆(p2, p3) /∈ (Aα) : (S ∩ Rα)∞ i.e. the
critical pair {p2, p3} is not solved by A = 0, S 6= 0. This differential system
is not regular w.r.t. this latter ranking. However, since the leaders and the
5Our condition of coherence, which is based on solved pairs, is not equivalent to that
of Rosenfeld. Our example applies to our definition, not to that of Rosenfeld.
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families SA are the same for both rankings, the conclusion of Rosenfeld’s
Lemma still holds.
4.3.1 Buchberger’s criteria
Most of the results of this section are borrowed from [Boulier, 1997]. Buch-
berger [1979] established a few criteria which predict that some S-polynomials
[Becker and Weispfenning, 1991, Definition 5.46] are reduced to zero with-
out having to actually reduce them. They turn out to be very important in
practice since most of the CPU time is spent in S-polynomials reductions.
Remark however they do not change the theoretical complexity of Gro¨bner
bases since this complexity expresses the size of the Gro¨bner basis (which
does not depend on the algorithm) in terms of the size of the input system.
Buchberger’s first criterion [Becker and Weispfenning, 1991, Lemma 5.66]
states that if the leading terms of two polynomials p and q are disjoint (i.e.
their least common multiple is equal to their product) then the S-polynomial
S(p, q) gets reduced to zero by the set {p, q}. In differential algebra, we
might conjecture that if p and q are two differential polynomials with leaders
θu and φu respectively and if θ and φ are disjoint then the ∆-polynomial
∆(p, q) full−rem {p, q} = 0. This conjecture is false in general but true in
the next case.
Proposition 26. — (analogue of Buchberger’s first criterion)
If p and q are two differential polynomials which are linear, homogeneous,
in one differential indeterminate, with constant coefficients and if (denoting
ld p = θu and ld q = φu) we have lcd(θu, φu) = θφu then ∆(p, q) full−rem
{p, q} = 0.
Proof. — LetR = K{u} be a differential polynomial ring endowed with
a ranking and a set of derivations {δ1, . . . , δm}. Let R¯ = K[x1, . . . , xm] be
a non differential polynomial ring. To each differential polynomial f = θ1u+
· · ·+θsu which is linear, homogeneous and with constant coefficients we may
associate a polynomial γf ∈ R¯ defined by γf = γθ1u+ · · ·+ γθsu, γc = c for
every c ∈ K and γ(δα11 · · · δαmm u) = xα11 · · ·xαmm . The monoid of terms over the
alphabet {x1, . . . , xm} is endowed with the admissible ordering [Becker and
Weispfenning, 1991, Definition 4.59] given by the ranking. Let p, q, r ∈ R
satisfying the hypotheses of the proposition. On the one hand, ∆(p, q) =
γ−1S(γp, γq) ; on the other hand r full−rem {p, q} = r¯ iff γr gets reduced to
γr¯ by the set {γp, γq}. By Buchberger’s first criterion, S(γp, γq) is reduced
to zero by {γp, γq} thus ∆(p, q) full−rem {p, q} = 0.
The following example shows that the conjecture is false if the equations
are not homogeneous: take p = ux + 1 and q = uy + u. The ∆-polynomial
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∆(p, q) = ux is reduced to 1 by the set {p, q}.
This one shows that the conjecture is false if the coefficients of the equa-
tions are not constants: assume the coefficient c is such that cy = 1 and take
p = ux+ cu and q = uy. The ∆-polynomial ∆(p, q) = cuy+u is reduced to u
by {p, q}.
In Proposition 27, we prove an analogue of Buchberger’s second criterion.
However we impose restrictions on the differential polynomials which have
no counterpart in the Gro¨bner bases theory. This makes the proof of its
implementation in the Rosenfeld–Gro¨bner algorithm more painful than in
the non differential case.
Proposition 27. — (analogue of Buchberger’s second criterion)
Let 〈p1, p2, p3〉 be a triple of differential polynomials such that (H1) the
leaders θ1u, θ2u and θ3u of the p’s have common derivatives and are pair-
wise different, (H2) lcd(θ1u, θ3u) is a derivative of θ2u and (H3) one of the
following conditions holds:
1. ld pi is not a derivative of ld pj (1 ≤ i, j ≤ 3 and i 6= j),
2. p1 < p2 < p3 or p3 < p2 < p1,
3. p2 < p1 < p3 and deg(p1, θ1u) = 1,
4. p1 < p3 < p2 and deg(p3, θ3u) = 1.
Let A = 0, S 6= 0 be a differential system. If (H4) the critical pairs {p1, p2}
and {p2, p3} are solved by A = 0, S 6= 0 and (H5) s1, s2, s3 ∈ S then the
critical pair {p1, p3} is solved by A = 0, S 6= 0.
Proof. — Denote θiju = lcd(θiu, θju). Because of H2 the derivation
operators (θ13/θ12) and (θ13/θ23) exist. Denote
∆3 = ∆
(
θ13
θ12
p1,
θ13
θ12
p2
)
,
∆1 = ∆
(
θ13
θ23
p2,
θ13
θ23
p3
)
.
Lemma: if there exist differential polynomials B, C and D and a power
product h of elements of S such that ldh < θ13u and
h∆(p1, p3) = B∆3 + C∆1 +D
θ13
θ1
p1 (8)
then the critical pair {p1, p3} is solved by A = 0, S 6= 0. Proof: by H4 and
Lemma 21 there exists a derivative v < θ13u such that ∆3, ∆1 ∈ (Av) : (S ∩
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Rv)
∞. By H5 there exists a power product h′ of elements of S such that
h′∆(p1, p3) ∈ (Av, (θ13/θ1)p1) and ldh′ = max(ldh, v) < θ13u. Denote w =
max(θ1u, ldh
′). Because of H1 we have w < θ13u. By H5 and Lemma 16,
∆(p1, p3) ∈ (Aw) : (S ∩ Rw)∞ and the critical pair {p1, p3} is solved by the
system A = 0, S 6= 0. This concludes the proof of the lemma.
If ld pi is not a derivative of ld pj (1 ≤ i, j ≤ 3 and i 6= j) then
s2∆(p1, p3) = s1∆1+ s3∆3. Because of H1 we have ld s2 < θ13u. By H5 our
lemma above applies and the critical pair {p1, p3} is solved by A = 0, S 6= 0.
If p1 < p2 < p3 then there exist some α1, α2, α3 ∈ N and some differential
polynomials q1, q2 and q3 such that
∆3 = s
α3
1
θ13
θ2
p2 − q3 θ13
θ1
p1,
∆1 = s
α1
2
θ13
θ3
p3 − q1 θ13
θ2
p2,
∆(p1, p3) = s
α2
1
θ13
θ3
p3 − q2 θ13
θ1
p1.
Denoting β = max(α2, α3), there exists a differential polynomial C such that
sβ−α21 s
α1
2 ∆(p1, p3) = s
β
1∆1 + q1 s
β−α3
1 ∆3 + C
θ13
θ1
p1.
Because of H1 we have ld(sβ−α21 s
α1
2 ) < θ13u. By H5 our lemma applies and
the critical pair {p1, p3} is solved by A = 0, S 6= 0. If p2 < p1 < p3 then
∆3 = s
α3
2
θ13
θ1
p1 − q3 θ13
θ2
p2.
Computing as above we find a relation
q3 s
α1
2 ∆(p1, p3) = q1 s
α2
1 ∆3 − q3 sα21 ∆1 + C
θ13
θ1
p1.
In the general case, one cannot apply our lemma for q3 /∈ S. Assume that
deg(p1, θ1u) = 1. By H5 we have q3 = s1 ∈ S. Because of H1, we have
ld(q3 s
α1
2 ) < θ13u. Our lemma applies and the critical pair {p1, p3} is solved
by A = 0, S 6= 0. The last case is similar to the former one.
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p1 = vu
3
xx + u
2
xx + ux,
p2 = uxy,
p3 = uyy + u
2
y,
p4 = vy,
p5 = vxxx + u
3
xx,
∆(p1, p2) = vyu
3
xx + uxy,
∆(p2, p3) = uyuxy. -
δy0 1 2
6δx
0
1
2 uxx
(θ1u)
uxy
(θ2u)
uyy (θ3u)
θ12u
θ23u
θ13u-
6
-
6
θ12/θ2
θ23/θ3
The picture illustrates Proposition 27 in the triangular case. Both ∆(p1, p2)
and ∆(p2, p3) are reduced to zero by A. Therefore the critical pairs {p1, p2}
and {p2, p3} are solved by the system A = 0, HA 6= 0. The least common
derivative between the leaders of p1 and p3 is a derivative of the leader of p2.
Thus the critical pair {p1, p3} is solved by the system.
5 Computing a regular decomposition
This section aims at proving Theorem 28 which constitutes the core of the
Rosenfeld–Gro¨bner algorithm. Our implementation of the algorithm, given
in Figure 1, can be viewed as a mere translation in some pseudo programming
language of the effective proof of this theorem.
Our implementation carries the analogue of Buchberger’s second criterion
out. It is a lifting for the differential algebra of the version of Buchberger’s
algorithm by Gebauer and Mo¨ller [1988]. The book of [Becker and Weispfen-
ning, 1991, pages 230–232] furnished us many important informations on that
subject. It is much more efficient than the ones given by Boulier [1994] or
Boulier et al. [1995].
Theorem 28. — (computing a regular decomposition)
If P0 = 0, S0 6= 0 is a differential system of a differential polynomial
ring R then it is possible to compute finitely many consistent regular differ-
ential systems Ai = 0, Si 6= 0 (1 ≤ i ≤ n) such that
p =
√
[P0] : S∞0 = [A1] : S∞1 ∩ · · · ∩ [An] : S∞n . (9)
This decomposition may contain components redundant w.r.t. p. Operations
needed are addition, multiplication, differentiation and equality test with zero
in the base field of R.
A quadruple G = 〈A, D, P, S〉 is a data structure which contains a dif-
ferential system being processed until it is regular. The set A ⊂ R contains
equations already processed. The set P ⊂ R contains the equations which
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are not yet processed. The set D contains critical pairs which have to be
solved and S ⊂ R contains the inequations.
Initially, P = P0, S = S0 and A = D = ∅. If P 6= ∅ or D 6= ∅
then the current quadruple is rewritten as finitely many quadruples by a
completion and splitting process. If P = D = ∅ then an autoreduction
process transforms the differential system A = 0, S 6= 0 as an equivalent
regular differential system A¯ = 0, S¯ 6= 0. The autoreduction process decides
if the system is consistent or not. In the former case, the regular differential
ideal [A¯]:S¯∞ becomes one of the components of intersection (9); in the latter,
the system is discarded.
Let G = 〈A, D, P, S〉 be a quadruple. We denote by P(D) the set of
all the differential polynomials p such that there exists a reduction critical
pair6 {p, p′} ∈ D with rank p > rank p′. Let F (G) = A ∪ P(D) ∪ P and
I (G) =
√
[F (G)] : S∞. The solutions of a quadruple G are defined as the
solutions of the differential system F (G) = 0, S 6= 0. A critical pair is said
to be solved by G if it is solved by the system F (G) = 0, S 6= 0. The
following axioms give the definition of critical pairs nearly solved by G.
A1 Every critical pair which is solved by G is nearly solved by G.
A2 Every critical pair which belongs to D is nearly solved by G.
A3 If {p1, p2} and {p2, p3} are critical pairs nearly solved by G and if the
triple 〈p1, p2, p3〉 satisfies the hypotheses H1, H2 and H3 of Proposi-
tion 27 then the critical pair {p1, p3} is nearly solved by G.
We are now ready to state some properties which will become loop in-
variants of our implementation of the Rosenfeld–Gro¨bner algorithm. Let
G = 〈A, D, P, S〉 be a quadruple.
I1 The rank of the set A is autoreduced.
I2 If {p, p′} ∈ D is a reduction critical pair with rank p > rank p′ = vd and
F = {f ∈ F (G) | rank f ≤ vd} then p′ ∈ (Fv) : (S ∩Rv)∞.
I3 Every critical pair {p, p′} ∈ critical−pairs(A) is nearly solved by G.
I4 If p ∈ A or p belongs to some critical pair of D then ip, sp ∈ S.
I5 If {p, p′} ∈ D is not a reduction critical pair then ∆(p, p′) ∈ I (G).
I6 If {p, p′} ∈ D is a critical pair then rank p 6= rank p′.
6Recall we don’t distinguish {p, p′} from {p′, p}.
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5.1 The final autoreduction process
Let G = 〈A, D, P, S〉 be a quadruple satisfying the invariants and s.t. D =
P = ∅. The differential system is not necessarily regular. We present here
one possible way to transform it as an equivalent regular differential system.
This process may show that I (G) = R. In that case, the quadruple G is
discarded. We build a sequence of differential systems. Let
A0 = A, S0 = S.
Let k ≥ 0 be an index. If Ak is not differentially triangular then let θu
be the greatest derivative occuring in some p ∈ Ak being also a proper
derivative of the leader θ′u of some p′ ∈ Ak. Denoting φ = θ/θ′, compute
p¯ = p full−rem φp′ and
Ak+1 = Ak \ {p} ∪ {p¯},
Sk+1 = Sk ∪ {ip¯, sp¯}.
If rankAk 6= rankAk+1 then I (G) = R (proved below) and the quadru-
ple is discarded. Let’s assume rankAk = rankAk+1. If Ak is differentially
triangular then take
A¯ = Ak, S¯ = Sk partial−rem A¯.
Proposition 29. — The autoreduction process terminates.
Proof. — The sequence of the rewritten derivatives θu is strictly de-
creasing and rankings are well orderings.
Proposition 30. — For each k ≥ 0 we have HAk ⊂ Sk. Moreover, HA¯ ⊂
S¯.
Proof. — The first statement is clear. The second one is due to the
fact that, since A¯ is differentially triangular, the initials and the separants
of its elements are partially reduced w.r.t. it, and are thus left inchanged by
the final partial reduction.
Proposition 31. — For each k ≥ 0, if rankAk 6= rankAk+1 then [Ak]:S∞k =
R.
Proof. — If rankAk 6= rankAk+1 then some initial ip of some element
of Ak has been reduced to zero. By Proposition 30 we have ip ∈ [Ak] : S∞k .
Since ip ∈ Sk (by Proposition 30 again) [Ak] : S∞k = R.
Let us now explicit the values of p¯, its initial and its separant. Let k ≥ 0
be an index. Since rankAk is autoreduced, ldφp
′ = θu < ld p and there exist
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some α ∈ N and differential polynomials q0, q1, q2 ∈ Rθu such that
p¯ = sαp′ p− q0 φp′, (10)
sp¯ = s
α
p′ sp − q1 φp′, (11)
ip¯ = s
α
p′ ip − q2 φp′. (12)
Lemma 32. — If rankAk = rankAk+1 then for every derivative v we have
7
(Ak,v) : (Sk ∩Rv)∞ ⊂ (Ak+1,v) : (Sk+1 ∩Rv)∞.
Proof. — First observe Sk ⊂ Sk+1. If v < ld p then Ak,v = Ak+1,v. If
v ≥ ld p, it suffices to prove p ∈ (Ak+1,v) : (Sk+1 ∩Rv)∞. Since ld p = ld p¯ we
have p¯ ∈ Ak+1,v. Since ldφp′ = θu < ld p we have φp′ ∈ Ak+1,v and sp′ ∈ Rv.
Using (10) and Proposition 30, we conclude p ∈ (Ak+1,v) : (Sk+1 ∩Rv)∞.
Proposition 33. — For each index k ≥ 0, we have [Ak]:S∞k = [Ak+1]:S∞k+1.
Proof. — The inclusion [Ak]:S
∞
k ⊂ [Ak+1]:S∞k+1 comes from Lemma 32.
The converse one. Assume f is a differential polynomial such that, for some
β, γ ∈ N we have iβp¯sγp¯f ∈ [Ak+1]. By relation (10) we have p¯ ∈ [Ak] : S∞k
hence [Ak+1] ⊂ [Ak] : S∞k . By relations (11) and (12) and the fact that
sp, sp′ , ip ∈ Sk (Proposition 30) f ∈ [Ak] : S∞k .
Lemma 34. — Assume that all the sets Ak have the same rank. Then all
critical pairs in critical−pairs(Ak) are solved by Ak = 0, Sk 6= 0.
Proof. — The proof is an induction on k. Basis of the induction. Every
critical pair {p, p′} ∈ critical−pairs(A0) is solved by A0 = 0, S0 6= 0 by I3,
the fact that D = ∅ and Proposition 27.
The general case. Let k ≥ 0 be an index. We assume (induction hypoth-
esis) that all critical pairs in critical−pairs(Ak) are solved by Ak = 0, Sk 6= 0
and we prove that, if {p1, p2} ∈ critical−pairs(Ak+1) then {p1, p2} is solved
by Ak+1 = 0, Sk+1 6= 0.
First subcase: p1 6= p¯ and p2 6= p¯. Then {p1, p2} ∈ critical−pairs(Ak) is
solved by the systemAk = 0, Sk 6= 0 i.e. there exists some v < lcd(ld p1, ld p2)
such that ∆(p1, p2) ∈ (Ak,v) : (Sk ∩ Rv)∞. By Lemma 32 ∆(p1, p2) ∈
(Ak+1,v) : (Sk+1∩Rv)∞ and the critical pair is solved by Ak+1 = 0, Sk+1 6= 0.
Second subcase: p1 = p¯. Since rankAk = rankAk+1 we have ld p = ld p¯ =
ld p1 = θ1u and (assuming with no loss of generality that p¯ < p2)
∆(p¯, p2) = sp¯
θ12
θ2
p2 − sp2
θ12
θ1
p¯.
7By Ak,v we mean Ev where E = Ak.
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Expanding the value of ∆(p¯, p2) using formulæ (10) and (11) and recalling
ldφp′ < ld p1 we see there exists a derivative v < θ12u such that s
α
p′∆(p, p2) ≡
∆(p¯, p2) (mod (Ak,v)). By the fact that the critical pair {p, p2} is solved by
Ak = 0, Sk 6= 0 (induction hypothesis) and Lemma 32 the critical pair
{p¯, p2} is solved by Ak+1 = 0, Sk+1 6= 0.
Proposition 35. — Every critical pair in critical−pairs(A¯) is solved by the
system A¯ = 0, S¯ 6= 0.
Proof. — According to Lemma 34 every critical pair in critical−pairs(A¯)
is solved by A¯ = 0, Sk 6= 0, where k is the index such that A¯ = Ak is dif-
ferentially triangular. It suffices to prove that for any derivative v we have
(A¯v) : (Sk ∩ Rv)∞ ⊂ (A¯v) : (S¯ ∩ Rv)∞. Let s ∈ Sk ∩ Rv be not partially
reduced w.r.t. A and s¯ = s partial−rem A. There exists a power product h
of elements of SA ∩Rv such that h s ≡ s¯ (mod (Av)). By Proposition 30 we
have SA ⊂ S¯ and the proposition is proved.
By Propositions 31 and 33, if the rank of the set Ak changes during the
autoreduction process then the differential system A = 0, S 6= 0 is proved to
be inconsistent and can be discarded. Let’s assume this is not the case. The
system A¯ = 0, S¯ 6= 0 is a regular differential system. Indeed A¯ is differen-
tially triangular (condition C1 is satisfied); S¯ contains HA¯ (Proposition 30)
and is partially reduced w.r.t. A¯ (condition C2 is satisfied); Proposition 35
proves condition C3 holds for A¯ = 0, S¯ 6= 0. Computing a Gro¨bner basis
of the ideal (A¯) : S¯∞ in dimension zero, one decides whether the regular dif-
ferential system A¯ = 0, S¯ 6= 0 is consistent (Point 1 of Corollary 24). If it
is inconsistent, it is discarded. Otherwise, I (G) = [A¯] : S¯∞ by Point 1 of
Theorem 25.
5.2 The completion process
We consider a quadruple G = 〈A, D, P, S〉 satisfying the invariants and
such that D 6= ∅ or P 6= ∅. Roughly speaking, we pick a new equation
q = 0 from these sets, reduce it by A and enlarge A with it (if non zero
of course). Applying the analogues of Buchberger’s criteria, we do not only
try to generate as few critical pairs as possible but also to remove as many
critical pairs as possible from D. The method is not optimal. Gebauer and
Mo¨ller’s version of the Buchberger algorithm is not either.
Pick either a differential polynomial q0 ∈ P or a critical pair {p0, p′0} ∈ D.
In the former case, let P ∗ = P \ {q0} let D∗ = D and q = q0 full−rem A. In
the latter let P ∗ = P , let D∗ = D \{{p0, p′0}} and q = ∆(p0, p′0) full−rem A.
Assume that q 6= 0 and that G′ = 〈A′, D′, P ′, S ′〉 be the quadruple returned
by the complete function given in Figure 2.
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Lemma 36. — A ⊂ A′ ∪P(D′).
Proof. — It suffices to show that if p ∈ A is such that ld p is a derivative
of ld q then the reduction critical pair {p, q} is kept8 inD1. By the hypothesis
H2 of Proposition 27, if {p, q} is not kept in D1, there exists a differential
polynomial p′ ∈ A such that lcd(ld p, ld q) = ld p is a derivative of ld p′. This
is impossible for p, p′ ∈ A and rankA is autoreduced.
Lemma 37. — If {p, p′} ∈ D∗ is a reduction critical pair then {p, p′} ∈ D2.
Proof. — Assume rank p > rank p′. Since {p, p′} is a reduction crit-
ical pair we have lcd(ld p, ld p′) = ld p. Thus, if the triple 〈p, q, p′〉 satisfies
the hypothesis H2 of Proposition 27 then ld p is a derivative of ld q hence
lcd(ld p, ld q) = ld p = lcd(ld p, ld p′) and the critical pair is kept in D2.
Lemma 38. — If vd is any rank, F = {p ∈ F (G) | rank p ≤ vd} and
F ′ = {p ∈ F (G′) | rank p ≤ vd} then (Fv) : (S ∩Rv)∞ ⊂ (F ′v) : (S ′ ∩Rv)∞.
Proof. — Denote F ∗ = {p ∈ A ∪ P(D∗) ∪ P ∗ | rank p ≤ vd}. By
Lemmas 36 and 37 we have F ∗ ⊂ F ′. We thus have two cases to consider.
First case: P ∗ 6= P . Precisely, we assume q = q0 full−rem A with q0 ∈ P
and we prove that, if rank q0 ≤ vd then q0 ∈ (F ′v) : (S ′ ∩ Rv)∞. This comes
from Lemma 36, the fact that the elements of A involved in the reduction
process of q0 have rank lower than or equal to that of q0 that HA ⊂ S ⊂ S ′
that q ∈ A′ and rank q ≤ rank q0.
Second case: P(D∗) 6= P(D). Precisely, we assume q = ∆(p0, p′0) full−rem
A and {p0, p′0} is a reduction critical pair with rank p0 > rank p′0. We prove
that, if rank p0 ≤ vd then p0 ∈ (F ′v) : (S ′ ∩Rv)∞.
Claim: there exists a power product h of elements of S ′ ∩ Rv such that
h p0 ≡ ∆(p0, p′0) mod (F ′v). Since {p0, p′0} is a reduction critical pair, there
exists some derivation operator φ such that ∆(p0, p
′
0) = p0 full−rem φp′0.
Thus there exist α, β ∈ N such that iαp′0 s
β
p′0
p0 ≡ ∆(p0, p′0) mod (φp′0). Using
Lemmas 36 and 37, the fact that G satisfies I2 and rank p′0 < rank p0 ≤ vd
we see p′0 ∈ (F ′v) : (S ′ ∩ Rv)∞. Since ldφp′0 = ld p0 ≤ v, we have φp′0 ∈
(F ′v) : (S
′ ∩Rv)∞. Since ip′0 , sp′0 ∈ S ′ ∩Rv by I4 the claim is proved. 
Now ld∆(p0, p
′
0) ≤ v thus, according to the specifications of Ritt’s algorithms
of reduction, there exists a power product h of elements of S ′ ∩Rv such that
h∆(p0, p
′
0) ≡ q mod (F ′v). Since rank q ≤ rank∆(p0, p′0) < vd we have
q ∈ F ′v. Using the claim above, the lemma is proved.
8Actually, the lemma is false when p, q are linear homogeneous differential polynomials,
in one differential indeterminate u, with constant coefficients and when ld q = u. In
that case, the equation p is lost. However, this does not matter for q := u = 0 makes
superfluous all other linear homogeneous differential polynomials in u alone and with
constant coefficients.
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Proposition 39. — I (G) : {iq, sq}∞ = I (G′).
Proof. — The inclusion I (G) : {iq, sq}∞ ⊂ I (G′) is a corollary of
Lemma 38. Let’s prove the converse inclusion and first that q ∈ I (G). For
this, we consider three cases:
First case: q = q0 full−rem A with q0 ∈ P . It is clear for q0 ∈ I (G),
A ⊂ I (G) and HA ⊂ S.
Second case: q = ∆(p0, p
′
0) full−rem A when {p0, p′0} is not a reduction
critical pair. It comes from I5 and the fact that A ⊂ I (G) and HA ⊂ S.
Third case: q = ∆(p0, p
′
0) full−rem A when {p0, p′0} is a reduction critical
pair (with rank p0 > rank p
′
0). It comes from the fact that p
′
0 ∈ I (G) by I2
(applied to G), p0 ∈ P(D) ⊂ I (G), A ⊂ I (G) and HA ⊂ S. Since
q ∈ I (G), we have A′ ⊂ I (G). If p ∈ P(D′) does not belong to P(D)
then p belongs to a reduction critical pair {p, q} ∈ D′ with p ∈ A ; thus
P(D′) ⊂ I (G). The proof follows the fact that P ′ ⊂ P and S ′ = S∪{iq, sq}.
Proposition 40. — G′ satisfies invariants I1, I4 and I6.
Proposition 41. — G′ satisfies invariant I5.
Proof. — This comes from the fact that all the critical pairs inD′ which
are not reduction critical pairs have the form {p, q} with p, q ∈ A′ ⊂ I (G′),
that I (G) ⊂ I (G′) and G satisfies I5.
Proposition 42. — G′ satisfies invariant I2.
Proof. — Invariant I2 is satisfied for all reduction critical pairs in D′
which are not in D since those critical pairs have the form {p, q} with
rank p > rank q and q ∈ A′. Invariant I2 is satisfied for all reduction critical
pairs in D′ which belong also to D by Lemma 38.
Lemma 43. — If v is any derivative then every {p, p′} ∈ critical−pairs(A ∪
{q}) which is such that lcd(ld p, ld p′) < v is nearly solved by G′.
Proof. — By induction on v. Basis of the induction: if v is less than or
equal to the minimum v0 of lcd(ld p, ld p
′) for all {p, p′} ∈ critical−pairs(A∪
{q}) then the lemma is trivially satisfied. In the general case, let us assume
that v > v0 and (induction hypothesis) that every {p, p′} ∈ critical−pairs(A∪
{q}) such that lcd(ld p, ld p′) < v is nearly solved by G′.
First case: p 6= q and p′ 6= q.
First subcase: if {p, p′} is solved by G then, by Lemma 38, the critical pair
{p, p′} is solved by G′. It is thus nearly solved by G′ according to A1.
Second subcase: if {p, p′} ∈ D∗ then either it belongs to D′ or it does not.
In the former case, it is nearly solved by G′ according to A2. In the latter,
the triple 〈p, q, p′〉 satisfies the hypotheses H1 to H3 of Proposition 27 and
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lcd(ld p, ld p′) is a proper derivative of both lcd(ld p, ld q) and lcd(ld p′, ld q).
By the induction hypothesis and A3, the critical pair {p, p′} is nearly solved
by G′.
Third subcase: if {p, p′} = {p0, p′0} ∈ D and q = ∆(p0, p′0) full−rem A then
{p, p′} is solved by the differential system A∪{q} = 0, S ′ 6= 0 (specifications
of Ritt’s reduction algorithms). By Lemma 36 and the fact that q ∈ A′, the
critical pair {p, p′} is solved by G′. It is thus nearly solved by G′ according
to A1.
Second case: the critical pair is formed by q and some p ∈ A.
First subcase: If {p, q} ∈ D1 ⊂ D′ then {p, q} is nearly solved by G′ accord-
ing to A2.
Second subcase: If {p, q} /∈ D′ then either it is solved by G′ according to
Proposition 26 or there exists a critical pair {p′, q} ∈ D1 ⊂ D′ such that the
triple 〈q, p′, p〉 satisfies the hypotheses H1 to H3 of Proposition 27. In this
latter case, lcd(ld p, ld q) is a derivative of lcd(ld p, ld p′) and, according to
the first case considered above, the critical pair {p, p′} ∈ critical−pairs(A)
is solved by G′. By A3 the critical pair {p, q} is nearly solved by G′.
Proposition 44. — G′ satisfies I3.
Proof. — This follows Lemma 43 and the fact that A′ ⊂ A ∪ {q}.
5.3 Splittings
When the completion process enlarges A with a new equation q = 0, the set S
is also enlarged with two inequations iq 6= 0, sq 6= 0. In order not to loose
solutions of the current quadruple, we must also consider its solutions which
cancel the initial or the separant of q. This we do by splitting cases as in
Seidenberg’s elimination algorithms. The argument relies on the differential
analogue of Hilbert’s theorem of zeros (Theorem 14).
Lemma 45. — If A = 0, S 6= 0 is a differential system and h is a differential
polynomial then every solution of A = 0, S 6= 0 is a solution of A ∪ {h} =
0, S 6= 0 or a solution of A = 0, S ∪ {h} 6= 0 and conversely.
Corollary 46. —
√
[A] : S∞ =
√
[A, h] : S∞ ∩√[A] : (S ∪ {h})∞.
Proof. — The corollary comes from Lemma 45 and the corollary 15 of
the theorem of zeros.
Let’s come back to the quadruples G, G′ and to the differential polyno-
mial q of section 5.2. Denote rank q = vd. Let qi = q−iq vd and qs = d q−v sq.
Denote
Gi = 〈A, D∗, P ∗ ∪ {iq, qi}, S〉,
Gs = 〈A, D∗, P ∗ ∪ {sq, qs}, S ∪ {iq}〉.
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Proposition 47. — I (G) = I (Gi) ∩I (Gs) ∩I (G′).
Proof. — Using Lemma 45, every solution of F (G) = 0, S 6= 0 is
a solution of F (G) ∪ {iq} = 0, S 6= 0 (denoted by Σi) or a solution of
F (G) = 0, S ∪ {iq} 6= 0 and conversely. Using Lemma 45 again, every
solution of the latter system is a solution of F (G) ∪ {sq} = 0, S ∪ {iq} 6= 0
(denoted by Σs) or a solution of F (G) = 0, S ∪ {iq, sq} 6= 0 (denoted by
Σ′) and conversely. The system Σi (respectively Σs) has the same solutions
as the quadruple Gi (respectively Gs). By Proposition 39, the system Σ
′ has
the same solutions as the quadruple G′. The proposition follows now from
Corollary 46.
Observe that if a differential polynomial h does not divide zero modulo√
[Σ] then there is no need of splitting on h since in that case
√
[Σ] =√
[Σ] : h∞. This is the case for instance if h ∈ K (h 6= 0).
5.3.1 The system Gi satisfies all the invariants
Note: the proofs are simpler variants of the ones given for G′ in section 5.2.
They rely on the fact that q ∈ (iq, qi) and rank iq, qi < rank q. Therefore,
since q ∈ (sq, qs) and rank sq, qs < rank q the same proofs hold for Gs ; if
q = 0 then they hold for the quadruple G∗ = 〈A, D∗, P ∗, S〉 too.
Lemma 48. — If vd is any rank, F = {p ∈ F (G) | rank p ≤ vd} and
Fi = {p ∈ F (Gi) | rank p ≤ vd} then (Fv) : (S ∩Rv)∞ ⊂ (Fi,v) : (Si ∩Rv)∞.
Proof. — We only have to consider two cases.
First case: P ∗ 6= P . More precisely, we assume q = q0 full−rem A with
q0 ∈ P and we prove that, if rank q0 ≤ vd then q0 ∈ (Fi,v) : (Si ∩Rv)∞. This
comes from the fact that the elements of A involved in the reduction process
of q0 have rank lower than or equal to that of q0, the fact that HA ⊂ S ⊂ S ′
and the fact that q ∈ (iq, qi) ⊂ (Fi,v).
Second case: P(D∗) 6= P(D). More precisely, we assume
q = ∆(p0, p
′
0) full−rem A and {p0, p′0} is a reduction critical pair with
rank p0 > rank p
′
0. We prove that, if rank p0 ≤ vd then p0 ∈ (Fi,v):(Si∩Rv)∞.
Claim: there exists a power product h of elements of Si ∩ Rv such that
h p0 ≡ ∆(p0, p′0) mod (Fi,v). Since {p0, p′0} is a reduction critical pair, there
exists some derivation operator φ such that ∆(p0, p
′
0) = p0 full−rem φp′0.
Thus there exist α, β ∈ N such that iαp′0 s
β
p′0
p0 ≡ ∆(p0, p′0) mod (φp′0). Us-
ing the fact that G satisfies I2 and rank p′0 < rank p0 ≤ vd we see p′0 ∈
(Fi,v) : (Si∩Rv)∞. Since ldφp′0 = ld p0 ≤ v, we have φp′0 ∈ (Fi,v) : (Si∩Rv)∞.
Since ip′0 , sp′0 ∈ Si ∩Rv by I4 the claim is proved. 
Now ld∆(p0, p
′
0) ≤ v thus, according to the specifications of Ritt’s algo-
rithms of reduction, there exists a power product h of elements of Si ∩ Rv
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such that h∆(p0, p
′
0) ≡ q mod (Fi,v). Since rank iq, qi < rank∆(p0, p′0) < vd
and q ∈ (iq, qi) we have q ∈ (Fi,v). Using the claim, the lemma is proved.
Proposition 49. — Gi satisfies invariants I1, I4 and I6.
Proposition 50. — Gi satisfies invariant I5.
Proof. — Because I (G) ⊂ I (Gi) and G satisfies invariant I5.
Proposition 51. — Gi satisfies invariant I2.
Proof. — This proposition is a corollary of Lemma 48.
Proposition 52. — Gi satisfies invariant I3.
Proof. — Because of Lemma 48, all the critical pairs in D solved
by G which still belong to D∗ are also solved by Gi. It suffices thus to
show that if q = ∆(p0, p
′
0) full−rem A then {p0, p′0} is solved by Gi. This
critical pair is solved by the differential system A ∪ {q} = 0, Si 6= 0. Since
q ∈ (iq, qi) ⊂ F (Gi) and rank iq, qi < rank q the critical pair {p0, p′0} is
solved by Gi.
5.4 Proof of Theorem 28
The axioms below define a partial ordering among quadruples. Let G =
〈A′, D′, P ′, S ′〉 and G = 〈A, D, P, S〉 be two quadruples such that rankA
and rankA′ are autoreduced.
O1 If A′ < A then G′ is said to be of lower rank than G.
O2 If A′ = A and D′ has fewer elements than D then G′ is said to be of
lower rank than G.
O3 Assume A′ = A and D′ = D. If there exists a differential polynomial p ∈
P and a finite set E (possibly empty) of differential polynomials all of
lower rank than p such that P ′ = P \ {p} ∪ E then G′ is said to be of
lower rank than G.
Lemma 53. — The ordering defined above is artinian (i.e. every strictly
decreasing sequence of quadruples is finite).
Proof. — We assume there exists an infinite strictly decreasing se-
quence (Gn) of quadruples and seek a contradiction. Denote Gn = 〈An, Dn,
Pn, Sn〉. Since the ordering on autoreduced sets of differential polynomials
is artinian, (Gn) contains an infinite subsequence (Gin) of quadruples such
that all Ai’s have the same rank. By a similar argument, (Gin) contains itself
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an infinite subsequence (Gjn) of quadruples such that all Aj’s have the same
rank and all Dj have the same number of elements. By an argument of graph
theory [Ko¨nig, 1950, Satz 6.6] (i.e. every infinite locally finite9 tree contains a
branch of infinite length) there exists (taken from the Pj) an infinite strictly
decreasing sequence of differential polynomials. This cannot be for rankings
are well-orderings. This final contradiction proves the Lemma.
Proof of Theorem 28. Differential systems are represented using quadru-
ples. Let G = 〈A, D, P, S〉 be a quadruple of R satisfying the invariant prop-
erties I1 up to I6. The initial system, coded 〈∅, ∅, P0, S0〉 satisfies them.
We assume inductively that the theorem holds for any quadruple G′ < G
satisfying the invariants. The induction is transfinite (Lemma 53).
Basis of the induction. Assume D and P are empty Applying the method
described in section 5.1, one decides whether the differential system A =
0, S 6= 0 is consistent or not. It is discarded if it is inconsistent else one gets
a regular differential system A¯ = 0, S¯ 6= 0 such that I (G) = [A¯] : S¯∞.
General case. Assume D or P not empty. Pick either a differential poly-
nomial q0 ∈ P or a critical pair {p0, p′0} ∈ D. In the former case, let
P ∗ = P \ {q0} let D∗ = D and q = q0 full−rem A. In the latter let P ∗ = P ,
let D∗ = D \ {{p0, p′0}} and q = ∆(p0, p′0) full−rem A.
Assume that q = 0 and let G∗ = 〈A, D∗, P ∗, S〉. The quadruple G∗
satisfies the invariants (cf. the note in section 5.3.1). Since I (G) = I (G∗)
and G∗ < G by O2 or O3 the quadruple G∗ can be disposed of by induction.
Assume q 6= 0. Let G′ be any quadruple obtained following section 5.2.
The quadruple G′ satisfies the invariants and is of lower rank than G accord-
ing to O1. It can be disposed of by induction.
Denote rank q = vd. Let qi = q − iq vd and qs = d q − v sq. Form
two quadruples Gi and Gs as in section 5.3. Since qi, qs, iq, sq < q the
quadruples Gi and Gs are both of lower rank than G according to O2 or O3.
They satisfy the invariants. They can be disposed of by induction.
The proof of the theorem is now completed by Proposition 47.
5.5 About the implementation
The pseudo-code given in Figure 3 provides a method for constructing D′
from D0 and D
∗ in the complete function given in Figure 2. Note that the
first loop keeps the critical pairs which could be discarded using the analogue
of Buchberger’s first criterion (Proposition 26). Let’s pseudo-quote [Becker
9A tree is said to be locally finite if only finitely many branches start from each of its
nodes.
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and Weispfenning, 1991, page 231]: “if two or more critical pairs have the
same least common derivative of leaders, so that there is a choice as to which
one(s) should be deleted, then it is advantageous to try and keep one which
will be discarded later by the analogue of Buchberger’s first criterion. That
way, one eventually gets rid of all of them.”
5.5.1 Avoiding splittings
As stated in section 5.3, if a differential polynomial h does not divide zero
modulo p =
√
[P0] : S∞0 then there is nod need of splitting on h. Here is a
way to apply this idea: before computing a decomposition of p w.r.t. to some
desired ranking R first compute a decomposition of p w.r.t. another ranking
R ′ chosen heuristically so that the representation involves only few compo-
nents. Afterwards, use it while computing the decomposition of p w.r.t. R:
each time the algorithm is about to split computations between (say) h = 0
and h 6= 0, test whether h is a divisor of zero modulo p. If h is proved not
to be a divisor of zero, the splitting can be avoided and the branch h = 0
discarded. The differential polynomial h ∈ p if and only if the branch h 6= 0
only leads to inconsistent regular differential systems. Such branches can
therefore always be detected and discarded. If h is proved to be a divisor
of zero or if nothing can be proved then the splitting must be generated.
The method above is particularly interesting when p can be represented by
a unique regular differential system C = 0 which is orthonomic (i.e. all the
initials and separants of C belong to the base field of R). In that case (which
turns out to happen quite often) p = [C] is prime. No differential polynomial
can divide zero modulo a prime ideal. The implementation of the Rosenfeld–
Gro¨bner algorithm in the diffalg package applies this improvement.
5.5.2 Reducing the inequations
It is interesting to keep S partially reduced w.r.t.A for inequations are usually
small differential polynomials (for problems which can be handled): reducing
them is not very CPU expensive and can point out inconsistencies. Note
invariant I4 must then be changed and proofs modified.
5.5.3 Linear equations
If our implementation is given linear differential polynomials then the ana-
logue of Buchberger’s second criterion always applies ; moreover, no splittings
are generated. In particular, if the given system is a set of non differential
polynomials, coded as differential polynomials linear, homogeneous, in one
differential indeterminate with constant coefficients then this implementation
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behaves exactly (up to the implementation overhead) as a good implementa-
tion of the Buchberger’s algorithm (the one of Gebauer and Mo¨ller [1988]).
6 Computing canonical representatives
According to the results of the previous sections any regular differential
ideal may be presented by a regular differential system and by its associated
Gro¨bner basis. This was the choice in Boulier et al. [1995]. This representa-
tion is not only heavy but also non canonical for different regular differential
systems may define the same regular differential ideal. In this section, we
define better representatives of regular differential ideals that we call charac-
teristic presentations. Theorem 59 then shows how to compute characteristic
presentations from regular differential systems. The Rosenfeld–Gro¨bner al-
gorithm (Theorem 60) can then be stated.
6.1 Characteristic presentations
The implication from left to right in the proof of the following theorem was
already proved in [Boulier et al., 1995, Lemma 5, page 162].
Theorem 54. — (canonicity theorem)
If A1 = 0, S1 6= 0 and A2 = 0, S2 6= 0 are two regular differential
systems of some differential polynomial ring R then [A1] :S
∞
1 = [A2] :S
∞
2 iff
(A1) : S
∞
1 = (A2) : S
∞
2 .
Proof. — The implication from left to right. We assume (H1) that
[A1] : S
∞
1 = [A2] : S
∞
2 and (H2) that (A1) : S
∞
1 6= (A2) : S∞2 . We seek a
contradiction. Denote B1 = p1 < · · · < pn and B2 = q1 < · · · < qm the
Gro¨bner bases associated to the algebraic regular ideals. Apply H2 and
assume B1 < B2. There exists an index i ≤ n such that pi is not reduced
to zero by B2 and pj = qj (1 ≤ j < i). By H1 we have pi ∈ [A2] : S∞2 .
By Corollary 12 and the fact that pj = qj (1 ≤ j < i), the differential
polynomial pi is partially reduced w.r.t. q1, . . . , qi−1. It is also partially
reduced w.r.t. qi, . . . , qm for ld pi ≤ ld qi, . . . , ld qm and B2 is a Gro¨bner
basis w.r.t. an elimination ordering defined by a ranking. By Corollary 12,
pi is partially reduced w.r.t. A2. By Rosenfeld’s Lemma pi ∈ (A2) : S∞2 .
Contradiction.
The implication from right to left now. We assume (H1) that (A1):S
∞
1 =
(A2) : S
∞
2 and (H2) that p ∈ [A1] : S∞1 . We claim p ∈ [A2] : S∞2 . Let
q = (p partial−rem A2). There exists thus a power product h of elements
of S2 such that h p ≡ q modulo [A2]. According toH1 we have A2 ⊂ [A1]:S∞1
thus h p ≡ q modulo this latter ideal. Because of H2 we have q ∈ [A1] : S∞1 .
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By Corollary 12 andH1 again q is partially reduced w.r.t. A1. By Rosenfeld’s
Lemma, it belongs to (A1):S
∞
1 = (A2):S
∞
2 . Let’s summarize: (p partial−rem
A2) ∈ (A2) : S∞2 . By Point 2 of Corollary 24, p ∈ [A2] : S∞2 .
In the next definition, the only purpose of conditions C2 and C3 is to
ensure the canonicity property of characteristic presentations.
Definition 55. — (characteristic presentations)
Let A = 0, S 6= 0 be a consistent regular differential system of a differen-
tial polynomial ring R for a ranking R and B be the Gro¨bner basis associated
to the regular algebraic ideal (A) : S∞, computed in dimension zero.
A differentially triangular set C = p1 < · · · < pn is called a characteristic
presentation of the regular differential ideal [A]:S∞ if it satisfies the following
conditions:
C1 for any p ∈ R we have p ∈ [A] : S∞ if and only if (p full−rem C) = 0,
C2 the set C is a minimal differentially triangular subset of B,
C3 if C ′ = p′1 < · · · < p′n is another set which satisfies C1 and C2 and
i ≤ n is the smallest index such that pi 6= p′i then the leading term10
of pi is less than the one of p
′
i.
A characteristic presentation C of a regular differential ideal [A] : S∞ is
not exactly a characteristic set in the sense of Ritt of the ideal since it is
not autoreduced. However, it has the same rank as the characteristic sets
of the ideal and it could easily be made autoreduced by performing a few
reductions. We have [A] : S∞ = [C] :H∞C . Remark also that a characteristic
set of [A] : S∞ is not necessarily a characteristic presentation of this ideal
since it may reduce to zero more than the ideal.
Theorem 56. — (canonicity of characteristic presentations)
If it exists, the characteristic presentation of a regular differential ideal is
a canonical representative of this ideal (it only depends on the ideal and on
the ranking).
Proof. — It is an easy consequence of Theorem 54, conditions C2 and
C3 and the canonicity property of reduced Gro¨bner bases.
Here is an algorithm to extract a minimal differential triangular subset C
from the associated Gro¨bner basisB of a consistent regular differential system
A = 0, S 6= 0: for each derivative v which is the leader of some element of A,
pick from B a differential polynomial with leader v and with minimal degree
in v (among the elements of B whose leader is v).
10The term ordering used is the elimination one given by the ranking.
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If C is such a set of differential polynomials then C is a triangular subset
of B. By Lazard’s Lemma, a derivative v is the leader of some element of B
if and only if it is the leader of some element of A. Thus C is a minimal
triangular subset of B. Since A is differentially triangular, so is C.
Lemma 57. — (algorithmic test for condition C1)
Let A = 0, S 6= 0 be a consistent regular differential system of a differ-
ential polynomial ring R for a ranking R and B be its associated Gro¨bner
basis.
If C is a minimal differentially triangular subset of B and no element of
HC is a divisor of zero modulo (A) : S
∞ then C satisfies C1.
Proof. — By the hypothesis and Point 3 of Corollary 24, no element
of HC is a divisor of zero modulo [A] : S
∞. Since C ⊂ [A] : S∞, the set C
only reduces to zero elements of this differential ideal.
By the corollary of Lazard’s Lemma, a derivative v is the leader of some
element of C if and only if it is the leader of some element of B. Thus if p is a
non zero differential polynomial reduced in the sense of Ritt w.r.t. C then p is
partially reduced w.r.t. A on one hand; on the other hand, the terms of p are
not divisible by the leading terms of the elements of B thus p is irreducible
by the Gro¨bner basis B and p /∈ (B) = (A) : S∞. By Rosenfeld’s Lemma,
p /∈ [A] : S∞. Thus every element of [A] : S∞ is reduced to zero by C.
Lemma 58. — Let A = 0, S 6= 0 be a consistent regular differential system of
a differential polynomial ring R for a ranking R, B be its associated Gro¨bner
basis and C be a minimal differentially triangular subset of B.
An element h ∈ HC is a divisor of zero modulo (B) if and only if the
reduced Gro¨bner basis of (B) : h∞ (computed in dimension zero) is different
from B.
Proof. — First note h /∈ (B) for h is irreducible by B. Now, the
ideal (B) is radical by Lazard’s Lemma; the prime ideals which are minimal
over (B) : h∞ are the minimal prime ideals of (B) which do not contain h;
a polynomial h is a divisor of zero modulo a radical ideal r if and only if it
belongs to some but not all of the prime ideals which are minimal over r;
reduced Gro¨bner bases are canonical representatives of the ideals they gen-
erate.
Theorem 59. — (computing characteristic presentations)
If A = 0, S 6= 0 is a consistent regular differential system for a ranking R
of a differential polynomial ring R then it is possible to compute finitely
many regular differential ideals given by characteristic presentations Ci (i =
1, . . . , n) such that
[A] : S∞ = [C1] :H∞C1 ∩ · · · ∩ [Cn] :H∞Cn . (13)
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This decomposition does not contain redundant components w.r.t. [A] : S∞.
Operations needed are addition, multiplication and equality test with zero in
the base field of R.
Proof. — Denote r = [A] : S∞ and B the Gro¨bner basis associated to
(A) : S∞. The paragraph above Lemma 57 shows how to extract minimal
differentially triangular subsets C from B. Lemmas 57 and 58 show how to
test if one of them is a characteristic presentation of r.
The proof is an induction on the number of prime components of (B).
If (B) is prime and C is a minimal differentially triangular subset of B then
no element of HC divides zero modulo (B) hence C satisfies C1.
Assume (A) : S∞ admits no characteristic presentation. Let C be a min-
imal differentially triangular subset of B and p ∈ HC be a divisor of zero
modulo (B). We have r = r1∩r2 where r1 =
√
[A ∪ {p}] : S∞ and r2 = r:p∞.
Both r1 and r2 have fewer components than r. The latter ideal is a regular
differential system whence is disposed of by induction. Using Theorem 28,
one can compute a representation of r1 as an intersection of regular differen-
tial ideals. Moreover, one can manage to compute an irredundant intersection
by using the technique described in paragraph 5.5.1
The method described in the proof above is the one applied in the diffalg
package. It is not very efficient. The Lextriangular algorithm of Lazard
[1992] (see also [Moreno Maza, 1997]) would be much more efficient and
would even permit us to completely avoid the use of Gro¨bner bases.
6.1.1 An example
Some regular differential ideals (quite unusual in practice) have no charac-
teristic presentation. An example is given by the following triangular set A,
for the elimination ordering x5 > · · · > x1. The example is purely algebraic
but can be easily transformed into a differential one.
A


p3 = ((x
2
2 + x1)x5 + x
2
4 + x3)(x2x5 + x4),
p2 = x4(x
2
4 + x3),
p1 = x2(x
2
2 + x1).
Below is the reduced Gro¨bner basis B (computed over Q) of the ideal (A):S∞A
for the elimination ordering x5 > · · · > x1.
B


b5 = x5,
b4 = x4(x
2
4 + x3),
b3 = x1x
2
4 + (x
2
2 + x1)x3,
b2 = x2x4,
b1 = x2(x
2
2 + x1).
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It contains only one minimal triangular subset {b1, b2, b5}, which is not a
characteristic presentation of r = (A) : S∞A since the initial x2 of b2 is a
divisor of zero modulo r. Moreover, r contains no differentially triangular
subset satisfying C1. Let us assume the existence of such a set C and seek a
contradiction. This set reduces b2 to zero. So it contains either a polynomial
p ∈ r ∩ K[x1, x2] of degree 1 in x2 (impossible) or a polynomial p ∈ r ∩
K[x1, . . . , x4] of degree 1 in x4, say p = a1 x4 + a0. In this latter case,
p ∈ (b1, b2) is a multiple of x2 and so is a1 which is thus a divisor of zero
modulo r (contradiction). According to Theorem 59, the regular ideal can be
decomposed as an intersection of regular ideals which admit characteristic
presentations. The ideal r = (A) : S∞A is decomposed as the intersection
r = r1 ∩ r2 where r1 = r : x∞2 and r2 = r + (x2). Here are characteristic
presentations of these two ideals.
r1


x5,
x4,
x22 + x1 ;
r2


x5,
x24 + x3,
x2.
6.2 The main theorem
Theorem 60. — (the Rosenfeld–Gro¨bner algorithm)
If P0 = 0, S0 6= 0 is a differential system of a differential polynomial
ring R then it is possible to compute finitely many regular differential systems
given by characteristic presentations Ci (i = 1, . . . , n) such that
p =
√
[P0] : S∞0 = [C1] :H∞C1 ∩ · · · ∩ [Cn] :H∞Cn . (14)
Operations needed are addition, multiplication, differentiation and equality
test with zero in the base field of R. This decomposition may contain compo-
nents redundant w.r.t. p. It provides a normal simplifier for the equivalence
relation modulo this ideal i.e.
p ∈ p ⇐⇒ p full−rem Ci = 0 (1 ≤ i ≤ n).
Proof. — The first claim is proved by Theorems 28 and 59. The
property of being a normal simplifier is a consequence of condition C1 of
definition 55.
By applying a primary decomposition algorithm over the regular decom-
position of p, one would get a (redundant) differential prime decomposition
of p (see a remark below Theorem 25). This algorithm would probably be
much more efficient than the characteristic sets algorithm of Ritt [1950] and
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would provide the same result. Remark that decomposition of radical differ-
ential ideals in regular differential ideals does not depend on the base field
whereas the decomposition in prime differential ideals does. The computed
representation of a radical differential ideal p is not canonical because of the
regular components which may be redundant w.r.t. p. Moreover, even if r is
a regular differential ideal which is not redundant w.r.t. p, there may exist
among the minimal differential prime components of r some differential ideals
redundant w.r.t. p. Deciding whether a regular differential ideal is redundant
or not w.r.t. a decomposition of type (14) is related to a famous open problem
in differential algebra [Kolchin, 1973, page 166]. The computed representa-
tion of p is therefore not a canonical simplifier for the equivalence relation
modulo p. However, being a normal simplifier is enough for deciding whether
two given differential polynomials p and q are equivalent modulo p for p ≡ q
if and only if p− q ≡ 0 modulo p. In the case of differential ideals generated
by only one differential polynomial, the problem of the computation of the
minimal prime decomposition is solved by the Low Power Theorem [Kolchin,
1973, chapter IV, section 15], much studied by Ritt [1950] and Levi [1945].
See also [Hubert, 1997] for an implementation of this theorem based on the
Rosenfeld–Gro¨bner algorithm and a generalization of it to regular differential
decompositions.
7 Formal power series solutions of regular dif-
ferential ideals
The content of this section is a variant of Seidenberg’s results [Seidenberg,
1956, Theorem 11, page 59] [Seidenberg, 1958, Embedding Theorem] and
1969. We give proofs for the sake of completeness and because the hypotheses
of Seidenberg’s theorems are slightly different from ours. This section was
also partly inspired by Pe´ladan-Germa [1997].
Let A = 0, S 6= 0 be a differential system of a differential polynomial
ring R = K{u1, . . . , un} and R0 be the ring of the differential polynomials
partially reduced w.r.t. A. Let φ0 be any algebraic solution of A = 0, S 6= 0,
viewed as a non differential system of R0. The solution φ0 defines aK-algebra
homomorphism φ0 : R0 → G where G is some field extension of K. Note
that φ0 maps the elements of S to nonzero elements of G. We prove first
(Proposition 62) that φ0 extends to a unique solution φ of the differential ideal
[A] :S∞. Then we prove φ is uniquely defined (Proposition 63) and provides
the coefficients of a formal power series solution of [A] :S∞ (Proposition 65).
Let v ∈ ΘU be a derivative and let p = v partial−rem A. There exists
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then a power product h of elements of S and a differential polynomial p ∈ R0
such that
h v ≡ p mod [A]. (15)
We define φ(v) = φ0(p)/φ0(h).
Lemma 61. — The map φ is well defined (i.e. the definition does not depend
on the differential polynomials h and p).
Proof. — Let h, p be the differential polynomials defined in congru-
ence (15). Assume there exists another power product h′ of elements of S
and another differential polynomial p′ ∈ R0 such that h′ v ≡ p′ mod [A].
We have hp′ − h′p ∈ [A] : S∞ ∩ R0. Since A = 0, S 6= 0 is a regular differ-
ential system, Rosenfeld’s Lemma applies and hp′ − h′p ∈ (A) : S∞ whence
φ0(p)/φ0(h) = φ0(p
′)/φ0(h
′).
The map φ extends to a unique K-algebra homomorphism K[ΘU ] → G
that we denote by φ also.
Proposition 62. — If p ∈ [A] : S∞ then φ(p) = 0.
Proof. — First observe that if p is a proper derivative of some element
of A then there exists a possible partial reduction such that p partial−rem
A = 0 ; according to Lemma 61 we have φ(p) = 0. Now, if p ∈ [A] : S∞ then
p¯ = (p partial−rem A) ∈ (A) : S∞ by Rosenfeld’s Lemma whence φ(p¯) = 0.
Moreover, there exists a power product h of elements of S such that h p− p¯
is equal to a linear combination of proper derivatives of elements of A ; thus
φ(p) = φ(p¯)/φ(h) = 0.
Proposition 63. — The homomorphism φ is the unique K-algebra homo-
morphism extending φ0 which maps [A] : S
∞ to zero.
Proof. — Assume there exists another homomorphism φ′ extending φ0
which maps [A] : S∞ to zero. Let v ∈ ΘU be a derivative and h, p be
the differential polynomials defined in congruence (15). We have φ′(v) =
φ0(p)/φ0(h) = φ(v).
If α = (α1, . . . , αm) ∈ Nm is a multi-index, and η = (η1, . . . , ηm) ∈ Gm,
then let α ! =
∏m
i=1 αi ! and (x − η)α = (x1 − η1)α1 · · · (xm − ηm)αm and
δα = δα11 · · · δαmm . To each differential indeterminate u ∈ U we can associate
a formal power series (η is the point of expansion of the series):
u¯ =
∑
α∈Nm
φ(δαu)
α!
(x− η)α.
The derivations defined over R act over such a formal power series according
to the rules:
δixi = 1, δixj = 0, (i 6= j).
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Lemma 64. — The substitution u → u¯ defines a differential homomorphism
of K-algebra R→ G[[x− η]].
We omit the proof which is purely computational.
Proposition 65. — The n-tuple (u¯1, . . . , u¯n) is a differential solution of
the differential ideal [A] : S∞.
Proof. — Using Lemma 64, for any differential polynomial p ∈ R we
have
p(u¯1, . . . , u¯n) =
∑
α∈Nm
φ(δαp)
α!
(x− η)α
hence p(u¯1, . . . , u¯n) = 0 if and only if φ(δ
αp) = 0 for each α ∈ Nm. Since φ
maps [A] :S∞ to zero and [A] :S∞ is a differential ideal, for every p ∈ [A] :S∞
and every α ∈ Nm we have φ(δαp) = 0 whence p(u¯1, . . . , u¯n) = 0.
A regular differential ideal may have a formal power series solution for
initial conditions which annihilate some elements of S. The simplest example
is probably u2x − 4u = 0 with ux 6= 0 and φ0(ux) = 0 (the solution being
u(x) = x2). The formal power series defined here do not belong to G[[x]] but
to G[[x− η]].
8 Examples
We detail the resolution of the system presented in the introduction with the
help of the diffalg package of MAPLE V.
Σ


u2x − 4u = 0,
uxy vy − u+ 1 = 0,
vxx − ux = 0.
The following instructions load the package and store in R the differential
polynomial ring Q(x, y){u, v} endowed with derivations w.r.t. x and y and
an orderly ranking over Θ{u, v} such that
1. if ord(θ) = ord(ϕ) then θu > ϕv
2. if ord(θ) = ord(ϕ) and θ > ϕ for the lexical order x > y then θu > ϕu
(idem for v).
> with ( diffalg ):
> R := differential_ring ( derivations = [x,y], ranking = [[u,v]] ):
The Rosenfeld–Gro¨bner algorithm is called and returns a list (understand
“intersection”) of regular differential ideals presented by characteristic sets.
The ideals are stored in MAPLE tables. Only the names of the tables (i.e.
“regular”) get printed. Over this example, the list only involves one table.
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> Sigma := [ u[x]^2 - 4*u[], u[x,y]*v[y] - u[] + 1, v[x,x] - u[x] ]:
> ideal := Rosenfeld_Groebner ( Sigma, R );
bytes used=1002848, alloc=851812, time=1.48
ideal := [regular]
The following instruction displays the characteristic presentation of the regu-
lar ideal as rewrite rules for Ritt’s reduction algorithms: let p be a differential
polynomial with rank vd ; then p = adv
d + ad−1v
d−1 + · · · + a0 for some dif-
ferential polynomials a’s (the initial of p is ad). the differential polynomial p
is displayed as
vd = −ad−1v
d−1 + · · ·+ a0
ad
·
> rewrite_rules ( ideal [1] );
[vx, x = 2
uy vy
−1 + u , ux = 2
uy vy
−1 + u , uy
2 = 2u, vy
2 =
1
2
u2 − u + 1
2
]
Looking at the leaders of the differential polynomials we see that there are
only three derivatives (i.e. u, v and vx) which are not derivatives of the leader
of any equation of the characteristic presentation. The solutions of Σ depend
therefore on three arbitrary constants (the symbols starting with underscores
denote initial conditions).
> initial_conditions ( ideal [1] );
[ Cu, Cv, Cv x]
The following function call computes two objects from the computed repre-
sentation which give us formal power series solutions of Σ.
1. a “generic” formal power series solution of Σ expanded at the origin
and up to order 100 (the series turn out to be a polynomial) ; this is
the returned value of the function call,
2. a triangular system of non differential polynomial equations and in-
equations over the initial conditions (this is returned in the output
parameter syst).
> generic_series :=
power_series_solution ( [x=0,y=0], 100, ideal[1], ’syst’ );
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generic series := [u(x, y) = Cu+ 2
x Cu y Cv y
−1 + Cu + y Cu y
− 1
2
x2 (−128 Cv y Cu3 + 384 Cv y Cu2 − 384 Cv y Cu+ 128 Cv y)
64 Cv y Cu3 − 192 Cv y Cu2 + 192 Cv y Cu− 64 Cv y
− x y (48 Cu
2 − 48 Cu− 16 Cu3 + 16)
16 Cv y− 32 Cv y Cu+ 16 Cv y Cu2 +
1
2
y2,
v(x, y) = Cv+ x Cv x+ y Cv y+
x2 Cu y Cv y
−1 + Cu + x y Cu y
− 1
8
y2 (−2 Cu Cu y+ 2 Cu y)
Cv y
− 1
6
x3 (−128 Cv y Cu3 + 384 Cv y Cu2 − 384 Cv y Cu+ 128 Cv y)
64 Cv y Cu3 − 192 Cv y Cu2 + 192 Cv y Cu− 64 Cv y
− 1
2
x2 y (48 Cu2 − 48 Cu− 16 Cu3 + 16)
16 Cv y− 32 Cv y Cu+ 16 Cv y Cu2
− 1
2
x y2 (−128 Cv y Cu2 + 256 Cv y Cu− 128 Cv y)
128 Cv y Cu2 − 256 Cv y Cu+ 128 Cv y
− 1
6
y3 (−128 Cu3 + 384 Cu2 − 384 Cu+ 128)
256 Cv y Cu2 − 512 Cv y Cu+ 256 Cv y ]
> syst;
[− Cv xx+ Cv xx Cu− 2 Cu y Cv y = 0,
− Cu x+ Cu x Cu− 2 Cu y Cv y = 0, −2 Cu+ Cu y2 = 0,
− Cu2 + 2 Cu+ 2 Cv y2 − 1 = 0, Cv y 6= 0, Cu y 6= 0, −1 + Cu 6= 0]
According to section 7, every solution of syst furnishes a unique formal
power series solution of Σ. According to Lazard’s Lemma Cu, Cv and
Cv x furnish a family of abitrary parameters. Let’s take Cu = 5, Cv = 421
and Cv x = pi. The specialized system has now only finitely many solutions.
Here is one of them, computed from bottom up.
algebraic solution := Cv xx =
√
10
√
2, Cu x =
√
10
√
2, Cu y =
√
10,
Cv y = 2
√
2, Cu = 5, Cv = 421, Cv x = pi
The corresponding solutions of Σ are obtained by specializing the formal
power series of generic series at algebraic solution.
> subs ( algebraic_solution, generic_series );
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[u(x, y) = 5 + x
√
10
√
2 + y
√
10 + x2 + x y
√
2 +
1
2
y2,
v(x, y) = 421 + x pi + 2 y
√
2 +
1
2
x2
√
10
√
2 + x y
√
10 +
1
4
y2
√
10
√
2
+
1
3
x3 +
1
2
x2 y
√
2 +
1
2
x y2 +
1
12
y3
√
2]
8.1 Lie symmetries with automatic discussion
This example consists in solving a system of linear partial differential equa-
tions depending on a parameter. By splitting cases, the Rosenfeld–Gro¨bner
algorithm actually discusses the solutions w.r.t. the parameter. The exam-
ple and a part of its analysis are borrowed from Reid [1991]. It deals with
Lie symmetries of differential equations. See [Olver, 1993] and [1995] for the
mathematical theory. The following differential equation is a variant of the
wave equation. The symbol H denotes an arbitrary function of u(x, y) (i.e.
a parameter of the differential equation).
EH :
∂2
∂x2
u(x, y) =
∂2
∂y2
u(x, y) +H(u(x, y))
∂
∂y
u(x, y)
We are concerned with the Lie symmetries of the equation (EH). Indeed, the
graph of a solution of the equation (EH) is a set of points (x, y, u) ∈ R3 ; a
Lie symmetry of this equation is a transformation (a local diffeomorphism)
which maps the graphs of solutions to the graphs of other solutions:

X = ϕ1(x, y, u),
Y = ϕ2(x, y, u),
U = ϕ3(x, y, u).
We are looking for vector fields
V = V 1(x, y, u)
∂
∂x
+ V 2(x, y, u)
∂
∂y
+ V 3(x, y, u)
∂
∂u
whose flows are the desired symmetries. The set of these vector fields form
a Lie algebra i.e. a vector space endowed with a Lie bracket. With the help
of the liesymm package of MAPLE, we build a system ΣH of linear partial
derivatives equations in the three differential indeterminates V 1, V 2 and V 3
and derivations w.r.t. x, y and u.
ΣH = [V
1
xx −H V 1y − 2V 3xu − V 1yy, V 2xx − V 2yy +H V 2y + V 3Hu + 2V 3yu,
V 3xx −H V 3y − V 3yy, V 1uu, V 2uu, −2V 1xu + V 3uu, V 2u , V 1u , V 1x − V 2y , V 2yu − V 1xu,
V 2x − V 1y , V 2xu − V 1yu]
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Derivatives of the parameter H appear in the coefficients of the linear differ-
ential equations. We enlarge the system with the two following equations, to
express the fact that H only depends on u.
Hx = 0, Hy = 0.
We want to discuss w.r.t. H the structure of the Lie algebra (in particular, its
dimension as a vector space). For this reason, we consider ΣH as a system of
polynomial differential equations in four differential indeterminates V 1, V 2,
V 3 and H and we call the Rosenfeld–Gro¨bner algorithm with a ranking which
eliminates the V ’s. By splitting cases, the Rosenfeld–Gro¨bner algorithm
discusses the structure of the Lie algebra w.r.t. H. Four regular systems
are generated. In the paragraphs below, computations of regular differential
systems and Taylor expansions of solutions are performed using the diffalg
package. Outputs are pretty printed. Taylors expansions are computed in the
neighborhoud of x = 0, y = 0, u = 0. The symbols starting with a C denote
the constants appearing in these developments (e.g. CH = H(0, 0, 0), CHu =
Hu(0, 0, 0), . . .).
8.1.1 First system
Here is the characteristic presentation of the first system.
V 1x = 0, V
1
y = 0, V
1
u = 0, V
2
x = 0, V
2
y = 0, V
2
u = 0, V
3 = 0, Hx = 0, Hy = 0
There is no differential equation in H alone (except the two ones we have
introduced above). This case corresponds to the general case. The solutions
of the V ’s are
V 1(x, y, u) = CV1,
V 2(x, y, u) = CV2,
V 3(x, y, u) = 0.
The allowed transformations are translations in the (x, y) plane (λ, µ denote
constants):
X = x+ λ, Y = y + µ, U = u.
8.1.2 Second system
Here is the characteristic presentation of the second system.
V 1x = −
V 3 Hu
H
, V 1y = 0, V
1
u = 0, V
2
x = 0, V
2
y = −
V 3 Hu
H
, V 2u = 0, V
3
x = 0, V
3
y = 0,
V 3u = −
−V 3 Hu2 +Huu H V 3
Hu H
, Huuu = −−2H Huu
2 +Hu
2 Huu
Hu H
, Hx = 0, Hy = 0.
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This case corresponds to any function H which satisfies the third order
differential equation above. Computing Taylor expansions of solutions we
get
V 1(x, y, u) = CV1 − x CV
3 CHu
CH
,
V 2(x, y, u) = CV2 − y CV
3 CHu
CH
,
V 3(x, y, u) = CV3 − u (−CV
3 CHu
2 + CHuu CH CV
3)
CHu CH
The Lie algebra has dimension three i.e. the solutions depend on the three
arbitrary constants CV1, CV2 and CV3 (the constants which appear in the
Taylor expansion of H are supposed to be known).
V = CV1

 10
0

+CV2

 01
0

+CV3


−xCHu
CH
−yCHu
CH
CHu CH+ u (CHu
2 − CHuu CH)


Remark we find again (setting CV3 = 0) the Lie symmetries of section 8.1.1.
Some other symmetries exist however in this particular case. A class of
functions H which satisfy the third order differential equation above is given
by
H(u) = αu+ β
where α, β are constants (actually α = CHu and β = CH here since solutions
have been expanded at the origin). Setting CHu = CH = 1 we find the
symmetry group
V = CV1

 10
0

+ CV2

 01
0

+ CV3

 −x−y
u+ 1


The flows generated by the two first vector fields are translations in the
(x, y) plane. The third vector field generates the group of dilatations (where
λ denotes a constant)
X =
x
λ
, Y =
y
λ
, U + 1 = λ (u+ 1).
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8.1.3 Third system
The third regular differential system correspond to the caseH(u) = constant.
V 2xx = 0, V
3
xx = H V
3
y + V
3
yy, V
3
xu = −
1
2
V 2x H, V
3
yu = 0, V
3
uu = 0, V
1
x = 0,
V 1y = V
2
x , V
1
u = 0, V
2
y = 0, V
2
u = 0, Hx = 0, Hy = 0, Hu = 0.
The solutions of the V ’s are
V 1(x, y, u) = CV1 + y CV2x,
V 2(x, y, u) = CV2 + xCV2x,
V 3(x, y, u) = CV3 + xCV3x + yCV
3
y + uCV
3
u +
1
2
x2(CH CV3y + CV
3
yy)
+ x yCV3xy −
1
2
x uCV2x CH+
1
2
y2CV3yy + · · ·
The vector fields associated to CV1 and CV2 generate the translations we
already met in the general case. The vector field associated to CV2x generates
an hyperbolic rotation(
X
Y
)
=
(
a b
b a
) (
x
y
)
, U = u e−
1
2
(Y−y)
where a2− b2 = 1. The vector field associated to CV3u generates the group of
dilatations U = λu. The other symmetries depend on an arbitrary solution
α(x, y) of the equation EH since it is linear in this case (see [Olver, 1993,
page 124]):
V = α(x, y)
∂
∂u
·
8.1.4 Fourth system
The fourth system corresponds to the wave equation (H(u) = 0). There are
still more symmetries than in the third case. See [Olver, 1993, page 124] for
their descriptions.
V 2xx = V
2
yy, V
3
xx = V
3
yy, V
3
xu = 0, V
3
yu = 0, V
3
uu = 0, V
1
x = V
2
y , V
1
y = V
2
x ,
V 1u = 0, V
2
u = 0, H = 0.
Conclusion
We have described an algorithm which computes a representation of the
radical p of any finitely generated differential ideal as an intersection of rad-
ical differential ideals. The representation separates the minimal differential
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prime components of p which do not have the same dimension. It permits to
compute Taylor expansions of solutions of p and the Hilbert’s polynomials
associated to its minimal differential prime components. The algorithm is im-
plemented in MAPLE within a package. Its implementation is quite tricky: it
applies an analogue of Buchberger’s second criterion, it manages to perform
Gro¨bner bases computations in dimension zero and is able to reuse a repre-
sentation of p for a ranking to simplify the computation of a representation
of p for another ranking. Quite surprisingly, the algebraic computations turn
out to be much easier to handle than one might fear. In order to prove and
present our algorithm, we had to improve some of Kolchin’s theorems. Our
results (e.g. Lazard’s Lemma) do not only apply in differential algebra but
also for the non differential commutative algebra. Remark this phenomenon
is not new: Ritt’s characteristic sets theory, first developed for differential
equations, has become later very popular for systems of usual polynomials.
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function Rosenfeld–Gro¨bner (P0, S0, R)
Parameters
P0 = 0, S0 6= 0 is a differential system
R is a ranking
Local variables
ToDo is the set of quadruples to be processed
Done is the set of produced regular differential systems
begin
ToDo := {〈∅, ∅, P0, S0〉}
Done := ∅
while ToDo 6= ∅ do
Extract a quadruple 〈A, D, P, S〉 from ToDo
if D = P = ∅ then
See section 5.1
Partially reduce the elements of A pairwise
if the rank of A was not modified during this process then
Partially reduce the elements of S w.r.t. A
Compute a reduced Gro¨bner basis B of (A) : S∞ (e.g. in dimension zero)
if B 6= {1} then
The system A = 0, S 6= 0 is a consistent regular differential system
Done := Done ∪ {A = 0, S 6= 0}
fi
fi
else
if P 6= ∅ then
Extract a polynomial q0 from P
else
Extract a critical pair {p0, p′0} from D
q0 := ∆(p0, p′0)
fi
q := full−rem (q0, A)
if q = 0 then
ToDo := ToDo ∪ {〈A, D, P, S〉}
else
See section 5.3
Let vd, i and s be the rank, the initial and the separant of q
qi := q − i v
d
qs := d q − v s
ToDo := ToDo ∪ {〈A, D, P ∪ {i, qi}, S〉}
ToDo := ToDo ∪ {〈A, D, P ∪ {s, qs}, S ∪ {i}〉}
See section 5.2
ToDo := ToDo ∪ complete (〈A, D, P, S〉, q)
fi
fi
od
return Done
end
Figure 1: Pseudocode for Theorem 28
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function complete (〈A, D∗, P ∗, S〉, q)
Parameters
〈A, D∗, P ∗, S〉 is a quadruple (see Section 5.2)
q is a nonzero differential polynomial reduced w.r.t. A
begin
A′ := {q} ∪ {p ∈ A | ld p is not a derivative of ld q}.
D0 := the set of all the critical pairs that can be formed with q and any p ∈ A
D1 is any subset of D0 that can be obtained as follows:
a critical pair {p, q} ∈ D0 is not kept in D1 only if condition (a) or (b) holds:
(a) p and q are linear homogeneous differential polynomials
in one differential indeterminate with constant coeffi-
cients such that lcm(θ, φ) = θφ (where ld q = θu and
ld p = φu),
(b) there exists a critical pair {p′, q} ∈ D1 such that the
triple 〈q, p′, p〉 satisfies the hypotheses H1, H2 and H3
of Proposition 27.
D2 is any subset of D
∗ that can be obtained as follows:
a critical pair {p, p′} ∈ D∗ is not kept in D2 only if the
triple 〈p, q, p′〉 satisfies the hypotheses H1, H2 and H3 of
Proposition 27 and lcd(ld p, ld p′)
is different from both lcd(ld p, ld q) and lcd(ld p′, ld q).
A detailed implementation is given in Section 5.5
D′ := D1 ∪D2
P ′ := P ∗
S ′ := S ∪ {iq, sq}
return 〈A′, D′, P ′, S ′〉
end
Figure 2: The complete function
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D1 := ∅
while D0 6= ∅ do
pick a critical pair {p, q} ∈ D0
D0 := D0 \ {{p, q}}
if p, q are linear homogeneous differential polynomials
in one differential indeterminate and with constant
coefficients or if there does not exist any critical pair
{p′, q} ∈ D0 ∪D1 such that the triple 〈q, p′, p〉 satis-
fies the hypotheses H1 to H3 of Proposition 27 then
D1 := D1 ∪ {{p, q}}
fi
od
Remove from D1 all pairs {p, q} such that p, q are linear
homogeneous differential polynomials in one differ-
ential indeterminate and with constant coefficients
Let D2 be the subset of all the critical pairs {p, p′} ∈ D∗
such that 〈p, q, p′〉 does not satisfy the hypothe-
ses H1, H2 and H3 of Proposition 27 or such
that lcd(ld p, ld p′) is equal to lcd(ld p, ld q) or to
lcd(ld p′, ld q).
D′ := D1 ∪D2.
Figure 3: Implementation details for function complete.
