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ABSTRACT
One of the most common statistics computed over data elements
is the number of distinct keys. A thread of research pioneered by
Flajolet and Martin three decades ago culminated in the design
of optimal approximate counting sketches, which have size that
is double logarithmic in the number of distinct keys and provide
estimates with a small relative error. Moreover, the sketches are
composable, and thus suitable for streamed, parallel, or distributed
computation.
We consider here all statistics of the frequency distribution of
keys, where a contribution of a key to the aggregate is concave
and grows (sub)linearly with its frequency. ese fundamental
aggregations are very common in text, graphs, and logs analysis and
include logarithms, low frequency moments, and capping statistics.
We design composable sketches of double-logarithmic size for
all concave sublinear statistics. Our design combines theoretical
optimality and practical simplicity. In a nutshell, we specify tailored
mapping functions of data elements to output elements so that our
target statistics on the data elements is approximated by the (max-)
distinct statistics of the output elements, which can be approxi-
mated using o-the-shelf sketches. Our key insight is relating these
target statistics to the complement Laplace transform of the input
frequencies.
1 INTRODUCTION
We consider data presented as elements e = (e.key, e.value) where
each element has a key and a positive numeric value > 0. is
data model is very common in streaming or distributed aggregation
problems. A well-studied special case is where e.value ≡ 1 for all
elements.
One of the most fundamental statistics over such data is the
number of distinct keys: Distinct(E) = {e.key | e ∈ E}. Exact
computation of the statistics requires maintaining a structure of
size that is linear in the number of distinct keys. A pioneering design
of Flajolet and Martin [17] showed that an approximate count can
be obtained in a streaming model using structures (“sketches”)
of logarithmic size. Since then, a rich research strand proposed
and analysed a diverse set of approximate counting sketches and
deployed them for a wide range of applications [22].
Distinct counting sketches can be mostly classied as based on
sampling (MinHash sketches) or on random projections (linear
sketches). Both types of structures are mergeable/composable: is
means that when the elements are partitioned, we can compute a
sketch for each part separately and then obtain a corresponding
sketch for the union from the sketches of each part. is property
is critical for making the sketches suitable for parallel or distributed
aggregation.
e original design of [17] and the leading ones used in practice
use sample-based sketches. In particular, the popular Hyperloglog
sketch [16] has double logarithmic sizeO(ϵ−2+log logn), wheren is
the number of distinct keys and ϵ is the target normalized root mean
squared error (NRMSE). Since this size is necessary to represent
the approximate count, Hyperloglog is asymptotically optimal. We
note that the Hyperloglog sketch contains ϵ−2 registers which store
exponents of the estimated count. us, explicit representation
of the sketch has size O(ϵ−2 log logn), but one can theoretically
use instead a single exponent and ϵ−2 constant-size osets (e.g.
[5, 25]) to bring the sketch size down to O(ϵ−2 + log logn), albeit
by somewhat increasing updates complexity. Another point is that
Hyperloglog uses random hash functions which have logarithmic-
size representations. Some theoretical lower bounds consider the
hash representation to be part of the sketch [1, 25]), implying a
logarithmic lower bound on size. We follow [16, 17] and consider
the hash representation to be provided by the platform, which
is consistent with practice where hash functions are reused and
shared by multiple sketches.
We now consider other common statistics over elements. In
particular, statistics expressed over a set of (key, weight) pairs,
where the weight wx of a key x , is dened to be the sum of the
values of data elements with key x :
wx =
∑
e |e.key=x
e.value .
Keys that are not active (no elements with this key) are dened
to have wx = 0. Note that if all elements have value equal to 1,
then wx is the number of occurrences of key x . For a nonnegative
function f (w) ≥ 0 such that f (0) ≡ 0, we dene the f -statistics of
the data as
∑
x f (wx ). We will nd it convenient to work with the
notationW (w) for the number of keys with wx = w . Equivalently,
we can treatW as a distribution over weights wx that is scaled by
the number of distinct keys. We can then express the f -statistics
(with a slight notation abuse) as
f (W ) =
∫ ∞
0
W (w)f (w)dw . (1)
e design og sketches that approximate f -statistics over streams
of elements was formalized and popularized in a seminal paper by
Alon, Matias, and Szegedy [1]. e aim was to understand the
necessary sketch size for approximating dierent statistics and in
particular understand which statistics can be sketched in size that
is polylogarithmic in the number of keys.
We focus here on functions f that are concave with (sub)linear
nonnegative growth-rate. Equivalently, these are all nonnegative
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linear combinations (the nonnegative span) of capping functions
capT (x) = min{T ,x} parameterized by T > 0 ,
and we therefore use the notation cap. Members of cap that pa-
rametrize a spectrum between distinct count (f (x) = 1) and sum
(f (x) = x) include frequency moments f (x) = xp in the range
p = [0, 1] (sum is p = 1 and distinct count is p = 0), capping func-
tions (sum is realized by cap∞ and distinct count by cap1 when
element values are integral and by f (x) = capT /T as T → 0 gener-
ally), and the so capping functions
c˜apT = T (1 − exp(−x/T )) . (2)
So capping is a smooth approximation of “hard” capping functions:
For x  T we have c˜apT (x) ≈ x = capT (x), for x  T we have
c˜apT (x) ≈ T = capT (x), and it always holds that
∀x , (1 − 1/e)capT (x) ≤ c˜apT (x) ≤ capT (x) . (3)
Other important cap members are log(1 + x) and capped moments.
Statistics in cap are used in applications to decrease the impact
of very frequent keys and increase the impact of rare keys. It is
a common practice to weigh frequencies, say degree of nodes in
a graph [28] or frequency of a term in a document [34], by a sub-
linear function such as wp for p ∈ (0, 1) or log(1 + w). In many
applications, the ability to approximate the statistics over the raw
data, without the cost of aggregation, can be very useful. One
such application is to online advertising [21, 30], data elements
are interpreted as opportunities to show ads to users (keys) that
are interacting with various apps on dierent platforms. An ad-
vertisement campaign species a maximum number of times T an
ad can be displayed to the same user, so the number of qualifying
impressions corresponds to capT statistics of the data. Statistics
are computed over past data in order to estimate the number of
qualifying impressions when designing a campaign. Another appli-
cation is the computation of word embeddings. e objective is to
have the focus and context embeddings of words captures the re-
spective co-occurrence frequencies. Glove [31] achieved signicant
improvements by using f (w) = min{1,w/T }α for α < 1 (instead
of f (w) = w). Typically, the text corpus is presented as complete
text documents, and elements in arbitrary order are extracted in a
pass over this data.
ere is a very large body of work on the topic of approximating
statistics over streamed or distributed data and it is not possible
to mention it all here. Most of the prior work uses linear sketches
(random linear projections). A sketch for the second moment, in-
spired by the JL transform [24], was presented by [1]. Indyk [23]
followed with a beautiful construction based on stable distribu-
tions of sketches of size O(ϵ−2 log2 n) for moments in p ∈ [0, 2].
Braverman and Ostrovsky [2] presented a characterization and
an umbrella construction of sketch structures, based on L2 heavy
hier sketches, for all monotone f -statistics. e structure size is
polylogarithmic but is practically too large (degree of the polylog
and constant factors).
Sample-based sketches for cap functions were presented by the
author [7]. e sketch is a weighted sample of keys that supports
approximate cap-statistics on domain queries (subsets of the keys).
e framework generalizes both distinct reservoir sampling [26, 35]
and the sample and hold stream sampling [9, 15, 19]. e size and
quality tradeos of the sample are very close (within a small con-
stant) to those of an optimal sample that can be eciently computed
over aggregated data (set of key and weight pairs). Roughly, a sam-
ple of O(ϵ−2) keys suces to approximate capT (W ) unbiasedly
with coecient of variation (CV) ϵ . Moreover, a multi-objective
(universal) sample (see [6, 13]) of O(ϵ−2 logn) keys can approxi-
mate with CV ϵ any f -statistics for f ∈ cap. When this method
is applied to sketching statistics of the full data, we can hash key
identiers to size O(logn) (to obtain uniqueness with very high
probability) and obtain sketches of size O(ϵ−2 logn) and a multi-
objective sketches of size O(ϵ−2 log2 n). One weakness of the de-
sign is that these sketches are not fully composable: ey apply on
streamed elements (single pass) or take two passes over distributed
data elements.
A remaining fundamental challenge is to design composable
sketches of sizeO(ϵ−2 logn) for each cap statistics and a composable
multi-objective sketch of size O(ϵ−2 log2 n). Given the practical
signicance of the problem, we seek simple and highly ecient
designs. A further theoretical challenge is to design sketches that
meet or approach the double-logarithmic representation-size lower
bound of O(ϵ−2 + log logn).
Contributions overview and organization
We address these challenges and make the following contributions.
We show that any statistics in the so capping span c˜ap can be ap-
proximated with the essential eectiveness and estimation quality
of Hyperloglog. at is, we present composable sketches of size
O(ϵ−2 + log logn) that estimate the statistics with RNMSE ϵ with
good concentration. e so capping span c˜ap ⊂ cap is the set of
functions that can be expressed as
f (w) =
∫ ∞
0
a(t)(1 − e−wt )dt , where a(t) ≥ 0 . (4)
In particular, the span includes all so capping functions, low fre-
quency moments (f (w) = wp with p ∈ (0, 1)), and log(1 +w). We
also present a composable multi-objective sketch for c˜ap. is is a
single structure that is larger by a logarithmic factor than a single
distinct counter and supports the approximations of all c˜ap statis-
tics. Finally, we consider statistics in cap that are not in c˜ap and
show how to approximate them within small relative errors (12%)
using dierences of approximate c˜ap statistics.
Our main technical tool is a novel framework, illustrated in Fig-
ure 1, that reduces the approximation of the more general statistics
to distinct-count statistics. At the core we specify randomized func-
tions M that map data elements of the form e = (e.key, e.value) to
sets of output elements. Each output element e ′ ∈ M(e) contains
an output key (outkey) e ′.key (which generally is from a dierent
domain than the input keys) and an optional value e ′.value ≥ 0.
For a set of data elementsW , we obtain a corresponding multiset
of output elements
E = M(W ) =
⋃
e ∈W
M(e) .
e mapping functions are craed so that the approximate statistics
of the set of data elementsW can be obtained from approximations
of other statistics of the output elements E. In particular, if we have a
composable sketch for the output statistics, we obtain a composable
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Figure 1: Element processing framework
sketch for the target statistics. Note that our mapping functions
are randomized, therefore the set E is a random variable and so is
any (exact) statistics on E. We will use approximate statistics on E.
e output statistics we use are the distinct count Distinct(E),
which allows us to leverage approximate distinct counters as black
boxes, and the more general max-distinct statistics MxDistinct(E),
dened as the sum over distinct keys of the maximum value of an
element with the key:
MxDistinct(E) =
∑
x
mx , (5)
wheremx ≡ max
e ∈E |e.key=x
e.value ,
which also can be sketched in double logarithmic size. Note that
when all elements have value 1, MxDistinct(E) = Distinct(E).
For multi-objective approximations we use all-threshold sketches
that allows us to recover, for any threshold t > 0, an approximation
of
TDistinctt (E) = Distinct{e ∈ E | e.value ≤ t}, (6)
which is the number of distinct keys that appear in at least one
element e ∈ E with value e.value ≤ t . e size of the all-threshold
sketch is larger by only a logarithmic factor than the basic distinct
count sketch. We refer to the value of the output statistics on the
output elements as a measurement ofW . When a sketch is applied
to approximate the value of output statistics, we refer to the result
as an approximate measurement ofW .
e paper is organized as follows. In Section 2 we dene the
complement Laplace transform Lc[W ](t) of the frequency distribu-
tionW , which is its distinct count minus its Laplace transform at t .
We have the relation
T Lc[W ](1/T ) = c˜apT (W ) ,
that is, the transform at 1/T multiplied byT is the c˜apT statistics of
the data. In Section 3 we dene a mapping function for any t > 0, so
that Lc[W ](t), and hence c˜ap1/t -statistics, is approximated by the
respectiveDistinctmeasurement. We refer to this as a measurement
of Lc[W ] at point t .
In Section 4 we consider the span c˜ap of so capping statistics,
that is, all f of the form (4). Equivalently, a(t) is the inverse Lc
transform of f . We derive the explicit form of the inverse transform
of all frequency moments with p ∈ (0, 1) and logarithms. e
statistics f (W ) for f ∈ c˜ap can thus be expressed as
f (W ) = Lc[W ][a] ≡
∫ ∞
0
a(t) Lc[W ](t)dt .
is suggests that we can approximate f (W ) using multiple ap-
proximate point (Distinct) measurements. In section 5 we show
that a single MxDistinct measurement suces: We present element
mapping functions (tailored to f ) such that the MxDistinct statis-
tics on output elements approximates f (W ) = Lc[W ][a]. We refer
to this statistics as a combination measurement of Lc[W ] using a.
A MxDistinct sketch of the output element gives us an approxi-
mation of combination measurement which approximates f (W ).
Finally, we will review the design of HyperLoglog-like MxDistinct
sketches.
In Section 6 we consider the multi-objective seing, that is, a
single sketch from which we can approximate all c˜ap statistics. We
dene a mapping function such that for all t > 0, TDistinctt (E)
is equivalent to a point measurement of Lc[W ] at t . e output
elements are processed by an all-threshold distinct count sketches,
which can be interpreted as all-distance sketches [4, 5] and inherit
their properties – In particular, the total structure size has loga-
rithmic overhead over a single distinct counter. e all-threshold
sketch allows us to obtain approximate point measurements for
any t and combination measurement for any a.
In Section 7 we consider statistics in cap that may not be in c˜ap.
We characterize cap as the set of all concave sublinear functions
and derive expressions for the capping transform which transforms
f ∈ cap to the coecients of the corresponding nonnegative linear
combination of capping functions. We then consider sketching
these statistics f (W ) using approximate signed inverse Lc trans-
form of the function f . We use separate combinations measure-
ments of the positive and negative components for the approxima-
tion. We show that cap1 is the “hardest” function in that class in
the sense that any approximate inverse transform for the function
cap1(x) = min{1,x} can be extended (while retaining sketchability
and approximation quality) to any statistics f ∈ cap, using the cap-
ping transform of f . We then derive some approximate transforms
for cap1(x), and hence for any cap statistics that achieve maximum
relative error of 12%.
Section 8 shows some experiments that mainly aimed at demon-
strating the ease and eectiveness of our sketches.
Appendix sections F–H briey present some extensions. In Sec-
tion F we dene a related discrete transform which we call the Bin
transform. A variant of the Bin transform was proposed in [7]. We
show how it can be approximated using our framework. Sections G
and H discuss extensions to time-decayed statistics and weighted
keys. We conclude in Section 9 with future directions and open
problems.
2 THE LAPLACEC TRANSFORM
e complement Laplace (Laplacec ) transformLc[W ](t) is parametrized
by t > 0 and dened as
Lc[W ](t) ≡
∫ ∞
0
W (w)(1 − exp(−wt))dw
=
∫ ∞
0
W (w)dw − L[W (w)](t) . (7)
See Figure 2 for an illustration of LapM[W ](t) for a toy distribu-
tionW . e transform has the following relation to so capping
statistics:
c˜apT (W ) = T Lc[W ](1/T ) (8)
e rst term in (7),
∫ ∞
0 W (w)dw ≡ Distinct(W ), is the “distinct
count” and the second term L[W (w)] is the Laplace transform of
our (scaled) frequency distributionW . Hence the name complement
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Figure 2: DataW with 10 keys withwx = 1, 2 keys withwx =
5, and one key with wx = 10. e distinct count (number of
keys) is Distinct(W ) = 13 and the sum is Sum(W ) = 30. We
haveW (w) = 10δ (w −1)+2δ (w −5)+δ (w −10), where δ is Dirac
Delta function. e transform (plotted) is Lc[W ](t) = 10(1 −
e−t )+2(1−e−5t )+(1−e−10t ) = 13−10e−t −2e−5t −e−10t . e plot
shows the asymptotes t Sum(W ) for small t and Distinct(W )
for large t .
Laplace transform. Note that Lc[W ](t) is non-decreasing with t .
At the limit when t increases, the second term vanishes and
lim
t→∞L
c[W ](+∞) =
∫ ∞
0
W (w)dw = Distinct(W ) (9)
is the number of distinct keys inW . At the limit as t decreases
lim
t→0+
1
t
Lc[W ](t) =
∫ ∞
0
W (w)wdt = t Sum(W ) , (10)
where Sum(W ) = ∑e ∈W e.value = ∑x wx is the sum of the weights
of keys. More precisely:
Lemma 2.1. For t ≤
√
ϵ
maxx wx and for t ≥ − ln ϵminx wx , the transform
is approximated within a relative error of at most ϵ by the respective
limits (10) and (9).
Proof. For the rst claim, note that wt ≤ √ϵ . Hence, using
the Maclaurin expansion, |1 − e−wt −wt | ≈ (wt)2/2 ≤ ϵ . For the
second claim, the relative error is exp(−wt) ≤ ϵ . 
e Lemma implies that the ne structure ofW is captured by
a restricted “relevant” range of t values and is well approximated
outside this range by the basic (and composably sketchable)Distinct
and Sum statistics. e statistics Distinct(W ) is approximated by an
o-the-shelf approximate distinct counter applied to data elements.
e exact Sum(W ) is straightforward to compute composably with
a single counter of size O(log Sum(W )) (assuming integral values).
A classic algorithm by Morris [27] (see [5] for a composable version
that can handle varying weights) uses sketches of size O(ϵ−2 +
log log(Sum(W )).
3 LAPLACEC POINT MEASUREMENTS
We dene a mapping function of elements such that the expec-
tation of the (scaled) distinct count of output elements is equal
to the Laplacec transform Lc[W ](t) of W at t . We also establish
concentration around the expectation.
e basic element mapping is provided as Algorithm 1. A more
ecient variant that performs computation proportional to the
number of generated output elements is provided in Appendix A.
e mapping is parametrized by t and by an integer r ≥ 1 and
uses a set of functions Hi for i ∈ [r ]. All we need to assume
here is that for all i and keys x , Hi (x) are (nearly) unique. is
can be achieved by concatenating x to a string representation of i:
Hi (x) ≡ x · str(i)). To obtain output key representation that is loga-
rithmic in r Distinct(W ), we can apply a random hash function to
the concatenated string. An element e is processed by drawing a set
of r independent exponential random variables yi ∼ Exp[e.value]
with parameter e.value. For each i such that yi < t , the output key
Hi (e.key) is created. Note that the number of output keys returned
is between 0 and r .
Algorithm 1: OutKeyst,H (e): Map input element to outkeys
Input: Element e = (e.key, e.value), t > 0, integer r ≥ 1, hash
functions Hi i ∈ [r ]
Output: A set OutKeys of at most r outkeys
OutKeys← [] // initialize
foreach i ∈ [r ] do
yi ∼ Exp[e.value] // independent exponentially
distributed with parameter e.value
if yi ≤ t then
OutKeys.append (Hi (e.key)) // Append Hi (e.key) to
list of output keys
return OutKeys
Our point measurement is
L̂c[W ](t) = 1
r
Distinct
(⋃
e
OutKeyst,H (e)
)
, (11)
which is number of distinct output keys generated for all data
elements, divided by r . We now show that for any choice of r ≥ 1,
t , and input dataW , the expectation of the measurement L̂c[W ](t)
is equal to the value of the Laplacec transform ofW at t .
Lemma 3.1.
E[L̂c[W ](t)] = Lc[W ](t)
Proof. e distinct count of outkeys r L̂c[W ](t) can be expressed
as the sum of rn Poisson trials. Each Poisson trial corresponds to
“appearance at least once” of the potential outkey Hi (x) over the
n = Distinct(W ) active input keys and i ∈ [r ]. For each i ∈ [r ] and
key a, the outkey Hi (a) appears if the minimum Exp[e.value] draw
over elements e with key a is at most t . e minimum of these
exponential random variables is exponentially distributed with
parameter equal to their sum wa =
∑
e |e.key=a e.value. is distri-
bution has density function w exp(−wx). erefore, the probability
of the event is
p(wa , t) =
∫ t
0
wa exp(−way)dy = 1 − exp(−wat) . (12)
It follows that the expected contribution of a key a with weight wa
to the sum measurement is rp(wa , t). erefore the expected value
of the measurement is
E[L̂c[w](t)] = 1
r
∫ ∞
0
W (w)rp(w, t)dw ≡ Lc[W ](t) .
4
HyperLogLog Hyper Extended:
Sketches for Concave Sublinear Frequency Statistics , ,

Note that for t = +∞, which corresponds to distinct counting,
p(w, t) = 1, and the measurement is always equal to its expectation
n. More generally, p(w, t) < 1 and we can bound the relative error
by a straightforward application of Cherno bound:
Lemma 3.2. For δ < 1,
Pr[ |L̂
c[W ](t) − Lc[W ](t)|
Lc[W ](t) ≥ δ ] ≤ 2 exp(−rδ
2 Lc[W ](t)/3) .
Proof. We apply Cherno bounds to bound the deviation of the
sum r L̂c[W ](t) of our rn independent Poisson random variables
from its expectation r Lc[W ](t).
Pr[ |L̂
c[W ](t) − Lc[w](t)|
Lc[W ](t) ≥ δ ]
= Pr[|r L̂c[W ](t) − r Lc[W ](t)| ≥ δr Lc[W ](t)] .

e outkeys E are processed by an approximate distinct counter
and our nal approximate measurement
L̂c[W ](t) = 1
r
Distinct(E) (13)
is equal to the approximate count of distinct output keys divided
by r . Since there are at most r Distinct(W ) distinct output keys, the
sketch size needed for CV ϵ is O(ϵ−2 + log log(r Distinct(W ))) =
O(ϵ−2 + log logDistinct(W )). Note that even a very large choice of
r will not signicantly increase the sketch size. A large r , however,
can aect the element mapping computation when there are many
generated output elements.
We now consider the choice of r that suces for our quality
guarantees. From Lemma 3.2, when
r Lc[W ](t) ≥ 3ϵ−2 (14)
we have CV ϵ with tight concentration for L̂c[W ](t) as an approxi-
mation of Lc[W ](t). Note that r Lc[W ](t) is the expected number
of distinct output elements. We can combine the contributions to
the error due to the measurement and its approximation, noting
that the two are independent, and obtain that when (14) holds, the
error of L̂c[W ](t) as an approximation of Lc[W ](t) has CV √2ϵ
and tight concentration.
We now provide a lower bound on Lc[W ](t) as a function of t .
Lemma 3.3.
Lc[W ](t) ≥ e − 1
e
Sum(W )min{ 1
Max(W ) , t} ,
where Max(W ) ≡ maxx wx .
Proof. From denition,
Lc[W ](t ) ≥ (1 − 1
e
)
∑
x
min{1, twx } (15)
When t ≤ 1/Max(W ) we have ∑x min{1, twx } = t Sum(W ).
When t ≥ 1/Max(W ) we have ∑x min{1, twx } ≥ Sum(W ). 
e lemma implies that when t ≥ √ϵ/Max(W ),
r =
e
e − 1ϵ
−2.5 Max(W )
Sum(W ) ≤
e
e − 1ϵ
−2.5 (16)
always suces to ensure that (14) holds.
Since we do not know Max(W ) or Sum(W ) in advance, we use
the following strategy. Our approximate point measurement al-
gorithm computes both an approximate sum Ŝum(W ) and approx-
imate count of output elements Distinct(E) generated by Algo-
rithm 1 with r as in (16). If Distinct(E) < 3ϵ−2, we return t Ŝum(W )
and otherwise return (13).
We comment here that the choice of r in (16) provides seam-
less worst-case quality guarantees for any t and distribution W .
In particular, having t as small as
√
ϵ/Max(W ) and at the same
time having Sum(W ) = O(Max(W )). In practice, we may want
to use a smaller value of r : While r does not aect sketch size,
it does aect element processing computation. e basic algo-
rithm is linear in r . In Appendix A we provide a more ecient
algorithm with computation that is linear in the number of gen-
erated output keys O(r (1 − exp(−te.value)). We note that when
Sum(W ) ≥ ϵ−2.5 Max(W ) then r = 1 suces.
4 THE SOFT CAPPING SPAN
e so capping span c˜ap contains all functions f that can be
expressed as nonnegative linear combinations of c˜apT functions.
Equivalently, for some a(t) ≥ 0,
f (w) = Lc[a](w) =
∫ ∞
0
a(t)(1 − e−wt )dt . (17)
Note that a(t) is the inverse Laplacec transform of f (w):
a(t) = (Lc)−1[f (w)](t) . (18)
e following is immediate from the denition (17)
Lemma 4.1. For any well dened f (w),
∫ 1
0 a(t)tdt < ∞ and∫ ∞
1 a(t)dt < ∞.
e so capping span includes basic functions such as c˜apT (w)
for allT > 0,wp for all p ∈ (0, 1), and ln(1+w). Explicit expressions
for the inverse Lc transforms of these functions are provided in
Table 1. e table also lists other expressions that we will use for
sketching the statistics. e derivations are established in Appen-
dix B.
We can express f (W ) in terms of the inverse Lc transform a(t)
of f (w) and the transform Lc[W ] of the frequencies:
f (W ) =
∫ ∞
0
f (w)W (w)dw
=
∫ ∞
0
W (w) Lc[a](w)dw
=
∫ ∞
0
a(t)
∫ ∞
0
W (w)(1 − e−wt )dwdt
=
∫ ∞
0
a(t) Lc[W ](t)dt . (19)
Alternatively, when the inverse transform has a discrete form, that
is, when we can express f using {at } for t ∈ Y as
f (w) =
∑
t ∈Y
at (1 − e−wt ) , (20)
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Table 1: Inverse Lc transform of basic functions
f (w) a(t) = (Lc)−1[f (w)](t)
∫ ∞
τ a(t)dt
∫ τ
0 a(t)tdt
c˜apT (w) Tδ1/T (t) T , when y ≤ 1/T ; 0 otherwise 0 when τ < 1/T
wp (p ∈ (0, 1)) p
Γ(1−p) t
−(1+p) 1
τ p Γ(1−p)
p
(1−p)Γ(1−p)τ
1−p
√
w 12
√
pi
t−1.5 1√
piτ
τ 0.5√
pi
log(1 +w) e−tt
∫ ∞
τ
e−t
t dt = −τEi(−τ ) 1 − e−τ
(Equivalently, a(t) is a linear combination of Dirac delta functions
at t ∈ Y ). We can express f (W ) in terms of corresponding points
of Lc[W ]:
f (W ) =
∑
t ∈Y
at Lc[W ](t) .
We will nd it convenient to work with the notation:
Lc[W ][a]bτ ≡
∫ b
τ
a(t) Lc[W ](t)dt . (21)
When the subscript or superscript are omied, we use the defaults
τ = 0 and b = ∞. With approximate Lc measurements we have
L̂c[W ][a]bτ =
∫ b
τ
a(t)L̂c[W ](t)dt . (22)
When f (w) is such that the inverse Lc transform a(t) is a sum
of Dirac delta functions, we can approximate f (W ) using corre-
sponding point measurements of Lc[W ]. In the next section we
introduce combination Lc measurements which allow us to ap-
proximate Lc[W ][a] for any nonnegative continuous a(t) ≥ 0.
5 COMBINATION Lc MEASUREMENTS
In this section we show how to sketch Lc[W ][a]∞0 for any a(t) ≥ 0
that satises the conditions in Lemma 4.1. Recall that his allows us
to sketch any f (W ) ∈ c˜ap (see Section 4).
We dene randomized mapping functions of elements, tailored
to some a(t) ≥ 0 and τ > 0, such that the expectation of the (scaled)
max-distinct statistics of output elements is equal to Lc[W ][a]∞τ
(see notation (21)) we also establish concentration around the ex-
pectation. We then estimate the component Lc[W ][a]τ0 separately
through Ŝum(W ).
5.1 Element mapping
Consider a(t) ≥ 0. Our element processing is a simple modication
of the element processing Algorithm 1. e algorithm inputs the
function a() (instead of t ) and returns output elements (outkey
and value pairs) instead of only returning outkeys. Pseudocode is
provided as Algorithm 2.
We show that the max-distinct statistics of the output elements
divided by r
Lc[W ][a]∞τ = 1r MxDistinct
( ⋃
e ∈W
OutElementsa (e)
)
(23)
has expectation equal to Lc[W ][a]∞τ with good concentration:
Lemma 5.1.
E[ Lc[W ][a]∞τ ] = Lc[W ][a]∞τ
Algorithm 2: OutElements a,H (e): Map of element e to a set
of output elements for a Lc[W ][a]∞τ measurement
Input: Element e = (e.key, e.value), a(t) ≥ 0, integer r ≥ 1,
hash functions Hi i ∈ [r ], τ > 0
Output: OutElements: A set of at most r output elements
OutElements← []
foreach i ∈ [r ] do
yi ∼ Exp[e.value] // independent exponentially
distributed with parameter e.value
v ←
∫ ∞
max{τ ,yi } a(t)dt
if v > 0 then
OutElements.append((Hi (e.key),v)) // New output
element
return OutElements
∀δ < 1, Pr[ |
Lc[W ][a]∞τ − Lc[W ][a]∞τ
Lc[W ][a]∞τ
≥ δ ]
≤ 2 exp(−rδ2 Lc[W ][τ ]/3) .
Proof. e claim on the expectation follows from linearity of
expectation and the claim for point measurements for each t in
Lemma 3.1. e concentration follows from Lemma 3.2 which
establishes point-wise concentration at each t , combined with the
relation
min
t ∈[τ ,∞)
Lc[W ](t) = Lc[W ](τ )
which follows from monotonicity of Lc[W ](t). 
Note that the assumption a(t) ≥ 0 is necessary for correctness.
It ensures monotonicity of
∫ ∞
y a(t)dt in y which implies that the
maximum indeed corresponds to minimum y.
We now address quality of approximation. From the lemma,
quality is bounded by a function of Lc[W ](τ ). Using our treatment
of point measurements, we know that it suces to ensure that τ
and r are large enough so that (14) holds. As with point measure-
ments, we can use τ =
√
ϵ/Max(W )) and r as in (16) to obtain a
concentrated measurement of Lc[W ][a]∞τ .
To obtain an estimate of Lc[W ][a]∞0 , we need to separately
estimate Lc[W ][a]τ0 . From Lemma 2.1, when τ ≤
√
ϵ/Max(W ), we
have
Lc[W ][a]τ0 ≈
∫ τ
0
a(t)t Sum(W )dt ≈ Sum(W )∫ τ
0
a(t)tdt . (24)
Closed expressions for
∫ τ
0 a(t)tdt (used in (24) and for
∫ ∞
τ a(t)dt
(used in Algorithm 2) for inverse transforms of basic functions are
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provided in Table 1. Note that these expressions are bounded and
well dened for all a that are inverseLc transform of a c˜ap function
(see Lemma B.2).
Our sketch consists of a Ŝum sketch applied to data elementsW
and a MxDistinct sketch applied to output element E produced by
applying the element mapping Algorithm 2 toW . e nal estimate
we return is
L̂c[W ][a]∞0 =
1
r
MxDistinct(E) + Ŝum(W )∫ τ
0
a(t)tdt . (25)
ere is one subtlety here that was deferred for the sake of expo-
sition: We do not know Max(W ) and therefore can not simply set
τ prior to running the algorithm. To obtain the worst-case bound
we set r as in (16) and set τ adaptively to be the ` = 3ϵ−2 smallest
y value generated for a distinct output key. To do so, we extend
our sketch to include another component, a “sidelined” set, which
is the ` distinct output keys with smallest y values processed so
far. Note that this sketch component is also composable. e side-
lined elements are not immediately processed by the MxDistinct
sketch: e processing is delayed to when they are not sidelined,
that is, to the point that due to merges or new arrivals, there are `
other distinct output keys with lower y values. Finally, when the
sketches are used to extract an estimate of the statistics, we set τ
as the largest y in the sidelined set, feed all the sidelined keys to
the MxDistinct sketch with value
∫ ∞
τ a(t)dt , and apply the estima-
tor (25). Note that explicitly maintaining the sidelined output keys
and y value pairs requires ϵ−2 logn storage. Details on doing so in
double logarithmic size are outlined in Section C.1.
5.2 Max-distinct sketches
Popular composable weighted sampling schemes such as the with-
replacement k-mins samples and the without-replacement boom-
k samples [11, 12, 32, 33] naturally extend to data elements with
non-unique keys where the weightmx of the key x is interpreted
as the maximum value of an element with key x . A boom-k sam-
ple over elements with unique keys is [32] computed by drawing
for each element an independent random rank value that is ex-
ponentially distributed with parameter e.value re ∼ Exp[e.value].
e sample includes the k distinct keys with minimum re and the
correspondingmx . It is easy to see that this sampling scheme can
be carried out using composable sketches that stores k = ϵ−2 key
value pairs. For max-distinct statistics we instead use the ranks
re = − lnue.key/e.value, where ue.key ∼ U [0, 1] is a hash function
that maps keys to independent uniform random numbers. ese
ranks are exponentially distributed, but consistent for the same
key so that the minimum rank of a key is exponentially distributed
with parameter equal to mx . We can apply an estimator to this
sample to obtain an estimate of the max-distinct statistics of the
data with CV 1/√k − 2 ≈ ϵ . rough technical use of osets and
randomized rounding and using with-replacement sampling we
can design max-distinct sketches of size O(log logn + ϵ−2 log ϵ−1)
(assuming 1 ≤ mx = O(poly(n)).) e design relates to MinHash
sketches with base-b ranks [5] and is detailed in Section C.
6 FULL RANGE Lc MEASUREMENTS
We consider now computing approximations of the transform
Lc[W ](t) for all t , which we refer to as a full range measurement.
is is a representation of a function that returns “coordinated”
Lc[W ](t) measurements for any t value. Our motivation is that
an approximate full-range measurement of W provides us with
estimates of the statistics f (W ) for any f ∈ c˜ap.
Concretely, consider the set of output keys OutKeyst,H (e) gener-
ated by Algorithm 1 for input element e when xing the parameter
r , the set of hash functions {Hi }, and the randomization {yi }, but
varying t . It is easy to see that the set OutKeyst (e) monotonically
increases with t until it reaches size r . We can now consider all
outkeys generated for inputW as a function of t
OutKeyst (W ) ≡
⋃
e ∈W
OutKeyst (e) .
e number of distinct outkeys increases with t until it reaches size
rn, where n is the number of distinct input keys. Our full-range
measurement is accordingly dened as the function
L̂c[W ](t) = 1
r
OutKeyst (W ) . (26)
Equivalently, this can be expressed through the element mapping
provided as Algorithm 3. For each input element e , the algorithm
generates r output elements OutElementsH (e) that are outkey and
value pairs. We denote the set of output elements generated for all
input elements by OutElements(W ). We then have
L̂c[W ](t) = 1
r
Distinct{e ∈ OutElements(W ) | e.value ≤ t} .
(27)
e number of distinct keys in output elements that have value at
most t . Note that as with point measurements, for the regime of t
values where |OutKeyst (W )| ≤ 3ϵ−2, we use instead L̂c[W ](t) ≈
t Sum(W ).
We can also dene a combination measurement obtained from a
full range measurement as
L̂c[W ][a] =
∫ ∞
0
a(t)L̂c[W ](t)dt .
We show that this formulation is equivalent to directly obtaining a
combination measurement:
Corollary 6.1. Lemma 5.1 also applies to Lc[W ][a] computed
from a full-range measurement
Proof. Consider element mappings for full-range and combi-
nation measurements that are performed using the same random-
ization (hash functions H and draws y). Consider the combination
measurement computed from |OutKeyst (W )|. It is easy to verify
that
Lc[W ][a] = 1
r
MxDistinct
( ⋃
e ∈W
OutElementsa (e)
)
=
1
r
∫ ∞
0
a(t)|OutKeyst (W )|dt .

We next discuss composable all-threshold distinct counting sketch
that when applied to OutElements(W ) allow us to obtain an ap-
proximate point measurement of L̂c[W ](t) for any t or compute
7
, , Edith Cohen
Algorithm 3: OutElements {Hi }(e): Map of element e to a set
of output elements for full range measurement
Input: Element e = (e.key, e.value), integer r ≥ 1, hash
functions {Hi } i ∈ [r ]
Output: OutElements: A set of r output elements
OutElements← []
foreach i ∈ [r ] do
yi ∼ Exp[e.value] // independent exponentially
distributed with parameter e.value
OutElements.append((Hi (e.key),yi )) // New output
element
return OutElements
an approximate combination measurement L̂c[W ][a] for any a ∈
Lc−1(c˜ap).
An all-threshold sketch of a set E of key value pairs is a compos-
able summary structure which allows us to obtain an approximationTDistinctt (E) for any t (see (6). e design mimics the extension of
MinHash sketches to All-Distance Sketches [4, 5], noting that Hy-
perloglog sketches can be viewed as a degenerate form of MinHash
sketches. Details are provided in Section E.
7 THE “HARD” CAPPING SPAN
e capping transform expresses functions as nonnegative combi-
nations of capping functions. e transform is interesting to us here
because it allows us to extend approximations of capping statistics
to the rich family of functions with a capping transform. We dene
the capping transform of a function f as a function a(t) ≥ 0 and
A∞ ≥ 0 such that
∫ ∞
0 a(t)dt < ∞ and
f (x) = A∞x +
∫ ∞
0
a(t)capt (x)dt .
It is useful to allow the transform to include a discrete and con-
tinuous components, that is, have continuous a(t) and a discrete
set {At } > 0 for t ∈ Y such that
f (x) = A∞x +
∑
t ∈Y
At capt (x) +
∫ ∞
0
a(t)capt (x)dx ,
and require that A∞ +
∑
t ∈Y At +
∫ ∞
0 a(t)dt < ∞. For convenience,
however we will use a single continuous transform a() but allow it
to include a linear combination of Dirac delta functions at points Y .
e one exception is the coecient A∞ < ∞ of cap∞(x) = x which
is separate.
We denote by cap the set of functions with a capping transform.
We can characterize this set of functions as follows:
Theorem 7.1. Let f : [0,∞] be a nonnegative, continuous, con-
cave, and monotone non-decreasing function such that f (0) = 0 and
∂+ f (0) < ∞. en f ∈ cap with the capping transform:
a(x) =
{ −∂2 f (x) when ∂2− f (x) = ∂2+ f (x)
(∂− f (x) − ∂+ f (x))δx otherwise (28)
A∞ = ∂ f (∞) (29)
where δ is the Dirac delta function and ∂ f (∞) ≡ limt→∞ ∂ f (t).
Proof. From monotonicity, f is dierentiable almost every-
where and the le and right derivatives ∂+ f (x) and ∂− f (x) are well
dened. Because f is continuous and monotone, we have
f (w) =
∫ w
0
∂+ f (t)dt =
∫ w
0
∂− f (t) ≡
∫ w
0
∂ f (t)dt . (30)
From concavity, for all x ≤ y, ∂+ f (y) ≤ ∂− f (x). In particular
the slope of ∂ f (x) is initially (sub)linear and can only decrease as
x decreases. In particular the limit ∂ f (∞) ≥ 0 is well dened.
Since ∂ f (x) is monotone, it is dierentiable and equality holds
almost everywhere:
∂2+ f (x) = ∂2− f (x) ≡ ∂2 f (x) .
From concavity, we have ∂2+ f (x), ∂2− f (x) ≤ 0.
Note that at all w with well dened ∂ f (w), we have
∂ f (w) = ∂+ f (0) −
∫ w
0
a(t)dt . (31)
In particular, when taking the limit as w →∞ we get
A∞ +
∫ ∞
0
a(t)dt = ∂+ f (0) . (32)∫ ∞
0
a(t )capt (w )dt (33)
=
∫ ∞
0
a(t )min{t, w }dt
=
∫ w
0
ta(t )dt +w
∫ ∞
w
a(t )dt (34)
= w
∫ w
0
a(t )dt −
∫ w
0
(∂+f (0) − ∂f (t ))dt +w
∫ ∞
w
a(t )dt (35)
= w
∫ ∞
0
a(t )dt + f (w ) −w∂+f (0) (36)
= f (w ) − A∞w (37)
Derivation (34) uses the denition of capt , (35) uses integration by
parts and (31), (36) uses (30), and nally (37) uses (32). 
e capping transforms of some example functions are derived
below and summarized in Table 2. Note that the transform is a
linear operator, so the transform of a linear combination is a corre-
sponding linear combination of the transforms.
• f (w) = capT (w) has the transform A∞ = 0 and a(x) =
δT (x).
• f (w) = w = cap∞(w) has the transform A∞ = 1, a(x) = 0
for all x .
• Moments f (w) = wp for p ∈ (0, 1). Here we assume that
w ≥ 1 and for convenient replace the function with a
linear segment f (w) = min{w,wp } at the interval w ∈
[0, 1]. Note that the modied moment function satises
the requirements of eorem (7.1). We have ∂ f (w) = 1,
∂2 f (w) = 0 for w < 1 and ∂ f (w) = pwp−1 and ∂2 f (w) =
p(p − 1)wp−2 when w ≥ 1. Note that ∂ f (∞) = 0 and
∂+ f (0) = 1.
We obtain A∞ = 0, a(x) = p(1 − p)xp−2 for x > 1 and
a(1) = (1 − p)δ1.
• So capping f (w) = c˜apT (w) = T (1 − e−w/T ). We have
∂ f (w) = e−w/T and ∂2 f (w) = − 1T e−w/T . Note that
∂ f (∞) = 0 and ∂+ f (0) = 1.
We obtain A∞ = 0 and a(x) = 1T e−x/T .
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Table 2: Example capping transforms
f (w) capping transform
capT (w) A∞ = 0, a(x) = δT (x)
w A∞ = 1, a(x) = 0
min{w,wp } A∞ = 0, a(x) = p(1 − p)xp−2 for x > 1,
a(x) = 0 for x < 1, a(1) = (1 − p)δ1
c˜apT (w) A∞ = 0, a(x) = 1T e−x/T
log(1 +w) A∞ = 0, a(x) = 1(1+x )2
7.1 Sketching with signed inverse transforms
We now consider sketching f -statistics that are not in c˜ap but
where f has a signed inverse transform a(t) = Lc−1[f (w)](t) (17).
We use the notation a(t) = a+(t) − a−(t) where
a+(t) = max{a(t), 0} and a−(t) = max{−a(t), 0} . (38)
We dene f+(w) = Lc[a+](w) and f−(w) = Lc[a−](w). Note
that for all w , f (w) = f+(w) − f−(w) and in particular f (W ) =
f+(W ) − f−(W ). Since a+,a− ≥ 0, we can obtain a good approx-
imations fˆ+(W ) and fˆ−(W ) for each of f+(W ) = Lc[W ][a+] and
f−(W ) = Lc[W ][a−] using approximate full-range, two combina-
tion, or several point measurements when a is discrete and small.
We approximate f (W ) using the dierence fˆ (W ) = fˆ+(W )− fˆ−(W ).
e quality of this estimate depends on a parameter ρ:
ρ(a) ≡ max
w
max L
c[a+](w)
Lc[a](w) ,
Lc[a−](w)
Lc[a](w) (39)
Lemma 7.2. For allW , f (w) = Lc[a](w),
|f (W ) − fˆ (W ) |
f (W ) ≤
ρ(a)
(
| Lc[W ][a+] − L̂c[W ][a+] |
Lc[W ][a+] +
| Lc[W ][a−] − L̂c[W ][a−] |
Lc[W ][a−]
)
Proof. We use fˆ (W ) = L̂c[W ][a+] − L̂c[W ][a−] and f (W ) =
Lc[W ][a+] − Lc[W ][a−]. Also note that using the denition of ρ,
for allW ,
f (W ) =
∫ ∞
0
W (w) Lc[a](w)dw
≥
∫ ∞
0
W (w)L
c[a]+(w)
ρ(a) dw
=
1
ρ(a)
∫ ∞
0
W (w) Lc[a]+(w)dw = f+(W ) .
Symmetrically, for allW , ρ f (W ) ≥ f−(W ).
Combining it all we obtain
|fˆ (W ) − f (W ) |
f (W ) =
L̂c[W ][a+] − Lc[W ][a+]
f (W ) +
L̂c[W ][a−] − Lc[W ][a−]
f (W )
≤ ρ(a) | L̂
c[W ][a+] − Lc[W ][a+] |
Lc[W ][a+] + ρ(a)
| L̂c[W ][a−] − Lc[W ][a−] |
Lc[W ][a−]

at is, when the components f+(W ) and f−(W ) are estimated
within relative error ϵ , then our estimate of f (W ) has relative error
at most ϵρ. In particular, the concentration bound in Lemma 5.1
holds with ρδ replacing δ and the sketch size has ϵρ replacing ϵ .
When the exact inverse transform a of f is not dened or has
a large ρ(a), we look for an approximate inverse transform a such
that ρ(a) is small and f (w) ≈ Lc[a](w):
relerr(f ,Lc[a]) = max
w>0
| f (w) − Lc[a](w)|
f (w) ≤ ϵ (40)
We will apply this approach to approximate hard capping functions.
In general, ing data or functions to sums of exponentials is a
well-studied problem in applied math and numerical analysis. Meth-
ods oen have stability issues. A method of choice is the Varpro
(Variable projection) algorithm of Golub and Pereyra [20] and im-
provements [29] which has Matlab and SciPy implementation.
7.2 From cap1 to cap
We show that from an approximate signed inverse transform of
cap1 we can obtain one with the same quality for any f ∈ cap. We
rst consider the special case of capT functions:
Lemma 7.3. Let α be such that Lc[α] is an approximation of cap1.
en for all T , Lc[αT ], where αT (x) ≡ α(x/T ) is a corresponding
approximation of capT . at is,
relerr(capT ,Lc[αT ]) = relerr(cap1,Lc[α])
ρ(αT ) = ρ(α) .
Proof. e claim on relerr and ρ follows from the pointwise
equality
|capT (w) − Lc[αT ](w)|
capT (w)
=
|cap1(w/T ) − Lc[α](w/T )|
cap1(w/T )
. (41)
For ρ observe the correspondence
Lc[αT+](w/T )
Lc[αT ](w/T ) =
Lc[α+](w)
Lc[α](w) (42)
and similarly for α−. e maximum overw of both sides is therefore
the same. 
Theorem 7.4. Let f ∈ cap and let a(t) be the capping transform
of f . Let α(x) be such that Lc[α](w) is an approximation of cap1.
en
c(x) =
∫ ∞
0
a(T )α(x/T )dT , (43)
is an approximate inverse transform of f that satises
ρ(c) ≤ ρ(α) (44)
relerr(f ,Lc[c]) ≤ relerr(cap1,Lc[α]) (45)
Proof. Recall from Lemma 7.3, that for all T , capT is approxi-
mated by Lc[αT ], where αT (x) = α(x/T )). We have
f (w) =
∫ ∞
0
a(T )capT (w)dT
fˆ (w) =
∫ ∞
0
a(T ) Lc[αT ](w)dT
e approximation fˆ is obtained by substituting respective approx-
imations for the capping functions. For allW ,
relerr(f (W ), fˆ (W )) ≤ max
w
relerr(capT ,Lc[αT ])
= relerr(cap1,Lc[α]) .
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e inequality follows from a ≥ 0. e last equality follows from
Lemma 7.3.
We now show that fˆ (W ) = Lc[c]:
fˆ (w) =
∫ ∞
0
a(T ) Lc[αT ](w)dT
=
∫ ∞
0
∫ ∞
0
a(T )αT (x)(1 − e−wx )dxdT
=
∫ ∞
0
∫ ∞
0
a(T )α(x/T )dT (1 − e−wx )dx
=
∫ ∞
0
c(x)(1 − e−wx )dx = Lc[c] ,
where
c(x) =
∫ ∞
0
a(T )αT (x)dT =
∫ ∞
0
a(T )α(x/T )dT .
We will now show that ∀w, Lc[c+](w) ≤ ρ(α) Lc[c](w). e
claim for c− is symmetric and together using the denition of ρ
they imply that ρ(c) ≤ ρ(α). We rst observe that
c+(x) = max{0,
∫ ∞
0
a(T )(αT+(x) − αT−(x)dT }
= max{0,
∫ ∞
0
a(T )(αT+(x)dT −
∫ ∞
0
a(T )αT−(x)dT }
≤
∫ ∞
0
a(T )αT+(x)dT .
e last equality follows from the two integrals being nonnegative.
erefore,
Lc[c+](w) ≤
∫ ∞
0
a(T ) Lc[αT+](w)dT
≤
∫ ∞
0
a(T )ρ(αT ) Lc[αT ](w)dT
= ρ(α)
∫ ∞
0
a(T ) Lc[αT ](w)dT
= ρ(α) Lc[c](w) .
Using Lemma 7.3 that established ρ(α) = ρ(αT ).

It follows that to approximate f (W ) we do as follows. We com-
pute the capping transform of f and use an approximate inverse
transform of cap1, from which we obtain an approximate inverse
transform c of f . We then perform two combination measurements
(with respect to the negative and positive components c+ and c−).
Alternatively, we can use one full-range measurement to estimate
both.
7.3 Sketching cap1
We consider approximate inverse transforms of cap1. e simplest
approximation (see (3)) is to approximate capT statistics by c˜apT .
e worst-case error of this approximation is relerr(capT , c˜apT ) =
1/e ≈ 0.37. Note, however, that the relative error is maximized at
w = T , but vanishes whenw  T andw  T . is means that only
distributions that are heavy with keys of weight approximately T
would have signicant error. Noting that c˜apT is an underestimate
of capT , we can decrease the worst-case relative error using the
approximation
2e
2e − 1 c˜apT (w) (46)
and obtain relerr(capT , 2e2e−1 c˜apT ) = 12e−1 ≈ 0.23 . is improve-
ment, however, comes at the cost of spreading the error, that other-
wise dissipated for very large and very small frequencies w , across
all frequencies (see Figure 3).
We derive tighter approximations of cap1 using a signed approx-
imate inverse transform α(). We rst specify properties of α() so
that Lc[α] has desirable properties as an approximation of cap1.
To have the error vanish for w  1, that is, have Lc[α](w) → 1
when w → +∞, we must have∫ ∞
0
α(t)dt = 1 . (47)
To have the error vanish for w  1, that is, have Lc[α](w)/w → 1
when w → 0, we must have∫ ∞
0
tα(t)dt = 1 . (48)
We can relate the approximation quality obtained by α() to its
“approximability”:
Theorem 7.5. Let α() be such that (47) and (48) hold. Let α+()
and α−() be dened as in (38). en
ρ(α) ≤
∫ ∞
0 α+(t)dt
1 − relerr(Lc[α], cap1)
. (49)
Proof. From conditions (47) and (48) we obtain∫ ∞
0
α+(t)dt = 1 +
∫ ∞
0
α−(t)dt∫ ∞
0
tα+(t)dt = 1 +
∫ ∞
0
tα−(t)dt
We also have
Lc[α+](w) ≤
∫ ∞
0
α+(t)dt min{1,w} (50)
Lc[α−](w) ≤
∫ ∞
0
α−(t)dt min{1,w} (51)
Lc[α](w) ≥ (1 − relerr(Lc[α], cap1))min{1,w} (52)
e last inequality follows from the denition of relerr.
Combining, we obtain
max
w
Lc[α+](w)
Lc[α](w) ≤
∫ ∞
0 α+(t)dt
1 − relerr(Lc[α], cap1)
max
w
Lc[α−](w)
Lc[α](w) ≤
∫ ∞
0 α−(t)dt
1 − relerr(Lc[α], cap1)
=
∫ ∞
0 α+(t)dt − 1
1 − relerr(Lc[α], cap1)
<
∫ ∞
0 α+(t)dt
1 − relerr(Lc[α], cap1)

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We now consider using simple combinations of three functions
of the particular form:
(A + 1)(1 − exp(−w)) − α1(1 − exp(−β1w)) − α2(1 − exp(−β2w))
where β1 < 1 < β2. Equivalently, we estimate cap1(w) = min{1,w}
using Lc[α] where
α(t) = (A + 1)δ1(t) − α1δβ1 (t) − α2δβ2 (t) ,
where δ is the Dirac delta function.
From conditions (47) and (48) we obtain
A − α1 − α2 = 0
A − α1β1 − α2β2 = 0 .
erefore we obtain
α1 = A
(β2 − 1)
β2 − β1
α2 = A
(1 − β1)
β2 − β1 .
We did a simple grid search with local optimization over the free
parameters A, β1, β2 focusing on small values of A. Note that∫ ∞
0 α+(t)dt = A + 1. Applying eorem 7.5 we obtain that ρ(α) ≤(A+ 1)/(1− relerr), which is a small constant when A and relerr are
small. Two choices and their tradeos are listed in the table below.
Note the small error (less than 12%). In both cases the error vanishes
for small and large w . We obtain that three point measurements
with a small relative error for the points Lc[W ](t), Lc[W ](β1t),
Lc[W ](β2t) yield an approximation of the linear combination with
quality the same order.
A β1 β2 relerr ≈ ρ(α) <
10.0 0.9 3.75 0.115 12.4
1.5 0.6 7.97 0.14 2.9
Figure 3 shows cap1(w) and various approximations. e single
point measurement approximations: c˜ap1 and scaled c˜ap1 and the
two 3-point approximations from the table. One plot shows the
functions and the other shows their ratio to cap1 which corresponds
to the relative error as a function of w . e graphs show that
the error vanishes for small and large values of w for all but the
scaled c˜ap1 (46). We can also see the smaller error for the 3-point
approximations.
8 EXPERIMENTS
We performed experiments aimed at demonstrating the ease of
implementing our schemes and explaining the use of the parame-
ters that control the approximation quality. We implemented the
element mapping functions in Python. We also use Python imple-
mentations of approximate MxDistinct and Distinct sketches. We
generated synthetic data using a Zipf distribution of keys. We set
the values of all elements to 1. Zipf distributions are parametrized
by α that controls the skew: e distribution is more skewed (has
more higherer frequency keys) with higher α . Typically values
in the range α ∈ [1, 2] model real-world distributions. We used
α = {1.1, 1.2, 1.5, 2.0} in our experiments.
8.1 Point measurements
In this set of experiments we generated data sets with 105 elements
and performed point measurements, which approximate the statis-
tics c˜apT (W ). We used T = {1, 5, 20, 100, 500}. We applied element
mapping Algorithm 1 with parameter r ∈ {1, 10, 100} to generate
output elements E. e output elements were processed by an ap-
proximate distinct counter with parameter k = 100 to obtain an
estimate of Distinct(E). e nal estimate (13) is the approximate
count divided by r . In our evaluation we also computed the exact
count Distinct(E), to obtain the exact point measurement, and also
the exact value of the statistics c˜apT (W ).
Recall that there are two sources of error in the approximate
measurement. e rst is the error of the measurement L̂c[W ](t)
(Distinct(E)/r ) as an estimate of Lc[W ](t). is error is controlled
by the parameter r in the element mapping Algorithm 1. We showed
that r > ϵ−2.5 always suces in the worst-case but generally
on larger data set that are not dominated by few keys we have
Lc[W ](t) > ϵ−2 and r = 1 suces. e second source of er-
ror is the approximate counter which returns an approximation
L̂c[W ](t) of the measurement L̂c[W ](t). An approximate counter
with k = ϵ−2 has NRMSE ϵ . In the experiments we used a xed
k = 100 which has ϵ = 0.1. We performed 200 repetitions of each
experiment and computed the average errors. Results are illustrated
in Figure 4: e le plot in the gure shows the average number
of distinct output elements generated for dierent Zipf parameters
α and T value for r = 1. e expectation of Distinct(E) is equal to
r L̂c[W ](1/T ). e middle plot shows the normalized root mean
squared (NRMSE) error of the measurement Tr Distinct(E) that uses
the exact distinct count of output keys. We can see that the error
rapidly decreases with the parameter r and that it is very small.
e right plot shows the error of the approximate measurement as
a function of r , obtained by applying an approximate counter to E.
e additional error component is an error with NRMSE 10% with
respect to the measurement, and is independent of the measure-
ment error. We can see that the approximation error dominates the
total error which is about 10%.
8.2 Combination measurements
In this set of experiments we estimate the statistics f (W ) for f (w) =√
w using approximate combinations measurements. We used the
element mapping Algorithm 2 with τ = 0. Note that the esti-
mates we get are unbiased but the NRMSE error can be larger
due to the contributions of the t regime with a very small number
of output keys. Figure 5 shows the NRMSE of the measurement
1
r MxDistinct(E) for dierent values of r . e application of an
approximate MxDistinct counter of size ϵ−2 introduces NRMSE of
at most ϵ to this measurement.
9 CONCLUSION
We presented a novel elegant framework for composable sketching
of concave sublinear statistics. We obtain state-of-the-art asymp-
totic bounds on sketch size together with highly ecient practical
solution.
We leave open the intriguing question of fully understanding
the limits of our approach and in particular, understand if the scope
11
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Figure 4: Point measurements experiments on 105 elements with Zipf keys (averaged over 200 repetitions). Le: Lc[W ](1/T ),
Middle: NRMSE of exact measurement L̂c[W ](1/T ). Right: NRMSE of approximate measurement L̂c[W ](1/T ).
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Figure 5: Combination measurement NRMSE for f (w) = √w
as a function of r on 105 elements with Zipf distributed keys,
averaged over 200 repetitions.
of sample-based sketching is limited to (sub)linear statistics (we
suspect it does). Another question is to precisely quantify the
approximation tradeo for cap1 (and hence for any cap function)
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A EFFICIENT ELEMENT PROCESSING FOR
POINT MEASUREMENTS
Ideally, we would want to determine the selected indices using computation
proportional to O (r (1 − exp(−te.value)), which is the expected number of
output keys returned. ere are many ways to do so and retain the con-
dence bounds. We recommend a way that uses varopt dependent sampling
[3, 8, 10, 18]. is shows that, in principle, we can always obtain very tight
concentration for L̂c[W ](t ) as an approximation of Lc[W ](t ) (using large
enough r ).
Pseudocode for the inner loop of the ecient element processing is
provided as Algorithm 4. e inner loop selects the samples from [1, r ], each
in probability p , in time proportional to the number of selected samples. e
range [1, r ] is logically partitioned to drp e consecutive ranges of size b1/p c,
wherep = 1−exp(−te.value) (the last range may be smaller). e probability
associated with each range is its size times p , which is p b1/p c ≤ 1. We
then varopt sample the O (pr ) ranges according to these probabilities (e.g.,
using drp e pair aggregations [8]). Finally, for each range that is included in
the sample, we uniformly return one of the numbers in the range.
e improved scheme select a varopt sample of the set [r ] such that each
i ∈ [r ] is included with probability 1 − exp(−te.value). Since the joint in-
clusion/exclusion probabilities have the varopt property, the concentration
bounds (Lemma 3.2) hold. Moreover, generally varopt improves quality
over Poisson sampling by eliminating the variance in the sample size.
We point out a choice of r , for uniform element values (e.value = 1 for
all elements), which seamlessly guarantees small element processing and
tight condence bounds also when t is very small:
Corollary A.1. . With uniform elements and r = cϵ−2/t , we have
O (cϵ−2) element processing and probability of relative error that exceeds ϵ
that is bounded by 2 exp(−c/5).
Proof. e element processing is proportional to the number of outkeys
computed and is rt (1 − exp(−t )) ≤ cϵ−2. For the concentration bound
we note that wx ≥ 1 for all active keys, from (15), Lc[W ](t ) ≥ (1 −
1/e)min{1, t }. 
Algorithm 4: Element processing inner loop with varopt sam-
pling (for L̂c measurements)
p ← 1 − exp(−te.value) // inclusion probability for each
i ∈ [r ] // Compute vector pi of sampling probabilities
for consecutive partition of [1, r ] to subranges of
equal size b1/p c and the remainder as the last entry.
` ← d prp b1/pc e
r em ← r modp b1/p c
if r em = 0 then // `f number of full-size ranges
`f = `
else
`f = ` − 1
Initialize a vector pi of size ` foreach j ≤ `f do
pij ← p b1/p c
if r em , 0 then
pi` ← prem
// varopt sample the entries of pi
S ← varopt sample pi // S has bpr c or dpr e entries equal
to 1 and remaining entries are 0.
foreach h = 1, . . . , `f do
if Sh = 1 then
j ∼ U [1, b1/p c] // uniformly at random
i ← (h − 1) b1/p c + j
OutKeys.append (Hi (e.key))
if r em , 0 and S` = 1 then
i ∼ U [r − r em + 1, r ] // uniform at random
OutKeys.append (Hi (e.key))
B INVERSE Lc TRANSFORM DERIVATIONS
In this section we derive the expressions for the inverse Lc transform in
Table 1. Our main tool is the following Lemma which expresses the inverse
Lc transform of f in terms of the inverse Laplace transform of the derivative
of f (w ):
Lemma B.1.
(Lc)−1[f (w )](t ) = 1
t
L−1[ ∂f (w )
∂w
](t ) ,
where L is the Laplace transform.
Proof. We look for a solution a(t ) of
f (w ) =
∫ ∞
0
a(t )(1 − e−wt )dt .
Dierentiating both sides by w we obtain
∂f (w )
∂w
=
∫ ∞
0
ta(t )e−wtdt = L[a(t )t ](w ) .

Lemma B.2. For all T > 0,
Lc−1[c˜apT (w )](t ) = T δ1/T (t ) ,
where δ1/T is the Dirac Delta function at 1/T . For all p ∈ (0, 1),
Lc−1[wp ](t ) = p
Γ(1 − p) t
−(1+p)
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where Γ is the Gamma function.
Lc−1[ln(1 +w )](t ) = e
−t
t
.
Proof. e claim for the inverse transform of f (w ) = c˜apT (w ) follows
directly from (2). For f (w ) = wp , we apply Lemma B.1 using ∂wp∂w =
pwp−1. We take the inverse Laplace transform to obtain
a(t ) = p
t
L−1[wp−1](t )
=
p
t
t−p
Γ(1 − p)
=
p
Γ(1 − p) t
−(1+p) .
We now consider f (w ) = ln(1 +w ) and apply Lemma B.1 substituting the
derivative ∂f (w )∂w =
1
1+w and L−1[1/(w + 1)] = e−t . We obtain
a(t ) = 1
t
L−1[1/(w + 1)](t ) = e
−t
t
.

C DOUBLE-LOGARITHMIC SIZE
MAX-DISTINCT SKETCHES
We outline here basic representation tricks that yield max-distinct sketches
of size O (log logn + ϵ−2 log ϵ−1) (assuming 1 ≤ mx = O (poly(n)).) Our
sketch contains k registers, where each register corresponds to a balanced
“bucket” of output keys. For balance, we can place all keys in all buckets
(with dierent hash function per bucket) or (see Section D) apply stochastic
averaging and partition the output elements to buckets according to a
partition of [r ]. For an element e with key that falls in the bucket, we
compute − lnue.key/e.value and if smaller than the current register, replace
its value. e distribution of the minimum in the bucket is exponential with
parameter equals to the sum of mx over keys in the bucket (see e.g. [4]).
As in Hyperloglog, we only store exponents with base b = 1 + δ (for some
appropriate small xed δ ) We apply consistent (per key/bucket) randomized
rounding to an integral power of (1+δ ) and store only the negated exponent
yi for bucket i . e exponent can be stored inO (log logn) bits. For dierent
buckets, we can store one exponent and osets of expected size O (1) per
bucket. To obtain the approximate statistics from the sketch we use the
estimator MxDistinct(E) = (k − 1)/ k∑
i=1
b−yi
for the total weight of keys over buckets (when stochastic averaging is not
used we need to divide by k .)
C.1 Sidelined output elements
We discuss here compact representation of the ` = 3ϵ−2 “sidelined” output
keys and their y values (xi , yi ). Roughly, it suces to store O (log ϵ ) per
sidelined key (and one exponent): An O (log `) representation of a hash of
the key that will allow us to tell it apart (with good probability) from new
elements with y value in the sidelined range. An oset rounded represen-
tation of the y value (so that
∫ ∞
y a(t )dt is approximated within ϵ ), and a
log ϵ representation of the distinct counter bucket and of the random hash
ue , so that the modication to the approximate counter can be performed
when (xi , vi ) leaves the sidelined set.
D PRACTICAL OPTIMIZATION FOR POINT
MEASUREMENTS
An optimization that applies with approximate distinct counters (including
Hyperloglog) that use stochastic averaging is to partition equally the r
“output” buckets to the k counter buckets. en pipe corresponding outkeys
to each bucket. In more detail, stochastic averaging counters hash each
key to one of k buckets, where each bucket maintains an order statistics
(maximum or minimum) of another hash applied to the keys that fall in
that bucket. is design can be integrated with our element processing
parameter r . We direct the r indices of outkeys produced for same element to
corresponding buckets in the counter, replacing the hash-based assignment
to buckets.
E ALL-THRESHOLD SKETCHES
At a high level, sample-based distinct count sketches can be extended to
all-threshold sketches by considering the distinct sketch of OutKeyst as a
function of t . It turns out (analysis of all-distance sketches) that the number
of points t where the sketch changes as we sweep t is in expectation
ϵ−2 ln(rn). In more detail, the Hyperloglog sketch consists of k = ϵ−2
registers that can only increase as keys are processed. Each register has in
expectation ln(rn) change points as we sweep t .
e storage overhead factor of all-threshold sketching is the number of
change points of each register (lnn) multiplied by the representation of
each t value where the change occurred. We now note that since Lc[W ](t )
is smooth and Lipschitz, a small number of log(1/ϵ ) signicant bits and
the exponent suces. Since the change points for each register are an
increasing sequence, generally from a polynomial range, it suces to store
changes to the exponent.
With an enhanced sketch, since it records all counts as we sweep t , we
can apply the HIP estimator [5] to the sketch (with respect to the swept
parameter t ) to obtain full-range estimates for all t .
F BIN TRANSFORM
A related discrete transform is the Bin transform B[W ](`) for an integer
parameter ` > 0 is dened as
B[W ](`) ≡
∫ ∞
0
W (w )`(1 − (1 − 1/`)w )dw .
We present a mapping scheme of elements to outkeys that for parameters
`, r has expected distinct count equal to the Bin trasform of the frequencies.
e mapping applies for data sets of elements with uniform values e.value =
1. We use r sets of ` independent hash functions H (j )i for i ∈ [`] and
j ∈ [r ]. e hash functions are applied to element keys and produces output
keys. We assume that H (j )i (x ) are unique for all x, i, j . When processing
an element e , we draw for each j ∈ [r ], a value i ∼ U [`] uniformly at
random. We generate the output key H (j )i (e.key). Note that r output keys
are generated for each element. Our measurement B̂[W ](`) is the number
of distinct outkeys divided by r .
e expected contribution of a key x with weightwx to the measurement
(the expected number of distinct outkeys produced for elements with that
key divided by r ) is `(1−(1−1/`)w )which is close to Lcmeasurements. We
focus more on the continuous Lc transform, however, as it is nicer to work
with. A variation of the Bin transform was used in [7] for weighted sampling
of keys and it was also proposed to use them for counting (computing
statistics over the full data).
G EXTENSION: TIME-DECAYING
AGGREGATION
We presented simple “reductions” from the approximation of (sub)linear
growth statistics to distinct or max-distinct counting and sum. We observe
that our reductions can also be combined with time-decaying aggregation
[14] (e.g., sliding window models), with essentially out-of-the-box use of
respective structures for distinct counting and sum. For our enhanced (max-
distinct, all-threshold) counters we can obtain time-decaying aggregations
for all decay functions by essentially “distance sketching” the time domain
(see [5]).
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H EXTENSION: WEIGHTED KEYS
A useful extension is to approximate aggregations of the form∑
x
f (wx )vx , (53)
where vx > 0 are intrinsic weight associated with key x . With the distri-
bution interpretation, we haveW (w ) as the weighted sum
W (w ) =
∑
x |wx =w
vx
of all keys with frequency wx = w . Our presentation focused on vx = 1
for all keys. We outline how our algorithms can be extended to handle
general vx weights. e assumption here is that vx is available to us when
an element with key x is processed.
One application is computing a loss function or its gradient when com-
puting embeddings. e data elements have entity and context pairs (i, j).
Each entity i has a current embedding vector vi and similarly, contexts j
have embeddings v˜j . e pairs are our keys and their values are a function
of the inner produce vi · v˜j . e weight wx of a key x = (i, j) is the
number of occurrences of the key in the data. We would like to estimate
(53) eciently.
When f is a so capping function, this can be done with a single mod-
ied point measurement. For f ∈ c˜ap, we need a modied combination
measurement.
e modication for point measurements (Element processing Algo-
rithm 1) produces output elements (Hi (x ), vx ) instead of respective output
keys. e measurement we seek is then a a weighted distinct statistics of
the output elements, which returns the sum
∑
y vy over distinct output
element keys (divided by r ). e measurement is approximated using an
approximate weighted distinct counter instead of a plain distinct counter.
Weighted distinct statistics are a special case of max-distinct statistics,
where elements with a certain key always have the same value. erefore,
they can be approximated using approximate max-distinct counters (see
Section 5.2).
e modication of Algorithm 2 needed to obtain a combination mea-
surements of (53) replaces the value y of the output elements generated for
an element with key x by the product vxy . e elements are processed as
before by an approximate max-distinct counter. e quality and structure
size tradeos remain the same.
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