Summary. §1 deals with the statistical regularity properties of a denumerable number of particles, all moving about the states of a Markov chain according to the same transition probabilities.
we can always construct a sequence of random variables {X"}, w =0, 1, • • • , which is a Markov chain having one-step transition probabilities P. The wth step transition probabilities are then defined recursively by the relation In what follows we shall sometimes refer to the Markov chain as being P and sometimes as {-X"n}-An important notion in Markov chain theory is that of the number of transitions necessary to reach a certain state for the first time given initially a particular state. We let We call ntij the mean first passage time from state i to state/ If i=j, ma is called the mean recurrence time of state i. States i and j are said to belong to the same class if/«/j5>0, i.e., if there exist integers n(i,j) and n(j, i) such that p%im>0 and £#W))>0. A state * is called recurrent if/5 = l. This implies that/£ = l for all/ belonging to the same class as i. lifft<l,i is called transient.
If i is recurrent and / belongs to the same class as i, then j is also recurrent.
Consequently, all states of a class are either all recurrent or all transient.
We can then speak of a class as being recurrent or transient. If all states belong to the same class we refer to the Markov chain as being irreducible recurrent (transient).
Even though it might not always be explicitly stated, we shall deal throughout only with irreducible chains. If /« = 1 and tna< oo, i is said to be a positive state. If mu= oo, i is called null. If i is positive (null) and j belongs to the same class, then j is positive (null). Thus all states of a recurrent class will be positive or null together. A recurrent class is called positive or null accordingly.
If fu = 1 > tna< oo, then ,_o ma ,-_o w,< mjj
In §2 we shall consider the number of times a state is visited in n transitions. This number we shall denote by Nn(-). That is, N"(i) = {the number of v's such that X, = i for 1 ^ v < n}.
1. Doob [8, p. 404] considered the macroscopic regularity of a denumerable number of particles diffusing on the real axis according to some stochastic process. In particular, he gave some sufficient conditions on the nature of the stochastic process such that a certain kind of statistical equilibrium would be maintained.
We consider here a denumerable number of particles, independently moving about the states of a Markov chain, all according to the same transition probabilities. We shall be interested in seeing what types of chains maintain statistical equilibrium and in determining the nature of the equilibrium^).
An intimately related problem is that of finding positive numbers [Vi] satisfying the system of equations 00 (1) IZ ViPa = v};
When the Markov chain is irreducible, recurrent, and positive, there exists such a set {z/,}> having the properties that 0<i>,<1, i = 0, 1, • • • , and zZ?=o Vi-1. This set is unique.
In fact, Vi = \\mn^x (l/n)zZ»-o Pu1, i = 0, 1, ■ ■ ■ . However, for the null and transient cases this is not true. But, if the restriction that the vt's be probabilities is removed, the question of existence and uniqueness of such solutions is open. The significance in other connections of the existence of such a set of numbers was pointed out by Harris and Robbins [12] . They were concerned with the application of an ergodic theorem of Hopf [13] to prove some strong laws concerning the ratio of random variables. 
Thus there is a unique solution to (1) if and only if Iim"..K U"=0 pp = 0. However, IJ"_o P» is the probability of no return to state zero in (w + 1) transitions. Hence the above condition is that the probability is one that a return to state zero occur in a finite number of steps, i.e., state zero is recurrent. Since if one state is recurrent the chain is recurrent, we have that a solution to (1) 
is a solution to (l);i.e., for the asymmetrical unrestricted random walk, solutions to (1) exist but are not unique.
When p=q = l/2, vk=Cik+d satisfies (4). If cit^O then vk will not always be non-negative. This shows, since the chain is recurrent null, that the condition of non-negativeness is essential for the uniqueness in Theorem 1.
Example 3. Let Poo = 1/2, Poi = 1/2, Pk.k-i = l/2*+2 = Pkk, pk.k+i = (2*+1 -l)/2<=+\ _ k= 1, 2, ••-. (6) This positiveness condition can be weakened to non-negativeness. This can be seen by noting that it is impossible for a sequence {vr} to satisfy (1) if one or more but not all vt's are zero.
We know that the probability of a direct drift to <» starting from 0 is (1/2) ntM-,i(2*+1-T)/2*+1>0. Hence the probability of not returning to 0 in a finite number of steps is positive and, therefore, the chain is transient.
Equations (1) become
The condition v0 = l implies vi=i. The vk's for k^2 are uniquely determined since the equations (6) can be solved one at a time for each successive vk. It remains to be shown that all vk's are positive. To do this we use induction. We have %>z»i>0. Assume that vm>vm-i>0 for all integers m<k. From (6) we get
Using the induction assumption we have Pk,k-ivk^vk-i(3/2k+1). Hence vk^vk-i(3/pk,k-i2k+1) =6vk_i; i.e., the relationship holds for all integers. Thus we have an example of a transient chain having a unique solution to (1) .
For the last example, we give an example of a recurrent chain having the property that the set {vk\ need not be bounded. Equations (1) become
, we have vk=g(k). Thus vk can be made to increase as fast as desired by choosing g(k) appropriately.
We now consider the denumerable number of particles moving about the states of a chain. More precisely, let {Xn(k)\, k = l, 2, • • • , be Markov chains, each having the same matrix of transition probabilities P= {pa} independent of the states of the other chains. We assume P to be irreducible and recurrent.
Let Af(n) he the number of k's, k = l, 2, ■ • • , such that Xn(k) =i, i, n=0, 1, • • -, i.e., At(n) denotes the number of particles in state i at time n. The sequence {vk\ will denote, throughout, the solutions to (1). We prove the following theorem which establishes the existence of a statistical •'*,
The last equality in (9) follows by virtue of Theorem 1. Now, the right side of (9) (1)(a, A) . It should be noted that PM(a, A) is a genuine probability measure for only those values of a such that zZ?-o atpa < w for all k. However, it will be shown in Theorem 3(ii) below that the ^-measure of such a set is one. Strictly speaking, in defining the above Markov chain, we restrict ourselves to those a which belong to this set. We get the following The assertion is an immediate consequence. We may note that as a consequence of the stationarity of the Markov chain {An}, the ergodic theorem of Birkhoff is applicable in proving certain strong laws concerning functions of the sequence of random variables {A"\. However, the following theorem is also implied: (ii) If for some TV, Yt-o I ak-vk\fj(k, TV) < oo then (6) It has been pointed out by the referee that it is sufficient to assume X* vt(fj(k, TV))J< »• Under this condition the left side of (14) converges in mean-square to »,-. Using this fact, together with Theorem 4 (ii), his assertion follows. We get the following Corollary 1(7). If for some TV, X^°"o v]/2gj(k, TV) < oo, j = iu ■ ■ ■ , ir, then the set A of Theorem 6 has ^-measure 1.
Proof. The proof follows using the same type of argument as used to prove
(ii) of Theorem 5.
Suppose, instead of Ao having the probability measure <I>, it has probability measure $* generated, also, by a sequence of independent random variables. Then we get (') It seems that the referee's strengthening of Theorem 5 (ii) should carry over here. However, in this case, there is no analogue to the probability one limit of Theorem 4(ii) which he used in his proof. We note, in closing this section, that most of the theorems proved here rely heavily only on the existence of solutions to (1) . Thus, transient chains, for which solutions to (1) exist, have the stationarity property of Theorem 2. The interesting feature, here, is that in such cases the drift is of such a nature that although more than one distribution could serve as the stationary distribution (for those cases where the solutions to (1) Since this is true for any k and independent of yi, • • • , y*-i the lemma follows.
We shall denote the transition probability given in (1) by p~iaip. Let us consider the special case r = 2, namely ii=i, i2=j. Here p%j = ijp%; pa=iiPu; P~n=nP*u P~a = nPi where kxp*,= YZl~i pr {Xn=j, Xv^k,l for l^v<n\X0=i}.
Since Chung [2] it follows that ap%/ aP*i=Tr a-Since {Xn} is recurrent we have that for all co except for a set of probability measure zero infinitely many k implies infinitely many w and finitely many k implies finitely many w. Hence, from (3) and (4) we get the desired result.
We close this section by proving a result, intuitively expected, concerning the derived Markov chain { F"}. I am also deeply grateful to Dr. T. E. Harris without whose suggestions and encouragement this paper would not have been written.
