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Noise-based control of opinion dynamics*
Wei Su Xianzhong Chen Yongguang Yu Ge Chen
Abstract
Designing feasible control strategies for opinion dynamics in complex social systems has
never been an easy task. It requires a control protocol which 1) is not enforced on all
individuals in the society, and 2) does not exclusively rely on specific opinion values shared
by the social system. Thanks to the recent studies on noise-induced consensus in opinion
dynamics, the noise-based intervention strategy has emerged as the only one meeting both
of the above requirements, yet its underlying general theory is still lacking. In this paper,
we perform rigorous theoretical analysis and simulations of a noise-based control strategy for
opinion formation in which only a fraction of individuals is affected by randomly generated
noise. We found that irrespective of the number of noise-driven individuals, including the
case of only one single noise-affected individual, the system can attain a quasi-consensus
in finite time, and the critical noise strength can be obtained. Our results highlight the
efficiency of noise-driven mechanisms for the control of complex social dynamics.
Keywords: Social control, noise-based intervention, Hegselmann-Krause model, opinion
dynamics
1 Introduction
In the past decade, research on opinion dynamics and consensus problems in complex networked
systems has drawn an increasing attention from a variety of fields, including mathematics,
physics, social science, information theory, and various interdisciplinary areas [1–3]. In the
study of complex social dynamics, developing control strategies for opinion consensus has been
a central issue [4–8]. However, designing a practical and effective intervention strategy for a social
opinion system that should attain global agreement has always been a grand challenge, largely
due to two main obstacles. First, the traditional control theory has a practical shortcoming as
it requires some kind of “precise” information about the system states, given that it is nearly
impossible to acquire the accurate information about opinions of most individuals in a large social
system. Secondly, due to the large system size, one is hardly capable of exerting control over
every individual in the society. Although the pinning control mechanism can usually handle such
large complex networks by controlling only a fraction of agents, it still needs a precise information
about the underlying system states [9–12]. Considering these hindering issues, developing a new
intervention strategy which can circumvent the reliance on system states and instead act upon
only a fraction of individuals is indicated.
In recent years, a few noise-based control strategies for coordination enhancement and con-
sensus generation in social networks have been advanced [13–15]. For example, Shirado and
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Christakis [13] devised a network coordination experiment which took a local rule into consider-
ation. After adding some noisy agents into the network, they observed a remarkable improvement
of the coordination efficiency of the group. Su et al. [14] designed a simple noise injection scheme
to eliminate the disagreement in a divisive opinion system. By injecting random noise to only
one agent of a divisive opinion system, generated by the local-rule based Hegselmann-Krause
(HK) dynamics, it was shown that the cleavage of the system can be eliminated and the opinions
can become synchronized.
These noise-based control strategies generally meet the requirements for a social system
control; however, the underlying general theory for noise-induced opinion control is still lacking.
For example, one limitation of the strategy of Su and colleagues [14] is that only one agent was
allowed to receive noise, and moreover, the initial opinion state of the system had to be assumed
a priori while the effective noise strength relied on the group size and was vanishingly small as
the group size was increasing. The noise scheme developed in [14] was inspired by the previous
seminal works on the noisy opinion dynamics [16–23], and was later theoretically verified for
the HK opinion dynamics model [24]. However, the noise component in most of these previous
models was typically added to all agents, which is far from realistic for a control of large-scale
social systems. Critically, the mathematical approach developed in [24] was inadequate for
modeling the scenario of noise application to only a fraction of agents.
Driven by these limitations of earlier studies, we herein aim to establish a general theoretical
framework for the noise-based control strategy of large social networks in which no prior as-
sumptions about the initial opinion states are required and where any percentage of individuals
in the system can be influenced by noise. Currently, two major types of models for opinion
dynamics can be distinguished. One is the class of topology-dependent models which follow the
line of research initiated by DeGroot [25], and the other is the so-called bounded confidence
model which originates from the works of Deffuant et al. [26] and Hegselmann and Krause
[27]. The topology-dependent model is typically efficient in illustrating the opinion evolution of
relatively small groups. For large social systems, however, the confidence-based model is much
more convenient because it captures local-level self-organization processes that are the hallmark
of large complex systems.
In this paper, we employ the confidence-based HK dynamics [27, 28] to study the noise-
based control theory of a large social opinion system. We rigorously prove that given any initial
system states and any percentage of agents affected by noise, the system will almost surely
attain a quasi-consensus in finite time. Crucially, our analysis yields the critical noise strength
for quasi-consensus. More specifically, when only one agent is affected by noise, the critical
noise strength is equal to the confidence threshold. If more than two agents are noise-driven,
the critical noise strength is half the confidence threshold. These results provide a solid ground
for the noise-based control strategy of social dynamics in large-scale systems.
The rest of the present paper is organized as follows: In section 2, we first present some
necessary preliminaries. Our main findings are then presented and discussed in section 3; in
section 4, we present our numerical simulation results to verify the main theoretical analyses
and finally, some concluding remarks and future research directions are given in section 5.
2 Definitions and model
Denote V = {1, 2, . . . , n} as the set of n agents, S ⊂ V the nonempty set of controlled agents.
Let xi(t) ∈ [0, 1], i ∈ V, t ≥ 0 be the state of agent i at time t and ξi(t), i ∈ S, t > 0 be the noise
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control. The update rule for the noise-induced HK dynamics takes the form:
xi(t+ 1) =


1, x∗i (t) > 1
x∗i (t), x
∗
i (t) ∈ [0, 1]
0, x∗i (t) < 0
, ∀i ∈ V, t ≥ 0, (2.1)
where
x∗i (t) = |N (i, x(t))|
−1
∑
j∈N (i,x(t))
xj(t) + Ii∈Sξi(t+ 1) (2.2)
and
N (i, x(t)) = {j ∈ V
∣∣ |xj(t)− xi(t)| ≤ ǫ} (2.3)
is the neighboring set of i at t with ǫ > 0 representing the confidence threshold of agents. Here,
Ii∈S is the indicator function which takes the value 1 or 0 according to i ∈ S or not, and | · |
stands for the cardinal number of a set or the absolute value of a real number.
To proceed further, we need to introduce some preliminary definitions as follows. Let GV(t) =
{V, E(t)} be the graph of V at time t, and (i, j) ∈ E(t) if and only if |xi(t)− xj(t)| ≤ ǫ. A graph
GV(t) is called a complete graph if and only if (i, j) ∈ E(t) for any i 6= j; and GV(t) is called a
connected graph if and only if for any i 6= j, there is a sequence of edges (i, i1), (i1, i2), . . . , (ik, j)
in E(t).
The definition of a quasi-consensus of the noisy model (2.1)-(2.3) is then as in [24]:
Definition 2.1. Denote
dV(t) = max
i,j∈V
|xi(t)− xj(t)| and dV = lim sup
t→∞
dV(t).
(i) if dV ≤ ǫ, we say the system (2.1)-(2.3) will reach a quasi-consensus.
(ii) if P{dV ≤ ǫ} = 1, we say almost surely (a.s.) the system (2.1)-(2.3) will attain a quasi-
consensus.
(iii) if P{dV ≤ ǫ} = 0, we say a.s. the system (2.1)-(2.3) cannot reach quasi-consensus.
(iv) let T = min{t : dV(t
′) ≤ ǫ for all t′ ≥ t}. If P{T < ∞} = 1, we say a.s. the system
(2.1)-(2.3) attains a quasi-consensus in finite time.
3 Main Results
For simplicity, we first present the result of a quasi-consensus for independent and identically
distributed (i.i.d.) noises, and we then generalize these results with independent noises by a
sufficient and a necessary condition.
Theorem 3.1. Suppose the noises {ξi(t)}i∈V ,t≥1 are i.i.d. random variables with Eξ1(1) =
0, 0 < Eξ21(1) <∞. Let x(0) ∈ [0, 1]
n and ǫ ∈ (0, 1] be arbitrarily given, then
(i) if P{|ξ1(1)| ≤ ǫ} = 1 when |S| = 1 or P{|ξ1(1)| ≤ ǫ/2} = 1 when |S| > 1, then a.s. the
system (2.1)-(2.3) will attain a quasi-consensus in finite time;
(ii) if P{ξ1(1) > ǫ} > 0 and P{ξ1(1) < −ǫ} > 0 when |S| = 1, or P{ξ1(1) > ǫ/2} > 0 and
P{ξ1(1) < −ǫ/2} > 0 when |S| > 1, then a.s. the system (2.1)-(2.3) cannot reach a quasi-
consensus.
Conclusion (i) shows that if noise strength is no more than ǫ when |S| = 1 or ǫ/2 when
|S| > 1 a.s., the system will a.s. achieve a quasi-consensus in finite time; Conclusion (ii) states
that when noise strength has a positive probability to exceed ǫ when |S| = 1 or ǫ/2 when |S| > 1,
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the system will not reach quasi-consensus. This implies ǫ when |S| = 1 and ǫ/2 when |S| > 1 are
the critical noise strengths to induce a quasi-consensus. Conclusions (i) and (ii) can be directly
derived from the following Theorems 3.2 and 3.8, which present a sufficient and a necessary
condition for independent noises, respectively.
Theorem 3.2. Suppose {ξi(t), i ∈ V, t ≥ 1} are independent and satisfy: i) P{|ξi(t)| ≤ δ} = 1
with δ ∈ (0, ǫ] when |S| = 1, or δ ∈ (0, ǫ/2] when |S| > 1; ii) there exist constants a ∈ (0, δ), p ∈
(0, 1) such that P{ξi(t) ≥ a} ≥ p, P{0 ≤ ξi(t) ≤ a} ≥ p and P{ξi(t) ≤ −a} ≥ p, P{−a ≤ ξi(t) ≤
0} ≥ p. Then, for any initial state x(0) ∈ [0, 1]n and ǫ ∈ (0, 1], the system (2.1)-(2.3) will a.s.
attain a quasi-consensus in finite time and dV ≤ δ a.s. when |S| = 1, or dV ≤ 2δ a.s. when
|S| > 1.
Before the proofs of Theorems 3.1 and 3.2 we need introduce some lemmas:
Lemma 3.3. [29] Suppose {zi, i = 1, 2, . . .} is a nonnegative nondecreasing (nonincreasing)
sequence. Then for any s ≥ 0, the sequence {gs(k) =
1
k
∑s+k
i=s+1 zi, k ≥ 1} is monotonically
nondecreasing (nonincreasing) for k.
Lemma 3.4. [30] Suppose S = ∅, then for every 1 ≤ i ≤ n and xi(0) ∈ [0, 1], there exist
constant T0 ≥ 0, x
∗
i ∈ [0, 1] such that xi(t) = x
∗
i for t ≥ T0, and either x
∗
i = x
∗
j or |x
∗
i − x
∗
j | > ǫ
holds for any i, j.
In what follows, the ever appearing time symbols t (or T , etc.) will all refer to the random
variables t(ω) (or T (ω), etc.) on the probability space (Ω,F , P ), and for simplicity, they will be
still written as t (or T ).
In the rest process of the proofs of Theorems 3.1 and 3.2, we only consider the case |S| > 1,
and the proof for the case |S| = 1 can be obtained in a similar fashion.
Lemma 3.5. For the system (2.1)-(2.3) with conditions of Theorem 3.2 i), if there exists a
finite time 0 ≤ T <∞ such that dV(T ) ≤ ǫ, then on {T <∞}, we have dV(t) ≤ 2δ for all t > T .
Proof. Denote x˜i(t) = |N (i, x(t))|
−1
∑
j∈N (i,x(t)) xj(t), t ≥ 0, and this notation remains valid for
the rest of the context. If dV(T ) ≤ ǫ, by (2.3) we have
x˜i(T ) =
1
n
n∑
j=1
xj(T ), i ∈ V. (3.1)
Since |ξi(t)| ≤ δ a.s., we obtain a.s.
dV(T + 1) = max
1≤i,j≤n
|xi(T + 1)− xj(T + 1)|
≤ max
1≤i,j≤n
(|Ii∈Sξi(T + 1)|+ |Ij∈Sξj(T + 1)|)
≤ 2δ ≤ ǫ.
(3.2)
Repeating (3.1) and (3.2) yields the conclusion.
Lemma 3.6. For system (2.1)-(2.3) with conditions of Theorem 3.2, if at the initial moment
there exist subsets V1,V2 ⊂ V such that V1
⋃
V2 = V, dVk(0) ≤ ǫ, k = 1, 2, and V1
⋂
V2 = ∅,
|xi(0) − xj(0)| > ǫ for i ∈ V1, j ∈ V2, then there exist constants L0 ≥ 0 and p0 > 0 such that
P{dV(L0) ≤ ǫ} ≥ p0 and mini xi(t) ≥ mini x(0),maxi xi(t) ≤ maxi xi(0) for 0 ≤ t ≤ L0.
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Proof. This proof uses the idea that “transforming the analysis of a stochastic system into
the design of control algorithms” first proposed by [44]. At the initial moment, the systems
forms 2 separate subgroups V1,V2 of which one is not neighboring with the other. By (2.1),
dVk(1) ≤ 2δ ≤ ǫ, k = 1, 2. Before one subgroup enters the neighbor region of the other, for each
i ∈ V, we have
xi(t+ 1) =
1
|Vk|
∑
j∈Vk
xj(t) + Ii∈Sξi(t+ 1), (3.3)
when i ∈ Vk, k = 1, 2. Suppose maxi∈V1 xi(0) < mini∈V2 xi(0), and consider the following noise
protocol: for t ≥ 0, {
ξi(t+ 1) ∈ [a, δ], if i ∈ V1;
ξi(t+ 1) ∈ [−δ,−a], if i ∈ V2.
(3.4)
Here a ∈ (0, δ) is a constant defined in Theorem 3.2. Under the protocol (3.4), it is easy to check
that before one subgroup enters the neighbor region of the other, and by (3.3), we will have
|max
i∈V2
xi(t+ 1)−min
i∈V1
xi(t+ 1)| < |max
i∈V2
xi(t)−min
i∈V1
xi(t)| −
a
n
, (3.5)
suggesting that after each step, the maximum difference of opinion values decreases at least a
n
.
This implies that there must exist a constant L¯0 ≤
n(dV (0)−ǫ)
a
such that under the protocol (3.4),
min
i∈V2
xi(L¯0)−max
i∈V1
xi(L¯0) ≤ ǫ, dV(L¯0) ≤ 2ǫ. (3.6)
From moment L¯0 + 1, design the following protocol: for i ∈ V, t ≥ L¯0,

ξi(t+ 1) ∈ [a, δ], if min
j∈V
xj(t) ≤ x˜i(t) ≤ min
j∈V
xj(t) +
dV(t)
2 ;
ξi(t+ 1) ∈ [−δ,−a], if min
j∈V
xj(t) +
dV (t)
2 < x˜i(t) ≤ maxj∈V
xj(t).
(3.7)
Since dV(L¯0) ≤ ǫ by (3.6), we can check that for each i ∈ S, under the protocol (3.7), either
xi(t) ∈ [mini∈V xi(t) + a,mini∈V xi(t) + ǫ] or xi(t) ∈ [maxi∈V xi(t)− ǫ,maxi∈V xi(t)− a] or both
hold, implying it is neighbor to agents with extreme opinion. By (2.1), we know that (3.5) also
holds. This implies there exists a constant L¯1 ≤
n(dV (L¯0)−ǫ)
a
such that under the protocol (3.7),
max
i∈V
xi(L¯0 + L¯1)−min
i∈V
xi(L¯0 + L¯1) ≤ ǫ. (3.8)
By independence of ξi(t), i ∈ V, t ≥ 1, we know that the probability of the protocol (3.4) occur-
ring L¯0 times and protocol (3.7) occurring L¯1 times is no less than p
|S|(L¯0+L¯1) > 0. Moreover,
under the protocols (3.4) and (3.7), by Lemma 3.3, it holds mini xi(t) ≥ mini x(0),maxi xi(t) ≤
maxi xi(0) for 0 ≤ t ≤ L¯0 + L¯1. Let L0 = L¯0 + L¯1, p0 = p
nL0 and consider Lemma 3.5, then we
obtain the conclusion.
Lemma 3.7. Suppose the noise satisfies the conditions of Theorem 3.2 i), then for any x(0) ∈
[0, 1]n, ǫ ∈ (0, 1], there exist a noise protocol and constants Ln > 0, 0 < pn < 1 such that
P{dV(Ln) ≤ ǫ} ≥ pn. Furthermore, if dV(0) > ǫ, it has under the noise protocol that mini xi(t) ≥
mini xi(0),maxi xi(t) ≤ maxi xi(0) for 0 ≤ t ≤ Ln.
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Proof. If dV(0) ≤ ǫ, the conclusion holds directly from Lemma 3.5. Now we consider the case of
dV(0) > ǫ, and use the method of induction for the group size n. Note that there exist constants
a ∈ (0, δ), p ∈ (0, 1) such that P{ξi(t) ≥ a} ≥ p and P{ξi(t) ≤ −a} ≥ p. When n = 2, consider
the following noise protocol: for i ∈ S, if xi(0) ≤
x1(0)+x2(0)
2 , take ξi(1) ∈ [a, δ]; otherwise, take
ξi(1) ∈ [−δ,−a]. It can be easily seen that under the protocol, the opinion difference of the two
agents will decrease at least a for each step. If dV(1) ≤ ǫ, we obtain the conclusion by taking
L2 = 1, p2 = p
2 since the above protocol occurs with probability no less than p2. Otherwise,
let L¯ = 1−ǫ
a
and continue the above protocol L¯ times, then we know that there must exist a
constant L2 ≤ L¯ such that dV(L2) ≤ ǫ. By independence of ξi(t), i ∈ V, t ≥ 1, we can take
p2 = p
2L¯, then the conclusion holds for n = 2. Suppose the conclusion holds for n = k ≥ 2, now
we consider the case of n = k + 1.
Let x˜i(t) = |N (i, x(t))|
−1
∑
j∈N (i,x(t))
xj(t), and consider the following noise protocol: For
i ∈ S, t ≥ 1, 

ξi(t+ 1) ∈ [a, δ], if min
j∈V
xj(t) ≤ x˜i(t) ≤ min
j∈V
xj(t) +
dV(t)
2 ;
ξi(t+ 1) ∈ [−δ,−a], if min
j∈V
xj(t) +
dV (t)
2 < x˜i(t) ≤ maxj∈V
xj(t).
(3.9)
By Lemma 3.3, it is easy to obtain that under the protocol (3.9), minj∈V xj(t) is nondecreasing,
and maxj∈V xj(t) is nonincreasing. Let T¯0 be the first moment when the graph of the system
(2.1)-(2.3) is not connected under the protocol (3.9). We can prove that if the graph of (2.1)-
(2.3) remains connected under the protocol (3.9), the system will attain a quasi-consensus in a
constant period L¯0 = 2n
dV (0)−ǫ
d
where d = min{a, d0}, 0 < d0 <
ǫ
2n2+2n+1
(The proof of this fact
will be given in Appendix as Lemma .1). We then know that P{L¯0 ≤ T¯0 < ∞} = 0. Without
loss of generality, suppose T¯0 = 0 a.s., i.e., at the initial moment, the system is not connected,
and denote the two subgroups as V1 and V2; then no agent in group V1 is the neighbor of agents
in V2, and vice versa. Suppose maxiV1 xi(0) < mini∈V2 xi(0).
First consider the case when there is no agent controlled by noise in one of the two subgroups,
say V1. By Lemma 3.4, there is a constant L¯1 such that V1 converges in L¯1. By assumption,
there is a constant L¯2 such that V2 reaches a quasi-consensus in L¯2 with a positive probability p¯2.
If L¯1 ≤ L¯2, by Lemma 3.6, there exist constants L0 ≥ 0, 0 < p0 < 1 such that P{dV(L¯2 +L0) ≤
ǫ|dV2(L¯2) ≤ ǫ} ≥ p0. Let Lk+1 = L¯2 + L0, pk+1 = p¯2p0, then the conclusion holds for n = k + 1.
Otherwise, if L¯1 > L¯2, consider the following noise protocol: for i ∈ S, L¯2 < t ≤ L¯1, ξi(t) ∈ [a, δ].
By Lemma 3.3, we know that during the period from L¯2+1 to L¯1, V1 and V2 will not enter the
neighbor region of each other, and V1 reaches convergence in L¯1 while V2 keeps quasi-consensus.
In other words, V2 reaches a quasi-consensus in L¯1 with a positive probability p¯2p
|S|(L¯1−L¯2).
Recalling Lemma 3.6 and the former argument of the case L¯1 ≤ L¯2, we know the conclusion
holds for n = k+1 when L¯1 > L¯2. Hence the conclusion holds when there is only one subgroup
controlled by noise.
Now we consider the case when both V1 and V2 are intervened by noise. By assumption,
there exist constants L¯1, L¯2 > 0 and 0 < p¯1, p¯2 < 1, such that V1 reaches a quasi-consensus in
L¯1 with probability p¯1 and V2 achieves a quasi-consensus in L¯2 with probability p¯2. If L¯1 = L¯2,
the conclusion holds by Lemma 3.6. Suppose L¯1 ≥ L¯2 without loss of generality, and consider
the following noise protocol: for i ∈ S
⋂
V2, L¯2 < t ≤ L¯1, ξi(t) ∈ [a, δ]. By Lemma 3.3, we
know that during the period from L¯2 +1 to L¯1, V1 and V2 will not enter the neighbor region of
each other, and V1 reaches a quasi-consensus in L¯1 while V2 keeps quasi-consensus. Thus, they
both reach quasi-consensus in L¯1 with a positive probability no less than p¯1p¯2p
|S|(L¯1−L¯2). By
Lemma 3.6, there exist constants L0 ≥ 0, 0 < p0 < 1 such that P{dV(L¯1 + L0) ≤ ǫ|dV2(L¯1) ≤
6
ǫ, dV1(L¯1) ≤ ǫ} ≥ p0. Let Lk+1 = L¯1 + L0, pk+1 = p¯1p¯2p
|S|(L¯1−L¯2)p0, then the conclusion holds
for n = k + 1 when both of the subgroups are intervened by noise.
To sum up, the conclusion holds for n = k + 1. This completes the proof.
Proof of Theorem 3.2: Define U(L) = {ω : (2.1)-(2.3) does not reach quasi-consensus in period
L} and U = {ω : (2.1)-(2.3) does not reach quasi-consensus in finite time}. By Lemma 3.7, there
exist constants Ln > 0, 0 < pn < 1 such that P{U(Ln)} ≤ 1 − pn < 1. Since x(0) is arbitrarily
given in [0, 1]n, following the procedure of Lemma 3.7, it has
P{U(mLn)|U((m− 1)Ln)} ≤ 1− pn, m > 1.
Then
P{U} =P
{ ∞⋂
m=1
U(mLn)
}
= lim
m→∞
P{U(mLn)}
= lim
m→∞
m−1∏
k=1
P{U((k + 1)Ln)|U(kLn)} · P{U(Ln)}
≤ lim
m→∞
(1− pn)
m = 0,
and hence,
P{ (2.1)-(2.3) can reach quasi-consensus in finite time} = 1− P{U} = 1.
This completes the proof. ✷
Next, we will present the necessary part of the noise induced consensus, which shows that
when the noise strength has a positive probability of exceeding ǫ/2, the system a.s. cannot reach
a quasi-consensus.
Theorem 3.8. Let x(0) ∈ [0, 1]n, ǫ > 0 are arbitrarily given. Assume the zero-mean random
noises {ξi(t), i ∈ V, t ≥ 1} are i.i.d. with Eξ
2
1(1) <∞ or independent with supi,t |ξi(t)| <∞, a.s..
If there exists a lower bound q > 0 such that P{ξi(t) > ǫ/2} ≥ q and P{ξi(t) < −ǫ/2} ≥ q, then
a.s. the system (2.1)-(2.3) cannot reach quasi-consensus.
Proof. We only need to prove the independent case, while the i.i.d. case can be obtained
similarly. For the independent case, we only need to prove that, for any constant T0 ≥ 0, there
exists t ≥ T0 a.s. such that dV(t) > ǫ, i.e.
P
{ ∞⋃
T0=0
{dV(t) ≤ ǫ, t ≥ T0}
}
= 0.
Given any T0 ≥ 0, by independence of ξi(t), i ∈ V, t ≥ 1, it has
P{dV(T0 + 1) > ǫ} ≥P{ min
xi(T0),i∈V
ξi(T0 + 1) < −
ǫ
2
, max
xi(T0),i∈V
ξi(T0 + 1) >
ǫ
2
}
≥q2.
Hence, P{dV(T0 + 1) ≤ ǫ} ≤ 1− q
2 < 1. Similarly,
P
{
dV(t) ≤ ǫ
∣∣∣ ⋂
T0≤l<t
{dV(l) ≤ ǫ}
}
≤ 1− q2.
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Thus
P{dV(t) ≤ ǫ, t ≥ T0} =P
{ ∞⋂
t=T0
{dV(t) ≤ ǫ}
}
= lim
m→∞
P
{ m⋂
t=T0
{dV(t) ≤ ǫ
}
= lim
m→∞
m∏
t=T0
P
{
dV(t) ≤ ǫ
∣∣∣⋂
l<t
{dV(l) ≤ ǫ}
}
≤ lim
m→∞
(1− q2)m = 0.
This completes the proof.
4 Numerical Simulations
In this section, we present the outcomes of simulation experiments to verify our main theoretical
results in this paper. First, we present a fragmentation of noise-free HK model. We take
n = 20, ǫ = 0.21, and the initial opinion values are uniformly distributed on [0, 1]. Fig. 1 shows
that the disagreement forms. We then generate random noise sources independently from a
uniform distribution on [−δ, δ](δ > 0) and we randomly select half of agents to be intervened
by noise. By Theorem 3.2, when δ ≤ 0.5ǫ, the system should achieve a quasi-consensus in finite
time. We let δ = 0.1ǫ, and we see in Fig. 2 that the disagreement vanishes and the opinions
become synchronized. Furthermore, we consider only one single agent to be controlled, while
the other conditions remain unchanged. In Fig. 3 we see that the system indeed attains a
quasi-consensus in finite time.
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Figure 1: The evolution of opinions in a system with 20 agents without noise control. The initial
opinion value x(0) is generated by a uniform distribution on [0, 1], the confidence threshold
ǫ = 0.21.
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Figure 2: The evolution of opinions in a system with 20 agents and with a partial noise control.
Here, the half of agents are randomly selected and subjected to the control, and the initial
conditions are the same as those in Fig. 1; the noise strength δ = 0.1ǫ.
5 Discussion and Conclusions
Recently, HK opinion dynamics models with bounded confidence [27, 28] and its variants [31–34]
have attracted considerable attention across fields. Nevertheless, feasible control strategies for
HK systems are still lacking.
In this paper, we established a rigorous theoretical analysis for the noise-based opinion control
strategy in large social networks where only a fraction of agents are noise-affected. The local
rule based HK dynamics was taken as the underlying model of complex social systems. It was
rigorously proved that, given any initial opinion configurations and irrespective of the amount
of noise-affected agents, the noisy HK model will almost surely attain a quasi-consensus.
Indeed, the constructive role of noise has been revealed previously in a variety of physical,
biological, and social systems (e.g. [24, 35, 36]). However, its potential for the design of control
strategies in dynamic social systems remained largely unexplored. While we have demonstrated
that noise itself can serve as an efficient mechanism for control of opinion dynamics, its combined
effects with other mechanisms are still unknown. For instance, recent studies of social dynamics
[21, 37, 38] have evidenced nontrivial interactive effects of various combined mechanisms, in-
cluding those with noise [21, 35], that are not present when these mechanisms are considered in
isolation. Future studies should therefore explore the effects of noise-related control strategies
in social dynamics when they are employed in combination with other potent mechanisms.
For example, while previous theoretical analyses showed that the bounded confidence struc-
ture of HK dynamics can be synchronized by noise, it is still unknown whether the noise-induced
synchronization can occur with a topology-based mechanism. The theory of robust consensus
in noisy multi-agent systems suggests that the topology-based mechanism does not have the
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Figure 3: The evolution of opinions in a system with 20 agents and with a single-agent noise
control. Only one agent is controlled, and the initial conditions are the same as those in Fig. 1,
while the noise strength δ = 0.1ǫ.
property of noise-based synchronization. It is therefore necessary to examine the consequences
of combining the topology-based mechanism with the bounded confidence structure.
In studies of noise-induced phenomena, it is typically assumed that noise source is a Gaussian
distributed variable [39]. However, it has been shown that noise-induced transitions can be
shifted significantly when using non-Gaussian noise sources [40] characterized by nonextensive
statistical properties [41] that are often found in various biological and social processes [42, 43].
It thus remains a challenge for future research to also investigate noise-based mechanisms for
the control of opinion dynamics when the noise source departs from the classical Gaussian
behavior. Since non-Gaussian noise can significantly alter system’s response by generating e.g.
the reentrance effect (i.e. a shift from a disordered to an ordered state, and then back again to a
disordered state)[39, 40], its applications could especially be interesting in systems in which only
a temporary consensus is desired, after which the system can go back to its initial non-consensus
state.
In sum, our present study demonstrated a feasibility of noise-induced control strategy in
HK dynamic systems that can alter the system behavior after being applied to only a fraction
of individuals and without relying on the complete knowledge of system’s states. Our results
thus represent the first step towards a more general theory of noise-induced control of social
dynamics, and we hope they will inspire much further research.
Lemma .1. Suppose the graph of the system (2.1)-(2.3) remains connected under the protocol
(3.9), then the system will reach a quasi-consensus before a constant moment L¯0 = 2n
dV (0)−ǫ
d
where d = min{a, d0}, 0 < d0 <
ǫ
2n2+2n+1
.
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Proof. If dV(0) ≤ ǫ, the conclusion holds by Lemma 3.5. Now we only consider the case of
dV(0) > ǫ. Denote m(t) ∈ V as the agent with the smallest opinion value at moment t ≥ 0 and
let K(t) = max{1 ≤ j ≤ n : xj(t)− xm(t)(t) ≤ ǫ}, then
xm(t)(t+ 1) =
1
K(t)
K(t)∑
i=1
xi(t) + Im(t)∈Sξm(t)(t+ 1). (.1)
If there exist t1, . . . , tn such that m(ti) ∈ S, i = 1, . . . , n, by (.1) and Lemma 3.3, we know that
xm(tn)(tn) increase at least a from xm(0)(0) under the protocol (3.9). If an agent i ∈ S is a
neighbor of agent m(t) at moment t and also at t + 1, by (.1) and Lemma 3.3, we know that
at t + 1, xm(t+1)(t + 1) will increase at least a/n under protocol (3.9). Now we consider the
case when agents m(t) and all its neighbors at t are not in S. Let 0 < d0 <
ǫ
2n2+2n+1 be a
constant. We will show that if there is a moment t such that xm(t+1)(t+1)− xm(t)t) ≤ d0, then
xm(t+2)(t+ 2)− xm(t+1)(t+ 1) ≥ d0. For convenience of denotation, we also number the agents
at each moment t with x1(t) ≤ x2(t) ≤ . . . ≤ xn(t). By (.1), it has
xm(t+1)(t+ 1)− xm(t)(t) =
1
K(t)
K(t)∑
i=1
(xi(t)− xm(t)(t)),
then
xi(t)− xm(t)(t) ≤ K(t)d0, 1 ≤ i ≤ K(t). (.2)
Since the graph is connected, by the definition of K(t) and (.2), we know that ǫ − K(t)d0 <
xK(t)+1(t) − xK(t)(t) ≤ ǫ where K(t) + 1 is the agent with smallest opinion value larger than
xK(t)(t). Hence by (2.1) and Lemma 3.3,
xK(t)(t+ 1)− xK(t)(t) =
1
|N (K(t), x(t))|
∑
j∈N (K(t),x(t))
(xj(t)− xK(t)(t)
≥
1
K(t) + 1
(K(t)−1∑
j=1
(xj(t)− xK(t)(t)) + xK(t)+1(t)− xK(t)(t)
)
>
1
K(t) + 1
(ǫ−K(t)d0 − (K(t)− 1)K(t)d0)
=
1
K(t) + 1
ǫ−
K2(t)
K(t) + 1
d0
>(K(t) + 1)d0.
hence xK(t)(t+1)−xm(t+1)(t+1) ≥ xK(t)(t+1)− xm(t)(t)− d0 ≥ xK(t)(t+1)− xK(t)(t)− d0 >
K(t)d0. This implies that at t + 1 the opinion value of agent K(t) is more than K(t)d0 apart
from agent m(t+1). If agent K(t) is still a neighbor of agent m(t+1) at t+1, by (.2), we have
xm(t+2)(t+ 2)− xm(t+1)(t+ 1) ≥ d0. Otherwise, repeating the above procedure no more than n
times. Since the graph is always connected, there exists a moment t ≤ th ≤ t+n such that K(th)
is the neighbor of m(th+1), implying xm(th+1)(th+1)−xm(t)(t) ≥ xm(th+1)(th+1)−xm(th)(th) ≥
d0. Hence, after each moment when the opinion value of agent m(t) increases less than d0, it
will increase at least by d0 during the next n times. Let d = min{a, d0}, L¯0 = 2n
dV (0)−ǫ
d
, we
know with the above analysis that dV(L¯0) ≤ ǫ, then by Lemma 3.5, the system will reach a
quasi-consensus.
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