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Abstract
Measuring subdiffraction separations between single fluorescent par-
ticles is important for biological, nano-, and medical-technology studies.
Major challenges include (i) measuring changing molecular separations
with high temporal resolution while (ii) using identical fluorescent labels.
Here we report a method that measures subdiffraction separations be-
tween two identical fluorophores by using a single image of milliseconds
exposure time and a standard single-molecule fluorescent imaging setup.
The fluorophores do not need to be bleached and the separations can
be measured down to 40 nm with nanometer precision. The method
is called single-molecule image deconvolution – SMID, and in this arti-
cle it measures the standard deviation (SD) of Gaussian-approximated
combined fluorescent intensity profiles of the two subdiffraction-separated
fluorophores. This study enables measurements of (i) subdiffraction di-
molecular separations using a single image, lifting the temporal resolution
of seconds to milliseconds, while (ii) using identical fluorophores. The
single-image nature of this dimer separation study makes it a single-image
molecular analysis (SIMA) study.
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1 Introduction
For conventional far-field imaging, the Rayleigh criterion determines the diffrac-
tion limit seperation below which two identical fluorescent particles cannot be
differentiated. The diffraction-limit separation is 0.61λ/N.A. ≈ 230 nm for
mean visible wavelength λ of ≈ 550 nm and microscope objective’s numerical
aperture N.A. of ≈ 1.45 [1]. In biological, nano-, and medical-technology stud-
ies, many inter- and intra-molecular separations are below the diffraction limit.
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These separations include intra-molecular separations such as the separation be-
tween different regions of a macromolecule – an actin filament or a chromosomal
DNA molecule [2], and inter-molecular separations, e.g., between proteins and
nano-particles [3, 4].
Recent single-molecule fluorescence imaging methods circumvent the Rayleigh
criterion and measure subdiffraction molecular separations with nanometer pre-
cision. However, such precision is not achieved without tradeoffs. Some methods
bleach the fluorophores – SHRImP [5], NALNS [6], PALM [7], and PAINT [8],
and therefore only one separation of the studied molecules can be measured;
some require photoswitchable or multicolor fluorescent labels – Ref. [9], PALM
[7], SHREC [10], and STORM [11], rendering the fluorophore and spectral se-
lections restrictive. In addition, these methods are based on centroid location
measurements of each constituent molecule; therefore, the rate of separation
measurements is bound by the total time required to locate all constituent
molecules – typically in seconds. The timescale of seconds is long for many
biological processes where molecular separations change faster than seconds.
Although the SHREC method allows simultaneous dimolecular separation mea-
surements in the timescale of milliseconds, labeling heterogeneous fluorophores
and overlapping two spectral distinct emission images pose additional challenges.
Here we report an alternative method to measure subdiffraction separations
of two molecules labeled with identical fluorophores, all by using a single image
of the two constituent molecules. For simplicity, in the rest of this article we
call the two separated fluorophores a dimer. The dimers were simultaneously
illuminated for milliseconds by standard laser excitation (intensity of order 1
kW/cm2) and the emitted photons were collected by a standard single-molecule
fluorescent imaging setup. The collective intensity profile of the subdiffraction
separated dimers were recorded and fit to a Gaussian function. While the point
spread function (PSF) centroids of the two constituent molecules cannot be re-
solved, the spread of the dimer intensity profile, measured as standard deviation
(SD) of the dimer’s Gaussian-approximated intensity profile (in this article we
call the dimer intensity profile dimer PSF), increases with dimer separation. In
our method, the longitudinal SD (along the dimer direction) and the total de-
tected photon count of the dimer image are the principle parameters needed for
(1) differentiating dimers from monomers and (2) determining the separation of
the dimer with known precision. We have compared the experimental results
with simulations and they agree well.
The reported SD study here analyzes a convolved image of two molecules
and extracts the molecular separation information; the method is analogous
to deconvolving a complex single-molecule image for molecular properties. We
call this method of using the spread of convolved single-molecule images to
analyze molecular properties “Single-molecule image deconvolution,” or SMID.
Using SMID, dimer separations can be measured by using a single image of
milliseconds exposure times, allowing improvement in temporal resolution from
seconds to milliseconds. The improvement is 10- to 1000-fold depending on
the number of photons emitted by the dimer and the dimer separation. This
improved temporal resolution is attributed to the single-image nature of the
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SMID dimer separation measurements; here we name single-molecule studies
that use single images of millisecond exposure times the “Single-image molecular
analysis” method, or SIMA. This article applies SMID and SIMA to a simple
convolution example of two molecules, future SMID and SIMA analysis can be
extended to higher order multimers of different geometrical arrangements.
2 Results
2.1 Dimer PSF SD is an indicator of the subdiffraction
separation
When two identical fluorophores are separated by less than the diffraction limit,
the width of the dimer PSF varies with the dimer separation.
Figure 1(A) shows an array of Streptavidin-Cy3 dimers with increasing hor-
izontal subdiffraciton separations, δ, of 0, 79, 158, and 237 nm. The dimer
images were constructed from two images of an experimental monomer movie:
one of the two monomer images was displaced by 0, 1, 2, and 3 pixels (79
nm/pixel) horizontally, then the images were added. The number of detected
photons, N , of each monomer image was 511 photons. From the figures, it is
clear that the width of the dimer images changes with separation. At the 79
nm separation, the dimer is not clearly different from the constructed monomer
(dimer at 0 nm separation); at the 158 nm separation, the image becomes wider
and it resembles a dimer more than a monomer; at the 237 nm separation, which
is approximately equal to the diffraction limit of 230 nm, the image is clearly
different from a monomer and the two monomer PSF peaks may start to be
resolved.
In Fig. 1(B) the dimer’s increasing width with separation is quantified. The
dimer PSFs is unimodal as the sum of two Gaussian functions [12] and fits well
to a 1D Gaussian, where all transverse pixel intensity values at each longitudi-
nal pixel were averaged. The 1D x-axis SD values of the dimer increase with
separation as 114.1, 119.7, 141.6, and 178.6 nm, respectively.
2.2 Differentiating dimers from monomers using a single
image
As shown in Fig. 1(A), for many subdiffraction separations, the dimer images
are similar to monomer images in appearance. In order to measure dimer sep-
arations, one must first determine whether an image is a monomer or a dimer.
Here we show that by using the PSF SD and photon count of a single image,
dimers can be differentiated from monomers.
For a monomer and a subdiffraction-separated dimer of the same photon
count, the image is a dimer if the dimer PSF SD (sd) exceeds the monomer PSF
SD (sm) by more than the sum of the dimer and monomer SD measurement
errors, ∆sd and ∆sm, respectively, as
sd − sm > ∆sd + ∆sm. (1)
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Figure 1: Dimers of different subdiffraction separations. (A) From left to right,
streptavidin-Cy3 dimers aligned in the horizontal direction separated by 0, 79,
158, and 237 nm. From the appearance, it is not clear that the image contains
two molecules until near the 237 nm separation. The scale bar is 0.5 µm. (B)
1D intensity profiles of the dimers (circles are data and lines are the Gaussian
fits) showing that the dimer SDs increase with separation.
Here the SD of a SD distribution, ∆sm or ∆sd, is the error associated with a
SD measurement of a single image.
Figure 2(A) compares the experimental and simulation SD distributions of
a constructed monomer (0 nm separated dimer) and a 158 nm separated dimer.
The two experimental distributions were constructed from one monomer movie,
which has 236 valid images with photon count of 1,100± 124 (mean± SD). After
construction, the mean dimer movie photon count was 2,200, and the number
of images was 118. The simulations used the experimental monomer N and sm
distributions and the experimental 0 nm separation dimer background photon
distributions. The simulations were run for 1000 iterations, and in Fig. 2(A) the
counts were scaled to have the same amplitude as the experimental distributions
for comparison. The experimental distributions agree with the simulations.
For the experimental distributions, the Gaussian fits yield the means to be
sm = 105.2 nm and sd = 139.5 nm, and SDs to be ∆sm = 3.5 nm and ∆sd =
3.8 nm, respectively. For the simulated distributions, sm = 106.7 nm and sd
= 138.6 nm, and ∆sm = 3.8 nm and ∆sd = 4.8 nm, respectively. From the
information of Fig. 2(A), we can conclude that for an image with a photon
count above 2200 and sd above sm + ∆sd + ∆sm = 106.7 nm + 3.8 nm + 4.8
nm = 115.3 nm (the simulation results), it is a dimer. Our 158 nm separated
dimer has a mean sd of 139.5 nm > 115.3 nm, therefore the 158 nm separation
images are dimers.
The dimer SD measurement error, ∆sd, is affected by the total number
of detected photons in the image. Figure 2(B) shows the experimental and
simulated ∆sd dependence on photon counts for the 158 nm separation. ∆sd
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Figure 2: Distinguishing dimers from monomers. (A) Experimental (grey)
and simulated (empty bars) SD distributions of a constructed streptavidin-Cy3
monomer movie (left) and dimer movie (right) of separation 158 nm with the
same photon count distribution of N = 2200 ± 156 photons (mean ± SD).
The Gaussian fits to the experimental (solid line) and simulation data (dashed
lines) are shown. The simulations were for 1000 runs and the histograms were
scaled to be comparable to the experimental data. (B) Comparing experimental
(circles) and simulation (crosses) SD measurement error ∆sd of a 158 nm sep-
arated dimer at different detected photon counts. (C) Threshold photon count
line (spline line) for distinguishing dimers from monomers at different separa-
tions. The points on the line are simulation data; circles are experimental data
above the line, indicating differentiable dimers, and crosses are experimental
data below the line, indicating monomers or undifferentiable dimers.
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decreases with increasing photon counts, and the experimental results agree well
with simulations (Fig. 2). There are a total of 12 monomer movies of different
photon counts used for the figure, and all experimental data in this article were
selected from these data. These monomer data are the same data as that in our
previous article ([13, ?]).
In order to differentiate dimers from monomers, Fig. 2(C) shows the thresh-
old photon count vs. separation diagram. At a certain separation, if an image’s
photon counts is above the threshold value on the line, then it is a dimer; below
the line, it is not differentiable. The line was constructed by dimer simulations
of different separations and photon counts. At a particular separation, when
the condition of sd − sm = ∆sd + ∆sm was met, the photon count was the
threshold photon count for the separation. The 12 experimental data were used
to construct dimers each at a random separation. By using Fig. 2(A) distribu-
tions and Eq. 1 on each monomer data, the differentiable dimers were plotted as
circles, and undifferentiable dimers were plotted as crosses. The experimental
data agree with the diagram that all differentiable dimers were above the line
and undifferentiable dimers were below the line.
2.3 Dimer separation measurements
After determining that an image is a dimer, the next goal is to determine
the dimer separation. Figure 3 shows the experimental (circle) and simula-
tion (crosses) dimer PSF SD vs. separation diagram. The SD data are means
of dimer SD distributions, and the error bars are the SDs of the dimer SD
distributions. The experimental results at four different separations were con-
structed from a single monomer movie. The mean experimental dimer photon
count was 3050. Both experimental sd and ∆sd results agree with the simu-
lation results. For simplicity, the solid line is a fit to the simulation results
as sd = 0.001δ
2 − 0.01δ + 118, and is independent of N . This diagram allows
for direct translation of dimer PSF SD to separation with known uncertainty
determined by the image’s photon count, as described below.
2.4 Dimer separation measurement error
Each dimer separation measurement should have an associated precision. Fig-
ure 4 shows the dimer separation uncertainty ∆δ vs. separation δ for different
numbers of detected photons from 150 to 20,000. The separation uncertainty
∆δ was obtained from the dimer SD measurement error bars, as the ones shown
in Fig. 3 for the 3050 photon dimers. The ends of the dimer error bars were
extrapolated horizontally (horizontal grey lines) to meet with the sd vs. δ line.
The separation values at the two cross points on the sd vs. δ line (vertical grey
lines) marked the dimer’s two separation measurement deviations. The differ-
ences between the cross point separation values and the mean separation are
the upper and lower errors for this separation measurement. The average of
the two errors was the dimer separation measurement error ∆δ for the specific
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Figure 3: Dimer SD vs. separation diagram. The crosses are the mean SD
values for simulations of 1000 dimer images, and the circles are experimental
data at the separations of 0, 79, 158, and 237 nm. The error bars are the SDs
of the SD distributions. A fit to the simulation results is the solid line. The
horizontal grey lines off the extrema of the error bar of the 200 nm separation
data meet the diagram, measuring the dimer separation measurement errors by
the vertical grey lines.
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Figure 4: Dimer separation measurement error, ∆δ vs. separation at different
photon counts of 150, 300, 400, 600, 2000, 10000, and 20,000 (slanted lines
from light to dark). The low separation termination points of the lines are
the separations below which dimers are not differentiable from monomers. The
horizontal dashed lines are the dimer separation measurement error by using
the centroid measurement method for dimer photon counts of 150 (top line)
and 20,000 (bottom line).
separation and photon count. A different sd vs. δ simulation was run for each
different photon count.
In Fig. 4, there are four properties to the lines: (1) On the left, each line
terminates at the dimer-monomer differentiation threshold for the photon count
[Eq. 1 and Fig. 2(C)]. (2) The line values decrease with increasing separation.
This is because that although the dimer SD error is approximately independent
of the separation, the sd vs. δ line flattens out at small separations, identical
SD error translates into larger separation measurement error at low separations.
As a result, the ∆δ line decreases with δ. (3) As the photon count increases,
∆δ decreases to the nanometer range. For 20,000 photons, ∆δ is ≈ 2.3 nm at
the 250 nm separation and 10 nm at the 40 nm separation. For 150 photons,
∆δ is 42 nm at the 250 nm separation and 29 nm at the 150 nm separation. (4)
Dimer separation measurement errors by using the centroid method are shown
as the two horizontal dashed lines for 150 and 20,000 photons. Comparing to the
centroid method, the precision of the SD measurement method is comparable
at high photon counts and higher at low photon counts.
The upper bound of dimer separation measurement errors by using centroid
measurements is the sum of the two centroid measurement errors, one for each
monomer at half of the detected photon count of the dimer. The centroid mea-
surement errors were calculated using the analytical expression in Ref. [13, ?]
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Figure 5: SMID dimer separation measurement temporal resolution diagram.
The line marks the threshold exposure time (threshold photon count) to dif-
ferentiate dimers from monomers. The data points were converted from points
in Fig. 2(C) using the conversion factor of 100 detected photons per 1 ms of
exposure time, and the line is the splined connection of the data. The SMID
timescales for all attainable subdiffraction dimer separation measurements are
milliseconds.
for the corresponding photon counts and background information, plus 40%
increase to accommodate for the discrepancy between experimental and ana-
lytical results [13, ?, 14]. For 150 photons (upper dashed line), the sum of the
two centroid measurement errors is (2 × 30.5 nm)× 1.4 = 85.3 nm. For 20,000
photons (lower dashed line), the sum of the two centroid errors is ≈ (2 × 1.6
nm) × 1.4 = 4.5 nm. The low separation end points of the centroid error lines
are the magnitude of the centroid dimer separation measurement errors, which
are 85.3 nm for 150 photons and 4.5 nm for 20,000 photons (the values agree
with another estimation in Ref. [15]).
2.5 Temporal resolution diagram
The single-image nature of the SD measurement method has determined that the
temporal resolution of the dimer separation measurements is determined by the
exposure time (or the camera’s frame imaging speed, if slower). The minimum
dimer exposure time is determined by the minimum number of detected photons
required to differentiate dimers from monomers, as indicated in Fig. 2(C).
Figure 5 shows the temporal resolution vs. dimer separation diagram. In
constructing the diagram, the required photons in Fig. 2(C) were converted
into exposure times, assuming that (1) a typical laser intensity of 300 W/cm2
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is used, (2) the detected dimer photon count is 100 photons per 1 ms exposure
time on average for our system, and (3) the number of dimer emitted photons
increases linearly with the exposure time. For the 20 ms exposure time, 2,000
photons will be detected and the dimer separation can be measured down to 75
nm with 18 nm precision. For the 100 ms exposure time, 10,000 photons will
be detected and the dimer separation can be measured down to 50 nm with 12
nm precision. Note that all the exposure times are in the milliseconds range.
3 Discussion
3.1 Advantages and limitations of SMID for subdiffrac-
tion dimer separation measurements
There are advantages and limitations to using SMID for subdiffraction dimer
separation measurements. The main advantages are that the method uses (1) a
standard single-molecule imaging system and (2) only milliseconds of imaging
time. The main limitations are that (i) the minimum measurable dimer separa-
tion only reaches 40 nm for a reasonable 200 ms exposure time. More photons
are needed to measure smaller separations; although, with increasing exposure
time the temporal resolution will be compromised; (ii) typical experimental 100
to 2000 photon counts per dimer image restricts the most useful range of mea-
surable dimer separations to be between 70 nm, the typical pixel size, and 250
nm, the Rayleigh criteria.
3.2 Comparing spatial resolution with the centroid mea-
surement method
In measuring subdiffraction dimer separations using the centroid method (SHRImP,
SHREC, PALM, and NALNS), two centroid measurements are performed (one
for each monomer, or one for the dimer and the other for the second monomer af-
ter the first monomer bleaches). Both methods reaches nanometer resolution in
measuring dimer separations. Comparing the spatial resolution of the two meth-
ods by using Fig. 4, there are following differences: (1) the precisions to dimer
separation measurements is higher for the SD method at low photon counts and
comparable at high photon counts; (2) at a fixed photon count, the centroid
separation measurement error is constant and reaches a lower measurable sep-
aration minimum, while the SD measurement error increases with decreasing
separation and terminates at a higher measurable minimum separation. If tem-
poral resolution is not a concern, future dimer subdiffraction measurements can
use Fig. 4 for choosing the appropriate method for optimal spatial resolution.
3.3 Dimer orientation effects
In this article, the two fluorophores are identical and both are located in the
imaging plane. Although the number of photon emitted per monomer differs
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from image to image due to stochastic fluctuation [16], the emitted photon dis-
tributions of the two monomers are the same. In experiments, this is frequently
not the case and most dimers are randomly oriented in 3D, rather than both
being fixed at the imaging surface. This can (1) cause difference in sm between
the two molecules due to defocusing [17]; (2) for total internal reflection flu-
orescence (TIRF) imaging microscopy studies, the detected photon counts of
the defocused monomers will be less than that of the focused monomer due to
the decaying evanescent light intensity [18], and as a result, (3) the dimer SD
vs. separation relation in Fig. 3 will alter. Future separation measurements of
different dimer orientations should include appropriate orientation adjustments
in data analysis.
4 Conclusion
In this article we report a simple method to measure subdiffraction separations
between two identical fluorophores – the SMID method – that measures standard
deviation of dimer intensity profiles. This method is advantageous over existing
methods by its applicability to any fluorophores and the fast dynamic rate
in determining dimer separations by using only a single image of milliseconds
exposure times by using SIMA. Although the separation measurements only
have a lower limit of 40 nm for 20,000 photons, it will meet the demand of
many biological and nano-science applications that require dynamic separation
measurements in the range of order 70 nm to 250 nm.
5 Methods
5.1 Sample preparation and imaging
Streptavidin-Cy3 powder (0.04 nM, SA1010, Invitrogen, Carlsbad, CA) was
dissolved in 0.5X TBE buffer (45 mM Tris, 45 mM Boric Acid, 1 mM EDTA,
pH 7.0) to make the protein solution. Coverslips and fused-silica chips were
cleaned using oxygen plasma. Streptavidin-Cy3 molecules were immobilized on
fused-silica surfaces by sandwiching 6 µl of the protein solution between the
surface and a coverslip. The coverslip edges were then sealed with nail polish.
Single molecule imaging was performed using a Nikon Eclipse TE2000-S
inverted microscope (Nikon, Melville, NY) in combination with a Nikon 100X
objective (Nikon, 1.49N.A., oil immersion). Samples were excited by prism-type
TIRF microscopy with a linearly polarized 532 nm laser line (I70C-SPECTRUM
Argon/Krypton laser, Coherent Inc., Santa Clara, CA) focused to a 40 µm × 20
µm region. The laser excitation was pulsed with illumination intervals between 1
ms and 500 ms and excitation intensities between 0.3 kW/cm2 and 2.6 kW/cm2.
By combining laser intensity and pulsing interval variations we obtained 50 to
3000 detected photons per monomer PSF. Images were captured by an iXon
back-illuminated electron multiplying charge coupled device (EMCCD) camera
(DV897ECS-BV, Andor Technology, Belfast, Northern Ireland). An additional
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2X expansion lens was placed before the EMCCD, producing a pixel size of 79
nm. The excitation filter was 530 nm/10 nm and the emission filter was 580
nm/60 nm.
5.2 Data acquisition and selection
Typical movies were obtained by synchronizing the onset of camera exposure
with laser illumination for different intervals. The gain levels of the camera
were adjusted such that none of the pixels of a PSF reached the saturation level
of the camera. When single-molecule movies were obtained, streptavidin-Cy3
monomers were first selected in ImageJ (NIH, Bethesda, MD) by examining
the fluorescence time traces of the molecules for a single bleaching step [16].
For a selected monomer, the camera intensity values for 25 × 25 pixels centered
at the molecule were recorded. One of two 25 × 25 pixels monomer boxes were
shifted and added to the other box to create a dimer. For the summed dimer
images, the center 15 × 15 pixels were used for 2D Gaussian fitting of the 0
nm separated dimer, and the intensities from the peripheral pixels of the 0 nm
dimer box were used for experimental dimer background analysis. The center
20 × 20 pixels intensities were used for analysis of other dimer separations. By
selecting the center pixels for analysis, the non-overlapping background pixels
were avoided.
Before analysis, the camera intensity count of each pixel in an image was
converted into photon counts by using the camera-count to photon-count con-
version factor calibrated in our previous article [13, ?]. Then, the number of
detected photons, and the x-axis and y-axis dimer PSF SD were obtained. The
number of detected photons was obtained by subtracting the total photon count
of the image by the total photon count of the background; the two SD values
were parameters of a 2D Gaussian fit to the intensity profile of the image using
equation
f(x, y) = f0 exp
[
− (x− x0)
2
2s2x
− (y − y0)
2
2s2y
]
+ 〈b〉, (2)
here f0 is the multiplication factor, sx and sy are SD values in x and y directions,
respectively, x0 and y0 are the centroid of the molecule, and 〈b〉 is the mean
background offset in photon counts.
The selected streptavidin-Cy3 monomers were further characterized to sat-
isfy the following conditions used for dimer SD analysis. (1) No stage drift
detected by using centroid vs time measurements. Stage drift introduces ad-
ditional blur to each single-molecule PSF and thus affects the measured SD
values. (2) A minimum of 75 valid PSF images, each with a photon count, N ,
that fluctuated less than 20% from the experimental mean 〈N〉, of the monomer.
The PSF N count restriction is necessary for precise SD error analysis at N by
using a statistically sufficient number of PSFs with consistent N . (3) PSFs with
signal-to-noise ratios (I0/
√
I0 + σ2b ) larger than 2.5, where I0 is the peak PSF
photon count (total photon count minus 〈b〉) and σ2b is the background variance
in photons. (4) Mean monomer SD values, 〈smx〉 and 〈smy〉, obtained by Gaus-
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sian fitting of the smx and smy distributions of all valid images did not differ by
more than 10 nm, or ± 5% of the mean SD value to minimize polarization effects
of Cy3. (5) The mean SD values 〈smx〉 and 〈smy〉 were between 95 nm and 135
nm to minimize defocusing effects. Images from the 12 monomer movies used
in this article satisfy the described restrictions.
5.3 Creating experimental dimer movies from monomer
movies
Experimental dimer images were constructed by adding all consecutive nonde-
generate two images of a monomer movie, with one of the two images shifted
0 - 3 pixels in the x direction. The final dimer images were reboxed to the
center 15 × 15 pixels for the 0 nm separation images and 20 × 20 pixels for
other separations. All experimental data in Fig. 2 were constructed from the 12
monomer data movies with a selected separation. For the experimental data in
Fig. 3, one monomer movie was used for all different separations.
5.4 Dimer simulations
To simulate dimers, we first generated monomers. Single-fluorescent-molecule
PSFs were generated using the Gaussian random number generator in MAT-
LAB. For simulations that later compare with experimental data (Figs. 2(A),
2(B), and 3), the simulated monomer’s SD without the pixelation effect, sm0x,m0y,
was determined by the experimental means 〈smx,my〉 after subtracting for the
pixelation effect (Eq. 15 in Refs. [13] and [?]). The finite bandwidth of the emis-
sion filter was also taken into consideration by simulating each photon as being
drawn from a PSF whose width is varied according to a Gaussian distribution
centered about sm0x,m0y (with SD of 2 nm). The experimental N distribution
and the restriction that only photon count that fluctuated less than 20% from
the mean N were used. For simulations that do not compare with experimental
data (Figs. 2(C) and 4), the simulated monomer’s SD was sm0x,m0y = 110 nm,
the standard deviation in photon count was 10% of the mean photon count and
again only randomly generated N that stayed within 20% of the mean was used
for images. The generated photons of each PSF were binned into 20 × 20 pixels
with a pixel size of 79 nm.
Using the simulated monomer movie, two nondegenerate consecutive images
were shifted and then sum to create dimers. After construction of dimer inten-
sity profile in photons, each photon in a pixel was converted into camera count
using Eq. 6 in Refs. [13] and [?] with a conversion factor M of one. After
the dimer PSF construction in camera counts, background photon distributions
were added to the image. For Figs. 2(A), 2(B), and 3, random background pho-
tons at each pixel were generated using the corresponding experimental dimer
background distribution functions obtained by using the 0 nm separation dimer.
For Figs. 2(C) and 4, the background photon distributions had the mean values
of the experimental 0 nm dimer separation of all 12 monomer data: the mean
15
dimer background photon counts was 1.8 photons, and the mean dimer back-
ground standard deviation was 1.7 photons. From each final dimer image, the
center 20 × 20 pixels were used for 2D Gaussian analysis. For each simulated
dimer datum, 1000 iterations were performed.
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