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Abstract
In this paper, the relations of the scale-free network topology and the moving consensus of
multi-agent systems are studied. A synchronization-preferential BA (SPBA) network with the
combinatorial preferential attachment is presented for the prestissimo consensus. The eﬀects of
the SPBA network on the algebraic connectivity of the topology graph are compared with the
standard BA network. The robustness gain to delay is analyzed for variable network topologies
with the same size. The characteristics of dramatic increase for the algebraic connectivity and
slightly increase for the robustness gain to delay are unfolded in SPBA network. By comparing
the convergence time of the diﬀerent network structures, the consensuses are studied for multi-
agent systems with and without communication delays.
Keywords: synchronization-preferential, scale-free networks, prestissimo consensus,
multi-agent systems
1. Introduction
Complex networks are abundant in large-scale engineering, biological, and social systems,
for examples, power networks, metabolic and gene networks, coauthorship network of scientists,
biological network of oscillators, economic networks, sensor networks, swarms of networked un-
manned autonomous vehicles, and self-organizing biological swarms [1, 2, 3, 4]. Recent results
in the theoretical study of consensus and group cooperation of multi-agent system on complex
networks greatly helped understand distributed networks in the natural world and emulate them
in artiﬁcial systems. In these networks, each element only gets local information from a set of
neighbors but the whole system exhibits a collective behavior [5, 6, 7].
It is important to address agreement problems in their general form for networks of dynamic
agents with the information ﬂow under link failure and creation. In the past, a number of re-
searchers have been working on problems that are essentially diﬀerent forms of agreement prob-
lems with diﬀerences regarding types of agent dynamics, properties of the graphs, and names of
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the tasks of interest. In [5, 7, 8, 9], graph Laplacians are used for the task of formation stabi-
lization for groups of agents with linear dynamics. Algebraic connectivity of a graph, which is
the second smallest eigenvalue of its Laplacian matrix, is used as a measure of speed of solv-
ing consensus problems in networks. Recently, Olfati-Saber [10] has shown that quasi-random
small-world networks have extremely large algebraic connectivity comparing with regular net-
works with nearest neighbor communication.
Our study relies on a procedure with the preferential connection of scale-free network pro-
posed by Barabasi and Albert [11]. Barabasi and Albert have stated that two key mechanism-
s£growth and preferential attachment£are indispensable for explaining the scale-free feature in
complex networks [11, 12]. It has been proposed that the probability with which a new vertex
connects to an existing vertex depends on the degree of that vertex. The variant of a ﬁtness pref-
erential attachment rule in the evolving networks followed after the formulation of the BA model
[13]. The problem of synchronization of coupled oscillators is closely related to consensus prob-
lems on graphs. Recently, it has been noticed that the topology of a network often plays a crucial
role in determining its synchronization dynamical feature, while synchronizations in complex
networks with small-world and scale-free topologies have been widely studied [14, 15, 16, 17].
In [14], it has been shown that synchronizability in a nearest-neighbor coupled system can be
greatly enhanced by simply adding a small fraction of new connections. The perturbations on an
arbitrarily small percentage of network elements could improve the network synchronizability
[15], and the suitably weighted scale-free networks can exhibit enhanced synchronization [16].
The eﬀects of clustering coeﬃcient on the synchronization of networks are investigated in [17].
Based on the algebraic graph theory and matrix theory [18, 19], this paper make a study of
the relation of the moving consensus of multi-agent system and the characteristic of the scale-
free network topology. This paper is organized as follows: Section 2 gives the system model
and problem statement. In Section 3, a synchronization-preferential prestissimo BA network
model (SPBA Network) is presented based on rewiring the link of the regular network with the
consensus preferential attachment rule. The consensus of multi-agent systems with dynamic
topology is analyzed in details in Section 4. Finally, the conclusions of this paper are given in
Section 5.
2. Consensus Problem of Multi-agent Systems
Consider a network problem of integrator agents x˙i(t) = ui(t) with topology G = {V, E} in
which each agent only communications with its neighboring agents Ni = { j ∈ V : (i, j ∈ E}
on G. Here V = {1, 2, ..., n}, and E ∈ V × V denote the set of nodes and edges links of the
network, respectively. Let A = [ai j] is the adjacency matrix of graphG, if (i, j) ∈ E) then ai j = 1,
otherwise ai j = 0. In [6], Olfati-Saber & Murray show that the following linear dynamic system
solves a consensus problem.
x˙i(t) = −
∑
j∈Ni
ai j(xi(t) − x j(t)). (1)
More precisely, let α1, α2, ..., αn ∈ R be n constants, then with the set of initial states xi(0) = αi
the state of all agents asymptotically converges to the average value x∗ = 1n
∑n
i=1 αi provided that
the network is connected. The collective dynamics of the agents in (1) can be expressed as
x˙(t) = −Lx(t), (2)
1914 Y. Hongyong et al. / Physics Procedia 3 (2010) 1913–1920
/ Physics Procedia 00 (2010) 1–8 3
where x(t) = {x1(t), ..., xn(t)} and L = L(G) is the Laplacian matrix of graph G. The Laplacian is
deﬁned as L = D − A, where matrix A is the adjacency matrix of graph G and D is a diagonal
degree matrix of G with an ith element that is the degree di of node i. Suppose the eigenvalue of
Laplacian L be
λ1 ≤ λ2 ≤ ... ≤ λ(n). (3)
Note that the Laplacian matrix always has a zero eigenvalue λ1 = 0 corresponding to the
eigenvector e = c(1, ..., 1)T . For a connected graph G, the second small eigenvalue of Laplacian
λ(2) > 0, and the algorithm of (1) asymptotically solves an average-consensus problem for all
initial states. Apparently, the analysis of consensus problems in networks reduces to spectral
analysis of Laplacian of the network topology. Particularly, λ(2) is the measure of speed of
convergence of the consensus algorithm in [18]. λ(2) is called algebraic connectivity of a graph
by Fiedler due to the following inequality:
λ2(G) ≤ ν(G) ≤ η(G), (4)
where ν(G) and η(G) are node-connectivity and edge connectivity of a graph. According this
inequality, a network with a relatively high algebraic connectivity is necessarily robust to both
node-failures and edge-failures.
Suppose that agent i receives a message sent by its neighbor j after a time-delay of τ. This
is equivalent to a network with a uniform one-hop communication time-delay. The following
consensus algorithm
x˙i(t) = −
∑
j∈Ni
ai j(xi(t − τ) − x j(t − τ)). (5)
was proposed in [6] to reach an average-consensus for undirected graph G. The collective dy-
namics of the network can be expressed as
x˙(t) = −Lx(t − τ). (6)
The algorithm (6) asymptotically solves the average-consensus problem with a uniform one-top
time-delay for all initial states if only if
τ < τmax =
π
2λn
. (7)
Thus, λn is a measure of robustness to delay for reaching a consensus in a network.
3. Synchronization-Preferential Prestissimo BA Network (SPBA network) Models
3.1. BA scale-free network model
A network is called scale-free if its degree distribution follows a power-law of the form p(k) ∝
k−γ, where p(k) is the probability that a vertex in the network is connected to k other vertices,
and γ is a positive real number. The BA scale-free model was introduced by Barabasi and Albert
[11, 12]. They have argued that there are two generic aspects of real networks in the scale-
free structure model, which are growth and preferential attachment. They have referred to that
networks continuously grow by the addition of new vertices and new vertices are preferentially
attached to existing vertices with high numbers of connections. The BA model is constructed
according to the following two steps.
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(i) Growth: Starting with a small number (m0) of vertices, at every time step we add a new
vertex with m (≤ m0) edges (that will be connected to the vertices already present in the system).
(ii) Preferential attachment: When choosing the vertices to which the new vertex connects,
we assume that the probability Π that a new vertex will be connected to vertex depends on the
connectivity of that vertex, such that
Π(ki =
ki∑
j k j
. (8)
After t time steps the model leads to a scale-free network with N = t +m0 vertices and mt edges.
3.2. Synchronization-preferential prestissimo BA network (SPBA network)
To construct a prestissimo scale-free network, the networks continuously grow by the addi-
tion of new vertices and new vertices are preferentially attached to existing vertices. The SPBA
network is created as follows.
(i) Growth: Starting with a small number m0 of vertices, at every time step we add a new
vertex with m(≤ m0) edges.
(ii) Synchronization preferential attachment: Choosing the vertices with the probability (8) to
build a link with new vertex, one selects the link state with the maximum algebraic connectivity
of the network graph, i.e.
λ2i = max
j∈Ni
{λ2 j}. (9)
where λ2 j is the algebraic connectivity of the network topology with rewiring link.
Note, no self-loops or repeated links are allowed, and the process of the link break and
rewired should ensure the connectivity of the network. Supposing m0 = 4, m = 4, we obtain
a SPBA network with the size n = 1000 (Fig.1) whose degree distribution is p(k) ∝ k−γ where
γ ≥ 3.
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Figure 1: The power distribution of the SPBA networks
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4. Consensus of Dynamical Network Models
In this section, we characterize the behavior of algebraic connectivity λ2 and the maximum
eigenvalue λn of the dynamic topology based on a set of systematic numerical experiments on
computer networks. In order to compare with the ring regular network, we construct BA net-
works and SPBA network with the same size of the networks in computer simulations.
4.1. Featues of λ2
Deﬁnition 1 (Algebraic connectivity gain) Let λ2S PBA be the algebraic connectivity of the
SPBA network model, λ2R be the algebraic connectivity of the ring regular network model. We
refer to γ2S PBA =
λ2S PBA
λ2R
as the algebraic connectivity gain of the dynamic network. Similarly, we
deﬁne γ2BA =
λ2BA
λ2R
.
The algebraic connectivity gain of the dynamic SPBA network evolving with the rule in
subsection 3.2 is shown in Fig. 2. Each data point in this ﬁgure is obtained by averaging over
10 randomly rewired networks, and the abscissa is the node number of the network. It shows
that the algebraic connectivity gains increase with the scale of the network. In order to compare
with the BA network, the algebraic connectivity gain of the BA networks with the same size of
the networks is plotted in Fig. 2. It is shown that the algebraic connectivity of the dynamical
networks is power-law with a positive power number in Fig. 3.
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Figure 2: Algebraic connectivity gains of the dynamic networks
4.2. Featues of λn
Because the eigenvalue λn is the measure of robustness to delay for a consensus algorithm,
in this subsection, the main question is whether a dramatic increase in the algebraic connectivity
gains leads to a considerable decrease in the robustness to delay.
Deﬁnition 2 (Delay robustness gain) Let λnS PBA be the maximum eigenvalue of the SPBA
network model, and λnR be the maximum eigenvalue of the ring regular network model. We refer
to γnS PBA =
λnS PBA
λnR
as the delay robustness gain of the SPBA network.
In this section, we study the measure of robustness to delay for the SPBA/BA networks. Fig.
4 shows the variation of the robustness gain to delay for various networks. Clearly, regardless of
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Figure 3: Algebraic connectivity gains of the dynamic networks with log-log plot
the size of the network, the robustness gain to delay does not change signiﬁcantly in SPBA net-
works. Therefore, a dramatic increase in algebraic connectivity gain only has a slightly increase
in robustness gain to delay.
0 100 200 300 400 500 600 700 800 900 1000
0
5
10
15
20
25
Node number
D
el
ay
 ro
bu
st
ne
ss
 g
ai
ns γnSPBA
γ
nBA
Figure 4: Delay robustness gains of the dynamic networks
4.3. Comparisons for consensus
Comparisons of consensus Suppose there is a group of agents in the system (1) with the
regular network topology, SPBA network and BA networks with the same size (n = 100) and
links (average links < k >= 4). The time to consensus for three networks with the same scale
and the same initial states is calculated in Fig. 5. We can ﬁnd that the consensus of the regular
network requires the most time, and that of the SPBA requires the least time. It takes much more
time to reach a consensus in a BA network, compared with a SPBA network.
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Next, we study the consensus of multi-agent systems with the communication delays. Sup-
pose the communication delay is 0.06s from Eq.(7) and Fig.4, the time to consensus for three
networks with the same scale and the same initial states is calculated in Fig. 6. We can ﬁnd that
the regular network requires the much more time to reach the consensus asymptotically, and the
SPBA requires the least time.
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Figure 5: Comparison of time to reach consensus for three dynamic networks. The X-coordinate is the time (second)
to reach consensus, and Y-coordinate is the total error of the agent’s states with the consensus state. The consensus is
reached if the total error is less than 0.005. (The total error is E(t) = Σni=1 |xi(t) − x∗|, where x∗ = 1nΣni=1xi(0) is the
consensus state of all agents.)
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Figure 6: Comparison of time to reach consensus for three dynamic networks with delay 0.06s. The X-coordinate is the
time (second) to reach consensus, and Y-coordinate is the state of the agents.
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5. Conclusions
In this paper, the relation of the scale-free network topology and the moving consensus is
studied. A SPBA network with the consensus preferential attachment is presented. The eﬀects
of the SPBA network on the algebraic connectivity of the topology graph are compared with the
regular network and standard BA network. While the algebraic connectivity of SPBA network is
increased largely, the robustness gain to delay of the SPBA network is changed little. In computer
simulations, the time for the dynamic network with and without communication delays to reach
the consensus is studied. The consensus of the SPBA network is fastest among the dynamic
networks.
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