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a b s t r a c t
There have been many studies on the simultaneous approximation capability of feed-
forward neural networks (FNNs). Most of these, however, are only concerned with the
density or feasibility of performing simultaneous approximations. This paper considers
the simultaneous approximation of algebraic polynomials, employing Taylor expansion
and an algebraic constructive approach, to construct a class of FNNs which realize the
simultaneous approximation of any smoothmultivariate function and all of its derivatives.
We also present an upper bound on the approximation accuracy of the FNNs, expressed in
terms of the modulus of continuity of the functions to be approximated.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
To aid our description, we introduce some notation. Let Rd denote d-dimensional Euclidean space, and let N and N0
denote the set of all positive integers and the set of all non-negative integers, respectively.
Let D ⊂ Rd be a domain, and with f : D → R. If f is continuous on D, then we write f ∈ C(D). For a given d-index
α = (α1, α2, . . . , αd), αi ∈ N0, i = 1, 2, . . . , d
we write |α| = α1 + α2 + · · · + αd. For X = (x1, x2, . . . , xd) ∈ Rd, we also write
Xα = xα11 xα22 · · · xαdd , ‖X‖ = (x21 + x22 + · · · + x2d)1/2.
If function f has partial derivatives with αi order for xi, i = 1, 2, . . . , d, then we write
Dα f = ∂
|α|f
∂Xα
= ∂
|α|
∂xα11 ∂x
α2
2 · · · ∂xαdd
f (X).
Form ∈ N, suppose that
Cm(D) = {f ∈ C(D) : Dα f ∈ C(D), |α| ≤ m},
and C∞(D) =∞m=1 Cm(D).
The modulus of continuity of the function f ∈ C(D) is defined by
ω(f , δ) = sup
‖X−X ′‖≤δ; X,X ′∈D
|f (X)− f (X ′)|.
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This modulus is usually used as a tool for measuring approximation error. It is also used to measure the smoothness of the
function f in approximation theory and Fourier analysis (see [1–3]). If there exists a constantM > 0 such that
ω(f , δ)p ≤ Mδα, 0 < α ≤ 1,
then we write as f ∈ Lip(M, α).
Let ϕ be a real function defined on R, and suppose that n ∈ N. Feed-forward neural networks (FNNs) with one hidden
layer, the only type that we are concerned with in this paper, are mathematically expressed as
Nϕ,n(X) =
n−
j=1
cjϕ(⟨Wj · X⟩ + bj), X ∈ Rd (1)
where for 0 ≤ j ≤ n, the bj ∈ R are the thresholds, the Wj = (wj1, wj2, . . . , wjd) ∈ Rd are the connection weights, the
cj ∈ R are the coefficients, ⟨Wj · X⟩ = wj1x1 + wj2x2 + · · · + wjdxd is the inner product ofWj and X , and ϕ is the activation
function of the network. We write the collection of the neural networks asNϕ,n.
In many fundamental network models, the activation function must satisfy
ϕ(x)→

1, as x →+∞,
0, as x →−∞.
This is called the sigmoidal function.
It is well-known that FNNs are universal approximators. Theoretically, any continuous function defined on a compact
set can be approximated by an FNN to any desired degree of accuracy by increasing the number of hidden neurons. It was
proved by Cybenko [4] and Funahashi [5] that any continuous function can be approximated on a compact set with uniform
topology by a network of the form given in Eq. (1), using any continuous, sigmoidal activation function. Hornik et al. in [6]
have shown that any measurable function can be approached with such a network. Furthermore, various density results on
FNN approximations of multivariate functions were later established by many authors using various methods, for more or
less general situations: in [7] by Leshno et al., [8] by Mhaskar and Micchelli, [9] by Chui and Li, [10] by Chen and Chen etc.
Yet a related and important problem is that of complexity: determining the number of neurons required to guarantee
that all functions (belonging to a certain class) can be approximated to the prescribed degree of accuracy ϵ. For example,
a classical result of Barron [11] shows that if the function is assumed to satisfy certain conditions expressed in terms of
its Fourier transform, and if each of the neurons evaluates a sigmoidal activation function, then at most O(ϵ−2) neurons
are needed to achieve the order of approximation ϵ. Previously, many authors have published similar results on the
complexity of FNN approximations: Mhaskar and Micchelli [12], Suzuki [13], Maiorov and Meir [14], Makovoz [15], Ferrari
and Stengel [16], Xu and Cao [17], Cao et al. [18], etc.
Simultaneous approximations of functions and their partial derivatives have also been studied in [19–23], etc.
Hornik et al. [19], by assuming that ϕ ∈ Cm(R) satisfies ϕ(ν)(t) (ν = 0, 1, . . . ,m) are Lebesgue integrable on R and
ϕ ≠ 0, proved that
Nϕ =
∞
n=0
Nϕ,n
is dense uniformly on a compact subset K of the function set C∞↓ (Rd). Here C
∞
↓ (Rd) means that f ∈ C∞(Rd), and for any
multi-integral index α and β , it holds that
lim‖X‖→∞ X
βDα f (X) = 0.
This result shows that for f ∈ C∞↓ (Rd), the compact set K ⊂ Rd, and any ε > 0, there exists Nϕ,n(X), such that
max
|α|<m
max
X∈K
|Dα f (X)− DαNϕ,n(X)| < ε.
The proofs given in [19] are non-constructive, in the sense that their arguments are based on Arzela–Ascoli-type
theorems, the Fourier transform, and some other theoretical results. The results of Hornik et al. were applied by Gallant
and White [21] to train a network with one hidden layer to learn an unknown function and its derivatives by the least
squares methods. Cardaliaguet and Euvrard [20] also studied simultaneous approximations, but their results are restricted
to the first-order derivatives of one-dimensional or two-dimensional functions. For the networks constructed in [20],
Anastassiou [24,25] gave estimates of the simultaneous approximation rate. In [22], Li derived density results for the
simultaneous approximation of multivariate functions and their partial derivatives by FNNs (1), just by assuming that
ϕ ∈ Cn(R) is not polynomial. Similar results for radial basis function networks were given in [26] by Li.
The result given by Hornik et al. [19] shows that under certain conditions any smooth function and its derivatives can
be simultaneously approximated by FNNs. So it is natural to raise the question of how much the error of the simultaneous
approximation is. For the question, Attali and Gilles [27] proved that if f ∈ Cp(K), K is a compact set in Rd, and Dα f ∈
Lip(M, 1) for |α| ≤ p, then there exists Nϕ,n ∈ Nϕ,n such that
max
|α|≤p
max
X∈K
|Dα f (X)− DαNϕ,n(X)| = O(n− 12d ). (2)
Here and hereafter O(1) is independent of n.
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We found that there is space to improve the estimate (2). In our recent paper [28], the authors of this paper have proved
a profound result for the univariate case by using a new constructive approach: for f ∈ Cp[a, b], and any ε > 0, there exists
an FNN Nϕ,n(x) form such as (1) such that
|f (k)(x)− N (k)ϕ,n(x)| ≤ C(a, b, p)

1
n+ 1
p−k
ω

f (p),
1
n+ 1

+ ε,
for all a ≤ x ≤ b and k = 0, 1, . . . , p, where C(a, b, p) is a positive constant depending only on a, b and p. The aim of this
paper concerns the general dimension d. That is, we will prove that the right side of the inequality (2) can be replaced by
O(n−
1
d ) by means of a constructive approach. The main result to be established is as follows.
Suppose that ϕ ∈ C∞(R), ϕ(ν)(0) ≠ 0 for ν = 0, 1 . . ., and f ∈ Cp(K) where K is a compact set in Rd, and
Dβ f ∈ Lip(M, 1), |β| = p. Then for |α| ≤ p, an FNN Nϕ,n ∈ Nϕ,n can be constructed such that
max
X∈K
|Dα f (X)− DαNϕ,n(X)| = O(n− p+1−|α|d ).
The paper is organized as follows. In the next section, we will consider how to construct FNNs in the form of (1) to
approximate simultaneously an algebraic polynomial and its derivatives. Section 3 answers the above question and gives
the estimates of the error of the simultaneous approximation of a function and its derivatives by FNNs.
2. Simultaneous approximation of a polynomial by FNNs
Let
Pn(X) =
−
|α|≤n
CαXα, X ∈ Rd
be an algebraic polynomial in d variables with the total degree at most n. We denote byΠnd the set of all of these algebraic
polynomials. ThenΠnd is a linear space with

n+d
d

dimension (see [29]).
Now we establish a theorem on the simultaneous approximation of a multivariate polynomial by FNNs.
Theorem 2.1. Suppose that ϕ ∈ Cn([−1, 1]), ϕ(ν)(0) ≠ 0 for ν = 0, 1, . . . , n, and Pn ∈ Πnd , defined on [−1, 1]d. Then for any
arbitrary ε > 0, there exists N ∈ N
ϕ,

n+d
d
 such that
max
|α|≤n
‖DαPn(X)− DαN(X)‖C([−1,1]d) < ε, (3)
where ‖ · ‖C(K) = supX∈K | · |, |α| ≤ n, and [a, b]d = [a, b] × [a, b] × · · · × [a, b].
Proof. Since
Pn(X) = P∗n−1(X)+
−
|α|=n
CαXα, (4)
there exist d-dimensional vectors
Bnj = (bnj,1, bnj,2, . . . , bnj,d), j = 1, 2, . . . ,

n+ d− 1
d− 1

such that (see [9])
−
|α|=n
CαXα =

n+d−1
d−1

j=1
en,j(⟨Bnj · X⟩)n, X ∈ Rd, (5)
where P∗n−1 ∈ Πn−1d , and the coefficients en,j are independent of X . Take a real number η > 0 such that when X ∈ [−1, 1]d,
we have
|η⟨Bnj · X⟩| < 1, j = 1, 2, . . . ,

n+ d− 1
d− 1

,
where |a| is the absolute value of a.
The function ϕ(t) can be expanded at t = 0 by using Taylor’s formula as follows:
ϕ(t) =
n−
ν=0
ϕ(ν)(0)
ν! t
ν + 1
(n− 1)!
∫ t
0
(ϕ(n)(µ)− ϕ(n)(0))(t − µ)n−1dµ.
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The assumption that ϕ(n)(0) ≠ 0 implies that
(⟨Bnj · X⟩)n = n!
ηnϕ(n)(0)
ϕ(η⟨Bnj · X⟩)+ Qn−1(η, ⟨Bnj · X⟩)+ Rn,j(η, X), (6)
where Qn−1(η, ⟨Bnj · X⟩) ∈ Πn−1d and
Rn,j(η, X) = n
ηnϕ(n)(0)
∫ η⟨Bnj·X⟩
0
(ϕ(n)(µ)− ϕ(n)(0))(η⟨Bnj · X⟩ − µ)n−1dµ.
It is easy to find by computation thatwhen |α| ≤ n, there exists a constantMj independent of η such that for all X ∈ [−1, 1]d,
|DαRn,j(η, X)| < Mjω(ϕ(n), η),
whereω(ϕ(n), η) is themodulus of continuity for the function ϕ(n)(t) on the interval [−1, 1]. It is obvious thatω(ϕ(n), η)→
0 as η→ 0. So when ηn > 0,
‖DαRn,j(ηn, X)‖C([−1,1]d) <
ε
(n+ 1)

n+d−1
d−1

max
1≤j≤

n+d−1
d−1
(|enj| + 1) . (7)
Now collecting (4)–(6) gives
Pn(X) =

n+d−1
d−1

j=1
enj
n!
ηnnϕ
(n)(0)
ϕ(ηn⟨Bnj · X⟩)+ Pn−1(X)+ Rn(ηn, X), (8)
where
Pn−1(X) = P∗n−1(X)−

n+d−1
d−1

j=1
enj
n!
ηnϕ(n)(0)
n−1
ν=0
ϕ(ν)(0)
ν! (ηn⟨Bnj · X⟩)
ν,
and
Rn(ηn, X) =

n+d−1
d−1

j=1
enjRnj(ηn, X).
And from (7) we see that
|DαRn(ηn, X)| < εn+ 1 , X ∈ [−1, 1]
d. (9)
Similarly, there exists ηn−1 > 0 such that
Pn−1(X) =

n+d−2
d−1

j=1
en−1,j
(n− 1)!
ηn−1n−1ϕ(n−1)(0)
ϕ(ηn−1⟨Bn−1,j · X⟩)+ Pn−2(X)+ Rn−1(ηn−1, X), (10)
where Pn−2(X) ∈ Πn−2d and when |α| ≤ n,
|DαRn−1(ηn−1, X)| < εn+ 1 , X ∈ [−1, 1]
d.
We go on with n of the same steps, and define
N(X) =
n−
ℓ=0

n+d−l
d−1

j=1
eℓj
ℓ!
ηℓℓϕ
(ℓ)(0)
ϕ(ηℓ⟨Bℓj · X⟩).
Then collecting (8) and (10) gives
Pn(X) = N(X)+ Rn(X),
where
Rn(X) =
n−
ℓ=0
Rℓ(ηℓ, X).
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Therefore, from (9) and the above representation of Rn(X), it follows that
‖DαRn(X)‖C([−1,1]d) < ε,
This finishes the proof of Theorem 2.1. 
By means of a linear transform of variables, Theorem 2.1 can be extended to the case of [a, b]d.
Theorem 2.2. Suppose that ϕ ∈ Cn([a, b]); there exists a point t0 ∈ (a, b) such that ϕ(ν)(t0) ≠ 0 for ν = 0, 1, 2, . . . , n, and
P ∈ Πnd , defined on [a, b]d. Then for arbitrary ε > 0, and multi-index α with |α| ≤ n, there exists N ∈ Nϕ, n+dd  such that
max
|α|≤n
‖DαP(X)− DαN(X)‖C([a,b]d) < ε.
3. Errors of the simultaneous approximation of a function by FNNs
We first give the error estimation for the simultaneous approximation of algebraic polynomials for a function and its
derivatives.
Theorem 3.1. Suppose that f ∈ Ck([a, b]d), h ∈ (0, (b − a)/2) and j = 0, 1, . . . , k. Then there exists a d-variable algebraic
polynomial P with total degree at most n, for multi-indexes α, β with |α| = j, |β| = k ≤ n, such that it holds that
‖Dα f (X)− DαP(X)‖C([a+h,b−h]d) = O

1
n(k−j)/d
ω

Dβ f ,
1
n1/d

.
Proof. It is well-known that for any f ∈ Ck([−1, 1]) there are polynomials pn ∈ Πn1 and a positive constant C such that
(see [30,31])
|f (j)(x)− p(j)n (x)| ≤ C
√
1− x2
n
+ 1
n2
k−j
ω

f (k),
√
1− x2
n
+ 1
n2

, x ∈ [−1, 1]
where 0 ≤ j ≤ k. Therefore, it is easy to obtain that for any a′, b′ ∈ (−1, 1),
‖f (j)(x)− p(j)n (x)‖C([a′,b′]) = O

1
nk−j
ω

f (k),
1
n

.
By a transformation, the above estimates hold for any given a and b, i.e.,
‖f (j)(x)− p(j)n (x)‖C([a+h,b−h]) = O

1
nk−j
ω

f (k),
1
n

,
which shows that Theorem 3.1 is valid for d = 1. Thus, such estimates can be extended to the case of [a+ h, b− h]d for any
d > 1. This completes the proof of Theorem 3.1. 
Now we establish the main result in this paper as follows.
Theorem 3.2. Suppose that ϕ ∈ Cn([a, b]) and there exists a point t0 ∈ (a, b) such that ϕ(ν)(t0) ≠ 0 for ν = 0, 1, 2, . . . , n,
If f ∈ Ck([a, b]d) (k ≤ n), then there exists N ∈ Nϕ,n such that for all multi-indexes α and β with |α| ≤ k, |β| = k, and
h ∈ (0, (b− a)/2),
‖Dα f (X)− DαN(X)‖C([a+h,b−h]d) = O

1
n(k−|α|)/d
ω

Dβ f ,
1
n1/d

holds.
Proof. For given n ∈ N0, takem ∈ N0 such that
md ≤ n < (m+ 1)d. (11)
From Theorem 3.1 it follows that there exists P(X) ∈ Πmdd , for all multi-indexes α and β with |α| ≤ k, |β| = k and
h ∈ (0, (b− a)/2), such that
‖Dα f (X)− DαP(X)‖C([a+h,b−h]d) = O

1
mk−|α|
ω

Dβ f ,
1
m

. (12)
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Applying Theorem 2.2, for the polynomials P(X) and any ε > 0, there exists an FNN N ∈ N
ϕ,

m+d
d
 such that
‖DαP(X)− DαN(X)‖C([a,b]d) < ε.
Combining the inequality with (12), we obtain
‖Dα f (X)− DαN(X)‖C([a+h,b−h]d) = O

1
mk−|α|
ω

Dβ f ,
1
m

+ ε. (13)
From (11), we have for d > 1
1
m
= O

1
n1/d

,

m+ d
d

< n.
Hence N ∈ Nϕ,n, and from (13) it follows that
‖Dα f (X)− DαN(X)‖C([a+h,b−h]d) = O

1
n(k−|α|)/d
ω

Dβ f ,
1
n1/d

+ ε.
Finally, recalling the arbitrariness of ε, we have
‖Dα f (X)− DαN(X)‖C([a+h,b−h]d) = O

1
n(k−|α|)/d
ω

Dβ f ,
1
n1/d

.
This finishes the proof of Theorem 3.2. 
Theorem 3.3. Suppose that ϕ ∈ C∞(R), ϕ(ν)(0) ≠ 0 for ν = 0, 1, . . . , and K is any compact set in K ⊂ Rd, If f ∈ Ck(K),
then an FNN N ∈ Nϕ,n can be constructed such that
‖Dα f (X)− DαN(X)‖C(K) = O

1
n(k−|α|)/d
ω

Dβ f ,
1
n1/d

holds for all multi-indexes α, β with |α| ≤ k, |β = k|.
Proof. Since K ⊂ Rd is a compact set, we can take a cube [a, b]d such that K ⊂ [a+ 1, b− 1]d. Applying Theorem 3.2 to the
cube [a, b]d and h = 1 implies Theorem 3.3. 
Remark. In Theorem 3.3, if Dβ f ∈ Lip(M, 1), with |β| = k, then it holds that
‖Dα f (X)− DαN(X)‖C(K) = O

1
n(k+1−|α|)/d

for all |α| ≤ k, which is just the conclusion mentioned in Section 1.
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