Abstract. Let G be a linear connected non-compact real simple Lie group and let K ⊂ G be a maximal compact subgroup of G. Suppose that the centre of K isomorphic to S 1 so that G/K is a global Hermitian symmetric space. Let θ be the Cartan involution of G that fixes K. Let Λ be a uniform lattice in G such that θ(Λ) = Λ. Suppose that G is one of the groups SU(p, q), p < q − 1, q ≥ 5, SO 0 (2, q), Sp(n, R), n = 4, SO * (2n), n ≥ 9. Then there exists a unique irreducible unitary representation A q associated to a proper θ-stable parabolic subalgebra q with R + (q) = R − (q) such that if H s,s (g, K; A q ,K ) = 0 for some 0 < s ≤ R + (q), then A q is unitarily equivalent to either the trivial representation or to A q . As a consequence, under suitable hypotheses on Λ, we show that the multiplicity of A q occurring in L 2 (Γ\G) is positive for any torsionless lattice Γ ⊂ G commensurable with Λ.
Introduction
Let G be a linear connected real semisimple Lie group which is non-compact and let K denote a maximal compact subgroup of G. Let θ : G → G be the Cartan involution of G which fixes K. We denote by g 0 , k 0 the Lie algebras of G and K respectively and by the same symbol θ the involution of the Lie algebra g 0 , which is the differential of θ : G → G. The complexification of g 0 , k 0 will be denoted by g, k, etc. One has the Cartan decomposition g 0 = k 0 ⊕ p 0 where p 0 is the (−1)-eigenspace of θ. We denote by p the complex vector space p 0 ⊗ R C. Thus g = k ⊕ p.
Since G is semisimple, the Killing form of g 0 restricted to p 0 is positive definite and induces a G-invariant Riemannian metric on X := G/K with respect to which X is a symmetric space. We will assume that G is not a complex Lie group so that X is a product of irreducible symmetric spaces of type III (see [11] ). This condition automatically holds when X is a Hermitian symmetric space.
Let Γ ⊂ G be a torsionless uniform lattice in G so that Γ\G/K = Γ\X =: X Γ is a compact locally symmetric space which is an Eilenberg-MacLane space K(Γ, 1). The cohomology algebra H * (X Γ ; C) = H * (Γ; C) is an important object of study and is of interest not only in topology but also in number theory and representation theory. Our aim here is to construct so-called special cycles whose Poincaré duals are non-zero cohomology classes in H * (Γ; C) when X is an irreducible Hermitian (non-compact) symmetric space. Our results have implications to occurrence with non-zero multiplicity of the irreducible unitary representations (A q , A q ) of G associated to certain θ-stable parabolic algebras q ⊂ g of g 0 in the Hilbert space L 2 (Γ\G).
Special cycles, which are closed oriented totally geodesic submanifolds of X Γ , whose Poincaré duals are non-zero cohomology classes, were first constructed by Millson and Raghunathan [16] when G = SU(p, q), SO 0 (p, q), Sp(p, q). Schwermer and Waldner [25] dealt with the case G = SU * (2n) and Waldner, when G is the non-compact real form of the exceptional complex Lie group G 2 . More recently, the cases G = SL(n, R), SL(n, C) were considered by Susanne Schimpf [24] and the case G = SO * (2n) by Arghya Mondal [17] . (See also [18] .)
Millson and Raghunathan's construction yields a pair of special cycles C, C ⊂ X Γ whose dimensions add up to the dimension of X Γ . In fact C and C are sub locally symmetric space X(σ) Γ(σ) and X(σ • θ) Γ(σ•θ) , where σ arises from an algebraically defined involutive automorphism that commutes with the Cartan involution, X(σ) = G(σ)/K(σ), G(σ) ⊂ G is the subgroup of fixed points of σ, K(σ) = G(σ) ∩ K, and Γ(σ) = G(σ) ∩ Γ. The involutions σ, θ are required to stabilize Γ so that Γ(σ), Γ(σ • θ) are lattices in G(σ), G(σ • θ). Under certain additional hypotheses on the special cycles which ensure that their intersection is transverse, and, if necessary, replacing Γ, which is assumed to be arithmetic, by a suitable finite index subgroup, they showed that the cup-product of the Poincaré duals [C] , [C ] of C and C is a non-zero class in the top cohomology of X Γ . They deduced that the Poincaré dual of such special cycles cannot arise from a G-invariant form. (See [16, Theorem 2.1].) Equivalently, their dual cohomology classes are not in the image of the Matsushima homomorphism H * (X u ; C) → H * (X Γ ; C). Here X u denotes the compact dual of the non-compact symmetric space X. Rohlfs and Schwermer [21] obtain an excess intersection formula leading to a criterion for the non-vanishing of the cup-product of special cycles in a more general setting.
In order to state our main results, we first recall some well-known results concerning the Hilbert space of square-integrable functions on Γ\G, where G is any non-compact semisimple Lie group with finite centre and Γ a lattice in G. To a Haar measure on G is associated Ginvariant measure on Γ\G with finite volume. The Hilbert space L 2 (Γ\G) affords a unitary representation of G via the translation action of G on Γ\G. When Γ is a uniform lattice, Gelfand and Pyatetskii-Shapiro [8] , [9] proved that L 2 (Γ\G) decomposes into a Hilbert direct sum of irreducible unitary representations (π, H π ) of G each occurring with finite multiplicity m(π, Γ). Those unitary representations π such that m(π, Γ) are positive are referred to as automorphic representations. Let K ⊂ G be a maximal compact subgroup of G. If V is any G-representation on a Hilbert space, we denote by V K the space of all smooth K-finite vectors of V . Recall that V K is a (g, K)-module, known as the Harish-Chandra module of V .
The cohomology of X Γ = Γ\G/K is described in terms of the relative Lie algebra cohomology by the Matsushima isomorphism [15] :
A theorem of D. Wigner says that if (π, H π ) is an irreducible unitary representation of G, then H * (g, K; H π,K ) is non-zero only when its infinitesimal character χ π is trivial (that is, χ π = χ 0 , the infinitesimal character of the (trivial) representation C). The irreducible unitary representations which have trivial infinitesimal characters have been classified in terms of θ-stable parabolic subalgebras q ⊂ g of g 0 . If q is a θ-stable parabolic subalgebra of g 0 , we will denote the corresponding irreducible unitary representation of G by (A q , A q ) and set m(q, Γ) := m(A q , Γ). One has the equivalence relation ∼ on the set of all θ-stable parabolic subalgebras of g 0 where q ∼ q if A q is unitarily equivalent to A q . The set Q of equivalence classes of θ-stable parabolic subalgebras of g 0 is finite.
Suppose that X = G/K is a Hermitian symmetric space. Then X Γ is a compact Kähler manifold and we have the Hodge decomposition H r (X Γ ; C) ∼ = ⊕ p+q=r H p,q (X Γ ; C). Also one has a Hodge decomposition H r (g, K; H π,K ) = ⊕ p+q=r H p,q (g, K; H π,K ) for any unitary representation π of G. See [4, Ch. II, §4] . When π = A q , there exists a pair of integers R + (q), R − (q) such that H p,q (g, K; A q,K ) = 0 unless p ≥ R + (q), q ≥ R − (q) and p − q = R + (q) − R − (q). Moreover H r+R + (q),r+R − (q) (g, K; A q,K ) ∼ = H r,r (Y q ; C) for a certain compact globally Hermitian symmetric space Y q . We refer to (R + (q), R − (q)) as the Hodge type of q (or of A q ) and we set R(q) = R + (q) + R − (q). Note that the Hodge type of q depends only on its class in Q. The Matsushima isomorphism preserves the Hodge decomposition, that is, its inverse maps H p,q (g, K; A q,K ) into H p,q (X Γ ; C) for all p, q.
Suppose that X = G/K is an irreducible Hermitian symmetric space. Denote by r(g 0 ) the smallest positive integer r such that there exists a θ-stable parabolic subalgebra q of g 0 with R + (q) = R − (q) = r. See Table 2 for the values of r(g 0 ).
Let F be a totally real number field F = Q and let u ∈ F >0 be an element all of whose conjugates, except u itself, are negative. Then one obtains, via Weil's restriction of scalars, a uniform lattice Γ(F, u) ⊂ G arising from an F -structure on g 0 using a suitable Chevalley basis of g. (The Chevalley basis is assumed to be adapted to t where T ⊂ K is a compact Cartan subgroup of G and to the compact form k ⊕ ip = g u in the sense of [2] .) This construction is due to Borel [2] . Let L(G) be the family consisting of all torsionless lattices Λ ⊂ G which are commensurable to Γ(F, u) for some pair (F, u). Theorem 1.1. We keep the above notations. Let G be one of the groups SU(p, q), 1 ≤ p < q − 1, q ≥ 5, SO 0 (2, p), p ≥ 3, Sp(n, R), n = 4, and SO * (2n), n ≥ 9. Then there exists a unique irreducible unitary representation A q of G where R ± (q) = r(g 0 ). Moreover, A q occurs with non-zero multiplicity in L 2 (Γ\G) for every Γ ∈ L(G).
The above theorem leaves out the infinite families G = SU(p, p), SU(p, p + 1), the exceptional groups with Lie algebras e 6,(−14) , e 7,(−25) and a few classical groups for small complex rank. We do consider these cases also and obtain, but a weaker result. See §4.
The above theorem will be obtained as an application of the following theorem. We associate to each irreducible Hermitian symmetric space X = G/K a number, denoted c(X), as follows:
. Here E 6,(−14) , E 7, (−25) are exceptional Lie groups with Lie algebras e 6,(−14) , e 7,(−25) respectively. The significance of c(X) is that, as we shall see, there exists a complex analytic special cycle in X Γ of complex dimension c(X) for Γ ∈ L(G). Theorem 1.2. We keep the above notations. Let Γ ∈ L(G). For any integer r such that c(X) ≤ r ≤ dim C X − c(X), there exist a non-zero cohomology class in H r,r (X Γ ; C) which is not in the image of the Matsushima homomorphism H 2r (X u ; C) → H 2r (X Γ ; C). Theorem 1.1 seems to be a new addition to the vast literature on the non-vanishing and the asymptotic behaviour of the multiplicity of automorphic representations in L 2 (Γ\G) in various settings, including, the work of Anderson [1] , Clozel [6] , DeGeorge and Wallach [7] , and Li [14] . See also [20, §6] and [4, Ch. VIII]. It should be pointed out that the work of Li [14] establishes non-vanishing results for m(π, Γ) in a general setting using entirely different (and rather deep) techniques, but it does not cover the case of the representation A q as in Theorem 1.1 when G = Sp(n, R), SO * (2n) or SO 0 (2, p) with p odd. This is because, in these cases the group L ⊂ G corresponding to the Lie algebra l 0 = q ∩q ∩ g 0 has more than one non-compact simple factor and so does not satisfy the hypotheses of [14, Prop. 6 This paper was inspired by the work of Schwermer and Waldner [25] .
We will prove both the theorems simultaneously. Our proofs are quite elementary and involves Lie theory in identifying elements of Q having Hodge type (r, r), especially when r ≤ c(X), and exploits well-known cohomological consequences resulting from the existence of complex analytic cycles in a compact Kähler manifold. The construction of the lattices in L(G) is recalled in §2.1. The group of commuting involutions obtained in Proposition 2.1, which is applicable in greater generality, is used in the construction of analytic special cycles. In §3.2 we determine all θ-stable parabolic subalgebras of Hodge type (r, r) for r ≤ c(X). The main theorems are proved in the last section.
List of notations
a (uniform) lattice in G, a certain collection of torsionless uniform lattices in G. G(σ), X(σ) fixed points of an automorphism σ of G.
respectively an isometry σ of X.
Cartan involution of G that fixes K, the induced Lie algebra automorphism of g 0 or its complexification.
the K-submodules of p, holomorphic and anti-holomorphic tangent space at the origin of X.
the roots of g, the set of simple roots of g.
the set of positive roots; the set of positive (resp. negative) non-compact roots. α 0 ; ψ, ψ j , the highest root; simple roots.
the innerproduct on it or on it * 0 induced by the Killing form on g 0 .
cardinality of a set A. |A| sum of elements of A when A is a finite set of vectors in a vector space. q, q x , q λ θ-stable parabolic subalgebras of g 0 l, u a Levi subalgebra and the unipotent radical of q respectively.
a certain irreducible unitary representation associated to q.
Geometric cycles
Let G be a connected real semi simple linear Lie group without compact factors and let K be a maximal compact subgroup of G. We have the Cartan decomposition g 0 = k 0 ⊕ p 0 ; thus p 0 is the (−1)-eigenspace of θ. Let X = G/K. We shall refer to the trivial coset as the origin of X.
For any lattice Γ in G, let X Γ := Γ\X = Γ\G/K. We shall assume that Γ is torsionless, irreducible, and uniform. Thus X Γ is a smooth compact manifold. The G-invariant metric on X descends to yield a Riemannian metric on X Γ . Our aim in this section is to exhibit, for suitable lattices Γ ⊂ G, pairs of geometric cycles C 1 , C 2 in X Γ of complementary dimensions (i.e., dim [29] and for the groups SL(n, R), SL(n, C) by Schimpf [24] . More recently, Mondal [17] has considered the case G = SO * (2n). (See also [18] .) In this paper we use the term special cycles interchangeably with the term geometric cycles, although the special cycles considered by Rohlfs and Schwermer are more general.
Suppose that G is simple so that X is irreducible. Let σ 1 be an involutive automorphism of G that stabilizes K and that σ 1 commutes with the Cartan involution θ. Set σ 2 := σ 1 • θ. It is known ( [2] , [22, §2] ) that there are arithmetic lattices Γ ⊂ G such that θ(Γ) = Γ. We assume that σ 1 (Γ) and Γ are commensurable so that, by passing to a finite index subgroup of Γ if necessary, we have σ j (Γ) = Γ, j = 1, 2. Let G j = Fix(σ j ) and let
The group G j is in general a reductive Lie subgroup, not necessarily semi simple. In any case X j := G j /K j is a Riemannian symmetric space that naturally embeds in X = G/K as a totally geodesic submanifold. Denote by C j the image of X j under the projection X → X Γ . Setting Γ j := G j ∩ Γ, the C j = Γ j \G j /K j , j = 1, 2, are closed submanifolds of X Γ of complementary dimensions. Following [21] one says that C j satisfies condition Or if the action of G j on (the left of) X j is orientation preserving. This requirement is trivially valid when G j is connected. It is also valid when X is Hermitian symmetric and σ j : X → X commutes with translation by elements of the centre of K; see [21] . Moreover, in this case the X j are also Hermitian symmetric and the inclusions X j → X and C j → X Γ are complex analytic. As X Γ is Kähler-in fact it is a smooth complex projective variety by a theorem of Kodaira [13, Theorem 6 ]-so are the C j .
Our aim is to show the existence of a uniform lattice in G stabilized by σ, θ, where σ ∈ Aut(G) is such that σ(K) = θ(K) = K. We will achieve this by choosing an appropriate Falgebraic group M, with M the Q-algebraic group obtained by applying Weil's restriction of scalars functor Res F |Q to M, such that (i) G/Z(G) equals the identity component of the Lie group given by the R-points M R modulo its maximal compact connected normal subgroup (ii) σ and θ are induced by F -rational involutions σ F , θ F of M. The existence of F -rational structures and an F -rational Cartan involution θ F that induces θ on G are well-known [2] , [22] . We shall proceed as in [22] to show the existence of σ F that commutes with θ F . It suffices to do this at the level of Lie algebras (as in [22] ).
2.1.
Commuting family of involutions. Throughout this section we suppose that G is a connected semisimple linear Lie group without compact factors. Let K be a maximal compact subgroup of G and denote by θ the Cartan involution of G that fixes K. Let T ⊂ K be a maximal torus in K. We assume that t is a Cartan subalgebra of g, although G/K is not required to be Hermitian symmetric. This hypothesis simplifies the exposition of the Chevalley basis of g needed in the construction of θ-stable uniform lattices to be described below, although Borel obtained his results in complete generality.
Denote the Killing form on g by (., .). Its restriction to t is non-degenerate and hence yields an isomorphism t ∼ = t * and an induced bilinear form on t * denoted by the same symbol. It is an innerproduct on it * 0 . For any non-zero λ ∈ t * , we denote by h λ ∈ t the unique element so that λ(H) = (H, h λ ) and set H λ := 2h λ /||λ|| 2 . Note that (λ, µ) = (h λ , h µ ) = µ(h λ ) and that if λ ∈ it * 0 , then h λ ∈ it 0 . Let Φ = Φ(g, t) be the set of roots. Let Φ + ⊂ Φ be a positive root system and let ∆ g ⊂ Φ + be the set of simple roots.
We choose a Chevalley basis {H γ } γ∈∆g , X α , α ∈ Φ g = Φ, of g adapted to t and the compact form g u = k 0 ⊕ ip 0 so that the structure constants are all rationals, that is:
n form a basis for g 0 with rational structure constants. For any real number field F let g F denote the F -vector space spanned by these elements. Then g F is a Lie algebra over F and is an F -form of g 0 , that is,
Suppose that F is a totally real number field. Choose an element u ∈ F, u > 0, such that s(u) < 0 for all s ∈ S = S(F ), the set of all embeddings s : F → R other than the inclusion ι : F → R. Let E = F ( √ u) and let
In view of the fact that
Also, for any s ∈ S, m s F := k F ⊕ i −s(u)p F is a Lie algebra over F which is an F -form of u := k 0 + ip 0 , a maximal compact Lie subalgebra of g. Again m s F has a Q-structure given by
Since F is totally real, we have an isomorphism of real Lie algebras
In particular m R is a semi simple Lie algebra in which all simple ideals not contained in g 0 are compact Lie algebras. 
In view of the fact that G/Z(G) is the only non-compact factor of M 0 R , we see that the
We denote by L(G) the family of all torsionless uniform lattices which are commensurable with Γ(F, u) as F varies over all totally real number fields and u over F >0 all whose conjugates, other than itself, are negative. Proposition 2.1. We keep the above notation. Let = ψ be a fundamental weight corresponding to a compact simple root ψ ∈ ∆ g . Set t 0 := π|| || 2 /||ψ|| 2 . Then: (i) The automorphism σ = σ ψ := e adit 0 H : g 0 → g 0 is a Q-rational involution for the Qstructure given by the Chevalley basis.
(ii) The involution σ Q commutes with θ Q and defines an F -involution σ ι F on m F which commutes with θ
Therefore the automorphism e aditH ψ of g 0 restricts to the identity on t 0 , preserves the planes k 0,α ⊂ k 0 spanned by U α , V α ; α ∈ Φ + k , and the planes p 0,α ⊂ p 0 spanned by iU α , iV α , α ∈ Φ + n . The matrix E α of the operator e aditH ψ restricted to k 0,α or to p 0,α with respect to their respective chosen basis is e tAα where A α := 0 −ca α,ψ ca α,ψ 0 . Taking t 0 := π/c we see that E α = I or −I according as a α,ψ = (1/c)α(H ) is even or odd. As the value of t 0 is independent of α we see that σ sends each Chevalley basis element either to itself or to its negative. Hence it preserves the Q-structure on g 0 and is an involution.
Parts (ii)-(iv) of the proposition follow easily from the observation that the matrix of σ with respect to the Chevalley basis is diagonal with eigenvalues ±1. Part (v) is trivial since all the H belong to the abelian subalgebra it.
The involution σ ψ : g 0 → g 0 induces an involution of the universal cover G of G which leaves fixed the centre of Z( G). Hence it induces an involution of G, which is again denoted by the same symbol σ ψ . Since σ ψ (k 0 ) = k 0 , we have σ ψ (K) = K. Hence σ ψ induces an isometry of X = G/K which is also denoted σ ψ .
The group Σ = Σ(F, u) generated by σ ψ , ψ ∈ ∆ k and θ is an elementary abelian group of order 2 n where n = dim t 0 . Then the assertions (ii), (iii), and (iv) hold for any σ ∈ Σ. We regard Σ also as a group of isometries of X.
From now on, we assume that X = G/K be hermitian symmetric. Since σ ψ commutes with the isometries of X defined by elements of Z(K), it follows that σ ψ : X → X is complex analytic. Let Γ ⊂ G be a torsionless uniform lattice stabilized by a σ ∈ Σ and the Cartan involution θ and set τ :
is a maximal compact subgroup of the reductive group G(σ) (which may not be connected) and Γ(σ) is a uniform lattice in G(σ). We obtain a pair of complementary dimensional special cycles Corollary 2.2. Let Γ ⊂ G be a torsionless uniform arithmetic group stabilized by σ ∈ Σ and by the Cartan involution θ. Let codim
In view of the fact that C(σ, Γ) is a complex analytic submanifold of the Kähler manifold X Γ , we have that [C(σ, Γ)] = 0. In fact, [V ] = 0 in H * (X Γ ; C) for any complex analytic subvariety V ⊂ C; see [10] . Evidently [V ] is of Hodge type (p, p) where p is the complex codimension of V in X Γ .
We will be concerned with special cycles C(σ, Γ) as in the above corollary having minimum codimension. The following corollary, whose proof is immediate from the proof of Proposition 2.1(i), is a useful tool in determining X(σ) (the universal cover of C(σ, Γ)) and its compact dual X(σ) u , in particular the dimension of the special cycles. 
The expression for g 0 (σ ψ ) in the above corollary is the corresponding Cartan decomposition where the last summand equals p 0 (σ ψ ) := p 0 ∩ g 0 (σ ψ ). It follows that T 0 (X(σ ψ )) = p 0 (σ ψ ) and so we obtain the following formula for the (complex) codimension of
it is not, in general, the set of simple roots for the positive system Φ
2.2.
Outer automorphisms commuting with θ. The involutions of G commuting with θ arising from the involutions of the Lie algebra g 0 given by the above proposition are all inner automorphism of G. There are also involutive outer automorphisms which commute with θ when the Dynkin diagram of g admits a non-trivial symmetry. We consider the case
in some detail as it will be used later. We take T = (SO (2)) n embedded block diagonally in K. We label the simple roots of g as in [5, Planche IV] .
Chevalley basis for a Q-form g Q of g = so(2n, C) adapted to t and g u . Then the Lie algebra automorphism
It is evident that τ Q commutes with θ Q . If F is any totally real number field and an element u ∈ F ∩ R >0 such that s(u) < 0 for all embeddings s : F → R other than the inclusion ι : F → R, we obtain from τ Q an involution τ ι F : m F → m F which commutes with θ ι F (with notations as in §2.1). We may apply the restriction of scalar functor to obtain a Q-automorphismτ of M that commutes with θ ι . This allows us to conclude that the arithmetic group M Z ∩ M 0 R is stable byτ R . It follows that the uniform lattice Γ = Γ(F, u) ⊂ SO 0 (2, 2n − 2) (as in §2.1) is preserved by τ and that Γ ∩ SO 0 (2, 2n − 3) is a lattice in SO 0 (2, 2n − 3). By passing to a finite index subgroup, we may (and do) assume that Γ is torsionless.
Let Λ ∈ L(G) be a lattice commensurable with Γ = Γ(F, u) and let Λ(τ ) = Λ∩G(τ ). Then C(τ, Λ) = Λ(τ )\G(τ )/K(τ ) is a special cycle which is complex analytic since τ commutes with the centre SO(2) → SO(2) × SO(2n − 2). Note that C(τ, Γ) is a divisor in X Γ . As in Corollary 2.2, its Poincaré dual [C(τ, Λ)] is a non-vanishing cohomology class in H 1,1 (X Γ ; C) which is not in the image of the Matsushima homomorphism H * (X u ; C) → H * (X Λ ; C).
We summarise the above discussion as a proposition.
, and, (v) The Poincaré dual of the special cycle [C(τ, Λ)] ⊂ Λ is not in the image of the the Matsushima homomorphism
Remark 2.6. Millson and Raghunathan [16] constructed an involutive automorphism σ of SO 0 (2, n) so that X(σ) ∼ = SO 0 (2, n − 1)/SO(2) × SO(n − 1) irrespective of the parity of n. In fact they considered the more general case when G = SO 0 (m, n) and construct
They further show that σ arises from an F -algebraic automorphism (for a suitable number field F ⊂ R) and hence leads to construction of special cycles of complementary dimensions in Γ\X for appropriate uniform lattices. Our approach to the construction of C(τ, Γ) is different from theirs. Although our approach is applicable to the more general case of SO 0 (p, q), we will have no need for it for our present purposes.
Dimensions of Hermitian special cycles.
We shall describe the tangent space at the origin of X(σ) ⊂ X = G/K for certain involutive automorphisms σ for which X(σ) is Hermitian symmetric and codim X X(σ) is minimum. In all but one case σ is an element of the group Σ. In the case when G is an exceptional group we shall merely compute the codimension as this is the only information that will be needed for our puposes. Again we shall use the conventions of the Planches in [5] for labelling of the simple roots of Φ(g, t). We shall also use the formula for codim(X(σ)) given in Remark 2.4(i).
The simple non-compact root is p − p+1 . Taking ψ = n−1 − n , we see that for any positive root α = a α,γ γ, γ ∈ ∆ g , a α,γ is either 0 or 1 and that a α,ψ = 1 if and only if α = i − n . Such a root α is non-compact if and only if i ≤ p. Thus there are exactly p such roots and so the complex codimension of T 0 X(σ) ⊂ T 0 X equals p. In this case G(σ) = SU(p, n − 1 − p) which embeds in SU(p, n − p) by fixing the standard basis element n ∈ C n .
It is easily verified that if we take ψ to be any other compact simple root, the (complex) codimension of X(σ ψ ) ⊂ X is at least 2p, except when 2p = n and ψ = 1 − 2 , in which codim X X(σ ψ ) = p again.
Type BDI (rank=2). g 0 = so(2, n) with non-compact simple root ψ 1 = 1 − 2 . There are two cases to consider depending on the parity of n.
Therefore there is exactly one noncompact root α for which the coefficient of ψ is odd, namely, 1 . So codim X X(σ ψ ) = 1. The Lie algebra g(σ ψ ) modulo its radical is isomorphic to so(2, n − 1) with positive roots
Case 2. Let n = 2p − 2 be even, p ≥ 4. Consider ψ = ψ 2 = 2 − 3 . The only non-compact roots in which the coefficient of ψ 2 is even are ψ 1 = 1 − 2 and the highest root α 0 := 1 + 2 . It follows that dim X X(σ ψ ) = 2 and so codim X X(σ ψ • θ) = 2. This is the minimum codimension of a geometric cycle as we vary σ ∈ Σ. However, with notations as in §2.2, we note that codim X X(τ ) = 1.
Type CI. g 0 = sp(n, R) with non-compact simple root 2 n . Take
In this case g(σ) modulo its radical is isomorphic to sl(2, C) × sp(n − 1, C), where the roots of the sl(2, C) factor are ±2 1 . (In fact g 0 ∼ = su(2) ⊕ sp(n − 1, R) since ± 1 are compact roots.)
Type DIII g 0 = so * (2n). The non-compact root is ψ n = n−1 + n and Φ
Type EIII g 0 = e 6,(−14) , with non-compact simple root ψ 1 . In this case #Φ + n = 16. Take ψ = ψ 3 . Using [5, Planche V], we observe that among the non-compact positive roots, the coefficient of ψ 3 is at most 2. Among them one has coefficient 0 and five have coefficient 2. So codim X X(σ ψ ) = 10. Hence codim X X(σ ψ θ) = 6. A routine calculation shows that for any τ ∈ Σ, the codimension, codim X X(τ ) is at least six.
Type EVII g 0 = e 7,(−25) . The non-compact simple root is ψ 7 . #Φ + n = 27. Take ψ = ψ 6 . Again using Planche-VI in [5] , we see that the coefficient of ψ 6 in any non-compact root is at most 2 and that the number of non-compact roots in which ψ 6 occurs with coefficient 0, 2 are respectively, 1, 10. Thus #Φ + (σ ψ ) n = 11 and we have codim X X(σ ψ ) = 16. Hence codim X X(θσ ψ ) = 11. This is the least possible codimension of X(τ ) as τ varies in Σ by a routine verification. The verification was made by direct computation as well as by using Python. Table 1 summarises the results obtained above. The number c(X) denotes the smallest number that arises as complex codimension of X(σ) ⊂ X that has been constructed above. In the table we have also indicated a σ which realizes this number. Except when G = SO 0 (2, 2p − 2), σ belongs to Σ. Table 1 . The values of c(X) and involutions yielding analytic special cycles of minimum codimension.
θ-stable parabolic subalgebras
Let G be a linear connected non-compact simple Lie group and K ⊂ G a maximal compact subgroup of G. Denote by θ the Cartan involution that fixes K. We denote its differential g 0 → g 0 and also its complexification by the same symbol θ. We have the Cartan decomposition g 0 = k 0 ⊕ p 0 where p 0 is the (−1)-eigenspace of θ. Complexification yields g = k ⊕ p. We assume that G/K is Hermitian symmetric. Thus the centre of K, denoted Z(K), is isomorphic to U (1) and the (complex) rank of G equals the rank of K. We fix a maximal torus T ⊂ K. We denote by Φ the set of roots of (g, t); Φ k , Φ n ⊂ Φ denote the set of compact, respectively, non-compact roots. We fix a positive root system for (g, t) such that the set of simple roots ∆ g has exactly one non-compact root; Φ + , Φ + k denote the set of positive roots of g, k respectively and Φ + n , Φ − n the set of positive, resp. negative, non-compact roots. Then
The Killing form on g restricted to it 0 ⊂ t is an inner product. This in turn defines an inner product on it * 0 , which will be denoted (·, ·). The tangent space p 0 of G/K at the origin is a complex vector space and so we have a decomposition p := p 0 ⊗ R C = p + ⊕ p − as the holomorphic and anti-holomorphic tangent spaces at the identity coset of G/K where
Denoting by¯the complex conjugation of g = g 0 ⊕ ig 0 with respect to g 0 , we recall that a θ-stable parabolic subalgebra q of g 0 is a parabolic subalgebra contained in g such that (a) θ(q) = q, and, (b) q ∩ q =: l is a Levi subalgebra of q. If k ∈ K and q is a θ-stable parabolic subalgebra, then so is Ad(k)(q). Then l 0 := l ∩ g 0 contains Lie(T 1 ) for some maximal torus T 1 ⊂ K. Conjugating by an element of K if required, we may assume that t 0 ⊂ l 0 so that t ⊂ q. Let u be the nilradical of q; thus we have q = l ⊕ u.
The θ-stable parabolic subalgebras of g 0 containing t are constructed as follows: Let x ∈ it 0 . Note that the roots of (g, t) take real values on it 0 . Let q x := t+ α(x)≥0,α∈Φ g α . Then q x = l x ⊕ u x is a θ-stable subalgebra of g 0 where the nilradical of q x equals u x = ⊕ α(x)>0 g α and the Levi subalgebra l x equals t + α(x)=0 g α . We denote by Φ x the roots of (l, t). Every θ-stable subalgebra q that contains t arises as q x for some x ∈ it 0 . Moreover, fixing a positive system for (k, t) we may assume, without loss of generality that, α(x) ≥ 0 for all α ∈ Φ + k . Recall that if, λ is any element of it * 0 , then h λ ∈ it 0 is the unique element such that λ(H) = (H, h λ ) ∀H ∈ t * and we have α(h λ ) = (λ, α) ∀α ∈ it * 0 . When x = h λ we often denote q x , l x , u x by q λ , l λ , u λ respectively.
We choose a positive root system for (l∩k, t) and extend it to a positive root system Φ + k (x) for (k, t) such that the set Φ(u ∩ k) ⊂ Φ + k (x) where Φ(u ∩ k) denotes the t-weights of u ∩ k. One has an irreducible unitary representation (A q , A q ) of G with trivial infinitesimal character such that (i) the (g, K)-module A q,K has an irreducible K-submodule V with highest weight (with respect to Φ + k (x)) equal to the sum |Φ(u ∩ p)| = α∈Φ(u∩p) α, (ii) the K-type of V occurs in A q,K with multiplicity one, i.e., Hom K (V, A q,K ) ∼ = C, and, (iii) any other K-type that occurs in A q,K has highest weight of the form |Φ(u ∩ p)| + γ∈Φ(u∩p) a γ γ with a γ ≥ 0.
If q := q x = l x ⊕ u x , x ∈ it 0 , is another θ-stable parabolic subalgebra of g 0 , then A q,K is unitarily equivalent to A q ,K if and only if u x ∩ p = u x ∩ p. See [23] 
In fact a more refined statement is valid as we shall now describe.
See [10] . We refer to (R + (q), R − (q)) as the Hodge type of q and to R(q) = R + (q) + R − (q) as the degree of q.
The (g, K)-module A q,K was first constructed by Parthasarathy [19] . Vogan and Zuckerman [28] and Vogan [26] gave a construction via cohomological induction and proved that they are unitarizable. We refer the reader to the paper [27] for a very readable account of the basic properties of A q . For basic representation theory of semisimple Lie groups we refer the reader to Knapp's book [12] . For the cohomology of (g, K)-modules and its relation to the cohomology of lattices in Lie groups, see [4] .
3.1. The Levi subalgebras of θ-stable subalgebras of g 0 . Having fixed a positive system of roots for (g, t), we have a partial order on the set of roots where α ≥ β if α − β is a nonnegative linear combination of simple roots. Let q = q x where x ∈ it 0 is such that γ(x) ≥ 0 for all compact roots γ ∈ Φ + k . Write Φ x = {α ∈ Φ | α(x) = 0}. It is clear that Φ x is the set of roots of (l, t). Our assumption on x that ψ(x) ≥ 0 for all
n be the set of all positive non-compact roots such that there is no positive non-compact root β ∈ Φ x where β < α. For each α ∈ C, let ∆ α ⊂ Φ + denote the set consisting of α and all compact simple roots ψ such that there exists a positive non-compact root β ∈ Φ x where β > α and ( ψ , β − α) = 0. Also let Φ α ⊂ Φ x be the set consisting of all roots β ∈ Φ x in the span of ∆ α . Then (Φ α , ∆ α ) is a reduced root system. From the definition of C, it follows that if γ ∈ Φ α is a compact root then γ is in the span of ∆ α ∩ Φ k .
The Lie subalgebra of l generated by the root spaces g γ , γ ∈ Φ α , will be denoted by l α .
It is clear that
The set ∆ α has exactly one non-compact root, namely α. Since the coefficient of this root in any non-compact root of Φ α is ±1, (Φ α , ∆ α ) is a Borel-de Siebenthal root system of a Hermitian symmetric pair (L α , K α ) of non-compact type. (See [3] .) Thus L α /K α is an irreducible Hermitian symmetric space of non-compact type.
We let Φ c = Φ x \(∪ α∈C Φ α ). Then Φ c consists entirely of compact roots. The Lie subalgebra of l generated by g γ , γ ∈ Φ c is an ideal l c in [l, l] and the subgroup of [L, L] corresponding to l 0 ∩ l c is a maximal compact normal subgroup, which we denote by K c . A maximal compact subgroup of [L, L] is the product K c . α∈C K α . We summarise below the above discussion. 
We have the following lemma which implies, in particular, that #C does not exceed the real rank of G. Proof. Let α, β ∈ C. Since the sum of two positive non-compact roots is never a root (as p + is an abelian subalgebra) it suffices to show that β − α is not a root. Indeed if β − α =: κ is a root, it has to be a compact root, which we assume is positive. Now β, α ∈ Φ x implies that κ(x) = 0. Therefore β = α + κ implies that β ∈ Φ α and hence β / ∈ C, a contradiction. Since β ± α are not roots, we must have (α, β) = 0. (ii) Recall that R(q) = dim C u ∩ p. If β ∈ Φ n \ Φ x , then β(x) = 0 and so exactly one of the roots β, −β is a weight of u ∩ p. It follows that R(
In particular there exists a unique set of pairwise non-comparable positive roots ξ 1 , . . . , ξ r ∈ Φ + n (depending on x) such that Φ(u x ∩ p + ) = ∪ 1≤i≤r {η ∈ Φ + n | η ≥ ξ i }. An analogous statement holds for Φ(u x ∩ p − ). Write x = h λ . If ψ is a compact simple root such that ξ j − ψ is a root for some j and ξ j − ψ ∈ Φ(l x ∩ p + ), then (λ, ψ) = (λ, ξ j ) > 0. If α ∈ Φ + n and ψ is a simple compact root such that α, α + ψ ∈ Φ(l x ∩ p + ), then (λ, ψ) = 0. These elementary observations will be used in classifying θ-stable parabolic subalgebras of g 0 with prescribed Hodge type, particularly in the case of exceptional Lie algebras of type EIII and EVII.
The Weyl group W (K, T ) ∼ = W (k, t) =: W k acts on it 0 and is generated by the set S of simple reflections s γ , γ ∈ ∆ k . We have the length function defined on W k with respect to S. We will denote by w k 0 (or more briefly w 0 ), the longest element of W k . Recall that w 0 (∆ k ) = −∆ k and that w 2 0 = 1. We denote by ι the Weyl involution −w 0 on t, it 0 or on their duals. Lemma 3.4. Suppose that x ∈ it 0 satisfies the condition that γ(x) ≥ 0 ∀γ ∈ Φ + k , then ι(x) also satisfies this condition. Moreover (R + (q ι(x) ), R − (q ι(x) )) = (R − (q x ), R + (q x )). In particular, if x = ι(x), then R + (q x ) = R − (q x ).
Proof. Note that ι yields a bijection of Φ n is a weight of u ι(x) ∩ p − . This is immediate from the observation ι(α)(ι(x)) = w 0 (α)(w 0 (x)) = α(w −1 0 w 0 (x)) = α(x), and the lemma follows.
3.2.
The θ-stable parabolic subalgebras of type (p, p). As at the beginning of §3, G is a linear connected simple Lie group with finite centre, K ⊂ G is a maximal compact subgroup and X = G/K is an irreducible Hermitian symmetric space of non-compact type.
We shall classify θ-stable parabolic subalgebras q of g 0 such that R + (q) = R − (q) ≤ c(X), the (complex) codimension of a complex analytic geometric cycle X(σ) ⊂ X = G/K constructed in §2.1; see Table 1 . (In most cases c(X) is the smallest such positive integer. However this property of c(X) will not be needed.)
Recall that if x = h λ ∈ it 0 , then q λ stands for q x . Note that ψ(h λ ) ≥ 0 for all ψ ∈ Φ + (k) if and only if λ is k-dominant.
For any p ≥ 1, let N (p) be the number of θ-stable parabolic subalgebras q = q λ of g 0 (where λ ∈ it * 0 is in the dominant Weyl chamber) such that q is of Hodge type (p, p), i.e., R ± (q) = p.
In this section we shall determine N (p) for p ≤ c(X). We denote by r = r(g 0 ) the smallest positive integer such that N (r) ≥ 1. Our results are summarised in Table 2 .
We shall proceed with the task of the classification in each type.
The non-compact simple root is p − p+1 and the set of positive non-compact roots equals Φ Table 2 . Values of r(g 0 ).
, the highest weights of the lowest K-type in A qω,K and A qµ,K are not equal. Hence we conclude that A qω , A qµ are not unitarily equivalent. In particular, when p = q, we have N (p) ≥ 2.
Let q = p + 1 and let κ :
Since pω, κ, ν are pairwise distinct, the corresponding representations A q λ , λ = ω, κ, ν, of G are pairwise inequivalent. Hence N (p) ≥ 3 in this case.
Suppose that p = q. We now show that N (p − 1) ≥ 2. Indeed, the ξ := p( 1 + p+1 ) − 0 and η := 0 − p( p + p+q ) are k-dominant weights. A straightforward computation shows that R ± (q ξ ) = R ± (q η ) = p − 1 and |Φ(u ξ ∩ p)| = ξ, |Φ(u η ∩ p)| = η and hence A q ξ , A qη are inequivalent unitary representations. Thus N (p − 1) ≥ 2.
We have the following theorem: Proof. When p = 1 the statement is easily seen to be true. So we shall assume that p ≥ 2.
Let λ = 1≤i≤p+q a j j ∈ it * 0 be a non-zero k-dominant weight. Thus (γ, λ) ≥ 0 ∀γ ∈ Φ + k , which implies that a 1 ≥ · · · ≥ a p and a p+1 ≥ · · · ≥ a p+q . Also 1≤j≤p+q a j = 0 as λ ∈ it * 0 . Suppose that 0 < R + (q λ ) = R − (q λ ) ≤ p. We will show that R ± (q λ ) = p if p < q and R ± (q) ∈ {p, p − 1} when p = q and that Φ(u λ ∩ p) equals Φ(u ∩ p) where q ∈ {q ω , q µ , q κ , q ξ , q η , q ν } considered in the discussion prior to the statement of the theorem. This is decisive for the proof.
Since #Φ(u λ ∩ p) ≤ 2p, we have #Φ(l λ ∩ p + ) ≥ #Φ + n − 2p = p(q − 2). Therefore there exists an s ≤ p so that there are at least q − 2 numbers among a j , p + 1 ≤ j ≤ p + q, such that a s = a j . Suppose that m is the cardinality of the set C = {j ∈ [p + 1, p + q] | a j = a s }. Then m ∈ {q − 2, q − 1, q}. We break up the rest of the proof into three cases depending on the value of m.
Case (1): m = q − 2. We claim that a s = a i for all 1 ≤ i ≤ p. Otherwise there exists an i such that a i = a s for some i ≤ p. Any such a i equals at most two of the numbers a j , j ≥ p+1. If there are t ≥ 1 such numbers, we have 2t
. This implies that 2 ≥ (q − 2) contrary to our assumption that q ≥ 5. Therefore a s = a i for all
Case (2): m = q − 1. In this case p + 1 ∈ C or p + q ∈ C. As in case (1) above, we
We arrive at the same conclusion if p + q ∈ C using R + (q λ ) ≤ p.
For each i ∈ B, either i − p+1 or − i + p+q belongs to Φ(u λ ∩ p). It follows that, setting a := #A, we have #B = p − a and 2p ≥ R(q λ ) ≥ a(q − 1) + (p − a) = p + aq − 2a. Therefore a(q − 2) ≤ p. Using the observation that p ≤ q, q ≥ 5, the only possibilities are a = 0, 1.
Suppose that a = 0. Then all the a i , 1 ≤ i ≤ p, are equal and so each a i = a s , i ≤ p, equals a j for every j ∈ C. Thus i − j ∈ Φ(l λ ∩ p) ∀i ≤ p, j ∈ C and i − p+1 ∈ Φ(u λ ∩ p + ) for all i ≤ p. So #Φ(l λ ∩ p + ) = p(q − 1) and R + (q) = p, whence R − (q λ ) = 0, a contradiction. So we are left with the possibility that a = 1, in which case A = {1} or {p}, in view of the monotonicity of a 1 , . . . , a p . As observed earlier p + 1 ∈ C or p + q ∈ C. There are four possibilities to consider, one for each choice of A and C:
On the other hand, if a 1 < a p+1 , then p+1 − 1 ∈ Φ(q λ ∩ p − ) and R − (q λ ) = p. Furthermore we must have R + (q λ ) = q − 1 whence p = q − 1. In this case λ = (a 1 −a p ) 1 +(a p+1 −a p ) p+1 +a p 0 and Φ(u λ ∩p ± ) = Φ(u κ ∩p ± ) where κ = p 1 +q p+1 − 0 .
This is similar to (c) above and we obtain, one of the two possibilities:
Case (3) m = q. Thus C = {p + 1, . . . , p + q}. As 1 − p+q ∈ Φ(u λ ∩ p + ) we see that
where µ = 1 − p considered previously. This completes the proof.
Remark 3.6. Suppose that 2 ≤ p ≤ q ≤ 4, Apart from the representations A q given by the theorem, which are valid also for 2 ≤ p ≤ q ≤ 4, there are a few exceptional ones with 1 ≤ R + (q) = R − (q) ≤ p which we list below: (i) when p = 2, q = 3, λ = 1 − 2 + 3 − 5 is the only exceptional case and we have R ± (q λ ) = 2.
(ii) when p = 2, q = 4, λ = 1 − 2 + 3 + 4 − 5 − 6 yields R ± (q λ ) = 2. This is the only exceptional case. (iii) when p = 3, q = 3, 4, λ = 1 − 3 + 4 − 6 yields R ± (q λ ) = 3. (iv) when p = 4 = q and λ = 1 + 2 − 3 − 4 + 5 + 6 − 7 − 8 yields R ± (q) = 4. There are no other exceptional cases.
Remark 3.7. Suppose that p < q − 1, q ≥ 5. By the above proposition, if R ± (q λ ) = p where
} is the set of simple roots for the positive system Φ + (l λ ) = Φ(l λ ) ∩ Φ + . The only non-compact simple root is p − p+2 . Since t ⊂ l λ , the rank of l equals p + q − 1. In fact the centre of l is spanned by the vectors H ω and H where := 0 − (p + q)( p+1 + p+q )/2. It follows that the real reductive Lie algebra l 0,λ is isomorphic to su(p, q − 2) ⊕ RiH ω ⊕ RiH . The connected Lie subgroup L ⊂ SU(p, q) corresponding to l 0,λ is locally isomorphic to SU(p, q − 2) × S 1 × S 1 . We note that the compact globally Hermitian symmetric space
} where ψ n = n if p is odd and ψ n = n−1 + n if p is even. The simple non-compact root is ψ 1 = 1 − 2 for any parity of
In this case we shall classify all θ-stable parabolic subalgebras of g 0 having Hodge type of the form (r, r) although our main concern is to show that N (1) = 1.
It is readily verified that when
When p is even, µ n = 2 + · · · + n−1 − n is also k-dominant and we have R ± (q µn ) = n.
n . This shows that the two representations A q λ , λ = λ n , µ n , are inequivalent representations of G whence N (n) ≥ 2.
More generally, suppose that λ = 1≤j≤n a j j = 0. Then (γ, λ) ≥ 0 for all γ ∈ Φ + k if and only if the following condition holds depending on the parity of p: (i) when p is odd, a 2 ≥ · · · ≥ a n ≥ 0 and, (ii) when p is even, a 2 ≥ · · · ≥ a n−1 ≥ |a n |. Assume that λ = 0 satisfies this condition.
Lemma 3.8. We keep the above notation. Suppose that λ = 1≤i≤n a i i is k-dominant and that R + (q λ ) = R − (q λ ). Then (i) a 1 = 0 if p is odd, and, (ii) |a 1 | < |a n | if p is even.
Proof. We will assume that a 1 > 0 the case a 1 < 0 being analogous-one merely has to interchange 1 and − 1 throughout. Also we assume that a n ≥ 0 when p is even. The case when a n < 0 is similar-one merely has to interchange n with − n throughout.
We shall pair the positive non-compact root 1 + j ∈ Φ + n with the negative non-compact root − 1 + j ∈ Φ − n . and similarly the root 1 − j with − 1 − j . In addition, when p is odd, the non-compact root 1 is paired with − 1 .
When p is odd, as a 1 > 0 we note that 1 ∈ Φ(u λ ∩ p) but not − 1 .
Let i 0 ≤ n be the largest integer such that a i 0 > a 1 . Similarly, let i 1 be the smallest integer such that a 1 > a i 1 . If there is no such integer we put i 1 = n + 1. Since R − (q λ ) > 0, we have − 1 + 2 ∈ Φ(u λ ∩ p − ) and so a 1 < a 2 . Thus 2 ≤ i 0 < i 1 . If 1 < j ≤ i 0 , then both the roots ± 1 + j belong to Φ(u λ ∩ p) and neither of the roots ± 1 − j belong to Φ(u λ ∩ p). Let i 0 < j < i 1 . Then a j = a 1 and none of the pairs of roots ± 1 − j belongs to Φ(u λ ∩ p).
If i 1 ≤ j ≤ n, then 1 ± j is in Φ(u λ ∩ p) but neither of their paired roots − 1 ± j is in Φ(u λ ∩ p). In this case, for each such j there are two non-compact positive roots which belong to Φ(u ∩ p) but there are no matching negative non-compact roots in Φ(u λ ∩ p).
The above observations, together with the equality R + (q λ ) = R − (q λ ), imply that a 1 = 0 if p is odd and that and i 1 = n + 1. Thus if a 1 > 0, we must have p is even and a 1 < a n and the lemma follows.
Finally, suppose that R + (q λ ) = R − (q λ ). Now observe that when p is even and 0 < |a 1 | < |a n |, q λ equals q µ where µ = 2≤j≤n a j j . Therefore, in view of the above lemma we may (and do) assume that a 1 = 0. We see that Φ(q λ ∩ p ± ) = Φ(q µ ∩ p ± ) where λ = λ r when a n ≥ 0 and r ≥ 1 is the largest number such that a r > 0 and λ = µ n (defined above) when p is even and a n < 0. We have proved Proposition 3.9. Suppose that G = SO 0 (2, p) and n = p/2 + 1. Then N (r) = 1 for
Remark 3.10. When λ = 2 , we have Φ(l λ ) consists of the roots {±( i ± j ) | 1 ≤ i < j ≤ n, i = 2 = j} if p is even, and, when p is odd, besides the above set of roots we have also the roots j , 1 ≤ j ≤ n, j = 2. Here n = p/2 + 1. Also H λ is in the centre of l λ . Thus, for any parity of p, l λ ∼ = so(p, C) ⊕ CH λ . The set of simple roots of l λ for the positive system
when p is even; we have one more simple root, namely n , when p is odd. The only non-compact simple root is 1 − 3 . It follows that, for any parity of p, l λ,0 is isomorphic to so(2, p − 2) ⊕ RiH λ . It is readily seen that the connected Lie subgroup L of SO 0 (2, p) corresponding to l λ,0 is (locally) isomorphic to SO(2, p−2)×S 1 . Hence the compact dual of the symmetric space L/(K ∩L) is isomorphic to SO(p)/(SO(2)×SO(p−2)). This homogeneous space may be identified with the non-singular complex quadric Q p−2 defined by the vanishing of the equation z
More generally let λ = 1≤i≤n a i i be k-dominant, that is, (γ, λ) ≥ 0 for all γ ∈ Φ + (k). Equivalently we have that a 1 ≥ · · · ≥ a n . The following observations will be used without explicit mention:
Our aim is to establish the following result.
Theorem 3.11. Let G = Sp(n, R). (i) Suppose that n = 4. There exists a unique (up to equivalence) unitary representation A q of Sp(n, R) having Hodge type (n − 1, n − 1). Thus N (n − 1) = 1 and N (r) = 0 for 1 ≤ r ≤ n − 2. Moreover if R ± (q λ ) = n − 1 with λ being k-dominant, then λ = r( 1 − n ) for some r > 0. (ii) When n = 4, we have N (3) = 2 and N (2) = N (1) = 0.
Proof. When n = 3 it is easily verified that N (1) = 0 and that N (2) = 1 corresponding to λ = 1 − 3 .
Let n = 4. We have R ± (q λ ) = R ± (q µ ) = 2 when λ = 1 − 4 and µ = 1 + 2 − 3 − 4 . It is readily checked that |Φ(u λ ∩ p)| = 4λ, |Φ(u µ ∩ p)| = 3µ and so A q λ and A qµ are inequivalent representations, resulting in N (3) ≥ 2. It is easy to see that N (3) ≤ 2 and so equality must hold. Again it is trivial to verify that N (2) = N (1) = 0. Now assume that n ≥ 5. Let λ = c i i = 0 be k-dominant. Then c 1 ≥ · · · ≥ c n . Suppose that 0 < R + (q λ ) = R − (q λ ) ≤ n − 1. We will show that λ is a positive multiple of 1 − n .
If (λ, 1 + n ) > 0, then (λ, 1 + i ) > 0 for 1 ≤ i ≤ n and so R + (q λ ) ≥ n, a contradiction. Similarly (λ, 1 + n ) < 0 contradicts the hypothesis that R − (q λ ) < n. So c 1 + c n = (λ, 1 + n ) = 0.
Let a ≤ n be the largest positive integer such that c j = c n for n − a + 1 ≤ j ≤ n and let b ≤ n be the largest positive integer so that c j = c 1 for 1 ≤ j ≤ b. Since c 1 > c n we see that 1 ≤ a, b ≤ n − 1; also a + b ≤ n.
We have ( i − j , λ) = 0 for all i, j ≤ b and i, j > n − a. Since c n−a > c n−a+1 , c b > c b+1 , we have, for i ≤ j with i > b, j > n − a, ( i + j , λ) = c i + c j < c 1 + c n = 0 and similarly for i ≤ j with i ≤ b, j ≤ n − a, we have
. There are three cases to consider.
Case (i): Let a = 1. Using the above estimates we get R + (q λ ) ≥ n − 1. If b > 1, we have R + (q λ ) ≥ 2n − 3 implying that n − 1 ≥ 2n − 3 or n ≤ 2. This is contrary to our hypothesis. Hence we must have b = 1 and so R − (q) = n − 1. This implies that (2 i , λ) = 0 for 2 ≤ i ≤ n − 1. As c 1 + c n = 0, we obtain that λ = r( 1 − n ) for some r > 0.
Case (ii): Let b = 1. This is analogous to Case (i) leading to the same conclusion.
Hence we obtain that R + (q λ ) ≥ 2n − 2a − 1. As R + (q λ ) ≤ n − 1, we conclude that 2(n − a) − 1 ≤ n − 1 or a ≥ n/2. Similarly b ≥ n/2. Since a + b ≤ n, and since a, b are both integers we conclude that a = b = n/2. In particular n cannot be odd. Write n = 2m, so that a = b = m. Using the estimate
implying m ≤ 2. This is a contradiction as n ≥ 5.
This completes the proof.
Remark 3.12. (i) Let R ± (q λ ) = n − 1. By the above result, for n = 4, λ = r( 1 − n ) for some r > 0 and so Φ(l λ ) consists of the roots
The roots of the summand sl(2, C) are the non-compact roots ±( 1 + n ) and the summand sp(n − 2, C) is generated by the set of simple roots i − i+1 , 2 ≤ i ≤ n − 3, 2 n−1 . It follows that l λ,0 is isomorphic to sp(n − 2, R) ⊕ su(1, 1) ⊕ RiH λ . We conclude that the connected Lie group L ⊂ G with Lie algebra l λ,0 is locally isomorphic to Sp(n − 2, R) × SU(1, 1) × S 1 . We further note that q λ does not satisfy the hypothesis of [14, Prop. 6.1] .
Type DIII. Let G = SO * (2n); thus K ∼ = U(n). We have Φ = {±( i ± j ) | 1 ≤ i < j ≤ n} where the set of simple roots is {ψ i := i − i+1 | 1 ≤ i < n} ∪ {ψ n := n−1 + n }; the non-compact simple root being ψ n . The set of non-compact positive roots is Φ
More generally when λ = 1≤i≤n a i i is k-dominant, we have the following properties, as in Type CI:
We have the following theorem, which was first established in [17] and can also be found in [18, Prop. 3.7] .
Theorem 3.13. Let G = SO * (2n) and let n ≥ 9. Then there exists a unique irreducible unitary representation A q (up to unitary equivalence) having Hodge type (n − 2, n − 2). Moreover, if R ± (q λ ) = n − 2, then λ = r( 1 − n ) for some r > 0. Thus N (n − 2) = 1. Also N (r) = 0 for 1 ≤ r ≤ n − 3 and for r = n − 1.
We claim that c 1 +c n = 0. To obtain a contradiction, assume that (λ, 1 + n ) = c 1 +c n > 0. Then 1 + j ∈ Φ(u λ ∩ p + ) for 1 < j ≤ n. As R + (q λ ) ≤ n − 1, equality must hold and no other positive root i + j , 2 ≤ i < j ≤ n can be in Φ(u λ ∩ p + ). Hence c i + c j ≤ 0 for 2 ≤ i < j ≤ n. If c 2 + c n−1 < 0, then c i + c j < 0 ∀2 ≤ i < j, n − 1 ≤ j ≤ n and so R − (q λ ) ≥ 2n − 5. This implies that 2n − 5 ≤ n − 1, i.e., n ≤ 4 contrary to our hypothesis. So c 2 + c n−1 = 0. This implies that c 2 = −c j , 3 ≤ j ≤ n − 1. If c 2 > 0, then c 3 < 0 and we see that
, a contradiction as n ≥ 6. Therefore we must have c i = 0 for 2 ≤ i ≤ n − 1. Now c 1 + c n > 0 implies that R − (q λ ) = n − 2 < R + (q λ ), contrary to our hypothesis that R + (q λ ) = R − (q λ ). Similarly we rule out c 1 + c n < 0 by considering λ = −c n+1−i i which is also k-dominant. Thus we are forced to conclude that c 1 + c n = 0.
As in proof of Theorem 3.11, let a = #{2
We have a, b ≥ 1, a + b ≤ n. There are three cases to consider. Case (iii): Let a, b ≥ 2. We will show that, under the hypotheses of the theorem, this leads to a contradiction. This part of the proof is similar to that in the proof of Theorem 3.11. Then n − 1 ≥ R + (q λ ) ≥ 2n − 2a − 3 and so a ≥ (n − 2)/2 and similarly b ≥ (n − 2)/2. Also we have the estimate
. Writing m = n/2 , if n is odd then either {a, b} = {m} or {m, m + 1}. In either case R ± (q λ ) ≤ n − 1, implies 2m ≥ (m 2 + m)/2. Hence m ≤ 3 or n ≤ 7 a contradiction as we assumed n ≥ 9. Finally, let n = 2m ≥ 10 so that {a, b} = {m − 1} or {m − 1, m} or {m} or {m − 1, m + 1}. In all cases we get the inequality 2m − 1 ≥ m(m − 1)/2. This implies that m ≤ 4 which is a contradiction. This completes the proof.
Remark 3.14. When 4 ≤ n ≤ 8, there are more possibilities for the θ-stable parabolic subalgebras q with R + (q), R − (q) ≤ n − 1. The following is the complete list of such 'exceptional' θ-stable parabolic subalgebras: In all these cases R + (q) = R − (q). n = 8 : The only exceptional q corresponds to λ = 1 + 2 + 3 + 4 − ( 5 + 6 + 7 + 8 ). We have R ± (q) = 6. n = 7 : The only exceptional q corresponds to λ = 1 + 2 + 3 − 5 − 6 − 7 , where R ± (q) = 6. n = 6 : There three exceptions corresponding to λ = 1 + 2 + 3 − 4 − 5 − 6 in which case R ± (q) = 3, λ = 1 + 2 − 5 − 6 where R ± (q) = 5 and λ = 2( 1 − 6 ) + ( 2 + 3 ) − ( 4 + 5 ) with R ± (q) = 5. n = 5 : There are four exceptional cases corresponding to λ = 1 + 2 − 4 − 5 with R ± = 3, λ = 2( 1 − 5 ) + 2 − 4 with R ± (q) = 4, λ = 3 1 + 2 − 3 − 4 − 5 with R ± (q) = 4 and λ = 2 1 + 2 + 3 − 4 − 3 5 with R ± (q) = 4. n = 4 : There are three exceptional cases corresponds to λ = 1 + 2 − 3 − 4 with R ± (q) = 1, λ = 2 1 − 3 − 4 with R ± (q) = 3 and λ = 1 + 2 − 2 4 with R ± (q) = 3.
Remark 3.15. Let n ≥ 9. Let R ± (q λ ) = n − 2 where λ is k-dominant. By the above theorem we have λ = r( 1 − n ) for some r > 0. It follows that Φ(l λ ) = {±( i ± j ) | 2 ≤ i < j ≤ n − 1} ∪ {±( 1 + n )}. The set of simple roots for the positive system Φ(
We note that the root spaces corresponding to ±( 1 + n ) spans a copy of sl(2, C). As the root 1 + n is orthogonal to the remaining simple roots of l λ , whose root spaces generate a subalgebra isomorphic to so(2n − 4, C) we have [l λ , l λ ] ∼ = so(2n − 4, C) ⊕ sl(2, C). The element H 1 − n spans the centre of l λ . Since the only simple non-compact roots of l λ are n−2 + n−1 , 1 + n we see that l λ,0 is isomorphic to so * (2n − 4) ⊕ su(1, 1) ⊕ RiH 1 − n . Therefore the Lie group L ⊂ SO * (2n) corresponding to l λ,0 is locally isomorphic to SO * (2n − 4) × SU(1, 1) × S 1 . In particular, q λ does not satisfy the hypothesis of [14, Prop. 6.1] .
Type EIII. Let G be a linear connected Lie group with Lie algebra the real form e 6,(−14) of e 6 let K be a maximal compact subgroup of G. Then K is locally isomorphic to SO(2) × SO (10) . The vector space it * 0 may be realised as subspace of the Euclidean space R 8 which is orthogonal to the space spanned by the vectors 6 Proof. Suppose 1 ≤ R ± (q λ ) ≤ 3 with λ being k-dominant. Then (λ, ξ) = 0 for all roots ξ ∈ Φ + n such that ψ 1 + ψ 3 + ψ 4 < ξ < α 0 − ψ 2 − ψ 4 . Then the roots ψ i , 2 ≤ i ≤ 6 are in the linear span of such roots. Thus (λ, ψ i ) = 0 for all 2 ≤ i ≤ 6 which implies λ = t 1 for some t ∈ R. This is impossible since R + (q λ ) = R − (q λ ) ≥ 1.
In the latter case β, β − ψ 6 ∈ Φ(l λ ∩ p + ), which implies that (λ, ψ 6 ) = 0. Therefore (λ, β) = (λ, β − ψ 6 ) > 0 and so R ± (q λ ) ≥ 5, a contradiction. So we must have Φ(
It is easily verified that λ = 5 − 1 yields R ± (q λ ) = 4 and hence N (4) = 1.
If R ± (q λ ) = 5, then the only possibilities for Φ(u λ ∩ p + ) are {ξ | ξ ≥ β + ψ 3 − ψ 6 } or {ξ | ξ > β}. In the latter case β − ψ 6 , β − ψ 6 + ψ 3 ∈ Φ(l λ ∩ p + ), which implies that (λ, ψ 3 ) = 0. Therefore (λ, β) = (λ, β + ψ 3 ) > 0 and so R ± (q λ ) ≥ 6, a contradiction. So we must have Φ(
It is easy to see that λ = 2 + 3 − 2 1 yields R ± (q λ ) = 5 and hence N (5) = 1. 
In the former case we have (λ, ψ 6 ) > 0 and in the latter we have (λ, ψ 6 ) = 0. Arguing likewise with u λ ∩ p − , we see that there are again two possibilities for Φ(u λ ∩ p − ) say B 1 , B 2 . Exactly one of them, say B 1 , implies that (λ, ψ 6 ) = 0 and the other B 2 , implies the vanishing of (λ, ψ 6 ). It follows that only A i can be paired with B i for i = 1, 2, that is, Φ(u λ ∩ p + ) = A i if and only if Φ(u λ ∩ p − ) = B i , i = 1, 2. These two possibilities occur by choosing λ = 4 + 6 − 2 1 and 2 + 3 + 5 − 3 1 . Hence N (6) = 2.
We tabulate in Table 3 the weight λ such that, writing q = q λ , we have 1 ≤ R + (q) = R − (q) ≤ 6. We also describe the corresponding compact Hermitian symmetric space Y q and its Euler characteristic. We omit the detailed calculation that leads to the description of Y q ; it may be worked out easily using Proposition 3.1. Table 3 . The θ-stable parabolic subalgebras q = q λ of type EIII for which 1 ≤ R ± (q λ ) = r ≤ 6, the symmetric spaces Y q and their Euler characteristics.
Type EVII. Let G be a linear connected Lie group with g 0 isomorphic to e 7,(−25) . Then K is locally isomorphic to the compact group E 6 × SO (2) . As with the case of type EIII, it is convenient to set 0 := 8 − 7 − 6 ∈ R 8 and regard it * 0 ⊂ R 8 as the subspace orthogonal to
The simple roots are
The non-compact simple root is ψ 7 = 6 − 5 .
The set Φ + n of non-compact positive roots equals {(1/2)( 8 − 7 + 6 + 1≤j≤5 (−1)
Proposition 3.17. Let G be a linear connected Lie group with Lie algebra e 7, (−25) . Then N (r) = 0 for 1 ≤ r ≤ 5, N (6) = 1, N (7) = 0, N (8) = 0, N (9) = 2, N (10) = 1, N (11) = 2.
We will make repeated use of Remark 3.3(iii) without explicit mention.
Proof. First suppose that 1 ≤ R ± (q λ ) ≤ 7 with λ being k-dominant. Then (λ, ξ) = 0 for all roots ξ ∈ Φ + n such that ψ 7 + ψ 6 + ψ 5 + ψ 4 + ψ 3 + ψ 2 < ξ < α 0 − ψ 1 − ψ 3 − ψ 4 − ψ 5 − ψ 2 . It is readily seen that roots ψ 1 , ψ i , 3 ≤ i ≤ 6, are in the linear span of such roots. Set β := α 0 − ψ 1 − ψ 3 − ψ 4 − ψ 5 − ψ 2 ∈ Φ + n . If R ± (q λ ) ≤ 5, then, by the same argument (λ, ψ 2 ) also vanishes and so λ = t 7 for some t ∈ R. This is impossible when R + (q λ ) = R − (q λ ) ≥ 1.
When R ± (q λ ) = 6, we must have Φ(u λ ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ β − ψ 6 + ψ 2 } or Φ(u λ ∩ p + ) = {ξ | ξ > β}. In the latter case, β + ψ 2 − ψ 6 , β − ψ 6 / ∈ Φ(u λ ∩ p). This implies that (λ, ψ 2 ) = 0. Therefore β ∈ Φ(u λ ∩ p + ) since β + ψ 2 ∈ Φ(u λ ∩ p + ) and so R + (q λ ) ≥ 7, a contradiction. So we must have Φ(u λ ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ β − ψ 6 + ψ 2 }. Similarly, Φ(u λ ∩ p − ) = {ξ ∈ Φ − n | −ξ ≤ ψ 7 + ψ 6 + ψ 5 + ψ 4 + ψ 3 + ψ 1 }. It is easily verified that λ = 2 − 7 yields R ± (q λ ) = 6 and hence N (6) = 1.
Also when R ± (q λ ) = 7, the only possibilities for Φ(u λ ∩p + ) are {ξ ∈ Φ + n | ξ ≥ β}, {ξ ∈ Φ + n | ξ ≥ β−ψ 6 +ψ 2 }∪{β+ψ 5 }. In former case, using the observation that (λ, ψ 4 ) = 0, (λ, ψ 6 ) = 0, we see that β − ψ 4 , β − ψ 6 are in Φ(u λ ∩ p + ), a contradiction. In the latter case we have (λ, ψ 5 ) = 0 which implies that β ∈ Φ(u λ ∩ p + ), again a contradiction. This proves that N (7) = 0.
Suppose that R ± (q λ ) = 8 where λ is k-dominant. Then Φ(u λ ∩ p + ) equals {ξ ∈ Φ + n | ξ ≥ β} ∪ {β − ψ 4 } =: A or {ξ ∈ Φ + n | ξ ≥ β} ∪ {β + ψ 2 − ψ 6 } =: B. In the case Φ(u λ ∩ p + ) = A, we have (λ, β − ψ 6 ) = 0 as (λ, ψ 6 ) = 0, a contradiction as β − ψ 6 / ∈ A. Now suppose that Φ(q λ ∩ p + ) = B. Then (λ, ψ 4 ) = 0, which implies that β − ψ 4 ∈ Φ(u λ ∩ p + ), a contradiction. Thus the claim that N (8) = 0 is established.
Next we turn to N (9). Let λ = 2 + 4 − 3 7 . Then a straightforward verification shows that Φ(u λ ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ β − ψ 6 }, Φ(u λ ∩ p − ) = {ξ ∈ Φ − n | −ξ ≤ ψ 7 + ψ 6 + ψ 5 + ψ 4 + ψ 3 + ψ 2 + ψ 1 } and so R ± (q λ i ) = 9. Now let µ = 1 + 6 − 2 7 . Again by a direct verification R ± (q µ ) = 9. In fact we have Φ(u µ ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ α 0 − ψ 1 − 2ψ 3 − 2ψ 4 − ψ 2 − ψ 5 } and Φ(u µ ∩ p − ) = {ξ ∈ Φ − n | −ξ ≤ ψ 7 + ψ 6 + 2ψ 5 + 2ψ 4 + ψ 3 + ψ 2 }.
The representations A q λ , A qµ are inequivalent since, |Φ(u λ ∩ p)| = |Φ(u µ ∩ p)| (as seen by comparing the coefficient of ψ 6 on both sides). Therefore N (9) ≥ 2.
We claim that N (9) = 2. It suffices to show that there does not exist a k-dominant weight ν such that Φ(u ν ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ β − ψ 4 } ∪ {β + ψ 2 − ψ 6 } or Φ(u ν ∩ p − ) = {ξ ∈ Φ − n | −ξ ≤ ψ 7 + ψ 6 + ψ 5 + 2ψ 4 + ψ 3 + ψ 2 } ∪ {−(ψ 7 + ψ 6 + ψ 5 + ψ 4 + ψ 3 + ψ 1 )}.
Indeed, suppose that ν is such that Φ(u ν ∩ p + ) = {ξ ∈ Φ + n | ξ ≥ β − ψ 4 } ∪ {β + ψ 2 − ψ 6 } Then β − ψ 6 − ψ 4 , β − ψ 6 − ψ 4 − ψ 3 ∈ Φ(l ν ∩ p + ). Hence (ν, ψ 3 ) = 0. It follows that (ν, β − ψ 4 − ψ 3 ) = (ν, β − ψ 4 ) > 0. Hence β − ψ 4 − ψ 3 ∈ Φ(u ν ∩ p + ), contrary to our hypothesis. The possibility for Φ(u λ ∩ p − ) is also likewise eliminated. Thus N (9) = 2. Now suppose that λ is a k-dominant weight such that R ± (q λ ) = 10. Cardinality consideration shows that β − ψ 4 ∈ Φ(u λ ∩ p + ). We claim that β − ψ 6 / ∈ Φ(u λ ∩ p + ). For, otherwise, arguing as before we see that (λ, ψ 6 ) = 0, which implies that (λ, β −ψ 4 −ψ 6 ) = (λ, β −ψ 4 ) > 0 and hence β − ψ 4 − ψ 6 ∈ Φ(u λ ∩ p + ). A simple cardinality argument then shows that R(q λ ) ≥ 11, a contradiction. So we must have β − ψ 6 / ∈ Φ(u λ ∩ p + ) and (λ, ψ 6 ) > 0. This implies that β − ψ 4 − ψ 3 ∈ Φ(u λ ∩ p + ). Thus there are two possibilities: either Φ(u λ ∩ p + ) equals {ξ ∈ Φ + n | ξ ≥ β − ψ 4 − ψ 3 − ψ 1 } or {ξ ∈ Φ + n | ξ ≥ β − ψ 4 − ψ 3 } ∪ {β + ψ 2 − ψ 6 }. Similarly there are two possibilities for Φ(u λ ∩ p − ). Of the four possible combinations, three are eliminated as in the determination of N (9). It turns out that when λ = 1 + 2 + 6 − 3 7 , we have R ± (q λ ) = 10. Hence N (10) = 1 as asserted.
is in the image of the Matsushima map H * (X u ; C) → H * (X Γ ; C), then [V ] [q] = 0 whenever q = g.
Recall the family of lattices L(G) defined in §2.1. When Γ ∈ L(G), we can find a finite index subgroup Λ ⊂ Γ and an involution σ : G → G such that (i) σ(Λ) = Λ, (ii) the special cycle C(σ, Λ) ⊂ X Λ is complex analytic, and (iii) the Poincaré dual [C(σ, Λ)] of C(σ, Λ) is not in the image of the Matsushima homomorphism H * (X u ; C) → H * (X Λ ; C). In fact we may (and do) choose σ so that codim X Λ C(σ, Λ) is equal to c(X). See §2.3. It follows that, taking V in the above to be equal to C(σ, Λ), we obtain [C(σ, Λ)] Now we take V to be the image of C(σ, Λ) under the (finite) covering projection π : X Λ → X Γ . Note that this projection is holomorphic. Then V is a complex analytic submanifold and hence its Poincaré dual [V ] in H * (X Γ ; C) is non-zero. If [V ] could be represented by a G-invariant form, then so would [C(σ, Λ)]. It follows that [V ] is not in the image of the Matsushima homomorphism and we are led to the conclusion that [V ] Note that, when there are possibly more than one element [q] ∈ Q 0 with 1 ≤ R ± (q) ≤ c(X), the above argument is still applicable, but leads to the weaker conclusion that [V ] [q] = 0 for at least one such [q].
Finally to complete the proof of Theorem 1.2, we observe that, for any Γ ∈ L(G), there exists a [q] ∈ Q 0 with r 0 (g) ≤ R ± (q) ≤ c(X) with m := m(q, Γ) > 0. The corresponding representation A q contributes H * (g, K; A q,K ) ⊕m to the cohomology of X Γ . Recall that, writing r = R + (q), we have H p,p (g, K; A q,K ) ∼ = H p−r,p−r (Y q ; C) where Y q is Hermitian symmetric of (complex) dimension dim C X − 2r by Proposition 3.1. Since H p,p (g, K; A q,K ) ∼ = H p−r,p−r (Y q ; C) is non-zero for r ≤ p ≤ dim C X − r, and since r ≤ c(X), this completes the proof.
The irreducible representations A q whose occurrence with non-zero multiplicity in L 2 (Γ\G), Γ ∈ L(G) is asserted by Theorem 1.1 are listed in Table 5 below, in terms of the k-dominant weight λ such that q = q λ . This is based on the classification results obtained in §3.2.
Type
G λ R ± (q λ ) = r(g 0 ) AIII SU(p, q) p+1 − p+q p p < p − 1, q ≥ 5 BDI SO 0 (2, p), p ≥ 3 2 1 CI Sp(n, R), n = 4 1 − n n − 1 DIII SO * (2n), n ≥ 9 1 − n n − 2 Table 5 . List of A q λ with R ± (q λ ) = r(g 0 ).
