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Abstract
In this paper, we deal with an NP-hard minimization problem, performing data allocation over multiple broadcast channels in
the wireless environment. Our idea is to solve the discrete case of such a problem by the concept of gradient in the Euclidean space
Rn . The theoretical basis of the novel idea ensures the near-optimality of our solution. Furthermore, the experimental results show
that the problem can be solved quickly.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
Consider a minimization problem in the wireless environment. There are many data items of equal size and multiple
broadcast channels of the same bandwidth. A broadcast server broadcasts all the data items over these channels
cyclically. On the other hand, mobile users use mobile devices (e.g., PDA) to receive the broadcast data items and
have different preferences for the data items. In such an environment, the server can generate different broadcast
programs that lead to different average access time, or average expected delay [1–6]. That is, mobile users may spend
less time to access popular data items if these data items are allocated to the channels of shorter broadcast program
cycles. Although both the bandwidth of channels and the size of data items are fixed, it is still possible to perform data
allocation beforehand and improve the average access time.
The problem of allocating data items to multiple broadcast channels in order to minimize the average access
time is known as the data allocation problem [1–6]. Dynamic programming [1,2], greedy manner [2–4], and genetic
algorithm [5] are typically applied to this NP-hard problem [3,6]. Each of them has its particular merits. Dynamic-
programming algorithms need to keep track of prior and partial solutions, and hence yield the optimal solution.
However, as discussed in [1,2], their time and space costs may deter them from practical use. Greedy algorithms may
neglect the globally optimal solution. Instead, they find a locally optimal broadcast program for each channel, and
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then integrate all of the programs into the final results. The time cost is indeed lowered down greatly. But there is
no clue whether the final results are near-optimal. Genetic algorithms perform a lot of trial-and-errors, hopefully, to
obtain a good mutation, and thus approach the optimal solution. Due to the nature of genetic algorithms, an arbitrary
initial population may lead to an unacceptable result.
In this paper, we propose a linearly convergent scheme, named Gradient Method, for the data allocation problem,
abbreviated as DAP. We first map DAP from Zn (the n-dimensional integer space) to Rn (the Euclidean space). Then
the mapped problem DAP
′
in Rn is optimally solved by the steepest descent techniques [7,8]. Finally, we round off
the optimal solution to DAP
′
and get a near-optimal solution to the original DAP in Zn . Our method has four features.
First, our solution is not obtained by trial-and-error. Every step toward the steepest decent gradient is worthwhile
in the procedure of finding the optimal solution to DAP
′
. Second, our solution is not obtained by piecing several
locally optimal solutions together. The method approaches the globally optimal solution to DAP
′
in n dimensions
concurrently. Third, our method is memoryless. That is, every next step is not decided based on prior results and thus
no additional space cost is needed. Fourth, because the method can converge rapidly, it can be applied to a large and
changing database even if the database size is over 100,000 data items.
The rest of this paper is organized as follows. Section 2 formulates our problem of performing data allocation over
multiple broadcast channels. Section 3 develops the theoretical basis for our method. Section 4 then provides a near-
optimal solution and presents a new algorithm that implements our solution. Section 5 shows experimental results of
our algorithm. Finally, Section 6 concludes this study and discusses our future work.
2. Data allocation problem
The data allocation problem, abbreviated as DAP, is formulated as follows. Assume that a broadcast server is
equipped with C channels, numbered from 1 to C . Each channel is divided into equal unit of time slices, called
buckets. The database to be broadcast is D = {d1, d2, . . . , dN }, where d1, d2, . . . , dN are data items of equal size. Let
pi denote the access probability of the item di being accessed by mobile users. Without loss of generality, assume that
the access pattern L , the list of access probabilities pi , is sorted in non-increasing order, since the position order of
data items allocated to a channel makes no difference on the final optimal result [2].Under these assumptions, the data
allocation problem is partitioning D into C parts based on L and assigning each part to one of the C channels, one
item to one bucket, so that the resulting C broadcast programs can generate the minimal average access time. Note
that the average access time is the average amount of waiting time spent by each user before receiving the desired data
item. We assume that each of the C broadcast programs is broadcast on one of the C channels cyclically and there is
no replication of data items within each broadcast cycle.
Three properties regarding DAP need to be known in advance. First, for a single channel of cycle length K (i.e., K
data items are cyclically broadcast on the channel), the expected access time in receiving any data item di on the
channel is 0.5K [2]. That is, the position order of data items makes no difference on the expected access time. Second,
the average access time over multiple channels can be determined only by data partition. This is because the expected
access time on each channel is known by the first property after the data partition and hence the average access time
over multiple channels can be determined by the weighted average of each expected access time. Third, DAP is known
to be NP-hard [3,6]. Such a problem is isomorphic to the Subset Sum Problem or Traveling Salesman Problem [9,10].
With the first and second properties, we can define an objective function for DAP in the next section. On the other
hand, the third property tells us that persisting in finding the optimal solution to DAP is very likely to be in vain.
3. Theoretical basis
In this section, we explain our solution technique by showing several lemmas. Our technique is first mapping the
DAP problem from Zn (the n-dimensional integer space) to a problem DAP
′
in Rn (the Euclidean space), which is
a minimization problem of finding the global minimum of an n-variable differentiable function. Then we utilize the
steepest descent techniques in [7,8] to obtain the optimal solution to DAP
′
in Rn . Finally, we round off the optimal
solution in Rn and get a near-optimal solution in Zn .
For clarity, we summarize in Table 1 the notations with their meanings used in this paper.
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Table 1
Summary of notations
Notation Description
N Number of data items
C Number of channels
pi Access probability of data item di
L Access pattern (list of access probabilities)
P(i) Cumulative function defined by L
n Column vector [n1, n2, . . . , nC−1]t ∈ {1, 2, . . . , N }C−1
x Column vector [x1, x2, . . . , xC−1]t ∈ (1, N )C−1
α(n) Objective function of DAP
β(x) Objective function of DAP′
F(x) Interpolating function passing through all points (i, P(i))
n∗ Optimal solution to α(n)
x∗ Optimal solution to β(x)
nĎ Resulting near-optimal solution to α(n)
3.1. Mapping DAP from Zn to Rn
In this subsection, we first define the objective functions of both DAP and DAP
′
. Then, we show how to map DAP
from Zn to DAP
′
in Rn . Finally, we show that the solution spaces of both DAP and DAP
′
are of similar geometric
properties. This will ensure that the solution to DAP
′
is close to that of DAP.
Before mapping DAP from Zn toRn or mapping DAP
′
fromRn back to Zn , we need to devise two similar objective
functions, one for DAP and one for DAP
′
. As we want to round off the continuous-case solution to DAP
′
and get a
discrete-case solution to the original DAP in Zn , the quality of the solution to DAP
′
becomes a decisive factor. If we
can solve the continuous-case problem DAP
′
optimally, then the resulting rounded solution is the optimal or a near-
optimal one to the original discrete-case problem DAP (as explained by Lemmas 4–6). The key component consists
in the objective functions. That is, the objective function of DAP
′
must resemble that of DAP. Then the two solution
spaces formed by the two objective functions can thus yield similar optimal solutions.
In order to clearly define the objective function of DAP, we need a simple notation to express the probability that
mobile users download data items from a channel. The function P(i) of cumulative access probabilities is defined as
follows.
Definition 1. Given L (i.e., the list of pi ), the function P(i) of cumulative access probabilities is defined by
P(i) =

i∑
j=1
p j , 1 ≤ i ≤ N ,
0, i = 0.
(1)
Now we can define the objective function α(n) for the discrete-case problem DAP in Zn . Intuitively α(n) means
the average access time over multiple channels, and our goal is to minimize α(n). With the cumulative function P(i),
we can define α(n) more precisely. For simplicity, the leading coefficient of expected delay of each channel, 0.5, is
omitted in the following definition.
Definition 2. Let n0 = 0, nC = N be two constants. For any position vector n = [n1, n2, . . . , nC−1]t ∈
{1, 2, . . . , N }C−1 with ni > ni−1, the objective function α(n) of DAP is defined by
α(n) =
C∑
i=1
(ni − ni−1)(P(ni )− P(ni−1)). (2)
Note that for the i th channel, data items numbered ni−1+1, ni−1+2, . . . , ni are allocated to the channel and their
access probability is P(ni )− P(ni−1). Clearly, the broadcast cycle length of the channel is ni − ni−1.
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To map DAP from Zn to Rn and preserve the access pattern, we need to find an interpolating function F(x). We
interpolate the N + 1 points (i, P(i)), i = 0, 1, . . . , N , by using N separate line segments. The interpolating function
F(x) is defined as follows.
Definition 3. For i = 1, 2, . . . , N , consider the i th interval [i − 1, i] and let the straight line fi (x) pass through the
two points (i − 1, P(i − 1)) and (i, P(i)). The interpolating function F(x) is defined by
F(x) =

f1(x), if x ∈ [0, 1],
f2(x), if x ∈ [1, 2],
...
fi (x), if x ∈ [i − 1, i],
fi+1(x), if x ∈ [i, i + 1],
...
fN−1(x), if x ∈ [N − 2, N − 1],
fN (x), if x ∈ [N − 1, N ].
(3)
It is clear that F(x) is a continuous function, because we let each straight line fi (x) pass through two points
(i − 1, P(i − 1)) and (i, P(i)). Taking the point (1, P(1)) for example, it is both the right endpoint of the first line
segment (i.e., f1(x)) and the left endpoint of the second line segment (i.e., f2(x)). So F(x) is continuous at x = 1,
i.e., F(1) = f1(1) = f2(1) = P(1) = p1.
The following lemma shows that F(x) can be expressed in the form of P(i) and pi for all x ∈ [0, N ]. Later, we
can eliminate the annoying differentiation procedures in our method by this lemma.
Lemma 1. Let x ∈ [k, k + 1] for some integer k ∈ {0, 1, 2, . . . , N − 1}. Then F(x) = P(k)+ (x − k)pk+1.
Proof. Note that fk+1(x) is defined on [k, k + 1]. So F(x) = fk+1(x) for x ∈ [k, k + 1]. Since fk+1(x) is a straight
line passing through the two endpoints (k, P(k)) and (k + 1, P(k + 1)), the straight-line equation can be written
as ( fk+1(x) − P(k))/(x − k) = (P(k + 1) − P(k))/((k + 1) − k), or fk+1(x) = P(k) + (x − k)pk+1, where
P(k + 1)− P(k) = pk+1. Therefore, we have F(x) = fk+1(x) = P(k)+ (x − k)pk+1. The proof is complete. 
Like we define the objective function α(n) for DAP in Zn , we define a dummy objective function β(x) for DAP
′
in Rn . Here β(x) stands for α(n) in Zn . It is defined as follows.
Definition 4. Let x0 = 0, xC = N be two constants. For any position vector x = [x1, x2, . . . , xC−1]t ∈ (0, N )C−1
with xi > xi−1, the objective function β(x) of DAP
′
is defined by
β(x) =
C∑
i=1
(xi − xi−1)(F(xi )− F(xi−1)), (4)
where F(x) is the interpolating function.
Note that α(n) and β(x) have the same function values at all grid points. Therefore, the solution spaces of DAP
and DAP
′
are of similar geometric properties (e.g., slope, extreme, concavity). We show the property by the following
lemma.
Lemma 2. For any n ∈ {1, 2, . . . , N }C−1, α(n) = β(n).
Proof. Consider the i th interval [i − 1, i] and the interpolating function F(x). The left and right endpoints of fi (x)
on [i − 1, i] are (i − 1, P(i − 1)) and (i, P(i)), respectively. That is, we have F(i − 1) = fi (i − 1) = P(i − 1) and
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F(i) = fi (i) = P(i). Then
β(n) =
C∑
i=1
(ni − ni−1)(F(ni )− F(ni−1))
=
C∑
i=1
(ni − ni−1)( fni (ni )− fni−1(ni−1)) (by Definition 3)
=
C∑
i=1
(ni − ni−1)(P(ni )− P(ni−1))
= α(n). (5)
The proof is complete. 
By Lemma 2, α(n) and β(x) have the same function values at grid points. That is, β(x) interpolates α(n) at all grid
points. Thus, the optimal solution to DAP in Zn can be close to that of DAP
′
in Rn . Especially if the optimal solution
x∗ to DAP′ occurs at a grid point, i.e., x∗ ∈ {1, 2, . . . , N }C−1, then it is literally the optimal solution to DAP.
3.2. The optimal solution x∗ to the DAP′ problem
In this subsection, we find the optimal solution x∗ to DAP′ in Rn and discuss its convergence and optimality. First,
we introduce the definition of gradient in Rn . Second, by means of gradient analysis, we find a position vector x∗ that
minimizes β(x). Third, we explore the properties of x∗ deeply.
We solve DAP
′
by using the concept of gradient in Rn [7]. Unlike the greedy approach, the steepest descent
gradient can converge to the globally optimal solution instead of piecing several local optimums together. Further,
unlike dynamic programming, the approach can converge in n dimensions at a time instead of searching nearly half
the solution space. Therefore, we employ the concept of gradient, and it is defined as follows.
Definition 5. Let g: Rn → R be a continuous-differentiable multivariable function. The gradient of g at x =
[x1, x2, . . . , xn]t is denoted by ∇g(x), and defined by
∇g(x) =
[
∂g(x)
∂x1
,
∂g(x)
∂x2
, . . . ,
∂g(x)
∂xn
]t
. (6)
We modify the above definition slightly. As F(x) is not differentiable at x = 0, 1, 2, . . . , N − 1, so we try to make
up for this defect by using improper limit. Thus, the i th element of ∇g(x) is redefined as
∂g(x)
∂xi
=

lim
h→0+
g(x1, x2, . . . , xi + h, . . . , xC−1)− g(x1, x2, . . . , xi , . . . , xC−1)
h
, if xi is an integer,
lim
h→0
g(x1, x2, . . . , xi + h, . . . , xC−1)− g(x1, x2, . . . , xi , . . . , xC−1)
h
, otherwise.
(7)
Note that F(x) is therefore right-hand differentiable for x ∈ {0, 1, 2, . . . , N − 1}. Thus, the gradient of β(x) can
be obtained for any x ∈ (0, N )C−1 and the i th element of ∇β(x) becomes
∂β(x)
∂xi
= (F(xi )− F(xi−1))+ (xi − xi−1)F ′(xi )− (F(xi+1)− F(xi ))− (xi+1 − xi )F ′(xi )
= [(P(b)+ (xi − b)pb+1)− (P(a)+ (xi−1 − a)pa+1)] + (xi − xi−1)pb+1
− [(P(c)+ (xi+1 − c)pc+1)− (P(b)+ (xi − b)pb+1)] − (xi+1 − xi )pb+1, (8)
for some integers a, b, and c with xi−1 ∈ [a, a + 1), xi ∈ [b, b + 1), xi+1 ∈ [c, c + 1). Recall that F(x) is the
interpolating function defined in Definition 3 and it is composed of P(i). By Lemma 1, F(xi−1), F(xi ), and F(xi+1)
can be written as P(a)+ (xi−1 − a)pa+1, P(b)+ (xi − b)pb+1, and P(c)+ (xi+1 − c)pc+1, respectively. Besides,
F ′(xi )means the slope of the (b+1)th straight line fb+1(x), i.e., pb+1. Therefore, there are no annoying differentiation
procedures in our method and the method can be applied to rapidly changing databases.
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We modify the steepest descent algorithm in [7] to solve DAP
′
and get the optimal continuous-case solution x∗
that minimizes β(x). The detailed algorithm will be shown in the next section. We brief the basic steps in solving our
problem:
1. evaluate β(x) at an initial position x(0);
2. determine the steepest decent direction from x(0);
3. decide the amount (i.e., step size) s that should be moved in this direction;
4. set x(1) = x(0) − s∇β(x(0));
5. repeat steps 1 through 4 until the optimal solution x∗ is obtained.
For simplicity, the equation
x(1) = x(0) − s∇β(x(0)) (9)
can be reduced to the single variable function
h(s) = β(x(0) − s∇β(x(0))). (10)
Thus the value s that minimizes h(s) is also the value needed for (9). Solving the root-finding problem is time-
consuming. Instead, [7] interpolates h(s) using a quadratic polynomial to accelerate the speed of convergence. The
detail is shown in the algorithm in the next section.
References [7,8] ensure that our method can converge linearly. So far we have developed a gradient-based method
and have obtained the optimal solution x∗ to the dummy objective function β(x). The proofs of the convergence
and minimization are omitted here and can be found in [7,8]. Although some quasi-Newton methods converge more
rapidly than our method does, an accurate initial position vector x(0) to the optimal solution is needed. It is safer to
use our method because our method is independent of the choice of initial position vectors.
The following definition can help us to explore the optimality of x∗. As the term (xi − xi−1) will be used repeatedly
in this development, it is convenient to introduce the following simpler notation.
Definition 6. Let x0 = 0, xC = N be two constants. For any position vector x = [x1, x2, . . . , xC−1]t ∈ (0, N )C−1,
the length of the i th interval [xi−1, xi ] is denoted by 1xi and defined by
1xi = xi − xi−1 (11)
for i = 1, 2, . . . ,C .
With the above definition, we can go further and determine the relationship among these elements of x∗. The
following lemma shows that if the optimal continuous-case solution x∗ is given, 1x∗i must be non-decreasing. That
is, the popular data items should be allocated to channels of shorter cycle lengths. The similar discrete-case result can
be found in [2], so we omit the discrete case here.
Lemma 3. If the optimal solution x∗ to the dummy objective function β(x) is given, then 1x∗i ≤ 1x∗i+1 for
i = 1, 2, . . . ,C − 1.
Proof. We show it by contradiction. Suppose that1x∗i > 1x∗i+1 for some i . Since x∗ is the optimal solution, the sum
of products
S∗ = (x∗i − x∗i−1)(F(x∗i )− F(x∗i−1))+ (x∗i+1 − x∗i )(F(x∗i+1)− F(x∗i )) (12)
should be the minimal in the interval [x∗i−1, x∗i+1]. On the other hand, since 1x∗i > 1x∗i+1, there exists a number
xi < x∗i such that (xi − x∗i−1) = (x∗i+1 − xi ). We claim that
S = (xi − x∗i−1)(F(xi )− F(x∗i−1))+ (x∗i+1 − xi )(F(x∗i+1)− F(xi )) < S∗. (13)
Let x∗i − x∗i−1 = a, F(x∗i )− F(x∗i−1) = A, x∗i+1− x∗i = b, F(x∗i+1)− F(x∗i ) = B, x∗i − xi = δ, F(x∗i )− F(xi ) = 1,
and xi − x∗i−1 = x∗i+1 − xi = pi . Since the access pattern L is sorted in non-increasing order, 1x∗i > 1x∗i+1 implies
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that F(x∗i )− F(x∗i−1) > F(x∗i+1)− F(x∗i ). That is, if a > b then A > B. Then
S = (a − δ)(A −1)+ (b + δ)(B +1)
= pi(A −1)+ pi(B +1)
= pi A + piB
= (a − δ)A + (b + δ)B
= aA + bB − δA + δB
< aA + bB
= S∗. (14)
It contradicts that x∗ is the optimal solution. The proof is complete. 
By the above lemma, our method can thus start from a better initial position x(0). In the next section, we set
x(0) = [ NC , 2NC , . . . , (C−1)NC ]t instead of randomly choosing x(0). That will also enhance the convergence speed of our
method.
The following lemma will show that x∗ is a globalminimizer. By this lemma, we know that β(x) is concave upward
for all x ∈ (0, N )C−1. That is, for any initial vector x(0) ∈ (0, N )C−1, the sequence {x(k)}will converge to the globally
optimal solution.
Lemma 4. If our method converges locally at some x∗ ∈ (0, N )C−1, then x∗ is the globally optimal solution to DAP′.
Proof. We prove the lemma by showing that, for any x ∈ (0, N )C−1, β(x) is concave upward. From (8), we get
∂β(x)
∂xi
= (F(xi )− F(xi−1))+ (xi − xi−1)F ′(xi )− (F(xi+1)− F(xi ))− (xi+1 − xi )F ′(xi ), (15)
for i = 1, 2, . . . ,C − 1. Note that x0 = 0 and xC = N are two constants. Then the second partial derivative is
∂β2(x)
∂x2i
= 2F ′(xi )+ (xi − xi−1)F ′′(xi )+ 2F ′(xi )+ (xi+1 − xi )F ′′(xi )
= 4F ′(xi )+ (xi − xi−1)F ′′(xi )− (xi+1 − xi )F ′′(xi )
= 4F ′(xi )+1xi F ′′(xi )−1xi+1F ′′(xi ). (16)
As F(x) interpolates the strictly increasing function P(i), it is clear that F ′(x) > 0. Also we have F ′′(x) = 0, since
F(x) is composed of straight lines. Therefore, ∂β
2(x)
∂x2i
> 0 for all x ∈ (0, N )C−1. The proof is complete. 
3.3. A near-optimal solution nĎ to the DAP problem
In this subsection, we show how to obtain a near-optimal solution nĎ in Zn so that α(nĎ) can approximate α(n∗),
where n∗ minimizes α(n). First, we obtain the solution nĎ. Second, we show that α(n∗) is bounded by β(x∗) and
α(nĎ).
We show how to obtain the discrete-case solution nĎ. We re-map the optimal continuous-case solution x∗ back to
Zn by rounding off all elements x∗i of x∗ and get the rounded solution nĎ. Since nĎ is derived from x∗, they are close
to each other.
The following lemma shows the magnitude order of β(x∗), α(n∗), and α(nĎ), where n∗ minimizes α(n). That is,
β(x∗) ≤ α(n∗) ≤ α(nĎ).
Lemma 5. Let nĎ ∈ {1, 2, . . . , N }C−1 be the rounded resulting solution to DAP. Then β(x∗) and α(nĎ) are two
bounds of α(n∗) with
β(x∗) ≤ α(n∗) ≤ α(nĎ), (17)
and the Euclidean distance between x∗ and nĎ is∥∥∥x∗ − nĎ∥∥∥
2
≤ √C − 1/2. (18)
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Proof. α(n∗) ≤ α(nĎ) is trivial. We show β(x∗) ≤ α(n∗) by contradiction. Suppose that α(n∗) < β(x∗). On the other
hand, by Lemma 2, β(n∗) = α(n∗), since n∗ ∈ {1, 2, . . . , N }C−1. Therefore, β(n∗) = α(n∗) < β(x∗). But x∗ is the
optimal solution to the dummy objective function β(x). It is a contradiction.
Since each nĎi is rounded from x
∗
i . It is obvious that |x∗i − nĎi | ≤ 0.5 and hence
∥∥x∗ − nĎ∥∥2 ≤ √C − 1/2. The
proof is complete. 
By Lemma 5, we know that both |α(nĎ)− α(n∗)| and |α(n∗)− β(x∗)| can be bounded by |α(nĎ)− β(x∗)|. Then
the absolute approximate error |α(nĎ)− α(n∗)| can be indirectly determined by |α(nĎ)− β(x∗)|. This guarantees that
our algorithm will output near-optimal broadcast programs.
The following lemma shows that the relative approximation error |α(nĎ)− α(n∗)|/N is less than 4p1, where p1 is
the access probability of data item d1, i.e., a constant. Since both the absolute and the relative approximation errors
can be bounded, we conclude that DAP can be solved near-optimally.
Lemma 6. Let x∗ ∈ (1, N )C−1 be the optimal solution to DAP′ and nĎ ∈ {1, 2, . . . , N }C−1 be the rounded resulting
solution to DAP. Then the relative approximation error |α(nĎ)− α(n∗)|/N is less than 4p1.
Proof. Consider the bound of the absolute approximation error |α(nĎ)−α(n∗)| first. For simplicity, the highest integer
less than or equal to x∗i (i.e., bx∗i c) is denoted by x∗i and the lowest integer greater than or equal to x∗i−1 (i.e., dx∗i−1e)
is denoted by x¯∗i−1. Then
|α(nĎ)− α(n∗)|
≤ α(nĎ)− β(x∗) (by Lemma 5)
=
C∑
i=1
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))−
C∑
i=1
(x∗i − x∗i−1)(F(x∗i )− F(x∗i−1))
≤
C∑
i=1
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))−
C∑
i=1
(x∗i − x¯∗i−1)(F(x∗i )− F(x¯∗i−1)) (19.1)
=
C∑
i=1
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))−
C∑
i=1
(x∗i − x¯∗i−1)(P(x∗i )− P(x¯∗i−1)) (19.2)
≤
C∑
i=1
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))−
C∑
i=1
(nĎi − nĎi−1 − 2)(P(x∗i )− P(x¯∗i−1)) (19.3)
=
C∑
i=1
[
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))− (nĎi − nĎi−1 − 2)(P(x∗i )− P(x¯∗i−1))
]
≤
C∑
i=1
[
(nĎi − nĎi−1)(P(nĎi )− P(nĎi−1))− (nĎi − nĎi−1 − 2)[P(nĎi )− P(nĎi−1)− (pnĎi + pnĎi−1)]
]
(19.4)
=
C∑
i=1
[
2(P(nĎi )− P(nĎi−1))+ (nĎi − nĎi−1)(pnĎi + pnĎi−1)− 2(pnĎi + pnĎi−1)
]
=
C∑
i=1
[
2(p
nĎi−1+1
+ p
nĎi−1+2
+ · · · + p
nĎi
)+ (nĎi − nĎi−1)(pnĎi + pnĎi−1)− 2(pnĎi + pnĎi−1)
]
≤
C∑
i=1
[
2(p
nĎi−1+1
+ p
nĎi−1+2
+ · · · + p
nĎi
)+ 2(nĎi − nĎi−1)(pnĎi−1)− 2(pnĎi + pnĎi−1)
]
(19.5)
= 2
C∑
i=1
[
(p
nĎi−1+1
+ p
nĎi−1+2
+ · · · + p
nĎi
)+ (nĎi − nĎi−1)(pnĎi−1)− (pnĎi + pnĎi−1)
]
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< 2
C∑
i=1
[
(p
nĎi−1+1
+ p
nĎi−1+2
+ · · · + p
nĎi
)+ (nĎi − nĎi−1)(pnĎi−1)
]
≤ 2
C∑
i=1
[
(nĎi − nĎi−1)(pnĎi−1)+ (n
Ď
i − nĎi−1)(pnĎi−1)
]
(19.6)
≤ 4
C∑
i=1
[
(nĎi − nĎi−1)(pnĎi−1)
]
= 4
[
(nĎ1 − nĎ0)(pnĎ0 )+ (n
Ď
2 − nĎ1)(pnĎ1 )+ · · · + (n
Ď
C − nĎC−1)(pnĎC−1)
]
≤ 4
[
(nĎ1 − nĎ0)(p1)+ (nĎ2 − nĎ1)(p1)+ · · · + (nĎC − nĎC−1)(p1)
]
(19.7)
= 4Np1.
Since (x∗i − x¯∗i−1) ≤ (x∗i − x∗i−1) and (F(x∗i )− F(x¯∗i−1)) ≤ (F(x∗i )− F(x∗i−1)), (x∗i − x¯∗i−1)(F(x∗i )− F(x¯∗i−1)) ≤
(x∗i − x∗i−1)(F(x∗i ) − F(x∗i−1)). Therefore (19.1) holds. Note that x∗i and x¯∗i−1 are two integers. So F(x∗i ) and
F(x¯∗i−1) can be expressed by P(x∗i ) and P(x¯∗i−1) in (19.2), respectively. Also recall that n
Ď
i and n
Ď
i−1 are the rounded
values of x∗i and x∗i−1. The difference between (x∗i − x¯∗i−1) and (nĎi − nĎi−1) is at most 2. Hence, (19.3) holds.
Furthermore, because p
nĎi
in P(nĎi ) and pnĎi−1
in P(nĎi−1) are the two decisive factors such that P(n
Ď
i ) − P(nĎi−1) ≥
(P(x∗i ) − P(x¯∗i−1)), P(nĎi ) − P(nĎi−1) − pnĎi − pnĎi−1 ≤ (P(x
∗
i ) − P(x¯∗i−1)). Hence, (19.4) holds. On the other
hand, since pi is non-increasing, we have pnĎi−1
≥ p
nĎi
, and (19.5) holds. Again, since pi is non-increasing,
p
nĎi−1+1
+ p
nĎi−1+2
+ · · · + p
nĎi
≤ (nĎi − nĎi−1)pnĎi−1 , and (19.6) holds. Finally, p1 ≥ pnĎ1 ≥ pnĎ2 ≥ · · · ≥ pnĎC−1
and (nĎ1 − nĎ0)+ (nĎ2 − nĎ1)+ · · · + (nĎC − nĎC−1) = N , so (19.7) holds.
Since the absolute approximation error |α(n∗) − α(nĎ)| is less than 4Np1, the relative approximation error
|α(n∗)− α(nĎ)|/N is therefore less than 4p1. The proof is complete. 
The following corollary shows that the optimal solution n∗ to DAP in Zn is close to the optimal solution x∗ to
DAP
′
in Rn . By Lemma 4, the solution space of DAP
′
is concave upward, i.e., not a plane, and thus the one and only
one global minimum of β(x∗) occurs at x = x∗ for all x = Rn . Therefore, |β(x∗) − α(n∗)|/N will not be bounded
unless n∗ is close to x∗. In other words, Corollary 1 will not hold unless n∗ is close to x∗.
Corollary 1. Let x∗ ∈ (1, N )C−1 be the optimal solution to DAP′ and n∗ ∈ {1, 2, . . . , N }C−1 be the optimal solution
to DAP. Then |β(x∗)− α(n∗)|/N < 4p1.
Proof. It follows directly from Lemmas 5 and 6. 
4. Algorithm of Gradient Method
In this section, we present the Gradient Method algorithm. Note that we need to find the minimum of h(s) in
(18). As the root-finding procedure is time-consuming, we use a quadratic polynomial q(s) to accelerate the speed of
convergence. Let h(s) be defined on some interval [0, a]. q(s) will interpolate h(s) at s = 0, s = a/2, s = a.
Fig. 1 shows the algorithm in detail. The first step computes the cumulative function P(i) according to pi . The
dummy objective function β(x) is obtained in Step 2. The initial value of x is set to [ NC , 2NC , . . . , (C−1)NC ]t in Step 3.
Then the while-loop begins. Step 5 evaluates β(x) at the position x and determines the steepest decent direction. If
there is a zero gradient, the algorithm stops (Steps 6–8). Steps 9–14 find a position whose function value is smaller
than β(x). Steps 15–19 decide the step size s that should be moved in the steepest decent direction and set the new
position to x for the next iteration. Steps 20–23 end the algorithm if the optimal solution x∗ is obtained, and output
the rounded solution nĎ. Note that, by Lemma 2, the output β(nĎ) equals α(nĎ). Therefore, the final resulting average
access time we can achieve is 0.5β(nĎ) or 0.5α(nĎ).
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Fig. 1. The Gradient Method algorithm.
Note that the proof regarding the convergence of the steepest descent techniques can be found in [7,8], andMAX K
is used to limit the number of iterations. So the algorithm will halt in any case.
5. Experimental result
This section shows our experimental results. We first design several system conditions with different parameter
settings. Then we give simulation analysis for each system condition by running the algorithm. Finally, we compare
our method with a well-known algorithm VFK [4]. This comparison helps to distinguish the improvement between
our method and past research.
We model various system conditions by setting the parameters in Table 2. Here C denotes the number of channels
and N means the number of data items in a database D. The access probability of di issued by users is assumed to be
pi = (1/ i)
θ
N∑
j=1
(1/j)θ
, (20)
where θ is the access skew parameter of the Zipf distribution [6]. Tolerance T is used to terminate the Gradient
Method algorithm if there is no room left for improvement. That is, the smaller the T is, the more iterations the
algorithm executes.
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Table 2
Parameters used in our experiments
Parameter Default Value Range Meaning
C 5 2–50 Number of channels
N 10,000 500–100,000 Number of data items
θ 0.5 0.0–1.0 Zipf parameter
T 0.5 0.01–1.0 Tolerance
Fig. 2. Effect of θ on convergence speed.
Fig. 3. Effect of N on convergence speed.
5.1. Performance evaluation
In this subsection, we evaluate the rapid convergence and near-optimality of our method. We first examine the
effect of θ , N , C and T on the number of iterations (i.e., the output k in Fig. 1). Then we show that our results are
very close to the optimal ones.
Fig. 2 shows the effect of the Zipf parameter θ on the number of iterations. The y-axis indicates the number of
iterations, while the x-axis represents the skewness of the distribution of users’ requests. C , N , and T are set to the
default values. Consider the long-tail effect of the Zipf distribution. When θ > 0.8, the Zipf distribution has a long tail
and the probabilities of the tail part approach 0. These small probabilities are too small to effect a significant gradient
change. That is, the difference between β(x(k)) and β(x(k+1)) is not significant. So, most elements of ∇β(x) are near
zero. Consequently, the convergence speed in Fig. 2 slows down when θ > 0.8.
Fig. 3 shows the effect of the number of data items N on the number of iterations. The y-axis indicates the number
of iterations, while the x-axis represents the number of data items in a database D. C and T are set to the default
values. We model different access skewnesses by setting θ = 0.0 (thick dotted line), 0.25 (thick solid line), 0.5 (thin
solid line), and 0.75 (thin dotted line). As θ = 0.0, the Zipf distribution degenerates into a uniform distribution, and
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Fig. 4. Effect of C on convergence speed.
Fig. 5. Effect of T on convergence speed.
thus only one iteration is needed. As θ = 0.25, the thick solid line goes upward slowly. In contrast, both the thin
solid line (θ = 0.5) and the thin dotted line (θ = 0.75) change violently due to the truncation error in these near-zero
elements of ∇β(x). Consequently, our method sometimes converges rapidly and sometimes does not. But it always
stops within 40 iterations, even if N = 100,000.
Fig. 4 shows the effect of the number of channels C on the number of iterations. The y-axis indicates the number of
iterations, and the x-axis represents the number of channels. N and T are set to the default values. We model different
access skewnesses by setting θ = 0.0 (thick dotted line), 0.25 (thick solid line), 0.5 (thin solid line), and 0.75 (thin
dotted line). The simulation results in Fig. 4 resemble a negative binomial distribution in curve shape. For the two
simplest cases of C = 1 and C = N , that is, all data items are assigned to the only channel for C = 1, and each
item is assigned to a channel for C = N , respectively, only one iteration is needed. On the other hand, other cases
(C = 2, 3, . . . , or N − 1) give the DAP problem more combinatorial possibilities of allocating the N items, so DAP
becomes harder and more iterations are needed. Besides, the results in Fig. 4 also show that the extremes occur at
about C = N/1000.
Fig. 5 shows the effect of tolerance T on the number of iterations. The y-axis indicates the number of iterations,
and the x-axis represents the tolerance. N and C are set to the default values. We model different access skewnesses by
setting θ = 0.0 (thick dotted line), 0.25 (thick solid line), 0.5 (thin solid line), and 0.75 (thin dotted line). Throughout
our experiments, the average access time is always on a scale of hundreds of buckets for various tolerance values.
Almost no improvement can be made in the resulting average access time even if we set T = 0.01. That is, after only
few iterations, x(k) is very close to x∗. So we can set T = 0.5 to end the method early.
Table 3 below shows the effect of the number of data items N on the average access time. The first column, N ,
indicates the number of data items in a database D. The second, third, and fourth columns represent the optimal
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Table 3
Effect of N on average access time
N 0.5β(x∗), lower bound 0.5α(n∗), theoretical optimal solution 0.5α(nĎ), solution by Gradient Method
500 46.124527 46.125013 46.578046
1,000 91.917396 91.917565 92.459133
1,500 137.649093 137.649124 138.262728
2,000 183.349008 183.349030 183.769186
2,500 229.028638 229.028685 229.035236
3,000 274.693826 274.693917 275.111952
3,500 320.348096 320.348151 321.005757
4,000 365.993665 365.993692 366.331316
4,500 411.632176 411.632254 411.633601
5,000 457.264764 457.264790 457.266584
5,500 502.892283 502.892304 503.002259
6,000 548.515414 548.515453 548.939307
6,500 594.134700 594.134739 594.141531
7,000 639.750585 639.750611 639.867879
7,500 685.363416 685.363442 685.365203
8,000 730.973494 730.973517 731.288543
8,500 776.581090 776.581127 776.843963
9,000 822.186385 822.186409 822.425838
9,500 867.789603 867.789620 867.804561
10,000 913.390891 913.390914 913.507033
solution to DAP
′
, the optimal solution to DAP, and our resulting near-optimal solution to DAP, respectively. By
Lemma 4, the second and fourth columns are respectively the lower bound and upper bound, for the corresponding N ,
of the third column. In the experiment, C and θ are set to the default values. While deriving the values of 0.5β(x∗),
we set T = 0.000001 in order to obtain more precise x∗. For obtaining the values in the fourth column, T is set to 0.5
as usual. The values of the third column, 0.5α(n∗), are obtained by an exhaustive search program. It is clear that, by
comparing the third and the fourth columns, our resulting average access time, 0.5α(nĎ), is really close to the optimal
one for each corresponding N .
5.2. Comparison of our method and VFK
In this subsection, we implement the VFK algorithm [4] and conduct experiments to evaluate our method against
VFK [4] on the solution quality (i.e., average access time) and run time across different skewness θ . All experiments
are run on a Pentium IV, 3.2 GHz CPU, with 512 MB RAM. The VFK algorithm is implemented as described in [4]
except for the objective function. In [4], the objective function of VFK is
C∑
i=1

(
Ni∑
j=1
Ni − j
Ni
) ∑
item j is
allocated
to channel i
p j

 , (21)
where Ni is the number of data items allocated to channel i . However, it merely measures the delay of the desired
item for a mobile user and does not include the time for downloading the item. For consistency, we use Formula (22)
(derived from [2]) as the mutual objective function for both our method and VFK in the experiments.
C∑
i=1
(0.5Ni )
 ∑
item j is
allocated
to channel i
p j

 . (22)
Further, since our method always generates near-optimal solutions within 1 ms no matter how large C or N is, two
marginal system settings (i.e., C = 50 and N = 100,000) are chosen in the experiments for the scalability purpose,
and other parameters are set to the defaults.
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Table 4
Average access time and run time of both methods under different θ
θ C = 50, N = 10,000 C = 5, N = 100,000
Average access time (buckets) Run time (ms) Average access time (buckets) Run time (ms)
Ours VFK Ours VFK Ours VFK Ours VFK
0.0 100.0 833.3 <1 63 10,000.0 10,937.5 <1 47
0.1 100.0 205.4 <1 62 9,978.5 10,912.3 <1 31
0.2 99.9 118.6 <1 47 9,903.0 10,825.3 <1 31
0.3 99.8 109.8 <1 47 9,754.3 10,654.2 <1 31
0.4 99.2 107.5 <1 47 9,504.4 10,367.8 <1 32
0.5 97.6 103.9 <1 47 9,114.9 9,924.0 <1 16
0.6 95.3 98.8 <1 47 8,535.0 9,268.1 <1 31
0.7 91.0 91.8 <1 32 7,706.3 8,342.5 <1 16
0.8 86.9 84.3 <1 47 6,930.0 7,117.4 15 31
0.9 99.8 72.5 <1 47 6,124.7 5,645.2 94 31
1.0 95.9 58.6 <1 47 6,494.6 4,092.0 141 31
Table 4 shows the experimental results obtained from our method and VFK . First, we compare the solution quality
(i.e., average access time) of both methods. It is observed from Table 4 (Columns 2, 3, 6, 7, respectively) that, when
θ is in the range between 0.2 and 0.8, both methods can generate near-optimal solutions and our solutions are even
closer to the optimal solutions (has lower average access time) than those of VFK . When θ < 0.2, our method can
offer near-optimal access time, but VFK cannot. This is because our initial solution is very close to the optimal one.
In the special case when θ = 0.0, our initial solution is the optimal one. By contrast, due to the greedy nature, VFK
will end prematurely when θ is small. For example, let C = 3, N = 6, and p1 = p2 = · · · = p6 = 1/6. The VFK
algorithm will, according to its greedy nature, decompose these data items {d1, d2, d3, d4, d5, d6} into {d1}, {d2, d3},
and {d4, d5, d6} and then stops. However, in this situation, the best partition is {d1, d2}, {d3, d4}, {d5, d6}. Therefore,
VFK cannot deal successfully with the uniform case when θ = 0.0. On the other hand, when θ > 0.8, our method
loses to VFK because it is influenced by the long-tail effect (see Section 5.1) very much. Consequently, it needs more
iterations and a smaller tolerance (e.g., T = 0.000001) to improve the solution quality.
Next, we compare the run time (in the millisecond unit) of both methods. The run time (shown in Columns 5 and
9) for each corresponding θ consumed by VFK is relatively stable, i.e., in the range between 16 ms and 63 ms. By
contrast, our method needs only 1 ms or less (much lower than VFK ) in most situations, except when θ >= 0.8 and
N = 100,000 (see Columns 4 and 8). We explain why our gradient-based method can succeed in generating programs
within 1 ms in most situations as follows.
• Our method starts from a proper initial solution x(0). It means that only several iterations are needed to converge
at the optimal solution x∗. Especially when θ = 0.0, x(0) is the very optimal one and thus our run time is 0 when
θ = 0.0.
• Our solution is not obtained by trial-and-errors. Each x(k) ∈ RC−1 can approach x∗ in C − 1 dimensions
concurrently.
• Our run time is mainly determined by the concavity of the solution space. That is, a significantly concave solution
space can make our method approach x∗ quickly.
On the other hand, our method loses to VHK when θ > 0.8 and N = 100,000. The reason is as follows. When
θ > 0.8, in Table 4 the N (=100,000) in Column 9 is ten times as large as the N (=10,000) in Column 4. The tail
part of the Zipf distribution in Column 9 is thus much longer than that in Column 4 (i.e., 90,000 items more). These
90,000 small probabilities are too small to effect a significant gradient change, making our method unable to converge
as quickly as before.
In conclusion, the simulation results in this section show the near-optimality and rapid convergence of our method
in most situations, which is of great advantage to today’s dynamic wireless environment. Even if a database grows
or shrinks rapidly with time, our method can re-generate a near-optimal solution quickly. Note that the DAP problem
needs to be solved based on the access pattern L . Once the access pattern L has changed due to the database’s change,
we must execute the method again to generate new near-optimal broadcast programs.
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6. Conclusion
Mapping the DAP problem from Zn toRn is a novel idea. Several contributions to DAP are made in this study. First,
there is no trial-and-error in our method. Every step approaches directly the optimal solution to DAP
′
. Second, all the
C broadcast programs are decided concurrently. That is, converging to a local minimum can be avoided. Third, the
method needs not to keep track of partial results. So there is no extra space cost. Fourth, due to its rapid convergence,
the method can be applied to a large and changing database even if the database has over 100,000 data items. We hope
this idea can be applied to other similar NP-hard problems and also achieve near-optimal results.
The data allocation problem in the wireless environment is becoming more and more important, and there is still
a lot of rooms for study. In the near future, we intend to accelerate the speed of convergence when θ approximates 1.
Moreover, we aim to make a breakthrough in finding an efficient channel index for multiple channels. Hopefully the
tuning time [5] and access time can be improved simultaneously, where tuning time is another useful performance
indicator.
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