We establish two new Easton theorems for the least supercompact cardinal that are consistent with the level by level equivalence between strong compactness and supercompactness. These theorems generalize [1, Theorem 1]. In both our ground model and the model witnessing the conclusions of our theorem, there are no restrictions on the structure of the class of supercompact cardinals.
are λ supercompact. Models containing supercompact cardinals which also witness the level by level equivalence between strong compactness and supercompactness and satisfy GCH were first constructed in [9] . Note that the results of [9] generalize the fundamental work of Magidor [19] where it is shown, relative to a supercompact cardinal, that it is consistent for the least strongly compact and supercompact cardinals to coincide precisely.
1
These results also generalize the later work of Kimchi and Magidor [17] who showed, relative to the existence of a class of supercompact cardinals, that it is consistent for the classes of strongly compact and supercompact cardinals to coincide precisely, except at measurable limit points.
We remark that the exceptions in the previous paragraph are provided by a theorem of Menas [21] , who showed that if κ is a measurable limit of cardinals δ which are either λ strongly compact or λ supercompact, then κ is λ strongly compact but need not be λ supercompact. (Menas' results of [21] were also a precursor to the later work of [19] , [17] , and [9] .) When this situation occurs, we will henceforth say that κ is a witness to the Menas exception at λ. If κ is measurable and for every regular cardinal λ > κ, κ is λ strongly compact iff κ is λ supercompact, then we will say that κ is a witness to level by level equivalence between strong compactness and supercompactness.
We continue now with the main narrative. In [1] , the following theorem was proven.
Theorem 1 Let V "ZFC + GCH + Level by level equivalence between strong compactness and supercompactness holds + K = ∅ is the class of supercompact cardinals + κ is the least supercompact cardinal". Let A = {δ ≤ κ | δ is either a strong cardinal or the regular limit of strong cardinals}.
Suppose that F : A → κ, F ∈ V is a function with the following properties.
F (δ) ∈ (δ, δ *
) is a cardinal, where δ * is the least strong cardinal above δ.
cof(F (δ)) > δ.

If δ ∈ A is λ supercompact for λ > δ, then there is an elementary embedding j : V → M
witnessing the λ supercompactness of δ generated by a supercompact ultrafilter over P δ (λ) such that either j(F )(δ) = F (δ) = δ
There is then a cardinal and cofinality preserving partial ordering P ∈ V such that V The purpose of this paper is to show that this is indeed the case, and to address further the general question of what GCH patterns are consistent with the level by level equivalence between strong compactness and supercompactness. Specifically, we prove the following two theorems.
Theorem 2 Let V "ZFC + GCH + Level by level equivalence between strong compactness and supercompactness holds + K = ∅ is the class of supercompact cardinals + κ is the least supercompact cardinal". Let A = {δ ≤ κ | δ is a regular cardinal which is not the successor of a singular cardinal and ¬∃γ < δ[γ is α supercompact for every α < δ]}. Suppose that F : A → κ, F ∈ V is a function
with the following properties. 
If δ
1 < δ 2 , then F (δ 1 ) ≤ F (δ 2 ). 2. F (δ) ∈ (δ, δ ) is a cardinal,3. cof(F (δ)) > δ.
If δ ∈ A is λ supercompact for λ > δ, then there is an elementary embedding j : V → M
witnessing the λ supercompactness of δ generated by a supercompact ultrafilter over P δ (λ)
There is then a cardinal and cofinality preserving partial ordering P ∈ V such that V Suppose that F : A → κ, F ∈ V is a function with the following properties.
, then there is an elementary embedding j : V → M witnessing the λ supercompactness of δ generated by a supercompact ultrafilter over
There is then a cardinal and cofinality preserving partial ordering P ∈ V such that V P "ZFC + K is the class of supercompact cardinals (so κ is the least supercompact cardinal) + Level by level equivalence between strong compactness and supercompactness holds + For every δ ∈ A,
We take this opportunity to make several remarks concerning Theorems 2 and 3. Theorem 2 is a generalization of Theorem 1 where A, the domain of the Easton function F , has been expanded. It includes not only those δ ≤ κ which are either strong cardinals or regular limits of strong cardinals, but also both certain successor cardinals and additional regular limit cardinals which are neither strong cardinals nor limits of strong cardinals. More specifically, as the proof of [7, Lemma 2.4] shows, if δ is γ supercompact for every γ < λ and λ is strong, then δ is supercompact as well. From this, since κ is the least supercompact cardinal, it immediately follows that κ ∈ A and if λ < κ is either a strong cardinal or a limit of strong cardinals, then for no cardinal δ < λ can it be the case that δ is γ supercompact for every γ < λ. Consequently, the domain of the Easton function in Theorem 1 is a subset of the domain of the Easton function in Theorem 2. We note that it is a proper subset. To see this, suppose δ < κ is a non-measurable limit of strong cardinals. Suppose in addition that ρ > δ is, e.g., the least measurable cardinal above δ, the least measurable limit of measurable cardinals above δ, the least cardinal above δ which is ρ +n supercompact for every n ∈ ω, etc. If γ ∈ (δ, ρ] is an inaccessible cardinal, then γ is a member of the domain of the Easton function in Theorem 2 but is not a member of the domain of the Easton function in Theorem 1.
Further, if δ is a non-measurable limit of strong cardinals, ρ is the least measurable cardinal above δ, and γ ∈ (δ, ρ) is a successor cardinal which is not the successor of a singular cardinal, then γ is a member of the domain of the Easton function in Theorem 2 as well.
The restrictions given by δ on F 's range are to allow for the preservation of level by level equivalence between strong compactness and supercompactness while still maintaining a great deal of freedom in the values that F may attain. Other values of δ , e.g., the least weakly compact cardinal above δ, are also possible. We note that there are many natural functions meeting the requirements of the statements of Theorems 2 and 3. For instance, if we let B = {δ ∈ A | δ is a successor cardinal} and
are candidates for the function F mentioned in the statement of Theorem 2. If we let B = {δ ∈ A | δ is either a strong cardinal which is not a limit of strong cardinals or a non-measurable limit of strong cardinals} and C = A − B = {δ ≤ κ | δ is a measurable limit of strong cardinals}, then
are candidates for the function F mentioned in the statement of Theorem 3. In fact, the Easton functions can essentially take on arbitrary values for either Theorem 2 or Theorem 3 when δ ∈ B, subject to the restrictions given above in the statements of these theorems.
Before presenting the proofs of our theorems, we briefly state some preliminary information.
Our notation and terminology will follow that given in [1] and [6] . We do wish to mention a few things explicitly, however. When forcing, q ≥ p means that q is stronger than p. 
Finally, we mention that we are assuming familiarity with the large cardinal notions of measurability, strongness, strong compactness, and supercompactness. Interested readers may consult [13] or [16] for further details. We do note, however, that we will say κ is supercompact (strongly compact) up to the cardinal λ if κ is γ supercompact (γ strongly compact) for every γ < λ. Also, if κ is λ supercompact and λ is a cardinal, then κ is supercompact up to λ
The Proofs of Theorems and 3
We turn now to the proof of Theorem 2.
Proof: Let V , A, F , and κ be as in the hypotheses for Theorem 2. Let ζ α | α < κ ∈ V enumerate in increasing order {ζ < κ | ζ is either a Mahlo cardinal or a limit of Mahlo cardinals}.
We define three partial orderings P 0 , P
1
, and P
2
, where P
partial ordering P with which we force to complete the proof of Theorem 2 will then be defined
iteration of length κ which begins by forcing with Add(ω, 1) (so P 0 = Add(ω, 1)).
A few explanatory remarks are perhaps now in order concerning the above definition of P.
Note that it is possible to write P = Q * Ṙ, where |Q| = ω, Q is nontrivial, and Q "Ṙ is ℵ 2 -directed closed". In Hamkins' terminology of [11, 12] , "P admits a gap at ℵ 1 ". P has been defined in this manner so that the results of [11, 12] may be applied and allow us to infer that the model V P satisfies level by level equivalence between strong compactness and supercompactness.
In particular, the gap at ℵ 1 ensures that any cardinal δ which is λ supercompact in V P had to have been λ supercompact in V . We use an iteration of products in the definition of P in order to allow the usual supercompactness lifting arguments to be applied.
In addition, as readers may verify for themselves, the standard Easton arguments for products and iterations (see [13] ) show that in V P , cardinals and cofinalities are preserved and 2
has cardinality the least Mahlo cardinal, the Lévy-Solovay results [18] ensure that forcing with P 2 over V P will not destroy any relevant properties true in V P , e.g., level by level equivalence between strong compactness and supercompactness. Finally, the forcing P 2 is performed at the end of the construction, and not the beginning, so that a gap at ℵ 1 may be introduced.
Proof: The proof of Lemma 2.1 is a somewhat more complicated version of the proof of [1,
. By our remarks in the preceding paragraph, since forcing with P creates no new supercompact cardinals, it suffices to show that V P "κ is supercompact". Towards this end, let
be the successor of a regular cardinal, and let j : V → M be an elementary embedding witnessing the λ supercompactness of κ generated by a supercompact ultrafilter over P κ (λ) with
The definition of P therefore implies that we can write
is a term for the Easton support
is a term for the portion of j(P) defined between ζ κ+1
and j(κ), and the first ordinal at whichQ 0 is forced to do nontrivial forcing is greater than or equal to λ
. Since P κ is
κ-c.c., standard arguments show that M [G] remains λ closed with respect to V [G], and that
2 The author wishes to thank Brent Cody for suggesting this approach.
by GCH, we can use the usual diagonalization arguments (as given, e.g., in the construction of the generic object G 1 in 
and GCH holds in both V and M , there are 2
by GCH, we can use the same diagonalization arguments as in the construction of
, which by GCH and the fact that λ ≥ κ
and
, we can once again use the standard diagonalization arguments to
was an arbitrary successor of a regular cardinal, this completes the proof of Lemma 2.1. . Write P = P δ+1 * Q. By the definition of P, since V "δ is α supercompact for every
Lemma 2.2 If δ ∈ A and λ > δ is a regular cardinal such that
is Mahlo". Hence, to show that V P "δ is λ supercompact", it suffices to show that V P δ+1 "δ is λ supercompact". In addition, the definition of P implies that P δ+1 = P δ * Q δ , whereQ δ is a term for a partial ordering having the form Add(δ, θ) × R. Here, since V "δ is α supercompact for every α < λ
Easton product of the Cohen forcings Add(γ, η), where by GCH at and above δ in V and
suffices to show that V
"δ is λ supercompact". With a severe abuse of notation, for the remainder of the proof of Lemma 2.2, we denote P δ * Ȧ dd(δ, θ) by P δ+1 .
Suppose now that λ ≥ θ. By the definition of F , we may choose j : V → M as an elementary embedding witnessing the λ supercompactness of δ generated by a supercompact ultrafilter over to Magidor and is also found earlier in [14] , [15] , and [20] ) suitably modified to take into account the definition of P can be used to show that V P δ+1 "δ is λ supercompact".
Getting specific, write
. Fix j : V → M an elementary embedding witnessing the λ = δ + supercompactness of δ generated by a supercompact ultrafilter U over P δ (λ) such that j(F )(δ) =
We then have as above that j( We construct now in
is j(δ)-directed closed and j(δ) > δ
α} is well-defined and is an element of Add(j(δ), j(δ
is well-defined by closure), then σ ∈ [ β<α j(β), j(α)). To see this, assume to the contrary that σ < β<α j(β). Let β be minimal such that σ < j(β). It must thus be the case that for some p ∈ H α, ρ, σ ∈ dom(j(p)). Since by elementarity and the definitions of H β and H α, for
, it must be the case that ρ, σ ∈ dom(j(q)). This means ρ, σ ∈ dom(q β ), a contradiction.
Since M [G][H][H ][H ] "GCH holds for all cardinals at or above j(δ)", M [G][H][H ][H ]
"Add(j(δ), j(δ
.c. and has j(δ
++
) many maximal antichains". This means that if
A ∈ M [G][H][H ][H ] is a maximal antichain of Add(j(δ), j(δ
). Thus, since GCH in V and the fact j is generated by a supercompact ultrafilter 
Assuming we have such a sequence, 
In order to show that H is M [G][H][H ][H ]-generic over Add(j(δ), j(δ ++
), we must show
To do this, we first note that
by the regularity of δ
, and j(β 0 ) ≥ β. This means by our To establish this last fact, we consider the following two cases.
Case 1: δ ∈ A. Suppose λ > δ is such that V P "δ is λ strongly compact". Recall from the second paragraph of the proof of Theorem 2 that P may be written as Q * Ṙ, where |Q| = ω, Q is nontrivial, and Q "Ṙ is ℵ 2 -directed closed". Further, it is easily seen that any subset x of δ in V P of size below δ has a "nice" name τ of size below δ in V , i.e., there is a set y in V , |y| < δ, such that any ordinal forced by a condition in P to be in τ is an element of y. Therefore, in the terminology of [11, 12] , P is a "mild forcing with respect to δ admitting a gap at ℵ 1 ", so by the results of [11, 12] , V "δ is λ strongly compact".
Note now that δ cannot be a witness in V to the Menas exception at λ, i.e., δ is not in V a limit of cardinals which are λ supercompact. This follows since otherwise, there are γ < δ such that γ is α supercompact for every α < δ, an immediate contradiction to the fact that δ ∈ A. Hence, by level by level equivalence between strong compactness and supercompactness in V , δ is λ supercompact in V . We may therefore apply Lemma 2.2 to infer that V P "δ is λ supercompact".
Case 2: δ ∈ A. As before, suppose λ > δ is such that V P "δ is λ strongly compact". Let S = {ρ ∈ A | ρ < δ}, with γ either the largest member of S (if it exists), or the supremum of the members of S otherwise. In the former situation, it must be true that F (γ) < δ, since F (γ) has size below the least V -Mahlo cardinal above it. Write P = P S * Ṗ S , where P S is the portion of P acting nontrivially on members of S, andṖ S is a term for the rest of P. It is therefore also true by the definition of P that |P S | < δ. The factorizations of P given in Case 1 and the one just presented consequently yield that we once more have in the terminology of [11, 12] that P is a "mild forcing with respect to δ admitting a gap below δ". Hence, again by the results of [11, 12] , V "δ is λ strongly compact". By the level by level equivalence between strong compactness and supercompactness in V , this means that δ is either λ supercompact in V or is a witness to the Menas exception at λ in V . Regardless of which of these situations holds, it must be the case that there is some cardinal ρ ≤ δ such that ρ is λ supercompact in V . Note that since GCH holds in V , |P S | < δ, and V "ρ is α supercompact for every α < λ
This and the results of [18] then yield that in both V P S and V P S * Ṗ S = V P , δ is either λ supercompact or is a witness to the Menas exception at λ. However, since as we observed in the proof of Lemma 2.3, P may be defined so that |P| ≤ κ ++ , this follows by the results of [18] . This completes the proof of Lemma 2.4.
Since P Proof: Let V , A, F , and κ be as in the hypotheses for Theorem 3. In order to present in a meaningful way the iteration to be used in the proof of Theorem 3, we first recall the definitions and properties of the fundamental building blocks of this partial ordering. In particular, we describe now a specific form of the partial orderings P . So that readers are not overly burdened, we abbreviate our definitions and descriptions somewhat. Full details may be found by consulting [10] , along with the relevant portions of [9] . Note that our presentation is excerpted almost verbatim from [6, Section 2].
Fix regular cardinals δ < λ, λ > δ + in our ground model V , with δ inaccessible and λ either inaccessible or the successor of a cardinal of cofinality greater than δ. We assume GCH holds for all cardinals η ≥ δ. The first notion of forcing P 0 δ,λ is just the standard notion of forcing for adding a non-reflecting stationary set of ordinals S of cofinality ω to λ. Next, work in
S be a term always forced to denote S. P 2 δ,λ [S] is the standard notion of forcing for introducing a club set C which is disjoint to S (and therefore makes S nonstationary).
We fix now in V 1 a ♣(S) sequence X = x α | α ∈ S , the existence of which is given by Lemma 1 of [9] and [10] . We are ready to define in V 1 the partial ordering P 1 δ,λ [S] . First, since each element of S has cofinality ω, the proof of Lemma 1 of [9] and [10] shows each x ∈ X can be assumed to be such that the order type of x is ω. Then, P 
w ∈ [λ]
<δ .
α < δ.
3.r = r i | i ∈ w is a sequence of functions from α to {0, 1}, i.e., a sequence of subsets of α.
iff the following hold.
The intuition behind the above definition of P 1 δ,λ [S] is described in the first complete paragraph on [10, page 2033] , from which we quote. We wish to be able simultaneously to make 2 δ = λ, destroy the measurability of δ, and be able to resurrect the <λ supercompactness of δ if necessary.
By its design, P We return now to the definition of the partial ordering P used in the proof of Theorem 3. P will be the reverse Easton iteration P δ ,Q δ | δ ≤ κ of length κ + 1 which begins by adding a Cohen subset of ω and then does nontrivial forcing only at members of A. If δ ∈ A is γ supercompact for
, then by our restrictions on F ,
The standard Easton arguments (see, e.g., [13] ) in combination with the properties of P In addition, note that it is possible to write P = Q * Ṙ, where |Q| = ω, Q is nontrivial, and Q "Ṙ is ℵ 1 -strategically closed". Therefore, by the results of [11, 12] , any cardinal δ which is λ supercompact in V P had to have been λ supercompact in V , and any cardinal δ which is either a strong cardinal or an inaccessible limit of strong cardinals in V P had to have been in V either a strong cardinal or an inaccessible limit of strong cardinals. ) and the fact that M "κ is κ
+16
supercompact", j(P) is forcing
). This in turn is forcing equivalent to P * Q * Ȧ dd(j(κ)
Let G be V -generic over P κ , and let
The arguments mentioned in the proof of Lemma 2.1 for the construction of the generic objects H and H may now be used to construct an M [G] [H]-generic object H over Q. This allows us to lift We may therefore infer that any cardinal δ < κ which is a strong cardinal in V P had to have been in V a strong cardinal which is both (at least) δ 
Proof:
We follow the proof of [6, Lemma 3.3] . Suppose V P "δ < λ are regular cardinals such that δ is λ strongly compact and δ is not a measurable limit of cardinals γ which are λ supercompact".
Assume first δ > κ. Since P may be defined so that |P| = κ
+17
, by the results of [18] , Lemma 2.7
is true if δ > κ. By Lemma 2.5, Lemma 2.7 is true if δ = κ. It therefore suffices to prove Lemma 2.7 when δ < κ, which we assume for the duration of the proof of this lemma.
Let A = {γ ≤ δ | γ is a strong cardinal or an inaccessible limit of strong cardinals}. Write P = P A * Q, where P A is the portion of P which does nontrivial forcing at ordinals at most δ, anḋ Q is a term for the rest of P, i.e., the portion of P doing nontrivial forcing at ordinals above δ.
We claim that since δ < κ, it follows that λ is below the least V -strong cardinal ρ above δ. This is because otherwise, V "δ is strongly compact up to ρ and ρ is a strong cardinal", so by [4, Lemma 1.1], V "δ is strongly compact", a contradiction to the fact that δ < κ and κ is both the least V -supercompact and least V -strongly compact cardinal. As P A "Q is ρ-strategically closed and ρ is inaccessible", V P A "δ is λ strongly compact and δ is not a measurable limit of cardinals γ which are λ supercompact". Further, to show that V P "δ is λ supercompact", it hence suffices to show that V P A "δ is λ supercompact".
Consider now the following two cases.
Case 1: sup(A) = σ < δ. If this is true, then by the definition of P, |P A | < δ. Thus, by the results of [18] , V "δ is λ strongly compact and δ is not a measurable limit of cardinals γ which are λ supercompact". Hence, by the level by level equivalence between strong compactness and supercompactness in V , V "δ is λ supercompact", so again by the results of [18] , V P A "δ is λ supercompact" as well.
Case 2: sup(A) = δ. As before, we can write P A = Q * Ṙ, where |Q| = ω, Q is nontrivial, and Q "Ṙ is ℵ 1 -strategically closed". Further, it is easily seen that any subset of δ in V P A of size below δ has a name of size below δ in V . Therefore, as in Lemma 2.3, by the results of [11, 12] , V "δ is λ strongly compact". In addition, as in Case 1 above, it is the case that V "δ is not a measurable limit of cardinals γ which are λ supercompact". This is since otherwise, as V "δ is a limit of strong cardinals", some cardinal γ < δ < κ must be supercompact up to a strong cardinal in V .
As we have already observed, γ is then supercompact in V , which contradicts that V "κ is the least supercompact cardinal". Thus, by the level by level equivalence between strong compactness and supercompactness in V , V "δ is λ supercompact".
Note that since δ is in V a regular limit of strong cardinals, δ is a nontrivial stage of forcing. It must therefore be the case that V "δ is δ 
