In this paper we present a very simple modification of the iterative learning control algorithm of Arimoto et a1 [ l ] to the case where the inputs are bounded.
I. INTRODUCTION
Learning control is a method of control that feeds the system inputs for a specific task repetitively and uses the actual on-line measured response of the system to evaluate the quality or goodness of the input. The actual responses are used in a feedback loop in which the inputs are adjusted to reduce measured errors in the output. Example applications include robotics and manufacturing where a certain output tracking task is to be performed repeatedly. Usually the output is the position or velocity history of the robot's joints although sometimes it also includes measured forces at the end effector (see Cheah and Learning control has a history dating back to 1984 (see Arimoto et a1 [l] 
where U E R", y E R", x E R"'", and C E R""" is a constant full rank matrix. This system can be brought to discrete time form with a sampling period T:
where d2f(xkiuk) 0 as T + 0, due to the linearity of (1) with respect to U . In words, (3) is arbitrarily linear in uk for a fixed x k . Let subscripts denote time step index and superscripts denote learning trial index. The method of Arimoto et a1 [ 11 takes the form: 
The rationale for this update rule is contained in Theorem 1 below and its proof. Thus we see that conditions for monotonically decreasing distance to the solution, in particular those in Avrachenkov [2], are sufficient for the chopping update rule (11) to converge to the solution. However, as stated below in Remark 1, the standard condition (8) for monotonically decreasing output error is not sufficient to guarantee convergence of the chopping update rule (1 1).
Remark 1: The input-chopping learning control update rule (11) can fail to converge to the solution under the standard condition (8), even for a linear dynamic system. We can prove this with a The pair ( J , j ) satisfies (8), but does not satisfy (9). Application of the rule (1 1) leads to no change in the input U even though the input U' does not make y = 0. That is, the chopping update rule gets stuck even though the standard Jacobian error condition (8) is satisfied. Arimoto et a1 [l] to the case of bounded inputs. The key to the development is the Jacobian error condition associated with monotonicity of the input error norm, rather than the usual condition for monotonicity of the output error norm. The chopping rule does not affect the monotonicity of input error norm, while it can in general affect the monotonicity of the output error. More specifically, the former Jacobian error condition is sufficient for convergence of the iterative learning control algorithm proposed herein while the latter ('standard) Jacobian error condition is not.
