Louis~1982! presents a method for computing the observed information matrix and standard errors of maximum likelihood estimates obtained via the EM algorithm based on the complete-data log likelihood function+ The problem illustrates the well-known method of Louis~1982! for a widely used qualitative response model in econometrics+ The observed-data log likelihood function for the following model can, of course, be easily differentiated to obtain the observed information matrix; our objective is to illustrate the method and not to recommend its use for this model+ Consider the following ordered response model:
where y * is the underlying response variable, b is a~k ϫ 1! vector of unknown parameters, x is a~k ϫ 1! vector of known constants, and u is the residual+ The term y * is not observed, but we know which of the m categories it belongs to+ It belongs to the jth category if a jϪ1 Ͻ y * Ͻ a j~j ϭ 1,2, + + + , m!, a's being known constants and a 0 ϭ Ϫ`, a m ϭ`+ Derive the observed information matrix for the model using the complete-data log likelihood function under the assumption that u i are i+i+d+ N~0,1!+ where all variables are scalars and the error e t is conditionally heteroskedastic with the following form of heteroskedasticity: Let Z be an n ϫ~n Ϫ q! matrix of rank n Ϫ q whose columns span the space orthogonal to the space spanned by the columns of X and let f ϭ Z ' y+ Then, on premultiplying by the n ϫ n nonsingular matrix @Z : X # , we find that the conventional least squares problem: min e ' e subject to e ϭ y Ϫ Xb (1) may be expressed as min e ' e subject to Z ' e ϭ Z ' y and
or, equivalently, as
and
where equation~4! defines the optimal value of b in terms of the optimal value of e+ Further, let u be an n ϫ 1 matrix satisfying X ' u ϭ c and let
may be expressed as
and, on premultiplying by the inverse of the n ϫ n nonsingular matrix @Z : X # , we have min a ' a subject to a ϭ u Ϫ Zd+
Clearly, problems~1! and~3! are algebraically identical to problems~7! and 5! when X, y, b, f, and e are replaced by Z, u, d, c, and a, respectively+ 
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It is easy to see that Problem 02+1+2 holds more generally in that the result is valid for B Hermitian complex~rather than "symmetric real"!, for m ϭ 0,1, + + + , q rather than just for "m Ͻ q"!, for r 0~rather than just for "integer r Ͼ 1"!, and for tr~B k ! ϭ tr~C k !, k ϭ 1,2,3,4~rather than for "k ϭ 1,2, + + + "!, as shown by Shanbhag~1970!+ To see this let A ϭ~10r!B, D ϭ~10r!C, and a 1 , a 2 , + + + , a q denote the eigenvalues of A+ Then
because we know that if l 1 , + + + , l q are the~not necessarily distinct! eigenvalues of M ʦ C qϫq , then l 1 n , + + + , l q n are the eigenvalues of M n , irrespective of n ʦ N~see, e+g+, Lancaster, 1969, Theorem 2+5+2!+ A fundamental result on characteristic polynomials tells us that tr~M ! ϭ (1 q l i~c f+ Lancaster, 1969 , p+ 55!+ Hence
and so the a i ϭ 0 or 1+ Because (iϭ1 q a i ϭ m it follows that precisely m of the a i are equal to 1 and q Ϫ m are equal to 0+ A Hermitian matrix is unitarily similar to the diagonal matrix of its eigenvalues, and the eigenvalues are all real~cf+ e+g+, Lancaster, 1969, Theorem 2+9+5 and Theorem 2+9+1!+ It follows then, as is well known, that a Hermitian complex matrix with all eigenvalues equal to 0 or 1 is idempotent+ Our proof is complete+ One might be tempted to believe that a complex square matrix M, not Hermitian, with all eigenvalues equal to 0 and0or 1 is always idempotent+ This, however, is erroneous, as the nilpotent matrix 
