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Abstract
This paper is based on lectures given by one of us (N.Agram) at the CIMPA Re-
search School on Stochastic Analysis and Applications at Saida, Algeria, 1-9 March
2019. The purpose of the paper is threefold:
• We first give a short and simple survey of the Hida white noise calculus, and in this
context we introduce the Hida-Malliavin derivative as a stochastic gradient with
values in the Hida stochastic distribution space (S)∗. We show that this Hida-
Malliavin derivative defined on L2(FT , P ) is a natural extension of the classical
Malliavin derivative defined on the subspace D1,2 of L
2(P ).
• Second, the Hida-Malliavin calculus allows us to prove new results under weaker
assumptions than could be obtained by the classical theory. In particular, we
prove the following:
(i) A general integration by parts formula and duality theorem for Skorohod
integrals,
(ii) a generalised fundamental theorem of stochastic calculus, and
(iii) a general Clark-Ocone theorem, valid for all F ∈ L2(FT , P ).
Thirdly, we present applications of the above theory. For example, we discuss the
following:
• A general representation theorem for backward stochastic differential equations
with jumps, in terms of Hida-Malliavin derivatives,
• a general stochastic maximum principle for optimal control,
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• backward stochastic Volterra integral equations,
• optimal control of stochastic Volterra integral equations and other stochastic sys-
tems.
MSC(2010): 60H05, 60H20, 60J75, 93E20, 91G80,91B70.
Keywords: Brownian motion; chaos expansion; classical Malliavin derivative; white noise
probability space, Hida space of stochastic distributions, Hida-Malliavin calculus, optimal
control of stochastic Volterra integral equations.
1 White noise theory and Hida-Malliavin calculus
with applications - and without tears ...
The purpose of these lectures is to give a short and easy introduction to the Hida white
noise theory and the associated Hida-Malliavin calculus. This theory is important for many
applications and we believe it deserves to be better known. The problem has been that most
of the literature in this area has been too general and formidable for the reader who just
wants to know enough of the basic features of the theory in order to be able to apply it to
his or her area of research. These lectures aim to fill that gap in the literature. Moreover,
they intend to convince the reader that there are indeed a lot of applications of this theory,
and to explain where and how.
This is basically a survey paper. Most of the text in these lectures are taken from other
published sources referred to in the reference list. However, some of the proofs are new and
shorter than the originals.
The stochastic calculus of variations, now also know as Malliavin calculus, was intro-
duced by P. Malliavin [26] as a tool for studying the smoothness of densities of solutions of
stochastic differential equations. Subsequently other applications of this theory was found.
In [28] Ocone used Malliavin calculus to prove an explicit representation theorem for Brow-
nian motion functionals and in a subsequent paper [29] Karatzas and Ocone applied this to
study portfolio problems in finance.
The original presentation of Malliavin was quite complicated, but subsequently simpler con-
structions of this theory have been found. See e.g. [13] and the references therein. In
particular, we think that the use of white noise theory makes the theory of Malliavin calcu-
lus (in this context also known as Hida-Malliavin calculus) quite natural within the context
of directional derivatives and Fre´chet derivatives on the space S ′ of tempered distributions,
both in the Brownian motion case and in the case of Poisson random measure. See definitions
below.
A major advantage of presenting the Malliavin calculus in the context of white noise the-
ory is that the corresponding Hida-Malliavin derivative can be extended from the subspace
D1.2 to all of L
2(P ). This enables us to prove stronger results compared with what would be
2
possible in the classical setting. In particular, we will prove
(i) A general integration by parts formula and duality theorem for Skorohod integrals,
(ii) a generalised fundamental theorem of stochastic calculus,
(iii) a general Clark-Ocone theorem, valid for all F ∈ L2(FT , P ),
(iv) a general representation for solutions of backward stochastic differential equations (BS-
DEs) with jumps, in terms of Hida-Malliavin derivatives, and (v) applications to stochastic
control.
2 White noise theory for Brownian motion
In this section we give a short introduction to the Hida white noise calculus. A general
reference for this section is [16]. See also [15].
2.1 The white noise probability space
We start with the construction of the white noise probability space. Let S = S(Rd) be
the Schwartz space of rapidly decreasing smooth C∞(Rd) real functions on Rd. The space
S = S(Rd) is a Fre´chet space with respect to the family of seminorms:
‖f‖K,α := sup
x∈Rd
{
(1 + |x|K)|∂αf(x)|},
where K = 0, 1, ..., α = (α1, ..., αd) is a multi-index with αj = 0, 1, ... (j = 1, ..., d) and
∂αf :=
∂|α|
∂xα11 · · ·∂xαdd
f
for |α| = α1 + ...+ αd.
Let S ′ = S ′(Rd) be its dual, called the space of tempered distributions. Let B denote the
family of all Borel subsets of S ′(Rd) equipped with the weak* topology. If ω ∈ S ′ and φ ∈ S
we let
ω(φ) = 〈ω, φ〉 (2.1)
denote the action of ω on φ. For example, if ω = m is a measure on Rd then
〈ω, φ〉 =
∫
Rd
φ(x)dm(x),
and, in particular, if this measure m is concentrated on x0 ∈ Rd, then
〈ω, φ〉 = φ(x0)
is the evaluation of φ at x0 ∈ Rd.
Other examples include
〈ω, φ〉 = φ′(x1).
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i.e. ω takes the derivative of φ at a point x1.
Or, more generally,
〈ω, φ〉 = φ(k)(xk),
i.e. ω takes the k’th derivative at the point xk, or linear combinations of the above.
From now on we consider only the 1-dimensional case, i.e. d = 1. For a multidimensional
presentation see [16]. We fix the sample space to be Ω = S ′(R) = S ′ and F = B. In
the following we will use the Bochner-Minlos-Sazonov theorem (see e.g. [16]), which in our
setting states the following:
Theorem 2.1 (Bochner-Minlos-Sazonov). Let g : S 7→ R be given. Then there exists a
probability measure µ on Ω = S ′(R) such that
Eµ[e
i〈ω,φ〉] :=
∫
Ω
ei〈ω,φ〉dµ(ω) = g(φ); for all φ ∈ S (2.2)
if and only if the function g satisfies the following 3 conditions:
(i) g(0) = 1
(ii) g is continuous in the Fre´chet topology on S
(iii) g is positive definite, i.e.
n∑
j,ℓ
zj z¯ℓg(φj − φℓ) ≥ 0 for all zj ∈ C, φj ∈ S; j = 1, 2, ...n, (2.3)
where C denotes the set of complex numbers.
In particular, if we choose
g(φ) = e−
1
2
||φ||2; φ ∈ S, (2.4)
we can check that g satisfies the conditions (i) - (iii) in the above theorem, and hence we get
that there exists a probability measure P on Ω such that
E[ei〈ω,φ〉] :=
∫
Ω
ei〈ω,φ〉P (dω) = e−
1
2
‖φ‖2 , φ ∈ S, (2.5)
where
‖φ‖2 = ‖φ‖2L2(R) =
∫
R
|φ(x)|2dx.
The measure P is called the white noise probability measure and (Ω,F , P ) = (S ′,B, P ) is
called the white noise probability space.
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Definition 2.2 The (smoothed) white noise process is the measurable map
w : S × S ′ → R
given by
w(φ, ω) = wφ(ω) = 〈ω, φ〉, φ ∈ S, ω ∈ S ′. (2.6)
From wφ we can construct a Brownian motion process B(t), t ∈ R, as follows:
Step 1 First we verify that the isometry
E[w2φ] = ‖φ‖2, φ ∈ S, (2.7)
holds true where, according to our notation, the left-hand side is
E[w2φ] =
∫
S′
〈ω, φ〉2P (dω).
Step 2 Next we use Step 1 to define the value 〈ω, ψ〉 for arbitrary ψ ∈ L2(R), as 〈ω, ψ〉 := lim
〈ω, φn〉, where φn ∈ S, n ∈ N = {1, 2, ...}, and φn → ψ in L2(R).
By Step 1 it follows that this definition does not depend on the choice of the approxi-
mating sequence {φn}n∈N.
Step 3 Using Step 2 we can define
B˜(t, ω) := 〈ω, χ[0,t]〉, t ∈ R,
by choosing
ψ(s) = χ[0,t](s) =
{
1 if s ∈ [0, t) (or s ∈ [t, 0), if t < 0)
0 otherwise
which belongs to L2(R) for all t ∈ R.
Step 4 By the Kolmogorov continuity theorem (see [24]) we obtain that B˜(t), t ∈ R, has a
continuous version B(t), t ∈ R, i.e. for all t we have P{B˜(t) = B(t)} = 1. This
continuous process B(t), t ∈ R, is a Brownian motion (Wiener process).
Remark 2.3 Note that for each t we are defining B˜(t) = B˜(t, ω) = 〈ω, χ[0,t]〉 by using a
sequence of functions φ
(t)
n ∈ S(R) converging to χ[0,t] in L2(R). Hence B˜(t) is only defined
almost everywhere on Ω, where the exceptional set of measure zero depends on t. Since there
are uncountably many t ∈ [0,∞) there is no common set Ω0 of measure 0 in Ω such that
B˜(t, ω) = 〈ω, χ[0,t]〉 is defined for all t ∈ [0,∞) and for all ω ∈ Ω \ Ω0. Therefore we cannot
prove the continuity of t 7→ B˜(t, ω) by arguing ω-wise. But we can use the Kolmogorov
continuity theorem to conclude that B˜(t, ω) has a continuous version.
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Note that when the Brownian motion process B(t, ω), t ∈ R, ω ∈ Ω with Ω := S ′(R) is
constructed this way, then each ω ∈ Ω = S ′(R) is a tempered distribution. Hence Ω is a
Fre´chet space, i.e. a topological vector space with a topology given by a family of seminorms.
This gives us a topological structure on Ω which we will use frequently in the following.
From the above Step 2 it follows that the smoothed white noise wφ can be extended to
all (deterministic) φ ∈ L2(R) and that the relation between smoothed white noise wφ and
the Brownian motion process B(t), t ∈ R, is
wφ(ω) =
∫
R
φ(t)dB(t, ω), ω ∈ Ω, φ ∈ L2(R), (2.8)
where the integral on the right-hand side is the Wiener-Itoˆ integral. Note that the isometry
(2.7) is then the classical Itoˆ isometry.
2.2 The Wiener-Itoˆ chaos expansion
We now present an orthogonal expansion of the space L2(F , P ). This presentation will be
useful for the extended Hida-Malliavin calculus we come to later.
The Hermite polynomials hn(x) are defined by
hn(x) = (−1)ne 12x2 d
n
dxn
(e−
1
2
x2) , n = 0, 1, 2, . . .
The first Hermite polynomials are
h0(x) = 1, h1(x) = x, h2(x) = x
2 − 1, h3(x) = x3 − 3x
h4(x) = x
4 − 6x2 + 3, h5(x) = x5 − 10x3 + 15x, . . .
Some useful properties of the Hermite polynomials are
• h′n(x) = nhn−1(x); n = 1, 2, ...
• hn+1(x)− 2xhn(x) + 2nhn−1(x) = 0; n = 1, 2, ....
Let ek be the k’th Hermite function defined by
ek(x) := π
− 1
4 ((k − 1)!)− 12 e− 12x2hk−1(
√
2x), k = 1, 2, . . . (2.9)
Then {ek}k≥1 constitutes an orthonormal basis for L2(R) and ek ∈ S(R) for all k.
Define
θk(ω) := 〈ω, ek〉 = wek(ω) =
∫
R
ek(x)dB(x, ω), ω ∈ Ω. (2.10)
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Definition 2.4 Let J denote the set of all finite multi-indices α = (α1, α2, . . . , αm), m =
1, 2, . . ., of non-negative integers αi. If α = (α1, · · · , αm) ∈ J , α 6= 0, we put
Hα(ω) :=
m∏
j=1
hαj (θj(ω)) = hα1(θ1)hα2(θ2)...hαm(θm), ω ∈ Ω. (2.11)
We set H0 := 1. Hereafter we put
ǫ(k) = (0, 0, ..., 1, 0, ..., 0) (2.12)
with 1 on k’th position. For example, we have
Hǫ(k)(ω) = h1(θk(ω)) = θk = 〈ω, ek〉,
and if α = (3, 0, 2), then
H(3,0,2) = h3(θ1)h0(θ2)h2(θ3) = (θ
3
1 − 3θ1)(θ23 − 1).
We have the following fundamental result:
Theorem 2.5 The Wiener-Itoˆ chaos expansion theorem. The family {Hα}α∈J
constitutes an orthogonal basis of L2(P ). More precisely, for all F-measurable X ∈ L2(P )
there exist (uniquely determined) numbers cα ∈ R such that
X =
∑
α∈J
cαHα ∈ L2(P ). (2.13)
Moreover, we have the isometry
‖X‖2L2(P ) =
∑
α∈J
α!c2α, (2.14)
where α! = α1!α2! · · ·αm! for α = (α1, α2, . . . , αm).
Example 2.6 To find the chaos expansion of the Brownian motion process B(t) at time t,
we proceed as follows:
B(t) =
∫
R
χ[0,t](s)dB(s) =
∫
R
∞∑
k=1
(
χ[0,t], ek
)
L2(R)
ek(s)dB(s)
=
∞∑
k=1
( ∫ t
0
ek(y)dy
)∫
R
ek(s)dB(s) =
∞∑
k=1
( ∫ t
0
ek(y)dy
)
Hǫ(k). (2.15)
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2.3 The Hida stochastic test and distribution spaces
Analogous to the test functions S(R) and the tempered distributions S ′(R) on the real line
R, there is a useful space of (Hida) stochastic test functions (S) and a space of (Hida)
stochastic distributions (S)∗ on the white noise probability space. In the following we will
use the notation
(
2N
)α
=
m∏
j=1
(2j)αj = (2 ·1)α1(2 ·2)α2(2 ·3)α3 ...(2m)αm , for α = (α1, ..., αm) ∈ J . (2.16)
Definition 2.7 (Hida stochastic test function spaces (S)k, (S)) Let k ∈ R. We say that
f =
∑
α∈J
aαHα ∈ L2(P ) belongs to the Hida test function Hilbert space (S)k if
‖f‖2k :=
∑
α∈J
α!a2α(2N)
αk <∞. (2.17)
We define the Hida stochastic test function space (S) as the space
(S) =
⋂
k∈R
(S)k
equipped with the projective topology, , i.e.
fn −→ f , n→∞, in (S) if and only if ‖fn − f‖k −→ 0, n→∞, for all k.
We illustrate this concept with an example:
Example 2.8 The smoothed white noise wφ belongs to (S) if φ ∈ S(R).
In fact, if φ =
∞∑
j=1
cjej we have
wφ =
∞∑
j=1
cjHǫ(j). (2.18)
Therefore, using (2.17) we can see that wφ ∈ (S) if and only if
∞∑
j=1
c2j (2j)
k <∞
for all k, which holds because φ ∈ S(R). See e.g. [37].
Definition 2.9 (Hida stochastic distribution spaces (S)q, (S)∗)
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• Let q ∈ R. We say that the formal sum F = ∑
α∈J
bαHα belongs to the Hida distribution
Hilbert space (S)−q if
‖F‖2−q :=
∑
α∈J
α!c2α(2N)
−αq <∞. (2.19)
We define the Hida stochastic distribution space (S)∗ as the space
(S)∗ =
⋃
q∈R
(S)−q
equipped with the inductive topology, i.e. Fn −→ F , n → ∞, in (S)∗ if and only if
there exists q such that ‖Fn − F‖−q −→ 0, n→∞.
• If F =∑α∈J bαHα ∈ (S)∗, we define the generalized expectation E[F ] of F by
E
[
F
]
= b0. (2.20)
(Note that if F ∈ L2(P ) then the generalised expectation coincides with the usual
expectation, since E[Hα] = 0 for all α 6= 0).
Note that (S)∗ can be regarded as the dual of (S): Namely, the action of F =∑
α
bαHα ∈
(S)∗ on f =∑
α
aαHα ∈ (S), where bα, aα ∈ R, is given by
〈F, f〉 =
∑
α
α!aαbα.
We have the inclusions
(S) ⊂ (S)k ⊂ L2(P ) ⊂ (S)−q ⊂ (S)∗, for all k, q.
Example 2.10 The singular (also called pointwise) white noise
•
B(t), t ∈ R, is defined as
follows:
•
B(t) :=
∞∑
k=1
ek(t)Hǫ(k). (2.21)
We can verify that
•
B(t) ∈ (S)∗ for all t, as follows:
‖
•
B(t)‖2−q =
∞∑
k=0
e2k(t)ǫ
(k)!
(
(2N)ǫ
(k))−q
=
∞∑
k=0
e2k(t)
(
2k
)−q
<∞, q ≥ 2,
because
sup
t∈R
|ek(t)| = O
(
k−1/12
)
.
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Similarly we see that by (2.6) we get
d
dt
B(t) =
d
dt
∞∑
k=1
(∫ t
0
ek(y)dy
)
Hǫ(k) =
•
B(t), (2.22)
where the derivative is taken in (S)∗.
Thus we see that although the time derivative d
dt
B(t) does not exist in the classical sense, it
does exist as an element of (S)∗, and this derivative is the singular white noise
•
B(t).
The following useful characterisation of the Hida spaces is due to Zhang [43]:
Theorem 2.11 (i) The Hida stochastic test function space (S) consists of those F = ∑
α∈J
cαHα ∈
L2(P ) such that
sup
α
{c2αα!(2N)kα} <∞ for all k ∈ N. (2.23)
(ii) The Hida stochastic distribution space (S)∗ consists of those formal expansions F =∑
β∈J
bβHβ such that
sup
β
{c2ββ!(2N)−qβ} <∞ for some q ∈ N. (2.24)
We will also need the following result:
Theorem 2.12 ∑
α∈J
(2N)−αq <∞ if and only if q > 1. (2.25)
3 The Wick product
In addition to a canonical vector space structure, the spaces (S) and (S)∗ also have a natural
multiplication given by the Wick product.
The main reference for this section is [16].
Definition 3.1 If X =
∑
α
aαHα ∈ (S)∗, Y =
∑
β
bβHβ ∈ (S)∗ then the Wick product X ⋄ Y
of X and Y is defined by
X ⋄ Y :=
∑
α,β
aαbβHα+β =
∑
γ
(
∑
α+β=γ
aαbβ)Hγ. (3.1)
Using (2.19) and (2.17) one can now verify the following:
X, Y ∈ (S)∗ ⇒ X ⋄ Y ∈ (S)∗. (3.2)
X, Y ∈ (S)⇒ X ⋄ Y ∈ (S). (3.3)
See [16, Lemma 2.4.4]. Note, however, that X, Y ∈ L2(P ) 6⇒ X ⋄ Y ∈ L2(P ) in general. See
[16, Example 2.4.8].
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Example 3.2 (i) The Wick square of the singular white noise is
(
•
W )⋄2(t) =
∞∑
k,m=1
ek(t)em(t)Hǫ(k)+ǫ(m).
One can show that
(
•
W )⋄2(t) ∈ (S)∗, t ∈ R. (3.4)
(ii) The Wick square of the smoothed white noise is
(wφ)
⋄2 =
∞∑
k,m=1
ckcmHǫ(k)+ǫ(m) if φ =
∞∑
k=1
ckek ∈ L2(R)
Since
H
ǫ(k)+ǫ(m)
=
{
Hǫ(k) ·Hǫ(m) if k 6= m
H2
ǫ(k)
− 1 if k = m
we see that
(wφ)
⋄2 = w2φ −
∞∑
k=1
c2k = w
2
φ − ‖φ‖2. (3.5)
Note, in particular, that (wφ)
⋄2 is not positive. In fact, E[(wφ)
⋄2] = 0 by (2.21) and
the fact that E[Hα] = 0 for α 6= 0 (see Theorem 2.5).
Before proceeding further, we list some reasons that the Wick product is natural to use
in stochastic calculus:
a) First, note that if (at least) one of the factors X, Y is deterministic, then
X ⋄ Y = X · Y
Therefore the two types of products, the Wick product and the ordinary (ω-pointwise)
product, coincide in the deterministic calculus. So when one extends a deterministic
model to a stochastic model by introducing noise, it is not obvious which interpretation
to choose for the products involved. The choice should be based on additional modelling
and mathematical considerations.
b) The Wick product is the only product which is defined for singular white noise
•
B. Point-
wise product X · Y does not make sense in (S)∗!
c) The Wick product has been used for 50 years already in quantum physics as a renormal-
ization procedure.
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d) There is a fundamental relation between Itoˆ/Skorohod integrals and Wick products, given
by ∫
R
Y (t)δB(t) =
∫
R
Y (t) ⋄
•
B(t)dt (3.6)
Here the integral on the right is interpreted as a Bochner integral with values in (S)∗.
See Theorem 3.7 below.
e) A big class of strong solutions to stochastic differential equations can be explicitly solved
by using the Wick product. See [25].
3.1 Some basic properties of the Wick product
We list below some useful properties of the Wick product. Some are easy to prove, others
harder. For complete proofs see [16].
The Wick product is a binary operation on (S)∗, i.e. for all X, Y ∈ (S)∗ we have
X ⋄ Y ∈ (S)∗. Moreover, for arbitrary X, Y, Z ∈ (S)∗ we have
X ⋄ Y = Y ⋄X (commutative law), (3.7)
X ⋄ (Y ⋄ Z) = (X ⋄ Y ) ⋄ Z (associative law), (3.8)
X ⋄ (Y + Z) = (X ⋄ Y ) + (X ⋄ Z) (distributive law). (3.9)
In view of the above we can define the Wick powers
X⋄n = X ⋄X ⋄ · · · ⋄X (n times) for X ∈ (S)∗, n = 1, 2, ... .
We put X⋄0 = 1. Similarly, the Wick exponential of X ∈ (S)∗ is defined by
exp⋄X =
∞∑
n=0
1
n!
X⋄n, (3.10)
if convergent in (S)∗. Thus the Wick algebra obeys the same rules as the ordinary algebra.
For example,
(X + Y )⋄2 = X⋄2 + 2X ⋄ Y + Y ⋄2 (3.11)
(no Itoˆ formula!) and
exp⋄(X + Y ) = exp⋄(X) ⋄ exp⋄(Y ). (3.12)
Note, however, that combinations of ordinary products and Wick products require caution.
For example, in general we have
X · (Y ⋄ Z) 6= (X · Y ) ⋄ Z .
Note that since E[Hα] = 0 for all α 6= 0, we have that if X =
∑
α∈J cαHα ∈ L2(P ), then
E[X ] = c0.
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From this we deduce the remarkable property of the Wick product:
E[X ⋄ Y ] = E[X ] · E[Y ], (3.13)
whenever X, Y and X ⋄ Y are P -integrable. Note that it is not required that X and Y are
independent!
By induction it follows from (3.13) that
E[exp⋄X ] = expE[X ]. (3.14)
From Example 3.2 (ii) we deduce that
wφ ⋄ wψ = wφ · wψ − 1
2
∫
R
φ(t)ψ(t)dt, φ, ψ ∈ L2(R) .
In particular,
B⋄2(t) = B2(t)− t, t ≥ 0. (3.15)
Moreover, if suppφ ∩ suppψ = ∅, then
wφ ⋄ wψ = wφ · wψ. (3.16)
Hence if 0 ≤ t1 ≤ t2 ≤ t3 ≤ t4, then
(B(t4)− B(t3)) ⋄ (B(t2)− B(t1)) = (B(t4)− B(t3)) · (B(t2)− B(t1)). (3.17)
More generally, it can be proved that if F is Ft-measurable and h > 0, then
F ⋄ (B(t+ h)− B(t)) = F · (B(t+ h)− B(t)). (3.18)
For a proof see e.g. [16, Exercise 2.22].
3.2 Wick product and Hermite polynomials
There is a striking connection between Wick powers and Hermite polynomials hn;n =
0, 1, 2, ..., as follows:
Theorem 3.3 (a) Choose ϕ ∈ L2(R).Then
hn(wϕ) = ||ϕ||−nw⋄nϕ . (3.19)
where ||ϕ|| = ||ϕ||L2(R).
(b) In particular, let θk =
∫
R
ek(s)dB(s); k = 1, 2, ... Then
hn(θk) = θ
⋄n
k : n = 0, 1, ... (3.20)
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Proof. (a). The generating function of hn is given by
exp(tx− 1
2
t2) =
∞∑
n=0
hn(x)
tn
n!
. (3.21)
On the other hand we know that
exp
(
t
wϕ
||ϕ|| −
1
2
t2
)
= exp⋄
(
t
wϕ
||ϕ||
)
=
∞∑
n=0
tn
n!
( wϕ
||ϕ||
)⋄n
. (3.22)
Substituting x = wϕ
||ϕ||
in (3.21) and comparing the terms with equal power of t in (3.22) we
get that
hn
( wϕ
||ϕ||
)
=
( wϕ
||ϕ||
)⋄n
; for all n.
(b) This follows from (a) by using ϕ = ek, using that ||ek|| = 1. 
Applying this result to the basis elements Hα defined in (2.11) and using that Wick
products and ordinary products are the same for independent variables, we get
Theorem 3.4
Hα = θ
⋄α1
1 θ
⋄α2
2 .... = θ
⋄α1
1 ⋄ θ⋄α32 ⋄ ... (3.23)
3.3 Wick products and Skorohod integration
We now prove the fundamental relation (3.6) between Wick products and Skorohod integra-
tion.
Definition 3.5 A function Y : R −→ (S)∗ (also called an (S)∗-valued process) is (S)∗-
integrable if
〈Y (t), f〉 ∈ L1(R), for all f ∈ (S).
Then the (S)∗-integral of Y , denoted by ∫
R
Y (t)dt, is the (unique) element in (S)∗ such that〈∫
R
Y (t)dt, f
〉
=
∫
R
〈Y (t), f〉 dt, for all f ∈ (S). (3.24)
Remark 3.6 The fact that (3.24) does indeed define
∫
R
Y (t)dt as an element of (S)∗ is a
consequence of [15, Proposition 8.1].
Note that if Y is (S)∗-integrable, then so is Y χ(a,b], for all a, b ∈ R, and we put∫ b
a
Y (t)dt :=
∫
R
Y (t)χ(a,b](t)dt.
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Theorem 3.7 ([13],Theorem 5.20)
Assume that ϕ(t) is F-adapted and E[
∫
R
ϕ(t)2dt] <∞. Then ϕ(t) ⋄
•
B(t) is integrable in (S)∗
and ∫
R
ϕ(t)dB(t) =
∫
R
ϕ(t) ⋄
•
B(t)dt. (3.25)
In particular, note that if Y (t) =
∑n
i=1 ciχ(ti,ti+1](t), t ∈ R, with ci ∈ (S)∗ for i = 1, ..., n
and t1 < ... < tn. Then we have∫
R
Y (t) ⋄
•
B(t)dt =
n∑
i=1
ci ⋄
(
B(ti+1)−B(ti)
)
.
In view of the above theorem, the following terminology is natural.
Definition 3.8 Suppose Y is an (S)∗-valued process such that∫
R
Y (t) ⋄
•
B(t)dt ∈ (S)∗,
then we call this integral the generalised Skorohod integral of Y .
Combining the properties above with the fundamental relation (3.6) for Skorohod inte-
gration, we get a powerful calculation technique for stochastic integration. First of all, note
that, by (3.6),
t∫
0
•
B(s)ds = B(t); t ∈ [0, T ]. (3.26)
From this we deduce that
d
dt
B(t) exists in (S)∗ and d
dt
B(t) =
•
B(t); t ∈ [0, T ]. (3.27)
Moreover, using (3.8) we get
T∫
0
X ⋄ Y (t) ⋄
•
B(t)dt = X ⋄
T∫
0
Y (t) ⋄
•
B(t)dt, (3.28)
if X does not depend on t. Compare this with the fact that for Skorohod integrals we
generally have
T∫
0
X · Y (t)δB(t) 6= X ·
T∫
0
Y (t)δB(t) , (3.29)
even if X does not depend on t.
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Example 3.9 To illustrate the use of Wick calculus, let us consider the following:
T∫
0
B(t) [B(T )− B(t)]δB(t) =
T∫
0
B(t) ⋄ (B(T )−B(t)) ⋄
•
B(t)dt
=
T∫
0
B(t) ⋄B(T ) ⋄
•
B(t)dt−
T∫
0
B⋄2(t) ⋄
•
B(t)dt
= B(T ) ⋄
T∫
0
B(t) ⋄
•
B(t)dt− 1
3
B⋄3(T )
=
1
6
B⋄3(T ) =
1
6
[B3(T )− 3TB(T )],
where we have correspondingly used (3.17), (3.9), (3.28) and Theorem 3.3, keeping in mind
that ||χ[0,T ](·)||L2(R) = T 12 .
We proceed to establish some useful properties of generalised Skorohod integrals.
Lemma 3.10 Suppose f ∈ (S) and G(t) ∈ (S)−q for all t ∈ R, for some q ∈ N. Put
qˆ = q +
1
log 2
.
Then ∫
R
|〈G(t) ⋄
•
B(t), f〉|dt ≤ ‖f‖qˆ
(∫
R
‖G(t)‖2−qdt
)1/2
.
Proof. Suppose G(t) =
∑
α∈J aα(t)Hα, f =
∑
β∈J bβHβ. Then〈
G(t) ⋄
•
B(t), f
〉
=〈
∑
α,k
aα(t)ek(t)Hα+ǫ(k),
∑
β∈J
bβHβ〉
=
∑
α,k
aα(t)ek(t)bα+ǫ(k)(α + ǫ
(k))! .
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Hence∣∣∣∣∫
R
〈
G(t) ⋄
•
B(t), f
〉
dt
∣∣∣∣ ≤∑
α,k
|bα+ǫ(k)|α!(αk + 1)
∫
R
|aα(t)ek(t)|dt
≤
∑
α,k
|bα+ǫ(k)|α!(αk + 1)
(∫
R
a2α(t)dt
)1/2
≤
(∑
α,k
b2α+ǫ(k)(α + ǫ
(k))!(2N)qˆ(α+ǫ
(k))
)1/2
·
(∑
α,k
(∫
R
a2α(t)dt
)
α!(αk + 1)(2N)
−qˆ(α+ǫ(k))
)1/2
≤‖f‖qˆ
(∑
α,k
(∫
R
a2α(t)dt
)
α!(αk + 1)(2k)
−
αk
log 2 (2N)−qα
)1/2
≤‖f‖qˆ
(∫
R
‖G(t)‖2−qdt
)1/2
.

Using this result we obtain the following:
Theorem 3.11 (i) Suppose G : R 7→ (S)−q satisfies∫
R
‖G(t)‖2−qdt <∞, for some q ∈ N.
Then ∫
R
G(t) ⋄
•
B(t)dt exists in (S)∗.
(ii) Suppose F (t), Fn(t), n = 1, 2, ..., are elements of (S)−q for all t ∈ R and∫
R
‖Fn(t)− F (t)‖2−qdt −→ 0, n→∞.
Then ∫
R
Fn(t) ⋄
•
B(t)dt −→
∫
R
F (t) ⋄
•
B(t)dt, n→∞,
in the weak∗-topology on (S)∗.
Proof. (i) The proof follows from Lemma 3.10 and Definition 3.5.
(ii) By Lemma 3.10 we have∣∣∣∣〈∫
R
(
Fn(t)− F (t)
) ⋄ •B(t)dt, f〉∣∣∣∣ ≤ ∫
R
∣∣∣∣〈(Fn(t)− F (t)) ⋄ •B(t), f〉∣∣∣∣ dt
≤‖f‖qˆ
∫
R
‖Fn(t)− F (t)‖2−qdt −→ 0, n→∞.

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4 The Hida-Malliavin calculus
As in previous sections we assume that the Brownian motion B(t), t ∈ R, is constructed on
the space (Ω,B, P ) with Ω = S ′(R). Note that any γ ∈ L2(R) can be regarded as an element
of Ω = S ′(R) by the action
〈γ, φ〉 =
∫
R
γ(t)φ(t)dt; φ ∈ S(R).
4.1 The Hida-Malliavin derivative
We are now ready to define the Hida-Malliavin derivative. A general reference for this section
is [13].
Definition 4.1 (i) Let F ∈ L2(P ) and let γ ∈ L2(R) be deterministic. Then the directional
derivative of F in (S)∗ (respectively, in L2(P )) in the direction γ is defined by
DγF (ω) = lim
ε→0
1
ε
[
F (ω + εγ)− F (ω)] (4.1)
whenever the limit exists in (S)∗ (respectively, in L2(P )).
(ii) Suppose there exists a function ψ : R 7→ (S)∗ (respectively, ψ : R 7→ L2(P )) such that∫
R
ψ(t)γ(t)dt exists in (S)∗ (respectively, in L2(P )) and
DγF =
∫
R
ψ(t)γ(t)dt, for all γ ∈ L2(R).
(4.2)
Then we say that F is Hida-Malliavin differentiable in (S)∗ (respectively, in L2(P ))
and we write
ψ(t) = DtF, t ∈ R.
We call DtF the Hida-Malliavin derivative at t in (S)∗ (respectively, in L2(P )) or the
stochastic gradient of F at t.
Example 4.2 (i) Suppose F (ω) = 〈ω, f〉 = ∫
R
f(t)dB(t), f ∈ L2(R). Then
DγF =
1
ε
[ 〈ω + εγ, f〉 − 〈ω, f〉 ] = 〈γ, f〉 = ∫
R
f(t)γ(t)dt.
Therefore F is Hida-Malliavin differentiable and
Dt
(∫
R
f(t)dB(t)
)
= f(t), t− a.a.
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(ii) Let F ∈ L2(P ) be Hida-Malliavin differentiable in L2(P ) for a.a. t. Suppose that
ϕ ∈ C1(R) and ϕ′(F )DtF ∈ L2(P × λ). Then if γ ∈ L2(R) we have
Dγ
(
ϕ(F )
)
= lim
ε→0
1
ε
[
ϕ(F (ω + εγ))− ϕ(F (ω))]
= lim
ε→0
1
ε
[
ϕ(F (ω) + εDγF )− ϕ(F (ω))
]
=
1
ε
ϕ′(F (ω))εDγF = ϕ
′(F )DγF
=
∫
R
ϕ′(F )DtFγ(t)dt.
This proves that ϕ(F ) is also Hida-Malliavin differentiable and we have the chain rule
Dt
(
ϕ(F )
)
= ϕ′(F )DtF. (4.3)
More generally, the same proof gives the following extension:
Theorem 4.3 (Chain rule) Let F1, ..., Fm ∈ L2(P ) be Hida-Malliavin differentiable in
L2(P ). Suppose that ϕ ∈ C1(Rm), DtFi ∈ L2(P ), for all t ∈ R, and ∂ϕ∂xi (F )D·Fi ∈ L2(λ×P )
for i = 1, ..., m, where F = (F1, ..., Fm). Then ϕ(F ) is Hida-Malliavin differentiable and
Dtϕ(F ) =
m∑
i=1
∂ϕ
∂xi
(F )DtFi. (4.4)
4.2 The general Hida-Malliavin derivative
It is useful to note how the Hida-Malliavin derivative can be expressed in terms of the
Wiener-Itoˆ chaos expansion (see Theorem 2.5). To this aim observe that from the chain rule
(4.3) we have
DtHα =
m∑
k=1
∏
j 6=k
hαj (θj)αkhαk−1(θk)ek(t) =
m∑
k=1
αkek(t)Hα−ǫ(k). (4.5)
In view of this, the following definition is natural:
Definition 4.4 The general Hida-Malliavin derivative.
If F =
∑
α∈J cαHα ∈ (S)∗ we define the Hida-Malliavin derivative DtF of F at t in (S)∗ by
the following expansion:
DtF =
∑
α∈J
∞∑
k=1
cααkek(t)Hα−ǫ(k), (4.6)
whenever this sum converges in (S)∗. We shall denote Dom(Dt) the set of all F ∈ (S)∗ for
which the above series converges in (S)∗ for all t.
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The following result gives that in fact Dom(Dt) = (S)∗:
Theorem 4.5 (i) If F ∈ (S) then DtF ∈ (S) for all t.
(ii) If F ∈ (S)∗ then DtF ∈ (S)∗ for all t.
Proof. (ii) We prove only the second part; the proof of the first part being similar:
Suppose F =
∑
α∈J cαHα ∈ (S)∗. Then we know by (2.24) that there exists q0 ∈ N such
that
α!c2α(2N)
−q0α ≤ 1 for all α. (4.7)
We have to prove that
DtF =
∑
α∈J
∞∑
k=1
cααkek(t)Hα−ǫ(k) ∈ (S)∗.
To this end, it suffices to prove that there exists q1 ∈ N such that
(α− ǫ(k))!c2αα2ke2k(t)(2N)−(q0+q1)(α−ǫ
(k)) ≤ 1. (4.8)
Since {ek(t)} is a bounded family we get by (4.7) that
(α− ǫ(k))!c2αα2ke2k(t)(2N)−(q0+q1)(α−ǫ
(k)) ≤ C1(α− ǫ(k))!c2αα2k(2N)−(q0+q1)(α−ǫ
(k))
= C1α!
αk − 1
αk
c2αα
2
k(2N)
−q0(α−ǫ(k))(2N)−q1(α−ǫ
(k))
= C1α!c
2
α(2N)
−q0(α−ǫ(k))(αk − 1)(αk)(2N)−q1(α−ǫ(k))
≤ C1α!c2α(2N)−q0α(2k)q0
[
(αk − 1)(2(k − 1))−q1αk−1
][
αk(2k)
−q1(αk−1)
]
≤ C1α!c2α
[
(αk − 1)2−q1αk−1
][
αk(2k)
−q1(αk−1)+q0
]
1αk>1
≤ 1,
if k > 1 and q1 is large enough.

We end this section by stating some crucial properties of the Hida-Malliavin derivative:
4.3 The fundamental theorem of stochastic calculus for B(·)
Theorem 4.6 (Fundamental theorem) Suppose that ϕ ∈ L2(λ×P ) is F-adapted. Then∫
R
ϕ(s) ⋄
•
B(s)ds ∈ L2(P ), (4.9)
and for all t > 0 we have
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Dt
(∫
R
ϕ(s) ⋄
•
B(s)ds
)
=
∫
R
Dtϕ(s) ⋄
•
B(s)ds+ ϕ(t) (4.10)
=
∫ ∞
t
Dtϕ(s) ⋄
•
B(s)ds+ ϕ(t). (4.11)
Proof. The first statement (4.9) follows from Theorem 3.7.
Recall that
•
B(s) =
∑
j
ej(s)Hǫ(j). (4.12)
Hence, if we assume that ϕ has the expansion
ϕ(s) =
∑
β
cβ(s)Hβ, (4.13)
we get
Dt
(∫
R
ϕ(s) ⋄
•
B(s)ds
)
= Dt
(∫
R
(
∑
β
cβ(s)Hβ) ⋄ (
∑
j
ej(s)Hǫ(j))ds
)
= Dt
(∫
R
∑
β,j
cβ(s)ej(s)Hβ+ǫ(j)ds
)
=
∫
R
∑
β,j,k
cβ(s)ej(s)ek(t)(βk + ǫ
(j))Hβ+ǫ(j)−ǫ(k)ds
=
∫
R
∑
β,j,k
cβ(s)ej(s)ek(t)βkHβ+ǫ(j)−ǫ(k)ds+
∫
R
∑
β,j,k
cβ(s)ej(s)ek(t)ǫ
(j)Hβ+ǫ(j)−ǫ(k)ds
=
∫
R
(∑
β,k
cβ(s)ek(t)βkHβ−ǫ(k)
)
⋄
(∑
j
ej(s)Hǫ(j)
)
ds+
∑
β,k
(cβ, ek)L2(R)ek(t)Hβ
=
∫
R
Dt
(∑
β
cβ(s)Hβ
)
⋄
•
B(s)ds+
∑
β
cβ(t)Hβ
=
∫
R
Dtϕ(s) ⋄
•
B(s)ds+ ϕ(t). (4.14)
This proves (4.10). 
4.4 A generalised Clark-Ocone theorem
We can apply Theorem 4.6 to prove the following, which was first obtained in [1] (with a
different proof). See also [13]:
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Theorem 4.7 (Generalised Clark-Ocone theorem) Let F ∈ L2(FT , P ). Then DtF ∈
(S)∗ for all t, E[DtF |Ft] ∈ L2(λ× P ) and
F = E[F ] +
∫ T
0
E[DtF |Ft]dB(t) (4.15)
Proof. By the Itoˆ representation theorem there exists a unique F-adapted process ϕ ∈
L2(λ× P ) such that
F = E[F ] +
∫ T
0
ϕ(s)dB(s). (4.16)
Taking the Hida-Malliavin derivative and conditional expectation of both sides and applying
the fundamental theorem (Theorem 4.6) we get
E[DtF |Ft] = E[Dt
( ∫ T
0
ϕ(s)dB(s)
)|Ft] = E[∫ T
0
Dtϕ(s)dB(s) + ϕ(t)|Ft]
= E[
∫ T
t
Dtϕ(s)dB(s) + ϕ(t)|Ft] = ϕ(t), (4.17)
since Dtϕ(s) = 0 for all s < t. 
4.5 Integration by parts
Lemma 4.8 Suppose g ∈ L2(R) and F ∈ D1,2. Then
F ⋄
∫
R
g(t)dB(t) = F
∫
R
g(t)dB(t)−
∫
R
g(t)DtFdt. (4.18)
Proof. To ease the notation, let ‖ · ‖ = ‖ · ‖L2(R) and (·, ·) = (·, ·)L2(R). For y ∈ R we define
Gy := exp
⋄
{
y
∫
R
g(t)dB(t)
}
= exp
{
y
∫
R
g(t)dB(t)− 1
2
y2‖g‖2
}
.
Choose F = exp⋄
{ ∫
R
f(t)dB(t)
}
= exp
{ ∫
R
f(t)dB(t)− 1
2
‖f‖2}, where f ∈ L2(R). Then
F ⋄Gy = exp⋄
{∫
R
f(t)dB(t)
}
⋄ exp⋄
{
y
∫
R
g(t)dB(t)
}
= exp⋄
{∫
R
[
f(t) + yg(t)
]
dB(t)
}
= exp
{∫
R
[
f(t) + yg(t)
]
dB(t)− 1
2
‖f + yg‖2
}
= exp⋄
{∫
R
f(t)dB(t)
}
exp⋄
{∫
R
yg(t)dB(t)
}
exp
{
− y(f, g)
}
= F Gy exp
{
− y(f, g)
}
.
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Now differentiating with respect to y, we get
d
dy
(
F ⋄Gy
)
= F ⋄ (Gy ⋄ ∫
R
g(t)dB(t)
)
(4.19)
and
d
dy
(
F Gy exp
{− y(f, g)})
= F Gy
[ ∫
R
g(t)dB(t) exp
{− y(f, g)}− (f, g) exp{− y(f, g)}]. (4.20)
Comparing (4.19) and (4.20) we get
F ⋄ (Gy ⋄ ∫
R
g(t)dB(t)
)
= F Gy exp
{− y(f, g)}[ ∫
R
g(t)dB(t)− (f, g)].
In particular, putting y = 0 we get
F ⋄
∫
R
g(t)dB(t) = F
∫
R
g(t)dB(t)− F
∫
R
f(t)g(t)dt
= F
∫
R
g(t)dB(t)−
∫
R
g(t)DtFdt.
This proves the result if F = exp⋄
{ ∫
R
f(t)dB(t)
}
for some f ∈ L2(R). Since linear combi-
nations of such F ’s are dense in D1,2, the result follows by an approximation argument. 
Example 4.9 Choose F =
∫
R
f(t)dB(t) with f ∈ L2(R). Then (4.18) gives(∫
R
f(t)dB(t)
)
⋄
(∫
R
g(t)dB(t)
)
=
(∫
R
f(t)dB(t)
)( ∫
R
g(t)dB(t)
)
−
∫
R
f(t)g(t)dt, (4.21)
which is in agreement with Theorem 3.3.
Remark 4.10 A general formula for the relation between Wick products and ordinary prod-
ucts can be found in [17].
Theorem 4.11 (Integration by parts) [13].
Suppose Fu(t), 0 ≤ t ≤ T , is Skorohod integrable, with F ∈ L2(FT , P ).
Then F u(t), 0 ≤ t ≤ T , is Skorohod integrable and∫ T
0
F u(t)δB(t) = F
∫ T
0
u(t)δB(t)−
∫ T
0
u(t)DtFdt. (4.22)
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Proof. First assume that u(t), 0 ≤ t ≤ T , is a simple function, i.e. it can be written as a
finite linear combination of the form u(t) =
∑
i aiχ(ti,ti+1](t), 0 ≤ t ≤ T , where ai ∈ D1,2 for
all i. Then by applying Lemma 4.8 twice we get∫ T
0
F u(t)δB(t) =
∑
i
(
Fai
) ⋄∆B(ti)
=
∑
i
Fai∆B(ti)−
∑
i
∫ ti+1
ti
Dt
(
Fai
)
dt
= F
∑
i
ai∆B(ti)−
∑
i
∫ ti+1
ti
Dt
(
Fai
)
dt
= F
(∑
i
ai ⋄∆B(ti) +
∑
i
∫ ti+1
ti
Dtaidt
)
−
∑
i
∫ ti+1
ti
Dt
(
Fai
)
dt
= F
∫ T
0
u(t)δB(t)−
∫ T
0
u(t)DtFdt.
Now approximate the general u by a sequence um of simple functions in Dom(δ) ⊆ L2(P×λ)
converging to u in L2(P × λ). We omit the details. 
4.6 The duality formula
The following useful result is a consequence of the generalised Clark-Ocone theorem:
Theorem 4.12 (Generalised duality formula).
Let F ∈ L2(FT , P ) and let u(t) = u(t, ω) ∈ L2(λ × P ) be F-adapted. Then E[DtF |Ft] ∈
L2(λ× P ) and
E
[
F
∫ T
0
u(t)dB(t)
]
= E
[ ∫ T
0
u(t)E[DtF |Ft]dt
]
. (4.23)
Proof. By the generalised Clark-Ocone theorem and the Itoˆ isometry we have
E
[
F
∫ T
0
u(t)dB(t)
]
= E
[(
E[F ] +
∫ T
0
E[DtF |Ft]dB(t)
)∫ T
0
u(t)dB(t)
]
= E
[ ∫ T
0
u(t)E[DtF |Ft]dt
]
,

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4.7 Connection to the classical Malliavin derivative
In this section, we recall the basic definition and properties of the classical Malliavin calculus
for Brownian motion. A general reference for this presentation is the book [13]. See also
[22], [27] and [38].
A natural starting point is the classicalWiener-Itoˆ chaos expansion theorem, which states
that any F ∈ L2(FT , P ) can be written
F =
∞∑
n=0
In(fn) (4.24)
for a unique sequence of symmetric deterministic functions fn ∈ L2(λn), where λ is Lebesgue
measure on [0, T ] and
In(fn) = n!
∫ T
0
∫ tn
0
· · ·
∫ t2
0
fn(t1, · · · , tn)dB(t1)dB(t2) · · ·dB(tn) (4.25)
(the n-times iterated integral of fn with respect to B(·)) for n = 1, 2, . . . and I0(f0) = f0
when f0 is a constant.
Moreover, we have the isometry
E[F 2] = ||F ||2L2(P ) =
∞∑
n=0
n!||fn||2L2(λn). (4.26)
Definition 4.13 (Classical Malliavin derivative D˜t with respect to B(·))
Let D
(B)
1,2 = D1,2 be the space of all F ∈ L2(FT , P ) such that its chaos expansion (2.1) satisfies
||F ||2
D
(B)
1,2
:=
∞∑
n=1
nn!||fn||2L2(λn) <∞. (4.27)
For F ∈ D(B)1,2 and t ∈ [0, T ], we define the classical Malliavin derivative D˜tF of F at t
(with respect to B(·)), by
D˜tF =
∞∑
n=1
nIn−1(fn(·, t)), (4.28)
where the notation In−1(fn(·, t)) means that we apply the (n − 1)-times iterated integral to
the first n − 1 variables t1, · · · , tn−1 of fn(t1, t2, · · · , tn) and keep the last variable tn = t as
a parameter.
Using the classical Itoˆ isometry repeatedly, we can prove the following important isome-
try:
E
[ ∫ T
0
(D˜tF )
2dt
]
=
∞∑
n=1
nn!||fn||2L2(λn) =: ||F ||2D(B)1,2 . (4.29)
In particular, this proves that the function (t, ω)→ DtF (ω) belongs to L2(λ×P ) if F ∈ D1,2.
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Example 4.14 If F =
∫ T
0
f(t)dB(t) with f ∈ L2(λ) deterministic, then
D˜tF = f(t) for a.a. t ∈ [0, T ].
We now proceed to compare the classical Malliavin derivative D˜t with the Hida-Malliavin
derivative Dt:
The following crucial connection between Hermite polynomials hn(x) and iteratedWiener-
Itoˆ integrals In was proved by Itoˆ [22]:
Theorem 4.15 Let g ∈ L2(λ) be deterministic. Then
In(g
⊗n) = ||g||nhn
(∫ T
0
g(t)dB(t)
||g||
)
, (4.30)
where ||g|| = ||g||L2(λ) and ⊗ denotes the tensor product, i.e.
g⊗n(t1, t2, ..., tn) := g(t1)g(t2)...g(tn). (4.31)
Combining this result with the chain rule for the Hida-Malliavin derivative and the prop-
erties of the Hermite polynomials, we obtain that if fn = e
⊗n
k ∈ L˜2(Rn) then
Dt
(
In(fn)
)
= Dt(hn(θk)) = h
′
n(θk)ek(t) = nhn−1(θk)ek(t)
= nIn−1
(
fn(·, t)
)
. = D˜t
(
In(fn))
)
.
Since any symmetric function f on [0, T ]n can be written as a linear combination of tensor
products of e′ks we have proved the following:
Theorem 4.16 Let F ∈ D1,2. Then the classical Malliavin derivative D˜tF of F coincides
with the Hida-Malliavin derivative DtF of F .
We conclude that the Hida-Malliavin derivative defined above on L2(P ) is an extension
of the Malliavin derivative defined on the space D1,2. Therefore we can from now on with-
out ambiguity use the notation Dt both for the Hida-Malliavin derivative and the classical
Malliavin derivative.
5 White noise theory for Le´vy processes and Poisson
random measures
The construction we did in Section 2 of the white noise probability space for Brownian
motion can be modified to apply to other processes. For example, we obtain a white noise
theory for Le´vy processes if we proceed as follows (see [13] for details):
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Definition 5.1 Let ν be a measure on R0 such that∫
R
ζ2ν(dζ) <∞. (5.1)
Define
h(ϕ) = exp(
∫
R
Ψ(ϕ(x))dx); ϕ ∈ (S), (5.2)
where
Ψ(w) =
∫
R
(eiwζ − 1− iwζ)ν(dζ); w ∈ R, i = √−1. (5.3)
Then h satisfies the conditions (i) - (iii) of the Bochner - Minlos- Sazonov theorem of Section
2. Therefore there exists a probability measure Q on Ω = S ′(R) such that
EQ[e
i〈ω,ϕ〉] :=
∫
Ω
ei〈ω,ϕ〉dQ(ω) = h(ϕ); ϕ ∈ (S). (5.4)
The triple (Ω,F , Q) is called the (pure jump) Le´vy white noise probability space.
One can now easily verify the following
• EQ[〈·, ϕ〉] = 0; ϕ ∈ (S)
• EQ[〈·, ϕ〉2] = K
∫
R
ϕ2(y)dy; ϕ ∈ (S),
where K =
∫
R
ζ2ν(dζ).
As in Section 2 we use an approximation argument to define
η˜(t) = η˜(t, ω) =
〈
ω, χ[0,t]
〉
; a.a.(t, ω) ∈ [0,∞)× Ω. (5.5)
Then the following holds:
Theorem 5.2 The stochastic process η˜(t) has a ca`dla`g version. This version η(t) is a pure
jump Le´vy process with Le´vy measure ν.
We can now proceed as in Section 2 and develop a white noise theory and Hida-Malliavin
calculus with respect to the process η. We refer to [13] for more information.
6 Exercises
1. Prove that
B˜(t) :=
〈
ω, χ[0,t]
〉
, t ∈ R,
where
χ[0,t] =
{
1 if s ∈ [0, t) (or s ∈ [t, 0), if t < 0),
0 otherwise,
has the following properties:
1a) E[B˜(t)] = 0; t ≥ 0,
1b) E[B˜(t)2] = t; t ≥ 0,
1c) E[B˜(t)4] = 3t2; t ≥ 0.
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2. Prove that L2(FT , P ) ⊆ (S)∗.
3. Prove that the functional
g(φ) = e−
1
2
||φ||2; φ ∈ L2(R), (6.1)
is positive definite. (See (2.3).)
4. Define F (t) = E[exp(
∫ T
0
f(s)dB(s))|Ft], with f ∈ L2([0, T ]) deterministic. Prove that
DtF = Ff(t); t ∈ [0, T ]
5. Let G =
∫ T
0
∫
R0
γ(s, ζ)N˜(ds, dζ) and ϕ(G) = exp(
∫ T
0
∫
R0
γ(s, ζ)N˜(ds, dζ)). Prove that
Dt,ζϕ(G) = exp(G)[exp(γ(t, ζ))− 1].
6. Put ϕ(G) = exp(
∫ T
0
∫
R0
ln(1 + γ(s, ζ))N˜(ds, dζ)). Prove that
Dt,zϕ(G) = ϕ(G)γ(t, z). (6.2)
7. Write down the expansion
F =
∑
α∈J
cαHα
for the following random variables and use Definition 4.4 to find DtF :
7a. F = B(t0) for some t0 ∈ [0, T ].
7b. F =
∫ T
0
f(s)dB(s) for some deterministic f ∈ L2(λ).
7c. F =
•
B(t0) for some t0 ∈ [0, T ].
7 Applications
7.1 Backward stochastic differential equations
Backward sde’s (bsde’s) were first introduced in their linear form by Bismut [11] in connection
with a stochastic version of the Pontryagin maximum principle. Subsequently, this theory
was extended by Pardoux and Peng [32] to the nonlinear case. The first work applying bsde
to finance was the paper by El Karoui et al [14] where they studied several applications to
option pricing and recursive utilities. All the above mentioned works are in the Brownian
motion framework (continuous case). The discontinuous case is more involved. Tang and Li
[39] proved an existence and uniqueness result in the case of a natural filtration associated
with a Brownian motion and a Poisson random measure. Barles et al [8] proved a comparison
theorem for such equations and later Royer [36] extended comparison theorem under weaker
assumptions. We define the following spaces for the solution to live:
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• S2 consists of the F-adapted ca`dla`g processes Y : Ω × [0, T ] → R, equipped with the
norm
‖ Y ‖2S2:= E[ sup
t∈[0,T ]
|Y (t)|2] <∞.
• L2 consists of the F-predictable processes Z : Ω× [0, T ]→ R, with
‖ Z ‖2L2:= E
[ ∫ T
0
|Z(t)|2 dt
]
<∞.
• L2ν consists of Borel functions K : R0 → R, such that
‖ R ‖2L2ν :=
∫
R0
|R(ζ)|2ν(dζ) <∞.
• H2ν consists of F-predictable processes R : Ω× [0, T ]×R0 → R, such that for any fixed
t ∈ [0, T ], R(t, ζ) is any element in L2ν and
‖ R ‖2H2ν := E
[ ∫ T
0
∫
R0
R(t, ζ)2ν(dζ)dt
]
<∞.
Let us develop the basic idea which is behind BSDEs. For this let us consider a SDE driven
by the Brownian motion B, which is of the following form
dY (t) = f(Y (t))dt+ σ(Y (t))dB(t), t ∈ [0, T ].
Here we suppose for simplicity that the coefficients f, σ : R → R are Lipschitz. Then it is
a classical result that, if Y (0) = ξ ∈ R is an imposed initial condition, the SDE, also called
forward SDE, has a unique continuous F-adapted solution Y . But what does happen, if we
replace now the initial condition by a terminal one? As long as the condition ξ remains still
a deterministic real value, we make a time inversion and write the equation with terminal
condition for V (t) := Y (T − t), B˜(t) := B(T )− B(T − t), t ∈ [0, T ], as an SDE with initial
condition: {
dV (t) = −f(V (t))dt− σ(V (t))dB˜(t), t ∈ [0, T ],
V (0) = ξ.
We observe that B˜ = ( B˜(t))t∈[0,T ] is a Brownian motion, and due to the Lipschitz condition
on the coefficients, there is a unique continuous solution V adapted with respect to the
filtration generated by B˜. But this means, that Y (t) = V (T − t) is F˜t = σ{B(T )−B(s), s ∈
[t, T ]}-measurable, for all t ∈ [0, T ] (The σ-fields are considered as completed), and, for
tni = T − t + t in , 0 ≤ i ≤ n, the stochastic integral of the SDE for the process Y can be
described by∫ t
0
σ(Y (s))dB(s) :=
∫ T
T−t
σ(V (s))dB˜(s)
= L2 − limn→+∞
∑n−1
i=0 σ (V (t
n
i )) (B˜(t
n
i+1)− B˜(tni ))
= L2 − limn→+∞
∑n−1
i=0 σ (Y (T − tni )) (B(T − tni )−B(T − tni+1))
= L2 − limn→+∞
∑n−1
i=0 σ
(
Y (t− t i
n
)
)
(B(t− t i
n
)−B(t− t i+1
n
))
= L2 − limn→+∞
∑n
i=1 σ
(
Y (t i+1
n
)
)
(B(t i+1
n
)−B(t i
n
)),
29
i.e., we have to do with the so-called Itoˆ backward integral.
But how about a terminal condition Y (T ) = ξ with ξ ∈ L2(FT , P )? We see that in this case
a time inversion of our SDE for Y leads to a forward equation for V (t) = Y (T − t) with
an anticipating initial condition V (0) = ξ. But we are not interested in studying SDEs with
anticipation.
In order to understand better what to do, let us first consider the special case where σ ≡ 0
and f(y) = ay, with a ∈ R is a real constant, i.e., we have the SDE{
dY (t) = aY (t)dt, t ∈ [0, T ],
Y (T ) = ξ ∈ L2(FT , P ).
The unique solution of this equation is the process Y (t) = ξ exp{−a(T − t)}, t ∈ [0, T ].
This process is, obviously, not adapted to the Brownian filtration F. Being interested in
adapted solutions we replace this process Y (t), t ∈ [0, T ], by its best approximation in L2
by a process which is adapted with respect to the filtration F, i.e., we consider the process
U(t) = exp{−a(T − t)}E[ξ|Ft], t ∈ [0, T ], which is just the optional projection of the process
Y .
In the special case, where a = 0, we see that U(t) = E[ξ|Ft], t ∈ [0, T ], is just the martingale
generated by U(T ) = Y (T ) = ξ, and from the martingale representation property in a
Brownian setting we have the existence and the uniqueness of a square integrable F-adapted
process Z such that
ξ = E[ξ] +
∫ T
0
Z(t)dB(t), P -a.s.,
i.e.,
U(t) = E[ξ|Ft] = E[ξ] +
∫ t
0
Z(s)dB(s), t ∈ [0, T ],
which shows that dU(t) = Z(t)dB(t), t ∈ [0, T ], U(T ) = ξ. This indicates that we have to
reinterpret our equation for Y in the following sense:{
dY (t) = (f(Y (t))dt+ σ(Y (t))dB(t)) + V (t)dB(t) t ∈ [0, T ],
Y (T ) = ξ(∈ L2(FT , P )),
where the solution we have to look for is a couple of square integrable F-adapted processes
(Y, V ), where V has its origin from the martingale representation property. However, having
(Y, V ), we can define the process Z = (Z(t))t∈[0,T ] by putting Z(t) := V (t) + σ(Y (t)), t ∈
[0, T ] (observe that, knowing (Y, Z) we can compute V (t) = Z(t)− σ(Y (t))), and this leads
to the SDE, {
dY (t) = f(Y (t))dt + Z(t)dB(t), t ∈ [0, T ],
Y (T ) = ξ.
Finally, in order to have the backward SDE in the general form studied by Pardoux and Peng
in 1990, we replace the Lipschitz function f : R→ R by a more general, adapted coefficient
f : Ω× [0, T ]×R×R→ R which is now allowed to depend also on (ω, t, y) ∈ Ω× [0, T ]×R,
but also on the solution component Z(t), and in order to be coherent with the notation which
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is usually used, we endow the function f with the negative sign. This leads to the so-called
backward stochastic differential equation (BSDE) introduced and studied by Pardoux and
Peng in their pioneering work of 1990 (see [32]):{
dY (t) = −f(t, Y (t), Z(t))dt+ Z(t)dB(t), t ∈ [0, T ],
Y (T ) = ξ ∈ L2(FT , P ).
Theorem 7.1 [32] Let ξ ∈ L2(FT , P ) and f : Ω× [0, T ]× R× R→ R a jointly measurable
mapping satisfying the following assumptions:
i) f(·, ·, 0, 0) ∈ L2,
ii) f(ω, t, ·, ·) is uniformly Lipschitz, dtP (dω)-a.e., i.e., there is some constant C ∈ R
such that, dtP (dω)-a.e., for all y, y′, z, z′ ∈ R,
|f(t, ω, y, z)− f(t, ω, y′, z′)| ≤ C(|y − y′|+ |z − z′|).
Then the BSDE {
dY (t) = −f(t, Y (t), Z(t))dt+ Z(t)dB(t), t ∈ [0, T ],
Y (T ) = ξ.
possesses a unique solution (Y, Z) ∈ S2 × L2.
Remark 7.2 So far we have been dealing with BSDEs driven by Brownian motion B(·)
only. We now turn to the more general case, with BSDEs driven by both Brownian motion
and an independent compensated Poissson random measure N˜ . As explained in Theorem 5.2
we can construct both B and N˜ on the same space Ω = S ′(R). We refer to [30] for more
information on SDEs and BSDEs driven by Brownian motion and Poisson random measure
and optimal control of such equations.
7.1.1 Representation of solutions of BSDE
The following result is new:
Theorem 7.3 Suppose that f, p, q and r are given ca`dla`g adapted processes in L2(λ ×
P ), L2(λ × P ), L2(λ × P ) and L2(λ × ν × P ) respectively, and they satisfy a BSDE of the
form {
dp(t) = f(t)dt+ q(t)dB(t) +
∫
R0
r(t, ζ)N˜(dt, dζ); 0 ≤ t ≤ T,
p(T ) = F ∈ L2(FT , P ).
(7.1)
Then for a.a. t and ζ the following holds:
q(t) = Dtp(t
+) := lim
ε→0+
Dtp(t+ ε) (limit in (S)∗), (7.2)
q(t) = E[Dtp(t
+)|Ft] := lim
ε→0+
E[Dtp(t+ ε)|Ft] (limit in L2(P )), (7.3)
and
r(t, ζ) = Dt,ζp(t
+) := lim
ε→0+
Dt,ζp(t + ε) (limit in (S)∗), (7.4)
r(t, ζ) = E[Dt,ζp(t
+)|Ft] := lim
ε→0+
E[Dt,ζp(t + ε)|Ft] (limit in L2(P )). (7.5)
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Proof. Using white noise calculus and the Wick product representation of the stochastic
integrals, we can write the BSDE (7.1) as a forward SDE
p(t) = p0 +
∫ t
0
f(u)du+
∫ t
0
q(u) ⋄ B˙(u)du+
∫ t
0
∫
R0
r(u, ζ) ⋄ ˙˜N(u, dζ)du. (7.6)
for some initial value p(0) = p0 (constant).
This implies that for all s < t we have, as equations in (S)∗,
Dtp(t+ ε) =
∫ t+ε
t
Dtf(u)du+
∫ t+ε
t
Dtq(u) ⋄ B˙(u)du+ q(t)
and
Dt,ζp(t+ ε) =
∫ t+ε
t
Dt,ζf(u)du+
∫ t+ε
t
∫
R0
Dt,ζr(u, ζ) ⋄ ˙˜N(u, ζ)du+ r(t, ζ)
Taking the limit in (S)∗ as ε→ 0+ we get (7.2) and (7.4).
Taking the conditional expectation and then the limit as ε goes to 0+, we get (7.3) and (7.5).

7.1.2 Closed formula for mean-field BSDE
We shall find the closed formula corresponding to the linear mean-field BSDE of the form
dY (t) = −[α1(t)Y (t) + β1(t)Z(t) +
∫
R0
η1(t, ζ)K(t, ζ)ν(dζ) + α2(t)E[Y (t)]
+β2(t)E[Z(t)] +
∫
R0
η2(t, ζ)E[K(t, ζ)]ν(dζ) + γ(t)]dt
+Z(t)dB(t) +
∫
R0
K(t, ζ)N˜(dt, dζ), t ∈ [0, T ] ,
Y (T ) = ξ,
(7.7)
where the coefficients α1(t), α2(t), β1(t), β2(t), η1(t, ·), η2(t, ·) are given deterministic func-
tions; γ(t) is a given F-adapted process and ξ ∈ L2 (Ω,FT ) is a given FT measurable random
variable. Applying the closed formula for linear BSDE with jums, the above linear mean-field
bsde (7.7) can be written as follows.
Y (t) = E[(ξΓ(t, T ) +
∫ T
t
Γ(t, s){α2(s)E[Y (s)] + β2(s)E[Z(s)]
+
∫
R0
η2(s, ζ)E[K(s, ζ)]ν(dζ) + γ(s)}ds)|Ft], t ∈ [0, T ] , (7.8)
where Γ(t, s) is the solution of the following linear sde{
dΓ(t, s) = Γ(t, s−)[α1(t)dt+ β1(t)dB(t) +
∫
R0
η1(t, ζ)N˜(dt, dζ)], s ∈ [t, T ] ,
Γ(t, t) = 1 .
(7.9)
Since we are in one dimension, Equation (7.9) can be solved explicitly and the solution is
given by
Γ(t, s) = exp{∫ s
t
β1(r)dB(r) +
∫ s
t
(α1(r)− 12(β1(r))2)dr
+
∫ s
t
∫
R0
(ln(1 + η1(r, ζ))− η1(r, ζ))ν(dζ)dr
+
∫ s
t
∫
R0
(ln(1 + η1(r, ζ))N˜(dr, dζ)}.
(7.10)
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Notice that
EΓ(t, s) = exp{
∫ s
t
α1(r)dr} . (7.11)
To solve (7.8) we take the expectation on both sides of (7.8). Denoting Y (t) := E[Y (t)],
Z(t) := E[Z(t)], and K(t, ζ) := E[K(t, ζ)], we obtain
Y (t) = E[ξΓ(t, T ) +
∫ T
t
Γ(t, s){α2(s)Y (s) + β2(s)Z(s)
+
∫
R0
η2(s, ζ)K(s, ζ)ν(dζ) + γ(s)}ds], t ∈ [0, T ] . (7.12)
To find equations for Z(t) and K(t, ζ) we write the original equation (7.7) as a forward one:
Y (t) = Y (0) +
∫ t
0
[α1(s)Y (s) + α2(s)Y (s) + β1(s)Z(s) + β2(s)Z(s)
+
∫
R0
(η1(s, ζ)K(s, ζ) + η2(s, ζ)K(s, ζ))ν(dζ) + γ(s)]ds
+
∫ t
0
Z(s)dB(s) +
∫ t
0
∫
R0
K(s, ζ)N˜(ds, dζ), t ∈ [0, T ] ,
for some deterministic initial value Y (0). Then using the fundamental theorem of stochastic
calculus (Theorem 4.6), we compute the Hida-Malliavin derivative of Y (t) for all r < t as
follows:
DrY (t) =
∫ t
r
Dr[α1(s)Y (s) + α2(s)Y (s) + β1(s)Z(s) + β2(s)Z(s)
+
∫
R0
(η1(s, ζ)K(s, ζ) + η2(s, ζ)K(s, ζ))ν(dζ) + γ(s)]ds
+
∫ t
r
DrZ(s)dB(s) + Z(r).
Letting r → t−, we get that Z(t) = DtY (t). Thus, to find Z(t) we only need to compute
DtY (t). We shall use the expression (7.8) for Y (t) and the identity
DtE[F |Ft] = E[DtF |Ft] .
We also notice that DtΓ(t, T ) = Γ(t, T )β1(t). Then
Z(t) = E[(DtξΓ(t, T ) + ξΓ(t, T )β1(t) +
∫ T
t
Γ(t, s)β1(t){α2(s)Y (s)
+ β2(s)Z(s) +
∫
R0
η2(s, ζ)K(s, ζ)ν(dζ) + γ(s)}ds] .
Taking the expectation, we have
Z(t) = E[DtξΓ(t, T ) + β1(t)E(ξΓ(t, T )) +
∫ T
t
E(Γ(t, s))β1(t){α2(s)Y (s)
+ β2(s)Z(s) +
∫
R0
η2(s, ζ)K(s, ζ)ν(dζ) + γ(s)}ds]. (7.13)
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Similarly, we have K(t, ζ) = Dt,ζY (t) which yields
K(t, ζ) = E[(Dt,ζξΓ(t, T ) + ξΓ(t, T )η1(t, ζ) +
∫ T
t
Γ(t, s)η1(t, ζ){α2(s)Y (s)
+ β2(s)Z(s) +
∫
R0
η2(s, ζ)K(s, ζ)ν(dζ) + γ(s)}ds)|Ft] .
Taking the expectation yields
K(t, ζ) = E[Dt,ζξΓ(t, T ) + ξΓ(t, T )η1(t, ζ) +
∫ T
t
Γ(t, s)η1(t, ζ){α2(s)Y (s) (7.14)
+β2(s)Z(s) +
∫
R0
η2(s, ζ)K(s, ζ)ν(dζ) + γ(s)}ds] .
Equations (7.12), (7.13) and (7.14) can be used to obtain Y¯ , Z¯, K¯. In fact, we let
V (t) =
 V1(t)V2(t)
V3(t, ζ)
 =
 Y (t)Z(t)
K(t, ζ)
 ∈ L2 × L2 ×H2ν ,
and
A(t, s, ζ) = (Aij(t, s, ζ))1≤i,j≤3 (7.15)
=
 exp{∫ st α1(r)dr}α2(s) exp{∫ st α1(r)dr}β2(s) exp{∫ st α1(r)dr}η2(s, ζ)exp{∫ s
t
α1(r)dr}β1(t)α2(s) exp{
∫ s
t
α1(r)dr}β1(t)β2(s) exp{
∫ s
t
α1(r)dr}β1(t)η2(s, ζ)
exp{∫ s
t
α1(r)dr}η1(t, ζ)α2(s) exp{
∫ s
t
α1(r)dr}η1(t, ζ)β2(s) exp{
∫ s
t
α1(r)dr}η1(t, ζ)η2(s, ζ)
 .
Define a mapping A = AT from V = (V1, V2, V3)
T ∈ L2 × L2 ×H2ν to itself by
(AV )i(t, ζ) =
2∑
j=1
∫ T
t
Aij(t, s)Vj(s)ds+
∫ T
t
∫
R0
Ai3(t, s, ζ)V3(s, ζ)ν(dζ) ds. (7.16)
Then (7.12), (7.13) and (7.14) can be written as
V = F + AV , (7.17)
where
F (t, ζ) =
 E(ξΓ(t, T )) +
∫ T
t
γ(s)ds
E[DtξΓ(t, T ) + β1(t)ξΓ(t, T )] +
∫ T
t
γ(s)ds
E[Dt,ζξΓ(t, T ) + ξΓ(t, T )η1(t, ζ)] +
∫ T
t
γ(s)ds
 . (7.18)
Note that the operator norm of A, ||A||, is less than 1 if t is close enough to T . Therefore
there exists δ > 0 such that ||A|| < 1 if we restrict the operator to the interval [T − δ, T ] for
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some δ > 0 small enough. In this case the linear equation equation (7.17) can now be solved
easily as follows:
(I − A)V = F ,
or
V = (I − A)−1F =
∞∑
n=0
AnF ; t ∈ [T − δ, T ]. (7.19)
Next, using V (T − δ) as the terminal value of the corresponding BSDE in the interval
[T − 2δ, T − δ] and repeating the argument above, we find that there exists a solution V of
the BSDE in this interval, given by the equation
V (t, ζ) = V (T − δ, ζ) + AT−δ(t, ·, ζ)V (·); T − 2δ ≤ t ≤ T − δ. (7.20)
Proceeding by induction we end up with a solution on the whole interval [0, T ]. We summarise
this as follows:
Theorem 7.4 (Closed formula [3]) Assume that α1(t), α2(t), β1(t), β2(t), η1(t, ·), η2(t, ·) are
given bounded deterministic functions and that γ(t) is F-adapted and ξ ∈ L2 (Ω,FT ). Then
the component Y (t) of the solution of the linear mean-field BSDE (7.7) can be written on its
closed formula as follows
Y (t) = E[(ξΓ(t, T )+
∫ T
t
Γ(t, s){(α2(s), β2(s), η2(s, ζ))V (s) + γ(s)}ds)|Ft], t ∈ [0, T ] , P-a.s.,
(7.21)
where
Γ(t, s) = exp{∫ s
t
β1(r)dB(r) +
∫ s
t
(α1(r)− 12(β1(r))2)dr
+
∫ s
t
∫
R0
(ln(1 + η1(r, ζ))− η1(r, ζ))ν(dζ)dr
+
∫ s
t
∫
R0
(ln(1 + η1(r, ζ))N˜(dr, dζ)}.
and, inductively,
V (t, ζ) = V (T−kδ, ζ)+AT−kδ(t, ·, ζ)V (·); T−(k+1)δ ≤ t ≤ T−kδ; k = 0, 1, 2, ... (7.22)
Or, equivalently,
V (t, ζ) = (AT−kδ(t, ·, ζ))nV (T − kδ, ·); T − (k + 1)δ ≤ t ≤ T − kδ; k = 0, 1, 2, ...
where AS;S > 0 is given by (7.15) and V (T, ζ) = F .
7.2 Stochastic maximum principles via Hida-Malliavin calculus
Recall the two main methods of optimal control of systems described by Itoˆ- Le´vy processes:
• Dynamic programming and the Hamilton-Jacobi-Bellman (HJB) equation
This method was introduced by R. Bellman in the 1950’s, first in the deterministic
case.
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• The stochastic maximum principle
This method was established at around the same time by L. Pontryagin and his group
in the deterministic case.
The maximum principle was extended to the stochastic case by J.-M. Bismut for the
linear-quadratic case and for Brownian motion driven SDE’s (1976) and subsequently
further developed by A. Bensoussan, S. Peng, E. Pardoux and others (still for Brownian
motion driven SDE’s, 1980 -1990), and then by S. Rong and N.-C. Framstad, A. Sulem
& B. Øksendal (for jump diffusions, 1990 -).
Dynamic programming is efficient when applicable, but it requires that the system is
Markovian. The maximum principle has the advantage that it also applies to non-Markovian
SDE’s, but the drawback is the corresponding complicated BSDE for the adjoint processes.
The state of our system Xu(t) = X(t) satisfies the following SDE
dX(t) = b(t, X(t), u(t))dt+ σ(t, X(t), u(t))dB(t)
+
∫
R0
γ(t, X(t), u(t), ζ)N˜(dt, dζ); 0 ≤ t ≤ T,
X(0) = x0 ∈ R (constant),
(7.23)
where b(t, x, u) = b(t, x, u, ω) : [0, T ]×R×U ×Ω→ R, σ(t, x, u) = σ(t, x, u, ω) : [0, T ]×R×
U × Ω→ R and γ(t, x, u, ζ) =: [0, T ]× R× U × R0 × Ω→ R.
From now on we fix an open convex set U such that V ⊂ U and we assume that b, σ and γ
are continuously differentiable and admits uniformly bounded partial derivatives in U with
respect to x and u.
Moreover, we assume that the coefficients b, σ and γ are F-adapted, and uniformly Lipschitz
continuous with respect to x, in the sense that there is a constant C such that, for all
t ∈ [0, T ], u ∈ V, ζ ∈ R0, x, x′ ∈ R we have
|b (t, x, u)− b (t, x′, u)|2 + |σ (t, x, u)− σ (t, x′, u)|2
+
∫
R0
|γ (t, x, u, ζ)− γ (t, x′, u, ζ)|2 ν(dζ) ≤ C |x− x′|2 , a.s.
Under this assumption, there is a unique solution X ∈ S2 to the equation (7.23), such that
X(t) = x0 +
∫ t
0
b(s,X(s), u(s))ds+
∫ t
0
σ(s,X(s), u(s))dB(s)
+
∫ t
0
∫
R0
γ(s,X(s), u(s), ζ)N˜(ds, dζ); 0 ≤ t ≤ T.
For a given set A of admissible contyrols, the performance functional has the form
J(u) = E[
∫ T
0
f(t, X(t), u(t))dt+ g(X(T ))], u ∈ A, (7.24)
with given functions f : [0, T ] × R × U × Ω → R and g : Ω × R → R, assumed to be
F-adapted and FT -measurable, respectively, and continuously differentiable with respect to
x and u with bounded partial derivatives in U .
Suppose that uˆ is an optimal control. Fix τ ∈ [0, T ), 0 < ǫ < T − τ and a bounded Fτ -
measurable v and define the spike perturbed uǫ of the optimal control uˆ by
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uǫ(t) =
{
uˆ(t); t ∈ [0, τ) ∪ (τ + ǫ, T ],
v; t ∈ [τ, τ + ǫ].
Let Xǫ(t) := Xu
ǫ
(t) and Xˆ(t) := X uˆ(t) be the solutions of (7.23) corresponding to u = uǫ
and u = uˆ, respectively.
Define
Zǫ(t) := Xǫ(t)− Xˆ(t); t ∈ [0, T ]. (7.25)
Then by the mean value theorem 1, we can write
bǫ(t)− bˆ(t) = ∂b˜
∂x
(t)Zǫ(t) + ∂b˜
∂u
(t)(uǫ(t)− uˆ(t)),
where
bǫ(t) = b(t, Xǫ(t), uǫ(t)), bˆ(t) = b(t, Xˆ(t), uˆ(t)),
and
∂b˜
∂x
(t) = ∂b
∂x
(t, x, u)x=X˜(t),u=u˜(t),
and
∂b˜
∂u
(t) = ∂b
∂u
(t, x, u)x=X˜(t),u=u˜(t).
Here (u˜(t), X˜(t)) is a point on the straight line between (uˆ(t), Xˆ(t)) and (uǫ(t), Xǫ(t)). With
a similar notation for σ and γ, we get
Zǫ(t) =
∫ t
τ
{ ∂b˜
∂x
(s)Zǫ(s) + ∂b˜
∂u
(s)(uǫ(s)− uˆ(s))}ds+
∫ t
τ
{∂σ˜
∂x
(s)Zǫ(s) + ∂σ˜
∂u
(s)(uǫ(s)− uˆ(s))}dB(s)
+
∫ t
τ
∫
R0
{∂γ˜
∂x
(s, ζ)Zǫ(s) + ∂γ˜
∂u
(s, ζ)(uǫ(s)− uˆ(s))}N˜(ds, dζ); τ ≤ t ≤ τ + ǫ, (7.27)
and
Zǫ(t) =
∫ t
τ+ǫ
∂b˜
∂x
(s)Zǫ(s)ds+
∫ t
τ+ǫ
∂σ˜
∂x
(s)Zǫ(s)dB(s)
+
∫ t
τ+ǫ
∫
R0
∂γ˜
∂x
(s, ζ)(s)Zǫ(s)N˜(ds, dζ); τ + ǫ ≤ t ≤ T.
On other words,{
dZǫ(t) = { ∂b˜
∂x
(t)Zǫ(t) + ∂b˜
∂u
(t)(v − uˆ(t))}dt+ {∂σ˜
∂x
(t)Zǫ(t) + ∂σ˜
∂u
(t)(v − uˆ(t))}dB(t)
+
∫
R0
{∂γ˜
∂x
(t, ζ)Zǫ(t) + ∂γ˜
∂u
(t, ζ)(v − uˆ(t))}N˜(dt, dζ); τ ≤ t ≤ τ + ǫ,
(7.28)
1Recall that if a function f is continuously differentiable on an open convex set U ⊂ Rn and continuous
on the closure U¯ , then for all x, y ∈ U¯ there exists a point x˜ on the straight line connecting x and y such
that
f(y)− f(x) = f ′(x˜)(y − x) :=
n∑
i=1
∂f
∂xi
(x˜)(yi − xi) (7.26)
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and
dZǫ(t) = ∂b˜
∂x
(t)Zǫ(t)dt+ ∂σ˜
∂x
(t)Zǫ(t)dB(t) +
∫
R0
∂γ˜
∂x
(t, ζ)Zǫ(t)N˜(dt, dζ); τ + ǫ ≤ t ≤ T.
(7.29)
Remark 7.5
1. Note that since the process
η(t) :=
∫ t
0
∫
R0
ζN˜(ds, dζ); t ≥ 0
is a Le´vy process, we know that for every given (deterministic) time t ≥ 0 the probability
that η jumps at t is 0. Hence, for each t, the probability that X makes jump at t is
also 0. Therefore we have
Zǫ(τ) = 0 a.s.
2. We remark that the equations (7.28)− (7.29) are linear SDE and then by our assump-
tions on the coefficients, they admit a unique solution.
Let R denote the set of (Borel) measurable functions r : R0 → R and define the Hamiltonian
H : [0, T ]× R× U × R× R×R× Ω→ R, to be
H(t, x, u, p, q, r) := H(t, x, u, p, q, ω) = f(t, x, u) + b(t, x, u)p
+ σ(t, x, u)q +
∫
R0
γ(t, x, u, ζ)r(ζ)ν(dζ). (7.30)
Let (pǫ, qǫ, rǫ) ∈ S2 × L2 × L2ν be the solution of the following associated adjoint BSDE:{
dpǫ(t) = −∂H˜
∂x
(t)dt+ qǫ(t)dB(t) +
∫
R0
rǫ(t, ζ)N˜(dt, dζ); t ∈ [0, T ],
pǫ(T ) = ∂g˜
∂x
(X˜(T )),
(7.31)
where
∂H˜
∂x
(t) = ∂f˜
∂x
(t) + ∂b˜
∂x
(t)pǫ(t) + ∂σ˜
∂x
(t)qǫ(t) +
∫
R0
∂γ˜
∂x
(t, ζ)rǫ(t, ζ)ν(dζ).
Lemma 7.6 [4] The following holds,
Zǫ(t)→ 0 as ǫ→ 0+; for all t ∈ [τ, T ]. (7.32)
(pǫ, qǫ, rǫ)→ (pˆ, qˆ, rˆ) when ǫ→ 0+, (7.33)
where (pˆ, qˆ, rˆ) is the solution of the BSDE{
dpˆ(t) = −∂Hˆ
∂x
(t)dt+ qˆ(t)dB(t) +
∫
R0
rˆ(t, ζ)N˜(dt, dζ); t ∈ [0, T ],
pˆ(T ) = ∂g
∂x
(Xˆ(T )).
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Proof. By the Itoˆ formula, we see that the solutions of the equations (7.28)− (7.29) , are
Zǫ(t) = Zǫ(τ + ǫ) exp(
∫ t
τ+ǫ
{ ∂b˜
∂x
(s)− 1
2
(∂σ˜
∂x
(s))2 +
∫
R0
[log(1 + ∂γ˜
∂x
(s, ζ))− ∂γ˜
∂x
(s, ζ)]ν(dζ)}ds
+
∫ t
τ+ǫ
∂σ˜
∂x
(s)dB(s) +
∫ t
τ+ǫ
∫
R0
log(1 + ∂γ˜
∂x
(s, ζ))N˜(ds, dζ)); τ + ǫ ≤ t ≤ T.
(7.34)
and
Zǫ(t) = Υ(t)−1[
∫ t
0
Υ(s)( ∂b˜
∂u
(s)(uǫ(s)− uˆ(s))
+
∫
R0
(
1
1+
∂γ˜
∂x
(s,ζ)
− 1
)
∂γ˜
∂u
(s, ζ)(v − uˆ(s))ν(dζ))ds+ ∫ t
0
Υ(s)∂σ˜
∂u
(s)(v − uˆ(s))dB(s)
+
∫ t
0
∫
R0
Υ(s)
( ∂γ˜
∂u
(s,ζ)(v−uˆ(s))
1+
∂γ˜
∂x
(s,ζ)
− 1
)
N˜(ds, dζ)]; τ ≤ t ≤ τ + ǫ,
(7.35)
where 
dΥ(t) = Υ(t−)
[
− ∂b˜
∂x
(t) + (∂σ˜
∂x
(t)(uǫ(t)− uˆ(t)))2
+
∫
R0
{
1
1+
∂γ˜
∂x
(t,ζ)
− 1 + ∂γ˜
∂x
(t, ζ)
}
ν(dζ)dt− ∂σ˜
∂x
(t)dB(t)
+
∫
R0
(
1
1+
∂γ˜
∂x
(t,ζ)
− 1
)
N˜(dt, dζ)
]
; τ ≤ t ≤ τ + ǫ,
Υ(0) = 1.
From (7.35) we see that Zǫ(τ + ǫ) → 0 as ǫ → 0+, and then from (7.34) we deduce that
Zǫ(t)→ 0 as ǫ→ 0+, for all t.
The BSDE (7.31) is linear, and we can write the solution explicitly as follows:
pǫ(t) = E[Γ(T )
Γ(t)
∂g˜
∂x
(X˜(T )) +
∫ T
t
Γ(s)
Γ(t)
∂f˜
∂x
(s)ds|Ft]; t ∈ [0, T ], (7.36)
where Γ(t) ∈ S2 is the solution of the linear SDE{
dΓ(t) = Γ(t−)[ ∂b˜
∂x
(t)dt+ ∂σ˜
∂x
(t)dB(t) +
∫
R0
∂γ˜
∂x
(t, ζ)N˜(dt, dζ)]; t ∈ [0, T ],
Γ(0) = 1.
From this, we deduce that pǫ(t)→ pˆ(t), qǫ(t)→ qˆ(t) and rǫ(t, ζ)→ rˆ(t, ζ) as ǫ→ 0+.
We now state and prove the main result of this part.
Theorem 7.7 (Necessary maximum principle [4]) Suppose uˆ ∈ A is maximizing the
performance (7.24). Then for all t ∈ [0, T ) and all bounded Ft-measurable v ∈ V , we have
∂H
∂u
(t, Xˆ(t), uˆ(t))(v − uˆ(t)) ≤ 0.
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Proof. Consider
J(uǫ)− J(uˆ) = I1 + I2, (7.37)
where
I1 = E
[ ∫ T
τ
{f(t, Xǫ(t), uǫ(t))− f(t, Xˆ(t), uˆ(t))}dt
]
, (7.38)
and
I2 = E[g(X
ǫ(T ))− g(Xˆ(T ))]. (7.39)
By the mean value theorem, we can write
I1 = E
[ ∫ τ+ǫ
τ
{∂f˜
∂x
(t)Zǫ(t) + ∂f˜
∂u
(t)(uǫ(t)− uˆ(t))}dt+
∫ T
τ+ǫ
∂f˜
∂x
(t)Zǫ(t)dt
]
, (7.40)
and, applying the Itoˆ formula to pǫ(t)Zǫ(t) and by (7.31) , (7.28) and (7.29), we have
I2 = E
[
∂g˜
∂x
(X˜(T ))Zǫ(T )] = E[pǫ(T )Zǫ(T )
]
= E[pǫ(τ + ǫ)Zǫ(τ + ǫ)]
+ E
[ ∫ T
τ+ǫ
pǫ(t)dZǫ(t) +
∫ T
τ+ǫ
Zǫ(t)dpǫ(t) +
∫ T
τ+ǫ
d 〈pǫ, Zǫ〉 (t)
]
= E
[
pǫ(τ + ǫ)(
∫ τ+ǫ
τ
{ ∂b˜
∂x
(t)Zǫ(t) + ∂b˜
∂u
(t)(uǫ(t)− uˆ(t))}dt
+
∫ τ+ǫ
τ
{∂σ˜
∂x
(t)Zǫ(t) + ∂σ˜
∂u
(t)(uǫ(t)− uˆ(t))}dB(t)
+
∫ τ+ǫ
τ
∫
R0
{∂γ˜
∂x
(t, ζ)Zǫ(t) + ∂γ˜
∂u
(t, ζ)(uǫ(t)− uˆ(t))}N˜(dt, dζ))
]
+ E
[ ∫ T
τ+ǫ
{pǫ(t) ∂b˜
∂x
(t)Zǫ(t)− ∂H˜
∂x
(t)Zǫ(t) + qǫ(t)∂σ˜
∂x
(t)Zǫ(t)
+
∫
R0
rǫ(t, ζ)∂γ˜
∂x
(t, ζ)Zǫ(t)ν(dζ)}dt
]
. (7.41)
Using the generalized duality formula, we get
I2 = E
[ ∫ τ+ǫ
τ
{pǫ(τ + ǫ)( ∂b˜
∂x
(t)Zǫ(t) + ∂b˜
∂u
(t)(uǫ(t)− uˆ(t)))
+ E[Dtp
ǫ(τ + ǫ)|Ft](∂σ˜∂x(t)Zǫ(t) + ∂σ˜∂u(t)(uǫ(t)− uˆ(t)))
+
∫
R0
E[Dt,ζp
ǫ(τ + ǫ)|Ft]{∂γ˜∂x(t, ζ)Zǫ(t) + ∂γ˜∂u(t, ζ)(uǫ(t)− uˆ(t))}ν(dζ)}dt
]
− E
[ ∫ T
τ+ǫ
∂f˜
∂x
(t)Zǫ(t)dt
]
, (7.42)
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where by the definition of H (7.30)
∂f˜
∂x
(t) = ∂H˜
∂x
(t)− ∂b˜
∂x
(t)pǫ(t)− ∂σ˜
∂x
(t)qǫ(t)− ∫
R0
∂γ˜
∂x
(t, ζ)rǫ(t, ζ)ν(dζ).
Summing (7.40) and (7.42), we obtain
I1 + I2 = E[
∫ τ+ǫ
τ
{∂f˜
∂x
(t) + pǫ(τ + ǫ) ∂b˜
∂x
(t) + E[Dtp
ǫ(τ + ǫ)|Ft]∂σ˜∂x (t)
+
∫
R0
E[Dt,ζp
ǫ(τ + ǫ)|Ft]∂γ˜∂x(t, ζ)ν(dζ)}Zǫ(t)dt]
+E[
∫ τ+ǫ
τ
{∂f˜
∂u
(t) + pǫ(τ + ǫ) ∂b˜
∂u
(t) + E[Dtp
ǫ(τ + ǫ)|Ft]∂σ˜∂u(t)
+
∫
R0
E[Dt,ζp
ǫ(τ + ǫ)|Ft]∂γ˜∂u(t, ζ)ν(dζ)}(uǫ(t)− uˆ(t))dt].
(7.43)
By the estimate of Zǫ (7.32), we get
lim
ǫ→0+
Xǫ(t) = Xˆ(t); for all t ∈ [τ, T ], (7.44)
and by (7.33) we have
pǫ(t)→ pˆ(t), qǫ(t)→ qˆ(t) and rǫ(t, ζ)→ rˆ(t, ζ) when ǫ→ 0+, (7.45)
where (pˆ, qˆ, rˆ) solves the BSDE{
dpˆ(t) = −∂Hˆ
∂x
(t)dt+ qˆ(t)dB(t) +
∫
R0
rˆ(t, ζ)N˜(dt, dζ); τ ≤ t ≤ T,
pˆ(T ) = ∂g
∂x
(Xˆ(T )).
(7.46)
Using the above and the assumption that uˆ is optimal, we get
0 ≥ lim
ǫ→0+
1
ǫ
(J(uǫ)− J(uˆ))
= E[{∂f
∂u
(τ, Xˆ(τ), uˆ(τ)) + pˆ(τ) ∂b
∂u
(τ, Xˆ(τ), uˆ(τ)) + E[Dτ pˆ(τ
+)|Ft]∂σ∂u(τ, Xˆ(τ), uˆ(τ))
+
∫
R0
E[Dτ,ζ pˆ(τ
+)|Ft]∂γ∂u(τ, Xˆ(τ), uˆ(τ), ζ)ν(dζ)}(v − uˆ(τ))],
where, by Theorem 7.3,
E[Dτ pˆ(τ
+)|Ft] = lim
ǫ→0+
E[Dτ pˆ(τ + ǫ)|Ft] = qˆ(τ),
E[Dτ,ζ pˆ(τ
+)|Ft] = lim
ǫ→0+
E[Dτ,ζ pˆ(τ + ǫ)|Ft] = rˆ(τ, ζ).
Hence
E[∂H
∂u
(τ, Xˆ(τ), uˆ(τ))(v − uˆ(τ))] ≤ 0.
Since this holds for all bounded Fτ -measurable v, we conclude that
∂H
∂u
(τ, Xˆ(τ), uˆ(τ))(v − uˆ(τ)) ≤ 0 for all v.

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7.2.1 Example [4]
We now illustrate Theorem 7.7 by applying it to a linear-quadratic stochastic control problem
with a constraint, as follows:
Consider a controlled SDE of the form{
dX(t) = u(t)dt+ σdB(t) +
∫
R0
γ(ζ)N˜(dt, dζ); t ∈ [0, T ],
X(0) = x0 ∈ R.
Here u ∈ A is our control process (see below) and σ and γ is a given constant in R and
function from R0 into R, respectively, with∫
R0
γ2(ζ)ν(dζ) <∞.
We want to control this system in such a way that we minimize its value at the terminal
time T with a minimal average use of energy, measured by the integral E[
∫ T
0
u2(t)dt] and
we are only allowed to use nonnegative controls. Thus we consider the following constrained
optimal control problem:
Problem 7.8 Find uˆ ∈ A (the set of admissible controls) such that
J(uˆ) = supu∈AJ(u),
where
J(u) = E
[
− 1
2
X2(T )− 1
2
∫ T
0
u2(t)dt
]
,
and A is the set of predictable processes u such that u(t) ≥ 0 for all t ∈ [0, T ] and
E
[ ∫ T
0
u2(t)dt
]
<∞.
Thus in this case the set V of admissible control values is given by V = [0,∞) and we can
use U = V . The Hamiltonian is given by
H(t, x, u, p, q, r) = −1
2
u2 + up+ σq +
∫
R0
γ(ζ)r(ζ)ν(dζ),
the adjoint BSDE for the optimal adjoint variables pˆ, qˆ, rˆ is given by{
dpˆ(t) = qˆ(t)dB(t) +
∫
R0
rˆ(t, ζ)N˜(dt, dζ); t ∈ [0, T ],
pˆ(T ) = −Xˆ(T ).
Hence
pˆ(t) = −E[Xˆ(T )|Ft]. (7.47)
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Theorem 7.7 states that if uˆ is optimal, then
(−uˆ(t) + pˆ(t))(v − uˆ(t)) ≤ 0; for all v ≥ 0.
From this we deduce that {
(i) if uˆ(t) = 0, then uˆ(t) ≥ pˆ(t),
(ii) if uˆ(t) > 0, then uˆ(t) = pˆ(t).
Thus we see that we always have uˆ(t) ≥ max{pˆ(t), 0}. We claim that in fact we have equality,
i.e. that
uˆ(t) = max{pˆ(t), 0} = max{−E[Xˆ(T )|Ft], 0}.
To see this, suppose the opposite, namely that
uˆ(t) > max{pˆ(t), 0}.
Then in particular uˆ(t) > 0, which by (ii) above implies that uˆ(t) = pˆ(t), a contradiction.
We summarize what we have proved as follows:
Theorem 7.9 [4] Suppose there is an optimal control uˆ ∈ A for Problem 7.8. Then
uˆ(t) = max{pˆ(t), 0} = max{−E[Xˆ(T )|Ft], 0},
where (pˆ, Xˆ) is the solution of the coupled forward-backward SDE system given by{
dXˆ(t) = max{pˆ(t), 0}dt+ σdB(t) + ∫
R0
γ(ζ)N˜(dt, dζ); t ∈ [0, T ],
Xˆ(0) = x0 ∈ R,{
dpˆ(t) = qˆ(t)dB(t) +
∫
R0
rˆ(t, ζ)N˜(dt, dζ); t ∈ [0, T ],
pˆ(T ) = −Xˆ(T ).
Remark 7.10 For comparison, in the case when there are no constraints on the control u,
we get from the well-known solution of the classical linear-quadratic control problem (see e.g.
Øksendal [28], Example 11.2.4) that the optimal control u∗ is given in feedback form by
u∗(t) = − Xˆ(t)
T + 1− t ; t ∈ [0, T ].
EXERCISE
1. Let X(t) satisfy the equation
dX(t) = (b0(t) + b1(t)X(t))dt+ (σ0(t) + σ1(t)X(t))dB(t)
+
∫
R0
(γ0 (t, ζ) + γ1 (t, ζ)X(t))N˜(dt, dζ)]; t ∈ [0, T ] ,
X(0) = x0,
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for given F-predictable processes b0n(t), b1(t), σ0(t), σ1(t), γ0 (t, ζ) , γ1 (t, ζ) with γi (t, ζ) ≥
−1 for i = 0, 1.
Suppose
Υ(t) = exp
[ ∫ t
0
(−b1(s) + 12σ21(s)−
∫
R0
{log(1 + γ1 (s, ζ))− γ1 (s, ζ)}ν(dζ))ds
−
∫ t
0
σ1(s)dB(s) +
∫ t
0
∫
R0
log(1 + γ1 (s, ζ))N˜(ds, dζ)
]
; t ∈ [0, T ] .
Then the unique solution X(t) is given by
X(t) = Υ(t)−1
[
x0 +
∫ t
0
Υ(s)(b0(s) +
∫
R0
( 1
1+γ1(s,ζ)
− 1)γ0(s, ζ)ν(dζ))ds
+
∫ t
0
Υ(s)σ0(s)dB(s) +
∫ t
0
∫
R0
Υ(s)( γ0(s,ζ)
1+γ1(s,ζ)
)N˜(ds, dζ)
]
; t ∈ [0, T ] .
2. Suppose that Y (t) satisfies the linear BSDE
dY (t) = −[α(t)Y (t) + β(t)Z(t) + ∫
R0
η(t, ζ)K(t, ζ)ν(dζ) + γ(t)]dt
+ Z(t)dB(t) +
∫
R0
K(t, ζ)N˜(dt, dζ) ,
Y (t) = ξ.
Prove that the component of the solution Y (t) can be written on its closed formula as
Y (t) = E
[
(ξΓ(t, T ) +
∫ T
t
Γ(t, s)γ(s)ds)|Ft
]
, t ∈ [0, T ] ,
where Γ(t, s) is the solution of the following linear sde{
dΓ(t, s) = Γ(t, s−)[α(t)dt+ β(t)dB(t) +
∫
R0
η(t, ζ)N˜(dt, dζ)], s ∈ [t, T ] ,
Γ(t, t) = 1 .
7.3 Stochastic Volterra integral equations (SVIEs)
In the following we put △ := {(t, s) ∈ [0, T ]2 : t ≤ s}. We define the following spaces:
• L2y consists of the F-adapted ca`dla`g processes Y : [0, T ] × Ω → R equipped with the
norm
‖ Y ‖2L2y := E[
∫ T
0
|Y (t)|2dt] <∞.
• L2z consists of the F-predictable processes
Z : △× Ω→ R,
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such that E[
∫ T
0
∫ T
t
|Z(t, s)|2 dsdt] < ∞ with s 7→ Z(t, s) being F-predictable on [t, T ].
We equip L2z with the norm
‖ Z ‖2L2z := E
[ ∫ T
0
∫ T
t
|Z(t, s)|2 dsdt
]
.
• L2ν consists of all Borel functions K : R0 → R, such that
‖ K ‖2L2ν :=
∫
R0
K(t, s, ζ)2ν(dζ) <∞.
• H2ν consists of F-predictable processes K : △× R0 × Ω→ R, such that
E[
∫ T
0
∫ T
t
∫
R0
|K(t, s, ζ)|2ν(dζ)dsdt] <∞
and s 7→ K (t, s, ·) being F-predictable on [t, T ]. We equip H2ν with the norm
‖ K ‖2H2ν := E[
∫ T
0
∫ T
t
∫
R0
|K(t, s, ζ)|2ν(dζ)dsdt].
• Let L2FT [0, T ] be the space of all processes ψ : [0, T ]× Ω→ R and ψ is FT -measurable
for all t ∈ [0, T ], such that
||ψ||2L2
FT
[0,T ] = E
[ ∫ T
0
|ψ(t)|2dt
]
<∞.
• L2
F
[0, T ] is the space of all ψ ∈ L2FT [0, T ] that are F-adapted.
Let us start by motivating what is a forward SVIE and then we will go to the BSVIE.
7.3.1 A motivating example
Stochastic Volterra integral equations (SVIEs) are a special type of integral equations. They
represent interesting models for stochastic dynamics with memory, with applications to e.g.
• engineering,
• biology (e.g. population dynamics) and
• finance.
Moreover, they are useful tools for studying
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• fractional Brownian motion,
• stochastic differential equations with delay and
• stochastic partial differential equations.
For example, let Xu(t) = X(t) be a given cash flow, modelled by the following stochastic
Volterra integral equation:
X(t) = x0 +
∫ t
0
[b0(t, s)X(s)− u(s)]ds+
∫ t
0
σ0(s)X(s)dB(s)
+
∫ t
0
∫
R0
γ0 (s, ζ)X(s)N˜(ds, dζ); t ≥ 0, (7.48)
or, in differential form,
dX(t) = [b0(t, t)X(t)− u(t)]dt+ σ0(t)X(t)dB(t)
+
∫
R0
γ0 (t, ζ)X(t)N˜(dt, dζ) + (
∫ t
0
∂b0
∂t
(t, s)X(s)ds)dt; t ≥ 0.
X(0) = x0.
(7.49)
We see that the dynamics of X(t) contains a history (or memory) term represented by the
ds-integral.
We assume that b0(t, s), σ0(s) and γ0 (s, ζ) are given deterministic functions of t, s, and
ζ , with values in R, and that b0(t, s) is continuously differentiable with respect to t for each
s. For simplicity we assume that these functions are bounded, and we assume that there
exists ε > 0 such that γ0(s, ζ) ≥ −1+ε for all s, ζ and the initial value x0 ∈ R. Let A denote
the set of asmissible controls u. We want to solve the following maximisation problem:
Problem 7.11 Find uˆ ∈ A, such that
sup
u
J(u) = J(uˆ), (7.50)
where
J(u) = E[θX(T ) +
∫ T
0
log(u(t))dt], (7.51)
θ = θ(ω) being a given FT -measurable random variable.
We will return to this example after some general theory on optimal control of SVIEs.
7.3.2 Backward stochastic Volterra integral equations (BSVIEs)
Recall that the BSDE (Y, Z,K)
−dY (t) = F (t, Y (t), Z(t), K(t, ·))dt− Z(t)dB(t)
− ∫
R0
K(t, ζ)N˜(dt, dζ), Y (T ) = ς,
is equivalent to
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Y (t) = ς +
∫ T
t
F (s, Y (s), Z(s), K(s, ·))ds−
∫ T
t
Z(s)dB(s) (7.52)
−
∫ T
t
∫
R0
K(s, ζ)N˜(ds, dζ).
The corresponding BSVIE has the form
Y (t) = ξ(t) +
∫ T
t
F (t, s, Y (s), Z(t, s), K(t, s, ·))ds
− ∫ T
t
Z(t, s)dB(s)− ∫ T
t
∫
R0
K(t, s, ζ)N˜(ds, dζ).
(7.53)
7.3.3 Representation of solutions of BSVIE
Theorem 7.12 [6] Suppose that F, Y, Z and K are given ca`dla`g adapted processes which
satisfy a BSVIE of the form
Y (t) = ξ(t) +
∫ T
t
F (t, s, Y (s), Z(t, s), K(t, s, ·))ds
− ∫ T
t
Z(t, s)dB(s)− ∫ T
t
∫
R0
K(t, s, ζ)N˜(ds, dζ).
Then for a.a. t and ζ the following holds:
Z(t, s) = DtY (t
+) := lim
ε→0+
DtY (t+ ε) (limit in (S)∗),
Z(t, s) = E[DtY (t
+)|Ft] := lim
ε→0+
E[DtY (t + ε)|Ft] (limit in L2(P )),
and
K(t, s, ζ) = Dt,ζY (t
+) := lim
ε→0+
Dt,ζY (t+ ε) (limit in (S)∗),
K(t, s, ζ) = E[Dt,ζY (t
+)|Ft] := lim
ε→0+
E[Dt,ζY (t+ ε)|Ft] (limit in L2(P )).
7.3.4 Closed formula for linear BSVIE
Consider now the linear form. Let (Φ(t, s), 0 ≤ t < s ≤ T ) and (ξ(s), β(s, ζ); 0 ≤ s ≤ T , ζ ∈
R0) be given (deterministic) measurable functions of t, s, and ζ , with values in R0. For
simplicity we assume that these functions are bounded, and we assume that there exists ε > 0
such that β(s, ζ) ≥ −1 + ε for all s, ζ . We consider the following linear backward stochastic
Volterra integral equations in the unknown process triplet (Y (t), Z(t, s), K(t, s, ζ)):
Y (t) = F (t) +
∫ T
t
[
Φ(t, s)Y (s) + ξ(s)Z(t, s) +
∫
R0
β(s, ζ)K(t, s, ζ)ν(dζ)
]
ds
− ∫ T
t
Z(t, s)dB(s)− ∫ T
t
∫
R0
K(t, s, ζ)N˜(ds, dζ) ,
(7.54)
where 0 ≤ t ≤ T and N˜(dt, dζ) = N(dt, dζ)− ν(dζ)dt is the compensated Poisson random
measure.
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To this end, we define the probability measure Q by
dQ =M(T )dP on FT , (7.55)
where
M(t) := exp
(∫ t
0
ξ(s)dB(s)− 1
2
∫ t
0
ξ2(s)ds+
∫ t
0
∫
R0
ln(1 + β(s, ζ))N˜(ds, dζ)
+
∫ t
0
∫
R0
{ln(1 + β(s, ζ))− β(s, ζ)}ν(dζ)ds
)
; 0 ≤ t ≤ T. (7.56)
Then under the new probability measure Q the process
BQ(t) := B(t)−
∫ t
0
ξ(s)ds , 0 ≤ t ≤ T . (7.57)
is a Brownian motion, and the random measure
N˜Q(dt, dζ) := N˜(dt, dζ)− β(t, ζ)ν(dζ)dt (7.58)
is the Q-compensated Poisson random measure of N(·, ·), in the sense that the process
N˜γ(t) :=
∫ t
0
∫
R0
γ(s, ζ)N˜Q(ds, dζ)
is a local Q-martingale, for all predictable processes γ(t, ζ) such that∫ T
0
∫
R0
γ2(t, ζ)β2(t, ζ)ν(dζ)dt <∞. (7.59)
We also introduce, for 0 ≤ t ≤ r ≤ T ,
Φ(1)(t, r) = Φ(t, r) , Φ(2)(t, r) =
∫ r
t
Φ(t, s)Φ(s, r)ds,
and inductively
Φ(n)(t, r) =
∫ r
t
Φ(n−1)(t, s)Φ(s, r)ds , n = 3, 4, · · · . (7.60)
Remark 7.13 Note that if |Φ(t, r)| ≤ C (constant) for all t, r, then by induction
|Φ(n)(t, r)| ≤ C
nT n
n!
for all t, r, n. Hence,
∞∑
n=1
|Φ(n)(t, r)| <∞
for all t, r.
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Theorem 7.14 [18] Put
Ψ(t, r) =
∞∑
n=1
Φ(n)(t, r) . (7.61)
Then we have the following explicit form of the solution triplet:
(i) The Y component of the solution triplet is given by
Y (t) = EQ
[
F (t)
∣∣∣Ft]+ ∫ T
t
Ψ(t, r)EQ
[
F (r)
∣∣∣Ft] dr
= EQ
[
F (t) +
∫ T
t
Ψ(t, r)F (r)dr
∣∣∣Ft] . (7.62)
(ii) The Z and K components of the solution triplet are given by the following:
Define
U(t) = F (t) +
∫ T
t
Φ(t, r)Y (r)dr − Y (t); 0 ≤ t ≤ T. (7.63)
Then Z(t, s) and K(t, s, ζ) can be expressed by the Hida-Malliavin derivatives Ds and
Ds,ζ with respect to B and N , respectively, as follows:
Z(t, s) = EQ[DsU(t)− U(t)
∫ T
s
Dsξ(r)dBQ(r)|Fs]; 0 ≤ t ≤ s ≤ T (7.64)
and
K(t, s, ζ) = EQ[U(t)(H˜s − 1) + H˜sDs,ζU(t)|Fs]; 0 ≤t ≤ s ≤ T, (7.65)
where
H˜s = exp
[ ∫ s
0
∫
R0
[Ds,xβ(r, x) + log(1− Ds,xβ(r, x)
1− β(r, x) )(1− β(r, x)]ν(dx)dr
+
∫ s
0
∫
R0
log(1− Ds,xβ(r, x)
1 − β(r, x) N˜Q(dr, dx)
]
. (7.66)
Proof. With the processes BQ and N˜Q defined in (7.57)-(7.58) we can eliminate the
unknowns Z(t, s) and K(t, s, ζ) inside the first integral in (7.54). More precisely, we can
rewrite equation (7.54) as
Y (t) = F (t) +
∫ T
t
Φ(t, s)Y (s)ds−
∫ T
t
Z(t, s)dBQ(s)−
∫ T
t
∫
R0
K(t, s, ζ)N˜Q(ds, dζ) , (7.67)
where 0 ≤ t ≤ T . Taking the conditional Q-expectation on Ft, we get
Y (t) = EQ
[
F (t) +
∫ T
t
Φ(t, s)Y (s)ds
∣∣Ft]
= F˜ (t, t) +
∫ T
t
Φ(t, s)EQ
[
Y (s)
∣∣Ft] ds , 0 ≤ t ≤ T . (7.68)
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Here, and in what follows, we denote
F˜ (t, s) = EQ
[
F (t)
∣∣Fs] . (7.69)
Fix r ∈ [0, t]. Taking the conditional Q-expectation on Fr of (7.68), we get
EQ [Y (t)|Fr] = F˜ (t, r) +
∫ T
t
Φ(t, s)EQ
[
Y (s)
∣∣Fr] ds , r ≤ t ≤ T
Denote
Y˜ (s) = EQ [Y (s)|Fr] , r ≤ s ≤ T .
Then the above equation can be written as
Y˜ (t) = F˜ (t, r) +
∫ T
t
Φ(t, s)Y˜ (s)ds , r ≤ t ≤ T .
Substituting Y˜ (s) = F˜ (s, r) +
∫ T
s
Φ(s, u)Y˜ (u)du in the above equation, we obtain
Y˜ (t) = F˜ (t, r) +
∫ T
t
Φ(t, s)
{
F˜ (s, r) +
∫ T
s
Φ(s, u)Y˜ (u)du
}
ds
= F˜ (t, r) +
∫ T
t
Φ(t, s)F˜ (s, r)ds+
∫ T
t
Φ(2)(t, u)Y˜ (u)du , r ≤ t ≤ T ,
By repeatedly using the above argument, we get
Y˜ (t) = F˜ (t, r) +
∞∑
n=1
∫ T
t
Φ(n)(t, u)F˜ (u, r)du
= F˜ (t, r) +
∫ T
t
Ψ(t, u)F˜ (u, r)du , (7.70)
where Ψ is defined by (7.61). Now substituting EQ(Y (s)|Ft) = Y˜ (s) (with r = t) into (7.68)
we obtain part (i) of the theorem. It remains to prove (7.64)-(7.65). By (7.67) we have
U(t) =
∫ T
t
Z(t, s)dBQ(s) +
∫ T
t
∫
R0
K(t, s, ζ)N˜Q(ds, dζ); 0 ≤ t ≤ s ≤ T. (7.71)
Note that by the Clark-Ocone formula under change of measure (see [21]), extended to
L2(FT , P ) as in [1], we get
Z(t, s) = EQ[DsU(t)− U(t)
∫ T
s
Dsξ(r)dBQ(r)|Fs]; t ≤ s ≤ T (7.72)
and
K(t, s, ζ) = EQ[U(t)(H˜s − 1) + H˜sDs,ζU(t)|Fs]; t ≤ s ≤ T (7.73)
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where
H˜s = exp
[ ∫ s
0
∫
R0
[Ds,xβ(r, x) + log
(
1− Ds,xβ(r, x)
1 − β(r, x)
)
(1− β(r, x))]ν(dx)dr
+
∫ s
0
∫
R0
log(1− Ds,xβ(r, x)
1 − β(r, x) N˜Q(dr, dx)
]
, (7.74)
as claimed. 
We illustrate our result by a specific example:
Example 7.15 [18] Let Φ(t, r) = ρ(r−t) for some bounded function ρ defined on the positive
half line and let Lρ(s) = ∫∞
0
e−stρ(t)dt be the Laplace transform of ρ. Then Φ(n)(t, r) =
ρn(r − t), where ρn =
n︷ ︸︸ ︷
ρ ∗ · · · ∗ ρ is the n fold convolution of ρ. The Laplace transform
Lρn(s) = (Lρ(s))n. Thus if Φ(t, r) = ρ(r − t), then
Ψ(t, r) = Ψ¯(r − t) ,
where the Laplace transform of Ψ¯ is
LΨ¯(s) =
∞∑
n=1
(Lρ(s))n = Lρ(s)
1− Lρ(s) .
In particular if ρ(x) = e−x, x > 0, then Lρ(s) = 1
1+s
, which implies that LΨ¯(s) = 1
s
. Thus
Ψ(x) = 1.
7.3.5 Smoothness of the solution triplet
It is of interest to study when the solution components Z(t, s), K(t, s, ζ) are smooth (C1)
with respect to t. Such smoothness properties are important in the study of optimal control.
It is also important in the numerical solutions. Using the explicit form of the solution triplet,
we can give sufficient conditions for such smoothness in the linear case.
Theorem 7.16 [18] Assume that ξ, β are deterministic and that F (t) and Φ(t, s) are C1
with respect to t satisfying
EQ
[ ∫ T
0
{∫ T
t
{
F 2(t) + Φ2(t, s) +
(
dF (t)
dt
)2
+
(
∂Φ(t, s)
∂t
)2 }
ds
}
dt
]
<∞. (7.75)
Then, for t < s ≤ T,
Z(t, s) = EQ[DsF (t) +
∫ T
t
Φ(t, r)DsY (r)dr|Fs], (7.76)
K(t, s, ζ) = EQ[Ds,ζF (t) +
∫ T
t
Φ(t, r)Ds,ζY (r)dr|Fs]. (7.77)
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In particular, we have
EQ
[∫ T
0
{∫ T
t
(
∂Z
∂t
(t, s)
)2
ds
}
dt+
∫ T
0
{∫ T
t
∫
R0
(
∂K
∂t
(t, s, ζ)
)2
ν (dζ) ds
}
dt
]
<∞.
(7.78)
Proof. Since Y (t) is Ft-measurable, we get that DsY (t) = Ds,ζY (t) = 0 for all s > t.
Hence by (7.63)
EQ[DsU(t)|Fs] = EQ[DsF (t) +
∫ T
t
Φ(t, r)DsY (r)dr|Fs] (7.79)
and
EQ[Ds,ζU(t)|Fs] = EQ[Ds,ζF (t) +
∫ T
t
Φ(t, r)Ds,ζY (r)dr|Fs]. (7.80)
Then the result follows from (7.64) and (7.65). 
7.4 Stochastic maximum principles for SVIEs
In this section, we study stochastic maximum principles of stochastic Volterra integral sys-
tems under partial information, i.e., the information available to the controller is given by a
sub-filtration G = {Gt}t≥0 such that Gt ⊆ Ft for all t ≥ 0. The set U ⊂ R is assumed to be
convex. The set of admissible controls, i.e. the strategies available to the controller is given
by a subset AG of the ca`dla`g, U -valued and G-adapted processes.
The state of our system Xu(t) = X(t) satisfies the following SVIE
X(t) = ξ(t) +
∫ t
0
b (t, s,X(s), u(s))ds+
∫ t
0
σ (t, s,X(s), u(s))dB(s)
+
∫ t
0
∫
R0
γ (t, s,X(s), u(s), ζ) N˜(ds, dζ); t ∈ [0, T ], (7.81)
where b(t, s, x, u) = b(t, s, x, u, ω) : [0, T ]2 × R × U × Ω → R, σ(t, s, x, u) = σ(t, s, x, u, ω) :
[0, T ]2×R×U ×Ω→ R and γ(t, s, x, u, ζ) = γ(t, s, x, u, ζ, ω) : [0, T ]2×R×U ×R0×Ω→ R.
The performance functional has the form
J(u) = E[
∫ T
0
f(t, X(t), u(t))dt+ g(X(T ))], u ∈ AG, (7.82)
with given functions f(t, x, u) = f(t, x, u, ω) : [0, T ]× R× U × Ω→ R and g(x) = g(x, ω) :
R×Ω→ R.
We impose the following assumption:
Assumption A1
The processes b, σ, f and γ are Fs-adapted for all s ≤ t, and twice continuously differentiable
(C2) with respect to t, x and continuously differentiable (C1) with respect to u for each s.
The driver g is assumed to be FT -measurable and C1 in x. Moreover, all the partial deriva-
tives are supposed to be bounded.
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Note that the performance functional (7.82) is not of Volterra type.
Define the Hamiltonian functional associated to our control problem (7.81) and (7.82), as
H(t, x, v, p, q, r(·))
:= H0(t, x, v, p, q, r(·)) +H1(t, x, v, p, q, r(·)), (7.83)
where
H0 : [0, T ]× R× U × R× R× L2ν → R
and
H1 : [0, T ]× R× U × R× R× L2ν → R
by
H0(t, x, v, p, q, r(·)) := f(t, x, v) + p(t)b(t, t, x, v) + q(t, t)σ(t, t, x, v) (7.84)
+
∫
R0
r(t, t, ζ)γ(t, t, x, v, ζ)ν(dζ),
H1(t, x, v, p, q, r(·)) :=
∫ T
t
p(s) ∂b
∂s
(s, t, x, v)ds+
∫ T
t
q(s, t)∂σ
∂s
(s, t, x, v)ds
+
∫ T
t
∫
R0
r(s, t, ζ)∂γ
∂s
(s, t, x, v, ζ)ν(dζ)ds.
We may regard x, p, q, r = r(·) as generic values for the processes X(·), p(·), q(·), r(·),
respectively.
The BSVIE for the adjoint processes p(t), q(t, s), r(t, s, ·) is defined by
p(t) = ∂g
∂x
(X(T )) +
∫ T
t
∂H
∂x
(s)ds− ∫ T
t
q(t, s)dB(s)
− ∫ T
t
∫
R0
r(t, s, ζ)N˜(ds, dζ); t ∈ [0, T ], (7.85)
where we have used the simplified notation
∂H
∂x
(t) = ∂H
∂x
(t, X(t), u(t), p(t), q(t, t), r(t, t, ·)).
Remark 7.17 Using the definition of H and the Fubini theorem, we see that the driver in
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the BSVIE (7.85) can be explicitly written∫ T
t
∂H
∂x
(s)ds =
∫ T
t
{∂f
∂x
(s, x, v) + p(s)
∂b
∂x
(s, s, x, v) +
∫ T
s
p(z)
∂2b
∂z∂x
(z, t, x, v)dz
+ q(s, s)
∂σ
∂x
(s, s, x, v) +
∫ T
s
q(z, t)
∂2σ
∂z∂x
(z, t, x, v)dz
+
∫
R0
r(s, s, ζ)
∂γ
∂x
(s, s, x, v, ζ)ν(dζ) +
∫ T
s
∫
R0
r(z, t, ζ)
∂2γ
∂z∂x
(z, t, x, v, ζ)ν(dζ)dz
}
ds
=
∫ T
t
{∂f
∂x
(s, x, v) + p(s)
[ ∂b
∂x
(s, s, x, v) + (s− t) ∂
2b
∂s∂x
(s, t, x, v)
]
+ q(s, s)
∂σ
∂x
(s, s, x, v) + (s− t)q(s, t) ∂
2σ
∂s∂x
(s, t, x, v)
+
∫
R0
[
r(s, s, ζ)
∂γ
∂x
(s, s, x, v, ζ) + (s− t)r(s, t, x, v, ζ) ∂
2γ
∂s∂x
(s, t, x, v, ζ)
]
ν(dζ)
}
ds. (7.86)
From this it follows by Theorem 3.1 in Agram et al [6], that we have existence and uniqueness
of the solution of equation (7.85).
From now on we also make the following assumption:
Note that from equation (7.81), we get the following equivalent formulation, for each (t, s) ∈
[0, T ]2,
dX(t) = ξ′(t)dt+ b (t, t, X(t), u(t))dt + (
∫ t
0
∂b
∂t
(t, s,X(s), u(s))ds)dt
+σ (t, t, X(t), u(t))dB(t) + (
∫ t
0
∂σ
∂t
(t, s,X(s), u(s))dB(s))dt
+
∫
R0
γ (t, t, X(t), u(t), ζ) N˜(dt, dζ) + (
∫ t
0
∫
R0
∂γ
∂t
(t, s,X(s), u(s), ζ) N˜(ds, dζ))dt,
(7.87)
and from equation (7.85) under assumption A2, we have the following differential form
dp(t) = −[∂H
∂x
(t) +
∫ T
t
∂q
∂t
(t, s)dB(s) +
∫ T
t
∫
R0
∂r
∂t
(t, s, ζ)N˜(ds, dζ)]dt
+q(t, t)dB(t) +
∫
R0
r(t, t, ζ)N˜(dt, dζ),
p(T ) = ∂g
∂x
(X(T )).
(7.88)
Remark 7.18 Assumption A2 is verified in a subclass of linear BSVIE with jumps, as we
will see in section 5. For more details, we refer to Hu and Øksendal [18].
7.4.1 A sufficient maximum principle
We now state and prove a sufficient version of the maximum principle approach (a verification
theorem).
Theorem 7.19 (Sufficient maximum principle [6]) Let uˆ ∈ AG, with corresponding so-
lutions Xˆ(t), (pˆ(t), qˆ(t, s), rˆ(t, s, ·)) of (7.81) and (7.85) respectively. Assume that
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• The functions
x 7→ g(x),
and
(x, u) 7→ H(t, x, u, pˆ, qˆ, rˆ(·))
are concave.
• (The maximum condition)
sup
v∈U
E[H(t, Xˆ(t), v, pˆ(t), qˆ(t, t), rˆ(t, t, ·))|Gt]
= E[H(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t, t), rˆ(t, t, ·))|Gt] ∀t P -a.s. (7.89)
Then uˆ is an optimal control for our problem.
Proof. By considering a sequence of stopping times converging upwards to T , we see that
we may assume that all the dB- and N˜ - integrals in the following are martingales and hence
have expectation 0.
Choose u ∈ AG, we want to prove that J(u) ≤ J(uˆ).
By the definition of the cost functional (7.82), we have
J(u)− J(uˆ) = I1 + I2, (7.90)
where we have used the shorthand notations
I1 = E
[ ∫ T
0
f˜ (t) dt
]
, I2 = E[g˜(T )],
and
f˜ (t) = f(t)− fˆ(t),
with
f(t) = f (t, X(t), u(t)) ,
fˆ (t) = f(t, Xˆ(t), uˆ(t)),
and similarly for b(t, t) = b (t, t, X(t), u(t)) , and the other coefficients. By the definition of
the Hamiltonian (7.84), we get
I1 = E
[ ∫ T
0
{H˜0(t)− pˆ(t)b˜(t, t)− qˆ(t, t)σ˜(t, t)−
∫
R0
rˆ(t, t, ζ)γ˜(t, t, ζ)ν(dζ)}dt
]
, (7.91)
where H˜0(t) = H0(t)− Hˆ0(t) with
H0(t) = H0(t, X(t), u(t), pˆ(t), qˆ(t, t), rˆ(t, t, ·)),
Hˆ0(t) = Hˆ0(t, Xˆ(t), uˆ(t), pˆ(t), qˆ(t, t), rˆ(t, t, ·)).
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By the concavity of g and the terminal value of the BSVIE (7.85), we obtain
I2 ≤ E[ ∂gˆ∂x(T )X˜(T )] = E[pˆ(T )X˜(T )].
Applying the Itoˆ formula to pˆ(t)X˜(t), we get
I2 ≤ E
[
pˆ(T )X˜(T )
]
= E
[ ∫ T
0
pˆ(t){b˜(t, t) +
∫ t
0
∂b˜
∂t
(t, s)ds+
∫ t
0
∂σ˜
∂t
(t, s) dB(s)
+
∫ t
0
∫
R0
∂γ˜
∂t
(t, s, ζ) N˜(ds, dζ)}dt+
∫ T
0
X˜(t){−∂Ĥ
∂x
(t) +
∫ T
t
∂qˆ
∂t
(t, s)dB(s)
+
∫ T
t
∫
R0
∂rˆ
∂t
(t, s, ζ)N˜(ds, dζ)}dt+
∫ T
0
qˆ(t, t)σ˜(t, t)dt +
∫ T
0
∫
R0
rˆ(t, t, ζ)γ˜(t, t, ζ)ν(dζ)dt
]
.
(7.92)
By the Fubini theorem, we get∫ T
0
pˆ(t)
(∫ t
0
∂b˜
∂t
(t, s)ds
)
dt =
∫ T
0
(∫ T
s
pˆ(t)∂b˜
∂t
(t, s)dt
)
ds =
∫ T
0
(∫ T
t
pˆ(s) ∂b˜
∂s
(s, t)ds
)
dt.
(7.93)
The generalized duality formula for the Brownian motion, yields
E
[ ∫ T
0
pˆ(t)(
∫ t
0
∂σ˜
∂t
(t, s)dB(s))dt
]
=
∫ T
0
E
[ ∫ t
0
pˆ(t)∂σ˜
∂t
(t, s)dB(s)
]
dt
=
∫ T
0
E
[ ∫ t
0
E[Dspˆ(t)|Fs]∂σ˜∂t (t, s)ds
]
dt.
Fubini’s theorem gives
E
[ ∫ T
0
pˆ(t)(
∫ t
0
∂σ˜
∂t
(t, s)dB(s))dt
]
=
∫ T
0
E
[ ∫ T
s
E[Dspˆ(t)|Fs]∂σ˜∂t (t, s)dt
]
ds
= E
[ ∫ T
0
∫ T
t
E[Dtpˆ(s)|Ft]∂σ˜∂s (s, t)dsdt
]
,
and by equality (7.3), we end up with
E
[ ∫ T
0
pˆ(t)(
∫ t
0
∂σ˜
∂t
(t, s)dB(s))dt
]
= E
[ ∫ T
0
∫ T
t
qˆ(s, t)∂σ˜
∂s
(s, t)dsdt
]
. (7.94)
Doing similar considerations as for the Brownian setting for the jumps, such as the Fubini
theorem, the generalized duality formula for jumps, we obtain
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E[ ∫ T
0
(
∫ t
0
∫
R0
pˆ(t)∂γ˜
∂t
(t, s, ζ)N˜(ds, dζ))dt
]
=
∫ T
0
E
[ ∫ t
0
∫
R0
pˆ(t)∂γ˜
∂t
(t, s, ζ)N˜(ds, dζ))
]
dt
=
∫ T
0
E
[ ∫ t
0
∫
R0
E[Ds,ζ pˆ(t)|Fs]∂γ˜∂t (t, s, ζ)ν(dζ)ds
]
dt
=
∫ T
0
E
[ ∫ T
s
∫
R0
E
[
Ds,ζpˆ(t)|Fs]∂γ˜∂t (t, s, ζ)ν(dζ)dt
]
ds
= E
[ ∫ T
0
∫ T
t
∫
R0
E
[
Dt,ζ pˆ(s)|Ft]∂γ˜∂s (s, t, ζ)ν(dζ)dsdt
]
= E
[ ∫ T
0
∫ T
t
∫
R0
rˆ(s, t, ζ)∂γ˜
∂s
(s, t, ζ)ν(dζ)dsdt
]
.
(7.95)
Substituting (7.93) , (7.94) and (7.95) combined with (7.83) in (7.90), yields
J(u)− J(uˆ) ≤ E
[ ∫ T
0
{H(t)− Ĥ(t)− ∂Ĥ
∂x
(t)X˜(t)}dt
]
.
By the concavity of H, we have
H(t)− Ĥ(t) ≤ ∂Ĥ
∂x
(t)X˜(t) + ∂Ĥ
∂u
(t)u˜(t).
Hence, since u = uˆ is G-adapted and maximizes the conditional Hamiltonian,
J(u)− J(uˆ) ≤ E
[ ∫ T
0
∂H
∂u
(t)(u(t)− uˆ(t))dt
]
= E
[ ∫ T
0
E[∂H
∂u
(t)|Gt](u(t)− uˆ(t))dt
]
≤ 0, (7.96)
which means that uˆ is an optimal control. 
7.4.2 A necessary maximum principle
Suppose that a control u ∈ AG is optimal and that β∈ AG. If the function λ 7−→ J(u+ λβ)
is well-defined and differentiable on a neighbourhood of 0, then
d
dλ
J(u+ λβ) |λ=0= 0.
Under a set of suitable assumptions on the coefficients, we will show that
d
dλ
J(u+ λβ) |λ=0= 0
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is equivalent to
E[∂H
∂u
(t) | Gt] = 0 P − a.s. for each t ∈ [0, T ].
The details are as follows:
For each given t ∈ [0, T ], let η = η(t) be a bounded Gt-measurable random variable, let
h ∈ [T − t, T ] and define
β(s) := η1[t,t+h](s); s ∈ [0, T ] . (7.97)
Assume that
u+ λβ ∈ AG, (7.98)
for all β and all u ∈ AG, and all non-zero λ sufficiently small. Assume that the derivative
process Y (t), defined by
Y (t) = d
dλ
X(u+λβ)(t)|λ=0, (7.99)
exists.
Then we see that
Y (t) =
∫ t
0
(
∂b
∂x
(t, s)Y (s) + ∂b
∂u
(t, s)β(s)
)
ds
+
∫ t
0
(
∂σ
∂x
(t, s)Y (s) + ∂σ
∂u
(t, s)β(s)
)
dB(s)
+
∫ t
0
∫
R0
(
∂γ
∂x
(t, s, ζ)Y (s) + ∂γ
∂u
(t, s, ζ)β(s)
)
N˜(ds, dζ),
and hence
dY (t) =
[
∂b
∂x
(t, t)Y (t) + ∂b
∂u
(t, t)β(t) +
∫ t
0
( ∂
2b
∂t∂x
(t, s)Y (s) + ∂
2b
∂t∂u
(t, s)β(s))ds
+
∫ t
0
(
∂2σ
∂t∂x
(t, s)Y (s) + ∂
2σ
∂t∂u
(t, s)β(s)
)
dB(s)
+
∫ t
0
∫
R0
( ∂
2γ
∂t∂x
(t, s, ζ)Y (s) + ∂
2γ
∂t∂u
(t, s, ζ)β(s))N˜(ds, dζ)
]
dt
+
(
∂σ
∂x
(t, t)Y (t) + ∂σ
∂u
(t, t)β(t)
)
dB(t)
+
∫
R0
(
∂γ
∂x
(t, t, ζ)Y (t) + ∂γ
∂u
(t, t, ζ)β(t)
)
N˜(dt, dζ). (7.100)
We are now ready to formulate the result:
Theorem 7.20 (Necessary maximum principle [6]) Suppose that uˆ ∈ AG is such that,
for all β as in (7.97),
d
dλ
J(uˆ+ λβ)|λ=0 = 0 (7.101)
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and the corresponding solution Xˆ(t), (pˆ(t), qˆ(t, t), rˆ(t, t, ·)) of (7.81) and (7.85) exists. Then,
E[∂H
∂u
(t)|Gt]u=uˆ(t) = 0. (7.102)
Conversely, if (7.102) holds, then (7.101) holds.
Proof. By considering a suitable increasing family of stopping times converging to T , we
may assume that all the local martingales (dB- and N˜ - integrals) appearing in the proof
below are martingales. For simplicity of notation we drop the ”hat” everywhere and write u
in stead of uˆ, X in stead of Xˆ etc in the following. Consider
d
dλ
J(u+ λβ)|λ=0
= E[
∫ T
0
{∂f
∂x
(t)Y (t) + ∂f
∂u
(t)β(t)}dt+ ∂g
∂x
(X(T ))Y (T )].
(7.103)
Applying the Itoˆ formula, we get
E[ ∂g
∂x
(X(T ))Y (T )] = E[p(T )Y (T )]
= E[
∫ T
0
p(t)( ∂b
∂x
(t, t)Y (t) + ∂b
∂u
(t, t)β(t))dt
+
∫ T
0
p(t){∫ t
0
( ∂
2b
∂t∂x
(t, s)Y (s) + ∂
2b
∂t∂u
(t, s)β(s))ds}dt
+
∫ T
0
p(t){∫ t
0
( ∂
2σ
∂t∂x
(t, s)Y (s) + ∂
2σ
∂t∂u
(t, s)β(s))dB(s)}dt
+
∫ T
0
p(t){∫ t
0
∫
R0
( ∂
2γ
∂t∂x
(t, s, ζ)Y (s) + ∂
2γ
∂t∂u
(t, s, ζ)β(s))N˜(ds, dζ)}dt
− ∫ T
0
Y (t)∂H
∂x
(t)dt+
∫ T
0
q(t, s)(∂σ
∂x
(t, t)Y (t) + ∂σ
∂u
(t, t)β(t))dt
+
∫ T
0
∫
R0
r(t, s, ζ)(∂γ
∂x
(t, t, ζ)Y (t) + ∂γ
∂u
(t, t, ζ)β(t))ν(dζ)dt].
|
From (7.94) and (7.95), we have
E [p(T )Y (T )]
= E[
∫ T
0
{ ∂b
∂x
(t, t)p(t) +
∫ T
t
( ∂
2b
∂s∂x
(s, t)p(s) + ∂
2σ
∂s∂x
(s, t)q(s, t)
+
∫
R0
∂2γ
∂s∂x
(s, t, ζ)r(s, t, ζ)ν(dζ))ds}Y (t)dt
+
∫ T
0
{ ∂b
∂u
(t, t)p(t) +
∫ T
t
( ∂
2b
∂s∂u
(s, t)p(s) + ∂
2σ
∂s∂u
(s, t)q(s, t)
+
∫
R0
∂2γ
∂s∂u
(s, t, ζ)r(s, t, ζ)ν(dζ))ds}β(t)dt
− ∫ T
0
∂H
∂x
(t)Y (t)dt+
∫ T
0
(∂σ
∂x
(t, t)Y (t) + ∂σ
∂u
(t, t)β(t))q(t, t)dt
+
∫ T
0
∫
R0
(∂γ
∂x
(t, t, ζ)Y (t) + ∂γ
∂u
(t, t, ζ)β(t))r(t, t, ζ)ν(dζ)dt].
Using the definition of H in (7.83) and the definition of β, we obtain
d
dλ
J(u+ λβ)|λ=0 = E
[ ∫ T
0
∂H
∂u
(s)β(s)ds
]
= E
[ ∫ t+h
t
∂H
∂u
(s)dsα
]
. (7.104)
Now suppose that
d
dλ
J(u+ λβ)|λ=0 = 0. (7.105)
Differentiating the right-hand side of (7.104) at h = 0, we get
E[∂H
∂u
(t)η] = 0.
59
Since this holds for all bounded Gt-measurable η, we have
E[∂H
∂u
(t)|Gt] = 0. (7.106)
Conversely, if we assume that (7.106) holds, then we obtain (7.105) by reversing the argument
we used to obtain (7.104).

EXERCISE
Let Xu(t) = X(t) be a given cash flow, modelled by the following stochastic Volterra equa-
tion:
X(t) = x0 +
∫ t
0
[b0(t, s)X(s)− u(s)]ds+
∫ t
0
σ0(s)X(s)dB(s)
+
∫ t
0
∫
R0
γ0 (s, ζ)X(s)N˜(ds, dζ); t ≥ 0, (7.107)
or, in differential form,
dX(t) = [b0(t, t)X(t)− u(t)]dt+ σ0(t)X(t)dB(t)
+
∫
R0
γ0 (t, ζ)X(t)N˜(dt, dζ) + [
∫ t
0
∂b0
∂t
(t, s)X(s)ds]dt; t ≥ 0.
X(0) = x0.
(7.108)
We see that the dynamics of X(t) contains a history or memory term represented by the
ds-integral.
We assume that b0(t, s), σ0(s) and γ0 (s, ζ) are given deterministic functions of t, s, and ζ ,
with values in R, and that b0(t, s) is continuously differentiable with respect to t for each s.
For simplicity we assume that these functions are bounded, and we assume that there exists
ε > 0 such that γ0(s, ζ) ≥ −1 + ε for all s, ζ and the initial value x0 ∈ R. We want to solve
the following maximisation problem:
Find uˆ ∈ AG, such that
sup
u
J(u) = J(uˆ), (7.109)
where
J(u) = E
[
θX(T ) +
∫ T
0
log(u(t))dt
]
. (7.110)
Here θ = θ(ω) is a given FT -measurable random variable.
Acknowledgments.
We are grateful to Jose´ Luis da Silva for his valuable comments.
References
[1] Aase, K., Øksendal, B., Privault, N., & Ubøe, J. (2000). White noise generalizations
of the Clark-Haussmann-Ocone theorem with application to mathematical finance. Fi-
nance and Stochastics, 4(4), 465-496.
60
[2] Agram, N. (2019). Dynamic risk measure for BSVIE with jumps
and semimartingale issues. Stochastic Analysis and Applications.
https://doi.org/10.1080/07362994.2019.1569531.
[3] Agram, N., Hu, Y. & Øksendal, B. (2019). Mean-field backward stochastic differential
equations and applications. arXiv:1804.09918v3
[4] Agram, N. & Øksendal, B. (2018): A Hida-Malliavin white noise calculus approach
to optimal control. Infinite Dimensional Analysis, Quantum Probability and Related
Topics. Vol. 21, No. 03, 1850014.
[5] Agram, N., & Øksendal, B. (2015). Malliavin calculus and optimal control of stochastic
Volterra equations. Journal of Optimization Theory and Applications, 167(3), 1070-
1094.
[6] Agram, N., Øksendal, B., & Yakhlef, S. Optimal control of forward-backward stochastic
Volterra equations. In F. Gesztezy et al (editors): Non-linear Partial Differential equa-
tions, Mathematical Physics, and Stochastic Analysis. The Helge Holden Anniversary
Volume. EMS Congress Reports (2018), pp. 3-35. http://arxiv.org/abs/1606.03280v4.
[7] Agram, N., Øksendal, B., & Yakhlef, S. (2018). New approach to op-
timal control of stochastic Volterra integral equations. To Stochastics.
https://doi.org/10.1080/17442508.2018.1557186.
[8] Barles, G., Buckdahn, R., & Pardoux, E. (1997). Backward stochastic differential equa-
tions and integral-partial differential equations. Stochastics: An International Journal
of Probability and Stochastic Processes, 60(1-2), 57-83.
[9] Belbas, S. A. (2007). A new method for optimal control of Volterra integral equations.
Applied Mathematics and Computation, 189(2), 1902-1915.
[10] Benth, F. E. (1993). Integrals in the Hida distribution space (S)*. B. Lindstrøm, B.
Øksendal, and A.S. U¨stu¨nel, editors, Stochastic Analysis and Related Topics, Vol. 8,
89-99.
[11] Bismut, J. M. (1978). An introductory approach to duality in optimal stochastic control.
SIAM review, 20(1), 62-78.
[12] Duffie, D. & Epstein, L. G. (1992). Stochastic differential utility. Econometrica: Journal
of the Econometric Society, 353-394.
[13] Di Nunno, G., Øksendal, B. K., & Proske, F. (2009). Malliavin Calculus for Le´vy
Processes with Applications to Finance. Second Edition. Springer.
[14] El Karoui, N., Peng, S., & Quenez, M. C. (1997). Backward stochastic differential
equations in finance. Mathematical finance, 7(1), 1-71.
61
[15] Hida, T., Kuo, H. H., Potthoff, J., & Streit, L. (1993). White Noise. An Infinite-
dimensional Approach. Kluwer.
[16] Holden, H., Øksendal, B., Ubøe, J. & Zhang, T. (2010). Stochastic Partial Differential
Equations. Second Edition. Springer.
[17] Hu,Y. & Øksendal, B. (1996). Wick approximation of quasilinear stochastic differential
equations. In Ko¨rezlioglu et al (editors): Stochastic Analysis and Related Topics, Vol
5, Birkha¨user 203-231.
[18] Hu,Y. & Øksendal, B. (2016). Linear backward stochastic Volterra equations. Stochastic
Processes and their Applications (to appear). https://doi.org/10.1016/j.spa.2018.03.016
[19] Hu, Y. Analysis on Gaussian space. World Scientific, Singapore, 2017.
[20] Hu, Y., Nualart, D. & Song, X. Malliavin calculus for backward stochastic differential
equations and application to numerical schemes. The Annals of Applied Probability Vol.
21 (2011), no. 6, 2379-2423.
[21] Huehne, F. (2995) A Clark-Ocone-Haussmann formula for optimal portfolio under Gir-
sanov transformed pure-jump Le´vy processes. Working paper.
[22] Itoˆ, K. (1951) Multiple Wiener integral. J. Math. Soc. Japan 3, 157-169.
[23] Itoˆ, K. (1979). On the existence and uniqueness of solutions of stochastic integral equa-
tions of the Volterra type. Kodai Mathematical Journal, 2(2), 158-170.
[24] Loe`ve, M. (1977-1978). Probability Theory I, II. 4th edition. Springer.
[25] Lanconelli, A. & Proske, F. (2004). On explicit strong solutions of SDE’s and the
Donsker delta function of a diffusion. Inf. Dim. Anal. Quant. Probab. Rel. Top. 7,
437-447.
[26] Malliavin, P. (1978). Stochastic calculus of variations and hypoelliptic operators. In
Proc. Internat. Symposium on Stochastic Differential Equations, Kyoto Univ., Kyoto,
1976. Wiley.
[27] Nualart, D. (2006). The Malliavin Calculus and Related Topics. Springer.
[28] Ocone, D.(1084). Malliavin calculus and stochastic integral representations of function-
als of diffusion processes. Stochastics 12 (3-4),161-185.
[29] Ocone, D. & Karatzas, I. (1991). A generalized Clark representation formula, with
application to optimal portfolios. Stochastics & Stochastics Rep. 34 (3-4), 187-220-
[30] Øksendal, B., & Sulem, A. (2019). Applied Stochastic Control of Jump Diffusions. Third
edition. Springer.
62
[31] Øksendal, B., & Sulem, A. (2015). Risk minimization in financial markets modelled by
Itoˆ-Le´vy processes. Afrika Matematika, 26(5-6), 939-979.
[32] Pardoux, E., & Peng, S. (1990). Adapted solution of a backward stochastic differential
equation. Systems & Control Letters, 14(1), 55-61.
[33] Protter, P. (1985). Volterra equations driven by semimartingales. The Annals of Prob-
ability, 13(2), 519-530.
[34] Quenez, M. C., & Sulem, A. (2013). BSDEs with jumps, optimization and applications
to dynamic risk measures. Stochastic Processes and their Applications, 123(8), 3328-
3357.
[35] Ren, Y. (2010). On solutions of backward stochastic Volterra integral equations with
jumps in Hilbert spaces. Journal of Optimization Theory and Applications, 144(2),
319-333.
[36] Royer, M. (2006). Backward stochastic differential equations with jumps and related
non-linear expectations. Stochastic processes and their applications, 116(10), 1358-1376.
[37] Reed, M. & Simon, B.(1980). Methods of Modern Mathematical Physics I. Academic
Press.
[38] Sanz-Sole´, M. (2005). Malliavin Calculus with Applications to Stochastic Partial Dif-
ferential Equations. EPFL press.
[39] Tang, S., & Li, X. (1994). Necessary conditions for optimal control of stochastic systems
with random jumps. SIAM Journal on Control and Optimization, 32(5), 1447-1475.
[40] Wang, T., Zhu, Q., & Shi, Y. (2011, July). Necessary and sufficient conditions of opti-
mality for stochastic integral systems with partial information. In Control Conference
(CCC), 2011 30th Chinese (pp. 1950-1955). IEEE.
[41] Yong, J. (2006). Backward stochastic Volterra integral equations and some related prob-
lems. Stochastic Processes and their Applications, 116(5), 779-795.
[42] Yong, J. (2008). Well-posedness and regularity of backward stochastic Volterra integral
equations. Probability Theory and Related Fields, 142(1-2), 21-77.
[43] Zhang, T.(1992). Characterizations of white noise test functions and Hida distributions.
Stochastics 41, 71-87.
63
