We solve a problem in real estate that is appropriate for an introductory discrete mathematics course.
Introduction
"There are three things that matter in property: location, location, location." There is some debate on the originator of these wise words. Some sources credit Lord Samuel of Britain, but it is likely that the words go back further [6] . Either way, there is a lot of truth in this observation, especially applied to commercial businesses. If you want your restaurant to succeed, customers have to walk through the door.
Suppose you live in a large apartment building at point (0, 0) on the integer grid Z 2 . You work in a major office building located at point (m, n) where m, n ≥ 0. You are a rule-follower, perhaps wary of New York City's 900% increase in jaywalking tickets in the first two months of 2014, so you can only walk along the edges of the Z 2 grid [4] . You're a busy and ambitious person with no time to waste, but you also hate the idea of a monotonous daily commute. How many different ways are there for you to walk from your home to your office that use the minimum number of steps?
This is a common question in an introductory discrete mathematics or combinatorics class and appears in many textbooks, for example in Chapter 4 of [2] . There is a simple solution. With each step taken, one of the coordinates of your position increases by at most one. Clearly it takes at least m + n steps to reach your office and it is easy to see that at least one such path exists. A path of minimal length consists of m + n steps, exactly m of which go East and n of which go North. How many such paths are there? A path of length m + n consisting of m steps East and n steps North naturally gives a word of length m + n with m E's and n N's. Such a word is determined by choosing the m positions occupied by E's, and so, we see that there are m+n m total paths of this type. This problem presents a nice example in which the natural way to count something geometric, walks on a grid, is given by counting 'words' of a certain type.
This setup also presents an opportunity to introduce one of the most important sequences in all of enumerative combinatorics, the Catalan numbers. How many paths from (0, 0) to (n, n) of minimal length stay below the diagonal line x = y? The answer here is given by C n := 1 n+1 2n n . For an explanation see Section 6.2 of Stanley's Enumerative Combinatorics: Volume 2 [7] . Defining the Catalan numbers in this way gives a nice opportunity to show students how to use combinatorics to prove a result in elementary number theory. We see that n + 1 must divide 2n n because the ratio counts something, paths on a grid of a certain type, that is obviously a positive integer. After showing this argument, it is a nice exercise to ask students to give a 'number theoretic' proof of this fact. For much more on the Catalan numbers and the vast set of combinatorial interpretations of them see Exercise 6.19 [7] .
The Main Problem in Real Estate
Suppose (m, n) = (5, 3) and the local coffee shop is located at the point (1, 1). How many of your 5+3 3 = 56 walks to work of minimal length take you by the local coffee shop? This is also easy to count. How you walk from home to the coffee shop has nothing to do with how you walk from the shop to the office, so we can just count the number of each of these walks and multiply. In this case, we have of the total possible walks. Not a bad location! However, there is a competing shop located at (1, 0), then we see that This leads to a natural question. Suppose a large number of people live at (0, 0) and work at (m, n) and every day each person chooses uniformly from walks to work of minimal length. If this person passes by your coffee shop, she buys a coffee and a muffin. But if she does not, then she arrives at work uncaffinated and correspondingly miserable and unproductive. If your goal is to maximize your coffee revenue (or neighborhood happiness, or national labor productivity), where is the best place to locate your business? Let This function gives the probability that a uniformly chosen walk to work of minimum length passes through the point (a, b). Every path starts at home and ends at work, but since those two spaces are occupied by buildings already, you may not open your shop there. So the question above is equivalent to asking for the maximum value of F m,n (a, b) subject to 0 ≤ a ≤ m, 0 ≤ b ≤ n, and 0 < a + b < m + n. The denominator in the fraction defining F m,n (a, b) depends only on m and n, so given m and n this is equivalent to maximizing
subject to the same constraints. The basic symmetries of binomial coefficients imply that f m,n (a, b) = f n,m (b, a) and f m,n (a, b) = f m,n (m − a, n − b). So, answering this question for m ≥ n, and subject to the additional constraint
, is enough to solve it in all instances. 
Outline of the Proof
We first give an outline of a particular solution that involves the discrete analogue of a derivative and uses induction in an interesting way. Students often find this problem daunting at first and do not know where to begin. This problem gives good practice in breaking down a large problem into more manageable subproblems.
We first solve the case m = n and will also determine the second largest value of f n,n (a, b). We do this by first restricting the points (a, b) to lie on the diagonal line a + b = k, turning a two dimensional optimization problem into a more familiar one-dimensional one. We compare the largest value of f n,n on each of these lines. For m ≥ n we use our knowledge of the values of f n,n (a, b) and then induct on the size of m. Combining the fact that we know points (a, b) that maximize f m,n−1 (a, b) and f m−1,n (a, b) completes the proof.
A Common First Step
There are a few common wrong turns that students will take in trying to solve a problem like this one. In calculus classes, when students are asked to find the maximum value of a function their first instinct is to start taking derivatives in order to find critical points. Here we have a function of two variables, a and b and it is not at all obvious how to differentiate it since binomial coefficients are usually defined only for positive integer inputs. This provides an opportunity to define a discrete version of the derivative in terms of differences of function values on consecutive inputs. For example, position (a, b) is a better spot than (a + 1, b) exactly when
Clearing denominators shows that this holds if and only if
Given b, m, and n, this gives a single linear equation in a, and an analogous comparison for (a, b) and (a, b + 1) gives a single linear equation in b, but it is not immediately clear how to use these criteria to solve our main problem.
In the rest of this section, we break down the proof of Theorem 1 into eight steps, where each step is straightforward enough that the problem becomes a reasonable (but perhaps challenging) exercise for an introductory combinatorics or discrete mathematics course.
Step 1. Show that f n,n (1, 1) > f n,n (1, 0).
We compute
Taking the ratio of these two expressions shows that
completing this step.
Step 2. For each k ∈ [1, n], find the maximum value of f n,n (a, b) restricted to the diagonal line a + b = k.
Consider the set of all (a, k − a) where a ∈ [0, k]. We claim that
if and only if a ≤ k+1 2
. The claim implies that on a given diagonal consisting of points (a, k − a), starting with a = 0 the value of this function increases as we take steps 'northwest' until we hit the first value where a ≥ k+1 2
. When k is odd, this is saying that the two points closest to the central diagonal ( ) and (
) give the same maximum value. When k is even this shows that the maximum value occurs at (
Therefore, we want to determine when the following ratio is at most 1:
Setting this ratio equal to 1 and expanding shows that
This equation has a unique solution at a = k+1 2
.
Step 3. Show that f n,n (1, 1) is a maximum among all f n,n (a, a) for a ∈ [1, n − 1] and that f n,n (1, 0) is a maximum among all f n,n (a + 1, a) for a ∈ [0, n − 1].
We are looking at the values taken by our function on two particular diagonal lines, the one connecting your home to your office, and the one connecting (1, 0) to (n, n − 1). We first consider a more general diagonal line.
We have
We consider the ratio that compares two points, one of which is one step East and one step North of the other:
When k = 0 we want to show for a ∈ [1,
] that this ratio is at least 1. We clear denominators and take the difference, which gives:
We consider this as a function of a and find its three roots. Plugging in a = 0 shows that for a ∈ [0,
] this expression is positive. For k = 1 we also want to show that this ratio is at least 1 for a ∈ [0,
By symmetry, we need only consider pairs (a, a+1) with 2a+1 ≤ n. Clearing denominators, taking the difference, and factoring gives 2(a + 1)(a + 1 − n)(2a − (n − 2)). This is positive for a between 0 and a = n 2 − 1, so the maximum value of f n,n (1 + a, a) is given by a = 0.
Step 4. Show that f n,n (1, 1) = f n,n (n − 1, n − 1) > f n,n (a, b) for any other pair (a, b) = (0, 0), (1, 1), (n − 1, n − 1). Show that for n ≥ 5 the next largest value of f n,n (a, b) is given by f n,n (1, 0). Unfortunately, there is a special case to consider; when n = 2, f 4,4 (2, 2) = 36, and f 4,4 (1, 0) = 35.
Our idea is to use the previous step and then see what happens when we consider points in a given horizontal line. That is, we know for each diagonal (a, k − a) the maximum value of this function is given when this point is as close as possible to the diagonal line a = k − a. We show for a > b that f n,n (a, b) is a decreasing function in a. We do this by supposing that a ≥ b and considering the ratio
This is less than or equal to one if and only if
which does not occur when a ≥ b. This shows that the maximum value of this function on each row is given by the point closest to the diagonal a = b. We saw that f n,n (a, a) has its maximum when a = 1 and that for k = 1, f n,n (1 + a, a) has its maximum at a = 0. In order to find the maximum over the whole set of points, we need only compare f n,n (1, 1) and f n,n (1, 0), which we did in Step 1.
This shows that f n,n (1, 1) is the point with the most paths passing through it. We must also compare f n,n (2, 2) to f n,n (1, 0). We consider the ratio
This is greater than or equal to 1 whenever 2n 3 − 12n 2 + 16n − 6 ≥ 0, which occurs for all n ≥ 5.
Rectangular Grids
Now suppose your office is at (m, n) with m ≥ 1 and m > n. We want to find a pair (a, b) = (0, 0), (m, n) with 0 ≤ a ≤ m and 0 ≤ b ≤ n, that gives a maximum value of f m,n (a, b). We show that (a, b) = (1, 0) gives this maximum value by using a kind of double induction.
Step 5. Show that f m,n (1, 0) ≥ f m,n (1, 1) if m > n.
Consider the ratio
Since m ≥ n + 1 this is at least 1.
Step 6. Show that if f m−1,n (1, 0) and f m,n−1 (1, 0) give a maximum among all values of f m−1,n (a, b) and f m,n−1 (a, b), then f m,n (1, 0) gives a maximum among all values of f m,n (1, 0).
We first note that every path of minimal length to (m, n) passes through exactly one of the points (m − 1, n), (m, n − 1). More generally, for any k ∈ [0, m + n] any path of minimal length from (0, 0) to (m, n) passes through exactly one point of the diagonal line a + b = k. This is because as we take a step North or East we increase the sum of our coordinates by exactly 1. Since there are only two points with a + b = m + n − 1, the path passes through exactly one of them. Therefore, if we can show that f m−1,n (1, 0) ≥ f m−1,n (a, b) and f m,n−1 (1, 0) ≥ f m,n−1 (a, b) , then we can conclude that f m,n (1, 0) ≥ f m,n (a, b).
Step 7. We want to show for m > n that the point (1, 0) gives the maximum value of f m,n (a, b) among all pairs (a, b) satisfying 0 ≤ a ≤ m, 0 ≤ b ≤ n, and 0 < a + b < m + n. For each fixed n, we argue by induction on m. Here we consider the base cases n = 0 and n = 1. 1 (a, b) .
Suppose that m ≥ 3 and f m,1 (1, 0) gives a maximum among all values of f m,1 (a, b). We induct on the number of rows. For m = 3 we note that since f 2,1 (1, 0) gives a maximum and f 3,0 (1, 0) gives a maximum, then f 3,1 (1, 0) gives a maximum. We suppose that f m,1 (1, 0) gives a maximum and prove that f m+1,1 (1, 0) gives one by induction. By the inductive hypothesis and the obvious statement that f m+1,0 (1, 0) gives a maximum, the argument of the previous step shows that f m+1,1 (1, 0) gives a maximum among all values of f m+1,1 (a, b). We conclude that for any m ≥ 2, f m,1 (1, 0) gives a maximum among all values of f m,1 (a, b).
Step 8. Adapt this argument to show that for any m > n that f m,n (1, 0) gives a maximum among all values of f m,n (a, b).
We induct on n. Suppose that for k ∈ [1, n − 1] and any m > k we know that f m,k (1, 0) ≥ f m,k (a, b) . We now show the same statement for f m,n (1, 0).
We need to show that f n+1,n (1, 0) gives a maximum among all values of f n+1,n (a, b). We can verify this explicitly for n = 3 and n = 4. For n ≥ 5 we use the result of the previous step, that f n,n (1, 0) ≥ f n,n (a, b) unless (a, b) = (0, 0), (n, n), (1, 1), (n − 1, n − 1). We do not need to consider these four points. For any other (a, b) we have f n,n (a, b) ≤ f n,n (1, 0) and by induction f n,n−1 (1, 0) gives a maximum among all f n,n−1 (a, b). We conclude that this statement holds. Now we suppose that f m,n (1, 0) gives a maximum among all f m,n (a, b). By induction, f m+1,n−1 (1, 0) gives a maximum among all f m+1,n−1 (a, b) . We conclude that f m+1,n (1, 0) gives a maximum among all f m+1,n (a, b), completing the proof.
3 The Hypergeometric Distribution, the Gamma Function, and The Jetsons
Some of the seemingly simple combinatorial questions brought up in this paper lead naturally to more advanced mathematical and statistical topics. Consider the following question. Suppose there are m + n students in a class and a + b of them are girls. If we randomly choose m students, what is the probability that exactly a of them are girls? By basic counting, first choosing the girls and then choosing the boys, we see that the answer is exactly the expression F m,n (a, b) defined earlier. This is the basis for the famous hypergeometric distribution from statistics which is essential to understanding sampling without replacement from a finite population. Usually it is introduced in the following form. In a set of n elements, n 1 are red and the rest are black. If we choose exactly r elements at random without replacement, then the probability that exactly k of our choices are red is given by
For more of the basics of the hypergeometric distribution and some interesting applications, see Feller's Probability Theory: Volume 1, particularly section II.6 [3] . Considering more sophisticated types of lattice paths and their generating functions leads to certain hypergeometric series which have interesting number theoretic applications in the theory of partitions [1] .
In this paper we have emphasized finding the maximum value of F m,n (a, b) among all points except (0, 0) and (m, n), but it is also interesting to consider a sort of birds-eye view of this function over its entire domain. Below we give a visual example for m = 60, n = 30, where the circle at (a, b) is large if the corresponding value of F m,n (a, b) is large.
We see that the points (a, b) that are not close to the diagonal line y = 2x do not have many paths passing through them. Given a walk, we can compute its maximum distance form this line. What do we expect this maximum to be? We leave this and more refined statistical questions about these walks to the interested reader.
One of the difficulties that students have in approaching the main question of this paper is that after taking so much calculus they want to approach every optimization problem by taking a derivative. Since the binomial coefficients are defined in terms of factorials, which are initially defined only for nonnegative integers, this approach does not work well for them. However, there is a natural continuous setting in which to consider this problem that is given by introducing the gamma function Γ(x). This function plays a very important role in complex analysis and analytic number theory. The picture above seems to suggest that the discrete values of F m,n (a, b) can be continuously interpolated by some nice function and we will show how to do this below.
Recall that
and is defined for all complex numbers except for negative integers and zero. It is a standard exercise to show that for n a positive integer, Γ(n) = (n−1)!. We can define a continuous version of the binomial coefficient by
.
For much more on the gamma function and its role in number theory, see Chapter 3 of [5] . We can now give a contour plot of the continuous version of the function F m,n (a, b) and compare it to the picture given above. We see exactly the same phenomenon. This function evaluates to something small away from the line y = 2x and takes its largest values very close to the origin and the point (m, n).
Giving a continuous function that agrees with F m,n (a, b) suggests a way to try to find the maximum value of this function subject to our constraints by taking derivatives. The derivative of the gamma function is given in terms of the polygamma function. This approach leads to some more complicated complex analysis, which does not really seem to help us learn where to open our restaurant.
We end this paper with a generalization of the main problem. We considered all of the possible places to open our restaurant on the integer grid determined by the points (0, 0) and (m, n). Suppose we finally reach the situation promised to us by The Jetsons decades ago. You live at (0, 0, 0) and take your aerocar to your office at point (l, m, n). Again, you are determined to follow the rules of space-traffic and only drive along edges of the integer grid in Z 3 . Your minimum drive to work takes l+m+n steps. The number of such drives is given by the multinomial coefficient . Which point in Z 3 aside from (0, 0, 0) and (l, m, n) is contained on the maximum number of drives? That is, where is the best place to open your 3-dimensional space cantina? More generally, we can ask the same question in n dimensions. If people live at the origin in Z n and work at (a 1 , . . . , a n ), where should I open my n-dimensional restaurant in order to maximize profits? We leave this as an exercise for the interested reader or ambitious discrete mathematics student.
