Abstract
Introduction
Image interpolation is the process of reconstructing a high-resolution (HR) image from its lowresolution (LR) capture. It has a wide range of applications in computer vision, high definition television (HDTV) displays, medical imaging, remote sensing and video surveillance, etc. Many interpolation methods already have been developed in the literature, but they suffer from one or more artifacts.
Linear interpolation methods, such as bilinear, bicubic and cubic spline, deal with aliasing, blurring and ringing effects because they do not utilize any information relevant to edges and texture patterns in the original image [1] . Nonlinear interpolation methods incorporate more adaptive image models and priori knowledge which often improve linear interpolators. The edge-directed image interpolation takes advantage of the geometric priori information of image structures by performing the interpolation along edge directions [2] . While this method generates superior results, the direction of edge is difficult to identify, and its computational complexity is prohibitive due to the large window size used to estimate local covariance.
Recently, wavelet-based interpolation methods, which enhance image resolution by estimating preserved high frequency information from the LR image, have been proposed by performing the interpolation in the wavelet domain [3] [4] [5] [6] . Following this scheme, literatures [7, 8] utilize the correlation between the inter-scale coefficients to estimate the unknown coefficients in the detailed scales. Mueller et al. proposed an iterative image interpolation method based on the wavelet and contourlet transforms, which improve the visual quality of resulting images by enforcing a sparsity constraint on the transform coefficients. These methods assume that the LR image is a lowpass output of the wavelet transform applied to the HR image. However, the aforementioned assumption is not tenable because the LR image also contains high frequency information. In practice, therefore, waveletbased interpolation methods are inefficient due to leading the resulting images to be oversmoothed.
In this paper, we propose an image interpolation method based on the wavelet transform and block matching collaborative filtering. Firstly, the bicubic method is used to interpolate low frequency wavelet coefficients of the LR image, and lead to an initial estimate of the HR image. Secondly, the observation constraint provided by the given LR image is enforced on the estimate to generate a combined estimate of the HR image. Thirdly, the block matching collaborative filtering is used to reduce the distortion of the combined estimate. Repeating the second and third steps until the resulting image satisfying the stop criterion.
The rest of this paper is organized as follows. Section 2 presents the proposed image interpolation method. In section 3, we report the experimental results and draw the conclusion in section 4.
Proposed interpolation method
In this paper, we consider the following observation model for LR image
where the observed LR image y is a downsampled version of the HR image x, and D represents the non-invertible downsampling operator.
If the frequency support of x is included in [-π/2, π/2] 2 then linear interpolations can yield a perfect reconstruction of x. However, when the frequency support of x exceeds [-π/2, π/2] 2 , linear interpolations produce Gibbs oscillations, blur and zigzag patterns along contours [9, 10] . Therefore, we can use different interpolation methods for low frequency component and high frequency component of x, respectively. In this section, the bicubic interpolation method is used to interpolate the low frequency component which is separated by using the wavelet transform. Based on the low frequency image interpolated and the observation constraint, the high frequency component is implicitly interpolated by the block matching collaborative filtering.
Wavelet-based initial image interpolation
Due to the advantage of linear interpolators for the low frequency component, we use the wavelet transform to separate the low frequency component of the LR image y, then the low frequency component is interpolated by the bicubic interpolation method. In general, one decomposition level of the wavelet transform W is sufficient to separate the low frequency information of y. The aforementioned process can be formulated by
where W represents the wavelet transform, U is the bicubic interpolator, T is a thresholding process which only preserves the low frequency wavelet coefficients, i.e., the approximation subband in the wavelet domain, and x 0 is an approximate estimation of the HR image x which only includes the low frequency component of x and has the same size with x. This process is illustrated in Figure 1 (a).
Observation constraint
In order to increase the high frequency component of x 0 , we need to use the priori information y=Dx again. A simple way to use this observation constraint is to fuse the LR image y and the estimate x 0 of the HR image. For simplification of expressions, let D denote a 0-1 downsampling matrix. Therefore, the process of fusing y and x 0 can be formulated as follows
where .* denotes the element-wise multiplication operation. 
Collaborative filtering
The above described interpolation method is not perfect, which can introduce distortion in the interpolation process. In this paper, we consider the distortion as noise. Therefore, we use the collaborative filtering, which is proposed by Dabov et al. in [11] , to reduce the distortion. The collaborative filtering exploits an enhanced image sparse representation in transform domain and nonlocal similarity between image blocks. It turns out to be a much more effective filter than other noise reduction methods based on image sparse representation [12, 13] . The collaborative filtering mainly consists of the following steps (for more detail see [11] ).
Grouping by block matching. Use the block matching approach to find the blocks that are similar to the currently processed one and then stack them together in 3-D array. 
Iterative image interpolation
The proposed iterative image interpolation method can be summarized as follows. a) Use the estimate x 0 of the low frequency component (2) as the initial estimate of the HR image x. b) Enforce the observation constraint to increase the high frequency information by the equation (3) . Let x k represent the estimate at the kth step. The new estimate x k+1 can be obtained by
c) Improve the quality of image interpolation by using the collaborative filtering to reduce the distortion introduced by the interpolation process.
d) Repeat the steps b) and c) until the resulting image satisfying the stop criteria. 
Experimental results
In this section, we performed several sets of experiments to validate the effectiveness of the proposed iterative interpolation method. For the experiments we use six 512×512 test images including Barbara, Lena, Man, Mandrill, Peppers, and Goldhill. In order to show the performance of interpolation methods, we first downsampled each test image by a factor of two to obtain the LR image y, and then interpolated y back to the original size. In the experiments, we use the symlet wavelet with length 8 for the wavelet transform and predetermine the maximum iteration number of the proposed method to be 30. We compare the results generated by our interpolation method with the bicubic interpolation and the simple wavelet-based interpolation. The performance of these interpolation methods is evaluated by visual quality, peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) index [14] , respectively. Visual comparisons for Barbara and Lena are shown in Figure 2 and Figure 3 . It can be observed that the interpolated images of the proposed method exhibit less distortion than the other two interpolation methods. For quantitative comparison, the PSNR and SSIM values of interpolated results for test images are listed in Table 1 and Table 2 , respectively. It is clearly shown that the proposed method substantially outperforms the wavelet-based interpolation and the bicubic interpolation. 
Conclusions
This paper presents an iterative image interpolation method which uses the wavelet-based interpolation and the observation constraint to produce a combined estimate of the HR image and exploits the block matching collaborative filtering to reduce the distortion introduced by the interpolation process. Experimental results demonstrate that the proposed method outperforms the wavelet-based method and the bicubic interpolation method not only in the sense of visual quality but also of PSNR and SSIM.
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