Abstract-Herein, we investigate the interference received from other wireless networks into a satellite communication (SATCOM) link, and review approaches to identify the interference location using on-board satellite processing. Interference is an increasing problem for satellite communication links, and while receiving signals from gateways or user terminals, the uplink is prone to disturbance by interference due to jammers or unintentional transmissions. In this paper, our aim is to localize unknown interference sources present on the ground by estimating direction of arrival (DOA) information using onboard processing (OBP) in the satellite, and the satellite drift inducing a virtual array. In this work, the signal sampled by the drifting single antenna feed is modeled as using an arbitrary array. Building on this model, we perform the 2-D DOA (azimuth and elevation) estimation. The key challenges in such a design include single snapshot based DOA estimation with low complexity and robustness, arising out of limited on-board computational complexity as well as uncertainty in parameters like the drift speed. Employing realistic satellite drift patterns, the paper illustrates the performance of the proposed technique highlighting the accuracy in localization under adverse environments. We provide numerical simulations to show the effectiveness of our methodology.
I. INTRODUCTION
In a SATCOM system, inter-system interference due to jammers, misaligned dish antennas etc., has become an important concern. With the rise of digital media, mobile network services etc., the geostationary orbit is becoming crowded [1] , [2] , and the amount of interference experienced by the satellite system keeps on increasing. The interference substantially deteriorates the signal quality and thus degrades the overall system throughput, and performance. In general, intersystem interference can be intentional, which is caused by jammers etc., or unintentional from misaligned dish antennas, equipment mismatch, etc. Especially, with an increasing number of satellite user terminals, the interference caused by misaligned antennas has become a serious problem for the SATCOM operators, and service providers [3] . In turn, this affects the quality of service and revenue. Therefore, localization is essential to handle the interference and effective measures should be taken for its mitigation.
Localizing an interfering station provides the necessary information to mitigate the ambient interference and further, prevent such events happening in the future. There have been various techniques which uses TDOA, FOA, and FDOA
[2], [4] , [5] based measurements to localize an interference using the ground equipment for geostationary (GEO) satellite systems. But most of the methods operate on-ground and require access to multiple satellites receiving the same interference, which might not be possible in practice. Recent attempts have also been made to localize interfering signals using a satellite [2] , [6] , [5] , such as frequency of arrival (FOA) based interference localization can be performed using single satellite [5] . But these methods can localize at most one interference. In other words, existing interference localization techniques employ on-ground methods, wherein, the interference corrupted signals from one or more satellites are processed on the ground. Moreover, the existing solutions do not provide reliable localization accuracy, owing to the impact of propagation losses. This has encouraged the satellite industry to look into employing on-board single satellite localization solutions to improve the localization accuracy in all situations irrespective of the number of available satellites. Single satellite-based interference techniques will be feasible in future because of the advancements in satellite payload to provide OBP facilities. Therefore, the ultimate aim is to employ single satellite-based localization schemes on-board the satellite.
On-board power limitation and lower computational complexity are the key challenges, which should be taken into consideration while providing the solution. On-board localization provides some advantages like there is no need to relay signals to the gateway (GW), no large antenna gain is required to reduce the uplink noise. In this work, we present single feed of a satellite-based DOA localization of the interferer on-board the satellite. For the worst case design, we consider interfering signal to be in the same frequency band with the uplink. Single feed scenario is taken into the model, to keep computational complexity small. The range of the interfering signal is the earth radius because it is present on the earth's surface. That is why we prefer to perform DOA based localization. Thus, azimuth and elevation are the only parameters to estimate in the spherical coordinate system. It is well known that for DOA estimation one requires an array. Moreover, to estimate 2-D DOA, we require a 2-D or 3-D array.
A geostationary (GEO) satellite drifts from its position on a daily basis because of the gravitational influence from the sun, and the moon [1] . This phenomenon results in a displacement of the satellite from its actual position. More information regarding the roles of the earth's gravitational forces, third body (Moon and Sun) effects, trajectory or drifting pattern can be found in [7] , [8] . In [7] authors explain that for a GEO satellite, periodically station keeping maneuvers need to be performed to correct the satellite position. This procedure uses resources like fuel, which essentially reduces the lifetime of the satellite. But from an interference localization point-of-view, this drift can be utilized to create a virtual or synthetic aperture array for localization. To be more specific, we consider the drifting single feed case which creates a drift induced virtual arbitrary sensor array. Although, we have a drift induced virtual array (DIVA) still the localization problem is difficult because we consider a single snapshot case. On-board processing (OBP) provides the ability to sample at a higher rate than the station keeping intervals. Therefore the problem is to estimate the DOA using a high dimensional spatial snapshot corresponding to a large number of sensors. Here, we provide a solution to this problem by transforming a very long measurement vector to the multiple snapshots.
The paper is organized into several sections: section II presents the system model, section III presents the on-board interference localization methodology adopted to provide the solution. Then we provide numerical simulation results in section IV to illustrate the feasibility of the method and finally, we conclude by providing a summary of the paper. In future, we would like to find theoretical guarantees under which proposed solution works.
II. SYSTEM MODEL
In a satellite system, multiple feeds are employed in the uplink to receive signals from the GW, and an uplink interference can completely block the link, thereby interrupting the transmission of signals from a GW to the satellite, or from the user terminals to the satellite. In order to localize an interferer on-board the satellite, we utilize the satellite drift to create a DIVA which possibly can localize the interference. To do this, we make use of single feed or a sensor to keep the computational complexity as small as possible. The drifting phenomenon creates a virtual or a synthetic aperture array formed using a moving sensor. In this paper, we interchangeably use the terms single feed or single sensor.
Let the position vector of a single feed with respect to the earth center at time instant t to be represented by,
where, r(t) ∈ R 3×1 . The argument t indicates the evolution of the array with time. Assume a narrow-band interferer present on the ground with two dimensional DOA (θ, φ), and is constantly interfering the uplink transmission to the satellite, where θ, and φ are the azimuth, and elevation angles, respectively. Satellite position measurements are calculated with respect to the earth center.
We assume the interfering signal x(t)e j2πf t , centered at frequency f , transmitted at time instant t from an interferer located in the far-field of the virtual array so that the plane wave assumption holds. Then, the interference signal sample collected at time instant t i is,
where x(t) is some deterministic signal, τ i is the time required by the signal to reach the sensor at t i time instant, n(t i ) ∈ C is the zero-mean complex Gaussian random process that is, n(t i ) ∼ CN (0, σ 2 ) ∀ i = 1, 2, . . . , M . The time of arrival, τ i can be written as,
where r(t i ) is the position vector of the sensor at t i time instant, and k denotes the wave number vector in the direction of the interfering signal,
where λ is the wavelength corresponding to f . The downconverted signal at t i time instant can be written as,
After down-converting and collecting all the M samples, we have the following signal model,
The typical carrier frequency range used in Ku-band is 9.75 − 12.5 GHz with bandwidth (BW) ranging in the interval 26−62 MHz. Because of the relatively small BW in comparison with the carrier frequency, the signal can be assumed to be narrowband. Therefore, without loss of generality we can assume the baseband signal x(t) to be narrow-band and it follows from section 1.6 of [9] , that
More compactly, we can write the above set of equations as,
where
is known as the array response vector, and n ∈ C M ×1 . We resort to this strong assumption to realize on-board localization. Alleviating this assumption will be a part of future work.
In practice, it may happen more than one interfering station can completely jam the uplink transmission, so the general system model considering P narrow-band interfering signals each with frequency f can be written as,
, and again n ∈ C M ×1 . Each entry of the vector x corresponds to the contribution from each interfering signal. Most of the subspace methods [10] , [11] , [12] , operate on eigen structure of the covariance of the measurements which is given as,
where R ∈ C M ×M is the covariance matrix of y, R xx is the covariance matrix of x, and I ∈ R M ×M is an identity matrix. But in general the covariance matrix is estimated by the sample covariance matrix. Once, this sample covariance matrix is calculated, then high resolution subspace methods can be applied to estimate the DOAs.
A. Partially known array manifold
The aim is to estimate the unknown parameter vector Θ from the measurement vector y. In a typical SATCOM architecture, satellite monitoring unit (SMU), tracks the position of the satellite at certain time instances, say intervals of ∆T , which is of the order of few minutes. On the other hand, a very high sampling rate is envisaged on-board the satellite to digitize the incoming signal. Thus, equation (6) yields a high dimensional vector with sparsely known position vectors r(t i ) for the covariance estimation in equation (9) . This leads to a scenario with partially known array manifold A(Θ) in equation (9) . However, most of the DOA estimation techniques like multiple signal classification (MUSIC), rely on searching over the whole field of view (FOV), thus necessitating the information about the entire array manifold. Additionally, the scenario provides a single snapshot leading to estimation inaccuracies of R. In the next section, we provide a methodology and a potential solution to these problems.
III. ON-BOARD INTERFERENCE LOCALIZATION
In the preceding section, we stated the objective of estimating the DOAs associated with each interfering signal on-board the satellite. Standard subspace methods for DOA estimation relies on multiple snapshots to construct the sample covariance matrix, but we are limited by only one available snapshot. Also, for many measurements, the position vector of the sensor position is not known to the SMU. That is if we consider the following matrix R pos ∈ R 3×M consisting of sensor positions at all time instants,
Many position vectors in the above matrix are not known to the GW or SMU. In other words, only a subset M 1 ⊂ M is known to the SMU, which makes this problem more difficult. But satellite continues to receive signals. Therefore, on-board measurements are available, but their corresponding position vectors are not known. The next problem is that the highresolution subspace methods cannot be directly employed because of the availability of single snapshot. In the following subsections, we answer the aforementioned questions and provide potential heuristic solutions to these problems. Investigation of more advanced solutions is a subject of future works.
A. Predicting missing sensor positions
It is known that after certain time intervals SMU keeps track of the satellite position, along with the information about its instantaneous velocity. So, we propose to use appropriate 3-D curve interpolation techniques with appropriate resolution, which can predict the trajectory of the satellite based on the position vectors available to the SMU. Thus, what we essentially have on-board is a very high dimensional measurement vector y. Hence, one of the challenges associated, that is unknown satellite positions with the signal model can be alleviated.
B. Mapping single snapshot to multiple snapshots
The next step is to estimate the DOAs. As already stated we want to use standard high-resolution subspace methods to achieve the desired localization accuracy. But most of these techniques rely on the efficient estimation of the eigenstructure of the covariance matrix of the measurements. A typical approximation to the covariance matrix is to use the sample covariance matrix, which again requires a large number of multiple measurements. Therefore, we propose to create multiple snapshots from a single snapshot. Because of high rate sampling, the measurements sampled near a small neighbourhood of a position can be approximated to be received from the position itself. In other words, we can treat measurements corresponding to a small vicinity of the known sensor positions as if they belong to them.
Therefore, we define a mapping g : y → Y, where y ∈ C M ×1 , and Y ∈ M × N . This mapping selects a subset of the measurement vector y to calculate the sample covariance matrix. For example, suppose we have M = 10 6 and we divide this vector into 10 segments. That is we choose M = 11 virtual sensor positions and each segment will have 10 5 measurements. Now, the next step is to find an appropriate number of snapshots, N , required to estimate the covariance matrix such that DOAs can be estimated with the desired accuracy. This transformation essentially builds up the rank of the covariance matrix which helps in identifying more than one source using single snapshot. This idea is similar to spatial smoothing using single snapshot [13] , but in spatial smoothing, we generally focus on overlapped sub-arrays to build the rank of the covariance. But the essence of this transformation is to create multiple snapshots to be able to localize more than one source.
C. Estimating DOAs
In order to get the multiple snapshots from a single snapshot, we need to look at the trade-off between the M , and N . Because increasing M would increase the effective aperture, so that more closely spaced sources can be localized, and increasing N , the number of snapshots, provides a better approximation to the sample covariance matrix. But increasing N beyond certain threshold also losses the structure similar to ULA around each sensor position known to the SMU, thus estimation accuracy may degrade. To get some reasonable value for these two parameters, in the next section we provide estimation error analysis, based on that we select these parameters. Once we have the multiple snapshots, we can calculate the sample covariance matrix as,
where y k is the k-th column of the measurement matrix Y.
After calculating the sample covariance, we employ multiple signal classification (MUSIC) algorithm [14] , [15] to estimate the DOAs. MUSIC works on the eigendecomposition of the covariance matrix, thereby identifying the noise subspace corresponding to smaller eigenvalues, and then testing the orthogonality of the array steering vectors onto the noise subspace. Because of the orthogonality between the signal subspace spanned by the columns of the matrix A(Θ) and the noise subspace spanned by the columns of matrix G, we have the following 2-D search to estimate the DOAs,
where θ , φ are the fine grids for azimuth, elevation angles respectively. The grid resolution depends on the accuracy desired for the DOA estimation. The above optimization is the 2-D extension of the MUSIC algorithm [14] , [15] and can be carried out on-ground due to the O(n 2 ) complexity involved in 2-D search.
IV. SIMULATION RESULTS
In this section, we provide numerical simulation results to get an approximate value of M , and N . Based on realistic parameter settings we consider a moving feed scenario observing two closely spaced narrow-band interfering signals at center frequency f = 2 GHz, constantly interfering the uplink transmission with DOAs (azimuth,elevation): (60
• , 62 • ), and (60.5
• , 62 • ). Because this application demands low interference to noise ratio (INR), we present the simulation results at an INR of 0 dB. Each entry of the vector x is modeled using baseband modulation with binary phase shift keying (BPSK) signaling. Suppose that we know the satellite position at M 1 instants, then in order to predict the trajectory, we use spline-based curve interpolation to get the missing position vectors. The data corresponding to the coarse position vectors of the satellite was based on data provided by the operator SES. We have used five position vectors from the data provided. Interpolation is done with a dense sampling grid of 5 Million points. Then, we generate the measurement vector y using the signal model of equation (8) . Having generated the snapshot, the next step is to create multiple snapshots using this very high dimensional vector. This vector is then divided into M = 200 segments, and then taking N = 25000 measurements in each segment, and thus creating a multiple snapshot matrix Y ∈ C M ×N . Now, the sample covariance is calculated to employ MUSIC algorithm. Figure 1 shows the MUSIC spectrum indicating the detection of correct DOAs. Now, we look at the complexity-performance trade-off. We define a product M N = C, where C is some constant and it defines a fixed budget on the number of measurements. Here, we have used C = 5000. Generally, used metric to study the estimation error performance of an algorithm is the root mean square error (RMSE). The numerical simulation result for the estimation error variation with M in the parameter vector Θ, averaged over 5000 Monte-Carlo runs is shown in figure 2 . It is clearly shown in figure 2 that the estimation error decreases as the number of sensors increases. For M = 40 there is a substantial difference in the estimation error compared with M = 30. But for M = 40 computational complexity in finding the DOAs is large compared to M = 30. Thus, we can choose the number of sensor positions based on the desired estimation accuracy and the performance-complexity trade-off.
V. CONCLUSION
In this paper we provide a methodology to localize closely spaced narrow-band interferers using a single moving feed with single snapshot on-board the satellite. Proposed method has been verified from numerical simulations. To find a good choice of M , and N , we provided numerical simulation results for minimizing the estimation error in LS sense averaged over several Monte-Carlo runs. The choice of M , and N is based on the performance-complexity trade-off. This choice can be used for resolving the two closely spaced interfering sources accurately. This scheme can be possibly implemented into two parts, namely on-board: construction of covariance matrix, and on-ground: final interference localization based on the covariance matrix constructed on-board the satellite using subspace high resolution techniques like MUSIC, subspace fitting etc. In this work we have assumed the 0.5
• resolution between two interference signals, algorithms providing 0.1
• resolution is a part of future work.
