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This note is devoted to a generalization of the Strassen converse. Let gn : R∞ →
[0,∞], n 1 be a sequence of measurable functions such that, for every n  1,
gn(
x+y
2 )  C(gn(x) + gn(y)) and gn( x−y2 )  C(gn(x) + gn(y)) for all x,y ∈ R∞, where
0 < C < ∞ is a constant which is independent of n. Let {X, Xn; n  1} be a sequence
of i.i.d. random variables. Assume that there exist r  1 and a function φ : [0,∞) →
[0,∞) with limt→∞ φ(t) = ∞, depending only on the sequence {gn; n  1} such that
limsupn→∞ gn(X1, X2, . . .) = φ(E|X|r) a.s. whenever E|X|r < ∞ and EX = 0. We prove the
converse result, namely that limsupn→∞ gn(X1, X2, . . .) < ∞ a.s. implies E|X|r < ∞ (and
EX = 0 if, in addition, limsupn→∞ gn(c, c, . . .) = ∞ for all c = 0). Some applications are
provided to illustrate this result.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and results
Throughout this note, let {X, Xn; n  1} be a sequence of independent and identically distributed (in short i.i.d.) real-
valued random variables and let gn : R∞ → [0,∞], n 1 be a sequence of measurable functions. As usual, let Sn =∑ni=1 Xi ,
n 1. Deﬁne Lt = loge max{e, t} and LLt = L(Lt) for t  0. If we choose
gn(x1, x2, . . .) = |x1 + · · · + xn|√
2nLLn
, n 1,
then the classical Hartman and Wintner [5] law of the iterated logarithm (in short LIL) states that
limsup
n→∞
gn(X1, X2, . . .) = limsup
n→∞
|Sn|√
2nLLn
=
√
EX2 almost surely (a.s.)
whenever
EX2 < ∞ and EX = 0. (1.1)
Using quite sophisticated methods, Strassen [14] proved conversely that if
limsup
n→∞
|Sn|√
2nLLn
< ∞ a.s.,
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covered by Feller [2], Heyde [4], and Steiger and Zaremba [12]. Martikainen [8], Rosalsky [10], and Pruitt [9] simultaneously
and independently obtained a “one-sided” converse to the classical Hartman–Wintner LIL.
In this note we establish a generalization of the Strassen converse as follows.
Theorem 1. Let gn : R∞ → [0,∞], n 1 be a sequence of measurable functions such that, for every n 1 and all x,y ∈ R∞ ,
gn
(
x+ y
2
)
 C
(
gn(x) + gn(y)
)
and gn
(
x− y
2
)
 C
(
gn(x) + gn(y)
)
, (1.2)
where 0 < C < ∞ is a constant which is independent of n. Assume that there exist r  1 and a function φ : [0,∞) → [0,∞) with
limt→∞ φ(t) = ∞, depending only on the sequence {gn; n 1} such that
limsup
n→∞
gn(X1, X2, . . .) = φ
(
E|X |r) a.s. (1.3)
whenever
E|X |r < ∞ and EX = 0. (1.4)
Then
limsup
n→∞
gn(X1, X2, . . .) < ∞ a.s. (1.5)
implies that
E|X |r < ∞. (1.6)
If, in addition,
limsup
n→∞
gn(c, c, . . .) = ∞ for all c = 0, (1.7)
then (1.5) also implies that
EX = 0. (1.8)
The proof of Theorem 1 will be given in Section 2.
Remark 1. Note that, for every n 1 and all x = (x1, x2, . . .),y = (y1, y2, . . .) ∈ R∞ ,
| x1+y12 + · · · + xn+yn2 |√
2nLLn
 1
2
( |x1 + · · · + xn|√
2nLLn
+ |y1 + · · · + yn|√
2nLLn
)
and
| x1−y12 + · · · + xn−yn2 |√
2nLLn
 1
2
( |x1 + · · · + xn|√
2nLLn
+ |y1 + · · · + yn|√
2nLLn
)
,
lim
t→∞φ(t) = ∞, where φ(t) =
√
t, t  0,
and clearly, (1.7) holds for gn(x1, x2, . . .) = |x1 + · · · + xn|/
√
2nLLn, n  1. So Theorem 1 includes the remarkable Strassen
converse as a special case.
Remark 2. Let r  1. By the classical Kolmogorov strong law of large numbers, we have that
lim
n→∞
|X1|r + · · · + |Xn|r
n
= E|X |r a.s. (1.9)
whenever E|X |r < ∞. It is easy to see that, for every n 1 and all x = (x1, x2, . . .),y = (y1, y2, . . .) ∈ R∞ ,
| x1+y12 |r + · · · + | xn+yn2 |r
n
 1
2
( |x1|r + · · · + |xn|r
n
+ |y1|
r + · · · + |yn|r
n
)
and
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n
 1
2
( |x1|r + · · · + |xn|r
n
+ |y1|
r + · · · + |yn|r
n
)
,
lim
t→∞φ(t) = ∞, where φ(t) = t
r, t  0,
and clearly, (1.7) does not hold for gn(x1, x2, . . .) = (|x1|r + · · · + |xn|r)/n, n 1. Thus, for this example, (1.5) does not imply
(1.8) but (1.6).
We now illustrate Theorem 1 by considering the following three important applications. Under these situations, ana-
logues of (1.3) have been proved in the literature. To the best of our knowledge, whether their converses are true remains
open problems.
Application 1. Let f : (0,1) → R be a Riemann-integrable function and deﬁne F (x) = ∫ 1x f (t)dt , x ∈ (0,1). As an application
of his fundamental invariance principle for the LIL, Strassen [13] proved that
limsup
n→∞
|∑nk=1 f ( kn )Sk|√
2n3LLn
=
√√√√√
1∫
0
F 2(x)dx a.s. (1.10)
whenever
EX2 = 1 and EX = 0. (1.11)
It follows that
limsup
n→∞
|∑nk=1 f ( kn )Sk|√
2n3LLn
=
√√√√√
( 1∫
0
F 2(x)dx
)
EX2 a.s. (1.12)
whenever (1.1) holds. If we take
gn(x1, x2, . . .) = |
∑n
k=1 f ( kn )
∑k
i=1 xi |√
2n3LLn
, n 1,
and
φ(t) =
√√√√√
( 1∫
0
F 2(x)dx
)
t, t  0,
then (1.2) holds with C = 1/2 and limt→∞ φ(t) = ∞ whenever
∫ 1
0 | f (x)|dx = 0. Therefore (1.3) follows from (1.12). It is also
easy to see that (1.7) holds if
∫ 1
0 xf (x)dx = 0. Applying Theorem 1, we now obtain the following converse to the statement
(1.10).
Corollary 1. Let f : (0,1) → R be a Riemann-integrable function such that ∫ 10 | f (x)|dx = 0. Then
limsup
n→∞
|∑nk=1 f ( kn )Sk|√
2n3LLn
< ∞ a.s. (1.13)
implies that
EX2 < ∞.
If, in addition,
∫ 1
0 xf (x)dx = 0, then (1.13) implies (1.1) and it follows that
limsup
n→∞
|∑nk=1 f ( kn )Sk|√
2n3LLn
=
√√√√√
1∫
0
F 2(x)dx a.s.
if and only if (1.11) holds.
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limsup
n→∞
|∑nk=1 kα Sk|√
2n2α+3LLn
= 1√
(α + 3/2)(α + 2) a.s.
if and only if (1.11) holds.
Application 2. Let α  1. As the other application of his fundamental invariance principle for the LIL, Strassen [13] proved
that
limsup
n→∞
∑n
k=1 |Sk|α
n1+(α/2)(2LLn)α/2
= 2(α + 2)
(α/2)−1
(
∫ 1
0
dx√
1−xα )
ααα/2
a.s. (1.14)
whenever (1.11) holds. It follows that
limsup
n→∞
∑n
k=1 |Sk|α
n1+(α/2)(2LLn)α/2
=
(
2(α + 2)(α/2)−1
(
∫ 1
0
dx√
1−xα )
ααα/2
)(
EX2
)α/2
a.s.
whenever (1.1) holds. If we take
gn(x1, x2, . . .) =
∑n
k=1 |
∑k
i=1 xi |α
n1+(α/2)(2LLn)α/2
, n 1,
and
φ(t) =
(
2(α + 2)(α/2)−1
(
∫ 1
0
dx√
1−xα )
ααα/2
)
tα/2, t  0,
then (1.2) holds with C = 1/2 and limt→∞ φ(t) = ∞. Applying Theorem 1, we now obtain the following converse to the
statement (1.14).
Corollary 2. The two statements (1.11) and (1.14) are actually equivalent.
Application 3. Let A, H0 > 0 and let f : [A,∞) → [0,∞) be a nondecreasing function such that
f (x)exp
(−H0x2) is nondecreasing and
∞∫
A
f (z)exp
(−z2/2)dz < ∞. (1.15)
Ibragimov and Lifshits [6] established the convergence of generalized moments by showing that, for every continuous func-
tion h which satisﬁes |h(x)| f (|x|), |x| A,
lim
n→∞
1
lnn
n∑
k=1
h(Sk/
√
k)
k
= 1√
2π
∞∫
−∞
h(z)exp
(−z2/2)dz a.s. (1.16)
whenever (1.11) holds. The statement (1.16) is the functional analog of the so-called almost sure central limit theorem
lim
n→∞ sup−∞<x<∞
∣∣∣∣∣ 1lnn
n∑
k=1
1
k
I
(
Sk√
k
 x
)
− 1√
2π
x∫
−∞
exp
(−z2/2)dz
∣∣∣∣∣= 0 a.s. (1.17)
whenever (1.11) holds. We refer to Brosamler [1], Fisher [3], and Schatte [11] for the origins. Lacey and Philipp [7] showed
that (1.17) is true under (1.11). For further references, see Ibragimov and Lifshits [6].
From (1.17), it is easy to see that
lim
n→∞
1
lnn
n∑
k=1
1
k
I
(
Sk√
k
 x
)
= φx
(
EX2
)
a.s.
whenever (1.1) holds, where
φx(t) = 1√
2π
x/
√
t∫
exp
(−z2/2)dz, t > 0,
−∞
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φx(0) =
{
0, x < 0,
1, x 0.
Note that, for all sequence {X, Xn; n 1} of i.i.d. random variables,
limsup
n→∞
1
lnn
n∑
k=1
1
k
I
(
Sk√
k
 x
)
 limsup
n→∞
1
lnn
n∑
k=1
1
k
= 1< ∞ a.s. (1.18)
Thus (1.1) does not follow from (1.18). Clearly, for all x ∈ R,
lim
t→∞φx(t) =
1
2
< ∞.
We now try to establish a converse to (1.16) (i.e., the convergence of generalized moments). Note that, for any given
continuous function h1 : (−∞,∞) → [0,∞) such that h1(x) e|x| , |x| D for some D > 0, it follows from (1.15) and (1.16)
that
lim
n→∞
1
lnn
n∑
k=1
h1(Sk/
√
k)
k
= 1√
2π
∞∫
−∞
h1
((
EX2
)1/2
z
)
exp
(−z2/2)dz a.s. (1.19)
whenever (1.1) holds.
Corollary 3. Let h : (−∞,∞) → [0,∞) be a continuous function such that there exists a continuous function h1 : (−∞,∞) →
[0,∞) such that h1(x)  h(x), x ∈ R and h1(x)  e|x| , |x|  D for some D > 0. If, in addition, there exists a constant 0 < C < ∞
which depends only on the function h1 such that, for all x, y ∈ R,
h1
(
x+ y
2
)
 C
(
h1(x) + h1(y)
)
and h1
(
x− y
2
)
 C
(
h1(x) + h1(y)
)
(1.20)
and
lim|x|→∞h1(x) = ∞, (1.21)
then
limsup
n→∞
1
lnn
n∑
k=1
h(Sk/
√
k)
k
< ∞ a.s. (1.22)
implies (1.1).
Proof. Since 0 h1(x) h(x) for all x ∈ R, (1.22) implies
limsup
n→∞
1
lnn
n∑
k=1
h1(Sk/
√
k)
k
< ∞ a.s. (1.23)
If we take
gn(x1, x2, . . .) = 1
lnn
n∑
k=1
h1(
∑k
i=1 xi/
√
k)
k
, n 1,
and
φ(t) = 1√
2π
∞∫
−∞
h1
(
t1/2z
)
exp
(−z2/2)dz, t  0,
we then see that, from (1.19),
lim gn(X1, X2, . . .) = φ
(
EX2
)
a.s.n→∞
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limsup
n→∞
gn(c, c, . . .) = limsup
n→∞
1
lnn
n∑
k=1
h1(k1/2c)
k
= lim|x|→∞h1(x) = ∞ for all c = 0.
Applying Theorem 1, (1.1) follows from (1.23). 
Remark 4. As an application of Corollary 3 and (1.16), we see that the following six statements are equivalent:
(i) (1.11) holds,
(ii) limn→∞ 1lnn
∑n
k=1 1k (
|Sk |√
k
) =
√
2
π a.s.,
(iii) limn→∞ 1lnn
∑n
k=1 1k (
Sk√
k
)2 = 1 a.s.,
(iv) limn→∞ 1lnn
∑n
k=1 1k ln(1+ |Sk|√k ) =
√
2
π
∫∞
0 (ln(1+ z))e−z
2/2 dz a.s.,
(v) limn→∞ 1lnn
∑n
k=1 1k e
|Sk |√
k =
√
2e
π
∫∞
−1 exp(−z2/2)dz a.s.,
(vi) limn→∞ 1lnn
∑n
k=1 1k exp(a(
|Sk |√
k
)2) = 1√
1−2a a.s. whenever 0< a <
1
2 .
2. Proof of Theorem 1
We ﬁrst show that (1.2) and (1.5) imply (1.6). To do this, let {X ′, X ′n; n  1} be an independent copy of {X, Xn; n  1},
and consider the symmetrized random variables Y = (X − X ′)/2, Yn = (Xn − X ′n)/2, n 1. Then, it follows from the second
half of (1.2) and (1.5) that
lim
n→∞ gn(Y1, Y2, . . .) C
(
limsup
n→∞
gn(X1, X2, . . .) + limsup
n→∞
gn
(
X ′1, X ′2, . . .
))
< ∞ a.s. (2.1)
Next, for any λ > 0, write Yn(λ) = Yn I{|Yn|  λ} − Yn I{|Yn| > λ}, n  1. Since each Yn is symmetric, it follows that
{Y , Yn(λ); n 1} is a sequence of i.i.d. random variables. We then have that, for all x 0,
P
(
limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
)
 x
)
= P
(
limsup
n→∞
gn(Y1, Y2, . . .) x
)
. (2.2)
Since
Yn I
{|Yn| λ}= Yn + Yn(λ)
2
, n 1,
it follows from the ﬁrst half of (1.2) that
limsup
n→∞
gn
(
Y1 I
{|Y1| λ}, Y2 I{|Y2| λ}, . . .) C(limsup
n→∞
gn(Y1, Y2, . . .) + limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
))
. (2.3)
On the other hand, since (1.4) is satisﬁed for the sequence {Y I{|Y | λ}, Yn I{|Yn| λ}; n 1}, we have by (1.3) that
limsup
n→∞
gn
(
Y1 I
{|Y1| λ}, Y2 I{|Y2| λ}, . . .)= φ(E|Y |r I{|Y | λ}) a.s. (2.4)
Combining (2.4) with (2.3), we see that, for all λ > 0,
φ
(
E|Y |r I{|Y | λ}) C(limsup
n→∞
gn(Y1, Y2, . . .) + limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
))
a.s. (2.5)
Since (2.1) and (2.2) imply that there exists 0 M < ∞, which is independent of λ, such that
P
(
limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
)
> M
)
= P
(
limsup
n→∞
gn(Y1, Y2, . . .) > M
)
<
1
2
,
we have that, for all λ > 0,
P
(
limsup
n→∞
gn(Y1, Y2, . . .) + limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
)
 2M
)
 1− P
(
limsup
n→∞
gn(Y1, Y2, . . .) > M
)
− P
(
limsup
n→∞
gn
(
Y1(λ), Y2(λ), . . .
)
> M
)
> 0. (2.6)
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P
(
φ
(
E|Y |r I{|Y | λ}) 2CM)> 0. (2.7)
Clearly, for any given two constants a and b,
P(a b) > 0 if and only if a b.
Note that, for ﬁxed λ > 0, aλ = φ(E|Y |r I{|Y |  λ}) and b = 2CM are two constants. It thus follows from (2.7) that, for all
λ > 0,
φ
(
E|Y |r I{|Y | λ}) 2CM. (2.8)
As limx→∞ φ(x) = ∞, letting λ → ∞, E|Y |r < ∞ follows from (2.8). Then, by the weak symmetrization inequality, we have
that
P
(∣∣X −m(X)∣∣ x) 2P(∣∣X − X ′∣∣ x)= 2P(|Y | x
2
)
for all x 0,
where m(X) denotes a median of X . We thus see that E|X −m(X)|r < ∞ and so E|X |r < ∞.
We now show that, under the condition (1.7), (1.5) also implies (1.8), i.e., EX = 0. Note that
EX
2
= (EX − Xn) + Xn
2
, n 1.
Thus, by the ﬁrst half of (1.2), we see that
gn
(
EX
2
,
EX
2
, . . .
)
 C
(
gn(EX − X1,EX − X2, . . .) + gn(X1, X2, . . .)
)
, n 1.
Hence, by (1.3) and (1.5), we have that
limsup
n→∞
gn
(
EX
2
,
EX
2
, . . .
)
< ∞. (2.9)
Noting the condition (1.7), (2.9) leads to EX = 0.
Acknowledgments
The authors are extremely grateful to the two referees for very carefully reading the manuscript and for offering several valuable comments and
suggestions which enabled us to improve the presentation of this note. The research of Hyung-Tae Ha was supported by Kyungwon University Research
Fund, the research of Deli Li was partially supported by a grant from the Natural Sciences and Engineering Research Council of Canada, and the research of
Yongcheng Qi was partially supported by NSF Grant DMS-1005345.
References
[1] G.A. Brosamler, An almost everywhere central limit theorem, Math. Proc. Cambridge Philos. Soc. 104 (1988) 561–574.
[2] W. Feller, An extension of the law of the iterated logarithm to variables without variance, J. Math. Mech. 18 (1968) 343–356.
[3] A. Fisher, Convex-invariant means and a pathwise central limit theorem, Adv. Math. 63 (1987) 213–246.
[4] C.C. Heyde, On the converse to the iterated logarithm law, J. Appl. Probab. 5 (1968) 210–215.
[5] P. Hartman, A. Wintner, On the law of the iterated logarithm, Amer. J. Math. 63 (1941) 169–176.
[6] I.A. Ibragimov, M.A. Lifshits, On the convergence of generalized moments in almost sure central limit theorem, Statist. Probab. Lett. 40 (1998) 343–351.
[7] M. Lacey, W. Philipp, A note on the almost sure central limit theorem, Statist. Probab. Lett. 9 (1990) 201–205.
[8] A.I. Martikainen, A converse to the law of the iterated logarithm for a random walk, Teor. Veroyatn. Primen. 25 (1980) 364–366 (in Russian); English
translation in Theory Probab. Appl. 25 (1981) 361–362.
[9] W. Pruitt, General one-sided laws of the iterated logarithm, Ann. Probab. 9 (1981) 1–48.
[10] A. Rosalsky, On the converse to the iterated logarithm law, Sankhya¯ Ser. A 42 (1980) 103–108.
[11] P. Schatte, On strong versions of the almost sure central limit theorem, Math. Nachr. 137 (1988) 249–256.
[12] W.L. Steiger, S.K. Zaremba, The converse of the Hartman–Wintner theorem, Z. Wahrsch. Verw. Gebiete 22 (1972) 193–194.
[13] V. Strassen, An invariance principle for the law of the iterated logarithm, Z. Wahrsch. Verw. Gebiete 3 (1964) 211–226.
[14] V. Strassen, A converse to the law of the iterated logarithm, Z. Wahrsch. Verw. Gebiete 4 (1966) 265–268.
