Introduction
Statistical inference based on incomplete data typically involves certain assumptions for the missing-data mechanism. The validity of these assumptions requires formal evaluation before any further analysis. For example, likelihood-based inference is valid only if the missing-data mechanism is ignorable (Rubin 1976) , which usually relies on the missing at random (MAR) assumption. MAR assumes that the missingness of the data may depend on the observed data but is independent of the unobserved data. Therefore, testing MAR is in general impossible because it requires unavailable information about the missing data. Instead, the missing completely at random (MCAR) assumption assumes that the missingness of the data is independent of both the observed and the unobserved data, which is stronger than MAR and possible to test using only the observed data. When the missing-data mechanism depends on the unobserved data, data are missing not at random (MNAR). Although the likelihood inference only requires the MAR assumption, testing of MCAR is still of interest in real applications because many simple missing-data methods such as complete-case analysis are valid only under MCAR (see Little and Rubin [2002, chap. 3] ; also see the blood-test example in section 4). Also the maximum likelihood estimation for the multivariate normal model may be more sensitive to the distributional assumption when the data are not MCAR (Little 1988) .
In this article, I present a new command, mcartest. It implements the χ 2 test of MCAR for multivariate quantitative data proposed by Little (1988) , which tests whether significant difference exists between the means of different missing-value patterns. The test statistic takes a form similar to the likelihood-ratio statistic for multivariate normal c 2013 StataCorp LP st0318 data and is asymptotically χ 2 distributed under the null hypothesis that there are no differences between the means of different missing-value patterns. Rejection of the null provides sufficient evidence to indicate that the data are not MCAR. The command also accommodates the testing of the covariate-dependent missingness (CDM) assumption, a straightforward extension of Little's MCAR test when covariates are present. It also allows unequal variances between different missing-value patterns.
2 Methods and formulas 2.1 MCAR, MAR, MNAR, and CDM First, I introduce the formal definitions of the four missing-data mechanisms. Suppose we have an independent and identically distributed sequence of p-dimensional vectors y i = (y i1 , . . . , y ip ) ⊤ , i = 1, 2, . . . , n, where n is the sample size, and Y = (y 1 , . . . , y n ) ⊤ is the n×p data matrix. Hereafter, we are mainly interested in testing whether Y is MCAR. Denote the observed entries and missing entries of Y as Y o and Y m , respectively. In some situations, we may also have completely observed q-dimensional covariates x. Let X be the n × q data matrix of covariate values. Let the p-dimensional vector r i = (r i1 , . . . , r ip )
⊤ denote the indicator of whether each component in vector y i is observed; that is, r ik = 1 if y ik is observed, and r ik = 0 if y ik is missing for i = 1, 2, . . . , n and k = 1, 2, . . . , p. The stacked matrix of r is R = (r 1 , . . . , r n ) ⊤ . Then the MAR assumption is defined as
In other words, the distribution of the missing indicators depends only on the observed data.
The stronger assumption of MCAR is defined as
which implies that the missing indicators are completely independent of both the missing data and the observed data. Note that here R is also independent of covariates X, as suggested by Little (1995) . This means that under the MCAR assumption, the missingness should be totally independent of any observed variables. Instead, if R only depends on covariates X,
then Little (1995) suggests that (3) be referred to as CDM (Fitzmaurice et al. 2009, chap. 17) , while the term "MCAR" is reserved for (2). It is worth noting that according to the definition, CDM is a special case of MAR because covariates x are always fully observed. Finally, any missing-data mechanism that does not satisfy (1) is MNAR.
Test of MCAR
In Little's test of MCAR (Little 1988) , the data y i , (i = 1, 2, . . . , n) are modeled as p-dimensional multivariate normal with mean vector µ and covariance matrix Σ, with part of the components in y i 's missing. When the normality is not satisfied, Little's test still works in the asymptotic sense for quantitative random vectors y i 's but is not suitable for categorical variables (Little 1988) . We suppose that there are a total of J missing-value patterns among all y i 's. For each pattern j, let o j and m j be the index sets of the observed components and the missing components, respectively, and p j = |o j | be the number of observed components in pattern j. Furthermore, let µ oj and Σ oj be the p j × 1-dimensional mean vector and the p j × p j covariance matrix of only the observed components for the jth missing pattern, and let y oj (p j × 1) be the observed sample average for the jth missing pattern. Finally, let I j ⊆ {1, 2, . . . , n} be the index set of pattern j in the sample, and let n j = |I j |; then J j=1 n j = n. Little's χ 2 test statistic for MCAR takes the following form:
The idea is that if the data are MCAR, then conditional on the missing indicator r i , the following null hypothesis holds,
where µ oj is a subvector of the mean vector µ.
Instead, if (1) is not true, then conditional on the missing indicator r i , the means of the observed y's are expected to vary across different patterns, which implies
where ν oj , j = 1, 2, . . . , J are mean vectors of each pattern j and can be distinct.
Rejecting (1) is sufficient for rejecting the MCAR assumption (2), but not necessary. Little (1988) proves that the statistic (4) is the likelihood-ratio statistic for testing (1) against (6). If the normality assumption holds, then d In practice, because µ and Σ are usually unknown, Little (1988) proposes to replace them with the unbiased estimators µ and Σ = n Σ/(n − 1), where µ and Σ are the maximum likelihood estimators based on the null hypothesis (1). Thus Σ oj in (4) is replaced by the submatrix Σ oj of Σ, which gives
, where α is the significance level. µ and Σ can be obtained from the expectation-maximization (EM) algorithm using the observed data Y o (Little and Rubin 2002; Schafer 1997 ).
Test of CDM
A natural extension of Little's test of MCAR is to test the CDM assumption (3) of y i conditional on x i when covariates x i 's are present. For simplicity, we assume that x i contains the constant term 1 as one of its components. If y depends linearly on x, then the model becomes
where B is a p × q matrix of coefficients, and ε ∼ N (0, Σ). Under the homoskedasticity assumption, Σ does not depend on x. When we compare this with the model without covariates, we see we need to replace every unconditional mean of y with the conditional mean of y given x and test whether the coefficient matrix B varies among different missing patterns. The χ 2 test statistic (4) now becomes
where B oj is a p j ×q submatrix of B, whose rows correspond to the jth missing pattern, and B oj is the ordinary least-squares estimator of B oj using the observed data from pattern j. It is straightforward to see that d Accordingly, we are now testing the null hypothesis
where under H 1 , the CDM assumption does not hold, and y oj = D oj x + ε for pattern j, with D oj potentially different among all patterns but with the error terms still sharing the same multivariate distribution N (0, Σ).
In practice, we replace B and Σ in (8) with unbiased estimators B and Σ = n Σ/(n− q), where B and Σ are the maximum likelihood estimators using all data under H 0 , and calculate
which asymptotically follows χ 2 distribution with d.f. = q( 
Adjustment for unequal variances
As Little (1988) points out, one important limitation of d 2 in (7) and (11) is that the covariance matrix of observed y (or observed y conditional on x) is still the same for all missing-value patterns even in the alternative hypotheses (6) and (10). This assumption may not be satisfied in general, especially when the number of missing patterns is large. Therefore, we can relax this limitation on covariance matrices and replace the alternative hypothesis with
where Γ oj contains distinct parameters for each missing pattern j. To test (9) against (12), we can derive the following likelihood-ratio statistic as in Little (1988) ,
where d 2 is the same as in (7) without covariates or (11) with covariates, S oj is the estimated covariance matrix of residuals from the regression of observed y oj on x in pattern j, Σ oj is the same as in (7), and "aug" stands for "augmented" because more parameters need to be estimated for covariance matrices in the new test. Asymptotically, d (1 − α), where α is the significance level. This augmented test using d 2 aug tends to have higher power than the test using d 2 for large sample sizes, especially when the covariance structures of different missingvalue patterns vary a lot, as shown later in our simulation results in section 5. On the other hand, d 2 aug may not be applicable if some patterns have too small sample sizes such that n j < p j + q: S oj will then be singular, and hence, log |S oj | in the expression of d 2 aug cannot be computed.
3 The mcartest command 3.1 Description mcartest performs Little's χ 2 test for the MCAR assumption and accommodates arbitrary missing-value patterns. depvars contains a list of variables with missing values to be tested. depvars requires at least two variables. indepvars contains a list of covariates. When indepvars are specified, mcartest tests the CDM assumption for depvars conditional on indepvars (see Little [1995] We specified the emoutput option to display the EM estimates and also suppressed the log using the nolog option of em options. Next we add auxiliary variables as covariates into the test and test the CDM assumption. Note that age is grouped into four brackets and female has two groups, so we use the factor variables i.age and i.female in the test. We also specify the emoutput option to display the EM estimates of the linear regression coefficients. This CDM test gives a χ 2 distance of 141.15 with d.f. 140 and p-value 0.4569. Both CDM tests are highly nonsignificant, which implies that although chol, trig, diasbp, and sysbp are not MCAR, the missing-data mechanism can be reasonably viewed as CDM given the auxiliary variables age, female, and weight. Therefore, for this dataset, any analysis of chol, trig, diasbp, and sysbp using only the 122 completely observed samples without adjusting the effect of the auxiliary variables is not valid because the MCAR assumption is violated. The means of these four variables are significantly different in the 122 completely observed samples and in the other samples that contain missing values. On the other hand, the plausible CDM assumption implies that the means of these four variables change linearly with the auxiliary variables. For example, the mean level of the cholesterol level changes from case to case with linear dependence on the subject's weight, age, and gender, and the linear regression coefficients are displayed in the foregoing output of EM estimates. Because CDM is a special case of MAR (as mentioned in section 2.1), this example also implies that simple methods such as complete-case analysis do not necessarily work under the more general MAR assumption.
As suggested by Little (1995) , because in real applications, no information about the covariates is known beforehand, it seems preferable to include all possible covariates in the model. However, including more covariates will increase the χ 2 d.f. considerably, as can be seen in this example, which could make the estimation less efficient and the test less powerful. Therefore, we need to balance between the limited sample size and the number of covariates and choose the appropriate MCAR or CDM assumption for testing.
Simulation study
In this section, I evaluate the performance of Little's χ 2 test of MCAR and CDM through simulation studies. In general, when the true missing-data mechanism is MCAR, the empirical rejection probability of Little's test of MCAR fits well with the nominal significance level, with a stable performance even for small samples, different proportions of missing values, and different numbers of variables with missing values. This was found in Little (1988) and Kim and Bentler (2002) and confirmed by my own simulations, which are not included here. However, for Little's test of CDM, the natural extension of the MCAR test, it remains unclear whether increasing the number of covariates has an impact on its finite sample performance. I explored this by simulating the following model,
where B is a p × (q − 1) matrix of all 1s, x 1 , x 2 , . . . , x q−1 are independent N (0, 1) variables, and the error terms follow
y 1 is MCAR with probability 0.5, and y 2 is always completely observed, yielding two missing-value patterns. y = (y 1 , y 2 ) ⊤ is tested for CDM with auxiliary variables (covariates) x = (x 1 , . . . , x q−1 )
⊤ . The number of covariates q − 1 (constant term not included) varies among 0, 1, 2, 5, 10, and 20, and the sample size increases from 100, 250, and 500 to 1,000. For each scenario, 10,000 Monte Carlo replications are used. Under the null hypothesis (9), d 2 in (11) asymptotically follows χ 2 distribution with d.f. = q. At significance level α = 0.05, I report the empirical rejection probability of the CDM test in table 2. The Monte Carlo standard errors are displayed in the parentheses right after each rejection rate. Table 2 shows that in this model, when the number of covariates is small, the empirical rejection rate of Little's CDM test is sufficiently close to the nominal level 0.05 with a sample size of 100 or 250. However, as the number of covariates increases to 10 and 20, the empirical rejection rate is much lower than the nominal level 0.05 when the sample size is 100 or 250. Therefore, in small samples, the CDM test tends to be more conservative when the number of covariates is large. where y 2 always remains complete through all observations, and y 1 is missing with probability 0.5 based on the missing mechanisms below. In principle, we can compare both the rejection probabilities when the null hypothesis (1) or (9) is satisfied by the true model and the power of these tests when the null is violated. The alternative hypothesis could be either (10) or (12) and will be covered by the five cases below. In the following, Φ(·) is the cumulative distribution function of the standard normal, and Φ −1 (·) is its inverse.
1. (MCAR) y 1 is MCAR with probability 0.5. Note that y 1 is missing with probability 0.5 in all five cases, yielding two missing-value patterns, and we always test the full vector of y = (y 1 , y 2 ) ⊤ . Therefore, the true missing-data mechanism of case 1 corresponds to MCAR. Case 2 and case 3 are MAR. Case 4 and case 5 are MNAR. The covariance structures of two missing-value patterns are the same in cases 1, 2, and 4 by symmetry and different in cases 3 and 5. Under the null hypothesis (1), d 2 in (7) asymptotically follows χ 2 distribution with d.f. = 1, and d 2 aug in (13) asymptotically follows χ 2 distribution with d.f. = 2. I report the empirical rejection rates of both tests at significance level α = 0.05 using sample sizes 100, 250, 500, and 1,000 based on 10,000 Monte Carlo replications for each of the five missingdata mechanisms. The results are summarized in table 3. The Monte Carlo standard errors are displayed in the parentheses right after each rejection rate. . This is not surprising because in the true model, covariance matrices of the two missing patterns are exactly the same, and d 2 aug is less efficient because it estimates two covariance matrices separately. However, in either case 3 (MAR), where y 1 is missing if |y 2 | ≥ Φ −1 (0.75), or case 5 (MNAR), where y 1 is missing if |y 1 | ≥ Φ −1 (0.75), the missing data and the observed data have the same mean zero but different variances. As a result, the empirical rejection rates from d 2 are very low, indicating weak power of Little's test in these two situations. The power of d 2 does not improve significantly even if we increase the sample size to 1,000. Instead, after adjustment for unequal variances, d 2 aug has much higher power, and the power increases to 1 as the sample size increases from 100 to 1,000. This implies that d 2 may not be reliable when the difference between missing-value patterns does not lie in their means, while d 2 aug can overcome this weakness when the covariance structure varies significantly across different missing-value patterns.
Although the augmented test for unequal variances has better power in some situations, such as case 3 and case 5 of the model above, it may be too conservative with small sample sizes and complicated missing-value patterns. In the extreme case, according to (13), d 2 aug cannot be computed when some missing-value patterns contain too few observations. In the following, I simulate the same example from Little (1988) and compare the finite sample performance of d 2 and d 2 aug with more complicated missingvalue patterns. Little (1988) considers a multivariate normal model with four variables, y = (y 1 , y 2 , y 3 , y 4 ) ⊤ , generated by y 1 = z 1 y 2 = z 1 √ 0.9 + z 2 √ 0.1 y 3 = z 1 √ 0.2 + z 2 √ 0.1 + z 3 √ 0.7 y 4 = −z 1 √ 0.6 + z 2 √ 0.25 + z 3 √ 0.1 + z 4 √ 0.05 where z 1 , z 2 , z 3 , and z 4 are independent standard normal random variables. We only observe y 1 , y 2 , y 3 , and y 4 but not z 1 , z 2 , z 3 , and z 4 , and the missing-data mechanism of y 1 , y 2 , y 3 , and y 4 is MCAR. For y = (y 1 , y 2 , y 3 , y 4 ) ⊤ , Little (1988) considers seven missing-value patterns in total, which can be represented by the missing indicator vector r = 1111, 1110, 1100, 1101, 1001, 1011, and 1010. For example, r = 1110 means that y 1 , y 2 , and y 3 are observed and y 4 is missing. The proportions of the seven missing-value patterns in the sample are 0.4, 0.1, 0.1, 0.1, 0.1, 0.1, and 0.1, respectively. We examine the empirical rejection rates of d 2 and d
Conclusion
In this article, I presented the mcartest command, which implements Little's χ 2 test of the MCAR assumption or the CDM assumption. The methodology is mainly based on Little (1988) and can be extended to testing the CDM assumption when covariates are included in the test. The command also allows adjustment for unequal variances through the unequal option. I demonstrated how to use this command and the caveats of choosing covariates through an example. Finally, I examined the performance of the MCAR and CDM tests, compared the strengths and weaknesses of the regular test and the test with unequal variances by simulation, and provided some suggestions for how to use them in practice.
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