Cube-root boundary fluctuations for droplets in random cluster models by Alexander, Kenneth S.
ar
X
iv
:m
at
h/
00
08
21
7v
1 
 [m
ath
.PR
]  
29
 A
ug
 20
00
CUBE–ROOT
BOUNDARY FLUCTUATIONS FOR DROPLETS
IN RANDOM CLUSTER MODELS
KENNETH S. ALEXANDER
Abstract. For a family of bond percolation models on Z2 that includes the Fortuin-
Kasteleyn random cluster model, we consider properties of the “droplet” that re-
sults, in the percolating regime, from conditioning on the existence of an open dual
circuit surrounding the origin and enclosing at least (or exactly) a given large area
A. This droplet is a close surrogate for the one obtained by Dobrushin, Kotecky´ and
Shlosman by conditioning the Ising model; it approximates an area-A Wulff shape.
The local part of the deviation from the Wulff shape (the “local roughness”) is the
inward deviation of the droplet boundary from the boundary of its own convex hull;
the remaining part of the deviation, that of the convex hull of the droplet from the
Wulff shape, is inherently long-range. We show that the local roughness is described
by at most the exponent 1/3 predicted by nonrigorous theory; this same prediction
has been made for a wide class of interfaces in two dimensions. Specifically, the av-
erage of the local roughness over the droplet surface is shown to be O(l1/3(log l)2/3)
in probability, where l =
√
A is the linear scale of the droplet. We also bound the
maximum of the local roughness over the droplet surface and bound the long-range
part of the deviation from a Wulff shape, and we establish the absense of “bottle-
necks,” which are a form of self-approach by the droplet boundary, down to scale
log l. Finally, if we condition instead on the event that the total area of all large
droplets inside a finite box exceeds A, we show that with probability near 1 for large
A, only a single large droplet is present.
1. Introduction
Consider an Ising model in a finite box (or other “nice” region) Λ in Z2 at a
supercritical inverse temperature β, with minus boundary condition. There is a pos-
itive magnetization m(β), and if Λ is large, the expected and actual fraction of plus
spins observed in Λ will each be approximately (1 −m(β))/2, with high probability.
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If, however, one conditions on the observed number of plus spins being sufficiently
greater than the expected number, then, as first explicated by Dobrushin, Kotecky´
and Shlosman [11], the typical configuration contains a single macroscopic droplet of
the plus phase, that is, a droplet in which the usual proportions of plus and minus
spins are reversed. Further, the droplet will have a characteristic equilibrium crystal
shape, the solution of an isoperimetric problem, given by the Wulff construction. If,
for example, the temperature is such that the usual proportion of plus to minus spins
is 20/80, and one conditions the fraction of plus spins to be 30%, then the typical
configuration will show a 20/80 mix except inside a Wulff droplet in which the pro-
portion is approximately 80/20. This droplet will cover approximately 1/6 of the box
Λ, so as to account for nearly all of the excess plus spins.
This in an example of the general phenomenon of phase separation. The work of
Dobrushin, Kotecky´ and Shlosman in [11] provides the first rigorous derivation of
phase separation beginning from a local interaction.
In the joint construction [12] of the Ising model and the corresponding Fortuin-
Kasteleyn random cluster model ([13]; see [14]), abbreviated “FK model,” the droplet
boundary appears as a circuit of open dual bonds. If a particular site, say the origin,
is inside the droplet, one expects that the outermost open dual circuit Γ0 containing
the origin will closely approximate the droplet boundary. Since the Ising droplet has
approximately a fixed area, we can gain information useful in studying the droplet
by studying the FK model conditioned to have Γ0 enclose at least, or exactly, a given
area A. This is our main aim in this paper.
Since it is of interest to study phase separation beyond the context of the Ising
model, we establish our results not just for the FK model but for general percolation
models having properties known, or reasonably expected, to hold quite widely in the
percolating regime. These include the FKG property, a special case of the Markov
property, exponential decay of dual connectivity and certain mixing properties.
In [11] for very low temperatures, and in [16] for all subcritical temperatures,
bounds are given for the boundary fluctuations of the Ising droplet, that is, for the
deviation of the boundary of the observed droplet from the boundary of an appro-
priately translated and rescaled Wulff (that is, equilibrium crystal) shape. Let N
denote the linear scale of the box. For a droplet also of linear scale N , the boundary
fluctuations are shown to be of order at most N3/4
√
logN , and for a droplet of linear
scale lN = N
α, with 2/3 < α < 1, the boundary fluctuations are shown to be of
order less than
√
N2/3lN . There is typically never a droplet of linear scale N
α for
0 < α < 2/3; if the excess number of plusses is of order N2α with 0 < α < 2/3, then
these plusses are dispersed throughout the minus phase without the formation of a
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large droplet. Also, when phase separation does occur, other than the single large
droplet there are typically no droplets of linear scale greater than log N .
Heuristics suggest that the boundary fluctuation bounds of [11] and [16] are not
sharp. To see what the correct fluctuation size should be, one must refine the analysis
by considering three separate types of fluctuations. The first type is shrinkage—the
actual droplet may be smaller than an ideal “full size” Wulff shape large enough
to account for all excess plus spins, since some of the excess may be dispersed in
the surrounding minus phase. So one should actually consider fluctuations about a
shrunken Wulff shape enclosing the same area as the actual droplet. The second
type is local roughness, defined as inward deviations of the droplet boundary from the
boundary of its own convex hull. The third type is long-wave fluctuations, defined as
deviations of the convex hull of the droplet from the shrunken Wulff shape. (More
precise definitions will be made below.)
The local roughness is of particular interest, and is our main focus in this paper,
because it is subject to the same type of interface-roughness heuristics as a wide
variety of other dynamic and equilibrium systems, including first-passage percola-
tion [21], [19], various deposition models [17], polymers in random environments [22],
asymmetric exclusion processes [17] and longest increasing subsequences of random
permutations [8], only the last of which is now well-understood rigorously. For a
two-dimensional object of linear scale l, these heuristics predict fluctuations of order
l1/3 and a transverse correlation length of order l2/3. For the local roughness, this
transverse correlation length should appear as the typical separation between adja-
cent extreme points, where the droplet boundary touches the boundary of its convex
hull (see Section 2.) This is what makes local roughness local—one expects distinct
inward excursions of the droplet boundary from the convex hull boundary to interact
only minimally. The main result of this paper is that in the random cluster model
context, with probability approaching 1 as l → ∞, the average local roughness is
O(l1/3(log l)2/3).
Results of Dobrushin and Hryniv [10] and Hryniv [15] (at very low temperatures)
strongly suggest that the the fluctuations of the droplet boundary about the shrunken
Wulff shape should be Gaussian, heuristically resembling roughly a rescaled Brownian
bridge added radially to the Wulff shape. In particular, the long-wave fluctuations
should be of order l1/2. We are only able to bound these by l2/3(log l)1/3, however, in
the random cluster model context.
2. Definitions, Heuristics and Statement of Main Results
The results in this paper make use of only a few basic properties of the FK or other
percolation model, so we will state our results for general bond percolation models
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satisfying these properties. A bond, denoted 〈xy〉, is an unordered pair of nearest
neighbor sites of Z2. When convenient we view bonds as being open line segments
in the plane; this should be clear from the context. In particular for R ⊂ R2, B(R)
denotes the set of all bonds for which the corresponding open line segments are
contained in R, and when we refer to distances between sets of bonds, we mean
distances between the corresponding sets of line segments. The exception is for Λ ⊂
Z2, for which we set B(Λ) = {〈xy〉 : x, y ∈ Λ}. (Again, this should be clear from the
context.) For a set D of bonds we let V (D) denote the set of all endpoints of bonds
in D, and
∂D = {〈xy〉 : x ∈ V (D), y /∈ V (D)}, D = D ∪ ∂D.
We write B(Λ) for B(Λ). A bond configuration is an element ω ∈ {0, 1}B(Z2).
The dual lattice is the translation of the integer lattice by (1/2,1/2); we write x∗
for x + (1/2, 1/2). To each (regular) bond e of the lattice there corresponds a dual
bond e∗ which is its perpendicular bisector; the dual bond is defined to be open in
a configuration ω precisely when the regular bond is closed, and the corresponding
configuration of dual bonds is denoted ω∗. We write (Z2)∗ for {x∗ : x ∈ Z2}. A
cluster in a given configuration is a connected component of the graph with site set
Z2 and all open bonds; dual clusters are defined analogously for open dual bonds.
(In contexts where there is a boundary condition consisting of a configuration on the
complement Dc for some set D of bonds, a cluster may include bonds in Dc.) Cx
and Cx∗ denote the regular and dual clusters containing sites x and x
∗, respectively.
Given a set D of bonds, we write D∗ for {e∗ : e ∈ D}. The set of all endpoints of
bonds in D∗ is denoted V ∗(D) or V ∗(D∗).
For Λ ⊂ Z2 or Λ ⊂ (Z2)∗ we define
∂Λ = {x /∈ Λ : x adjacent to Λ}, ∂inΛ = {x ∈ Λ : x adjacent to Λc}
where adjacency is in the appropriate lattice Z2 or (Z2)∗.
A (dual) path is a sequence γ = (x0, 〈x0x1〉, x1, . . . xn−1, 〈xn−1xn〉, xn) of alternating
(dual) sites and bonds. γ is self-avoiding if all sites are distinct. We write x↔ y (in
ω) if there is a path of open bonds (or open dual bonds, if x and y are dual sites)
from x to y in ω. A circuit is a path with xn = x0 which has all bonds distinct and
which does not “cross itself” (in the obvious sense.) Note we do allow xi = xj for
any i 6= j here, i.e. a circuit may touch itself without crossing. A path or circuit is
open in a bond configuration ω if all its bonds are open. The exterior of a circuit
γ, denoted Ext(γ), is the unique unbounded component of the complement of γ in
R2, and the interior Int(γ) is the union of the bounded components. An open circuit
γ is called an exterior circuit in a configuration ω if γ ∪ Int(γ) is maximal among
all open circuits in ω. (These definitions differ slightly from what is common in the
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literature.) Similar definitions apply to dual circuits. A site x is surrounded by at
most one exterior circuit; when this circuit exists we denote it Γx. For u, v points in a
path or circuit ζ , let ζ [u,v] and ζ (u,v) denote the closed and open segments, respectively,
of ζ from u to v (in the direction of positive orientation, for circuits.) | · | denotes the
Euclidean norm for vectors, Euclidean length for curves, cardinality for finite sets,
and Lebesgue measure for regions in R2 (which one should be clear from the context.)
Euclidean distance is denoted d(·, ·). Define d(A,B) = inf{d(x, y) : x ∈ A, y ∈ b}
for A,B ⊂ R2 and d(x,A) = d({x}, A). We define the average local roughness of a
circuit γ by
ALR(γ) =
|Co(γ)\ Int(γ)|
|∂ Co(γ)| ,
where Co(·) denotes the convex hull. The maximum local roughness is
MLR(γ) = sup{d(x, ∂Co(γ)) : x ∈ γ}.
By a bond percolation model we mean a probability measure P on {0, 1}B(Z2). The
conditional distributions for the model P are
PD,ρ = P (· | ωe = ρe for all e ∈ Dc),
where D ⊂ B(Z2). We say a bond percolation model P has bounded energy if there
exists p0 > 0 such that
p0 < P (ωe = 1 | ωb, b 6= e) < 1− p0 for all {ωb, b 6= e}.(2.1)
From [9], bounded energy and translation invariance imply that there is at most one
infinite cluster P -a.s. Write ωD for {ωe : e ∈ D} and let GD denote the σ-algebra
generated by ωD. P has the weak mixing property if for some C, λ > 0, for all finite
sets D, E with D ⊂ E ,
sup{Var(PE,ρ(ωD ∈ ·), PE,ρ′(ωD ∈ ·)) : ρ, ρ′ ∈ {0, 1}Ec}
≤ C
∑
x∈V (D),y∈V (Ec)
e−λ|x−y|,
where Var(·, ·) denotes total variation distance between measures. Roughly, the influ-
ence of the boundary condition on a finite region decays exponentially with distance
from that region. Equivalently, for some C, λ > 0, for all sets D,F ⊂ B(Z2),
sup{|P (E | F )− P (E)| : E ∈ GD, F ∈ GF , P (F ) > 0}(2.2)
≤ C
∑
x∈V (D),y∈V (F)
e−λ|x−y|.
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P has the ratio weak mixing property if for some C, λ > 0, for all sets D,F ⊂ B(Z2),
sup
{∣∣∣∣ P (E ∩ F )P (E)P (F ) − 1
∣∣∣∣ : E ∈ GD, F ∈ GF , P (E)P (F ) > 0
}
(2.3)
≤ C
∑
x∈V (D),y∈V (F)
e−λ|x−y|,
whenever the right side of (2.3) is less than 1.
Let Open(D) denote the event that all bonds in D are open.
The FK model [13] with parameters (p, q), p ∈ [0, 1], q > 0 on a finite D ⊂ B(Z2)
is described by a weight attached to each bond configuration ω ∈ {0, 1}B(D), which is
W (ω) = p|ω|(1− p)|D|−|ω|qC(ω),
where |ω| denotes the number of open bonds in ω and C(ω) denotes the number of
open clusters in ω, counted in accordance with the boundary condition, if any; see
[14] for details and further information. For integer q ≥ 1 the FK model is a random
cluster representation of the q-state Potts model at inverse temperature β given by
p = 1 − e−β. For the study of phase separation involving more than two species, for
example in the Potts model, it is useful to be able to “tilt” the distribution with one or
more external fields before calculating various probabilities, as well as quantities such
as surface tension and magnetization. For the q-state Potts model with external fields
hi on species i, i = 0, 1, . . . , q − 1, we need only consider 0 = h0 ≥ h1 ≥ . . . ≥ hq−1
and then the factor qC(ω) in the weight W (ω) is replaced by∏
C∈C(ω)
(
1 + (1− p)h1|C| + . . .+ (1− p)hq−1|C|) ,
where C(ω) is the set of clusters in the configuration ω and |C| denotes the number of
sites in the cluster C. We call species i viably dominant if hi is maximal, i.e. hi = h0.
For each species i and for finite Λ ⊂ Z2, corresponding to the species-i boundary
condition for the Potts model on Λ there is the i-wired boundary condition on B(Λ)
for the FK model, in which sites in Λ connected to ∂Λ are considered a single cluster
C∂ and assigned weight
(1− p)hi|C∂ |.
Given a circuit γ and a configuration ρ ∈ {0, 1}B(Ext(γ)), conditioning on ρ and on
Open(γ) induces a boundary condition on B(Int(γ)) which is a mixture over i of
the different i-wired boundary conditions. The weight assigned to i-wiring in this
mixture is proportional to (1 − p)hiN(ρ), where N(ρ) is the number of sites in γ plus
the number of sites in Ext(γ) connected to γ in ρ. In the absense of external fields,
i-wiring is the same for all i and the choice of ρ does not affect the boundary condition
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induced on B(Int(γ)), which is a form of Markov property, but if an external field is
present this property fails. However, the weight assigned to i-wiring in the mixture
for non-viably-dominant i is exponentially small in |γ|, uniformly in ρ, so for large γ
the effect of ρ on the boundary condition is uniformly small.
Motivated by the preceding, we say a bond percolation model P has the Markov
property for open circuits if for every circuit γ (of regular bonds), the bond configu-
rations inside and outside γ are independent given the event Open(γ). We have seen
that the FK model has this property if and only if there are no external fields. If P is
the infinite-volume k-wired FK model for some viably dominant k, then letting ωint
and ωext denote the bond configurations inside and outside γ, respectively, we have
from the preceding discussion for some C, a > 0
sup
{∣∣∣∣P (ωint ∈ A | Open(γ), ωext ∈ B)P (ωint ∈ A | Open(γ)) − 1
∣∣∣∣ : A ∈ GB(Int(γ)), B ∈ GB(Ext(γ))
}
(2.4)
≤ Ce−a|γ| for all γ.
When (2.4) holds we say P has the near-Markov property for open circuits. It is easy
to see that one can interchange the roles of interior and exterior in (2.4). Further, if
γ1, .., γk are circuits with disjoint interiors, Bi ∈ GB(Int(γi)), A ∈ GB(∩i Ext(γi)), then by
easy induction on k,
P (A | Open(γi) ∩Bi for all i ≤ k)
P (A | Open(γi) for all i ≤ k) ≤
∏
i≤k
1 + Ce−a|γi|
1− Ce−a|γi|(2.5)
and
P (A | Open(γi) for all i ≤ k)
P (A | Open(γi) ∩ Bi for all i ≤ k) ≤
∏
i≤k
1 + Ce−a|γi|
1− Ce−a|γi| .(2.6)
An event A ⊂ B(Z2) is called increasing if ω ∈ A and ω ≤ ω′ imply ω′ ∈ A. Here
ω ≤ ω′ refers to the natural coordinatewise partial ordering. A bond percolation
model P has the FKG property if A,B increasing implies P (A ∩B) ≥ P (A)P (B).
Throughout the paper, ǫ1, ǫ2, . . . , c1, c2, . . . and K1, K2, . . . are constants which
depend only on P . We reserve ǫi for constants which are “sufficiently small,” Ki for
constants which are “sufficiently large,” and ci for those which fall in neither category.
Our basic assumptions will be that
P is translation-invariant, invariant under 90◦ rotation, and has the FKG(2.7)
property, bounded energy and exponential decay of dual connectivity, and
PΛ,ρ has the FKG property for all Λ, ρ.
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When necessary we will also assume weak mixing, ratio weak mixing and/or the
near-Markov property for open circuits.
Since P has the FKG property, − logP (0∗ ↔ x∗) is a subadditive function of x,
and therefore the limit
τ(x) = lim
n→∞
−1
n
logP (0∗ ↔ (nx)∗),(2.8)
exists for x ∈ Q2, provided we take the limit through values of n for which nx ∈ Z2.
This definition extends to R2 by continuity (see [2]); the resulting τ is a norm on R2,
when the dual connectivity decays exponentially (i.e. τ(x) is positive for all x 6= 0,
or equivalently by lattice symmetry, τ(x) is positive for some x 6= 0; we abbreviate
this by saying τ is positive.) By standard subadditivity results,
P (0∗ ↔ x∗) ≤ e−τ(x) for all x.(2.9)
In the opposite direction, it is known [4] that if τ is positive, ratio weak mixing holds
and some milder assumptions hold then for some ǫ1 and K1,
P (0∗ ↔ x∗) ≥ ǫ1|x|−K1e−τ(x) for all x 6= 0.(2.10)
It follows from the fact that the surface tension τ is a norm on R2 with axis symmetry
that, letting ei denote the ith unit coordinate vector, for κτ = τ(e1) we have
1√
2
κτ ≤ τ(x)|x| ≤
√
2κτ for all x 6= 0.(2.11)
For a curve γ tracing the boundary of a convex region we define the τ -length of γ as
the line integral
W(γ) =
∫
γ
τ(vx) dx,
where vx is the unit forward tangent vector at x and dx is arc length. TheWulff shape
is the convex set K1 = K1(τ) which minimizesW(∂V ) subject to the constraint |V | =
1. (We also refer to multiples of K1 as Wulff shapes, when confusion is unlikely.) The
Wulff shape actually minimizes W over a much larger class of γ than just boundaries
of convex sets ([23],[24]) but that fact will not concern us here.
Let dτ (·, ·) denote τ -distance; diam(·) and diamτ (·) denote Euclidean diameter and
τ -diameter, respectively. B(x, r) and Bτ (x, r) denote the closed Euclidean and τ -
balls, respectively, of radius r about x. We write x+ A for the translation of the set
A by the vector x. dH denotes Hausdorff distance.
The deviation of a closed curve γ from the boundary of an area-A Wulff shape is
given by
∆A(γ) = inf
z
dH(γ, z + ∂(
√
AK1)).
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As a convention, whenever we refer to the object in a finite class which maximizes
or minimizes something, we implicitly assume there is a deterministic algorithm for
breaking ties.
Our description of heuristics for the local roughness is nonrigorous, so we permit
ourselves the following partly vague assumptions:
(i) The Wulff shape boundary has curvature bounded away from 0 and ∞.
(ii) For a droplet of any linear scale l, there is a characteristic length scale ξ =
ξ(l) representing the typical spacing between adjacent extreme points where the
droplet touches the boundary of its convex hull.
(iii) On any length scale n ≤ ξ the fluctuations of the droplet boundary are of order√
n.
Here (iii) is reasonable because within each inward excursion between extreme points,
the droplet boundary is nearly unconstrained, except by surface tension. (i) is known
for the Ising case from the exact solution (see [7], [20].) Under (i), an arc of ∂(lK1)
of length n deviates from the corresponding secant line by a distance of order n2/l,
so we call n2/l the curvature deviation (on scale n.)
On the characteristic scale ξ the fluctuations and the curvature deviation should
be of the same order, that is,
ξ2
l
≈
√
ξ.(2.12)
To see this, consider two adjacent extreme points x and y of the droplet boundary
separated by a distance of order ξ. If the curvature deviation ξ2/l ≫ √ξ this means
the boundary between x and y is following the straight segment xy much more closely
than it follows the arc of ∂(lK1) from x to y, that is, the droplet has an approximate
facet from x to y. But such facets are isoperimetrically disadvantageous since the
Wulff shape lacks them under (i), so this is not a probable picture. Therefore we
expect ξ2/l ≤ √ξ. On the other hand, if the curvature deviation ξ2/l ≪ √ξ then
even on length scales n ≫ ξ an arc of the Wulff shape boundary looks nearly flat
compared to the droplet boundary fluctuations, so along such an arc the roughly n/ξ
extreme points appear as a large number of local maxima of the droplet boundary
above the Wulff shape boundary, all approximately collinear. This too is an unlikely
picture, so we expect ξ2/l ≥ √ξ.
From (2.12) we get ξ ≈ l2/3, and then from (iii), we expect local roughness of
order l1/3. The same relation (2.12) occurs in the assorted systems mentioned in the
introduction.
For r > q > 0, an (q, r)-bottleneck in an exterior dual circuit γ is an ordered pair
(u, v) of sites in γ such that there exists a path of length at most q from u to v in
Int(γ), and the segments γ[u,v] and γ[v,u] each have diameter at least r. When r is
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not very large (as in our main theorem, where r can be of order log l) the absense of
(q, r)-bottlenecks reflects a high degree of regularity in the structure of the boundary.
Our main theorem is the following.
Theorem 2.1. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, and the ratio weak mixing property. There exist
Ki, ǫi such that for A > K2 and l =
√
A, under the measure P (· | | Int(Γ0)| ≥ A) with
probability approaching 1 as A→∞ we have
ALR(Γ0) ≤ K3l1/3(log l)2/3,(2.13)
∆A(∂ Co(Γ0)) ≤ K4l2/3(log l)1/3,(2.14)
MLR(Γ0) ≤ K5l2/3(log l)1/3,(2.15)
and, for ǫ2A ≥ r ≥ 15q ≥ K6 logA,
Γ0 is (q, r)− bottleneck-free.(2.16)
It is easy to see that if MLR(γ) and ∆A(∂ Co(γ)) are each a sufficiently small
fraction of
√
A, then MLR(γ) = dH(γ, ∂ Co(γ)) and hence
∆A(γ) ≤ ∆A(∂ Co(γ)) +MLR(γ).(2.17)
(Here “sufficiently small” does not depend on A.) Hence provided A is large, (2.14)
and (2.15) imply
∆A(Γ0) ≤ (K4 +K5)l2/3(log l)1/3.(2.18)
Theorem 7.4 below shows that one may condition on | Int(Γ0)| = A instead of on
| Int(Γ0)| ≥ A in Theorem 2.1.
The basic strategy of the proof of Theorem 2.1 is like that of [6], [11] and [16]: one
establishes a lower bound for P (| Int(Γ0)| ≥ A) and upper bounds for the (uncon-
ditional) probability that | Int(Γ0)| ≥ A but Γ0 does not have the desired behavior,
these upper bounds being much smaller than the lower bound. Both the upper and
lower bounds involve coarse-graining to create a skeleton (y0, .., yn, y0) for Γ0, and
both require showing that the various connections yj ↔ yj+1 occur approximately
independently, that is,
P (y0 ↔ ...↔ yn ↔ y0)
can be approximated in an appropriate sense by∏
j≤n
P (yj ↔ yj+1)
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and hence by
exp(−
∑
j≤n
τ(yj+1 − yj))
(setting yn+1 = y0.) For the lower bound this is a straightforward application of the
FKG inequality, but for the upper bound the mixing properties established in Section
3 are needed, and our methods must handle “pathological” forms of Γ0 having many
near-self-intersections. The difficulties are of two types. First, near-independence
generally requires large spatial separation, or, under the near-Markov property, sep-
aration by a circuit of open bonds, neither of which need be present in our context.
Second, direct application of standard mixing properties such as weak mixing re-
quires specifying in advance some deterministic spatially separated regions on which
the near-independent events will occur, but in our context one does not know a priori
where the paths yj ↔ yj+1 may go. This is where Lemma 3.2 below is important.
We consider now the special case of the FK model on B(Z2). For each (p, q) there
is a value p∗ dual to p at level q given by
(1− p∗)
p∗
=
p
q(1− p) ;
the dual configuration to the infinite-volume wired-boundary FK model at (p, q) is
the infinite-volume free-boundary FK model at (p∗, q) (see [14].) The model has a
percolation critical point pc(q) which for q = 1, q = 2 and q ≥ 25.72 is known to
coincide with the self-dual point psd(q) =
√
q/(1 +
√
q) [18]; positivity of τ is known
to hold for p > psd(q) for these same values of q. For 2 < q < 25.72, it is known
that positivity of τ holds for p > psd(q − 1)∗, where the ∗ refers to duality at level q
[5]. The FK model without external field has the Markov property for open circuits;
assuming positivity of τ it satisfies (2.7) (see [14]) and has the ratio weak mixing
property [3]. In a forthcoming paper we will show that positivity of τ also implies
ratio weak mixing for the FK model with external fields. For now, we can conclude
the following from Theorem 2.1.
Theorem 2.2. Let P be the FK model at (p, q) on B(Z2) with q ≥ 1 (without external
fields) and suppose the surface tension τ is positive. There exists K2 such that for
A > K2 and l =
√
A, under the measure P (· | | Int(Γ0)| ≥ A) with probability
approaching 1 as A→∞, (2.13) – (2.16) hold.
Following [16] we call a dual circuit γ r-large if diamτ (γ) > r and r-small if
diamτ (γ) ≤ r.
When τ is positive, in the box ΛN = [−N,N ]2 the largest open dual circuit typically
has diameter of order logN . Let CN denote the collection of all (K logN)-large
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exterior open dual circuits contained in ΛN ; here and throughout this section, K
is a fixed “sufficiently large” constant. To avoid any ambiguity, we impose a wired
boundary condition on ΛN . Rather than conditioning on | Int(Γ0)| ≥ A as in Theorem
2.1, it is sometimes of interest to condition on the event∑
γ∈CN
| Int(γ)| ≥ A.
In particular, it is natural to ask whether under such conditioning one has |CN | = 1
with high probability. The alternative most difficult to rule out, as suggested by
the form of the error term in Theorem 4.1, is the presence of one or more “small”
(K logN)-large open dual circuits, of diameter of order l1/3(log l)2/3 or less, outside
a single large open dual circuit enclosing nearly area A. In the context of phase
separation in the Ising model, single-droplet theorems have been proved in [11] and
[16]. However, the method there for ruling out “small” (K logN)-large droplets uses
not purely surface tension but rather an argument that it is energentically preferable
to dissolve such “small” droplets by spreading the spins they contain throughout the
bulk of the system, which is allowed because there is no constraint on the total volume
contained in (K logN)-large droplets. Thus what we seek here is different, essentially
a single-droplet theorem based purely on surface tension considerations. Let PN,w
denote the measure P conditioned on all bonds outside Int(ΛN) being open, that is,
the measure under a wired boundary condition on B(Int(ΛN)).
Theorem 2.3. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, and the ratio weak mixing property. There exist
ǫi, Ki such that for N ≥ 1, K7(logN)2 ≤ A ≤ c2N2 and l =
√
A, under the measure
PN,w(· |
∑
γ∈CN | Int(γ)| ≥ A), with probability approaching 1 (uniformly in A) as
N →∞ we have
|CN | = 1,(2.19)
and, for the unique open dual circuit γ in CN ,
ALR(γ) ≤ K3l1/3(log l)2/3,(2.20)
MLR(γ) ≤ K8l2/3(log l)1/3,(2.21)
∆A(∂ Co(γ)) ≤ K4l2/3(log l)1/3(2.22)
and, for ǫ3A ≥ r ≥ 15q ≥ K9 logA,
γ is (q, r)− bottleneck-free.(2.23)
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Here c2 is any constant less than
sup{c > 0 : √cK1 ⊂ [−1, 1]2},
and K3, K4 are from Theorem 2.1.
As noted after Theorem 2.1, the FK model satisfies the assumptions of Theorem
2.3, provided that τ is positive.
3. Preliminaries—Coarse Graining and Mixing Properties
We first define our coarse-graining concepts. Our definition of the s-hull skeleton
follows [1], with some added refinements. For a contour γ let Eγ denote the set of
extreme points of Co(γ) and let γco : [0, 1] → R2 be a curve which traces ∂ Co(γ) in
the direction of positive orientation, beginning at the leftmost lattice site u0 having
minimal second coordinate. When confusion is unlikely we also use γco to denote the
image of this curve. Note that
u0 ∈ Eγ ⊂ γco ∩ γ ∩ (Z2)∗.
To define the s-hull skeleton we require that the τ -diameter of γ be at least 2s. We
traverse γ in the direction of positive orientation, beginning at, say, the leftmost
lattice site u0 having minimal second coordinate. Given u0, .., uj ∈ Eγ , go forward
from uj along γco until either u0 or ∂Bτ (uj, s) is reached, at some point u
′
j+1. Then
backtrack along γco until a point of Eγ is reached (possibly u
′
j+1, meaning we backtrack
zero distance.) If this backtracking does not require going all the way back to uj ,
then this new point of Eγ is labeled uj+1. If instead the backtracking does require
going all the way back to uj, then from u
′
j+1 continue forward along γco, necessarily
in a straight line, to the next point of Eγ , which is then labeled uj+1. Stop the
process when um+1 = u0 for some m. The s-hull pre-skeleton is then (u0, .., um+1).
(A similar definition, under the name “s-hull skeleton,” may be found in [1].) The
sites u0, .., um+1 are sites of Eγ which appear in order in γco (and in γ.) Therefore
Co({u0, .., um+1}) is a convex polygon bounded by the polygonal path u0 → .. →
um+1. Now
W(γco) ≥
m∑
j=0
τ(uj+1 − uj),
and as noted in [1], we have
τ(uj+2 − uj) > s for all 0 ≤ j ≤ m− 2.
Therefore
m ≤ 1 + 2W(γco)/s.(3.1)
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To obtain the s-hull skeleton we refine the s-hull pre-skeleton. This is necessary
because if γco has a sharp corner, then the polygonal path u0 → ..→ um+1 may clip
this corner excessively, meaning part of γ may be too far outside the polygon for our
needs. We must add vertices so that, whenever possible, the angular change between
successive segments of the polygonal path does not exceed s/diam(γ), which is of the
order of the angular change we would obtain if γ were a circle. By convexity, for each
x ∈ γco there exists a forward tangent vector vx and a corresponding forward tangent
line; for y 6= x ∈ γco let α(x, y) denote the angle measured counterclockwise from vx
to vy. Fix 0 ≤ j ≤ m and let uj0 = uj. Note that α(uj, ·) is a nondecreasing function
as one traces γco from uj to uj+1. Having defined uj0, .., ujk ∈ Eγ ∩ γ[uj−1,uj+1]co , let
uj,k+1 be the first point of γco after uj,k for which α(uj,k, uj,k+1) ≥ s/ diamγ. If there
is no such point, then set uj,k+1 = uj+1 and stop the process. Necessarily uj,k+1 is a
lattice site in Eγ.
We call the sites ujk strictly between uj and uj+1 refinement sites. Let (w0, .., wn,
wn+1) be a relabeling of all sites ujk, 0 ≤ j ≤ m, k ≥ 1, in order on γco, with
w0 = wn+1 = u0; we call (w0, .., wn, wn+1) the s-hull skeleton of γ and denote it
HSkels(γ). The polygonal path w0 → .. → wn+1 is denoted HPaths(γ). It is easy to
see that the angle between ujk−uj,k−1 and uj,k+2−ujk cannot be less than s/ diam(γ),
for k ≥ 1. It follows that the number of refinement sites satisfies
n−m ≤ 4πdiam(γ)/s
With (3.1) this shows that the number of sites in the s-hull skeleton satisfies
n + 1 ≤ K10diam(γ)/s.(3.2)
As with the pre-skeleton, the sites w0, .., wn+1 appear in order in γ and in γco, and
Co({w0, .., wn+1}) is a convex polygon bounded by HPaths(γ).
A key property of the s-hull skeleton involves the extent to which γ can go out-
side Co({w0, .., wn+1}). Let Tj denote the triangle formed by the segment wjwj+1,
the forward tangent line at wj and the backward tangent line at wj+1. The angle
between these two tangent lines is at most s/ diam(γ). Now every point of γ outside
Co({w0, .., wn+1}) is in some Tj, and γco ∩ Tj ⊂ γ[wj ,wj+1]. Let
J = {j ≤ n : τ(wj+1 − wj) ≤ 2s}.
For distinct points x, y ∈ R2 let Hxy (Hxy) denote the open (closed) halfspace which
is to the right of the line from x to y. From the construction of the s-hull pre-
skeleton, if γ(uj ,uj+1) 6⊂ Bτ (uj, s) for some j, then γ ∩Hujuj+1 = φ. It follows that if
τ(wj+1 − wj) > 2s for some j, then wj and wj+1 are sites of the s-hull pre-skeleton
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and γ ∩Hwjwj+1 = φ. Thus we have
Int(γ)\ Int(HPaths(γ)) ⊂ ∪j∈JTj .(3.3)
For j ∈ J we have |Tj | ≤ K11s3/diam(γ) and
d
(
x, Int(HPaths(γ))
) ≤ K12s2/diam(γ) for all x ∈ Tj .
With (3.3) this shows that
| Int(γ)\ Int(HPaths(γ))| ≤ K13s2(3.4)
and
sup
x∈Co(γ)
d
(
x, Int(HPaths(γ))
) ≤ K12s2/diam(γ).(3.5)
From (3.5) and convexity it follows that
W(γco) ≤ W(HPaths(γ)) +K14s2/ diam(γ).(3.6)
We turn now to mixing properties. The following is an immediate consequence of
the definition of ratio weak mixing.
Lemma 3.1. ([4]) Suppose P has the ratio weak mixing property. There exists a
constant K15 as follows. Suppose r > 3 and D, E ⊂ Z2 with diam(E) ≤ r and
d(D, E) ≥ K15 log r. Then for all A ∈ GD and B ∈ GE , we have
1
2
P (A)P (B) ≤ P (A ∩ B) ≤ 2P (A)P (B).
A weakness of Lemma 3.1 is that the locations D, E of the two events must be
deterministic. The next lemma applies only to a limited class of events but allows the
locations to be partially random. For C ⊂ D ⊂ B(Z2) we say an event A ⊂ {0, 1}D
occurs on C (or on C∗) in ω ∈ {0, 1}D if ω′ ∈ A for every ω′ ∈ {0, 1}D satisfying
ω′e = ωe for all e ∈ C. For a possibly random set F(ω) we say A occurs only on F
(or equivalently, on F∗) if ω ∈ A implies A occurs on F(ω) in ω. We say events A
and B occur at separation r in ω if there exist C, E ⊂ D with d(C, E) ≥ r such that
A occurs on C and B occurs on E in ω. Let A ◦r B denote the event that A and B
occur at separation r. Let Dr = {e ∈ B(Z2) : d(e,D) ≤ r}.
In the next lemma we give two alternate hypotheses, in the interest of wider appli-
cability, though either hypothesis alone suffices for our purposes in this paper.
Lemma 3.2. Assume (2.7) and either (i) the ratio weak mixing property or (ii) both
the weak mixing property and the near-Markov property for open circuits. There exist
constants Ki, ǫi as follows. Let D ⊂ B(Z2), x∗ ∈ (Z2)∗ and r > K16 log |D|, and let
A,B be events such that A occurs only on Cx∗ and B ∈ GD. Then
P (A ◦r B) ≤ (1 +K17e−ǫ5r)P (A)P (B).(3.7)
16 KENNETH S. ALEXANDER
Proof. First suppose P has the ratio weak mixing property. For y∗ ∈ V ∗(Dr), let
By
∗
= B(y∗, r/12), By
∗
Z
= By
∗ ∩ (Z2)∗ and Dy∗ = B(y∗, r/6), Dy∗
Z
= Dy
∗ ∩ (Z2)∗.
Define events
Gy∗ = [y
∗ ↔ ∂inBy
∗
Z
by an open dual path],
Zy∗ = [A and B occur at separation r on B(Dy∗)c],
Q = ∪y∗∈V ∗(D∗)(Zy∗ ∩Gy∗).
Then by (2.9),
P (Gy∗) ≤ K18e−ǫ6r.(3.8)
Let C and λ be as in (2.2). Then for some Ki, ǫi depending on C, λ, provided K16 is
chosen large enough
P ((A ◦r B) ∩Q)(3.9)
≤
∑
y∗∈V ∗(Dr)
P (Zy∗)P (Gy∗ | Zy∗)
≤
∑
y∗∈V ∗(Dr)
P (Zy∗)(P (Gy∗) +K19r
2e−ǫ7r)
≤ K20r2|D|P (A ◦r B)(K18e−ǫ6r +K19r2e−ǫ7r)
≤ K21e−ǫ8rP (A ◦r B).
Therefore
P (A ◦r B) ≤ (1−K21e−ǫ8r)−1P ((A ◦r B) ∩Qc).(3.10)
Suppose ω ∈ (A ◦r B) ∩ Qc, and consider C, E with C∗ ⊂ Cx∗(ω), E ⊂ D and
d(C, E) ≥ r for which A occurs on C∗ and B occurs on E in ω. If r/2 < d(y∗, C) ≤
r/2 + 1 for some y∗ ∈ V ∗(Dr), then y∗ /∈ Cx∗(ω) since ω /∈ Zy∗ ∩ Gy∗ . Therefore
Cx∗(ω) ⊂ Cr/2 and hence d(E , Cx∗(ω)) > r/2. For F ⊂ B(Z2) let BF ,r be the event
that B occurs on some set E ⊂ D with d(E ,F) > r/2. We call F A-sufficient if
ωe = 0 for all e ∈ F implies ω ∈ A. Let A denote the set of all finite A-sufficient
subsets of B(Z2). Since the event [Cx∗ = F∗] occurs on B(V (F)) for all F ⊂ B(Z2),
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we have by ratio weak mixing
P ((A ◦r B) ∩Qc)(3.11)
≤
∑
F∈A
P ([Cx∗ = F∗] ∩ BF ,r)
≤
∑
F∈A
(1 +K22|D|e−ǫ9r)P (Cx∗ = F∗)P (BF ,r)
≤ (1 +K23e−ǫ10r)P (A)P (B).
Combining (3.10) and (3.11) proves (3.7), provided K16 is sufficiently large.
Under hypothesis (ii) of weak mixing and the near-Markov property for open cir-
cuits, the proof through the first inequality of (3.11) is still valid, but we need to
modify the rest of (3.11) as follows. Fix F ∈ A and let F = [Cx∗ = F∗], D′ = D\F r,
A = {e ∈ B(Z2) : r/6 ≤ d(e,D′) ≤ r/3}. Let C be the set of all circuits (of regular
bonds) in A which surround D′ and let OA be the event that some circuit α ∈ C is
open; for ω ∈ OA there is a unique outermost open circuit in C, which we denote
Γ = Γ(ω). Note that
OcA ⊂ ∪y∗∈V ∗(A) Gy∗ ,(3.12)
|α| ≥ r for all α ∈ C,(3.13)
and
[Γ = α] = Open(α) ∩Gα for some event Gα ∈ GB(Ext(α)).(3.14)
Let
pα = P (Γ = α), pFα = P (Γ = α | F ), pFBα = P (Γ = α | F ∩ BF ,r).
By weak mixing we have for δ = K24e
−ǫ11r:∑
α∈C
|pFα − pα| ≤ δ,
∑
α∈C
|pFBα − pα| ≤ δ.(3.15)
Define the set of “good” circuits
R = {α ∈ C : pFα ≤ pα(1 +
√
δ)}
and let
h(α) =
(
pFα
pα
− 1
)
1[α∈C\R].
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From (3.13), (3.14) and the near-Markov property for open circuits, if r is sufficiently
large we obtain
P (BF ,r | F ∩ [Γ = α]) ≤ (1 + δ′)P (BF ,r | Γ = α),(3.16)
where δ′ = 3Ce−ar < 1 for C, a as in (2.4).
We need to bound P (F ∩ BF ,r). To do this, we decompose F ∩ BF ,r into 3 pieces
by intersecting it with [Γ ∈ R], [Γ ∈ C\R] and OcA (the latter meaning there is no Γ.)
We then show that the first piece is approximately bounded by P (F )P (BF ,r), and
the other two pieces are negligible relative to the size of the full event. Specifically,
from (3.16),
P (F ∩BF ,r ∩ [Γ ∈ R])(3.17)
=
∑
α∈R
pFαP (F )P (BF ,r | F ∩ [Γ = α])
≤ (1 +
√
δ)(1 + δ′)P (F )
∑
α∈R
pαP (BF ,r | Γ = α)
≤ (1 + 2
√
δ + δ′)P (F )P (BF ,r).
Next, one application of (3.15) yields
E(h(Γ)1OA) =
∑
α∈C\R
h(α)pα ≤ δ;
this and a second application of (3.15), with Markov’s inequality, yield
P (F ∩ BF ,r ∩ [Γ ∈ C\R])(3.18)
= P (F ∩BF ,r)P (h(Γ) >
√
δ | F ∩ BF ,r)
≤ P (F ∩ BF ,r)(P (h(Γ) >
√
δ) + δ)
≤ P (F ∩ BF ,r)(
√
δ + δ).
Finally, similarly to (3.9) we have using (3.12)
P (F ∩ BF ,r ∩ OcA) ≤
∑
y∗∈V ∗(A)
P (F ∩ BF ,r ∩Gy∗)(3.19)
≤ δ′′P (F ∩BF ,r),
where δ′′ = K25e−ǫ12r. Combining (3.17), (3.18) and (3.19) we obtain
P (F ∩BF ,r) ≤ (1− δ −
√
δ − δ′′)−1P (F ∩ BF ,r ∩ [Γ ∈ R])(3.20)
≤ (1 +K26e−ǫ13r)P (F )P (BF ,r).
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Summing over F yields∑
F∈A
P ([Cx∗ = F∗] ∩ BF ,r) ≤ (1 +K26e−ǫ13r)P (A)P (B)
which substitutes for (3.11).
4. Lower Bounds for Open Dual Circuit Probabilities
In this section we prove the following result.
Theorem 4.1. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, positivity of τ and the ratio weak mixing property.
There exist Ki such that for A > K27 and l =
√
A,
P (| Int(Γ0)| ≥ A) ≥ exp(−w1
√
A−K28l1/3(log l)2/3).
The size of the error term K28l
1/3(log l)2/3 in Theorem 4.1 is important because it
determines what “bad” behaviors can be ruled out as unlikely—in particular, those
which have probability at most exp(−w1l−cl1/3(log l)2/3)) for some c > K28. Though
our error term is likely not optimal—according to [15] the optimal error term may
be of order log l—it is enough of an improvement over the corresponding results in
[11] and [16] to enable us to establish an apparently near-optimal bound on the local
roughness.
The proof of our Theorem 4.1 relies on the following result, the halfspace version
of (2.10).
Theorem 4.2. ([4]) Let P be a percolation model on B(Z2) satisfying (2.7), positivity
of τ and the ratio weak mixing property. There exist ǫ14, K29 such that for all x 6=
y ∈ R2 and all dual sites u, v ∈ Hxy,
P (u↔ v via an open dual path in Hxy) ≥ ǫ14|x|K29 e
−τ(v−u)
Proof of Theorem 4.1. Let s = l2/3(log l)1/3 and δ = K30s
2/l, withK30 to be specified.
Let (y0, .., yn, y0) be the s-hull skeleton of ∂(l + δ)K1. For each i let y′i be a dual site
with y′i ∈ Hyi−1yi ∩Hyiyi+1 and |y′i−yi| ≤ 2
√
2. By (3.5), provided K30 is large enough
we have
Co({y0, .., yn}) ⊃ lK1 and hence |Co({y0, .., yn})| ≥ A.
Further,
n∑
j=0
τ(y′j+1 − y′j) ≤ W(∂(l + δ)K1) + 4κτn ≤ w1l +K31l1/3(log l)2/3(4.1)
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(with yn+1 = y0.) Therefore using the FKG property, Theorem 4.2, (4.1) and (3.2),
P (| Int(Γ0)| ≥ A) ≥ P (Γ0 encloses Co({y0, .., yn}))(4.2)
≥ P (y′j ↔ y′j+1 via a path in Hyjyj+1 for all j ≤ n)
≥
n∏
j=0
P (y′j ↔ y′j+1 via a path in Hyjyj+1)
≥
( ǫ14
lK29
)(n+1)
exp
(
−
n∑
j=0
τ(y′j+1 − y′j)
)
≥ exp(−w1l −K32l1/3(log l)2/3).
5. Upper Bounds for Open Dual Circuit Probabilities
We need to develop a method of cutting a dual circuit across a bottleneck, modifying
the bond configuration to create two dual circuits. The cutting procedure is simplified
if the bottleneck is clean, in the following sense. The canonical path from dual site
u = (x1, y1) to dual site v = (x2, y2) is the path, denoted ζuv, which goes horizontally
from (x1, y1) to (x2, y1), then vertically to (x2, y2). We call a bottleneck (u, v) clean
if ζuv ⊂ Int(γ) (except for the endpoints u, v.) The next lemma will enable us to
restrict our cutting to clean bottlenecks.
Lemma 5.1. If a dual circuit γ contains a (q, r)-bottleneck for some r > 3q > 0,
then γ contains a clean (q, r/3)-bottleneck.
Proof. Suppose γ contains a (q, r)-bottleneck (u, v). We have two disjoint paths
from u to v: γ[u,v] and γ[v,u] (traversed backwards.) Each of these may intersect
ζuv a number of times. Accordingly, ζuv contains a finite sequence of sites u =
x0, x1, .., xm = v such that the segment ζi of ζuv between xi−1 and xi satisfies ζi ⊂
Int(γ) for all i ∈ I and ζi ⊂ Ext(γ)∪ γ for all i /∈ I, where I consists either of all odd
i or of all even i. For i ∈ I, we call the segment of ζuv with endpoints xi−1 and xi an
interior gap. Let ψ be a dual path from u to v in Int(γ) with |ψ| ≤ q. We can extend
ψ to a doubly infinite path ψ+ by adding on (possibly non-lattice) paths ψ1 from v
to ∞ and ψ2 from ∞ to u, both in Ext(γ). The path ψ+ divides the plane into two
regions, AL ⊃ γ[v,u] to the left of ψ+ and AR ⊃ γ[u,v] to the right. Replacing ψ with
ζuv in the definition of ψ
+, we obtain another doubly infinite path ζ+. The path ζ+
is not necessarily self-avoiding, but R2\ζ+ has exactly two unbounded components
BL and BR, to the left and right of ζ
+, respectively. Since diam(ζuv) ≤ q, there
exist sites z1 ∈ γ[u,v] and z2 ∈ γ[v,u] for which d(zj, ζuv) ≥ (r − q)/2 > q (j = 1, 2)
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and hence z1 ∈ BR, z2 ∈ BL. Let θ be a (possibly non-lattice) path from z1 to z2 in
Int(γ). Then θ must intersect ζ+, and hence must intersect ζuv, necessarily in some
interior gap. Thus every θ from z1 to z2 in Int(γ) must cross at least one interior gap,
so there exists an interior gap ζi which separates z1 and z2, that is, exactly one of
z1, z2 is in γ
[xi−1,xi]. It follows that (xi−1, xi) is a clean (q, (r− q)/2)-bottleneck. Since
(r − q)/2 > r/3, the proof is complete.
Define Rx = x+ [−1/2, 1/2]2 and R+x = x+ [−1, 1]2. Let Q1(u, v) = ∪x∈ζuvRx and
Q2(u, v) = ∪x∈ζuvR+x . Note that
|∂Q2(u, v)| ≤ 4q + 8.
Let J1(u, v), J2(u, v), ... be an enumeration of the subsets of ∂Q2(u, v). We say a clean
(q, r)-bottleneck (u, v) in a dual circuit γ is of type η if the set of bonds in ∂Q2(u, v)
which are contained (except possibly for endpoints) in Int(γ) is precisely Jη(u, v).
We assume we have a fixed but arbitrary algorithm for choosing a particular (q, r)-
bottleneck, which we then call primary, from any circuit containing one or more (q, r)-
bottlenecks. When a configuration ω includes an exterior dual circuit γ for which
(u, v) is a primary (q, r)-bottleneck of type η, we can apply a procedure, which we
term bottleneck surgery (on γ, at (u, v)) to create a new configuration denoted Yuvη(ω).
Bottleneck surgery consists of replacing the configuration ω with the configuration
given by
Yuvη(ω)e =


1, if e ∈ ∂Q1(u, v);
0, if e∗ ∈ Jη(u, v);
ωe, otherwise,
(5.1)
for each bond e. The configuration Yuvη(ω) then contains two or more disjoint open
dual circuits αi, each consisting of some dual bonds of γ and some dual bonds of
Jη(u, v), with no open dual path connecting αi to αj for i 6= j, and with
∪i Int(αi) = Int(γ)\Q2(u, v).(5.2)
Further,
|Q2(u, v)|+
∑
i:αi(κτ r/3)−small
| Int(αi)| ≤ K33r2,(5.3)
and, since γ is exterior, there is no open dual path connecting αi to αj for i 6= j. We
call each αi an (q, r)-offspring or an (q, r)-descendant of γ. A (q, r)-offspring of an
(q, r)-descendant is also an (q, r)-descendant, iteratively. We may perform bottleneck
surgery on each (q, r)-offspring of γ which contains a clean (q, r)-bottleneck, and
iterate this process until no descendant of γ contains such a clean (q, r)-bottleneck
(necessarily after a finite number of surgeries.) The bottleneck-free (q, r)-descendants
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are called final (q, r)-descendants. Among final (q, r)-descendants, the one enclosing
maximal area is called themaximal (q, r)-descendant of γ and denoted αmax,γ. The set
of all (κτr/3)-large final (q, r)-descendants of γ is denoted F(q,r)(γ); the non-maximal
among these form the set F′(q,r)(γ) = F(q,r)(γ)\{αmax,γ}. Note that since γ is exterior,
so is each offspring of γ.
It is useful to note the following general fact about norms on R2, which can be
verified by a simple geometric argument. Let C be a convex set; then
W(∂C) ≤ 6 diamτ (C).(5.4)
Define
u(c, A) = max(w1A
1/2 − cA1/6, 0)
and
D(q,r)(γ) =
∑
α∈F(q,r)(γ)
diamτ (α), D
′
(q,r)(γ) =
∑
α∈F′
(q,r)
(γ)
diamτ (α).
The following lemma is related to (5.4).
Lemma 5.2. Let γ be a circuit, let A = | Int(γ)|, and let q ≥ 1, r ≥ 15q. Then
D(q,r)(γ) ≥ 1
6
w1
√
A.(5.5)
Proof. We may assume γ contains a clean (q, r)-bottleneck (u, v), for otherwise (5.5)
is immediate from (5.4). We have
q + 2
√
2 ≤ 1
4
r.
Let S denote the union of Q2(u, v) and all (κτr/3)-small offspring of γ, and let
R = {z ∈ R2 : dτ (z, Q2(u, v)) ≤ κτr/3}.
Then
S ⊂ R, diam(R) ≤ q + 2
√
2 +
2
√
2r
3
and
|R| ≤
∣∣∣∣∣
{
z ∈ R2 : d(z, Q2(u, v)) ≤
√
2r
3
}∣∣∣∣∣ ≤ π
(
q + 2
√
2 + 2
√
2r
3
2
)2
≤ r2.(5.6)
Note that the set {α1, α2, ...} of (κτr/3)-large offspring of γ can be divided into
two disjoint classes: right offspring, which intersect γ[u,v], and left offspring, which
intersect γ[v,u]. Also, every point of γ is either in a left offspring, in a right offspring,
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or in S. The diameter of Q2(u, v) is at most q + 2
√
2 ≤ r/6, while the diameters of
γ[u,v] and γ[v,u] are at least r, so the right and left classes each include at least one
(5κτr/6
√
2)-large offspring,. Further, if
D(q,r)(γ) ≥ diamτ (γ)(5.7)
then (5.5) follows from (5.4). Let w and x be sites of γ with dτ (w, x) = diamτ (γ). At
least one of these points is not in Q2(u, v), so we may assume w is in some αi. There
are now four possibilities. First, if also x ∈ αi, then (5.7) holds. Second, if instead
x ∈ S, then there exists a (5κτr/6
√
2)-large offspring αj 6= αi, and we have
D(q,r)(γ) ≥ diamτ (αi) + diamτ (αj)
≥ diamτ (γ)−
√
2κτ (q + 2
√
2)− κτr
3
+
5κτr
6
√
2
≥ diamτ (γ)
and again (5.7) holds. Third, suppose x ∈ αk for some k 6= i and there exists a third
(κτr/3)-large offspring αl with l 6= i, k. Let dm = diamτ (αm). Then
di + dk ≥ diamτ (γ)−
√
2κτ (q + 2
√
2) ≥ diamτ (γ)− dl
so once more, (5.7) holds.
The fourth possibility is that x ∈ αk for some k 6= i and αi, αk are the only
(κτr/3)-large offspring; each is necessarily actually (5κτr/6
√
2)-large. From (5.4) we
have
A ≤ |R|+ | Int(αi)|+ | Int(αk)| ≤ r2 + 36
w21
(d2i + d
2
k).
Using this and the fact that w1 ≤ 4κτ (since the unit square encloses unit area) we
obtain
w21
36
A ≤ 4
9
κ2τr
2 + d2i + d
2
k ≤ 2didk + d2i + d2k.
Taking square roots yields (5.5).
For k ≥ 0 define the events
My(k, q, r, A, A
′, d′, t) = [|F′(q,r)(Γ0)| = k] ∩ [| Int(Γ0)| = A] ∩ [| Int(αmax,Γ0)| = A′]
∩ [D′(q,r)(Γ0) ∈ [d′, d′ + 1)] ∩ [W(∂ Co(αmax,Γ0)) ≥ t].
We first consider k = 0, which means αmax,γ = γ and D(q,r)(γ) = 0; larger values will
be handled later by induction.
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Proposition 5.3. Assume (2.7) and either (i) the ratio weak mixing property or (ii)
both the weak mixing property and the near-Markov property for open circuits. Then
there exist constants ǫi, Ki as follows. Let A ≥ 1, t+ ≥ 0, t = w1
√
A + t+ ≥ 2, and
ǫ16t > r > 15q > K34 log t. Then
P (M0(0, q, r, A, A, 0, t)) ≤ e−u(K35r2/3,A)− 12 t+ .(5.8)
Proof. From the definition of w1 we may assume t+ ≥ 0. It follows easily from (2.9)
that for some K36, K37,
P (diamτ (Γ0) ≥ t) ≤ K36t4e−t ≤ e−u(K37r2/3,A)−t+(5.9)
so by (5.4) it suffices to consider
M ′0(q, r, A, t) =M0(0, q, r, A, A, 0, t) ∩ [t/6 ≤ diamτ (Γ0) ≤ t].
Suppose ω ∈ M ′0(q, r, A, t). Fix α > 0 to be specified, let s = αt2/3r1/3 and suppose
HSkels(Γ0) = (y0, .., ym+1). By (3.1),
m ≤ K38α−1t1/3r−1/3.(5.10)
Let Bi = B(yi, 4r)∩ (Z2)∗. Let I = {i ≤ m : |yi+1− yi| > 8r}. For each i ∈ I there is
a segment Γ
[wi,xi]
0 ⊂ Γ[yi,yi+1]0 entirely outside Bi∪Bi+1, with wi ∈ ∂Bi and xi ∈ ∂Bi+1.
We next show that
d(Γ
[wi,xi]
0 ,Γ
[wj,xj ]
0 ) > q/2 for all i 6= j in I.(5.11)
If not, there exist u ∈ Γ[wi,xi]0 , v ∈ Γ[wj ,xj ]0 and a dual path ψ from u to v in Co(Γ0)
with |ψ| ≤ q. Let a be the last site of ψ in Γ[yi,yi+1]0 , and b the first site of ψ after a
which is in some segment Γ
[yk,yk+1]
0 with k 6= i. Since all sites yl are extreme points, we
must have ψ(a,b) ⊂ Int(Γ0). We claim that (a, b) is a (q, 3r)-bottleneck. By Lemma
5.1 this is a contradiction, so our claim will establish (5.11). Suppose i < k; the proof
if i > k is similar. We have ψ ⊂ B(u, q) and u /∈ Bi+1 so ψ ∩ B(yi+1, 3r + 1) = φ.
Therefore Γ
[a,b]
0 contains a segment in B(Bi+1) which includes yi+1 and has diameter
at least 3r. Similarly since v /∈ Bi,Γ[b,a]0 contains a segment in B(Bi) which includes
yi and has diameter at least 3r. This proves the claim and thus (5.11).
From (3.6) and (5.10) we have∑
i∈I
τ(xi − wi) ≥ W(HPaths(Γ0))−K39mr(5.12)
≥ W(∂ Co(Γ0))−K40α2t1/3r2/3 −K39mr
≥ t−K41(α2 + α−1)t1/3r2/3.
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Equation (5.12) shows that it is optimal to take α of order 1 in our choice of s, so we
now set α = 1.
For wi ∈ ∂(Bi ∩ Z2) and xi ∈ ∂(Bi+1 ∩ Z2) for each i ≤ m, let A(w0, x0, .., wm, xm)
be the event that for each i ∈ I there is an open dual path αi from wi to xi in
Bτ (wi, t), with d(αi, αj) > q/2 for all i 6= j. Then we have shown
P (M ′0(q, r, A, t)) ∩ [HSkels(Γ0) = (y0, .., ym+1)])(5.13)
≤
∑
w0
∑
x0
· · ·
∑
wm
∑
xm
P (A(w0, x0, .., wm, xm))
≤ (K42r2)m+1 max
w0,x0,..,wm,xm
P (A(w0, x0, .., wm, xm)).
Provided K34 is sufficiently large, Lemma 3.2, (5.12) and induction give
P (A(w0, x0, .., wm, xm)) ≤ 2m
∏
i∈I
P (wi ↔ xi)(5.14)
≤ 2me−t+2K41t1/3r2/3
which with (5.10) and (5.13) yields
P (M ′0(q, r, A, t) ∩ [HSkels(Γ0) = (y0, .., ym+1)])(5.15)
≤ e−t+K43t1/3r2/3 .
The number of possible (y0, .., ym+1) in (5.15) is at most (K44t
2)m+1, which with (5.15)
yields
P (M ′0(q, r, A, t) ≤ e−t+K45t
1/3r2/3(5.16)
provided K34, and hence r, is large enough. It is easily verified that, provided ǫ16 is
small enough,
K45(t+ + w1A
1/2)1/3r2/3 ≤ 2K45(w1A1/2)1/3r2/3 + 1
2
t+,
by considering two cases according to which of t+ and w1A
1/2 is larger. This and (5.16)
establish (5.8) for M ′0; as we have noted, this and (2.9) establish (5.8) as given.
Remark 5.4. Let I be any increasing event. Since the event on the left side of
(5.14) is decreasing, its probability is not increased by conditioning on I. It follows
easily that Proposition 5.3 remains true if the probability on the left side of (5.8) is
conditioned on I, even though M0(0, q, r, A, A, 0, t) is not itself a decreasing event.
Under (2.7), open dual bonds do not percolate, so for every bounded set A there
is a.s. an innermost open circuit surrounding A; we denote this circuit by Θ(A).
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An enclosure event is an event of form
∩i≤n(Open(αi) ∩ [αi ↔∞])
where α1, .., αn are circuits (of regular bonds.) This includes the degenerate case of
the full space {0, 1}B(Z2). Clearly any such event is increasing.
Proposition 5.5. Assume (2.7), the weak mixing property and the near-Markov
property for open circuits. There exist constants Ki, ǫi as follows. Let A ≥ A′ ≥ 3, k ≥
0, t+ ≥ 0, t = w1
√
A′ + t+, d′ ≥ 0, and ǫ17(w1
√
A + d′ + t+) ≥ r ≥ 15q ≥ K46 logA.
Then
P (M0(k, q, r, A, A
′, d′, t)) ≤ exp
(
−u(K47r2/3, A)− 1
60
t+ − 1
10
d′
)
(5.17)
and
P (M0(k, q, r, A, A
′, d′, t)) ≤ exp
(
−1
2
d′
)
P (M0(0, q, r, A
′, A′, 0, t)).(5.18)
Proof. We will refer to the requirement ǫ17(w1
√
A+d′+ t+) ≥ r as the size condition,
and to all other assumptions of the Proposition collectively as the basic assumptions.
We first prove (5.17). We proceed by induction on k, using Proposition 5.3 for
k = 0. Fix q, r and define
Ly(k, A,A
′, d, d′, t) = My(k, q, r, A, A
′, d′, t) ∩ [d ≤ D(q,r)(Γy) < d+ 1],
where
1
6
w1
√
A− 1 ≤ d ≤ K48A, d ≥ 1
6
t+ − 1.(5.19)
If K48 is large enough then, from Lemma 5.2 and the lattice nature of Γy, Ly(k, A,A
′,
d, d′, t) is empty if any of the inequalities in (5.19) fails. Note that for some K49,
My(k, q, r, A, A
′, d′, t) ⊂ [diam(Γy) ≤ K49A].
Our induction hypothesis is that for some constants ci, for all j < k, all A,A
′, t, d′
satisfying the basic assumptions, and all d satisfying (5.19), for any enclosure event
E, we have
P (L0(j, A,A
′, d, d′, t) | E) ≤ exp(− 9
10
d+
κτ
40
jr);(5.20)
if the size condition is also satisfied, then in addition
P (L0(j, A,A
′, d, d′, t) | E)(5.21)
≤ exp(−u(K35r2/3, A)− 1
60
t+ − 1
10
d′),
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with K35 from (5.8). We wish to verify these hypotheses for j = k.
For j = 0 it suffices to consider d′ = 0 and (5.21) is Proposition 5.3 (together with
Remark 5.4), while (5.20) follows easily from the first inequality in (5.9), if K46 is
large. Hence we may assume k ≥ 1 and fix A,A′, d, d′. Let Ψ(u, v, η) denote the event
that L0(k, A,A
′, d, d′, t) occurs with (u, v) a primary (q, r)-bottleneck in Γ0 of type
η, and let Φ(u, v, η) = {Yuvη(ω) : ω ∈ Ψ(u, v, η)}. Let E be an enclosure event; it is
easy to see that bottleneck surgery cannot destroy E, that is,
Ψ(u, v, η) ∩ E ⊂ Φ(u, v, η) ∩ E.
(This is the reason for considering only enclosure events, not general increasing
events.) Since |∂Q1(u, v)|+ |Jη(u, v)| ≤ K48q, we then have from the bounded energy
property:
P (Ψ(u, v, η) | E) ≤ eK49qP (Φ(u, v, η) | E).(5.22)
Fix u, v, η and for y1, .., yl ∈ Z2 and l, m,Ai, ki, di, d′i ≥ 0 in Z, let
Z = Z(l, m, y1, .., yl, A1, .., Al, d1, .., dl, d
′
1, .., d
′
l, k1, .., kl)
denote the event that there exist disjoint exterior open dual circuits α1, .., αl such
that:
(i) αi surrounds yi, | Int(αi)| = Ai, diamτ (αi) ≥ κτr/3, |F′(q,r)(αi)| = ki, di ≤ D(q,r)(αi)
< di + 1 and d
′
i ≤ D′(q,r)(αi) < d′i + 1 for all i ≤ l;
(ii) letting αmain denote the open dual circuit enclosing maximal area among all
offspring of all αi, we have αmain an offspring of αm satisfying | Int(αmain)| = A′
and W(∂ Co(αmain)) ≥ w1
√
A′ + t+ ;
(iii) there is no open dual path connecting αi to αn for i 6= n.
We supress the parameters in Z when confusion is unlikely. Then considering only
(κτr/3)-large offspring we see that
Φ(u, v, η) ⊂ ∪ Z(l, m, y1, .., yl, A1, .., Al, d1, .., dl, d′1, .., d′l, k1, .., kl)(5.23)
where the union is over all parameters satisfying
2 ≤ l ≤ min(4q, k + 1), m ≤ l, yi ∈ (Z2)∗ with d(yi, ζuv) ≤ 2, Ai ≥ κτr
6
,
Am ≥ A′, A−K33r2 ≤
∑
i≤l
Ai ≤ A,
∑
i≤l
ki = k + 1− l,(5.24)
1
6
w1
√
Ai − 1 ≤ di ≤ K48Ai, d′i ≤ di,(5.25)
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d′ − l ≤ d′m +
∑
i 6=m
di ≤ d′, d− l ≤
∑
i≤l
di ≤ d,(5.26)
dm − d′m + 1 ≥
1
6
(w1
√
A′ + t+).(5.27)
Here (5.27) and the first inequality in (5.25) follow from (ii) above and (5.4),and K33
is from (5.3). Temporarily fix such a set of parameters and let ν1, .., νl be circuits
with
diamτ (νi) ≥ κτr
3
for all i, and Int(νi) ∩ Int(νj) = φ for i 6= j.
Define events
L˜i = ∪3≤B≤AiLyi(ki, Ai, B, di, d′i, w1
√
B), i 6= m,
L˜m = Lym(km, Ai, A
′, dm, d′m, t),
Ti = [Θ(Γyi) = νi], Yi = L˜i ∩ Ti for i ≤ m, T = ∩i≤lTi.
Then
Z ∩ T ⊂ ∩i≤lYi.(5.28)
Note that as in (3.14),
Yi = Open(νi) ∩ [νi ↔∞] ∩Gi for some Gi ∈ GB(Int(νi)), for every i ≤ m.(5.29)
Define events
R = ∪i≤l−1 Int(νi), F = ∩i≤l−1 Ext(νi),
G˜ = ∩i≤l−1Gi, H = ∩i≤l−1Open(νi), N = ∩i≤l−1[νi ↔∞],
and let Ll denote the event that L˜l occurs on B(F ). Then
N ∩ E ∩H = ER ∩ EF ∩H for some ER ∈ GB(R), EF ∈ GB(F ),(5.30)
∩i≤l−1Yi = H ∩N ∩ G˜(5.31)
and
∩i≤lYi ⊂ Ll.(5.32)
The relation between area Ai and diameter di tells us roughly whether the circuit
αi (or its collection of descendants) is regular or irregular; we thereby subdivide the
circuits into “large regular,” “small regular” and “irregular” categories as follows:
I1 = {i ≤ l : di < 4w1
√
Ai, Ai ≥ c1r2},
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I2 = {i ≤ l : di < 4w1
√
Ai, Ai < c1r
2},
I3 = {i ≤ l : di ≥ 4w1
√
Ai}
where c1 = max(1/ǫ
2
17, (3K35/w1)
3) is chosen so that
u(K35r
2/3, Ai) ≥ 2
3
w1
√
Ai, i ∈ I1.(5.33)
Let
µi = max
[
u(K35r
2/3, Ai) +
1
10
di,
9
10
di − κτ
40
kir
]
, i ∈ I1\{m},
µi =
9
10
di − κτ
40
kir, i ∈ I2 ∪ I3,
µm = max
[
u(K35r
2/3, Am) +
1
60
t+ +
1
10
d′m,
9
10
dm − κτ
40
kmr
]
if m ∈ I1
(cf. (5.20).) Now H ∩EF is an enclosure event so by the induction hypotheses (5.20)
and (5.21), summing over B ≤ Al gives
P (Ll | H ∩ EF ) ≤ Ale−µl .(5.34)
(Note that the size condition can be used here for i ∈ I1.) Since |νi| ≥ ǫ18r for all i,
from (2.5) and (2.6), provided K46 is sufficiently large we get
P (Ll ∩ EF | H ∩ G˜ ∩ ER) ≤ (1 + e−ǫ18r/2)P (Ll ∩ EF | H)(5.35)
and
P (EF | H) ≤ (1 + e−ǫ18r/2)P (EF | H ∩ G˜ ∩ ER).(5.36)
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Combining (5.29) – (5.36) we obtain
P ((∩i≤lYi) ∩ E)(5.37)
≤ P (Ll ∩ (∩i≤l−1Yi) ∩ E)P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E)
= P (Ll ∩H ∩ G˜ ∩ ER ∩ EF )P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E)
≤ (1 + e−ǫ18r/2)P (Ll ∩ EF | H)P (H ∩ G˜ ∩ ER)
· P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E)
= (1 + e−ǫ18r/2)P (Ll | EF ∩H)P (EF | H)P (H ∩ G˜ ∩ ER)
· P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E)
≤ (1 + e−ǫ18r/2)2Ale−µlP (EF | H ∩ G˜ ∩ ER)P (H ∩ G˜ ∩ ER)
· P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E)
= (1 + e−ǫ18r/2)2Ale−µlP ((∩i≤l−1Yi) ∩ E)P (Tl | Ll ∩ (∩i≤l−1Yi) ∩ E).
Summing over νl (which appears via Tl), dividing by P (I) and iterating this (taking
H and N to be the full space and R = φ, F = R2, at the last iteration step) we obtain
using (5.28)
P (Z | E) ≤ (1 + e−ǫ18r/4)2l
∏
i≤l
Aie
−µi ≤ 2Al exp(−
∑
i≤l
µi).(5.38)
We now want to sum (5.38) over all parameters of Z allowed in (5.23). We first
view l as fixed and allow the other parameters to vary. Note that the number of
parameter choices is at most (K50A)
5l+1, and the number of possible (u, v, η) is at
most (K50A)
3, for some K50. Suppose we can show that, under the basic assumptions,∑
i≤l
µi ≥ 9
10
d− κτ
40
kr +
κτ
100
(l − 1)r(5.39)
and, if the size condition is also satisfied,
∑
i≤l
µi ≥ u(K35r2/3, A) + 1
10
d′ +
1
60
t+ +
κτ
100
(l − 1)r.(5.40)
Then from (5.23) and (5.38),
P (Φ(u, v, η) | I) ≤ 2(K50A)5l+2 exp
(
− 9
10
d+
κτ
40
kr − κτ
40
(l − 1)r
)
,
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and if the size condition is satisfied,
P (Φ(u, v, η) | I) ≤ (K50A)5l+2 exp
(
−max
[
u(K35r
2/3,A) +
1
10
d′ +
1
60
t+,
9
10
d− κτ
40
kr
]
− κτ
100
(l − 1)r
)
.
Thus, summing over u, v, η, then over l, and using r > K46 logA and (5.22), we obtain
(5.20) and (5.21) for j = k.
Now (5.39) is a direct consequence of (5.24) and (5.26), so we turn to (5.40) and
assume that the size condition holds. Let
δi =
{
1
10
di, i 6= m
1
10
d′m +
1
60
t+, i = m
and set β1 = β3 = 1/2, β2 = 1/10. We claim that
µi ≥ βjw1
√
Ai + δi +
1
10
di − 1 for every i ∈ Ij , j = 1, 2, 3.(5.41)
Observe that
di ≥ (ki + 1)κτr
3
− 1 ≥ (ki + 1)κτr
4
, d′i ≥ ki
κτr
3
− 1 ≥ kiκτr
4
(5.42)
and hence
µi ≥ 4
5
di, i ≤ l.(5.43)
This yields
µi ≥ 4
5
di ≥ w1
√
Ai +
11
20
di, i ∈ I3,(5.44)
which proves (5.41) for i ∈ I3\{m}. For i ∈ I1 we can use (5.33), (5.42) and a convex
combination of the lower bounds (5.43) and u(K35r
2/3, Ai) for µi to obtain
µi ≥ 3
4
u(K35r
2/3, Ai) +
1
5
di ≥ 1
2
w1
√
Ai +
1
5
di, i ∈ I1,(5.45)
which proves (5.41) for i ∈ I1\{m}. From (5.25),
di ≥ 1
8
w1
√
Ai +
1
4
di − 3
4
, i ≤ l,
and hence by (5.43)
µi ≥ 4
5
di ≥ 1
10
w1
√
Ai +
1
5
di − 3
5
, i ≤ l,(5.46)
which proves (5.41) for i ∈ I2\{m}.
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We need slightly different estimates for i = m. If m ∈ I3 then using (5.44) and
(5.27) we obtain
µm ≥ w1
√
Am +
1
2
dm(5.47)
≥ w1
√
Am +
1
4
dm +
1
4
(d′m − 1) +
1
24
t+,
which proves (5.41) for i = m. If m ∈ I1 then by (5.45) and (5.27),
µm ≥ 1
2
w1
√
Am +
1
5
dm(5.48)
≥ 1
2
w1
√
Am +
1
10
dm +
1
10
(d′m − 1) +
1
60
t+,
which again proves (5.41) for i = m. Finally if m ∈ I2 then by (5.46), (5.48) remains
valid with 1/10 in place of 1/2, and 3/5 subtracted from the right side, once again
proving (5.41) for i = m. Thus (5.41) holds in all cases.
The next step is to sum (5.41) over i. There are 2 cases.
Case 1. d ≥ 20w1
√
A. Then using (5.41), (5.26) and (5.42),∑
i≤l
µi ≥
∑
i≤l
(δi +
1
10
di + 1)(5.49)
≥ 1
10
(d′ − l) + 1
60
t+ +
1
20
(d− l) + 1
20
∑
i≤l
di + l
≥ 1
10
d′ +
1
60
t+ + w1
√
A+
κτ
80
lr
which proves (5.40).
Case 2. d < 20w1
√
A. By (5.26), (5.27) and (5.42),
6d′ + t+ ≤ 6(d+ l + 1) ≤ 7d ≤ 140w1
√
A.
This and the size condition imply
r < 141ǫ17w1
√
A ≤ κτ
√
A
80K33w1
if ǫ17 is small enough, with K33 as in (5.3), and then√
A−K33r2 ≥
√
A
(
1− K33r
2
A
)
≥
√
A− κτr
80w1
.(5.50)
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Let
Sj =
∑
i∈Ij
Ai, j = 1, 2, 3, and S = S1 + S2 + S3.
Provided ǫ17 is small enough, we have by (5.3) and (5.50)
w1
√
S ≥ w1
√
A− κτr
80
.(5.51)
It is easily checked that
√
a + b ≤ √a+ θ
√
b for 0 ≤ b ≤ 4θ2a.(5.52)
Choose i13, i2 satisfying
Ai13 = max
i∈I1∪I3
Ai, Ai2 = max
i∈I2
Ai.
(If I1 ∪ I3 or I2 is empty then the corresponding i13 or i2 is undefined.) We now
consider two subcases.
Case 2a. I2 = φ or Ai2 ≤ 125(S1 + S3). From the definition of µi if i13 ∈ I1, and
from (5.41) if i13 ∈ I3, we have
µi13 ≥ w1
√
Ai13 − λ+ δi13 ,(5.53)
where λ = min(K35r
2/3A
1/6
i13
, w1
√
Ai13). Therefore by (5.52) with θ = 1/2,∑
i∈I1∪I3
µi ≥ w1
√
S1 + S3 − λ+
∑
i∈I1∪I3
δi +
∑
i∈I1∪I3,i 6=i13
1
10
di − l.(5.54)
Hence by (5.52) with θ = 1/25, and (5.51), (5.42), (5.54) and (5.41),∑
i≤l
µi ≥ w1
√
S − λ+
∑
i≤l
δi +
κτ
40
(l − 1)r − l(5.55)
≥ w1
√
A− κτr
80
− λ+ 1
10
(d′ − l) + 1
60
t+ +
κτ
40
(l − 1)r − l
≥ u(K35r2/3, A) + 1
10
d′ +
1
60
t+ +
κτ
100
(l − 1)r
which gives (5.40).
Case 2b. Ai2 >
1
25
(S1 + S3). Let us relabel (Ai, i ∈ J2) as B1 ≥ .. ≥ Bn. We have
S1 + S3 ≤ 25c1r2,
while from (5.3), provided ǫ17 is small enough,
S ≥ A−K33r2 ≥ 32, 525c1r2,
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so
S2 ≥ 32, 500c1r2 ≥ 325
100∑
m=1
Bi,
which implies
1
20
(
n∑
m=101
Bm
)1/2
≥ 9
10
(
100∑
m=1
Bm
)1/2
.
Using this, and using (5.52) twice (with θ = 1 and with θ = 1/20), we get
1
10
n∑
m=1
√
Bi(5.56)
≥ 1
10
(
100∑
m=1
Bm
)1/2
+
1
10
n∑
m=101
√
Bi
≥
(
100∑
m=1
Bm
)1/2
+
1
20
n∑
m=101
√
Bi +
1
20
(
n∑
m=101
Bi
)1/2
− 9
10
(
100∑
m=1
Bm
)1/2
≥
√
S2.
If I1 ∪ I3 6= φ then (5.54) remains valid. This, with (5.41), (5.42) and (5.56), shows
that, whether I1 ∪ I3 = φ or not, (5.55) (with λ = 0 if I1 ∪ I3 = φ) still holds.
The proof of (5.40), and thus of (5.21), is now complete. Taking y = 0 and E the
full configuration space in (5.21), and summing over d satisfying (5.19) shows that
P (M0(k, q, r, A, A
′, d′, t)) ≤ K48A exp
(
−u(K35r2/3, A)− 1
60
t+ − 1
10
d′
)
.(5.57)
This proves (5.17), with K47 = 2K35.
It remains to prove (5.18). This is similar to the proof of (5.21), so we will only
describe the changes. Again fix q, r. We make the same induction hypothesis, except
that (5.21) is replaced by
P (L0(j, A,A
′, d, d′, t) | E) ≤ exp
(
−4
5
d′
)
P (M0(0, q, r, A
′, A′, 0, t) | E),(5.58)
and the requirement that the size condition be satisfied is removed. This hypothesis
is true for j = 0, where only d′ = 0 is relevant; hence we fix k ≥ 1 and A,A′, d, d′.
Let
f(A′, t) = − logP (M0(0, q, r, A′, A′, 0, t) | E).
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In place of µi we use
µˆi =
9
10
di − κτ
40
kir, i 6= m,
µˆm = max
[
4
5
d′m + f(A
′, t),
9
10
dm − κτ
40
kir
]
.
In place of (5.39), (5.40) and their multi-case proofs, we have simply, using the first
half of (5.42), ∑
i 6=m
(
1
10
di − κτ
40
kir
)
≥ κτr
40
(l − 1) ≥ l + κτr
50
(l − 1)
and hence using (5.26)∑
i≤l
µˆi ≥ f(A′, t) + 4
5
(d′ − l) +
∑
i 6=m
(
1
10
di − κτ
40
kir
)
≥ f(A′, t) + 4
5
d′ +
κτr
50
(l − 1).
This leads directly to (5.58), as in the proof of (5.21). In place of (5.57) we have
P (M0(k, q, r, A, A
′, d′, t)) ≤ K48A exp
(
−4
5
d′
)
P (M0(0, q, r, A
′, A′, 0, t)).
For k ≥ 1 we have d′ ≥ κτr/3, so provided K46 is large enough, this proves (5.18).
Lemma 5.6. Let q ≥ 1, r ≥ 15q, let γ be a dual circuit and let αmax,γ be its maximal
(q, r)-descendant. Then
W(∂ Co(γ)) ≤ W(∂ Co(αmax,γ)) + 19D′(q,r)(γ).
Proof. We may assume γ has at least one bottleneck. If (u, v) is a primary bottleneck
in γ, and the (κτr/3)-large offspring of γ are α1, .., αk, then
Int(γ) ⊂ Bτ (u, κτr
3
+ 2κτq) ∪ ∪i≤k Int(αi)
and therefore from (5.4), γ can be surrounded by a (non-lattice) loop of τ -length at
most
12
(κτr
3
+ 2κτq
)
+
∑
i≤k
W(∂ Co(αi)).
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Since ∂ Co(γ) minimizes the τ -length over all such loops, it follows that
W(∂ Co(γ)) ≤ 6κτr +
∑
i≤k
W(∂ Co(αi)).
Iterating this, and using (5.4) and D′(q,r)(γ) ≥ κτ r3 |F′(q,r)(γ)|, we obtain
W(∂ Co(γ)) ≤ 6κτr|F′(q,r)(γ)|+
∑
α∈F(q,r)(γ)
W(∂ Co(α))
≤ W(∂ Co(αmax,γ)) + 19D′(q,r)(γ).
The next theorem, together with Theorem 4.1, shows roughly that for a droplet of
size A, there is a cost for the convex hull boundary τ -length exceeding the minimum
w1
√
A by an amount s+, this cost being exponential in s+, and there is an exponential
cost for positive D′(q,r)(Γ0).
Theorem 5.7. Assume (2.7) and either (i) the ratio weak mixing property or (ii)
both the weak mixing property and the near-Markov property for open circuits. There
exist constants ci as follows. Let A > K51, s+ ≥ 0, s = w1
√
A + s+ and d
′ ≥ 0. Then
P (| Int(Γ0)| ≥ A,W(∂ Co(Γ0)) ≥ s,D′(q,r)(Γ0) ≥ d′)(5.59)
≤ exp
(
−u(K52(logA)2/3, A)− 1
1520
s+ − 1
20
d′
)
.
Proof. Let K53 ≥ K46 (of Proposition 5.5) and
qB =
1
15
K53 logB, rB = K53 logB,
t+(n,A
′) = max(s− 19n− w1
√
A′, 0),
I1(n) = {A′ ∈ Z+ : t+(n,A′) ≥ s+
2
},
I2(n) = {A′ ∈ Z+ : t+(n,A′) < s+
2
, w1
√
A′ ≤ w1
√
A + 19n},
and
I3(n) = {A′ ∈ Z+ : t+(n,A′) < s+
2
, w1
√
A′ > w1
√
A+ 19n}.
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Then using Lemma 5.6,
P (| Int(Γ0)| ≥ A,W(∂ Co(Γ0)) ≥ s,D′(q,r)(Γ0) ≥ d′)
(5.60)
≤
∑
B≥A
∑
n≥d′
P (| Int(Γ0)| = B,D′(q,r)(Γ0) ∈ [n, n + 1),
W(∂ Co(αmax,Γ0)) ≥ s− 19n)
≤
∑
B≥A
∑
n≥d′
[ ∑
A′≤B,A′∈I1(n)
∑
k≥0
P
(
M0(k, qB, rB, B, A
′, n, w1
√
A′ + t+(n,A′))
)
+
∑
A′≤B,A′∈I2(n)
∑
k≥0
P (M0(k, qB, rB, B, A
′, n, w1
√
A′))
+
∑
A′≤B,A′∈I3(n)
∑
k≥0
P (M0(k, qB, rB, B, A
′, n, w1
√
A′))
]
.
The events M0(k, qB, rB, B, A
′, n, ·) are empty unless n+1 > (k+1)κτr/4 (cf. (5.42));
if K53, and hence r, is large enough, this implies k ≤ n, so we may restrict the sums in
(5.60) to such k. Presuming A is large enough, u(K47(logB)
2/3, B) is strictly positive
for all B ≥ A. For A′ ∈ I1(n) we apply Proposition 5.5 to get
∑
A′≤B,A′∈I1(n)
∑
k≤n
P (M0(k, qB, rB, B, A
′, n, w1
√
A′ + t+(n,A′))(5.61)
≤ (n + 1)B exp
(
−w1
√
B +K47B
1/6(logB)2/3 − s+
120
− 1
10
n
)
.
Note that if I2(n) or I3(n) is nonempty we must have s+ = s − w1
√
A > 0. If
A′ ∈ I2(n) we have
1
2
(s− w1
√
A) > s− 19n− w1
√
A′ ≥ s− w1
√
A− 38n
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and hence n ≥ s+/64. Therefore
∑
A′≤B,A′∈I2(n)
∑
k≤n
P (M0(k, qB, rB, B, A
′, n, w1
√
A′))(5.62)
≤ (n + 1)B exp
(
−w1
√
B +K47B
1/6(logB)2/3 − 1
10
n
)
≤ (n + 1)B exp
(
−w1
√
B +K47B
1/6(logB)2/3 − 1
20
n− 1
1520
s+
)
.
If A′ ∈ I3(n) we have
s+ + w1
√
A− w1
√
A′ − 19n ≤ t+(n,A′) ≤ s+
2
so that
2(w1
√
A′ − w1
√
A) > w1
√
A′ − w1
√
A + 19n ≥ s+
2
which implies
w1
√
B ≥ w1
√
A′ > w1
√
A+
s+
4
.
Therefore
∑
A′≤B,A′∈I3(n)
∑
k≤n
P (M0(k, qB, rB, B, A
′, n, w1
√
A′))
(5.63)
≤ (n+ 1)B exp
(
−w1
√
B +K47B
1/6(logB)2/3 − 1
10
n
)
≤ (n+ 1)B exp
(
−1
2
w1
√
B − 1
2
w1
√
A− 1
8
s+ +K47B
1/6(logB)2/3 − 1
10
n
)
.
We can now use (5.61),(5.62) and (5.63) to sum over n and B in (5.60), obtaining
(5.59).
Part of our main result is an easy consequence of Theorem 5.7.
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Proof of Theorem 2.1,(2.13) and (2.14). From the definition of w1 and Theorem 5.7,
for any c, if A is sufficiently large,
P (| Int(Γ0)| ≥ A,ALR(Γ0) > cl1/3(log l)2/3)(5.64)
≤ P (| Int(Γ0)| ≥ A, |Co(Γ0)| ≥ A + cw1l4/3(log l)2/3)
≤ P
(
| Int(Γ0)| ≥ A,W(∂ Co(Γ0)) ≥ w1
√
A+
cw21l
1/3(log l)2/3
3
)
≤ exp(−u(K52(logA)2/3, A)− ǫ19cl1/3(log l)2/3).
If we take c sufficiently large, this and Theorem 4.1 prove that (2.13) holds with
conditional probability approaching 1 as A→∞.
Next, from the quadratic nature of the Wulff variational minimum (see [1], [11]),
for any a, b, if A is sufficiently large,
P (A ≤ | Int(Γ0)| ≤ A+ aw1l4/3(log l)2/3,∆A(∂ Co(Γ0)) > bl2/3(log l)1/3)(5.65)
≤
∑
B
P (| Int(Γ0)| = B,∆B(∂ Co(Γ0)) > b
2
l2/3(log l)1/3)
≤
∑
B
P (| Int(Γ0)| = B,W(∂ Co(Γ0)) ≥ w1
√
A + ǫ20bl
1/3(log l)2/3)
≤ exp(−u(K52(logA)2/3, A)− ǫ21bl1/3(log l)2/3),
where the sums are over A ≤ B ≤ A+ aw1l4/3(log l)2/3. Now
P (| Int(Γ0)| > A+ aw1l4/3(log l)2/3)
can be bounded as in (5.64), so if we take a, b sufficiently large, (5.65) and Theorem
4.1 prove that (2.14) holds with conditional probability approaching 1 as A→∞.
6. Proof of the Single Droplet Theorem
Let ΦN denote the open dual circuit in ΛN enclosing maximal area. Let
TN =
∑
γ∈CN
diamτ (γ), T
′
N =
∑
γ∈CN\{ΦN }
diamτ (γ).
Let GN(k, A,A
′, d, d′) denote the event that there are exactly k + 1 (K logN)-large
exterior open dual circuits in ΛN , with∑
γ∈CN
| Int(γ)| = A, | Int(ΦN)| = A′, d ≤ TN < d+ 1, d′ ≤ TN < d′ + 1.
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As we will see, by mimicking the proof of (5.18) it is easy to obtain
PN,w(GN(k, A,A
′, d′, t))(6.1)
≤ exp
(
−4
5
d′
)
PN,w(| Int(Γy)| = A′ for some y ∈ ΛN ∩ Z2),
and then, summing as in Theorem 5.7, roughly
PN,w(
∑
γ∈CN
| Int(γ)| ≥ A, T ′N ≥ d′)(6.2)
≤ exp
(
−1
2
d′
)
PN,w(| Int(Γy)| ≥ A− v for some y ∈ ΛN ∩ Z2).
with v ≤ √A. (Statement (6.2) is for motivation only—the actual statement we prove
is (6.62).) Note that |CN | > 1 implies T ′N ≥ K logN ; hence to prove (2.19) we would
like a result somewhat like (6.2) but with A on the right side in place of A − v. To
replace A− v with A we need to know something of how the probability on the right
side of (6.2) behaves as a function of v, which is obtainable from our next two results.
For N > 0 and 0 < A < B, we say that a lattice site y is (ΛN , A, B)-compatible if
there exists z such that y ∈ z +√AK1 and z +
√
BK1 ⊂ ΛN .
Proposition 6.1. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, and the ratio weak mixing property. There exist
Ki, ǫi such that for A ≥ K54 and δ ≥ K55 logA we have
P (| Int(Γy)| ≥ A+ δ
√
A) ≥ e−ǫ22δP (| Int(Γy)| ≥ A).(6.3)
From this proposition we will obtain its analog for PN,w, which is as follows.
Proposition 6.2. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, and the ratio weak mixing property. There ex-
ist Ki, ǫi such that for N ≥ 1, K56 ≤ A ≤ c2N2, K57 logA < δ ≤ ǫ23
√
A and y
(ΛN , A/2, (1 + ǫ24)A)-compatible we have
PN,w(| Int(Γy)| ≥ A+ δ
√
A) ≥ e−ǫ25δPN,w(| Int(Γy)| ≥ A).(6.4)
Here c2 is from Theorem 2.3.
These propositions will require some preliminary results.
Lemma 6.3. Suppose τ is positive. There exists ǫ26 such that if q ≥ 1, r ≥ 15q, A >
A′ > 0 and γ is a dual circuit with | Int(γ)| = A, | Int(αmax,γ)| = A′ then
D′(q,r)(γ) ≥ ǫ26
√
A− A′.
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Proof. Let α1, .., αk be the non-maximal final (q, r)-descendants of γ, and Ai =
| Int(αi)|. Then
D′(q,r)(γ) ≥
∑
i≤k
max
(
w1
√
Ai,
κτr
3
)
≥ 1
2
w1
√∑
i≤k
Ai +
1
6
kκτr
while (cf. (5.6))
A− A′ ≤ kr2 +
∑
i≤k
Ai.
The lemma follows easily.
Remark 6.4. The proof of Proposition 5.5 shows that the bounds (5.17) and (5.18)
are valid conditionally on any enclosure event E, with the following modification: on
the right side of (5.18) one must replace P (M0(· · · )) with supy∈ΛN∩Z2 PN,w(My(· · · ) |
E). Let EN denote the enclosure event Open(∂ΛN ) ∩ [∂ΛN ↔ ∞]. Assuming P
has the near-Markov property for open circuits, probabilities under PN,w and under
P (· | EN) differ by a factor of at most 1+Ce−aN for some C, a. Therefore Proposition
5.5 is valid with (5.17) and (5.18) replaced by
PN,w(My(k, q, r, A, A
′, d′, t)) ≤ exp(−u(K47r2/3, A)− 1
60
t+ − 1
10
d′)(6.5)
and
PN,w(My(k, q, r, A, A
′, d′, t)) ≤ exp
(
−1
2
d′
)
PN,w(∪x∈B(y,K58A)Mx(0, q, r, A′, A′, 0, t))
(6.6)
for all y ∈ ΛN ∩ Z2, for some K58. It follows easily from (6.5) that Theorem 5.7,
and then (2.13) and (2.14) of Theorem 2.1, extend similarly. Further, because the
constraint A ≤ c2N2 in Theorem 2.3 and Proposition 6.1 allows the appropriate size
of Wulff shape to fit inside ΛN , and weak mixing adequately eliminates boundary
effects, Theorem 4.1 is also valid for PN,w when A ≤ c2N2.
For x, y ∈ (Z2)∗, r > 0 and G ⊂ R2, we say there is an r-near dual connection from
x to y in G if for some u, v ∈ (Z2)∗ with d(u, v) ≤ r, there are open dual paths from x
to u and from y to v in G. Let N(x, y, r, G) denote the event that such a connection
exists. The following result is from [4].
Lemma 6.5. Let P be a percolation model on B(Z2) satisfying (2.7) and the ratio
weak mixing property. There exist Ki such that if |x| > 1 and r ≥ K59 log |x| then
P (N(0, x, r,R2)) ≤ e−τ(x)+K60r.
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The next lemma proves (2.15) in Theorem 2.1.
Lemma 6.6. Let P be a percolation model on B(Z2) satisfying (2.7), the near-Markov
property for open circuits, and the ratio weak mixing property. There exist ǫi, Ki such
that for A > K61, l =
√
A and ǫ27A ≥ r ≥ 15q ≥ K62 logA, under the measure
P (· | | Int(Γ0)| ≥ A), with probability approaching 1 as A→∞ we have
MLR(Γ0) ≤ K63l2/3(log l)1/3.(6.7)
We may and henceforth do assume that K63 ≥ K4 of Theorem 2.1.
Proof of Lemma 6.6. The proof is partly a modification of that of Proposition 5.3, so
we use the notation of that proof. The basic idea is that a large inward deviation of
Γ
[yk,yk+1]
0 from ∂ Co(Γ0) for some k reduces the factor P (wk ↔ xk) in (5.14).
First observe that the proof of (5.11) actually shows that
d(Γ
[yi,yi+1]
0 ,Γ
[wj,xj ]
0 ) > q/2 for all i 6= j with j ∈ I.(6.8)
Let Z be the site in Γ0 most distant from ∂ Co(Γ0). Let K64 >
√
4π−1w1K3 be a
constant to be specified, and suppose that Γ0 satisfies (2.13) and (2.14), but for some
k ≤ m and some z we have Z = z ∈ Γ[yk,yk+1]0 and d(z, ∂ Co({y0, . . . , ym+1})) >
51K64l
2/3(log l)1/3. By (3.5) we have z ∈ Co({y0, . . . , ym+1}). Let Rk denote the
region bounded by Γ
[yk,yk+1]
0 and by the segment of ∂ Co(Γ0) from yk to yk+1. Let ℓk
denote the line through yk and yk+1. There exists a site z
′ ∈ ℓk with the following
property: a line tangent to ∂Bτ (yk, τ(z
′ − yk)) at z′ passes through z. This z′ is a
projection of z onto ℓk and satisfies
τ(yk − z) ≥ τ(yk − z′), τ(yk+1 − z) ≥ τ(yk+1 − z′).(6.9)
Let
D = B(z,K64l
2/3(log l)1/3), E = B(z, 2K64l
2/3(log l)1/3),
D′ = B(z′, K64l2/3(log l)1/3), E ′ = B(z′, 13K64l2/3(log l)1/3),
F ′ = B(z′, 14K64l2/3(log l)1/3).
Write DZ, D
′
Z
, etc. for the intersection of D,D′, etc. with (Z2)∗. We have several
cases.
Case 1. Γ
[yk,yk+1]
0 contains a (K59 logA)-near dual connection from yk to yk+1 outside
E. Here K59 is from Lemma 6.5. Then this event and the event [z ↔ ∂inDZ] occur
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at separation K64l
2/3(log l)1/3, so by Lemmas 3.1 and 6.5,
P ([z ↔ ∂inDZ] ∩N(yk, yk+1, K59 logA,Ec))(6.10)
≤ 2P (z ↔ ∂inEZ)P (N(yk, yk+1, K59 logA,Ec)
≤ exp
(
−τ(yk+1 − yk)− 1
2
K64l
2/3(log l)1/3
)
.
Case 2. Γ
[yk,yk+1]
0 contains no (K59 logA)-near connection from yk to yk+1 outside
E, and D′ ∩ ℓk ⊂ ykyk+1. In this case, if Γ[yk,yk+1]0 did not intersect D′, then at least
half of D′ would be contained in Rk. (This requires (3.5), which shows that we cannot
have D′ ⊂ Int(Γ0).) Then from (2.13),
1
2
πK264l
4/3(log l)2/3 ≤ |Rk| ≤ |∂ Co(Γ0)|ALR(Γ0) ≤ 2w1K3l4/3(log l)2/3,
contradicting the definition of K64. Thus Γ
[yk,yk+1]
0 must intersect D
′.
Let h1 be the first site of Γ
[yk,v]
0 in ∂EZ, and let h2 be the last site of Γ
[v,yk+1]
0 in
∂EZ. Note that by the definition of Case 2, we have
d(Γ
[yk,h1]
0 ,Γ
[h2,yk+1]
0 ) > K59 logA.
We have two subcases within Case 2.
Case 2a. Γ
[yk,h1]
0 and Γ
[h2,yk+1]
0 contain (K59 logA)-near connections from yk to h1
and from h2 to yk+1, respectively, both outside F
′. Then these near-connections occur
at separation K59 logA from each other and from the event [∂inD
′
Z
↔ ∂E ′
Z
], so by
Lemmas 3.2 and 6.5, since τ(h2 − h1) ≤ κτ
√
2(4K64l
2/3(log l)1/3 + 2),
P (N(yk, h1, K59 logA, (F
′)c), N(h2, yk+1, K59 logA, (F ′)c), and [∂inD′Z ↔ ∂E ′Z]
(6.11)
occur at mutual separation K59 logA for some h1, h2 ∈ ∂EZ)
≤ 4
∑
h1,h2∈∂EZ
P (N(yk, h1, K59 logA, (F
′)c)
· P (N(h2, yk+1, K59 logA, (F ′)c))P (∂inD′Z ↔ ∂E ′Z)
≤ 4|∂inD′Z||∂E ′Z|
∑
h1,h2∈∂EZ
exp
(
−τ(h1 − yk)− τ(yk+1 − h2)
− 6
√
2K64κτ l
2/3(log l)1/3 +K65 logA
)
≤ exp(−τ(yk+1 − yk)−K64κτ l2/3(log l)1/3).
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(Here we have actually used a trivial extension of Lemma 3.2, since the near-connection
events occur not necessarily on the dual cluster of a single x∗ but rather on the union
of two such clusters.)
Case 2b. Γ
[yk,h1]
0 does not contain a (K59 logA)-near connection from yk to h1
outside F ′. (The other alternative to Case 2a within Case 2, symmetric to this one, is
that Γ
[h2,yk+1]
0 does not contain a (K59 logA)-near connection from h2 to yk+1 outside
F ′; the proof is similar.) In this case the events [yk ↔ ∂F ′Z outside F ′∪E], [∂F ′Z ↔ ∂EZ
outside F ′ ∪E] and [∂EZ ↔ yk+1 outside E] occur at separation K59 logA from each
other. Further, we have for f, g ∈ ∂F ′
Z
, using (6.9),
τ(f − yk) + τ(yk+1 − h2) + τ(h1 − g)(6.12)
≥ τ(z′ − yk) + τ(yk+1 − z)−
√
2κτ (|z′ − f |+ |z − h2|)
+
κτ√
2
(|z − z′| − |z − h1| − |z′ − g|)
≥ τ(z′ − yk) + τ(yk+1 − z′) + 2K64κτ l2/3(log l)1/3
≥ τ(yk+1 − yk) + 2K64κτ l2/3(log l)1/3.
Hence by Lemma 3.2,
P ([yk ↔ ∂F ′Z outside F ′ ∪ E], [∂F ′Z ↔ ∂EZ outside F ′ ∪ E] and(6.13)
[∂EZ ↔ yk+1 outside F ′ ∪ E] occur at mutual separation K59 logA)
≤ 4P (yk ↔ ∂F ′Z)P (∂F ′Z ↔ ∂EZ)P (∂EZ ↔ yk+1)
≤ 4
∑
h1,h2∈∂F ′Z
∑
f,g∈∂EZ
exp(−τ(f − yk)− τ(yk+1 − h2)− τ(h1 − g))
≤ exp(−τ(yk+1 − yk)−K64κτ l2/3(log l)1/3).
Case 3. Γ
[yk,yk+1]
0 contains no (K59 logA)-near connection from yk to yk+1 outside
E, and D′ ∩ ℓk 6⊂ ykyk+1. As in Case 2b there are two symmetric alternatives within
this, and we need only consider one, so we assume d(z, yk+1) ≤ d(z, yk). Then the
events [yk ↔ ∂EZ] and [∂EZ ↔ yk+1] occur at separation K59 logA and we have
τ(z − yk) ≥ τ(z′ − yk) ≥ τ(yk+1 − yk)−K64
√
2κτ l
2/3(log l)1/3.
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Hence
P ([yk ↔ ∂EZ] and [∂EZ ↔ yk+1] occur at separation K59 logA)(6.14)
≤ 2P (yk ↔ ∂E)P (∂E ↔ yk+1)
≤ 2
∑
h1,h2∈∂E
exp(−τ(h1 − yk)− τ(yk+1 − h2))
≤ 2 exp
(
−τ(z − yk) +
√
2κτ |z − h1|)− κτ√
2
(|yk+1 − z| − |z − h2|
)
≤ 2 exp(−τ(yk+1 − yk)− 30K64κτ l2/3(log l)1/3).
Now let J(yk, yk+1) denote the event that there is an open dual path from yk to
yk+1 containing a site z with d(z, ℓk) ≥ 51K64l2/3(log l)1/3. Combining the three cases
we obtain
P (J(yk, yk+1)) ≤ 3 exp(−τ(yk+1 − yk)− 1
2
K64κτ l
2/3(log l)1/3),
and then analogously to (5.14),
P (A(w0, x0, . . . , wm, xm) ∩ J(yk, yk+1)) ≤ 2mP (J(yk, yk+1))
∏
i∈I\{k}
P (wi ↔ xi).
Analogously to (5.14) – (5.16), this leads to
P (| Int(Γ0)| ≥ A,MLR(Γ0) ≥ 51K64l2/3(log l)1/3,Γ0 is (q, r)− bottleneck-free)
(6.15)
≤ exp(−w1
√
A− 1
3
K64κτ l
2/3(log l)1/3).
We will need the following straightforward extension of (5.18), under the conditions
of Proposition 5.5:
P (M0(k, q, r, A, A
′, d′, t) ∩ [MLR(αmax,Γ0) ≥ 51K64l2/3(log l)1/3])
(6.16)
≤ exp
(
−1
2
d′
)
P
(
M0(0, q, r, A
′, A′, 0, t) ∩ [MLR(Γ0) ≥ 51K64l2/3(log l)1/3]
)
.
It is easy to see (cf. the proof of Lemma 5.6) that
MLR(αmax,Γ0) ≥MLR(Γ0)− 3κ−1τ D′(q,r)(Γ0).(6.17)
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Let g(A) = (3ǫ26)
−2K264κ
2
τ l
4/3(log l)2/3, with ǫ26 from Lemma 6.3. From Theorem 5.7,
Lemma 6.3, (6.15), (6.17) and (6.16),
P (| Int(Γ0)| ≥ A,MLR(Γ0) ≥ 52K64l2/3(log l)1/3)
(6.18)
≤ P (| Int(Γ0)| ≥ A,D′(q,r)(Γ0) ≥
1
3
K64κτ l
2/3(log l)1/3)
+ P (| Int(Γ0)| ≥ A,MLR(αmax,Γ0) ≥ 51K64l2/3(log l)1/3,
| Int(Γ0)| − | Int(αmax,Γ0)| < g(A))
≤ exp(−w1
√
A− 1
60
K64κτ l
2/3(log l)1/3)
+
∑
B≥Q
∑
d′≥0
∑
B−g(A)<A′≤B
∑
k≤d′
P
(
M0(k, q, r, B,A
′, d′, w1
√
A′)
∩ [MLR(αmax,Γ0) ≥ 51K64l2/3(log l)1/3]
)
≤ exp(−w1
√
A− 1
60
K64κτ l
2/3(log l)1/3)
+
∑
A′≥A−g(A)
∑
A′≤B<A′+g(A)
∑
d′≥0
(d′ + 1)e−d
′/2P
(
M0(0, q, r, A
′, A′, 0, w1
√
A′)
∩ [MLR(Γ0) ≥ 51K64l2/3(log l)1/3]
)
≤ exp(−w1
√
A− 1
60
K64κτ l
2/3(log l)1/3)
+ 10g(A)P
(
| Int(Γ0)| ≥ A− g(A),Γ0 is (q, r)− bottleneck-free,
MLR(Γ0) ≥ 51K64l2/3(log l)1/3
)
≤ exp(−w1
√
A− 1
70
K64κτ l
2/3(log l)1/3).
Here the restriction to k ≤ d′ is permissible as in the proof of Theorem 5.7. Provided
we take K64 large enough, with Theorem 4.1 this completes the proof.
Proof of Proposition 6.1. Let l =
√
A and r = 15q = K46 logA, where K46 is from
Proposition 5.5. Let Mid(Γ0) denote the Wulff shape of area
3
4
|Γ0| centered at the
center of mass of Int(Γ0). From translation invariance, Theorems 2.1 and 4.1, (2.17)
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and (6.18) we have (recalling K63 = 52K64)
P (| Int(Γ0)| ≥ A,D′(q,r)(Γ0) ≥
1
3
K64κτ l
2/3(log l)1/3)
+ P (| Int(Γ0)| ≥ A,∆A(Γ0) > 2K63l2/3(log l)1/3)
+ P (| Int(Γ0)| ≥ A,∆A(Γ0) ≤ 2K63l2/3(log l)1/3, 0 /∈ Mid(Γ0))
≤ 1
2
P (| Int(Γ0)| ≥ A).
With this fact, we can repeat the argument of (6.18), but excluding reference to
MLR(·), to obtain (using again g(A) = (3ǫ26)−2K264κ2τ l4/3(log l)2/3)
P (| Int(Γ0)| ≥ A)(6.19)
≤ 1
2
P (| Int(Γ0)| ≥ A)
+ P
(| Int(αmax,Γ0)| ≥ A− g(A),
∆A(αmax,Γ0) ≤ 2K63l2/3(log l)1/3, 0 ∈ Mid(Γ0)
)
≤ 1
2
P (| Int(Γ0)| ≥ A)
+ 10g(A)P
(| Int(Γ0)| ≥ A− g(A),Γ0 is (q, r)− bottleneck-free,
∆A(Γ0) ≤ 2K63l2/3(log l)1/3, 0 ∈ Mid(Γ0)
)
,
so that
P (| Int(Γ0)| ≥ A)(6.20)
≤ 20g(A)P (| Int(Γ0)| ≥ A− g(A),Γ0 is (q, r)− bottleneck-free,
∆A(Γ0) ≤ 2K63l2/3(log l)1/3, 0 ∈ Mid(Γ0)
)
.
The idea now is to split Γ0 into two halves and approximate the probability on
the right side of (6.20) by the product of the probabilities of the two halves. With
this independence the two halves can in effect be pulled apart from one another to
increase the area enclosed by Γ0 at only a small cost in increased boundary length.
To accomplish this we first need some definitions. Let ρ be a path from x2 = (a2, b2)
to x1 = (a1, b1) in the slab Sx1x2 = {(x, y) ∈ R2 : b2 ≤ y ≤ b1}. Let JL(ρ) and JR(ρ)
denote the regions to the left and right, respectively, of ρ in Sx1x2 . The right-side area
determined by ρ is
µR(ρ) = |JR(ρ) ∩ ΛN | − |JR(x1x2) ∩ ΛN |,
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evaluated for N large enough that ΛN contains ρ. (Note that for such N , the right-
side area does not vary with N . Also, in our definition the path ρ must be oriented
so that b1 ≤ b2.) The left-side area µL(ρ) is defined similarly using the left side of
ρ. Let X1 and X2 be the points of Γ0 of maximum and minimum second coordinate,
respectively, using the leftmost if there is more than one. Then
| Int(Γ0)| = µL(Γ[X2,X1]0 ) + µR(Γˆ0
[X2,X1]
),
where Γˆ0 is Γ0 traversed in the direction of negative orientation. Let
Bi = B(Xi, 4r), i = 1, 2,
and let Ui, Vi be the first and last lattice sites, respectively, of the segment of Γ0 ∩Bi
containing Xi. Let W1 be the first site in Γ
[U1,X1]
0 for which
d(W1,Γ
[X1,U2]
0 ) ≤ q,
and let Z1 be the closest site to W1 in Γ
[X1,X2]
0 . W2 and Z2 are defined similarly with
subscripts 1 and 2 interchanged.
Suppose now that Γ0 is (q, r)-bottleneck-free and satisfies
∆A(Γ0) ≤ 2K63l2/3(log l)1/3(6.21)
for K63 of Lemma 6.6. Then B1 and B2 are disjoint, and since
diam(Γ
[U1,X1]
0 ) > r and diam(Γ
[X1,V1]
0 ) > r,
the absense of bottlenecks implies
d(Γ
[X2,U1]
0 ,Γ
[X1,U2]
0 ) > q and d(Γ
[V2,X1]
0 ,Γ
[V1,X2]
0 ) > q.
It follows that Wi 6= Ui, Zi ∈ Γ[Xi,Vi]0 (i = 1, 2) and
d(Γ
[X2,W1]
0 ,Γ
[X1,W2]
0 ) > q − 1 >
q
2
.
When ρ and σ are paths such that the endpoint of ρ is the initial point of σ, we let
(ρ, σ) denote the path obtained by concatenating σ and ρ. Then
|µL(Γ[X2,X1]0 )− µL((Γ[X2,W1]0 , ζW1X1))| ≤ |B1| = 16πr2,
since the paths differ only inside B1. Again we may interchange 1, 2 and L,R. Let
K66 > 0 and let Dx = B(x,K66l
2/3(log l)1/3) for x ∈ R2. Presuming K66 is large
enough, (6.21) implies that
Γ[X1,X2]y \(DX1 ∪DX2) ⊂ JL(X1X2), Γ[X2,X1]y \(DX1 ∪DX2) ⊂ JR(X1X2).
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Hence using Lemma 3.2,
P (| Int(Γ0)| ≥ A− u,Γ0 is (q, r)− bottleneck-free,(6.22)
∆A(Γ0) ≤ 2K63l2/3(log l)1/3, 0 ∈ Mid(Γ0))
≤
∑
A−u≤AL+AR≤2A
∑
x1,x2∈B(y,
√
A)
∑
w1,z1∈B(x1,4r)
∑
w2,z2∈B(x2,4r)
P (X1 = x1, X2 = x2,W1 = w1,W2 = w2, Z1 = z1, Z2 = z2
and there exist paths ρR from x2 to w1 and ρL from w2 to x1
satisfying µL((ρR, ζw1x1)) ≥ AR − 16πr2,
µR((ζx2w2, ρL)) ≥ AL − 16πr2, d(ρL, ρR) ≥
q
2
, z1 ∈ ρL, z2 ∈ ρR,
ρL\(Dx1 ∪Dx2) ⊂ JL(x1x2), ρR\(Dx1 ∪Dx2) ⊂ JR(x1x2),
0 ∈ JR((ζx2w2 , ρL)) ∩ JL((ρR, ζw1x1))\(Dx1 ∪Dx2))
≤
∑
A−u≤AL+AR≤2A
∑
x1,x2∈B(y,
√
A)
∑
w1,z1∈B(x1,4r)
∑
w2,z2∈B(x2,4r)
2P (x2 ↔ w1 via an open dual path ρR
with µL((ρR, ζw1x1)) ≥ AR − 16πr2, z2 ∈ ρR,
ρR\(Dx1 ∪Dx2) ⊂ JR(x1x2),
0 ∈ JL((ρR, ζw1x1))\(Dx1 ∪Dx2))
· P (w2 ↔ x1 via an open dual path ρL
with µR((ζx2w2 , ρL)) ≥ AL − 16πr2, z1 ∈ ρL,
ρL\(Dx1 ∪Dx2) ⊂ JL(x1x2),
0 ∈ JR((ζx2w2 , ρL))\(Dx1 ∪Dx2))
Let us assume for convenience that δ is an integer (if not, the necessary modifications
are simple), and let x′1, w
′
1, z
′
2 and x
′
2 be the lattice sites which are 2δ units to the
right of x1, w1, z2 and x2, respectively. We now “pull apart” the two halves of Γ0 by
replacing each of these four sites by its right-shifted counterpart in the first probability
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on the right side of (6.22). Specifically, by the FKG property,
P (x′2 ↔ w′1 via an open dual path ρR(6.23)
with µL((ρR, ζw′1x′1)) ≥ AR − 16πr2, z′2 ∈ ρR,
ρR\(Dx′1 ∪Dx′2) ⊂ JR(x′1x′2),
0 ∈ JL((ρR, ζw′1x′1))\(Dx′1 ∪Dx′2))
· P (w2 ↔ x1 via an open dual path ρL
with µR((ζx2w2 , ρL)) ≥ AL − 16πr2, z1 ∈ ρL,
ρL\(Dx1 ∪Dx2) ⊂ JL(x1x2),
0 ∈ JR((ζx2w2 , ρL))\(Dx1 ∪Dx2))
· P (Open(ζz1w′1))P (Open(ζw2z′2))
≤ P (|Γ0| ≥ AL + AR + 3
2
δ
√
A− 32πr2 − |Dx1| − |Dx2| − |Dx′1 | − |Dx′2|)
≤ P (|Γ0| ≥ A+ δ
√
A).
From (6.20), (6.22), (6.23) and the bounded energy property we obtain
P (| Int(Γ0)| ≥ A)(6.24)
≤ K67A4r4ueK68δP (| Int(Γ0)| ≥ A+ δ
√
A)
≤ eK69δP (| Int(Γ0)| ≥ A+ δ
√
A),
completing the proof.
Proof of Propostion 6.2. Let B = A + δ
√
A. Since [| Int(Γy)| ≥ A] is a decreasing
event, we have
P (| Int(Γy)| ≥ A) ≥ PN,w(| Int(Γy)| ≥ A),(6.25)
so it is enough to show
PN,w(| Int(Γy)| ≥ B) ≥ e−ǫ25δP (| Int(Γy)| ≥ B).(6.26)
Let
r+i =
√
B + 2K63il
2/3(log l)1/3), r− =
√
B − 2K63l2/3(log l)1/3).
Fix y ∈ Z2 and let z ∈ Z2 with y ∈ z + r−K1 and z +
√
(1 + ǫ24)AK1 ⊂ ΛN , where
ǫ24 is to be specified. Then
√
A/2 < r− < r+5 <
√
B and
d(z + r+5 K1, ∂ΛN) ≥ 18ǫ24
√
A,(6.27)
provided ǫ23 and ǫ24 are small and A is large enough.
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Let Γ˜iy denote the outermost open dual circuit surrounding y in z+r
+
i K1 and define
the event
Fi = [| Int(Γ˜iy)| ≥ B, dH(∂ Co(Γ˜iy), z + ∂
√
BK1) ≤ K4l2/3(log l)1/3,
MLR(Γ˜iy) ≤ K63l2/3(log l)1/3]
Note that Fi ⊂ [Γ˜iy ⊂ z+r+1 K1]. Let Ei be the event that there exist u /∈ z+r+i+1K1, v /∈
z+r+i K1 for which d(u, v) ≥ 12d(u, z+r+i K1) and u↔ v via an open dual path outside
z + r+i K1. Then for some ǫ28,
PN,w(Ei) ≤ P (Ei) ≤ exp(−ǫ28l2/3(log l)1/3),(6.28)
F5 ⊂ [Γ˜5y ⊂ z + r+1 K1] ⊂ [Γ˜5y = Γ˜3y]
and
F5 ∩ [Γ˜5y 6= Γy] ⊂ [Γy 6⊂ z + r+5 K1, Γ˜5y ⊂ z + r+1 K1] ⊂ E4.
Here the last inclusion follows from the fact that if Γy 6⊂ z+ r+5 K1 and Γ˜5y ⊂ z+ r+1 K1
then Γy must surround or intersect Γ˜
5
y. The events E4 and F3 necessarily occur at
separation 2K63l
2/3(log l)1/3, so by Lemma 3.1 we have
PN,w(F5 ∩ [Γ˜5y 6= Γy]) ≤ PN,w(E4 ∩ F3) ≤ 2PN,w(E4)PN,w(F3).(6.29)
We want to replace P (F3) with P (F5) on the right side of (6.29). We have
F3\F5 ⊂ F3 ∩ [Γ˜5y 6⊂ z + r+3 K1] ⊂ F3 ∩ E2.(6.30)
Let ω1 ∈ F1 be a bond configuration on B(z + r+1 K1). Conditionally on ω1, F3 is an
increasing event (since F3 requires Γ˜
3
y ⊂ z + r+1 K1, meaning Γ˜3y is part of ω1) and E2
is a decreasing one, so using (6.28), (6.30) and Lemma 3.1 again,
PN,w(F3\F5 | ω1)(6.31)
≤ PN,w(F3 | ω1)PN,w(E2 | ω1)
≤ PN,w(F3 | ω1)P (E2 | ω1)
≤ 2PN,w(F3 | ω1)P (E2)
≤ 1
2
PN,w(F3 | ω1).
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Therefore PN,w(F3) ≤ 2PN,w(F5). With (6.29), (6.28), (6.27) and Lemma 3.1 this
shows that
P (| Int(Γy)| ≥ B, dH(∂ Co(Γy), z + ∂
√
BK1) ≤ K4l2/3(log l)1/3,(6.32)
MLR(Γy) ≤ K63l2/3(log l)1/3)
≤ P (F5)
≤ 2PN,w(F5)
≤ 4PN,w(F5 ∩ [Γy = Γ˜5y])
≤ 4PN,w(| Int(Γy)| ≥ B, dH(∂ Co(Γy), z + ∂
√
BK1) ≤ K4l2/3(log l)1/3,
MLR(Γy) ≤ K63l2/3(log l)1/3).
By Theorem 2.1, Lemma 6.6 and translation invariance, there exists a site y′ such
that
1
2B
P (| Int(Γy)| ≥ B)(6.33)
=
1
2B
P (| Int(Γy′)| ≥ B)
≤ 1
B
P (| Int(Γy′)| ≥ B,∆B(∂ Co(Γy′)) ≤ K4l2/3(log l)1/3,
MLR(Γy′) ≤ K63l2/3(log l)1/3)
≤ P (| Int(Γy′)| ≥ B, dH(∂ Co(Γy′), z + ∂
√
BK1) ≤ K4l2/3(log l)1/3,
MLR(Γy′) ≤ K63l2/3(log l)1/3).
But the last event implies that Γy′ surrounds z + r
−K1, which contains y. Hence the
last probability in (6.33) is bounded by the first probability in (6.32), so that
1
2B
P (| Int(Γy)| ≥ B) ≤ 4PN,w(| Int(Γy)| ≥ B).(6.34)
Since δ ≥ K57 logA, this completes the proof of (6.26).
The next lemma includes the analog of Lemma 6.6 for PN,w.
Lemma 6.7. Let P be a percolation model on B(Z2) satisfying (2.7), the near-Markov
property for open circuits, and the ratio weak mixing property. There exist ǫi, Ki such
that for N ≥ 1, K70(logN)2 ≤ A ≤ c2N2 (with c2 from Theorem 2.3) and l =
√
A,
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we have
PN,w(| Int(Γy)| ≥ A and MLR(Γy) > K71l2/3(log l)1/3 for some y ∈ ΛN ∩ Z2)
(6.35)
≤ exp(−ǫ29l2/3(log l)1/3)PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2),
PN,w(| Int(Γy)| ≥ A and ∆A(Γy) > K72l2/3(log l)1/3 for some y ∈ ΛN ∩ Z2)(6.36)
≤ exp(−ǫ30l2/3(log l)1/3)PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2),
PN,w(| Int(Γy)| ≥ A and ALR(Γy) > K73l1/3(log l)2/3 for some y ∈ ΛN ∩ Z2)(6.37)
≤ exp(−ǫ31l1/3(log l)2/3)PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2),
and for ǫ32A ≥ r ≥ 15q ≥ K74 logA and κτr/3 ≤ d′ ≤
√
A,
PN,w(| Int(Γy)| ≥ A,D′(q,r)(Γy) > d′ and(6.38)
| Int(Γy)| − | Int(αmax,Γy)| < ǫ33d′
√
A for some y ∈ ΛN ∩ Z2)
≤ exp(−ǫ34d′)PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2).
Proof. We begin with (6.35). The proof of Lemma 6.6 is valid for PN,w through (6.18)
(see Remark 6.4), which gives that for c sufficiently large,
PN,w(| Int(Γy)| ≥ A,MLR(Γy) ≥ 52cl2/3(log l)1/3 for some y ∈ ΛN ∩ Z2)(6.39)
≤ |ΛN ∩ Z2| exp
(
−w1
√
A− 1
80
cκτ l
2/3(log l)1/3
)
.
If l2/3(log l)1/3 ≥ logN , we can complete the proof as we did in Lemma 6.6. Thus
suppose
l2/3(log l)1/3 < logN.(6.40)
Since A ≤ c2N2, provided we choose ǫ35 small enough the set JA = {y ∈ ΛN ∩
Z2 : y is (ΛN , A/2, (1 + ǫ35)A) − compatible} satisfies |JA| ≥ ǫ36N2. Let Ey denote
the event that A ≤ | Int(Γy)| ≤ 2A and ∆A(∂ Co(Γy)) ≤ K4l1/3(log l)2/3. Let Fy
denote the event that Γy is the unique exterior dual circuit in ΛN satisfying both
A ≤ | Int(Γx)| ≤ 2A for some x ∈ JA and ∆A(∂ Co(Γx)) ≤ K4l1/3(log l)2/3. From
Theorem 2.1, Theorem 4.1 and Remark 6.4, we have for y ∈ JA
PN,w(E
c
y | | Int(Γy)| ≥ A) ≤
1
4
.(6.41)
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Also, from the near-Markov property for open circuits, the FKG property, and The-
orem 5.7, provided K is large,
PN,w(F
c
y | Ey)
(6.42)
=
∑
ν
PN,w(F
c
y | Ey ∩ [Θ(Γy) = ν])PN,w(Θ(Γy) = ν | Ey)
≤
∑
ν
2PN,w(| Int(Γx)| ≥ A for some x ∈ JA ∩ Ext(ν))PN,w(Θ(Γy) = ν | Ey)
≤ 2PN,w(| Int(Γx)| ≥ A for some x ∈ JA)
≤ 1
4
,
so by Theorem 4.1 and Remark 6.4, for y ∈ JA, using the (ΛN , A/2, (1 + ǫ35)A)-
compatibility of y,
PN,w(Fy) ≥ 1
2
PN,w(| Int(Γy)| ≥ A) ≥ exp(−w1
√
A−K76l1/3(log l)2/3).
Combining these facts we obtain
2APN,w(| Int(Γy)| ≥ A for some y ∈ JA)(6.43)
≥ 2APN,w(∪y∈JAFy)
≥
∑
y∈JA
PN,w(Fy)
≥ ǫ36N2 exp(−w1
√
A−K76l1/3(log l)2/3).
Here the second inequality uses the fact that Fy can occur in each bond configuration
for at most 2A sites y ∈ JA. With (6.40) and (6.39), provided we take c large enough,
(6.43) gives
exp(−l2/3(log l)1/3)PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2)
≥ |ΛN ∩ Z2| exp(−w1
√
A−K77l2/3(log l)1/3)
≥ PN,w(| Int(Γy)| ≥ A,MLR(Γy) ≥ 52cl2/3(log l)1/3 for some y ∈ ΛN ∩ Z2),
which completes the proof of (6.35).
The proofs of (6.36) and (6.37) are essentially the same, except that for (6.36), in
place of (6.39) we have the following. From Remark 6.4 and the proof of (2.14) of
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Theorem 2.1, for some K78 and for c sufficiently large:
PN,w(| Int(Γy)| ≥ A,∆A(∂ Co(Γy)) ≥ cl1/3(log l)2/3 for some y ∈ ΛN ∩ Z2)(6.44)
≤ |ΛN ∩ Z2| exp(−w1
√
A−K78cκτ l1/3(log l)2/3).
With (2.17) and (6.35) this proves (6.36). The modification is similar for (6.37).
For (6.38) we must do more, because d′ may be much smaller than the order of
the error term l1/3(log l)2/3 in Theorem 4.1. Let a = ǫ33d
′√A, with ǫ33 still to be
specified. From Theorem 5.7, Remark 6.4 and (6.43) we have
PN,w(| Int(Γy)| ≥ 2A,D′(q,r)(Γy) ≥ d′ for some y ∈ ΛN ∩ Z2)(6.45)
≤ |ΛN ∩ Z2| exp
(
− 1
20
d′ − u(K52(log 2A)2/3, 2A)
)
≤ exp
(
− 1
20
d′
)
PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2).
From Proposition 5.5 and Remark 6.4, similarly to (6.18) we have
PN,w
(
A ≤ | Int(Γy)| < 2A,D′(q,r)(Γy) > d′ and(6.46)
| Int(Γy)| − | Int(αmax,Γy)| < a for some y ∈ ΛN ∩ Z2
)
≤
∑
y∈ΛN∩Z2
∑
A≤B<2A
∑
n≥d′
∑
B−a<A′≤B
∑
k≤n
PN,w(My(k, q, r, B,A
′, n, w1
√
A′))
≤
∑
y∈ΛN∩Z2
∑
A−a≤A′<2A
∑
A′≤B<A′+a
∑
n≥d′
(n+ 1)e−n/2PN,w(∪x∈B(y,K58A)Mx(0, q, r, A′, A′, 0, w1
√
A′))
≤
∑
y∈ΛN∩Z2
K79a(d
′ + 1)e−d
′/2
· PN,w(A− a ≤ | Int(Γx)| < 2A for some x ∈ B(y,K58A))
≤ K80a(d′ + 1)e−d′/2A2
∑
x∈ΛN∩Z2
PN,w(A− a ≤ | Int(Γx)| < 2A).
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Let F˜y denote the event that A − a ≤ | Int(Γy)| < 2A and Γy is the unique exterior
dual circuit in ΛN satisfying | Int(Γy)| ≥ A−a. Similarly to (6.42) and (6.43) we have∑
x∈ΛN∩Z2
PN,w(A− a ≤ | Int(Γx)| < 2A)(6.47)
≤
∑
x∈ΛN∩Z2
2PN,w(F˜x)
≤ 4APN,w(A− a ≤ | Int(Γx)| < 2A for some x ∈ ΛN ∩ Z2).
From (6.36) we have
PN,w(| Int(Γx)| ≥ A− a for some x ∈ ΛN ∩ Z2)(6.48)
≤ 2
∑
x∈ΛN∩Z2
PN,w(| Int(Γx)| ≥ A− a,∆A(Γx) ≤ K72l2/3(log l)1/3).
But the last event, which says roughly that Γx approximates the appropriate Wulff
shape, implies that Γx surrounds some (ΛN , (A − a)/2, (1 + ǫ24)(A − a))-compatible
site y. (Take y to be the closest site to 0 in Int(Γx).) Here ǫ24 is from Proposition
6.2. Thus provided ǫ33 is small, (6.48) and Proposition 6.2 give
PN,w(| Int(Γx)| ≥ A− a for some x ∈ ΛN ∩ Z2)
(6.49)
≤ 2eǫ25ǫ33d′
∑
x∈ΛN∩Z2∩(Z2)∗
PN,w(| Int(Γy)| ≥ A for some y ∈ B(x,
√
A) ∩ JA−a)
≤ 2K81Aeǫ25ǫ33d′
∑
y∈JA−a
PN,w(| Int(Γy)| ≥ A).
We can repeat the argument of (6.41) – (6.43) (excluding the last inequality of (6.43))
once more to get∑
y∈JA−a
PN,w(| Int(Γy)| ≥ A) ≤ 4APN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2).(6.50)
Provided ǫ33 is small, together, (6.45), (6.46), (6.47), (6.49) and (6.50) prove the
lemma.
Proof of Theorem 2.3. We begin by obtaining an analog of (5.18), by mimicking its
proof. We omit some details becuase of the similarity. First fix N and let K82 be
a constant to be specified. Our induction hypothesis is that for every j < k,K82 ≤
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A′ ≤ A, d ≥ d′ ≥ 0 and enclosure event E, we have
PN,w(GN(j, A,A
′, d, d′) | E)(6.51)
≤ e− 45d′PN,w(| Int(Γy)| = A′ for some y ∈ ΛN ∩ Z2 | E)
and
PN,w(GN(j, A,A
′, d, d′) | E) ≤ exp
(
− 9
10
d+
1
20
jK logN
)
(6.52)
and
PN,w(GN(j, A,A
′, d, d′) | E) ≤ exp
(
−u(K52(logN)2/3, A)− 1
20
d′
)
.(6.53)
We need only consider parameters satisfying
d+ 1 ≥ (j + 1)K logN, d′ + 1 ≥ jK logN, d′ + 1 ≥ 1
6
w1
√
A− A′,(6.54)
the last inequality following from (5.7) and subadditivity of the square root. For
j = 0, we need only consider A = A′, d′ = 0 and (6.51) is immediate from the
definitions, while (6.52) follows easily from the first inequality in (5.9) and the fact
that E is increasing, and (6.53) follows from Theorem 5.7. Hence we may assume
k ≥ 1 and fix A,A′, d, d′, E.
Let ω ∈ GN(k, A,A′, d, d′). There may be open dual paths α in ω each connecting
ΦN to another open dual circuit γ ∈ CN . Since ΦN is exterior, for each such γ there
is a unique bond 〈xy〉 with x ∈ ΦN , y ∈ Ext(ΦN ) which is part of such an α. We
denote the set of all such bonds by AN . Thus |AN | ≤ |CN | − 1. Let
G˜N(k, A,A
′, d, d′) = GN (k, A,A′, d, d′) ∩ [AN = φ].
When this event occurs, the only (K logN)-large open dual circuit in Int(Θ(ΦN)) is
ΦN . From the above and the bounded energy property we have
PN,w(GN(k, A,A
′, d, d′) | E) ≤ |B(ΛN)|kp−k0 PN,w(G˜N(k, A,A′, d, d′) | E),
where p0 is from (2.1). Given a circuit ν ⊂ ΛN define the event
F (ν, d1) =[| Int(Γy)| = A′, d1 ≤ diamτ (Γy) < d1 + 1,Θ(Γy) = ν and(6.55)
Γy is the only (K logN)− large open dual circuit in Int(ν),
for some y ∈ Int(ν)].
Note that F (ν, d1) ∈ GB(Int(ν)∪ν). It follows easily from the near-Markov property and
the first inequality in (5.9) that provided K is large, given F (ν, d1) ∩ E with high
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probability there are no (K logN)-large open dual circuits outside ν; more precisely,
PN,w
(
GN(0, A
′, A′, d1, 0) ∩ [Θ(ΦN ) = ν] | E ∩ F (ν, d1)
) ≥ 1
2
.
Hence as in the proof of Proposition 5.5, conditioning on Θ(ΦN ) and using the near-
Markov property and (6.52) for j = k − 1 gives
PN,w(GN(k, A,A
′, d, d′) | E)(6.56)
≤ |B(ΛN)|kp−kPN,w(G˜N(k, A,A′, d, d′) | E)
≤ K83p−kN2k
∑
ν
PN,w(G˜N(k, A,A
′, d, d′) ∩ [Θ(ΦN) = ν] | E)
≤ 2K83p−kN2k
∑
d1
∑
ν
PN,w(F (ν, d1) | E)
· PN,w(G˜N(k, A,A′, d, d′) ∩ [Θ(ΦN ) = ν] | E ∩ F (ν, d1))
≤ 8K83p−kN2k
∑
d1,d′2
∑
0<A1≤A−A′
∑
ν
PN,w(GN(0, A
′, A′, d1, 0) ∩ [Θ(ΦN ) = ν] | E)
· PN,w(GN(k − 1, A− A′, A1, d′, d′2) | E ∩Open(ν) ∩ [ν ↔∞])
≤ 8K83p−kN2k+6
∑
d1
∑
ν
PN,w(GN(0, A
′, A′, d1, 0) ∩ [Θ(ΦN ) = ν] | E)
· exp
(
− 9
10
d′ +
1
20
(k − 1)K logN
)
≤ 8K83p−kN2k+6 exp
(
− 9
10
d′ +
1
20
(k − 1)K logN
)
· PN,w(| Int(Γy)| = A′, d− d′ − 1 ≤ diamτ (Γy)
< d− d′ + 1 for some y ∈ ΛN ∩ Z2 | E)
≤ exp
(
−4
5
d′
)
PN,w(| Int(Γy)| = A′, d− d′ − 1 ≤ diamτ (Γy)
< d− d′ + 1 for some y ∈ ΛN ∩ Z2 | E).
Here the sums include d1 ∈ {d−d′−1, d−d′} and 0 ≤ d′2 < d′. Now (6.56) establishes
(6.51) for j = k; we next establish (6.52). We have by (2.9)
PN,w(d− d′ − 1 ≤ diamτ (Γy) < d− d′ + 1 for some y ∈ ΛN ∩ Z2 | E)
≤ |ΛN ∩ Z2|2e−(d−d′−1).
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Hence provided K is large enough, the right side of the next-to-last inequality in
(6.56) is bounded by
exp
(
− 9
10
d+
1
20
kK logN
)
,
which proves (6.52) for j = k. Turning to (6.53), from (6.52), (6.53) for j = k − 1,
and Theorem 2.1, the right side of the fourth inequality in (6.56) is bounded by
8K84p
−kN2k+4 exp(−w1
√
A′ +K52(logN)2/3(A′)1/6))(6.57)
· exp
(
−max
[
w1
√
A−A′ −K52(logN)2/3(A− A′)1/6),
9
10
d′ − 1
20
(k − 1)K logN
])
.
We now have two cases.
Case 1. A′ ≥ 1
3
A. From (6.54) we have
d′ ≥ 1
2
kK logN + (K logN)2/3(
1
12
w1
√
A′)1/3.
We can use this, (5.52) with θ = 1/
√
2, (6.53) with j = k − 1, and the fact that the
maximum exceeds any convex combination to conclude that, provided K is sufficiently
large, (6.57) is bounded above by
8K84p
−kN2k+4 exp
(
−w1
√
A′ − 3
4
w1
√
A− A′ − 9
40
d′ +K52(logN)2/3(A′)1/6(6.58)
+
3
4
K52(logN)
2/3(A− A′)1/6 + 1
80
(k − 1)K logN
)
≤ exp
(
−u(K52(logN)2/3, A)− 1
20
d′
)
.
Case 2. A′ < 1
3
A. In this case it is easily checked that we must have k ≥ 2 and
d+ 1 ≥ 3w1
√
A/3 for GN(k, A,A
′, d, d′) to be nonempty. But then
9
10
d− 1
20
kK logN ≥ 4
5
(d+ 1) ≥ w1
√
A +
1
20
d′,
so (6.53) follows from (6.52).
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The proof of (6.53) for j = k is now complete. Summing (6.53) as in (5.60),
PN,w(
∑
γ∈CN
| Int(γ)| ≥ A, T ′N ≥ d′)(6.59)
≤
∑
A≤B≤|ΛN |
∑
d≤diamτ (ΛN )
∑
d′≤n≤d
∑
A′≤B
∑
k≤n
PN,w(GN(k, B,A
′, d, n))
≤ K85N4
∑
B≥A
∑
n≥d′
exp
(
− 1
20
n− u(K52(logN)2/3, B)
)
≤ exp
(
− 1
20
d′ − w1
√
A +K86(logN)
2/3l1/3
)
.
If K87 and K7 are large enough, then (6.59), Theorem 4.1 and Remark 6.4 show that
PN,w
(∑
γ∈CN
| Int(γ)| ≥ A, T ′N ≥ K87l1/3(logN)2/3
)
(6.60)
≤ exp
(
− 1
40
K87l
1/3(logN)2/3
)
PN,w(| Int(Γ0)| ≥ A)
and
PN,w
(∑
γ∈CN
| Int(γ)| ≥ 2A
)
≤ e−ǫ37lPN,w(| Int(Γ0)| ≥ A).
Therefore
PN,w
(∑
γ∈CN
| Int(γ)| ≥ A, |CN | > 1
)(6.61)
≤ PN,w
(∑
γ∈CN
| Int(γ)| ≥ A, T ′N ≥ K logN
)
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≤ PN,w
(∑
γ∈CN
| Int(γ)| ≥ A, T ′N ≥ K87l1/3(logN)2/3
)
+ PN,w
(∑
γ∈CN
| Int(γ)| ≥ 2A
)
+ PN,w
(
A ≤
∑
γ∈CN
| Int(γ)| < 2A,K logN ≤ T ′N < K87l1/3(logN)2/3
)
≤ 2 exp
(
− 1
40
K87l
1/3(logN)2/3
)
PN,w
(∑
γ∈CN
| Int(γ)| ≥ A
)
+ PN,w
(
A ≤
∑
γ∈CN
| Int(γ)| < 2A,K logN ≤ T ′N < K87l1/3(logN)2/3
)
.
To prove (2.19), then, we need to bound the last probability in (6.61). We will sum as
in (6.59), but this time using (6.51) instead of (6.53). Let a = 72w−21 K
2
87l
2/3(log l)4/3.
By (6.54), we need only consider
A′ ≥ B − 36w−21 (d′ + 1)2 ≥ B − a.
Therefore using (6.52),
PN,w
(
A ≤
∑
γ∈CN
| Int(γ)| < 2A,K logN ≤ T ′N < K87l1/3(logN)2/3
)(6.62)
≤
∑
A≤B<2A
∑
B−a<A′≤B
∑
d≤diamτ (ΛN )
∑
d′≥K logN
∑
k≤d′
PΛN (GN(k, B,A
′, d, d′))
≤
∑
A′≥A−a
∑
A′≤B<A′+a
∑
d′≥K logN
4κτN(d
′ + 1)e−
4
5
d′PN,w(| Int(Γy)| = A′ for some y ∈ ΛN ∩ Z2)
≤ e− 12K logNPN,w(| Int(Γy)| ≥ A− a for some y ∈ ΛN ∩ Z2).
By Lemma 6.7 and (2.17),
PN,w(| Int(Γy)| ≥ A− a for some y ∈ ΛN ∩ Z2)(6.63)
≤ 2PN,w(| Int(Γy)| ≥ A− a,
∆A−a(Γy) < K63l2/3(log l)1/3 for some y ∈ ΛN ∩ Z2).
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With (6.62) and Proposition 6.2 (taking δ = K57 logA) this shows that, if K is
sufficiently large,
PN,w(A ≤
∑
γ∈CN
| Int(γ)| < 2A,K logN ≤ T ′N < K87l1/3(logN)2/3)(6.64)
≤ 2e− 12K logNPN,w
(| Int(Γy′)| ≥ A− a for some
(ΛN , (A− a)/2, (1 + ǫ24)(A− a))− compatible y′
)
≤ 2e− 12K logN+ǫ25δ
∑
y′∈ΛN∩Z2
PN,w(| Int(Γy′)| ≥ A)
≤ e− 14K logNPN,w
(∑
γ∈CN
| Int(γ)| ≥ A
)
.
With (6.61) this proves (2.19). Then (2.19) and Lemma 6.7 prove (2.20)–(2.22).
It remains to establish (2.23). Let ǫ38 > 0 to be specified, let n0 = min{n :
2nκτr/3 > ǫ38
√
A}, and let bn = ǫ−226 22n(κτr/3)2. Then provided ǫ38 is small enough,
we have
bn < ǫ332
n−1κτr
3
√
A for all n ≤ n0,
with ǫ33 from Lemma 6.7. We have
PN,w(| Int(Γy)| ≥ A and Γy is not (q, r)− bottleneck-free for some y ∈ ΛN ∩ Z2)
(6.65)
≤ PN,w(| Int(Γy)| ≥ A and D′(q,r)(Γy) ≥
κτr
3
for some y ∈ ΛN ∩ Z2)
≤ PN,w(| Int(Γy)| ≥ A and D′(q,r)(Γy) ≥ ǫ38
√
A for some y ∈ ΛN ∩ Z2)
+
n0∑
n=1
PN,w
(
| Int(Γy)| ≥ A, 2n−1κτr
3
≤ D′(q,r)(Γy) < 2n
κτr
3
,
| Int(Γy)| − | Int(αmax,Γy)| < bn for some y ∈ ΛN ∩ Z2
)
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≤ |ΛN ∩ Z2| exp
(
− 1
20
ǫ38
√
A− u(K52(logA)2/3, A)
)
+
n0∑
n=1
exp
(
−ǫ342n−1κτr
3
)
PN,w(| Int(Γy)| ≥ A for some y ∈ ΛN ∩ Z2)
≤ exp
(
− 1
40
ǫ38
√
A
)
PN,w(| Int(Γ0)| ≥ A)
+K88 exp
(
−ǫ34κτr
3
)
PN,w(| Int(Γy)| > A for some y ∈ ΛN ∩ Z2),
≤ K89 exp(−ǫ39r)PN,w
(∑
γ∈CN
| Int(γ)| > A
)
.
Here the second inequality uses Lemma 6.3, the third inequality uses Theorem 5.7
and Lemma 6.7, and the fourth inequality follows from Theorem 4.1. With (2.19)
this proves (2.23).
Proof of Theorem 2.1, (2.15) and (2.16). For (2.15) we need only observe that Lemma
6.7 is valid for P in place of PN,w and only y = 0 considered. After these same changes,
(2.16) follows from (6.65) with the last inequality omitted.
7. Conditioning on the Exact Area
In Theorems 2.1—2.3, one could as well consider conditioning on | Int(Γ0)| = A in
place of | Int(Γ0)| ≥ A. It is straightforward to alter the existing proof to prove these
theorems under this conditioning once one has a lower bound like Theorem 4.1 for
P (| Int(Γ0)| = A). For this we need first some definitions and lemmas. In the interest
of space we will not give full details in the proofs; these details involve many of the
same technicalities we have encountered earlier. Consider distinct points x, y ∈ R2
with |y − x| ≥ 4√2. We let U(x, y) denote the open slab between the tangent line
to ∂Bτ (x, τ(y − x)) at y and the parallel line through x; we call U(x, y) the natural
slab of x and y. (Note the tangent line is not necessarily unique; if it is not we make
some arbitrary choice.) We have U(x, y) = U(y, x). It follows from the definition of
U(x, y) that if u and v are on opposite sides of U(x, y), then
τ(v − u) ≥ τ(y − x).(7.1)
The portion of U(x, y) which is strictly to the right of the line from x to y is called the
natural half-slab of x and y and denoted UR(x, y). For x, y ∈ U(u, v) we let U˜uv(x, y)
denote the open slab with sides parallel to those of U(u, v) with x in one edge of
U˜uv(x, y) and y in the other edge. We let U˜
R
uv(x, y) = U˜uv(x, y) ∩ UR(u, v).
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One or two of the dual sites adjacent to x are in U(x, y); we let x′ denote such a
site, making an arbitrary choice if there are two. We define y′ analogously as a dual
site in U(x, y) adjacent to y.
By a face of the dual lattice we mean a square z + [−1
2
, 1
2
]2 with z ∈ Z2. Let
V (x, y) denote the interior of the union of all faces of the dual lattice whose interiors
are contained in U˜xy(x
′, y′), and let Tx(x, y) and Ty(x, y) denote the components
of V (x, y)c containing x and y, respectively. (These components are distinct since
|x− y| ≥ 4√2.) Then V (x, y) ⊂ U˜xy(x′, y′) ⊂ U(x, y).
The following lemma says roughly that typical open dual paths from x to y are
connected to the boundary of the natural slab only near x and y.
Lemma 7.1. Let P be a percolation model on B(Z2) satisfying (2.7). There exist
constants K90, K91, ǫ40 as follows. For all x, y ∈ (Z2)∗ and J ≥ K90 log |x− y|,
P (x↔ z for some z ∈ ∂V (x, y)\(x+ ΛJ) | x↔ y) ≤ K91e−ǫ40J .
Proof. As mentioned above, we omit some details. Suppose x ↔ y and x ↔ z
for some z ∈ ∂Tx(x, y)\(x + ΛJ), via open dual paths. If K92 is large, one can
trivially dispose of the case in which x↔ B(x,K92|y− x|)c, so we hence forth tacitly
consider only connections occuring inside B(x,K92|y − x|); in particular this means
|z−x| ≤ K92|y−x|. There are then two cases: either there is an (ǫ41J)-near connection
from x to y in B(z, J/10)c, or there is not; here ǫ41 is to be specified. In the first
case, there is also an open dual path from z to ∂(B(z, J/20)∩ (Z2)∗), so we can apply
(2.10) and Lemmas 3.1 and 6.5 (assuming K90 is large) to obtain
P (N(x, y, ǫ41J,B(z, J/10)
c) ∩ [z ↔ ∂(B(z, J/20) ∩ (Z2)∗)])(7.2)
≤ K93Je−τ(y−x)+K60ǫ41Je−κτJ/40
≤ K94e−ǫ42JP (x↔ y),
provided ǫ41 is chosen small enough and K90 large enough. In the second case, there
exists dual sites v, w just outside B(z, J/10) and open dual paths x↔ v and w ↔ y
occuring at separation ǫ41J . It follows easily from (7.1) and the fact that z is close
to ∂U(x, y) that
τ(y − w) ≥ τ(y − x)− 1
5
κτJ.
Also, since |z − x| ≥ J ,
τ(v − x) ≥ τ(z − x)− 1
5
κτJ ≥ 12κτJ.(7.3)
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Therefore by Lemma 3.2 and (2.10),
P (N(x, y, ǫ41J,B(z, J/10)
c)c ∩ [x↔ y] ∩ [x↔ z])(7.4)
≤
∑
v,w
2P (x↔ v)P (w↔ y)
≤ K95J2e−τ(y−x)−
3
10
κτJ
≤ K96e−ǫ43JP (x↔ y).
Now (7.2) and (7.4), summed over z with |z− x| ≤ K92|y− x|, prove the lemma.
For dual sites x and y, we say that x↔ y cylindrically if there is an open dual path
γ from x to y in U(x, y) and every open dual path from γ to U(x, y)c passes through
x or y.
For D a subgraph of the dual lattice (or just a set of dual bonds, which we may
view as such a subgraph), and A ⊂ R2, we define the bond boundary of D in A to be
the set of bonds contained in A having exactly one endpoint in D. (As always, we
view bonds as open intervals contained in the plane.)
Lemma 7.2. Let P be a percolation model on B(Z2) satisfying (2.7). There exist
constants K97, ǫ44 as follows. For all x, y ∈ (Z2)∗,
P (x↔ y cylindrically) ≥ ǫ44|y − x|−K97P (x↔ y).
Proof. Fix x, y and let J = K90 log |y−x|, with K90 from Lemma 7.1. Let Jx(x, y) de-
note the bond boundary of ∂Tx(x, y)∩B(x+ΛJ ) in R2, and define Jy(x, y) analogously.
For e ∈ Jx(x, y) let Ae denote the event that all dual bonds in B(∂Tx(x, y)∩ (x+ΛJ))
are open, e and 〈xx′〉 are open and all other bonds in Jx(x, y) are closed; define Ae
analogously for e ∈ Jy(x, y). Define the event
B = [x↔ z for some z ∈ ∂V (x, y)\(x+ ΛJ)]
(cf. Lemma 7.1.) Given a configuration ω ∈ [x↔ y] ∩Bc, there necessarily exists an
open dual path from ∂Tx(x, y) ∩ (x + ΛJ) to ∂Ty(x, y) ∩ (y + ΛJ) in V (x, y) which
contains only one bond in Jx(x, y) and one bond in Jy(x, y); we denote these two
bonds by bxy(x, ω) and bxy(y, ω), respectively, making an arbitrary choice if more than
one choice is possible. If the configuration ω is in [x↔ y]∩Bc∩[bxy(x) = e]∩[bxy(y) =
f ] for some e, f , then we can modify at most 16J bonds (those in ∂Tx∩B(∂Tx(x, y)∩
(x+ΛJ))) to obtain a configuration in Ae∩Af ; in the resulting configuration we have
x↔ y cylindrically. Therefore from the bounded energy property we have
P (x↔ y cylindrically | [x↔ y] ∩ Bc) ≥ e−K98J
This and Lemma 7.1 prove the lemma.
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It is easy to check that Lemmas 7.1 and 7.2 are valid if we restrict to connections
in the halfspace Hxy. More precisely, under the assumptions of Lemma 7.2 we have
P (x↔ y cylindrically in UR(x, y)) ≥ ǫ44|y − x|−K97P (x↔ y).(7.5)
Additionally, we can extend the idea of cylindrical connections as follows: for u, v ∈ R2
and x, y dual sites in U(u, v), we say that x↔ y (u, v)-cylindrically if there is an open
dual path from x to y in U˜uv(x, y) and the dual cluster of x and y intersects ∂U˜uv(x, y)
only at x and y. Provided x, y ∈ UR(u, v), the proof of Lemma 7.2 shows that
P (x↔ y (u, v)-cylindrically in U˜Ruv(x, y)) ≥ ǫ44|y − x|−K97P (x↔ y in Hxy).(7.6)
Theorem 7.3. Let P be a percolation model on B(Z2) satisfying (2.7), the near-
Markov property for open circuits, positivity of τ and the ratio weak mixing property.
There exist Ki such that for A > K99 and l =
√
A,
P (| Int(Γ0)| = A) ≥ exp(−w1
√
A−K100l1/3(log l)2/3).
Proof. Fix A large and let l =
√
A. Let a1 denote the vertical coordinate of the point
where ∂K1 meets the positive vertical axis. Let s = l2/3(log l)1/3 and δ = K30s2/l,
with K30 as in the proof of Theorem 4.1. Let α = ∂(l + δ)K1 and let (z′0, .., z′n, z′0)
be the s-hull skeleton of α. It is an easy exercise in geometry to see that the natural
half-slabs UR(z
′
i, z
′
i+1), i = 0, .., n, are disjoint. (Our labeling as usual is cyclical:
z′n+1 = z
′
0.) For some K101 to be specified, let us call a pair (z
′
i, z
′
i+1) from the
skeleton very short if |z′i+1 − z′i| ≤ 2
√
2, short if 2
√
2 < |z′i+1 − z′i| ≤ 2K101 log l and
long if |z′i+1 − z′i| > 2K101 log l. In what follows, very short pairs can be handled
quite trivially but tediously, so for convenience we will assume there are no very short
pairs. For long pairs we define x′i and y
′
i+1 to be the points on the line segment z
′
iz
′
i+1
at distance K101 log l from z
′
i and from z
′
i+1, respectively, and let xi, yi+1 be dual sites
in UR(z
′
i, z
′
i+1) within distance
√
2 of x′i and y
′
i+1, respectively. For short pairs we let
xi = yi+1 be a dual site in UR(z
′
i, z
′
i+1) within distance
√
2 of the midpoint of z′iz
′
i+1.
With minor modification of the definition of the s-hull skeleton, we may assume the
set {z′0, .., z′n} has lattice symmetry, that is, for each z′i the reflection of z′i across the
horizontal or vertical axis is another z′j , and analogously for the sites xi and yi. For
each i we let φi denote a dual lattice path of minimal length from yi to xi outside
Co({z′0, .., z′n})∪U˜z′i−1z′i(xi−1, yi)∪U˜z′iz′i+1(xi, yi+1). We call such a φi a short link. Let Ci
denote the bond boundary of φi in (Co({z′0, .., z′n})∪U˜z′i−1z′i(xi−1, yi)∪U˜z′iz′i+1(xi, yi+1))c.
Let λa be the vertical line through (a, 0). Let HL(x) and HR(x) denote the open
half planes to the left and right, respectively, of the vertical line through x. Let
HU(x) and HB(x) denote the open half planes above and below the horizontal line
through x, respectively. (In general we use the convention that subscripts L,R, U,B
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refer to left, right, upper and lower halfspaces, respectively, with combinations, such
as LU , referring to quadrants.) Let S(x, y) denote the open slab between the vertical
lines through x and y. Let N be the integer part of a1l/2, M the integer part of
l2/3(log l)1/3 and D the integer part of l1/3(log l)2/3. Let
u′RU = HR(0) ∩HU(0) ∩ α ∩ λM+ 1
2
, v′RU = HR(0) ∩HU(0) ∩ α ∩ λM+D+ 1
2
,
w′RU = HR(0) ∩HU(0) ∩ α ∩ λN+ 1
2
, x′RU = HR(0) ∩HU(0) ∩ α ∩ λN+D+ 1
2
.
(Note each of these intersections is a single point.) We call these 4 points determining
points. Lattice symmetry yields corresponding determining points with appropriate
subscripts in the other three quadrants. We may assume that u′RU is one of the sites
z′i of the s-hull skeleton of α (if not, we add u
′
RU to the skeleton), and analogously
for the other sites just defined. Let uRU be the second closest dual site above u
′
RU
in λM+ 1
2
, and analogously for vRU , wRU , xRU . If u
′
RU = z
′
i, for some i, we define zi
to be uRU , and again analogously for the other determining points. Loosely, the
idea is to remove from Γ0 its intersection with each of the width-D vertical slabs
S(xLU , wLU), S(vLU , uLU), S(uRU , vRU ), S(wRU , xRU ), then raise or lower the segments
of Γ0 between these slabs to adjust the area as desired, then reconnect these segments
to make a new circuit enclosing area A. To do this we must first ensure that Γ0
intersects each vertical line bounding any of these four slabs only twice.
We refer to the 4 width-D vertical slabs above as removal slabs. We call the
5 regions HL(xLU), S(wLU , vLU), S(uLU , uRU), S(vRU , wRU), HR(xRU ) (whose closures
together form the complement of the 4 removal slabs) retention regions. By a retained
segment we mean a connected component of the intersection of α with a retention
region. Each retained segment has the form α(z
′
j ,z
′
k) for some j, k; we call z′j an initial
determining point and z′k a final determining point, and call (j, k) a retention pair.
We let Jret denote the set of all 8 retention pairs. For each initial determining point
z′j, in the boundary of some retained region F , we let ψj be a dual lattice path from
zj to xj in F\U˜z′jz′j+1(xj , yj+1), of minimal length, and let Dj be the bond boundary
of ψj in F\U˜z′jz′j+1(xj , yj+1)}. For each final determining point z′k we let ψk be a dual
lattice path from yk to zk in F\U˜z′k−1z′k(xk−1, yk), of minimal length, and define Dk
analogously to Dj . We refer to ψj and ψk as the endpaths of the retention pair (j, k).
For each retention pair (j, k) let Ijk = {i : z′i, z′i+1 ∈ α(z
′
j ,z
′
k)} and let Qjk denote
the event that (i) for each i ∈ Ijk ∪ {j}, we have xi ↔ yi+1 (z′i, z′i+1)-cylindrically in
U˜Rz′iz′i+1
(xi, yi+1), (ii) for each i ∈ Ijk we have φi open and all bonds in Ci closed, and
(iii) both endpaths of (j, k) are open and all bonds in Dj ∪ Dk are closed. These 3
component events are denoted Q(i)(j, k), Q(ii)(j, k) andQ(iii)(j, k). For a configuration
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in Qjk, the paths xi ↔ yi+1 together with the short links φi and the two endpaths
form an open dual path from zj to zk outside Co({z′0, .., z′n}), and there is no open
dual connection from this path to any point of the retention region boundary except
zj and zk. By Lemma 3.1, (7.6) and Theorem 4.2, provided K101 is large we have
P (Q(i)(j, k))(7.7)
≥ (1
2
)|Ijk| ∏
i∈Ijk∪{j}
P (xi ↔ yi+1 (z′i, z′i+1)− cylindrically in U˜Rz′iz′i+1(xi, yi+1))
≥
(ǫ45
l
)|Ijk|+1
exp

− ∑
i∈Ijk∪{j}
τ(yi+1 − xi)


≥ exp

− ∑
i∈Ijk∪{j}
τ(zi+1 − zi)−K102|Ijk| log l

 .
From the bounded energy property,
P
(
Q(ii)(j, k) ∩Q(iii)(j, k) | Q(i)(j, k)
) ≥ exp(−K103|Ijk| log l)
which with (7.7) yields
P (Qjk) ≥ exp

− ∑
i∈Ijk∪{j}
τ(zi+1 − zi)−K104|Ijk| log l

 .(7.8)
For a configuration ω ∈ Qjk, and for F the retention region with z′j , z′k ∈ ∂F , we
can associate an area Rjk(ω) as follows. There is a unique outermost open dual path
Ξjk(ω) from zj to zk in F . If F is a halfspace (HL(xLU) or HR(xRU )), then Rjk(ω)
is the area of the region between Ξjk(ω) and zjzk. If F is a slab and z
′
j , z
′
k ∈ HU(0),
then Rjk(ω) is the area of the region in F ∩HU(0) below Ξjk(ω). If F is a slab and
z′j, z
′
k ∈ HB(0), then Rjk(ω) is the area of the region in F ∩ HB(0) above Ξjk(ω).
We define corresponding nonrandom areas R0jk similarly but using α
(z′jz
′
k) in place of
Ξjk(ω). Then Rjk(ω) ≥ R0jk.
It is not hard to see that for some K105 we have
P
(
Rjk ≥ R0jk +K105l4/3(log l)2/3 for some(7.9)
retention pair (j, k) | ∩(j,k)∈Jret Qjk
) ≤ 1
2
.
In fact, if this were false we could obtain extra area K105l
4/3(log l)2/3 almost “for free”
in Theorem 4.1; more precisely, one could replace A with A+K105l
4/3(log l)2/3 on the
left side in the conclusion of that theorem. But, assuming K105 is large, this would
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contradict Theorem 5.7. It follows from (7.9) that for each retention pair (z′j , z
′
k)
there exists ajk ∈ [R0jk, R0jk +K105l4/3(log l)2/3) such that
P
(∩(j,k)∈Jret[Rjk = ajk] | ∩(j,k)∈Jret Qjk)(7.10)
≥ 1
2
(K105l
4/3(log l)2/3)−8.
Let
R1 =
∑
(j,k)∈Jret
ajk,
where the sum is over the 8 retention pairs.
We call (k, j) a removal pair if α(z
′
k,z
′
j) is a connected component of the intersection
of α with some removal slab. Let Jrem denote the set of all 8 removal pairs. For each
removal pair (k, j) and corresponding removal slab F , let χkj be a dual path from
zk to zj in F\Co({z′0, .., z′n}), and let Gkj denote the event that all bonds in χkj are
open, while all bonds in the bond boundary of χkj in (ψj ∪ ψk)c are closed. We call
χkj a long link. There are 2 long links in each removal slab, one each in the upper
and lower half planes. Let R2 be the total area in the 4 removal slabs, between the
upper and lower long link in each slab. Assuming the long links are chosen to have
length of order D (say, at most 4D), we have from the bounded energy property that
P
(∩(k,j)∈Jrem Gz′k,z′j | (∩(j,k)∈Jret Qjk) ∩ (∩(j,k)∈Jret [Rjk = ajk]))(7.11)
≥ e−K106D
≥ e−K107l1/3(log l)2/3 .
Define the event
E =
(∩(j,k)∈Jret Qjk) ∩ (∩(j,k)∈Jret [Rjk = ajk]) ∩ (∩(k,j)∈Jrem Gkj).
For a configuration ω ∈ E, there is an open dual circuit surrounding Co({z′0, .., z′n})
satsifying the constraint that it include all of the short links φi, long links χkj and
endpaths ψj . There is a unique outermost such circuit subject to this constraint,
obtained by taking the outermost (z′i, z
′
i+1)-cylindrical connection from xi to yi+1
for each i; we denote this circuit Γ1(ω). Because of the cylindrical nature of these
connections and the closed state of the bond boundaries of the short and long links,
we have Γ1(ω) = Γ0(ω), unless Γ0(ω) and Γ1(ω) are disjoint with Γ0(ω) surrounding
Γ1(ω) and no open dual path connecting Γ0(ω) to Γ1(ω). It therefore follows from
the near-Markov property that
P (Γ0 6= Γ1 | E) ≤ e−ǫ46l ≤ 1
2
.
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By (3.2), ∑
(j,k)∈Jret
|Ijk| ≤ K108 l
s
≤ K109l1/3(log l)−1/3.
Using these facts with (7.10), (7.11), Lemma 3.1, (7.8) and (4.1) (which is still valid
here), we obtain
P (|Γ0| = R1 +R2)(7.12)
≥ P (E ∩ [Γ0 = Γ1])
≥ 1
2
P (E)
≥ 1
2
(K105l
4/3(log l)2/3)−8e−K107l
1/3(log l)2/3P (∩(j,k)∈Jret Qjk)
≥ e−K110l1/3(log l)2/3
∏
(j,k)∈Jret
P (Qjk)
≥ exp
(
−
n∑
i=0
τ(zi+1 − zi)−K111l1/3(log l)2/3
)
≥ exp
(
−w1
√
A−K112l1/3(log l)2/3
)
.
Let θω be the upward shift of a configuration ω by 1 unit, and for an event G
let θmG = {ω : θ−mω ∈ G}. Let JretB be the set consisting of the 3 retention pairs
corresponding to segments of α in the lower half plane. Given a constant K113, for
m ≤ K113l1/3(log l)2/3 we can replace Qjk with θmQjk for all (j, k) ∈ JretB throughout
the argument leading to (7.12) at the expense of only a possible increase in K111,
provided we alter the 4 long links χkj in the outer 2 removal slabs to connect to the
appropriate shifted sites zi + (0, m) instead of to zi. (The possible increase in K111
reflects a possible reduction in the probabilities of the events Gkj, resulting in an
increase of K107 in (7.11).) We can readily keep the area R2 fixed when we so alter
the long links. We thereby obtain
P (|Γ0| = R1 +R2 − (2N + 1)m) ≥ exp(−w1
√
A−K114l1/3(log l)2/3).
Provided K113 is large, we can choose m ∈ Z so that
|R1 +R2 − (2N + 1)m− A| ≤ N.
We can then repeat this entire argument, but shift upward (by some amount q ≤
K113l
1/3(log l)2/3) only the event Qjk for the central of the 3 retention pairs in J
ret
B .
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This gives
P (|Γ0| = R1 +R2 − (2N + 1)m− (2M + 1)q) ≥ exp(−w1
√
A−K115l1/3(log l)2/3).
(7.13)
We can choose k so that
|R1 +R2 − (2N + 1)m− (2M + 1)q −A| ≤M ≤ l2/3(log l)1/3.
But it is easy to see that one can alter the long links to change R2 by any amount up
to l2/3(log l)1/3, so that
R1 +R2 − (2N + 1)m− (2M + 1)q = A,
at the expense of only a possible increase toK115 in (7.13). With (7.13) this completes
the proof.
Now that we can use Theorem 7.3 in place of Theorem 4.1, all proofs leading to
Theorems 2.1— 2.3 remain valid under conditioning on | Int(Γ0)| = A in place of
| Int(Γ0)| ≥ A. This establishes the following results.
Theorem 7.4. Under the assumptions in Theorem 2.1 or Theorem 2.2, under the
measure P (· | | Int(Γ0)| = A) the conclusions (2.13) – (2.16) hold with probability
approaching 1 as A→∞.
Theorem 7.5. Under the assumptions in Theorem 2.3, under the measures PN,w(· |∑
γ∈CN | Int(Γ0)| = A) the conclusions (2.19) – (2.23) hold with probability approach-
ing 1 as A→∞.
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