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Abstract
Anomaly detection using dimensionality reduction has been
an essential technique for monitoring multidimensional data.
Although deep learning-based methods have been well stud-
ied for their remarkable detection performance, their inter-
pretability is still a problem. In this paper, we propose a
novel algorithm for estimating the dimensions contributing
to the detected anomalies by using variational autoencoders
(VAEs). Our algorithm is based on an approximative prob-
abilistic model that considers the existence of anomalies in
the data, and by maximizing the log-likelihood, we esti-
mate which dimensions contribute to determining data as an
anomaly. The experiments results with benchmark datasets
show that our algorithm extracts the contributing dimensions
more accurately than baseline methods.
Introduction
Anomaly detection in multidimensional data has significant
applications in a range of domains such as healthcare mon-
itoring, fraud detection, and system performance monitor-
ing. Although a number of methods have still been proposed
for detecting anomalies from multidimensional data (Zhou
et al. 2018; Zong et al. 2018), dimensionality reduction is
one of the most important techniques for dealing with high-
dimensional data. Such techniques are based on the assump-
tion that multidimensional data can be embedded into a
low dimensional subspace and normal and anomalous data
are separable in the embedding (Chandola, Banerjee, and
Kumar 2009). There are the following advantages of us-
ing the dimensionality reduction for anomaly detection. (i)
The anomaly detection can be executed in a semi-supervised
fashion by only using normal data and does not require la-
beled data in anomalous situations, which is generally hard
to obtain. (ii) The anomaly score of multidimensional data
can be expressed as only one metric: the distance from the
normal data subspace. (iii) The anomalies that appear as the
collapse of normal relationships among the dimensions can
be detected, whereas the surveillance of the individual di-
mensions will overlook them. (iv) The “curse of dimension-
ality” in high-dimensional problems will be eased.
Although dimensionality reduction with principal com-
ponents analysis (PCA) has been widely used for anomaly
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detection, by virtue of recent rapid advances in deep learn-
ing, dimensionality reduction using deep learning such as an
autoencoder (AE) has attracted much attention for anomaly
detections due to its higher accuracy with non-linear expres-
sion. Especially, the variational autoencoder (VAE) (Kingma
and Welling 2013) has shown a great potential for obtain-
ing useful latent representations by dimensionality reduction
and also for anomaly detection (Xu et al. 2018).
The improvements in detection accuracy with the deep
learning-based anomaly detection techniques have been well
discussed. However, the interpretability of the techniques
is still a problem. The interpretation, that is to say, why
the data is detected as an anomaly, is of fundamental in-
terest for practical use. Suppose, for example, we monitor
medical telemetry data from a patient such as body tem-
perature, heartbeat, and blood pressure data for detecting
changes in his/her condition in a healthcare service. A natu-
ral approach for applying the deep learning-based anomaly
detection is to generate numeric vectors by assuming each
monitored data as the value of each dimension in the vec-
tors. Then, if an anomaly is detected, our next question is
“What is happening to the patient?” To answer that, at least
the dimensions contributing to the detected anomaly should
be identified. In the deep learning-based anomaly detec-
tions, however, the dimensions contributing to the detected
anomaly are not directly indicated. Although one might
think that the reconstruction error, that is the difference be-
tween the input and output data in the multilayer perceptrons
(MLPs) of AEs or VAEs, for each dimension can be assumed
as the contribution degree to the detected anomalies, the
anomalies can affect the reconstruction errors in all dimen-
sions due to their fully connected nature and therefore will
cause misestimations. In some prior work (Ikeda et al. 2018;
Xu et al. 2018), the researchers proposed the algorithms for
giving interpretations to deep learning-based anomaly de-
tection techniques. However, the success of their algorithms
requires the assumption of the sparsity of the contributing
dimensions in all dimensions. Such an assumption limits the
application to practical problems in which the cause of the
anomaly can affect many of the dimensions.
For accurate and interpretable anomaly detections using
deep learning, we propose a novel algorithm for estimating
the dimensions contributing to the detected anomalies. In
our algorithm, VAEs are adopted for an anomaly detection
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algorithm due to their higher detection accuracy and prob-
abilistic modeling, which is considered to be desirable for
giving interpretations. For estimating contributing dimen-
sions, we introduce an approximative probabilistic model
based on the trained VAE for exploring a true latent distribu-
tion, which gives true colors of the detected anomalous data
in which the values of the contributing dimensions are fixed
to plausible values as normal. We estimate the contributing
dimensions via log-likelihood maximization of the model.
Through the experiments, we show that the proposed algo-
rithm estimates the contributing dimensions more accurately
than conventional approaches.
Related work
Herein, we mainly review existing work on anomaly detec-
tion based on dimensionality reduction and its interpretation.
PCA has been widely exploited for anomaly detec-
tion (Fujimaki, Yairi, and Machida 2005; Ringberg et al.
2007). For the interpretation of anomalies, (Xu et al. 2009)
proposed a combination algorithm of PCA and decision
trees for visualizing how the anomalies are detected. (Jiang,
Fei, and Huan 2013) proposed an algorithm with sparse PCA
that computes how much each dimension of multidimen-
sional data contributes to the anomalies. These algorithms,
however, assume PCAs for the dimensionality reduction al-
gorithm, and its linear nature limits detection accuracy.
Deep learning-based dimensionality reduction is there-
fore attracting attention for anomaly detections since it en-
ables non-linear relationships among data to be learned and
anomalies to be detected as deviations from them. (Sakurada
and Yairi 2014) adopted AEs for anomaly detection with
spacecrafts’ telemetry data and showed that they achieved
better accuracy than linear PCAs. (Zhou and Paffenroth
2017) proposed a robust deep AE that eliminates noises from
training data and had higher detection accuracy than the iso-
lation forest algorithm. The VAE proposed by (Kingma and
Welling 2013) has been widely investigated for obtaining in-
formative latent representation such as text (Xu et al. 2017;
Li et al. 2017) and images (Vahdat et al. 2018) and also
for anomaly detections. (An and Cho 2015) evaluated the
anomaly detection accuracy using a VAE with the bench-
mark datasets and showed it had higher accuracy than nor-
mal AEs and PCAs. (Suh et al. 2016) introduced an en-
hanced VAE for multidimensional time series data to take
the temporal dependencies in data into account and demon-
strated its superior accuracy to conventional algorithms for
time-series monitoring. These studies well investigated the
application of deep learning-based anomaly detection algo-
rithms in terms of detection accuracy. However, their inter-
pretations, in other words, the reasons the data are detected
as anomalies, were not discussed.
Some prior studies have investigated giving interpreta-
tions with deep learning-based anomaly detection algo-
rithms. (Ikeda et al. 2018) proposed an algorithm to iden-
tify contributing dimensions in anomaly detection with AEs.
The algorithm explores a sparse vector of the contribution
degree in the input data space under the assumption that
the contributing dimensions are fewer in number than all
dimensions and fixing their values to plausible values will
decrease the anomaly score. Their algorithm, however, as-
sumes that the data is monitored from large systems and
the contributing dimensions are a small part of all dimen-
sions. This sparseness assumption is too strong for general
problem. (Xu et al. 2018) enhanced the VAE for monitoring
seasonal key performance indicators of web services. They
attempt not only to improve detection accuracy but also to
give a theoretical interpretation to the reconstruction error of
the VAE by exploiting dependencies in time window. How-
ever, the success of the algorithm is also limited to when
there are few contributing dimensions. In addition, it is only
adoptable for time series data. (Schlegl et al. 2017) proposed
a novel approach that uses generative adversarial networks
(GANs). Their algorithm detects anomalous images in ac-
cordance with the difference between a test image and the
closest image produced by the generative network and also
localizes the anomalous regions. However, the proposed al-
gorithm requires computational cost since the search of the
closest image is executed for each detection. Additionally,
the algorithm might be difficult to use for general anomaly
detection since a GAN requires several tricks for training, as
discussed in (Chintala et al. 2016), and the efficiency of their
algorithm is confirmed only for image detections.
(Kuo and Davidson 2016) approached to the interpreta-
tion problem of anomalies in a different way from the above-
mentioned model-based methods. Their framework does not
focus on detection of anomalies but attempts to provide in-
terpretation to given anomalies using constraint programing
with normal data. Although their framework can be utilized
regardless the method of anomaly detection, its combinato-
rial nature limits the scalability.
In contrast to the prior work discussed above, our pro-
posed algorithm aims at giving interpretation to the anomaly
detection with vanilla VAE, which has relatively low com-
putational cost with high dimensional data, for not only sea-
sonal data but also general multidimensional data. Note that
our algorithm is considered to be applicable to other VAE-
like anomaly detection techniques as discussed earlier in
principle if the anomaly score is determined in accordance
with the likelihood of the test data given the latent variable.
Variational Autoencoder for Anomaly
Detection
The VAE is a generative model with an observed variable x
and a latent variable z. Using the model parameters θ, we
aim to maximize the marginal log-likelihood log pθ(x) =
log
∫
pθ(x|z)pθ(z)dz. Since it is intractable, the VAE in-
troduces a recognition model qφ(z|x), which approximates
the true posterior pθ(z|x), and the following evidence lower
bound (ELBO) is maximized instead;
log pθ(x) = log
∫
pθ(x|z)pθ(z)dz
≥
∫
qφ(z|x) log pθ(x|z)pθ(z)
qφ(z|x) dz
= Eqφ(z|x)[log pθ(x|z)]−DKL[qφ(z|x)||pθ(z)].
(1)
By using MLPs for constructing qφ(z|x) as an encoder
and pθ(x|z) as a decoder, and by applying the reparam-
etarization trick (Kingma and Welling 2013), qφ(z|x), and
pθ(x|z) are estimated simultaneously by using backpropa-
gation. Encoder qφ(z|x) is often assumed as a multivariate
Gaussian with a diagonal covariance, and the output of the
MLP corresponds to its mean and standard deviation. De-
coder pθ(x|z) is generally assumed as a multivariate Gaus-
sian with a diagonal covariance or Bernoulli, and the output
of the MLP corresponds to their parameters.
For using the VAE as an anomaly detection algorithm,
the VAE is trained by using only normal data, and anomaly
scores of test data are expressed by the negative of the ELBO
since the closer the test data is to the trained distribution
pθ(x) with normal data, the higher the ELBO tends to be
and vice versa. The VAE can also be assumed as a regu-
larized AE since the second term in Eq. (1) acts as a reg-
ularization term to the encoder. It prevents overfitting, and
the VAE is expected to have higher detection accuracy than
vanilla AEs. However, as also discussed by (Xu et al. 2018),
although the anomaly score is computed in accordance with
the ELBO calculated by the test data and Eq. (1), it does not
necessarily express the correct ELBO of the log-likelihood
of the test data since the VAE is trained with Eq. (1) under
the assumption that all the data is normal and therefore the
result computed with the anomalous data is biased. This is
further discussed in the next section.
Proposed Algorithm
Suppose that test data x′ = {x′1, ..., x′N} is detected
as an anomaly by the VAE. Then, our objective is to
identify the dimensions contributing to the anomaly from
i = 1, ..., N . Since the ELBO of the VAE includes the
expectation of the log-likelihood of each dimension as
Eqφ(z|x)[log pθ(x|z)] =
∑N
i=1 Eqφ(z|x)[log pθ(xi|z)], the
negative of which is also called reconstruction error, one
might think that the contribution of each dimension to the
detected anomaly can be directly derived from the recon-
struction error of each dimension −Eqφ(z|x)[log pθ(xi|z)].
However, since the VAE is trained by only normal data,
and qφ(z|x) is a recognition model that infers the poste-
rior pθ(z|x) under the assumption that x is normal data,
qφ(z|x) calculated by using the anomalous data x′ in-
cludes errors. Estimating the contributing dimensions by us-
ing the log-likelihood with the deviating latent distribution
will cause false positives (FPs) and false negatives (FNs),
which are numerically examined in the experiments. Thus
we define the true latent distribution qˆ(z) that expresses a
latent representation of data xˆ, where xˆ is how the anoma-
lous data x′ would look if it were normal. Since qˆ(z) and xˆ
are not known directly, we aim to approximate qˆ(z) with the
trained VAE and the anomalous test data.
Our algorithm is based on the following assumption.
Assumption. Suppose that xˆ is a normal data made by
amending the values of contributing dimensions of the
anomalous data x′ to plausible values in a normal situation
and qˆ(z) is a latent distribution that maximizes the ELBO
of log pθ(xˆ) with the trained decoder. Then, a set of con-
tributing dimensions Ψ is extracted by a threshold value β
as Ψ = {i|Eqˆ(z)[pθ(x′i|z)] < β} and therefore;
x′i = xˆi If i /∈ Ψ
x′i 6= xˆi Else.
(2)
The assumption expresses that all the expected probabil-
ities Eqˆ(z)[pθ(x′i|z)] of the contributing dimensions com-
puted by the true latent distribution are smaller than those
of the dimensions irrelevant to the anomaly. According to
this assumption, we try to estimate Ψ by exploring true la-
tent distribution qˆ(z). Although qˆ(z) can be obtained as a
latent distribution that maximizes the ELBO of log pθ(xˆ), xˆ
is unknown. Therefore, we approximately explore qˆ(z) with
observed anomalous data x′ and the trained VAE as follows.
From the assumption, the conditional probability pθ(xˆ|z)
can be factorized as;
pθ(xˆ|z) =
∏
i∈Ψ
pθ(xˆi|z)
∏
i/∈Ψ
pθ(x
′
i|z). (3)
Since xˆ is not known, we approximate pθ(xˆi|z) ∀i ∈
Ψ by the geometric mean of the conditional probabil-
ity of the other irrelevant normal dimensions as p¯ =
[
∏
i/∈Ψ pθ(x
′
i|z)]
1
N−|Ψ| . Then, the marginal log-likelihood of
log pθ(xˆ) and its ELBO with latent distribution q(z) can be
approximated as follows;
log pθ(xˆ) = log
∫
pθ(xˆ|z)pθ(z)dz
≈ log
∫ [
Πi/∈Ψpθ(x′i|z)
] N
N−|Ψ|
pθ(z)dz.
≥ N
N − |Ψ|Eq(z)
[∑
i/∈Ψ
log pθ(x
′
i|z)
]
−DKL[q(z)||pθ(z)].
(4)
From the assumption, q(z) that maximizes the ELBO of
Eq.(4), which we denote as q˙(z), can be assumed as the ap-
proximative latent distribution of qˆ(z). The contributing di-
mensions are thus estimated in accordance with the expected
probability Eq˙(z)[pθ(x′i|z)]. The ELBO, however, includes
Ψ determined by qˆ(z) and is not known a priori. Therefore,
during the exploration of q(z), we further approximate Ψ as
the set of least K dimensions in Eq(z)[pθ(x′i|z)], denoted as
Φ, where K is heuristically determined as explained later.
After we obtain q˙(z), we finally estimate the contributing
dimensions as Ψ = {i|Eq˙(z)[pθ(x′i|z)] < β}. Note that we
do not simply assume Φ = {i|Eq(z)[pθ(x′i|z)] < β} dur-
ing the exploration of q(z) since it drastically fluctuates the
objective function and will cause trapping to local maxima.
Consequently, the objective function for maximization be-
comes as follows:
max
q(z)
N
N −KEq(z)
[∑
i/∈Φ
log pθ(x
′
i|z)
]
−DKL[q(z)||pθ(z)].
(5)
The pseudo code of the proposed algorithm is depicted
in Algorithm 1. Similar to the general VAEs, we assume
Algorithm 1 Pseudo code of the proposed algorithm
1: Set initial µz,σz with trained encoder qφ(z|x′)
2: Set initial K =
∑N
i=1 1l(Eqφ(z|x′)[pθ(x′i|z)] < β])
3: while maximizing Eq.(5) converges do
4: Update Φ in accordance with µz and σz
5: Update µz,σz to increase Eq.(5)
6: if Eq.(5) converged less than γ then
7: Update K = K +Kinc
8: Reset µz,σz with trained encoder qφ(z|x′)
9: end if
10: end while
11: Estimate contributing dimensions as
Ψ = {i|EN (z;µz,σ2zI)[pθ(x′i|z)] < β}
12: Output Ψ
q(z) as multivariate Gaussian with a diagonal covariance
N (z;µz,σ2zI). Thus, the objective is to obtain µz,σz that
maximizes Eq.(5), and its initial values are determined by
the trained encoder of the VAE. Note that estimating con-
tributing dimensions by using initial q(z) corresponds to the
estimation with the reconstruction error of the vanilla VAE.
We first determine K in accordance with the reconstruction
error, and if Eq.(5) converges under the threshold, it is in-
cremented and then the maximization is executed again. We
set γ as the mean value of the ELBO with the trained VAE
and the training data. In this paper, µz,σz is updated by a
simple gradient descent method.
Not only estimating the contributing dimensions, we can
also calculate the contribution degree that expresses how
much a dimension contributes to the detected anomaly.
Since the MLP of decoder pθ(x|z) outputs the parameters
of the assumed distribution, we can calculate how much the
contributing dimensions deviate from the normal situation as
the deviation from the distribution with the expected param-
eters. For example, if the decoder is assumed as a multivari-
ate Gaussian, the contribution degree of x′i can be calculated
as x
′
i−µ¯i
σ¯i
, where µ¯i and σ¯i are the expectations of the mean
and standard deviation values calculated by the MLP of the
decoder over the obtained distribution N (z;µz,σ2zI).
Since our proposed algorithm is just an approximate esti-
mation, two concerns arise. (i). Due to the assumption and
several approximations, q(z) that maximizes Eq. (5) does
not necessarily correspond to qˆ(z) and therefore produce
FPs and FNs. (ii). Even if the optimal q(z) corresponds
to qˆ(z), the optimization may be trapped to local maxima
due to the discontinuity and multi-modality of the objective
function (Eq. (5)). The algorithm, however, shows better es-
timation accuracy than conventional methods as discussed
in the experiments. We consider why the algorithm works
well with respect to the above concerns. (i). The situation
in which optimizing Eq. (5) produces FPs and FNs can be
divided into two cases. One is that the dimensions whose
log-likelihoods are maximized include anomaly dimensions.
This can be caused when the values of the contributing di-
mensions are more plausibly considered as normal. Such
anomalies, however, are unlikely to occur often. The other
is that although the maximized dimensions did not include
any contributing dimensions, the obtained latent distribution
deviates from qˆ(z). This is likely to occur when the size of
the ignored dimensions set Φ, that is K in the algorithm, is
excessively larger than the number of truly contributing di-
mensions. Therefore, K should be set to a plausible value
and carefully updated in Algorithm 1. Although we setKinc
as 10% of the number of the whole dimensions, its adequate
determination considering both the estimation accuracy and
the computational cost should be discussed in future work.
Note that the latter case is of course unavoidable when the
contributing dimensions account for most of the dimensions.
(ii). Even though we may obtain sub-optimal q(z) depend-
ing on the initial parameters in exploration, as discussed
in several related studies such as (Zhao et al. 2018), VAE-
like autoencoders that regularize the representation in the la-
tent space have a property that projects similarly-constructed
data to nearby in the latent space. According to the property,
the initial parameters given by encoding the anomaly data
can be close to the optimal solution if the ratio of contribut-
ing dimensions is not too large.
Note that exploring a true latent distribution is a simi-
lar approach to the GAN-based image inpainting algorithm
by (Yeh et al. 2017). The algorithm, which inpaints the hole
area of a corrupted image, explores the latent variable so
that the distance between the image produced with the gen-
erative model and the corrupted image other than the hole
area becomes closest. Our algorithm also explores the la-
tent distribution so that maximizing the log-likelihood of
the conditional probability while ignoring the contributing
dimensions to the anomaly. However, since the contributing
dimensions themselves are the objective to estimate and are
not known in advance, we approximate them and update for
each iteration in the exploration. The anomalous image de-
tection algorithm by (Schlegl et al. 2017) discussed in the
related work is also inspired by the image inpainting algo-
rithm. Although the algorithm just explores a latent variable
that generates the closest image to the test image and does
not consider the existence of anomalous areas, they lever-
age the discriminator so that the explored latent variable fits
to the learned distribution with normal images and therefore
the exploration is not biased to the anomalous area. How-
ever, as already discussed, the algorithm becomes complex
and time consuming.
Experiments
We evaluate our proposed algorithm with four benchmark
datasets. In the first experiment, we evaluate how accurately
it estimates the contributing dimensions with artificially in-
troduced anomalies. After that, we also apply our algorithm
to the labeled anomaly data and discuss if the estimated
contributing dimensions are plausible. Note that we leave
the performance evaluation of anomaly detection to the ap-
pendix since it is not the main scope of this paper. For eval-
uation, we use following benchmark datasets.
Arrhythmia. The Arrhythmia dataset (Guvenir et al. 1997)
obtained from the UCI repository1 is composed of multi-
1https://archive.ics.uci.edu/ml/index.php
Table 1: Parameters of VAE/AE model. We used Chainer (Tokui et al. 2015) as a deep learning framework.
Parameters VAE AE
# of layers 5 (2 for encoder and decoder, 1 for latent space.) 5
ratio of size to input in each layer 0.7,0.5,0.1,0.5,0.7 0.7,0.5,0.1,0.5,0.7
activation functions in each layer tanh, tanh, identity, tanh, tanh ReLU, ReLU, identity, ReLU, ReLU
# of epochs 100
batch size 16 (Arrhythmia), 64 (MNIST and Musk), and 128 (NSL-KDD)
weight decay 1E-3
dropout ratio 0.2 in input layer and 0.5 in hidden layers (adopted only for benchmarks other than NSL-KDD)
ple medical data including cardiac rhythms, and the objec-
tive is to detect the presence of cardiac arrhythmia. Each
data belongs to one normal class or one of 15 anomaly
classes. Since features of several attributes are missing
in the original data, we use the preprocessed dataset for
anomaly detection in ODDS repository2 in which the
missing and categorical features are discarded and the 16
classes are aggregated into two classes: normal and out-
lier (defined as anomaly in this paper). Consequently, the
dataset is composed of 386 normal and 66 anomalous data
with 274 dimensions.
MNIST. The MNIST dataset (LeCun et al. 1998) is a rep-
resentative benchmark of handwritten digits. We also
use a preprocessed datafrom ODDS repository, where
the dataset is converted so that the digit-zero class be-
comes a normal class and the sampled digit-six class be-
comes anomalies. In addition, the number of dimensions
is downsized to 100 by randomly selecting from 700 orig-
inal features. Consequently, the dataset is composed of
6,903 normal and 700 anomalous data.
Musk. The Musk dataset (Aggarwal and Sathe 2015) de-
scribes a set of molecules, and the objective is to detect
musks from non-musks. We also use preprocessed data
from ODDS repository and consequently the dataset is
composed of 2,965 normal and 97 anomalous data with
166 dimensions.
NSL-KDD. The NSL-KDD dataset (Tavallaee et al. 2009)
is the amended version of the KDD Cup 1999 dataset3 the
task of which is to detect attack connections by using sev-
eral network connection features. We use 20% subset data
that consists 13,448 normal and 5,813 anomalous data.
Since it contains 38 continuous and 3 symbolic features,
we convert the symbolic features into one-hot vectors and
consequently obtained the dataset with 118 dimensions.
The datasets are preprocessed so that the values of each di-
mension are standardized in accordance with the mean and
standard deviation values of the dimension in the training
data. Therefore, we adopted a multivariate Gaussian for the
decoder of the VAE. Although our algorithm also works with
a Bernoulli decoder in principle, we will investigate that in
2http://odds.cs.stonybrook.edu/
3http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
future work. The parameters of the anomaly detection algo-
rithms with the AE and the VAE are described in Table 1.
Note that the dropout is not applied to the model in the eval-
uation with the NSL-KDD dataset since it strongly degrades
the detection accuracy. The reason can be considered the
sparseness of the input data due to the one-hot vector rep-
resentation. For the proposed estimation algorithm of con-
tributing dimensions, we set β as the first percentile of the
expected probability Eqφ(z|x)[pθ(xi|z)] calculated with the
trained VAE and the training data.
Experiment with synthetic anomaly data
We evaluate the estimation accuracy of the contributing dis-
tributions to the detected anomalies by deep learning-based
techniques with synthetic anomalies. In the experiments, we
use only normal data in the benchmark dataset and eval-
uated the estimation accuracy through the following pro-
cedure. We first randomly extract 90% of the normal data
as the training data and the rest as the candidate test data.
After training the anomaly detection model with the train-
ing data, we choose a test data from candidate data that
achieves an anomaly score lower than γ for generating syn-
thetic anomaly data that purely includes artificial anomaly.
Then we insert an anomaly to the chosen test data by select-
ing M dimensions randomly and by fluctuating the values
to rσi, where r is a random variable uniformly distributed
between [3, 5] and [−5,−3], and σi is the standard deviation
of i-th dimension in the training data. Although M dimen-
sions are randomly selected, the candidates are the dimen-
sions in which σi is a positive value (not a constant in train-
ing data) and continuous data in NSL-KDD. The randomly
selected dimensions in the synthetic anomaly data are then
estimated by our proposed algorithm (V AEpro.) and two
baseline methods: sparse optimization with an AE by (Ikeda
et al. 2018) (AESO), the details of which is described in the
appendix, and the reconstruction error with the vanilla VAE
(V AErec.). The estimated dimensions with V AErec. corre-
spond to K dimensions in second line of Algorithm 1. The
adopted anomaly detection models are VAEs for V AEpro.
and V AErec., and an AE for AESO. The evaluation met-
rics are the mean of the number of FPs and FNs and the F1
score through 20 runs. We use the number of FPs and FNs,
not precision and recall, since precision and recall directly
depend on the number of the targets of the detection and
Table 2: Estimation accuracy. Percentages on top denote the ratio of M to the number of dimensions. Note that the ratio with
NSL-KDD is up to 30% since M dimensions are selected only from 38 continuous dimensions.
Arrhythmia MNIST
Method Metric 10% 20% 30% 40% 50% 60% 10% 20% 30% 40% 50% 60%
# of FPs 6.35 20.15 8.1 9 21.7 16.5 5.45 6.25 3.85 6.4 7.1 5.4
AESO # of FNs 0.05 0.1 0.1 0.1 0.1 0.1 0.85 2.75 3.45 4.85 5.8 7.05
F1 0.9 0.85 0.95 0.96 0.93 0.95 0.76 0.8 0.88 0.86 0.87 0.89
# of FPs 1.3 1.5 1.45 1.3 0.6 0.65 0.45 0.25 0.5 0.25 0.15 0.3
V AErec. # of FNs 2.7 6.65 17.45 9.25 14.3 32.15 2.55 3.9 6.65 10.25 10.55 14.7
F1 0.92 0.92 0.86 0.94 0.94 0.87 0.83 0.88 0.86 0.84 0.88 0.85
# of FPs 1.15 0.95 1.05 1.05 0.6 0.5 0.4 0.1 0.25 0.3 0.05 0.25
V AEpro. # of FNs 0.85 1.3 1.65 3.4 4.85 3.9 1.9 3.4 4.65 7.35 8.45 10.2
F1 0.96 0.98 0.98 0.98 0.98 0.99 0.87 0.9 0.91 0.89 0.91 0.9
Musk NSL-KDD
10% 20% 30% 40% 50% 60% 10% 20% 30% 40% 50% 60%
# of FPs 8.4 11.8 25.3 25.75 20.4 14 12.75 19.25 21.71 - - -
AESO # of FNs 0 0.05 0 0 0.2 0.15 0.1 0.55 0.76 - - -
F1 0.82 0.85 0.82 0.84 0.89 0.93 0.69 0.71 0.75 - - -
# of FPs 0.55 0.75 1.1 0.5 1.4 0.4 4.3 3 1.94 - - -
V AErec. # of FNs 0.65 1.3 1.85 4 4.4 5.25 4.65 8.6 12.94 - - -
F1 0.96 0.97 0.97 0.97 0.96 0.97 0.58 0.65 0.68 - - -
# of FPs 0.4 0.5 0.4 0.4 0.55 0.35 1.45 0.45 0.88 - - -
V AEpro. # of FNs 0.5 1.1 1.6 3.7 3.45 4.85 2.25 5.4 7.35 - - -
F1 0.97 0.98 0.98 0.97 0.98 0.97 0.79 0.78 0.81 - - -
therefore the trend according to the variation of the number
of the targets for each model becomes obscure. Although the
F1 score also suffers from that, we show it as a comprehen-
sive metric for comparison among the algorithms with the
same number of target dimensions.
Table 2 shows the comparison results of the estimation ac-
curacies. Although we also evaluated a naive method which
estimates the contributing dimensions in accordance with
the deviation from the distribution of the individual dimen-
sions in the training data, the F1 scores were around 0.6 and
therefore we omit the results due to space limitation. From
the result, we find that the proposed algorithm generally out-
performs other baseline methods. Especially, our algorithm
can depress the number of FPs, which is particularly high
in AESO with a larger ratio of the contributing dimensions.
On the other hand, the number of FNs with the proposed al-
gorithm tends to be higher than that with AESO. This can
be explained from the characteristics of the VAE based ap-
proach that estimates the contributing dimensions in accor-
dance with the conditional probability pθ(x′i|z) and there-
fore the small deviation can be overlooked, whereas AESO
estimates them in accordance with the absolute value of the
distance each dimensions are moved in sparse optimization.
Note that, contrary to intuition, the F1 score with AESO
increases as the ratio of fluctuated dimensions increases in
spite of its sparseness assumption. The reason is that the es-
timation with AESO is sensitive and prone to produce FPs,
but the candidate dimensions of FPs decrease as the number
of the target dimensions increases. Such a positive effect on
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Figure 1: t-SNE plot of contribution degree.
precision can be thought to more than compensate for the
negative effect caused by the deviation from the sparseness
assumption at a point.
Experiment with labeled anomaly data
Finally, we qualitatively confirm if our proposed algorithm
can extract plausible dimensions as the dimensions con-
tributing to the anomaly with labeled anomaly data. In this
experiment, we use the Arrhythmic data with original labels,
not with preprocessed labels based on the ODDS repository.
We extract normal class data as the training data and other
data as the test data. After training the VAE, we calculate
the anomaly score for each test data and also calculate the
Table 3: Characteristics of labeled anomalies and estimated contributing dimensions. The contributing dimensions are listed in
descending order of their absolute values of median contribution degrees over the detected test data. Up (down) arrow indicates
that the median contribution degree was positive (negative). The dimensions that seem to be related to the characteristic of the
class are highlighted in bold.
Classes Characteristic4 Estimated contributing dimensions (top 5)
Class 2
Ischemic changes
(Coronary Artery Disease)
The symptoms of coronary artery disease are
quite different from person to person which can
make it a challenge for doctors to determine if a patient’s
symptoms are from coronary blockage (angina) or not.
↓chDI TwaveAmp, ↑chAVR TwaveAmp,
↓chV5 TwaveAmp, ↓chV6 TwaveAmp,
↓chDI JJwaveAmp
(contribution degrees were relatively low)
Class 3
Old Anterior
Myocardial Infarction
ST segment elevation
in the anterior leads (V3 and V4) at the J point,
Reciprocal ST segment depression
in the inferior leads (II, III and aVF),
Abnormalities of the Q waves are
mostly indicative of myocardial infarction...
↓chV3 QwaveAmp, ↑chV3 Qwave,
↓chV4 QwaveAmp, ↑chV4 Qwave,
↑chV2 Qwave
Class 9
Left bundle branch block
QRS duration greater than 120 milliseconds,
Absence of Q wave in leads I, V5 and V6,
Monomorphic R wave in I, V5 and V6,
ST and T wave displacement
opposite to the major deflection of the QRS complex
↑chV5 Rwave,
↑chV5 intrinsicReflecttions, ↓chV2 QRSA,
↑QRSduration, ↑chV6 Rwave
Class 10
Right bundle branch block
QRS duration greater than 120 milliseconds,
rsR’ “bunny ear” pattern
in the anterior precordial leads (leads V1-V3),
Slurred S waves in leads I, aVL and frequently V5 and V6
↑chV1 RPwaveAmp, ↑chV1 RPwave,
↑chV1 intrinsicReflecttions,
↑chV1 QRSA, ↓chV2 Swave
contribution degree of each dimension for the test data de-
tected as an anomaly. For all the classes in which over 5 test
data are detected as anomalies, we examined if the estimated
contributing dimensions are relevant to the class to which the
test data belongs. A t-distributed stochastic neighbor embed-
ding (t-SNE) plot (Maaten and Hinton 2008) of the contribu-
tion degree is depicted in Fig. 1 for classes 2, 3, 9, and 10 in
which over 5 anomaly test data are detected. This indicates
that the computed contribution degrees are associated with
the class to which the test data belongs, excluding class 2.
We further analyzed the relationship of the characteris-
tics of each class and estimated contributing dimensions in
detail. Table 3 shows the characteristics of the classes sum-
marized in Healio4, which is a medical publishing website
launched by The Wyanoke Group, and the estimated con-
tributing dimensions according to the median of the contri-
bution degree over the detected test data for extracting the
common trend of the contribution degrees among the test
data. In all the classes other than class 2, we found that the
estimated contributing dimensions include dimensions rele-
vant to the characteristic of the class. As expected from the
t-SNE plot, the estimated contributing dimensions varied in
class 2 and observed common trend was trivial. However,
the fact also matches the characteristic of the class in which
the symptoms are quite different from person to person. In
class 3, although ST segment elevation, which should appear
as an increase of SwaveAmp and TwaveAmp, was not ob-
served in the top 5 contributing dimensions, QwaveAmp de-
creasing was observed in V3 and V4, which is indicative of
myocardial infraction. In class 9, the increase of QRS dura-
4https://www.healio.com/cardiology/learn-the-heart
tion and consecutive increase of Rwave width in V5 and V6
are observed. In class 10, the increase of RPwaveAmp and
RPwave, which are the amplitude and the width of R’ wave,
respectively, should indicate the symptom of rsR’ “bunny
ear” pattern described in the characteristic.
Note that contributing dimensions are estimated in a semi-
supervised fashion with only data labeled as normal. This
suggests that our algorithm enhances the VAEs for not only
detecting anomalies accurately but also giving interpreta-
tions for identifying what type anomalies they are without
labels of types.
Conclusion
For accurate and interpretable anomaly detection, we pro-
posed a novel algorithm for estimating the contributing di-
mensions to the detected anomalies in deep learning-based
methods. We adopted the variational autoencoder (VAE) for
an anomaly detection algorithm, and for the detected anoma-
lous data, our algorithm approximately explores a latent dis-
tribution of a normal data, which expresses how the anoma-
lous data should appear if it were normal, and estimated the
contributing dimensions and its degree in accordance with
the log-likelihood computed by the obtained latent distribu-
tion. The estimated contributing dimensions should be ex-
ploited for identifying the cause of the detected anomalies.
For example, even though labeled data in an anomalous sit-
uation cannot be easily obtained, clustering the anomalous
data in accordance with the contribution degrees and us-
ing less labeled data may enable the causes of the detected
anomalies to be automatically classified. Such approaches
for automatically identifying the causes of the anomalies
should be investigated in future work.
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