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The cooling effect of a turbulent supersonic boundary layer over a laser-heated ﬂat plate was investigated
experimentally and numerically. Experiments were in the Virginia Polytechnic Institute and State University
unheated supersonic wind tunnel at Mach 4. An absorbed laser power between 65 and 120Wwas used, leading to a
maximum heat ﬂux between 10 and 19 MW=m2 at the center of the 4-mm-diam Gaussian beam. The surface and
backside temperature distributions were measured using a midwave infrared camera and type-K thermocouples.
The GASP conjugate heat transfer algorithm coupling the Navier–Stokes and the solid conduction equations was
used to simulate the experiments. The main experimental results were as follows: Asymmetry in the surface
temperature increases with laser power. Maximum cooling near the beam center varies linearly with laser power, in
which the proportionality constant corresponds to the ratio of convective cooling to laser heating. For both the 65 and
81Wcases, cooling is somewhat underpredicted at the surface near the center, but agreement improveswith distance
and on the backside.
I. Introduction
D IRECTED-ENERGYweapons have been of interest ever sinceantiquity. Archimedes is said to have repelled a Roman attack
by focusing sunlight using an array of parabolic mirrors, causing the
approaching ships to catch ﬁre. In recent decades, remarkable
progress has been made since the ﬁrst invention of the solid-state
laser in the 1960s through gas dynamic, chemical, free-electron, and
advanced solid-state lasers pushing today’s state of the art [1] such
that the use of directed energy as an effective weapon is a reality that
is now being implemented through programs such as the Airborne
Laser,§ a system used to destroy ballistic missiles in their boost phase
close to their launch area. The temperature increase of the target due
to the laser heating is expected to be affected by the supersonic ﬂow
over it. To our knowledge, no experimental study of a laser-heated
target subjected to a supersonic ﬂow has ever been performed. The
ﬁrst objective of this research is to design and perform an experiment
to measure the effect of turbulent supersonic ﬂow on the temperature
distribution on the immersed and back surfaces of a laser-heated
target. Second, the experimental results are used for code validation
as conjugate heat transfer (CHT) problem simulations are performed
and compared with the experimental results.
Part of this investigation requires modeling the effect of a sharp
variation in wall temperature on a supersonic boundary layer.
Experimental data for a supersonic boundary layer subjected to a
sharp variation in wall temperature are uncommon. Debieve et al. [2]
performedmeasurements of the temperature and velocity proﬁles for
a turbulent supersonic boundary layer with a step in wall to recovery
temperature ratio Tw=Tr of 1.5 and 2. Using the measured velocity
and temperature proﬁles, Debieve et al. also developed a meth-
odology to deduce the skin-friction coefﬁcient and Stanton number.
Good agreement with the velocity proﬁles, temperature proﬁles, skin
friction, and Stanton numberwas obtained byMarineau et al. [3]with
Reynolds-averaged Navier–Stokes (RANS) simulations. Menart
et al. [4] studied the effect of volumetric and surface heating of a
Mach 5 laminar boundary layer. The surface was heated with an
electrical resistance heater mounted in the wall, and its effect was
evaluated through changes in temperature and pressure inside the
ﬂowﬁeld at different distances from thewall. Menart et al. found that
the response of the surface heater is strongly inﬂuenced by the
thermal properties of the plate. This is also expected for laser heating,
which implies that the conservation equations for the ﬂowﬁeld and
the solid target must be simultaneously solved. Such a problem in
which the condition at the interface must be determined as a part of
the solution is known at a conjugate heat transfer problem.
CHT problems are commonly found in aerospace applications
such as turbine blade cooling [5]. Cooling of electronic components
is also an active area of research involving CHT [6], which relates to
the laser heating problem. The component is typically modeled as a
surface or volumetric heat source immersed in a shear or channel
ﬂow [7,8], in which it is assumed that the heating does not affect
the velocity ﬁeld. This implies that the coupling is achieved through
the solid and ﬂuid energy equations that are uncoupled from the
momentum equation. The extensive parametric study performed by
Cole [7] showed the importance of the conjugate Peclet number for
CHT problems as it directly inﬂuences the energy balance at the
ﬂuid–solid interface. The modeling of the beam-target interaction
shares similarities with the cooling of electronic components, but
displays an increase in complexity due to the supersonic ﬂow and the
high localized heat ﬂux, which is expected to signiﬁcantly affect the
ﬂowﬁeld.
In our experiment, the surface temperature was measured using a
combination of infrared thermography and thermocouples. Infrared
thermography has previously been used for the visualization of
turbulent structures in laminar-turbulent transition [9]. The devel-
oped experimental and computational methods could be used for the
modeling and simulation of novel applications such as the heat
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exchanger thruster concepts [10], in which a heat exchanger absorbs
laser energy and transfers it to the hydrogen, producing hot hydrogen
that expands through a nozzle. Another possible application is the
study of localized wall heating for boundary-layer control [11].
II. Experimental Apparatus and Methods
A. Design Methodology
The objective of the experiment was to investigate the effect of a
supersonic ﬂowﬁeld over a laser-irradiated target, which is a difﬁcult
task due to the large temporal and spatial gradients over a very small
area. Analytical methods and numerical simulations were used to
design an experiment that is able to generate reliable measurements.
To lower the experimental uncertainties, the convective cooling has
to be maximized. This implies a maximization of the conjugate
Peclet number L ﬁrst introduced by Cole [7] and the beam
geometric ratiow=L, as shownbyMarineau [12]. This introduces the
following requirements: a thin turbulent boundary layer, a low solid
thermal conductivity, and a thin plate and/or a large beam diameter.
To get a thin boundary layer, a ﬂat plate must be inserted into the
tunnel ﬂow. It was determined by Marineau [12] using experimental
data [13] for similar conditions that the boundary layer is fully
turbulent at 0.09 m from the leading edge, and so the laser beam
center was located after 0.1 m from the leading edge.
The effect of the material was investigated byMarineau [12], who
found that stainless steel leads to a much greater conjugate Peclet
number, due to its low thermal conductivity. Stainless steel also has
the advantage of sustaining high temperature. AISI-303 stainless
steel was chosen as the plate material.
Thegeometric ratiow=L can bemade large by increasing the beam
width or bymaking the plate thin. To facilitate repeatability,we chose
to avoid using any external optics. The thickness of the plate near the
target center is ﬁxed to 2.54 mm.
B. Overview of Components
To our knowledge, no experimental study of the temperature
distribution on a laser-heated target subjected to a supersonic ﬂow is
available in the literature. Experiments on a laser-heated ceramic disk
have been performed at Oak Ridge Laboratory [14,15].
Experiments were performed in the Virginia Polytechnic Institute
and State University 23  23 cm blowdown supersonic wind tunnel
with a Mach 4 nozzle, ambient total temperature, total pressure of
1:1  106 Pa, and Reynolds number of 5  107=m.
The main components of the test setup are depicted in Fig. 1.
As one can see, the system uses both infrared thermography and
thermocouples (TC). Three data acquisition (DAQ) and control
modules are present; each are linked to a different computer.
A drawing of the ﬂat-plate model is shown in Fig. 2a. The plate
contains two inserts that can be removed if damaged. The laser hits
the upstream insert. The second insert downstream was used to
mount a pitot tube. The strut-mounted plate can be located on the side
wall or on the test-section ﬂoor plate, which allows taking schlieren
or shadowgraph images.
The inserts were mounted on a 6.25-mm-thick plate. Because
metals oxidize at high temperature, a protective coating must be used
to insure good repeatability. The plate was painted using ﬂat black
paint (Pyromark 2500). This silicon-based paint has an absorptivity
of 95% 1% at the laserwavelength [16] and emissivity of 0.85 [17]
and can sustain a temperature of 1350 K.
A 300 W, single-mode, continuous-wave ytterbium ﬁber laser
(IPG Photonics) at 1080 mwas used. The beam is Gaussian and its
4 mm diameter (e2) does not signiﬁcantly change with distance, as
shown byMarineau [12]. The laser was controlled using a LabVIEW
program developed in-house, and the collimator was mounted on an
optical table on which it was positioned with 2 degrees of freedom
(2DOF) using two translation stages, eachwith a resolution of 3 m.
The midwave infrared camera (Indigo Merlin) has a 256  320
cell Indium antimonide detector (sensitive between 3 and 5 m), a
12-bit dynamic range, and a maximum frame rate of 50 Hz. An
ND2 ﬁlter avoids saturation for high-temperature measurements. For
each integration time, ﬁlter, and lens combination, a radiometric
calibration was performed by comparing the digital output of
the camera with the known temperature of a uniform blackbody.
The variability of each cell was corrected using a nonuniformity
correction table (NUC). The NUCs were generated during the
calibration process. The precision of the system is therefore depen-
dent on the uniformity of the blackbody. Six calibrations, NUC,were
performed for a 25 mm lens by the manufacturer and checked in-
house using a blackbody. The integration times and temperature
ranges corresponding to eachNUC are shown in Table 1. Positioning
the lens at about 6 in. from the target gave a spatial resolution of
approximately 0.240 mm.
Because the temperature range due to heating is larger than the
dynamic range of the camera, many runs must be repeated to get the
totality of the temperature ﬁeld. For a power of 81 W, the NUC0,
NUC2, NUC3, NUC4, and NUC5 were used, such that 5 runs were
required. At each instant, the images must be combined to give a
single image. Also, each pixel must be mapped to a given physical
coordinate. A data-reduction program written in MATLAB was
designed to perform those tasks; further details are found in [12].
Two type-K surface temperature thermocouples [18] (Medtherm
Corporation) were used to make surface measurements. One
Fig. 1 Overall experimental layout.
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(0.381mm in diameter) was located at the center of the heated insert.
The other (1.549mm in diameter) was located upstream to provide an
accurate wall temperature boundary condition for our numerical
simulations. A fast response time ismade possible by the 2-m-thick
junction formed by a vacuum-deposited metallic coating over the
sensing end of the probe. During the test, the center thermocouple
developed problems. Because the surface temperature was kept
lower than the thermocouple maximum operating temperature, we
believe that the failure can be attributed to a reaction between the thin
thermocouple junction and the silicone-based paint.
Eight type-K thermocouples (Omega SRTC-TT-K-40-36) made
of 0.076 mm (gauge 40) wires were ﬁxed to the backside of the plate
using high-temperature cement (Omegabond 400). Positions are
shown in Fig. 2b. Such ﬁne wires enable precise measurements and
fast response time. A 16-bit analog-to-digital converter (National
Instruments 6036E) with multiplexer (AMUX-64T) was used for
thermal data acquisition.
A glass window (BK7) of 12.7 mm in diameter with an anti-
reﬂection coating for the laserwavelengthwasmounted on the tunnel
wall, allowing the laser access to the target. A calcium ﬂuoride
(CaF2) windowwas used to view the target. Calcium ﬂuoride is ideal
for midwave infrared measurements, because it possesses a high
and constant transmitivity between 3 and 5 m as well as an
intrinsically low reﬂectivity. Optical properties of both windows are
found in [12].
III. Uncertainty Analysis
To cancel the bias errors, the temperature difference between the
ﬂow-off and ﬂow-on cases was recorded. For that strategy to be
effective, the tests must be highly repeatable. Repeatability was
quantiﬁed and the uncertainty of temperature difference between the
ﬂow-off and ﬂow-on cases was determined for both the thermo-
graphic and thermocouples measurements. A detailed uncertainty
analysis was performed by Marineau [12]. The uncertainty on the
temperature is equal to 5.35% as computed by considering the
uncertainty in the laser power, the surface absorptivity, emissivity,
and the calibration error. The uncertainty on the thermocouple
measurement is equal to 3.8%. To evaluate the uncertainty on the
temperature difference, the random error was quantiﬁed using
the backside temperature repeatability for three runs. Student’s
t-distribution was used to compute the uncertainty of the mean
considering the limited number of samples. The effects of the
alignment and timing errors are computed using an analytical
solution developed byMarineau and combined using the root-mean-
square formula. For the thermocouple, the repeatability from six runs
was used to compute the random error. The uncertainties on the
temperature difference for the infrared camera and the thermocouple
are plotted in Figs. 3a and 3b.
We notice that uncertainty is a function of position and time. For
the infrared measurements at the center on the surface, the
uncertainty is smaller, due to the absence of the positioning error. The
positioning error is approximately equal to zero at the center, because
it corresponds to a maximum in the temperature distribution. On the
surface, the positioning error is the greatest at 1 mm from the center,
due to the large radial temperature gradient. From that position, the
positioning error progressively decreases with distance, such that
away from the center the uncertainty is mainly due to the random
errors. The uncertainty is greater for thermocouples 3 and 8, which
are the closest to the center. For most thermocouples, the uncertainty
increases with time.
IV. Experimental Results
A. Flow Survey
The boundary-layer thickness was estimated with a schlieren
image, and the shock on the plate leading edgewas visualized best by
using the Shadowgraph method. Figure 4a shows that the boundary
layer is turbulent over the plate as eddies are identiﬁed. The
boundary-layer thickness is equal to 4 mm at the measurement
station. Using the shock angle shown in Fig. 4b, the edge Mach
number Me is estimated to 3.8. A value ofMe  3:75 was obtained
using static and pressure measurements.
B. Test Matrix
The test matrix is presented in Table 2. Different values of laser
power were used to evaluate the effects of the power on the
temperature difference.At each power, two testsweremade: onewith
the ﬂow on and the other with the ﬂow off. For the ﬂow-on case, the
laser was turned on after the tunnel started and the ﬂow reached a
steady state. For the ﬂow-off case, the plate was heated at the
same power but without the supersonic ﬂow. The cooling effect was
seen by subtracting the ﬂow-on temperature from the ﬂow-off
Fig. 2 Flat-plate model and backside thermocouple positions.
Table 1 Infrared camera NUC
NUC Integration time, ms Filter Temperature range, K
0 1.7 No 253–333
1 0.4 No 293–398
2 0.08 No 343–493
3 0.01 No 413–623
4 0.25 ND2 573–1000
5 0.015 ND2 873–1873
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temperature. No infrared measurements were made at 101 W, and
only the high-temperature calibration was used at 120 W.
C. Thermocouple Results
The backside temperature was measured for 6 runs at 81 W.
Overall, repeatability was good, as the run-to-run differencewas less
that 5 K. Figure 5a shows the temperature increase for the ﬂow-on
test. Slight asymmetry was found in the temperature distribution for
the ﬂow-off case, which is most likely due to the slight laser
misalignment. However, because the alignment was kept the same
for theﬂow-on andﬂow-off cases,misalignment should have aminor
effect when the temperature difference between the ﬂow-off and
ﬂow-on cases is taken. The temperature difference between the ﬂow-
off and ﬂow-on cases for run 1 is plotted in Fig. 5b. The greatest
cooling is seen close to the center for thermocouples 3 and 8. The
maximum cooling is between 20 and 25 K at the center. We clearly
notice some asymmetry by looking at the thermocouple pairs 1–6
and 2–5. The difference between thermocouples 2 and 5 reached
almost 10 K at t 10 s. As expected, thermocouple 5 cools less than
thermocouple 2, because heat is convected downstream. The same
situation arises when comparing thermocouples 1 and 6, as the
difference in cooling is close to 10 K at t 10 s. Clearly, a steady
state was not achieved during the run, as the temperature difference
for all the thermocouples keeps increasing.
D. Infrared-Camera Results
Figure 6a shows the surface temperature contours for the ﬂow-on
and ﬂow-off cases at 10 s for 81 W of power. The ﬂow is directed
from left to right. The upper half of each contour plot corresponds to
the ﬂow-off case, and the lower part corresponds to the ﬂow-on
case. Some disturbance in the temperature contours can be seen
on the upper part around r 4 mm, due to paint damage. Over
the damaged area, the emissivity is less, which explains the dis-
turbance. For the ﬂow-off case the temperature reaches 1175 K after
10 s. The maximum temperature reaches 1115 K after 10 s for the
ﬂow-on case. Maximum cooling was achieved at the center. More
cooling can be seen upstream of the heated spot compared with
downstream, where the isolines almost coincide.
Figure 6b shows the temperature distribution on the backside at
7 s. The asymmetry is difﬁcult to notice from the temperature plots.
The maximum temperature at the center reaches 675 K after 8 s for
the ﬂow-off case and 650 K for the ﬂow-on case.
The asymmetry in cooling is better seen with the temperature
difference between the ﬂow-on and ﬂow-off cases. The surface
temperature difference is found in Fig. 7, and Fig. 8 gives the
backside temperature difference. On the surface, a region of
increased cooling is seen upstream, which is followed by a region of
reduced cooling right before the center. At the center, the cooling
reaches about 50 K after 9 s. At t 1 s, the maximum temperature
difference reaches 60 K. As seen in the uncertainty analysis, the
uncertainty is greater at a small value of time, due to the increase in
the timing error from the large time rate of change of the temperature.
Also, the ﬂow-on and ﬂow-off cases are on a different calibration for
that value of time, such that the bias error does not cancel. It is
therefore believed that the temperature difference is somewhat
overpredicted at t 1 s.
The asymmetry is also seen on the backside; clearly, more cooling
occurs upstream than downstream. The effect of the mismatching
calibration can be seen on all the backside images. For instance, at
Fig. 3 Uncertainty estimates in the temperature differencemeasured by the a) infrared camera on the surface and backside as a function of distance for
t 1 and 10 s and b) thermocouples as a function of time.
Fig. 4 Flow visualization used to determine the edge Mach number and boundary-layer thickness.
Table 2 Test matrix
Laser power, W Maximum intensity,W=cm2 Time on, s
65 1035 10.8
81 1289 10.8
101 1607 10.8
120 1910 10.8
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t 1, a disk of high cooling is seen at r 4 mm. This cooling is not
real, as it is produced from the noncancellation of the bias error for
mismatching integration time. As time increases, the radius of the
disk increases. Data over that area must therefore be discarded.
The 120 W case displayed the greatest difference between the
ﬂow-off and ﬂow-on cases. The maximum surface temperature is
plotted as a function of time for ﬂow on and ﬂow off in Fig. 9. After
10 s, a temperature difference of 90 K was measured. As shown
in Fig. 9, the difference between the ﬂow-off and ﬂow-on cases
remains almost constant between 6 and 10 s. For times below 2 s, the
signal is too weak to get an accurate measurement (as only the
high-temperature calibration was used). Figure 9 also shows that
convective cooling signiﬁcantly changes the time required to reach a
given temperature. For example, for the ﬂow-off case, only 5 s are
required to reach 1500 K, compared with 10 s for the ﬂow-on case.
E. Experimental Results Summary
A summary of the experimental results is shown in Table 3. A
linear relation is found between the maximum surface temperature
and the laser power. Figure 10 shows that the linearity between the
maximum surface temperature difference and the maximal surface
temperature increase at t 10 s (which is proportional with the laser
power), where both are normalized with the recovery temperature.
The slope, equal to 7%, should give a good approximation of the heat
ﬂux reduction due to the ﬂow, as the cooling is expected to be
proportional to the temperature increase, which varies by only 15%
between t 3 to 10 s. In Fig. 11, the ﬂow-off results are scaled by
multiplying the maximum surface temperature increase by 93%.
The scaled ﬂow-off results closely match the ﬂow-on results for a
dimensionless time (t  t= ts=w2) greater than 3, which
corresponds to t 1:1 s, where w and s are the thermal diffusivity
of the solid and the beam waist.
On the backside, a similar temperature difference is observed
between the 65 and 81W cases. More asymmetry was found at 81W
compared with 65W. This was observed on the surface and backside
with both the infrared camera and thermocouple measurements. For
the 81W case, a region of increased cooling is seen upstream, where
a coherent structure clearly appears. More testing at intermediate
powers could help explain why such a difference is seen between the
81 and 65 W cases.
V. Computational Studies
A. Computational Model
GASP version 4.3 (AeroSoft, Inc.) was used for this study.
The integral form of the time-dependent RANS equations in
three dimensions were solved. Roe ﬂux-difference splitting [19]
was used to compute the inviscid ﬂux with third-order spatial
accuracy using the MUSCL reconstruction [20]. The viscous ﬂux
was computed with second-order spatial accuracy using a central
difference. Unsteady solutions were obtained using the dual-
time-stepping method with third-order accuracy. A solver for
the three-dimensional heat-conduction equation was added to
GASP to perform conjugate heat transfer problems. The con-
jugate heat transfer algorithm, which insured continuity of the
temperature and conservation of energy at the ﬂuid–solid inter-
face, was described and validated for high-speed ﬂow by Marineau
et al. [21].
The freestream Mach number was set to 3.75, the static
temperature was 77.4 K, and the static pressure was 9770.5 Pa. A
boundary-layer proﬁle from a ﬂat-plate simulation run up to the
measured thickness was speciﬁed at the inlet with a pointwise
boundary condition.
Fig. 5 Backside thermocouple temperature measurements for run 1 at P 81 W.
Fig. 6 Temperature contours from the infrared camera for P 81 W with ﬂow going from left to right; ﬂow off (top) and ﬂow on (bottom).
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Fig. 7 Surface temperature difference for P 81 W with the ﬂow going from left to right.
Fig. 8 Backside temperature difference for P 81 W with the ﬂow going from left to right.
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To simulate the experiment, the ﬂuid portion of the mesh was
solved with a constant wall temperature until a steady state was
achieved. The steady-state solution became the t 0 solution for the
time-accurate run. That way, modeling of the tunnel’s very complex
starting process is avoided. This simpliﬁcation is valid, as the change
in temperature is small during the short startup process. The steady-
state problem is solvedusing an inﬁnite time step such that the system
is solved with a Newton iteration [12] and converged to a global
residual of 1012. Ten iterations are used on the inner problem.
The laser takes 1 s before reaching its selected power. The startup
is modeled using the following function:
gr; t 

gr sin t
2Ts
 0  t  Ts
gr t > Ts (1)
where r is the distance from the beam center; the startup time of the
laser, Ts equals 1 s; and gr is the intensity (heat ﬂux per unit area)
distribution for a Gaussian beam, deﬁned as
gr  I0 expr2=w2  Pw2 expr
2=w2 (2)
where w is the radius at which the intensity decreases by a factor
equal to e1, I0 is the maximum surface intensity, and P is the
absorbed power. Simulations were performed at 65 and 81 W of
absorbed power. The surface intensity was speciﬁedwith a pointwise
boundary condition.
The time-accurate simulationwas performed using a physical time
step of 3  104 s. Within the dual-time-stepping formulation, 10
inner cycles were performed for each time step. The inner pseudo
time step is set to inﬁnity (i.e., 1015). All cases were solved with the
one-equation Spalart–Allmaras turbulence model. However, to
assess the sensitivity to turbulencemodeling, some caseswere solved
using Wilcox’s k-! and Menter’s shear-stress-transport turbulence
models. It was noticed that turbulence modeling has a small effect on
the maximum surface temperature.
The grid was generated with Gridgen. Only one-half of the ge-
ometry is modeled, due to symmetry. Three grid densities (coarse,
medium, and ﬁne) were generated, and the generalized Richardson
extrapolation method [22] was used to compute the spatial and
temporal discretization errors, which were combined into the total
discretization error using the root-mean-square formula. With ﬂow
on, the total relative error on the maximum temperature for the
medium grid is 2.2%, compared with 1.2% with ﬂow off. The
uncertainty on the temperature difference [flow off  flow on]
at the target center is 5.9% (of the temperature difference) for the
medium grid. The details of the grid and time convergence study are
presented by Marineau [12].
The medium grid for the ﬂuid domain is shown in Fig. 12. An
H-C-H topology was used, allowing localized clustering. The
conjugate heat transfer boundary condition was used at the ﬂuid–
solid interface. An adiabatic boundary condition was used on the
edge and on the backside of the solid. Convective and radiative
boundary conditions on the backside were tried, but the effect on the
temperature was insigniﬁcant (less that 0.01 K). In the ﬂuid,
hyperbolic tangent clustering was used in the z direction to properly
capture the boundary layers. For the medium grid, more than 40
points are located in the boundary layer. The center of the ﬁrst cell of
the wall is located at 2:5  106 m from the wall to get a value of y	
of 0.5. In the solid, hyperbolic tangent clustering was also used in the
z direction.
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Fig. 9 Maximum surface temperature for ﬂow-on and ﬂow-off
conditions at P 120 W.
Table 3 Results summary for temperature and temperature difference of surface js
and backside jb
P, W Tmaxjs, K t, s Tmaxjs, K t, s Tmaxjb, K t, s Tmaxjb, K t, s
65 975 10 50 9 600 10 27 10
81 1175 10 65 10 675 10 25 8
101 —— —— —— —— —— —— 12 4.5
120 1589 10 90 10 —— —— —— ——
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y = 0.0692x
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m
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Fig. 10 Linearity between maximum temperature difference and
maximum temperature increase on the surface.
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Fig. 11 The ﬂow-off maximum temperature increase multiplied by
93% scales with the ﬂow-on solution for t  3.
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B. Computational Results
The use of computational ﬂuid dynamics (CFD) makes it possible
to visualize the change produced by thewall heating on the ﬂowﬁeld.
Results for 65 W of laser power are presented in Fig. 13. Similar
results were observed for the 81W case.Moving away from thewall,
note that the temperature contours get elongated in theﬂowdirection,
as shown in Fig. 13. The temperature disturbance is localized in a thin
near-wall region, such that for a maximum wall temperature of
900 K, the maximum temperature in the ﬂow decreases to 400 K at
only 0.1 mm from the wall. Other ﬂow variables are also affected by
the heated region. A reduction of 60% in the ﬂuid density is observed
and an increase in laminar viscosity exceeding 100% is observed.
The vorticity in the y direction is signiﬁcantly decreased due to ﬂuid
dilation. Detailed results are given by Marineau [12].
The pressure disturbances emanating from the heated region of the
wall get convected downstream along Mach lines, as shown in
Fig. 14b. The intensity of the disturbances is progressively reduced
with increasing distance from the wall, due to three-dimensional
effects. Figure 14a shows the streamlines andw-velocity contours in
the symmetry plane. To improve the visualization of the ﬂow
features, the scale is stretched by a factor of 20 in the z direction.
Clearly, the heated spot acts as a bump, which slightly turns the ﬂow
upward. Very close to the wall, the ﬂow is turned downward behind
the bump, as a region of negative w velocity is seen. The positive
disturbance in the w-velocity component is convected along Mach
lines, whereas the negative disturbance is quickly damped out such
that it remains near the wall.
VI. Comparison of Experiment and Computation
Comparisons between the experiment and the computations are
presented for theP 81 W case in Figs. 15–19. Figures 15a and 15b
show the temperature proﬁles on the target surface with ﬂow off and
ﬂowon. Comparisons on the backside are found in Figs. 16a and 16b.
Fig. 12 Medium grid for the ﬂuid domain composed of four blocks.
Half of the geometry is modeled due to symmetry.
Fig. 13 Predicted temperature contours in the ﬂuid in the x–y plane. Flow is from left to right. Dimensions are in meters.
Fig. 14 CFD results: a) pressure isocontours at t 10 s for P 65 W (a high-pressure region is created upstream of the heat spot, and a low-pressure
region is created downstream) with dimensions are in meters and b) streamlines in the x–z plane at t 10 s. The heat source acts like a bump.
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For both the backside and surface, the temperature is underpredicted
by the computation, with the exception of t 0:5 s for the ﬂow-off
case. However, this difference is contained in the uncertainty margin
when taking into account the bias error. Here, experimental results
indicate that the laser power is probably greater than that reported
by the manufacturer. The temperature difference of 60 K observed
between the computation and the experiment at t 10 s corresponds
to a difference of only 7% in the power level. The dependence of the
emissivity on the temperature could also explain the discrepancy
between the simulation and experiment. However, because the value
of emissivity as a function of temperature for the paint is not known,
this remains speculation. A rise in emissivity of 10% would lead to
an increase in temperature of 30 K. The difference between the
experiment and the computation is less for the ﬂow-on case, because
themeasured temperature decrease due to the ﬂow is greater than that
computed. At t 0:5 s, signiﬁcant asymmetry is found in the
Fig. 15 Comparison between infrared measurement and computed surface temperature as a function of time at P 81 W.
Fig. 16 Comparison between infrared measurement and computed backside temperature as a function of time at P 81 W.
Fig. 17 Comparison of the temperature difference between CFD and experiment for P 81 W (with error bars).
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measured temperature for the ﬂow-on condition, contrary to the
computation that appears to be almost perfectly symmetric. With an
increase in time, this asymmetry is convected further downstream
between x 4 and 6 mm.
The temperature difference proﬁles on the surface at t 10 s and
on the backside at t 8 s are shown in Figs. 17a and 17b.
The temperature is underpredicted at the center. At t 10 s, the
measured temperature difference exceeds 60 K, compared with 30 K
for the computation. At 65 W, the underprediction was less, as the
measured difference reached 50 K, compared with 31 K for the
computation. Upstream of this intense cooling region, good agree-
ment was found between the computation and the experiment. This
situation is clearly visualized in Fig. 18a, in which the computed
surface temperature is plotted on the upper half and themeasurement
is on the lower half. This means that the level of cooling before the
perturbation introduced by the strong heating seems to be well
modeled. Downstream, away from the center, good agreement is also
seen, which leads one to think that the boundary layer relaxes quickly
from its heat-induced perturbation. On the backside, good agreement
is generally found, but more cooling is measured upstream, as shown
in Fig. 18b; this is consistent with the surface prediction.
As shown in Fig. 17a, the measured temperature displays an
oscillatory behavior close to the center. The interface between the
region of cooling and heating probably is not as sharp as the mea-
surements indicate, because heat diffusion should smooth the
gradient out unless a strong ﬂow feature such as a vortex is able to
maintain it. For instance, one can imagine strong heat extraction
dragging the heat aft such that the downstream wall temperature is
increased. The oscillation in the temperature distribution at the center
should damp out with diffusion inside the solid. This can be
explained to some extent, because a different surface temperature
distribution can lead to a similar temperature distribution on the back.
Also, we have noticed that for both the 65 and the 81 W cases, the
greatest temperature difference arises near the center over a very
small area. Moreover, the area of intense cooling is surrounded by an
area of heating, such that the difference in cooling near the center is
not as large as it appears.
The disagreement at the center could be due to the incapacity of the
turbulence model to respond to the strong distortion of the boundary
layer. Speciﬁcally, in the turbulence models, only the solenoidal part
of the dissipation rate is modeled, and the terms due to ﬂuctuations in
viscosity are neglected as is the compressible term. Because there is a
large temperature gradient inside the boundary layer, we can expect
large viscosity ﬂuctuations, such that the viscosity ﬂuctuation terms
in the dissipation rate equationmay become important. The same can
be said about the density, as a large density gradient exists in the
boundary layer. Therefore, the validity of Morkovin’s hypothesis
[23], which assumes that small density ﬂuctuation is questionable for
a ﬂow over a laser-heated wall. The constant-turbulent-Prandtl-
number assumption is also questionable, as it implies a similarity
between the velocity and thermal ﬁelds. One can compute a variable
turbulent Prandtl number by solving two extra transport equations
[24,25]: namely, one for the variance of the temperature ﬂuctuation
and the other for its dissipation rate. Future work regarding such
models could be pursuedwhen trying to improve the prediction of the
surface temperature near the beam center.
On the backside, good agreement is also seen between the infrared
measurements, thermocouple measurements, and computation, as
shown in Figs. 19a and 19b, in which the temperature difference
as a function of time is plotted. The similarity between the two
independent measurement methods demonstrates the reliability of
the measurement systems.
Fig. 18 Comparison of temperature difference between CFD and experiment for P 81 W at t 7 s. Computation on top and experiment on bottom.
Fig. 19 Comparison between infrared and thermocouples measurement and computed backside temperature difference as a function of time for
P 81 W.
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VII. Conclusions
Experiments on a laser-heated target subjected to a supersonic
turbulent ﬂow have shown that an asymmetry in the temperature
distribution increases with laser power. Despite this effect, the
maximum decrease in wall temperature near the beam center, due to
convective cooling, remains proportional to the laser power. The
constant of proportionality corresponds to the ratio of convective
cooling to laser heating, which is equal to 7% for the current
experiments. This simple scaling is effective, because the time rate of
change of the surface temperature quickly decreases such that a
quasi-steady state is achieved. Therefore, excluding short times, the
change in convective cooling is small because it directly scales with
the temperature increase, which varies slowly over large times. The
time scale corresponding to the quasi-steady state is related to the
beam waist w and thermal diffusivity of the solid s, such that it is
useful to form a dimensionless time t  tw2=s. The experiments
show that the scaling is not very good for a dimensionless time
smaller than 3, which corresponds to t 1:1 s for the current
experiments. As a consequence of the scaling, the maximum tem-
perature increase with ﬂow for t= > 3 can be computed from the
ﬂow-off temperature whenmultiplied by 93%, which corresponds to
the heat ﬂux reduction near the center. The scaling of the ﬂow-off
temperature is not valid downstream, away from the center. Over
that region, convective cooling is less, due to the lower wall
temperature, such that the effect of the hot plume has a signiﬁcant
effect on the cooling-rate reduction. For a ﬁxed geometry and plate
material, the maximum convective cooling is expected to increase
linearly with Stanton number andmomentum ﬂux eue at the edge of
the boundary layer. However, because conjugate effects are also
present, coolingwill be affected by the thermal properties of the solid
and the beam-waist-to-plate-thickness ratio w=L. Conjugate effects
should scale with the conjugate Peclet number and w=L. Further
experiments or simulations would be required to precisely quantify
the effect of the ﬂow conditions, geometry, and thermal properties of
the solid on the cooling.
Unsteady RANS conjugate heat transfer simulations of the
experiments have shown that the heated spot acts as a bump, which
deﬂects the ﬂow upward from the pressure increase. Disturbances
propagating along the Mach lines are seen. Such laser-generated
disturbances might be used for ﬂow control. Close to the center,
the measurements display signiﬁcantly more cooling than the com-
putations. The scaling seen in the experiments is not exactly
reproduced by the computation, as the convective cooling to laser
heating at the center reaches 5% at 65W, compared with 4% at 81W.
Downstream, away from the center, good agreement is seen, which
indicates that the boundary layer relaxes quickly from its heat-
induced perturbation. Disagreement near the center might be due to
the incapacity of the turbulence model to respond to the strong
distortion of the boundary layer. The development of new turbulence
models for strongly heated ﬂow might be needed that do not rely on
Morkovin’s hypothesis [23] and the assumption of a similarity
between the temperature and velocity ﬁelds. The experimental
methodology developed in this paper could be used for the
development and validation of such models.
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