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THRESHOLD SOLUTIONS FOR THE FOCUSING 3D CUBIC
SCHRO¨DINGER EQUATION
THOMAS DUYCKAERTS AND SVETLANA ROUDENKO
Abstract. We study the focusing 3d cubic NLS equation with H1 data at the mass-energy
threshold, namely, when M [u0]E[u0] = M [Q]E[Q]. In [14], [15] and [7], the behavior of solutions
(i.e., scattering and blow up in finite time) is classified when M [u0]E[u0] < M [Q]E[Q]. In this
paper, we first exhibit 3 special solutions: eitQ and Q±, here Q is the ground state, and
Q± exponentially approach the ground state solution in the positive time direction and Q+
having finite time blow up and Q− scattering in the negative time direction. Secondly, we
classify solutions at this threshold and obtain that up to H˙1/2 symmetries, they behave exactly
as the above three special solutions, or scatter and blow up in both time directions as the
solutions below the mass-energy threshold. These results are obtained by studying the spectral
properties of the linearized Schro¨dinger operator in this mass-supercritical case, establishing
relevant modulational stability and careful analysis of the exponentially decaying solutions to
the linearized equation.
1. Introduction
We consider the 3d focusing cubic nonlinear Schro¨dinger (NLS) equation on a time interval
I ⊂ R (0 ∈ I)
(1.1)
{
i∂tu+∆u+ |u|2u = 0, (x, t) ∈ R3 × I
u↾t=0 = u0 ∈ H1(R3).
The Cauchy problem (1.1) is locally wellposed in H1, see [12]. We denote the forward lifespan by
[0, T+) and the backward by (T−, 0 ]. If T+(u) < +∞ [or T−(u) > −∞], then limt→T+ ‖u(t)‖H1 =
+∞, [respectively, limt→T− ‖u(t)‖H1 = +∞], and it is said that the solution blows up in finite
time.
The solutions of (1.1) satisfy mass, energy and momentum conservation laws
E[u](t) =
1
2
∫
|∇u(x, t)|2 dx− 1
4
∫
|u(x, t)|4 dx = E[u](0),
M [u](t) =
∫
|u(x, t)|2dx =M [u](0),
P [u](t) = Im
∫
u(x, t)∇u(x, t)dx = P [u](0).
Furthermore, this NLS equation enjoys several invariances. If u(t, x) is a solution, then
- by scaling invariance: so is λu(λx, λ2t), λ > 0;
- by spatial translation: so is u(x+ x0, t) for x0 ∈ R3;
- by time translation: so is u(x, t+ t0) for t0 ∈ R;
- by phase rotation invariance: so is eiθ0u, θ0 ∈ R;
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- by time reversal symmetry: so is u(x,−t).
Observe that all these transformations leave the H˙1/2-norm and the momentum invariant. In
what follows the solutions will be considered up to the (H˙1/2-) symmetries of this NLS equation
meaning up to the above mentioned invariances.
A transformation of solutions to (1.1), which does not leave the H˙1/2-norm nor the momentum
invariant, is the Galilean transformation: if u is a solution, so is
eixξ0e−it|ξ0|
2
u (x− 2ξ0t, t) , ξ0 ∈ R3.
Consider a general focusing NLS equation
i∂tu+∆u+ |u|p−1u = 0, (x, t) ∈ Rd × R,
with the nonlinearity p > 1 and the dimension d such that 0 ≤ sc ≤ 1, where sc = d2 − 2p−1 .
The case when sc = 0 is referred to as mass (or L
2)-critical, the case when sc = 1 is called
energy-critical, and in our case, the NLS equation in (1.1) has sc = 1/2, and thus, is referred to
as H˙1/2-critical.
The focusing mass-critical NLS equation (for example, cubic NLS in 2d) with H1 initial data
was originally studied by Weinstein [31], who showed that there exists a sharp threshold, which
splits the behavior of solutions: (i) ifM [u] < M [Q], then the solution exists globally in time and
(ii) if M [u] ≥ M [Q], then the solution may blow up in finite time. Here, Q is the ground state
solution of −Q+∆Q+ |Q|4/dQ = 0, Q = Q(r), r = |x|, x ∈ Rd. In the first case the scattering
was known for the initial data in L2 and of finite variance (it follows from the pseudoconformal
conservation law, e.g., see [31], [3]). The scattering for radially symmetric solutions with L2
initial data was recently established in [20] for 2d, and in [21] for higher dimensions. For general
L2 initial data scattering is still an open question.
Note that the solution u(x, t) = eitQ(x) (it has M [u] = M [Q]) exists globally in time (in
fact, it is time-periodic), but does not scatter. Under the pseudoconformal transformation this
solution can be mapped into a finite time blow up solution (of the same mass). Merle has shown
that all finite time blow up solutions of minimal massM [u] =M [Q] are pseudoconformal images
(up to phase, translation, scaling and Galilean invariances) of eitQ(x), see [25] for radial H1 data
with finite variance and [26] for general H1 data. Furthermore, he characterized all H1 solutions
of finite variance with the threshold mass M [u] = M [Q]: a solution can be a scaled version of
the time periodic solution eitQ(x), or a blow up solution which is a pseudoconformal image of
eitQ(x) (a “self-similar solution”), or a globally defined solution with quadratically decaying in
time L4/d+2 norm which implies scattering as t→ ±∞.
The focusing energy critical NLS equation (for example, cubic NLS in 4d or quintic NLS in 3d)
was recently studied by Kenig-Merle [16]. They showed that (in dimensions 3, 4 and 5) a sharp
splitting takes place for the Cauchy problem with H˙1rad initial data and an a priori condition
E[u0] < E[W ]: (i) if ‖∇u0‖L2 < ‖∇W‖L2 , then the solution exists globally in time, moreover, it
scatters; (ii) if ‖∇u0‖L2 > ‖∇W‖L2 , and u0 ∈ L2, then finite time blow up occurs1. Here, W is
the stationary solution of (1.1) in H˙1, given explicitly by W (r) = 1/
(
1+ r
2
d(d−2)
)(d−2)/2
, r = |x|,
x ∈ Rd. A similar result (but not necessarily for radial initial data) is established by the same
authors for the energy-critical focusing nonlinear wave (NLW) equation in [17].
1Under the above a priori condition the gradients of u0 and W can not be equal.
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Observe that the above characterization is obtained only if E[u0] < E[W ]. What happens if
this condition is removed? The case of the critical level of energy, i.e., E[u0] = E[W ], was recently
studied by Duyckaerts-Merle in [8]. Richer dynamics for the behavior of solutions as t→ ±∞ are
exhibited. Besides the stationary solution W which exists globally but does not scatter, there
are two more special solutions W− and W+ which approach W in H˙1 in one time direction,
but in the opposite time direction W− scatters and W+ blows up in finite time2. The deciding
factor is the gradient size: ‖∇W−‖L2 < ‖∇W‖L2 and ‖∇W+‖L2 > ‖∇W‖L2 . Moreover, the
classification of all (radial) solutions at the energy critical level is given (up to the symmetries
of the equation): if ‖∇u0‖L2 < ‖∇W‖L2 , then the solution is W− , if ‖∇u0‖L2 > ‖∇W‖L2
(with the additional technical assumption that u0 is in L
2), then the solution is W+, and when
‖∇u0‖L2 = ‖∇W‖L2 , then the solution is W . A similar result is obtained for the energy-critical
focusing NLW equation for general initial data in Duyckaerts-Merle [9].
The results on global existence or finite time blow up for the mass critical NLS and energy
critical NLS equations can be linked by studying the NLS equation with 0 < sc < 1 considered
in Holmer-Roudenko [14, Section 2], see also [15, Section 7]. For the purpose of this paper we
will state the result only for (1.1), i.e., when sc = 1/2. The scattering result in the following
theorem was established initially for the radial H1 data in [15] and the radiality assumption was
removed in [7].
Let Q be the ground state, that is the unique positive radial solution of the equation −Q+
∆Q+ |Q|2Q = 0 (see Subsection 2.1 for the details).
Theorem 1 ([14, 15, 7]). Let u be an H1 solution to (1.1). Suppose
(1.2) M [u0]E[u0] < M [Q]E[Q].
If ‖u0‖L2‖∇u0‖L2 < ‖Q‖L2‖∇Q‖L2 , then ‖u0‖L2‖∇u(t)‖L2 < ‖Q‖L2‖∇Q‖L2 , and thus, the
solution u is globally defined; moreover, it scatters in H1.
If ‖u0‖L2‖∇u0‖L2 > ‖Q‖L2‖∇Q‖L2 , then ‖u0‖L2‖∇u(t)‖L2 > ‖Q‖L2‖∇Q‖L2 and, if either
u0 is radial or has a finite variance, i.e., |x|u0 ∈ L2, then the solution u blows up in finite time.
As in the preceding cases, the determining quantities M [u]E[u] and ‖u0‖L2‖∇u0‖L2 are in-
variant by the scaling of the equation.
Techniques employed above are based on the approach of Kenig-Merle in [16] and [17]. In
particular, scattering is established by the profile decomposition method by Ge´rard [10], which
is a refinement of the concentration-compactness method of P.-L. Lions [23, 24]; see previous
applications to NLS by Merle-Vega [28] and Keraani [19], and to NLW equation by Bahouri-
Ge´rard [1]. For other recent applications of profile decomposition we refer the reader to the
works of Ge´rard [11] on the 3d cubic wave equation, and of Kenig-Merle [18], who established
scattering of solutions for the defocusing cubic NLS in 3d (equation (1.1) with a minus sign in
front of the nonlinearity) with H˙1/2 initial data provided H˙1/2 norm stays bounded globally
in time (see also Colliander-Keel-Staffilani-Takaoka-Tao [6] and references therein for previous
results on the defocusing problem).
Coming back to Theorem 1, we would like to describe the behavior of solutions to (1.1) at
the “critical” mass-energy threshold, i.e., when
(1.3) M [u]E[u] =M [Q]E[Q].
2The blow up is shown for d = 5 and conjectured for other dimensions.
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First, we establish the existence of special solutions (besides eitQ) at the critical mass-energy
threshold.
Theorem 2. There exist two radial solutions Q+ and Q− of (1.1) with initial conditions Q±0
such that Q±0 ∈ ∩s∈RHs(R3) and
(a) M [Q+] = M [Q−] = M [Q], E[Q+] = E[Q−] = E[Q], [0,+∞) is in the (time) domain of
definition of Q± and there exists e0 > 0 such that
∀t ≥ 0, ∥∥Q±(t)− eitQ∥∥
H1
≤ Ce−e0t,
(b) ‖∇Q−0 ‖2 < ‖∇Q‖2, Q− is globally defined and scatters for negative time,
(c) ‖∇Q+0 ‖2 > ‖∇Q‖2, and the negative time of existence of Q+ is finite.
Remark. The best constant −e0 in (a) is given by the negative eigenvalue of the linearized
operator associated to (1.1) around the periodic solution eitQ. Furthermore, the construction of
Q± gives an asymptotic expansion in all Sobolev spaces for all orders of e−e0t of Q± as t→ +∞.
Such precise information is not available for negative times. In particular, we are not able to
describe the behavior of Q+ near the blow-up time, except for what is already known for general
blow-up solutions of (1.1) (see [27], [14]).
Next, we characterize all solutions at the critical mass-energy level as follows:
Theorem 3. Let u be a solution of (1.1) satisfying (1.3).
(a) If ‖∇u0‖2‖u0‖2 < ‖∇Q‖2‖Q‖2, then either u scatters or u = Q− up to the symmetries.
(b) If ‖∇u0‖2‖u0‖2 = ‖∇Q‖2‖Q‖2, then u = eitQ up to the symmetries.
(c) If ‖∇u0‖2‖u0‖2 > ‖∇Q‖2‖Q‖2 and u0 is radial or of finite variance, then either the
interval of existence of u is of finite length or u = Q+ up to the symmetries.
Note that as a consequence of (1.3), the assumptions ‖∇u(t0)‖2‖u(t0)‖2 < ‖∇Q‖2‖Q‖2 and
‖∇u(t0)‖2‖u(t0)‖2 > ‖∇Q‖2‖Q‖2 do not depend on the choice of the initial condition (see §2.3).
Remark. It is worth linking the H˙1/2-critical equation (1.1) with the corresponding mass-critical
and energy-critical once again. The proofs of Theorems 2 and 3 will show that the behavior of
the solutions of (1.1) at the threshold is very close to the one of the energy critical equation
described in the radial case in [8]. In particular, in both cases, the existence of the special
solutions Q± (W± in the energy-critical case) derive from the existence of two real nonzero
eigenvalues for the linearized operator around the periodic solution eitQ (respectively around
the stationary solution W ). On the other hand, in the mass-critical case, the only eigenvalue of
the linearized operator is 0 (see [32]), and the blow-up solution at the threshold is given by the
pseudo-conformal transformation, which is specific to the mass-critical equation.
We next give a formulation of Theorems 1 and 3 that takes the Galilean transformation into
account. Let u be a solution of (1.1). Applying to u, as in [7, Section 4], the Galilean trans-
formation with parameter ξ0 = −P [u]/M [u], we get a solution v of (1.1) with zero momentum
which is the minimal energy solution among all Galilean transformations of u. Precisely,
M [v] =M [u], E[v] = E[u]− 1
2
P [u]2
M [u]
, ‖∇v0‖2L2 = ‖∇u0‖2L2 −
P [u0]
2
M [u0]
.
Applying Theorems 1 and 3 to v, we get
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Theorem 4. Let u be a solution of (1.1) satisfying
E[u]M [u] − 1
2
P [u]2 ≤ E[Q]M [Q].
Then
(a) If ‖∇u0‖22‖u0‖22 − P [u]2 < ‖∇Q‖22‖Q‖22, then either u scatters or u = Q− up to the
symmetries.
(b) If ‖∇u0‖22‖u0‖22 − P [u]2 = ‖∇Q‖22‖Q‖22, then u = eitQ up to the symmetries.
(c) If ‖∇u0‖22‖u0‖22 −P [u]2 > ‖∇Q‖22‖Q‖22 and u0 is radial or of finite variance, then either
the interval of existence of u is of finite length or u = Q+ up to the symmetries.
In the preceding theorem, up to the symmetries of the equation means up to the H˙1/2-
symmetries and the Galilean transformation. If E[u]M [u] ≤ E[Q]M [Q], our results actually
show that the condition ‖∇u0‖22‖u0‖22 > ‖∇Q‖22‖Q‖22 implies the stronger bound ‖∇u0‖22‖u0‖22−
P [u0]
2 > ‖∇Q‖22‖Q‖22.
The paper is organized as follows. In the next section we recall the properties of the ground
state Q, small data theory for Cauchy problem (1.1) and the spectral properties of the linearized
(around the ground state solution eitQ) Schro¨dinger operator. Under the condition (1.3) we
identify a quadratic form associated to the linearized Schro¨dinger operator which can measure
closeness to eitQ and find subspaces of H1 where this form is positive, avoiding thus vanishing
and negative directions. In Section 3 we construct a family of approximate solutions using the
knowledge about the discrete spectrum of the linearized operator and then with a fixed point
argument produce candidates for the special solutions Q− and Q+, thus, proving Theorem 2
except for the negative time behavior of Q±. In Section 4 we discuss the modulational stability
near the ground state solution. Here, we identify the spatial and phase parameters which control
the variations from eitQ (on the subsets where the above mentioned quadratic form is positive)
while the entire variation being small in H1 norm. In Sections 5 and 6 we study solutions
with initial data from Theorem 3 part (a) and (c), respectively. Our main goal is to obtain
exponential convergence for large (positive) time of the gradient variation (4.16) which then will
imply exponential convergence in (positive) time to eitQ (up to spatial translation and phase
rotation), see Lemma 4.4. We also finish Theorem 2 for negative time behavior. In Section 7
we first analyze exponentially small solutions of the linearized Schro¨dinger equation and then
establish the uniqueness of special solutions. We finish the section with the classification of
solutions result. Appendix contains the proof of coercivity of the quadratic form introduced in
Section 3 where we follow Weinstein [32] and a useful inequality, the original idea of which is
due to Banica [2].
Notation. Let S denote the space of Schwartz functions, i.e, the topological space of functions
v satisfying
∀α,N, ‖v‖α,N := sup
x∈R3
∣∣∣(1 + |x|)N∂αx v(x)∣∣∣ <∞,
with the topology given by the family of semi-norms ‖ · ‖α,N .
By Hs we denote the usual Sobolev space of smoothness s in spatial (on R3) variable. Let
H∞ =
⋂
s∈RH
s. We denote by ‖ · ‖p the Lp-norm in spatial variable.
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A couple (q, r) is H˙s-admissible when 2q +
3
r =
3
2 − s and 2 ≤ q, r ≤ ∞. Consider the following
Strichartz norm for functions u of space and time
‖u‖S(H˙1/2) = sup
(q,r) H˙1/2−admissible
4+≤q≤∞, 3≤r≤6−
‖u‖Lqt ,Lrx ,
where 6− < 6 (respectively 4+ > 4) is an arbitrary fixed number, close to 6 (respectively, to 4).
We will also write, if I is an interval and χI is the characteristic function of I,
‖u‖S(I;H˙1/2) = ‖χIu‖S(H˙1/2) .
If a and b are two positive functions of t, we will write a = O(b) when there exists a constant
C > 0 (independent of t) such that a(t) ≤ Cb(t), for all t, and a ≈ b when a = O(b) and
b = O(a).
Throughout the paper, C denotes a large positive constant and c a small positive constant,
that do not depend on the parameters and may change from line to line.
Acknowledgements. T.D. was partially supported by the French ANR Grant ONDNONLIN.
Part of this work was done during S.R. visit to the University of Cergy-Pontoise funded by the
Grant ONDNONLIN. Both authors would like to thank Frank Merle for fruitful discussions on
the subject.
2. Preliminaries
2.1. Properties of the ground state. We recall some well-known properties of the ground
state and refer the reader to [5], [31], [22] as well as [4], [30, Appendix B], [15, §3] for more
details.
Consider the nonlinear elliptic equation
(2.1) −Q+∆Q+ |Q|2Q = 0.
The H1 solutions of this equation can be enumerated by their mass (L2 norm) and the minimal
mass solution, Q, is called the ground state. The function Q is radial, smooth, positive, exponen-
tially decaying at infinity, and characterized as the unique minimizer for the Gagliardo-Nirenberg
inequality: if u ∈ H1(R3),
(2.2) ‖u‖44 ≤ CGN‖∇u‖32‖u‖2, ‖Q‖44 = CGN‖∇Q‖32‖Q‖2,
and
(2.3) ‖u‖44 = CGN‖∇u‖32‖u‖2 =⇒ ∃λ0 ∈ C, ∃x0 ∈ R3 : u(x) = λ0Q(x+ x0).
The above characterization of Q and the concentration-compactness principle (see [23, The-
orem I.2]) yield:
Proposition 2.1. There exists a function ε(ρ), defined for small ρ > 0, such that limρ→0 ε(ρ) =
0 and
∀u ∈ H1,
∣∣∣‖u‖4 − ‖Q‖4∣∣∣+ ∣∣∣‖u‖2 − ‖Q‖2∣∣∣+ ∣∣∣‖∇u‖2 − ‖∇Q‖2∣∣∣ ≤ ρ
=⇒ ∃θ0 ∈ R, x0 ∈ R3,
∥∥∥u− eiθ0Q(· − x0)∥∥∥
H1
≤ ε(ρ).
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We will make the statement of Proposition 2.1 more precise in §4.
We will also need the following equalities, consequences of Pohozhaev identities (see e.g [15,
§3]):
(2.4) ‖Q‖44 = 4 ‖Q‖22 and ‖∇Q‖22 = 3‖Q‖22.
2.2. The Cauchy problem (1.1). Here, we briefly recall global existence and scattering results
for (1.1), for more details see [15]. The small data theory states that there exists a small ǫsd > 0
such that if
(2.5) ‖eit△u0‖S([0,+∞),H˙1/2) ≤ ǫsd,
then the solution u of (1.1) has T+(u0) = +∞ and
(2.6) ∃C > 0 : ‖u‖S([0,+∞);H˙1/2) ≤ C‖eit△u0‖S([0,+∞);H˙1/2).
Next, if u(t) is a solution which is globally defined for positive time, then it scatters in H1 as
t → +∞, meaning that for some φ ∈ H1, lim
t→+∞ ‖u(t) − e
it△φ‖H1 = 0, if it has a uniformly
bounded H1 norm for t ≥ 0 and a finite Strichartz S([0,+∞); H˙1/2) norm. Similar statements
hold for negative times.
2.3. Gradient separation.
Lemma 2.2. Consider (1.1) and suppose (1.3) holds.
(a) If ‖u0‖2‖∇u0‖2 = ‖Q‖2‖∇Q‖2, then u = eitQ up to the invariance of the equation.
(b) If ‖u0‖2‖∇u0‖2 < ‖Q‖2‖∇Q‖2, then u is globally defined and ‖u0‖2‖∇u(t)‖2 < ‖Q‖2‖∇Q‖2
for all t.
(c) If ‖u0‖2‖∇u0‖2 > ‖Q‖2‖∇Q‖2, then ‖u0‖2‖∇u(t)‖2 > ‖Q‖2‖∇Q‖2 for all t in the do-
main of existence of u.
Proof. Without loss of generality we can assume M [u] =M [Q] and E[u] = E[Q] due to scaling:
if M [u] = αM [Q] for some α > 0, then define u˜(x, t) = αu(αx, α2t) which is also a solution of
(1.1), and observe that M [u˜] = 1αM [u] =M [Q] and also E[u˜] = αE[u] = α
M [Q]E[Q]
M [u] = E[Q].
Case (a) is given by the variational characterization (2.3) of Q and the uniqueness of solutions
of (1.1).
For case (b) we show that if ‖∇u(t)‖2 < ‖∇Q‖2 holds for t = 0, then it does for all t. To
the contrary, suppose (by continuity) there exists t1 such that ‖∇u(t1)‖2 = ‖∇Q‖2 . Then by
case (a) with the initial condition at t = t1, the equality holds for all times t contradicting the
condition at t = 0. Hence, such t1 does not exist and the gradient of u(t) is bounded as claimed.
By the finite blow-up criterion u is globally defined.
Case (c) is similar to case (b). 
2.4. Spectral properties of the linearized operator. Consider a solution u of (1.1) close
to eitQ and write u as
u(x, t) = eit(Q(x) + h(x, t)).
Let h1 = Reh and h2 = Imh. We will often identify C and R
2 and consider h = h1 + ih2 ∈ C
as an element
(
h1
h2
)
of R2. Note that h is a solution of the equation
(2.7) ∂th+ Lh = R(h), L :=
(
0 −L−
L+ 0
)
,
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where the self-adjoint operators L+ and L− and the remainder R(h) are defined by
L+h1 := −∆h1 + h1 − 3Q2h1, L−h2 := −∆h2 + h2 −Q2h2,(2.8)
R(h) := iQ (2|h|2 + h2) + i|h|2h.(2.9)
The spectral properties of the operator L are well known and for the following proposition we
refer to [13, Theorem 3.1 and Corollary 3.1] and [32, Proposition 2.8].
Proposition 2.3. Let σ(L) be the spectrum of the operator L, defined on L2(R3)×L2(R3) and
let σess(L) be its essential spectrum. Then
σess(L) = {iξ : ξ ∈ R, |ξ| ≥ 1} , σ(L) ∩ R = {−e0, 0,+e0} with e0 > 0.
Furthermore, e0 and −e0 are simple eigenvalues of L with eigenfunctions Y+ and Y− = Y+ in
S, and the null-space of L is spanned by the four vectors ∂xjQ, j = 1, 2, 3 and iQ.
Remark 2.4. Let Y1 = ReY+ = ReY− and Y2 = ImY+ = − ImY−. Then
L+Y1 = e0Y2 and L−Y2 = −e0Y1.
Remark 2.5. Proposition 2.3 implies that the null-space of L+ is spanned by ∂x1Q, ∂x2Q and
∂x3Q and the null-space of L− is spanned by Q.
Remark 2.6. It also follows from Proposition 2.8 of [32] that
∫
(L−f)f ≥ 0 for all real-valued h
in H1. Together with the preceding remark, we get
∀f ∈ H1 \ {λQ, λ ∈ R},
∫
(L−f)f > 0.
Consider the linearized equation ∂th + Lh = 0. Multiply by i∂th and take the real part to
obtain
(2.10) ∂t
∫
(L+h1)h1 + ∂t
∫
(L−h2)h2 = 0.
Define Φ, a linearized energy, by
(2.11) Φ(h) :=
1
2
∫
|h|2 + 1
2
∫
|∇h|2 − 1
2
∫
Q2(3h21 + h
2
2) =
1
2
∫
(L+h1)h1 +
1
2
∫
(L−h2)h2.
From (2.10) it follows that Φ is conserved for solutions of the linearized equation ∂th+Lh = 0.
By explicit calculation (see the beginning of Appendix A for the details),
(2.12) E[Q+ h] = E[Q] and M [Q+ h] =M [Q] =⇒ Φ(h) =
∫
Q|h|2h1 + 1
4
∫
|h|4,
which shows that |Φ(h)| ≤ c ‖h‖34 for a threshold solution u = eit(Q+ h) of (1.1) which is close
to eitQ. To take advantage of this, we next study the sign of Φ(h).
We denote by B(g, h) the bilinear symmetric form associated to Φ, i.e., for g, h ∈ H1(R3)
(2.13) B(g, h) =
1
2
∫
(L+g1)h1 +
1
2
∫
(L−g2)h2.
By Remark 2.5,
(2.14) ∀h ∈ H1(R3), B(∂x1Q,h) = B(∂x2Q,h) = B(∂x3Q,h) = B(iQ, h) = 0.
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Furthermore, by (2.4)
(2.15) Φ(Q) =
1
2
∫
|Q|2 + 1
2
∫
|∇Q|2 − 3
2
∫
Q4 = −4
∫
Q2 < 0.
Together with (2.14) we get
∀h ∈ span{∂x1Q, ∂x2Q, ∂x3Q, iQ,Q}, Φ(h) ≤ 0.
We next define two subspaces of H1 where Φ is positive. Consider the following orthogonality
relations: ∫
(∂x1Q)h1 =
∫
(∂x2Q)h1 =
∫
(∂x3Q)h1 =
∫
Qh2 = 0,(2.16) ∫
∆Qh1 = 0,(2.17) ∫
Y1 h2 =
∫
Y2 h1 = 0.(2.17’)
Let G⊥ be the set of h ∈ H1 satisfying the orthogonality relations (2.16) and (2.17) and G′⊥
the set of h ∈ H1 satisfying (2.16) and (2.17’). Then
Proposition 2.7 (Coercivity of Φ). There exists a constant c > 0 such that
(2.18) ∀h ∈ G⊥ ∪G′⊥, Φ(h) ≥ c‖h‖2H1 .
Proposition 2.7 is proven in appendix A. Observe that as a consequence of Proposition 2.7,
(2.19)
∫
∆QY1 6= 0.
Indeed, assume
∫
∆QY1 = 0. Then by (2.1) and direct computations,
∫
L+QY1 = 0. By Remark
2.4 we obtain
∫
QY2 = 0 which shows that Q is in G′⊥, contradicting (2.15).
Remark 2.8. In [32] Weinstein gives a sharp description of the semi-group e−tL for the mass-
subcritical and mass-critical focusing NLS equations. In both cases, one may decompose H1 as
a direct sum S ⊕M , where S and M are stable by the flow of e−tL, S is finite dimensional and
contains the eigenfunctions of L, and Φ is equivalent to the H1 norm on M , which implies that
e−tLh0 is bounded in H1 if h0 ∈ M . It is not clear whether such a convenient decomposition
exists for the mass-supercritical NLS equation. Note that the vector space G′⊥, which will
play the roles of M in the sequel, is not invariant by the flow of the semi-group e−tL. However,
Proposition 2.7 is sufficient for our needs, namely the description of the dynamics of exponentially
decaying solutions of the linearized equation (see Subsection 7.1).
3. Existence of special solutions
The aim of this section is to construct the solutions Q+ and Q− of Theorem 2. Namely, we
will show:
Proposition 3.1. Let A ∈ R. If t0 = t0(A) > 0 is large enough, then there exists a radial
solution
UA ∈ C∞
(
[t0,+∞),H∞
)
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of (1.1) such that
(3.1) ∀b ∈ R, ∃C > 0 : ∀t ≥ t0 we have
∥∥∥UA(t)− eitQ−Ae(i−e0)tY+∥∥∥
Hb
≤ Ce−2e0t.
Remark 3.2. Note that by (3.1), the conservation of mass and energy, we have
M [UA] =M [Q], and E[UA] = E[Q].
Furthermore, again by (3.1),∥∥∇UA(t)∥∥2
2
= ‖∇Q‖22 + 2Ae−e0t
∫
∇Q · ∇Y1 +O(e−2e0t), t→ +∞.
By (2.19), replacing Y+ by −Y+ if necessary, we may assume∫
∇Q∇Y1 > 0,
which shows that
∥∥∇UA(t)∥∥2
2
−‖∇Q‖22 has the sign of A for large positive time. Thus, by Lemma
2.2,
∥∥∇UA(t0)∥∥22 − ‖∇Q‖22 has the sign of A. Letting
Q+(x, t) = e−it0U+1(x, t+ t0), Q−(x, t) = e−it0U−1(x, t+ t0),
we get two solutions satisfying
E[Q] = E[Q±], M [Q] =M [Q±], ‖∇Q+(0)‖22 > ‖∇Q‖22, ‖∇Q−(0)‖22 < ‖∇Q‖22
and ∥∥Q± − eitQ∥∥
H1
≤ Ce−e0t, t ≥ 0.
To conclude the proof of Theorem 2, it remains to specify the behavior of Q+ and Q− for
negative t, which we will do in Remark 5.2 and §6.4.
Remark 3.3. We will see in §7.3 that all solutions UA, A > 0 (respectively A < 0) are equal to
Q+ (respectively Q−) up to a translation in time and a multiplication by a complex number of
modulus 1.
The proof of Proposition 3.1 is similar to the one of Proposition 6.1 in [8]. We start with the
construction of a family of approximate solutions to (1.1) that satisfy (3.1), and then prove the
existence of UA by a fixed point argument around an approximate solution.
3.1. A family of approximate solutions.
Proposition 3.4. Let A ∈ R. There exists a sequence (ZAj )j≥1 of functions in S such that
ZA1 = AY+ and, if k ≥ 1 and VAk :=
∑k
j=1 e
−je0tZAj , then as t→ +∞ we have
(3.2) ∂tVAk + LVAk = R(VAk ) +O
(
e−(k+1)e0t
)
in S,
where the linear operator L and the nonlinear term R are defined in (2.7).
Remark 3.5. Let UAk := e
it(Q + VAk ). Then UAk is an approximate solution of (1.1) for large t
and satisfies (3.1). Indeed, as t→ +∞, we have
i∂tU
A
k +∆U
A
k +
∣∣UAk ∣∣2 UAk = O (e−(k+1)e0t) in S.
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Proof of Proposition 3.4. We prove this proposition by induction. For brevity, we omit the
superscript A.
Define Z1 := AY+ and V1 := e−e0tZ1. Then
∂tV1 + LV1 −R(V1) = −R(V1) = −R
(
e−e0tZ1
)
,
which yields (3.2) for k = 1.
Let k ≥ 1 and assume that Z1, . . . ,Zk are known with the corresponding Vk satisfying
(3.2). Expand the expression of R(Vk) by using (2.9), and observe that R(Vk) is of the form∑3k
j=2 e
−je0tfjk with fjk’s being in S. Thus, by (3.2), there exists Uk+1 ∈ S such that, as
t→ +∞, we have
∂tVk + LVk = R(Vk) + e−(k+1)e0tUk+1 +O
(
e−(k+2)e0t
)
in S.
By Proposition 2.3, (k+1)e0 is not in the spectrum of L. Define Zk+1 := − (L − (k + 1)e0)−1 Uk+1.
It is classical that Zk+1 ∈ S (e.g., see [8, Appendix 7.2.2] for an elementary proof in a similar
setting). Then we have
(3.3) ∂t
(
Vk + e−(k+1)e0tZk+1
)
+ L
(
Vk + e−(k+1)e0tZk+1
)
= R(Vk) +O
(
e−(k+2)e0t
)
in S.
Denote Vk+1 := Vk + e−(k+1)e0tZk+1. By (3.3), Vk+1 satisfies, as t→ +∞,
(3.4) ∂tVk+1 + LVk+1 −R(Vk+1) = R(Vk)−R(Vk+1) +O
(
e−(k+2)e0t
)
in S.
Since we have, as t→ +∞, Vj = O
(
e−e0t
)
in S for j = k, k + 1 and Vk − Vk+1 = O(e−(k+1)e0t)
in S, we obtain (using the explicit expression of R),
R(Vk)−R(Vk+1) = O
(
e−(k+2)e0t
)
in S,
as t→ +∞ which shows, in view of (3.4), the desired estimate (3.2) for k + 1. This completes
the proof. 
3.2. Construction of special solutions. Next we prove Proposition 3.1. We will construct a
solution UA such that there exists t0 ∈ R
(3.5) ∀ b ∈ R, ∃C > 0 : ∀ t ≥ t0 and ∀ k ∈ N,
∥∥UA(t)− eit(Q+ VAk (t))∥∥Hb ≤ Ce−(k+1)e0t.
Let b > 3/2 and write
UA = eit
(
Q+ hA
)
.
First, by a fixed point argument we construct a solution of (2.7) hA ∈ C0([tk,+∞),Hb) for k
and tk large and such that
(3.6) ∀ t ≥ tk, ‖hA(t)− VAk (t)‖Hb ≤ e−(k+
1
2
)e0t.
Next, we show by uniqueness arguments that hA does not depend on b and k. Estimate (3.5)
will follow from (3.6). For brevity we again omit the superscript A.
Step 1. Reduction to a fixed point problem. The equation (2.7) may be written as a Schro¨dinger
equation
(3.7) i∂th+∆h− h = −S(h), S(h) := 2Q2h+Q2h+ 2Q|h|2 +Qh2 + |h|2h.
For k ∈ N define
(3.8) εk(t) = i∂tVk +∆Vk − Vk + S(Vk).
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By Proposition 3.4, as t→ +∞,
(3.9) εk(t) = O(e
−(k+1)e0t) in S.
Let v := h− Vk and subtract (3.8) from (3.7) to obtain
(3.10) i∂tv +∆v − v = −S(Vk + v) + S(Vk)− εk.
The solution of (3.10) is given by the equation
v(t) =M(v)(t),(3.11)
where M(v)(t) := −i
∫ +∞
t
ei(t−s)(∆−1)
[
S(Vk(s) + v(s))− S(Vk(s)) + εk(s)
]
ds.
Note that (3.6) is equivalent to ‖v(t)‖Hb ≤ e−(k+
1
2)e0t for t ≥ tk. Thus, we must show that M
is a contraction on B defined by
B = B(tk, k, b) :=
{
v ∈ E, ‖v‖E ≤ 1
}
,
E = E(tk, k, b) :=
{
v ∈ C0([tk,+∞),Hb), ‖v‖E = sup
t≥tk
e(k+
1
2)e0t‖v(t)‖Hb <∞
}
.
This is the object of the following step.
Step 2. Contraction argument. We show that M is a contraction on B for b > 3/2, and k and
tk sufficiently large
3
Throughout this proof, we denote by C a constant depending only on b, and Ck a constant
depending on b and k. Both constants may change from line to line. Note that Hb is closed
under multiplication and conjugation for b > 32 . In view of the identities
F 2 −G2 = (F −G)(F +G), |F |2 − |G|2 = Re ((F −G)(F +G)),
|F |2F − |G|2G = F Re ((F −G)(F +G)) + |G|2(F −G),
we obtain that for F,G ∈ Hb there exists a constant C0 > 0 such that
(3.12)
∥∥S(F )− S(G)∥∥
Hb
≤ C0
∥∥F −G∥∥
Hb
(
1 +
∥∥F∥∥2
Hb
+
∥∥G‖2Hb) .
Let v ∈ B. Observe that for all t ∈ R, eit(∆−1) is an isometry of Hb. By the definition of M,
and applying the bound (3.9) on εk and the estimate (3.12), we get
(3.13) ∀ t ≥ tk, ‖M(v(t))‖Hb ≤ C
∫ +∞
t
‖v(s)‖Hb
(
1 +
∥∥Vk(s)∥∥2Hb + ∥∥v(s)‖2Hb) ds
+ Ck
∫ +∞
t
e−(k+1)e0s ds.
3Note that the condition b > 3/2 is not restrictive: if (3.5) is shown for some b0, it follows for all b ≤ b0.
3D CUBIC NLS 13
By the construction of Vk, ‖Vk(s)‖Hb ≤ Cke−e0s. Furthermore, since v ∈ B, ‖v(s)‖Hb ≤
e−(k+
1
2
)e0s. Hence,
∀ t ≥ tk,
∫ +∞
t
‖v(s)‖Hb
(
1 +
∥∥Vk(s)∥∥2Hb + ∥∥v(s)‖2Hb) ds
≤ 2
∫ +∞
t
(
e−(k+
1
2)e0s + Cke
−(k+ 52)e0s
)
ds ≤
(
2(
k + 12
)
e0
+ Cke
−2e0t
)
e−(k+
1
2)e0t.
Therefore, M(v) ∈ E, and from (3.13) we obtain
‖M(v)‖E ≤ C
k + 12
+ Cke
− 1
2
e0tk .
First, choose k so that C
k+ 1
2
≤ 12 ; next, take tk such that Cke−
1
2
e0tk ≤ 12 . Then M maps
B = B(tk, k, b) into itself.
It remains to show thatM is a contraction. Let v,w ∈ B. By the definition ofM and (3.12),
we have ∥∥M(v)(t) −M(w)(t)∥∥
Hb
≤
∫ +∞
t
∥∥S(Vk(s) + v(s)) − S(Vk(s) + w(t))∥∥Hbds
≤
∫ +∞
t
(
C + Cke
−2e0s) ‖v(s)− w(s)‖Hbds
≤
(
C
k + 12
+ Cke
−2e0tk
)
e−(k+
1
2)t‖v − w‖E .
Choosing if necessary a larger k, then a larger tk, we may assume that
C
k+ 1
2
< 12 and Cke
−2e0tk ≤
1
2 , showing that M is a contraction on B. Hence, Step 2 is complete.
Step 3. End of the proof.
By the preceding step with b = 2, there exists k0 and t0 such that there exists a unique
solution UA of (1.1) satisfying UA ∈ C0([t0,+∞),H2) and for all t ≥ t0
(3.14)
∥∥UA(t)− eitQ− eitVAk0(t)∥∥H2 ≤ e−(k0+ 12 )e0t.
Note that the fixed point argument still holds taking a larger t0, so that the uniqueness remains
valid, for any t′0 ≥ t0, in the class of solutions of (1.1) in C0([t′0,+∞),H2) satisfying (3.14) for
all t ≥ t′0.
Next, we show that UA ∈ C∞([t0,+∞),Hb) and that (3.5) holds for any b ∈ R.
Since UA is a solution of (1.1), it is sufficient to show that UA ∈ C0([t0,+∞),Hb) for any b;
the smoothness in time will follow from (1.1) and Sobolev embeddings. Let b ≥ 2. By Step 2, if
k1 is large enough, there exists t1 and U˜
A ∈ C0([t1,+∞),Hb) such that
∀ t ≥ t1,
∥∥∥U˜A − eitQ− eitVAk1(t)∥∥∥Hb ≤ e−(k1+ 12 )e0t.
Of course, we may choose k1 ≥ k0 + 1. Using that by the construction of VAk ,
∥∥VAk1 − VAk0∥∥Hb ≤
C e−(k0+1)e0t, we get
(3.15) ∀ t ≥ t1,
∥∥∥U˜A − eitQ− eitVAk0(t)∥∥∥Hb ≤ e−(k1+ 12 )e0t + Ce−(k0+1)e0t ≤ Ce−(k0+1)e0t.
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In particular, U˜A satisfies (3.14) for large t. By the uniqueness in the fixed point argument,
UA = U˜A, which shows that UA ∈ C0([t1,+∞),Hb), b ≥ 2. By the persistence of regularity of
equation (1.1), UA ∈ C0([t0,+∞),Hb), b ≥ 2 (and thus for any b ∈ R). Finally, we note that
(3.15) implies (3.5) with k0 replaced by k, which concludes the proof of Proposition 3.1. 
Remark 3.6. The estimate (3.5) yields an asymptotic expansion of UA in terms of e−e0t.
4. Modulation
For u ∈ H1 define
δ(u) =
∣∣∣∣∫ |∇Q|2 − ∫ |∇u|2∣∣∣∣ .
By Proposition 2.1, if
(4.1) M [u] =M [Q], E[u] = E[Q],
and δ(u) is small enough, then there exists θ˜ and X˜ such that e−iθ˜u(· + X˜) = Q + u˜ with
‖u˜‖H1 ≤ ε˜
(
δ(u)
)
, where ε˜(δ) → 0 as δ → 0. Recall that any solution such that (1.3) holds may
be rescaled to a solution satisfying (4.1). The goal of this section is to choose parameters θ˜ and
X˜, when u is a solution of (1.1), in order to obtain linear estimates of these parameters and
their derivatives in terms of δ(u). We only sketch the proofs, which are very close to the ones
of [8, §3.2].
Lemma 4.1. There exist δ0 > 0 and a positive function ε(δ) defined for 0 < δ ≤ δ0, which tends
to 0 when δ tends to 0, such that for all u in H1(R3) satisfying (4.1) and δ(u) < δ0, there exists
a couple (σ,X) in R× R3 such that v = e−iσu(·+X) satisfies
‖v −Q‖H1 ≤ ε(δ),(4.2)
Im
∫
Qv = 0, Re
∫
∂xkQv = 0, k = 1, 2, 3.(4.3)
The parameters σ and X are unique in R/2πZ × R3, and the mapping u 7→ (σ,X) is C1.
Proof. Let us first show the lemma when u is close to Q inH1. Consider the following functionals
on R× R3 ×H1:
J0 : (σ,X, u) 7→ Im
∫
e−iσu(x+X)Q, Jk : (σ,X, u) 7→ Re
∫
e−iσu(x+X) ∂xkQ, k = 1, 2, 3.
Denote J = (J0, J1, J2, J3). The orthogonality conditions (4.3) are equivalent to the condition
J(σ,X, u) = 0.
Note that J(0, 0, Q) = 0. Furthermore, by direct computation and using that since Q is radial,∫
∂xkQ∂xjQ = 0 if j 6= k, one can check that
(
∂J
∂σ ,
∂J
∂X1
, ∂J∂X2 ,
∂J
∂X3
)
is invertible at (0, 0, Q). By
the Implicit Function Theorem there exists ε0, η0 > 0 such that for u ∈ H1
‖u−Q‖H1 < ε0 =⇒ ∃!(σ,X), |σ|+ |X| ≤ η0 and J(σ,X, u) = 0.
If u is as in the Lemma, we reduce the proof to the previous case by choosing θ˜ and X˜ as in
the introduction of this section, so that e−iθ˜u(·+ X˜) is close to Q in H1. The assertions on the
uniqueness of (σ,X) and the regularity of the mapping u 7→ (σ,X) follows from the Implicit
Functions Theorem. 
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Let u be a solution of (1.1) satisfying (4.1). In the sequel we will write
δ(t) := δ(u(t)).
Let Dδ0 be the open set of all times t in the domain of existence of u such that δ(t) < δ0.
On Dδ0 , by Lemma 4.1 we can define parameters σ(t), X(t), which are C
1 functions of t. In
the forthcoming sections, we show under the additional hypothesis that u is close to eitQ, up
to constant modulation parameters, and thus, we rather work with the parameters X(t) and
θ(t) = σ(t)− t. Write
e−iθ(t)−itu (t, x+X(t)) = (1 + α(t))Q(x) + h(t, x),(4.4)
α(t) = Re
e−iθ−it
∫ ∇u(t, x+X(t)) · ∇Q(x)dx∫ |∇Q|2 − 1.
Observe that α is chosen such that h satisfies the orthogonality condition (2.17). By Lemma
4.1, h also satisfies the orthogonality conditions (2.16).
We next obtain a first estimate on the parameters.
Lemma 4.2. Let u be a solution of (1.1) satisfying (4.1). Then, taking a smaller δ0 if necessary,
the following estimates hold for t ∈ Dδ0 :
(4.5) |α(t)| ≈
∣∣∣∣∫ Qh1(t)∣∣∣∣ ≈ ‖h(t)‖H1 ≈ δ(t).
Proof. Let δ˜(t) := |α(t)| + δ(t) + ‖h(t)‖H1 , which is small when δ(t) is small (see (4.2)). The
equality M [Q + αQ + h] = M [u] = M [Q] implies
∫ |αQ + h|2 + 2α ∫ Q2 + 2 ∫ Qh1 = 0, and
hence,
(4.6) |α| = 1M [Q]
∣∣∣∣∫ Qh1∣∣∣∣+O (δ˜2) .
Furthermore, by definition of δ and the orthogonality condition (2.17) on h, we obtain
δ(t) =
∣∣∣∣∫ |∇(Q+ αQ+ h)|2 − ∫ |∇Q|2∣∣∣∣ = ∣∣∣∣(2α+ α2)∫ |∇Q|2 + ∫ |∇h|2∣∣∣∣ ,
which yields
(4.7) |α| = 1
2‖∇Q‖2 δ +O
(
δ˜2
)
.
Note that the orthogonality condition
∫ ∇Q ·∇h1 = 0 implies with equation (2.1) that ∫ Q3h1 =∫
Qh1. Thus, B(Q,h) = −
∫
Qh1, where B is as in (2.13). By (2.12),∣∣∣∣α2Φ(Q) + Φ(h)− 2α ∫ Qh1∣∣∣∣ = |Φ(αQ+ h)| = O (α3 + ‖h‖3H1) ,
Φ(h) = α2|Φ(Q)|+ 2α
∫
Qh1 +O
(
α3 + ‖h‖3H1
)
.(4.8)
By Proposition 2.7 and (2.12), Φ(h) ≈ ‖h‖2H1 . Combining this and (4.8), we get
(4.9) ‖h‖H1 = O
(
|α|+
∣∣∣∣∫ Qh1∣∣∣∣+ δ˜3/2) .
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Substituting (4.6) into (4.9), we get ‖h‖H1 = O
(
|α|+ δ˜3/2
)
, and thus, with (4.7), δ˜ = O(|α|),
which shows that (4.6), (4.7) and (4.9) imply (4.5). 
In the sequel we denote by ′ the derivative with respect to t.
Lemma 4.3 (Bounds on the time-derivatives). Under the assumption of Lemma 4.2, taking a
smaller δ0 if necessary, we have for t ∈ Dδ0
(4.10) |α′|+ |X ′|+ |θ′| = O(δ).
Proof. Let δ∗(t) = δ(t) + |α′(t)|+ |X ′(t)|+ |θ′(t)|. The equation (1.1) and Lemma 4.2 yield for
t ∈ Dδ0
(4.11) i∂th+∆h+ iα
′Q− θ′Q− iX ′ · ∇Q = O(δ + δδ∗) in L2.
Note that by orthogonality relations (2.16) and (2.17) on h, we have
(4.12) ∀ t ∈ Dδ0 , Re
∫
∂xjQ∂th = 0, j = 1, 2, 3, Im
∫
Q∂th = Re
∫
∆Q∂th = 0.
Multiplying (4.11) by Q, integrating the real part on R3, we get by integration by parts (and
using that by (2.17) Re
∫
h∆Q = 0),
(4.13) |θ′| = O(δ + δδ∗).
Similarly, multiplying (4.11) by ∂xjQ, j ∈ {1, 2, 3}, and integrating the imaginary part on R3,
we obtain (using that by Lemma 4.2,
∫
∆h∂xjQ = O(δ)),
(4.14)
∣∣X ′j∣∣ = O(δ + δδ∗),
where X = (X1,X2,X3). Multiplying (4.11) by ∆Q and taking the imaginary part we get
(noting that
∫
∂xjQ∆Q = 0 and that by Lemma 4.2,
∫
∆h∂xjQ = O(δ)),
(4.15) |α′| = O(δ + δδ∗).
Summing up (4.13), (4.14) and (4.15), we obtain
δ∗ = O(δ + δδ∗),
which yields the result if δ0 is chosen small enough. 
We conclude this section by showing the following Lemma, needed in the next two sections.
Lemma 4.4. Let u be a solution of (1.1) satisfying (4.1). Assume that u is defined on [0,+∞)
and that there exist c, C > 0 such that
(4.16) ∀t ≥ 0,
∫ +∞
t
δ(s)ds ≤ Ce−ct.
Then there exist θ0 ∈ R, x0 ∈ R3, c, C > 0 such that
‖u− eit+iθ0Q(· − x0)‖H1 ≤ Ce−ct.
Proof. First observe that (4.16) implies that there exists {tn}n∈N with tn → +∞ such that
(4.17) lim
n→+∞ δ(tn) = 0.
If not, there exists ε > 0 such that δ(t) ≥ ε for a.e. t >
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Fix such {tn}n∈N. Next we show that δ(t) tends to 0 as t tends to +∞. If not, there exists
a sequence {t′n}n∈N which tends to +∞ such that δ(t′n) ≥ ε1 > 0 for some ε1 > 0. Now we
can choose {t′n}, extracting subsequences from {tn} and/or {t′n} if necessary, with the following
properties:
(4.18) ∀n, tn < t′n
(4.19) δ(t′n) = ε1,
and
(4.20) ∀ t ∈ [tn, t′n) δ(t) < ε1.
On [tn, t
′
n] the parameter α(t) is well defined. By Lemma 4.3, |α′(t)| = O(δ(t)), so that by
(4.16),
∫ t′n
tn
|α′(t)|dt ≤ Ce−ctn . Hence,
(4.21) lim
n→+∞ |α(tn)− α(t
′
n)| = 0.
By Lemma 4.2, we have |α(t)| ≈ δ(t). As a consequence, (4.17) implies that |α(tn)| tends to 0,
however, (4.19) implies that |α(t′n)| is bounded from below as t tends to +∞. This contradicts
(4.21) and shows as announced
(4.22) lim
t→+∞ δ(t) = 0.
To conclude the proof of Lemma 4.4, in view of the decomposition (4.4) of u, it is sufficient
to show that there exists θ∞, X∞ such that
(4.23) ∀t ≥ 0, δ(t) + |α(t)| + ‖h(t)‖H1 + |X(t) −X∞|+ |θ(t)− θ∞| ≤ Ce−ct.
Note that by (4.22) and the estimate |α(t)| ≈ δ(t), α(t) tends to 0 as t tends to +∞, and
thus, α(t) = − ∫∞t α′(s)ds. By (4.16) and the estimate |α′(t)| = O(δ(t)), we get the bound on
α(t) in (4.23). Since by Lemma 4.2, |α(t)| ≈ ‖h(t)‖H1 ≈ δ(t), we deduce the bound on δ and
h. From Lemma 4.3, we get |X ′(t)| + |θ′(t)| ≤ Ce−ct. Thus, there exist X∞, θ∞ such that
|X(t)−X∞|+ |θ(t)− θ∞| ≤ Ce−ct, concluding the proof of (4.23). 
5. Convergence to Q in the case ‖∇u0‖2‖u0‖2 > ‖∇Q‖2‖Q‖2
In this section, we show the following proposition, which is the first step in the proof of case
(c) of Theorem 3.
Proposition 5.1. Consider a solution u of (1.1) such that
M [u] =M [Q], E[u] = E[Q],(5.1)
‖∇u0‖2 > ‖∇Q‖2,(5.2)
which is globally defined for positive times. Assume furthermore that u0 is either of finite vari-
ance, i.e.,
(5.3)
∫
|x|2|u0(x)|2 dx <∞,
or radial. Then there exists θ0 ∈ R, x0 ∈ R3, c, C > 0 such that
‖u− eit+iθ0Q(· − x0)‖H1 ≤ Ce−ct.
Moreover, the negative time of existence of u is finite.
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Remark 5.2. The last statement of Proposition 5.1 shows that the radial solution Q+ constructed
in Remark 3.2 has finite negative time of existence.
5.1. Finite variance solutions. In the finite variance case, Proposition 5.1 relies on the fol-
lowing lemma.
Lemma 5.3. Let u be a solution of (1.1) satisfying (5.1), (5.2), (5.3) and
T+(u0) = +∞.(5.4)
Then for all t in the interval of existence of u,
(5.5) Im
∫
x · ∇u(x, t)u(x, t) dx > 0,
and there exist c, C > 0 such that
(5.6) ∀ t ≥ 0,
∫ ∞
t
δ(s) ds ≤ C e−c t.
Let us first assume Lemma 5.3 and prove Proposition 5.1 in the finite variance case.
By (5.5), Im
∫
x ·∇u(x, t)u(x, t) dx > 0 for all t in the interval of existence of u. Now assume
that u is also globally defined for negative times, and consider the function v(x, t) = u(x,−t).
Then v is a solution of (1.1) satisfying the assumptions of Lemma 5.3. Thus, by (5.5), for all t
in the domain of existence of u,
0 < Im
∫
x · ∇v(x,−t) v(x,−t) = − Im
∫
x · ∇u(x, t)u(x, t) dx,
which contradicts (5.5). Hence, the negative time of existence of u is finite. The other assertion
of Proposition 5.1 follows from (5.6) and Lemma 4.4.
To finish Subsection 5.1, we must prove Lemma 5.3.
Proof of Lemma 5.3. Let y(t) :=
∫ |x|2|u(x, t)|2 dx. Then by equation (1.1) and direct compu-
tations, we have, for all t in the interval of existence of the solution u
(5.7) y′(t) = 4 Im
∫
x · ∇uu dx.
Furthermore, y′′(t) = 8
∫ |∇u|2 − 6 ∫ |u|4. By (2.4), ‖Q‖44 = 43‖∇Q‖22. Using that E[u] = E[Q],
we get 8
∫ |∇u|2 − 6 ∫ |u|4 = 4 (‖∇Q‖22 − ‖∇u‖22), and thus,
(5.8) y′′(t) = −4 δ(t) < 0.
Step 1. We first show (5.5), which is equivalent to
(5.9) y′(t) > 0.
If not, there exists t1 such that y
′(t1) ≤ 0. By (5.8), if t0 > t1 we obtain
(5.10) ∀t ≥ t0, y′(t) ≤ y′(t0) < 0.
As T+(u0) = +∞, this shows that y(t) < 0 for large t, yielding a contradiction.
Step 2. End of the proof
We first note that
(5.11)
(
y′(t)
)2 ≤ C y(t) (y′′(t))2 .
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Indeed this is an immediate consequence of (5.7), (5.8) and the following claim, in the spirit
of [2, Lemma 2.1], proven in Appendix B.
Claim 5.4. Let ϕ ∈ C1(R3) and f ∈ H1(R3). Assume that ∫ |f |2|∇ϕ|2 is finite and
(5.12) ‖f‖2 = ‖Q‖2, E[f ] = E[Q].
Then
(5.13)
∣∣∣∣Im ∫ (∇ϕ · ∇f) f ∣∣∣∣2 ≤ C δ2(f)∫ |∇ϕ|2|f |2.
Taking ϕ(x) = |x|2 in the above Claim, we obtain (5.11).
Now, for all t in the interval of existence of u we get y′(t) > 0 and y′′(t) < 0 (see (5.9) and
(5.8)). Thus,
(5.14)
y′(t)√
y(t)
≤ −Cy′′(t).
Integrating between 0 and t ≥ 0, we get√
y(t)−
√
y(0) ≤ −C(y′(t)− y′(0)) ≤ Cy′(0).
This shows that y(t) is bounded for t ≥ 0. From (5.14) we deduce
y′(t) ≤ −Cy′′(t),
which shows
y′(t) ≤ Ce−ct.
Now
y′(t) = −
∫ ∞
t
y′′(s)ds = 4
∫ +∞
t
δ(s)ds.
Hence, we obtain (5.6), concluding the proof of Lemma 5.3. 
5.2. Radial solutions. Assume that u is radial, satisfies (5.1) and (5.2), and that it is globally
defined for positive time. We will show that u has finite variance, which will yield Proposition
5.1 in the case of radial solutions also.
Let ϕ be a radial function such that
0 ≤ ϕ(r), ϕ′′(r) ≤ 2, 0 ≤ r ≤ 1 =⇒ ϕ(r) = r2, 2 ≤ r =⇒ ϕ(r) = 0.
Consider the localized variance
yR(t) =
∫
R2ϕ
( x
R
)
|u(x, t)|2dx.
We know that (5.1) implies 8
∫ |∇u|2 − 6 ∫ |u|4 = 4 (‖∇Q‖22 − ‖∇u‖22) (see the computation
before (5.8)). By explicit calculations, (1.1), (5.1) and the radiality of u and ϕ we get
y′R(t) = 2R Im
∫
u∇ϕ
( x
R
)
· ∇u,(5.15)
y′′R(t) = 4
(∫
|∇Q|2 −
∫
|∇u|2
)
+AR(u(t)) = −4δ(t) +AR(u(t)),(5.16)
where
(5.17) AR(u(t)) = 4
∫ (
ϕ′′
( x
R
)
− 2
)
|∇u|2 −
∫ (
∆ϕ
( x
R
)
− 6
)
|u|4 − 1
R2
∫
∆2ϕ
( x
R
)
|u|2.
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Step 1. Concavity of yR. We first claim
(5.18) ∃R0 > 0, ∀R ≥ R0, y′′R(t) ≤ −2δ(t).
By (5.17), we must show that there exists R0 > 0 such that for R ≥ R0,
(5.19) AR(u(t)) ≤ 2δ(t).
The proof is close to [8, Claim 4.3] and we will only sketch it.
Using that eitQ is a solution of (1.1) such that the corresponding yR(t) is constant and the
corresponding δ(t) is identically zero, we get AR(e
itQ) = 0.
Recall the parameter δ0 of Section 4. First assume that t ∈ Dδ1 (i.e., that δ(t) ≤ δ1), where
δ1 ∈ (0, δ0) will be chosen later. By Lemma 4.2, denoting v = αQ+ h, we get
u(t) = eit(Q+ v(t)), ‖v(t)‖H1 ≤ Cδ(t).
Noting that ϕ′′(x/R)− 2 = ∆ϕ(x/R)− 6 = ∆2ϕ(x/R) = 0 for |x| ≤ R, we get
|AR(u(t))| = |AR(Q+ v)−AR(Q)| ≤ C
∫
|x|≥R
(
Q3|v|+ |v|4 + |∇Q| |∇v|+ |∇v|2 +Q|v|+ |v|2) dx.
In view of the exponential decay of Q, we obtain
|AR(u(t))| ≤ C
(
e−cRδ(t) + δ2(t) + δ4(t)
)
,
which shows that there exists R1 > 0, δ1 > 0 such that (5.19) holds for R ≥ R1, t ∈ Dδ1 .
We now fix such a δ1 and assume δ(t) ≥ δ1. Note that by our assumptions on ϕ,
∫ |∇u|2(ϕ′′−
2) ≤ 0. It remains to bound the two other terms. We have
(5.20)
1
R2
∫
|u|2∆2ϕ(x/R) ≤ C
R2
M [Q] ≤ δ1 ≤ δ(t), if R ≥ R2 =
√
CM [Q]
δ1
.
Recall that by Strauss Lemma [29], u(t) being radial, it is bounded and
∀x ∈ R3 \ {0}, |u(x, t)| ≤ C|x| ‖u(t)‖
1/2
2 ‖∇u(t)‖1/22 .
Hence,∣∣∣∣∫ |u|4(∆ϕ(x/R)− 6)∣∣∣∣ ≤ C ∫|x|≥R |u|4 ≤ CR2 ‖u‖32‖∇u‖2 ≤ CR2M [Q]3/2
√
δ(t) + ‖∇Q‖22
Using that δ(t) ≥ δ1, we get that there exists a constant Cδ1 , depending only on δ1 and such
that ∣∣∣∣∫ |u|4(∆ϕ(x/R) − 6)∣∣∣∣ ≤ Cδ1R2 δ(t).
If R ≥ R3 =
√
Cδ1 , we get
(5.21)
∣∣∣∣∫ |u|4(∆ϕ(x/R) − 6)∣∣∣∣ ≤ δ(t).
By (5.20) and (5.21), we get (5.19) for R ≥ max{R2, R3} in the case δ(t) ≥ δ1 also.
Step 2. Proof of the finite variance of u0. Let us fix R ≥ R0, where R0 is given by Step 1. We
first show that for all t in the domain of existence of u,
(5.22) y′R(t) > 0.
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If not, using that for all t, y′′(t) < 0, there exists t1, ε > 0 such that for t ≥ t1, y′R(t) < −ε,
which contradicts the fact that y is positive and that u is globally defined for positive time.
From the fact that y′R is positive and decreasing, we deduce that it has a finite limit as t goes
to infinity. But then the integral
∫ +∞
0 y
′′
R(t)dt is convergent, which by (5.18) implies∫ +∞
0
δ(s)ds <∞.
Thus, there exists a subsequence tn → +∞ such that δ(tn)→ 0. By Proposition 2.1, extracting
if necessary, there exists θ0 ∈ R such that u(tn)→ eiθ0Q in H1. By (5.22), yR is increasing, and
thus,
yR(0) =
∫
R2ϕ(x/R)|u0|2 ≤
∫
R2ϕ(x/R)|Q|2.
Letting R go to infinity, we get ∫
|x|2|u0|2 <∞,
which shows that we are in the finite variance case, already treated in §5.1. 
6. Convergence to Q in the case ‖∇u0‖2‖u0‖2 < ‖∇Q‖2‖Q‖2
The main purpose of this section is to prove
Proposition 6.1. Consider a solution u of (1.1) such that
(6.1) M [u] =M [Q], E[u] = E[Q], ‖∇u0‖2 < ‖∇Q‖2.
which does not scatter for positive times. Then there exists θ0 ∈ R, x0 ∈ R3, c, C > 0 such that∥∥∥u− eit+iθ0Q(· − x0)∥∥∥
H1
≤ Ce−ct.
We start by proving, in §6.1 that a solution u of (1.1) satisfying (6.1) is compact in H1 up
to a translation x(t) in space. In §6.2 it is shown by a local virial identity, that the parameter
δ(t) =
∣∣∣‖∇u‖22 − ‖∇Q‖22∣∣∣ converges to 0 in mean. In §6.3, combining the results of the earlier
subsections §6.1-6.2, the estimates of Section 4, and a localized virial approach with a spatial
control, we conclude the proof of Proposition 6.1. Finally, §6.4 is dedicated to the behavior of
the special solution Q− constructed in Proposition 3.2 for negative time, concluding the proof
of Theorem 2.
6.1. Compactness properties.
Lemma 6.2. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1. Then
there exists a continuous function x(t) such that
(6.2) K := {u(x+ x(t), t), t ∈ [0,+∞)}
has a compact closure in H1.
Sketch of the proof. We only sketch the argument and refer to the proofs of [16, Prop 4.2], [15,
Prop 5.4] and [8, Lemma 2.8] for detailed proofs in similar contexts.
It is sufficient to show that for every time-sequence τn ≥ 0, there exists (extracting if necessary)
a subsequence xn such that u(x+ xn, τn) has a limit in H
1 (see e.g. [7, Appendix]).
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By the nonradial profile decomposition [7, Lemma 2.1], there exist families of profiles ψj ∈ H1,
and of sequences xjn and t
j
n such that
u(x, τn) =
N∑
j=1
e−it
j
n∆ψj(x− xjn) +WMn (x), lim
M→+∞
lim
n→+∞ ‖e
it∆WMn ‖S(H˙1/2) = 0,(6.3)
lim
n→+∞ |x
j
n − xkn|+ |tjn − tkn| = +∞.(6.4)
The crucial point is to show that there is exactly one nonzero profile. Indeed, if for all j, ψj = 0,
then u must scatter by the local Cauchy problem theory for (1.1).
On the other hand, if at least two profiles are nonzero, then by the Pythagorean expansions
properties of the profile decomposition (see (2.3) and (2.8) in [7]) there exists ε > 0 such that
for all j,
(6.5) M [ψj ]E[e−it
j
n∆ψj ] ≤M [Q]E[Q]− ε, ‖ψj‖2‖∇ψj‖2 ≤ ‖Q‖2‖∇Q‖2 − ε.
Recall that by [15, 7], a solution of (1.1) with initial condition v0 ∈ H1 such that
∥∥v0∥∥2∥∥∇v0∥∥2 <∥∥Q∥∥
2
∥∥∇Q∥∥
2
scatters as t → ±∞. By the existence of wave operators for equation (1.1), there
exists for all j a function vj0 in H
1 such that the corresponding solution vj of (1.1) satisfies
lim
n→+∞
∥∥∥e−itjn∆ψj − vj(tjn)∥∥∥
H1
= 0.
Using the arguments of the proof of [15, Prop 5.4], one can show, as a consequence of (6.4) and
the scattering of vj , that for large n, the solution u(x, t+ τn) of (1.1) is close (for positive times)
to the approximate solution
∑N
j=1 v
j(x− xjn, t+ tjn) of (1.1) (where N is large). Therefore, the
solution u must also scatter for positive time, which yields a contradiction, showing that there
is only one nonzero profile.
As a consequence,
u(x, τn) = e
−it1n∆ψ1(x− x1n) +W 1n(x), limn→+∞ ‖e
it∆W 1n‖S(H˙1/2) = 0.
Furthermore, limn→+∞ ‖W 1n‖H1 = 0. If not, for some ε > 0,
E
[
e−it
1
n∆ψ1
]
M
[
e−it
1
n∆ψ1
]
≤ E[Q]M [Q] − ε,
and one can show by the preceding arguments that u scatters.
It remains to show that t1n is bounded (and thus, converges up to extraction). If not, we may
assume that t1n → +∞ or t1n → −∞. In the first case,∥∥eit∆u(τn)∥∥S((−∞,0];H˙1/2) = ∥∥∥ei(t−t1n)∆ψ1∥∥∥S((−∞,0];H˙1/2) + on(1)
=
∥∥eit∆ψ1∥∥
S((−∞,−t1n];H˙1/2) + on(1),
which goes to 0 as n goes to ∞, showing that u scatters for positive time, a contradiction.
Similarly, in the second case∥∥eit∆u(τn)∥∥S([0,+∞);H˙1/2) = ∥∥eit∆ψ1∥∥S([−t1n,+∞);H˙1/2) + on(1) −→n→+∞ 0.
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Thus, u(τn) satisfies the analogue of (2.5) for negative times, which shows that u scatters for
negative and (by the analogue of (2.6)), ‖u‖S((−∞,τn];H˙1/2) goes to 0 as n goes to ∞. Since
τn ≥ 0, we get that u = 0, contradicting our assumptions. 
Let u be a solution of (1.1) satisfying (6.1). Let x(t) be the translation parameter of Lemma
6.2. Consider δ0 > 0 as in Section 4. The parameters X(t), θ(t), α(t) are defined for t ∈ Dδ0 =
{t | δ(t) < δ0}. By (4.4) and Lemma 4.2, there exists a constant C0 > 0 such that
∀t ∈ Dδ0 ,
∫
|x−X(t)|≤1
|∇u|2 + |u|2 ≥
∫
|x|≤1
|∇Q|2 + |Q|2 − C0δ(t).
Taking a smaller δ0 if necessary, we can assume that the right hand side of the preceding
inequality is bounded from below by a strictly positive constant ε0 on Dδ0 . Thus,
∀t ∈ Dδ0 ,
∫
|x+x(t)−X(t)|≤1
|∇u(x+ x(t))|2 + |u(x+ x(t))|2 ≥ ε0 > 0.
By compactness of K, it follows that |x(t) − X(t)| is bounded on Dδ0 . As a consequence, we
may modify x(t) so that K defined by (6.2) remains precompact in H1 and
(6.6) ∀t ∈ Dδ0 , x(t) = X(t).
It is classical that one may choose the function x to be continuous (see [16, Remark 5.4] and [7,
Lemma A.3]). Therefore, we have shown
Corollary 6.3. Let u be as in Proposition 6.1. Then there exists a continuous function x(t)
such that (6.6) holds and the set K defined by (6.2) has compact closure in H1.
We will also need the following:
Lemma 6.4. Let u be as in Proposition 6.1, and x(t) be defined by Corollary 6.3. Then
(6.7) P [u] = Im
∫
u∇u dx = 0.
Furthermore,
(6.8) lim
t→+∞
x(t)
t
= 0.
Proof. Assume P [u] 6= 0 and consider, as in [7, Prop. 4.1], the Galilean transformation of u,
w(x, t) = eix·ξ0e−it|ξ0|
2
u(x−2ξ0t, t). In order to minimize E[w], we take ξ0 = −P [u]/M [u]. Then
M [w] = M [u] = M [Q], and by the choice of ξ0, E[w] < E[u] = E[Q]. By the result of [7], u
scatters in H1 which contradicts our assumptions, showing (6.7).
For the proof of (6.8) see [7, Lemma 5.1]. 
6.2. Convergence in mean.
Lemma 6.5. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1. Then
(6.9) lim
T→+∞
1
T
∫ T
0
δ(t)dt = 0,
where as in Section 4, δ(t) =
∣∣∣‖∇Q‖22 − ‖∇u(t)‖22∣∣∣.
As an immediate corollary we get
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Corollary 6.6. Under the assumptions of Proposition 6.1, there exists a sequence tn such that
tn → +∞ and
lim
n→+∞ δ(tn) = 0.
In the sequel we will assume, extracting if necessary, that for all n, 1 + tn ≤ tn+1.
Proof of Lemma 6.5. Let ϕ be a C∞ positive radial function on R3 such that ϕ(x) = |x|2 if
|x| ≤ 1 and ϕ(x) = 0 if |x| ≥ 2. Consider the localized variance
(6.10) yR(t) =
∫
R3
R2 ϕ
( x
R
)
|u(x, t)|2dx.
Then by explicit computations and (1.1),
(6.11) y′R(t) = 2R Im
∫
u∇ϕ
( x
R
)
· ∇u, |y′R(t)| ≤ CR.
Furthermore, y′′R(t) =
(
8
∫ |∇u|2 − 6 ∫ |u|4)+AR(u(t)), where
(6.12) AR(u(t)) := 4
∑
j 6=k
∫
∂2ϕ
∂xj∂xk
( x
R
) ∂u
∂xj
∂u
∂xk
+ 4
∑
j
∫ (
∂2ϕ
∂x2j
( x
R
)
− 2
)∣∣∂xju∣∣2
− 1
R2
∫
∆2ϕ
( x
R
)
|u|2 −
∫ (
∆ϕ
( x
R
)
− 6
)
|u|4.
Using as in the proof of Lemma 5.3, that E[u] = E[Q] and M [u] =M [Q], we get
(6.13) y′′R(t) = 4δ(t) +AR(u(t)).
Note that if |y| ≤ 1, (∆2ϕ)(y) = 0, ∂2xjϕ(y) = 2 and ∆ϕ(y) = 6. Thus,
(6.14) |AR(u(t))| ≤ C
∫
|x|≥R
|∇u|2 + |u|4 + 1
R2
|u|2.
Let x(t) be as in Corollary 6.3 and K be defined by (6.2). Let ε > 0. By compactness of K,
there exists R0(ε) > 0 such that
(6.15) ∀ t ≥ 0,
∫
|x−x(t)|≥R0(ε)
|∇u|2 + |u|2 + |u|4 ≤ ε.
Furthermore, by (6.8), there exists t0(ε) ≥ 0 such that
(6.16) ∀t ≥ t0(ε), |x(t)| ≤ εt.
Let
T ≥ t0(ε), R := εT +R0(ε) + 1, t ∈ [t0(ε), T ].
Let us bound the terms in (6.14). Using that |x(t)| ≤ εT and R0(ε) + εT ≤ R, we get
(6.17)
∫
|x|≥R
|∇u|2 + |u|4 + 1
R2
|u|2 ≤
∫
|x−x(t)|+|x(t)|≥R
|∇u|2 + |u|4 + |u|2
≤
∫
|x−x(t)|≥R0(ε)
|∇u|2 + |u|4 + |u|2 ≤ ε.
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By (6.11) and (6.13), we obtain∫ T
t0(ε)
[
4δ(t) +AR(u(t))
]
dt =
∫ T
t0(ε)
y′′R(t)dt ≤ |y′R(T )|+ |y′R(t0(ε))| ≤ CR.
Thus, by (6.14) and (6.17), we have, for some constant C˜ > 0, independent of T and ε,∫ T
t0(ε)
δ(t)dt ≤ C(R+ Tε) ≤ C˜ (R0(ε) + 1 + εT ) .
Hence,
1
T
∫ T
0
δ(t)dt ≤ 1
T
∫ t0(ε)
0
δ(t)dt +
C˜
T
(R0(ε) + 1) + C˜ε.
Passing to the limit superior as T → +∞, then letting ε tends to 0, we get (6.9). 
6.3. Exponential convergence. In this section we prove Proposition 6.1. We refer to [8,
Subsection 3.3] and [9, Subsection 3.3] for similar arguments.
The two ingredients of the proof of Proposition 6.1 are the localized virial argument (Lemma
6.7) and a precise control of the variations of the parameter x(t) (Lemma 6.8).
Lemma 6.7. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1, and
x(t) be as in Corollary 6.3. Then there exists a constant C such that if 0 ≤ σ < τ
(6.18)
∫ τ
σ
δ(t)dt ≤ C
[
1 + sup
σ≤t≤τ
|x(t)|
]
(δ(σ) + δ(τ)).
Proof. Consider the localized variance yR(t) defined by (6.10). By (6.11) and (6.13)
(6.19) y′R(t) = 2R Im
∫
u ∇ϕ
( x
R
)
· ∇u, y′′R(t) = 4δ(t) +AR(u(t)),
where AR is defined in (6.12).
Step 1. Bound on AR. We claim that if ε > 0, there exists a constant Rε such that
(6.20) ∀t ≥ 0, |x| ≥ Rε(1 + |x(t)|) =⇒ |AR(u(t))| ≤ εδ(t).
To prove (6.20), we distinguish two cases.
In the case when δ(t) is small, we use the estimates from Section 4. Consider δ0 > 0 as in
Section 4 (such that the parameters θ(t), X(t), α(t) are well-defined for t ∈ Dδ0). Let δ1 to be
specified later and such that 0 < δ1 < δ0. Assume that t ∈ Dδ1 . Let v = h + αQ, then from
(4.4) and Lemma 4.2, we get
(6.21) u(x, t) = ei(t+θ(t))
[
Q(x−X(t)) + v(x−X(t), t)] and ‖v(t)‖H1 ≤ Cδ(t).
Note that if θ0 and X0 are fixed, then e
iθ0eitQ(· + X0) is a solution of (1.1) such that the
corresponding yR(t) does not depend on t and also δ(t) = 0. As a consequence, AR(e
iθ0eitQ(·+
X0)) = 0 for anyR and t. By the definition (6.12) of AR with the change of variables y = x−X(t),
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we obtain
|AR(u)| =
∣∣∣AR(u)−AR (ei(t+θ(t))Q (x−X(t)))∣∣∣
≤ C
∫
|y+X(t)|≥R
(
|∇Q(y)| |∇v(y)| + |∇v(y)|2
+Q(y) |v(y)| + |v(y)|2 + |v(y)|4
)
dy
≤ C
[ ∫
|y+X(t)|≥R
e−|y|
(|∇v(y)| + |v(y)|+ |v(y)|3)
+
∫
|y+X(t)|≥R
(|∇v(y)|2 + |v(y)|2 + |v(y)|4) ].
By Lemma 4.2, ‖v(t)‖H1 ≤ Cδ(t), and hence, for some constant C0 > 0, we get
(6.22) R ≥ R0 + |X(t)| =⇒ |AR(u(t))| ≤ C0
[
e−R0(δ(t) + δ(t)3) + δ(t)2 + δ(t)4
]
.
Choosing R0 and δ1 such that C0e
−R0 ≤ ε2 and C0(e−R0δ21 + δ1 + δ31) ≤ ε2 , we get
(6.23) R ≥ R0 + |X(t)| and δ(t) ≤ δ1 =⇒ |AR(u(t))| ≤ εδ(t).
Finally, by (6.6) x(t) = X(t) on Dδ0 , which shows that (6.23) implies (6.20) for δ(t) < δ1.
Now assume that δ(t) ≥ δ1. Then by (6.12), there exists a constant C > 0 such that
∀t ≥ 0, |AR(u(t))| ≤ C
∫
|x|≥R
(|∇u(t)|2 + |u(t)|4 + |u(t)|2)
≤ C
∫
|x−x(t)|≥R−|x(t)|
(|∇u(t)|2 + |u(t)|4 + |u(t)|2) .
By the compactness of K, there exists R1 > 0 such that
(6.24) R ≥ |x(t)|+R1 and δ(t) ≥ δ1 =⇒ |AR(u(t))| ≤ εδ1 ≤ εδ(t),
hence, (6.20) for δ(t) ≥ δ1, which completes Step 1.
Step 2. End of the proof.
By (6.19) and (6.20), we get that there exists R2 > 0 such that
R ≥ R2(1 + |x(t)|) =⇒ y′′R(t) ≥ 2δ(t).
Let R = R2(1 + sup
σ≤t≤τ
|x(t)|). Then
(6.25) 2
∫ τ
σ
δ(t)dt ≤
∫ τ
σ
y′′R(t)dt = y
′
R(τ)− y′R(σ)
Note that if δ(t) < δ0, then by (6.19), (6.21) and the change of variables ξ = x−X(t), we get
y′R(t) = 2R Im
∫
v(ξ)∇ϕ
(
ξ +X(t)
R
)
· ∇Q(ξ)
+ 2R Im
∫
Q(ξ)∇ϕ
(
ξ +X(t)
R
)
· ∇v(ξ) + 2R Im
∫
v(ξ)∇ϕ
(
ξ +X(t)
R
)
· ∇v(ξ),
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which yields, by Lemma 4.2, |y′R(t)| ≤ CR(δ(t)+ δ(t)2) ≤ CRδ(t). This inequality remains valid
if δ(t) ≥ δ0 by the straightforward estimate |yR(t)| ≤ CR‖∇u(t)‖2‖u(t)‖2. In view of (6.25), we
get ∫ τ
σ
δ(t)dt ≤ CR(δ(σ) + δ(τ)) ≤ CR2
(
1 + sup
σ≤t≤τ
|x(t)|
)
(δ(σ) + δ(τ)),
which concludes the proof of Lemma 6.7. 
Lemma 6.8 (Control of the variations of x(t)). There exists a constant C > 0 such that
(6.26) ∀σ, τ > 0 with σ + 1 ≤ τ, |x(τ)− x(σ)| ≤ C
∫ τ
σ
δ(t)dt.
Proof. The proof is very similar to the one in [9, Lemma 3.10]. We sketch it for the sake of
completeness. Let δ0 > 0 be as in Section 4. Let us first show that there exist δ2 > 0 such that
(6.27) ∀τ ≥ 0, inf
t∈[τ, τ+2]
δ(t) ≥ δ2 or sup
t∈[τ, τ+2]
δ(t) < δ0.
If not, there exist two sequences tn, t
′
n ≥ 0 such that
δ(tn) −→ 0
n→+∞, δ(t
′
n) ≥ δ0, |tn − t′n| ≤ 2.
Extracting if necessary, we may assume
(6.28) lim
n→+∞ t
′
n − tn = τ ∈ [−2, 2].
By the compactness of K, u(tn, · + x(tn)) converges in H1 to some v0 ∈ H1. By assumption
(6.1) and the fact that δ(tn) tends to 0, E[v0] = E[Q], M [v0] = M [Q] and ‖∇v0‖2 = ‖∇Q‖2.
By Proposition 2.1, v0 = e
iθ0Q(· − x0) for some parameters θ0 ∈ R, x0 ∈ R3. As a consequence,
the solution of (1.1) with the initial condition v0 is e
i(t+θ0)Q(· − x0). By continuity of flow and
(6.28), u(t′n, ·+x(tn)) tends to ei(τ+θ0)Q(·−x0) in H1, which contradicts the fact that δ(t′n) ≥ δ0,
completing the proof of (6.27).
We now show (6.26) with the additional condition that τ ≤ σ+2. By (6.27), we may assume
that supt∈[σ,τ ] δ(t) < δ0 or inft∈[σ,τ ] δ(t) ≥ δ2. In the first case, recalling that by the assumption
(6.6), x(t) = X(t) on Dδ0 , we get (6.26) by time-integration of the estimate |X ′(t)| ≤ Cδ(t) of
Lemma 4.3. In the second case, we have
∫ τ
σ δ(t) ≥ δ2 and (6.27) follows from
∃C > 0, ∀s, t ≥ 0, |t− s| ≤ 2 =⇒ |X(t)−X(s)| ≤ C,
which is a straightforward consequence of the compactness of K in H1 and the continuity of the
flow of equation (1.1).
To complete the proof of Lemma 6.8, it remains to divide [σ, τ ] into intervals of length at least
1 and at most 2 and stick together the previous inequalities to get (4.3) without the assumption
τ ≤ σ + 2. 
We are now ready to prove Proposition 6.1. Let us first show that x(t) is bounded.
Consider the sequence {tn}n given by Corollary 6.6. Recall that tn goes to infinity, that
1+ tn ≤ tn+1, and that δ(tn) tends to 0. By Lemma 6.7 and Lemma 6.8, there exists a constant
C0 > 0 such that
∀N < n, 1 + tN ≤ t ≤ tn =⇒ |x(tN )− x(t)| ≤ C0
(
1 + sup
tN≤s≤tn
|x(s)|
)[
δ(tN ) + δ(tn)
]
.
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Choosing t ∈ [tN + 1, tn] such that |x(t)| = suptN+1≤s≤tn |x(s)|, we get
sup
tN+1≤s≤tn
|x(s)| ≤ C(N) + C0
(
1 + sup
tN+1≤s≤tn
|x(s)|
)[
δ(tN ) + δ(tn)
]
,
where C(N) = |x(tN )|+C0 sup
t∈[tN ,tN+1]
|x(t)| (we assumed δ(tN )+δ(tn) ≤ 1). Fix N large enough
such that C0δ(tN ) ≤ 12 . Then as soon as tn ≥ tN + 1,
1
2
sup
tN+1≤s≤tn
|x(s)| ≤ C(N) + 1
2
+C0
(
1 + sup
tN+1≤s≤tn
|x(s)|
)
δ(tn).
Letting n tend to infinity and using again that δ(tn) tends to 0, we get that |x(t)| is bounded
on [tN + 1,+∞), and thus, by continuity, on [0,+∞).
We will now show that
(6.29) ∃ c, C > 0, ∀σ ≥ 0,
∫ ∞
σ
δ(t)dt ≤ Ce−cσ,
which will yield, together with Lemma 4.4, the conclusion of Proposition 6.1.
By Lemma 6.7 and the boundedness of x(t),
∀σ, τ > 0 such that 0 ≤ σ ≤ τ,
∫ τ
σ
δ(t)dt ≤ C (δ(σ) + δ(τ)) .
Fix σ and take τ = tn, where the sequence (tn)n, given by Corollary 6.6 is such that limn δ(tn) =
0. Letting n tend to ∞, we get that ∫ +∞0 δ(t)dt is finite and for σ ≥ 0, ∫ +∞σ δ(t)dt ≤ Cδ(σ).
Gronwall’s Lemma yields (6.29), concluding the proof of Proposition 6.1. 
6.4. Scattering of Q− for negative times. In this paragraph, we conclude the proof of
Theorem 2 by showing by contradiction that the special solution Q− constructed in Proposition
3.1 and Remark 3.2 scatters as t→ −∞.
If not, applying the arguments of §6.1-6.3 to the solutions Q− and t→ Q−(x,−t) of (1.1), we
get that there exists a parameter x(t), defined for t ∈ R and such that K˜ = {Q−(·+ x(t), t), t ∈ R}
has compact closure in H1. By the argument at the end of §6.3, x(t) is bounded and δ(t) tends
to 0 as t→ ±∞. A simple adjustment of Lemma 6.7 gives
−∞ < σ ≤ τ < +∞ =⇒
∫ τ
σ
δ(t)dt ≤ C
[
1 + sup
σ≤t≤τ
|x(t)|
]
(δ(σ) + δ(τ)) ≤ C(δ(σ) + δ(τ)).
Letting σ go to −∞ and τ to +∞, we get ∫
R
δ(t)dt = 0, thus, δ(t) = 0 for all t, contradicting
the assumption ‖∇u0‖2 < ‖∇Q‖2.
7. Uniqueness
In this section, to conclude the proof of Theorem 3, we show the following uniqueness state-
ment:
Proposition 7.1. Let u be a solution of (1.1), defined on [t0,+∞), such that E[u] = E[Q],
M [u] =M [Q] and
(7.1) ∃ c, C > 0 : ‖u− eitQ‖H1 ≤ Ce−ct ∀t ≥ t0.
Then there exists A ∈ R such that u = UA, where UA is the solution of (1.1) defined in
Proposition 3.1.
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The proof of Proposition 7.1 relies on a careful analysis of solutions of the linearized equation
(equation (7.2) below), that decay exponentially as t tends to +∞. This analysis, carried out
in §7.1, relies on the spectral properties of L described in §2.4. In §7.2 we finish the proof of
Proposition 7.1, and in §7.3 we gather the results of Sections 5, 6 and 7 to show Theorem 3.
7.1. Exponentially small solutions of the linearized equation. Recall the notation of
Section 3, in particular the operator L and its eigenvalues and eigenfunctions. Consider
v ∈ C0 ([t0,+∞),H1) and g ∈ C0 ([t0,+∞), L2)
such that
∂tv + Lv = g, (x, t) ∈ R3 × (t0,+∞),(7.2)
‖v(t)‖H1 ≤ Ce−γ1t, ‖g(t)‖2 ≤ Ce−γ2t, t ≥ t0,(7.3)
where
0 < γ1 < γ2.
For any γ ∈ R, denote by γ− a positive number arbitrary close to γ and such that 0 < γ− < γ.
We now prove the following self-improving estimate.
Lemma 7.2. Under the above assumptions,
(a) if γ2 ≤ e0, then ‖v(t)‖H1 ≤ Ce−γ
−
2
t,
(b) if γ2 > e0, then there exists A ∈ R such that v(t) = Ae−e0tY+ + w(t) with ‖w(t)‖H1 ≤
Ce−γ
−
2
t.
Proof. In this proof we work with the real L2-scalar product, denoted by (·, ·),
(u, v) = Re
∫
u v =
∫
ReuRe v +
∫
Imu Im v.
We first normalize the eigenfunctions of L. Denote
Q0 :=
iQ
‖Q‖2
, Qj :=
∂xjQ∥∥∂xjQ∥∥2 .
From §2.4 recall the quadratic form on H1, Φ, and its associated bilinear form B. From (2.14)
we have
∀j = 0, . . . 3, ∀h ∈ H1, B(Qj, h) = 0, ‖Qj‖2 = 1.
Recall that Φ(Y+) = Φ(Y−) = 0 and B(Y+,Y−) 6= 0. Normalize the eigenfunctions Y+, Y− such
that B(Y+,Y−) = 1. We have
h ∈ G′⊥ ⇐⇒ ∀j, (Qj , h) = 0 and B(Y+, h) = B(Y−, h) = 0.
Indeed, if h1 = Reh, h2 = Imh, in view of (2.13) and Remark 2.4,
B(Y+, h) = e0
2
[
(Y2, h1)− (Y1, h2)
]
, B(Y−, h) = e0
2
[
(Y2, h1) + (Y1, h2)
]
,
which shows that the orthogonality condition (2.17’) is equivalent to the condition B(Y+, h) =
B(Y−, h) = 0.
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Next, write
v(t) = α+(t)Y+ + α−(t)Y− +
3∑
j=0
βj(t)Qj + v⊥(t), v⊥ ∈ G′⊥,(7.4)
where α+(t) = B(v(t),Y−), α−(t) = B(v(t),Y+)(7.5)
∀j ∈ {0, . . . , 3}, βj(t) = (v(t), Qj)− α+(t)(Y+, Qj)− α−(t)(Y−, Qj).(7.6)
By the radiality of Y± and Q, we have (Y+, Qj) = (Y−, Qj) = 0 for j = 1, 2, 3, but we will not
need this property in the sequel.
Step 1. Differential equations on the coefficients. Let us show∣∣α′−(t)− e0α−(t)∣∣ ≤ Ce−γ2t, ∣∣α′+(t) + e0α+(t)∣∣ ≤ Ce−γ2t.(7.7)
∀j ∈ {0, . . . , 3}, |β′j(t)| ≤ C
(‖v⊥(t)‖2 + e−γ2t)(7.8) ∣∣∣∣ ddtΦ(v(t))
∣∣∣∣ ≤ e−(γ1+γ2)t(7.9)
First note that L is antisymmetric for the bilinear form B. Indeed, for g, h ∈ H2
B(g,Lh) = 1
2
(L+g1,−L−h2) + 1
2
(L−g2, L+h1) = −B(Lg, h).
By (7.2) and (7.5), we have
α′−(t) = B(∂tv,Y+) = B(−Lv + g,Y+) = B(v,LY+) +B(g,Y+) = e0α−(t) +B(g,Y+).
In view of assumption (7.3) on g, we get the inequality on α−(t) in (7.7). The inequality on
α+(t) follows from the same argument.
By (7.6), we obtain
β′j =
(
∂tv − α′+Y+ − α′−Y−, Qj
)
=
(− Lv − α′+Y+ − α′−Y−, Qj)+ (g,Qj)
=
(− α+LY+ − α−LY− − α′+Y+ − α′−Y−, Qj)− (Lv⊥, Qj)+ (g,Qj)
Applying (7.7), the first term above is estimated as∣∣(− α+LY+ − α−LY− − α′+Y+ − α′−Y−, Qj)∣∣ ≤ Ce−γ2t.
The assumption (7.3) implies |(g,Qj)| ≤ Ce−γ2t. Furthermore, (Lv⊥, Qj) = (v⊥,L∗Qj), where
L∗ :=
(
0 L+
−L− 0
)
is the L2-adjoint of L, which shows the estimate |(Lv⊥, Qj)| ≤ C ‖v⊥‖2,
completing the proof of (7.8).
It remains to prove (7.9). We have
d
dt
Φ(v(t)) = 2B
(
∂tv(t), v(t)
)
= −2B(Lv, v)+ 2B(g, v).
As B(Lv, v) = −B(Lv, v), we get that B(Lv, v) = 0, which yields (7.9), using again the assump-
tion (7.3) on g, and hence, completing Step 1.
Step 2. Let us show
|α+(t)| ≤ Ce−γ
−
2
t if γ2 ≤ e0,(7.10)
∃A ∈ R, |α+(t)−Ae−e0t| ≤ Ce−γ2t if γ2 > e0.(7.11)
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Indeed, by the second inequality in (7.7), we obtain
(7.12)
∣∣∣∣ ddt(ee0tα+(t))
∣∣∣∣ ≤ Ce(e0−γ2)t.
First assume that γ2 ≤ e0. Then by (7.12), for t ≥ t0,∣∣ee0tα+(t)∣∣ ≤
{
ee0t0α+(t0) + Ce
(e0−γ2)t if e0 > γ2
ee0t0α+(t0) + C(t− t0) if e0 = γ2,
,
which gives (7.10).
Now assume γ2 > e0. Then
∫∞
t0
e(e0−γ2)tdt <∞. By (7.12), we get that ee0tα+(t) has a limit
A as t→∞ and ∣∣ee0tα+(t)−A∣∣ ≤ Ce(e0−γ2)t,
implying (7.11).
Step 3. Conclusion of the proof in a reduced case. Let us conclude the proof when γ2 ≤ e0, or
when γ2 > e0 and A = 0. In both cases we have, in view of (7.7), (7.10) and (7.11),
(7.13) ∀t ≥ t0, |α+(t)|+ |α′+(t)| ≤ Ce−γ
−
2
t.
By the first inequality in (7.7), ∣∣∣∣ ddt (e−e0tα−(t))
∣∣∣∣ ≤ Ce−(e0+γ2)t.
Integrating between t and +∞, we get |α−(t)| ≤ Ce−γ2t, and by (7.7), it follows that
(7.14) ∀t ≥ t0, |α−(t)|+ |α′−(t)| ≤ Ce−γ2t.
By the decomposition (7.4) of v, and recalling that as v⊥ ∈ G′⊥, we have B(Y+, v⊥) = B(Y−, v⊥) =
0, and that B(Y+,Y−) = 1, B(Y+,Y+) = B(Y−,Y−) = 0, we get
Φ(v) = B(v, v) = B(v⊥, v⊥) + 2α+α−.
By (7.9), (7.13) and (7.14),∣∣∣∣ ddtB(v⊥, v⊥)
∣∣∣∣ ≤ C(e−2γ−2 t + e−(γ1+γ2)t) ≤ Ce−(γ1+γ2)t.
Noting that B(v⊥, v⊥) → 0 as t → +∞, and integrating the previous inequality between t and
+∞, we get |B(v⊥, v⊥)| ≤ Ce−(γ1+γ2)t. By Proposition 2.3, we obtain
(7.15) ∀t ≥ t0, ‖v⊥(t)‖H1 ≤ Ce
−
“
γ1+γ2
2
”
t
.
Let j ∈ {0, . . . , 3}. By (7.8), and (7.15),
|β′j(t)| ≤ C
(
e
−
“
γ1+γ2
2
”
t
+ e−γ2t
)
≤ Ce−
“
γ1+γ2
2
”
t
.
Integrating again between t and +∞, we get
(7.16) ∀ t ≥ t0, |βj(t)| ≤ Ce−
“
γ1+γ2
2
”
t
.
In view of the decomposition (7.4) of v, the inequalities (7.13), (7.14), (7.15) and (7.16) imply
∀ t ≥ t0, ‖v(t)‖H1 ≤ Ce−
“
γ1+γ2
2
”
t
.
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Thus, v and g satisfy the assumptions (7.3), with γ1 replaced by γ
′
1 =
γ1+γ2
2 . An iteration
argument yields
(7.17) ‖v(t)‖H1 ≤ Ce−γ
−
2
t,
which concludes the proof when γ2 ≤ e0 or A = 0.
Step 4. Conclusion of the proof in the case γ2 > e0, A 6= 0. Note that if γ1 > e0, we must have
A = 0, so that we may assume γ1 ≤ e0. Let
v˜(t) = v(t)−Ae−e0tY+.
Then
∂tv˜(t) + Lv˜(t) = g(t), ‖v˜(t)‖H1 ≤ Ce−γ1t,
and by (7.11),
lim
t→+∞ e
e0tα˜+(t) = 0,
where α˜+(t) = B(v˜(t),Y−) is the coefficient of Y+ in the decomposition of v˜(t) analogous to
(7.4). Thus, v˜(t) and g satisfy all the assumptions of Step 3. Hence,∥∥v(t)−Ae−e0tY+∥∥H1 ≤ Ce−γ−2 t,
which concludes the proof of Lemma 7.2 in this case also. 
7.2. Uniqueness. Let us prove Proposition 7.1. Let u satisfy the hypothesis and write u =
eit(Q+ h).
Step 1. Improvement of the decay at infinity. We start with showing that if e−0 is any positive
number such that e−0 < e0,
(7.18) ∀t ≥ t0, ‖h(t)‖H1 ≤ Ce−e
−
0
t.
Indeed, we have ∂th + Lh = R(h), where the remainder term R(h), defined in (2.9), is a
sum of quadratic and cubic terms in h. By the assumption (7.1) and Sobolev embeddings,
‖h(t)‖p ≤ Ce−ct for every p ∈ [2, 6], which yields the bound ‖R(h)‖2 ≤ Ce−2ct. Thus, h satisfies
the assumptions of Lemma 7.2 with g = R(h), γ1 = c, γ2 = 2c. If 2c > e0, the proof is complete.
If not, we get ‖h(t)‖H1 ≤ Ce−2c−t, and the result follows from an iteration argument.
Step 2. Consider the special solutions UA constructed in Proposition 3.1, and write UA =
eit(Q+ hA). Let us show that there exists A ∈ R such that for all γ > 0,
(7.19) ∃C > 0, ∀ t ≥ t0, ‖h(t) − hA(t)‖H1 ≤ Ce−γt.
According to Step 1, h fulfills the assumptions of Lemma 7.2 with γ1 = e
−
0 , γ2 = 2e
−
0 . Thus,
there exists A ∈ R such that
(7.20)
∥∥h(t)−Ae−e0tY+∥∥H1 ≤ Ce−2e−0 t.
By the asymptotic development of hA obtained in Section 3,∥∥hA(t)−Ae−e0tY+∥∥H1 ≤ Ce−2e0t.
Thus, (7.20) yields (7.19) for any γ < 2e0. We next show that if (7.19) holds for some γ > e0,
it also holds for γ′ = γ + 12e0. Note that h− hA is a solution to the equation
∂t(h− hA) + L(h− hA) = R(h)−R(hA).
3D CUBIC NLS 33
By the explicit expression of R, and Sobolev inequalities, we get∥∥R(h)−R(hA)∥∥
2
≤ C‖h− hA‖H1
(
‖h‖H1 + ‖hA‖H1 + ‖h‖2H1 + ‖hA‖2H1
)
.
If (7.19) holds for some γ > e0, then∥∥R(h)−R(hA)∥∥
2
≤ Ce−(e0+γ)t,
which shows that h−hA fulfills the assumptions of Lemma 7.2 with γ1 = γ, γ2 = γ+e0, yielding
(7.20) with γ + 12e0 instead of γ. Step 2 is complete.
Step 3. Uniqueness argument.
We are now ready to finish the proof of Proposition 7.1. Let v := h−hA. We must show that
v = 0. We will use that v is a solution to the following Schro¨dinger equation
(7.21) i∂tv +∆v − v = −2Q2v − iQ2v +M,
whereM(t) = iR(h(t))−iR(hA(t)). By Ho¨lder’s inequality and the decay of h and hA at infinity,
there exists a constant C1 > 0 such that
(7.22) ∀t ≥ t0, ‖M(t)‖6/5 ≤ C1e−e0t‖v(t)‖2.
Let t1 ≥ t0, τ > 0 and I = (t1, t1 + τ). By Strichartz estimates, there exists K > 0 such that
‖v‖L∞(I;L2) ≤ K
{
‖v(t1 + τ)‖2 + ‖Q2v‖L1(I,L2) + ‖M(t)‖L2(I;L6/5)
}
.
Integrating in time on I the square of (7.22), we get ‖M(t)‖L2(I,L6/5) ≤ C1√2e0 e
−e0t1‖v‖L∞(I,L2).
Furthermore, ‖Q2v‖L1(I,L2) ≤ τ‖Q2‖∞‖v‖L∞(I,L2). Hence,
‖v‖L∞(I;L2) ≤ K
{
‖v(t1 + τ)‖2 + τ‖Q2‖∞‖v‖L∞(I,L2) +
C1√
2e0
e−e0t1‖v‖L∞(I,L2)
}
.
Let τ = 1
3K‖Q2‖∞ , choose T ≥ t0 such that
C1√
2e0
e−e0T ≤ 13K . Then for t1 ≥ T ,
‖v(t1)‖2 ≤ ‖v‖L∞(I;L2) ≤ 3K‖v(t1 + τ)‖2.
By induction we get
(3K)n‖v(T )‖2 ≤ ‖v(T + nτ))‖2,
which contradicts (7.19) if γ is large enough, unless v(T ) = 0. Thus, h(T ) = hA(T ) and by
uniqueness in (1.1), h = hA, and thus, u = UA, concluding the proof of Proposition 7.1. 
7.3. Proof of the classification result. In this subsection we prove Theorem 3.
We first show that if A 6= 0, UA is equal to Q+ (if A > 0) or Q− (if A < 0) up to a translation
in time and a multiplication by a complex number of modulus 1. Indeed, by (3.1) and the
definition of Q± in Remark 3.2, we have
(7.23) Q±(t) = eitQ± e−e0t0 e(i−e0)tY+ +O
(
e−2e0t
)
in H1.
Fix A > 0 (the proof is similar when A < 0). Let t1 = −t0 − 1e0 logA, so that e−e0(t0+t1) = A.
By (3.1) and (7.23), we obtain
(7.24) e−it1Q+(t+ t1) = eitQ+ e−e0(t0+t1)e−e0teitY+ +O
(
e−2e0t
)
= UA +O(e−2e0t) in H1.
As a consequence e−it1Q+(t + t1) − eitQ tends to 0 exponentially in H1 as t → +∞. By
Proposition 7.1, there exists A˜ such that e−it1Q+(t+ t1) = U
eA. By (7.24) we have A˜ = A, which
shows that UA = e−it1Q+(t+ t1).
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Let u be a solution of (1.1) satisfying the assumptions of Theorem 3. Then M [u]E[u] =
M [Q]E[Q]. Rescaling u we may assume
M [u] =M [Q], E[u] = E[Q].
If ‖∇u0‖2 = ‖∇Q‖2 (case (b)), then by the variational characterization of Q (see §2.1)
u0(x) = e
iθ0Q(x − x0) for some parameters θ0, x0, and thus, by uniqueness of the Cauchy
problem (1.1), u(x, t) = eiθ0+itQ(x− x0). Thus, u is equal to eitQ up to the symmetries of the
equation, yielding case (b).
Assume next ‖∇u0‖2 < ‖∇Q‖2 (case (a)). By assumption, u does not scatter for both positive
and negative times. Replacing u(x, t) by u(x,−t) if necessary, we may assume that u does not
scatter for positive times. By Proposition 6.1, there exists θ0 ∈ R, x0 ∈ R3, and c, C > 0 such
that ∥∥∥u(t)− eit+iθ0Q(· − x0)∥∥∥
H1
≤ Ce−c t, t > 0.
Hence, v(x, t) = e−iθ0u(x+ x0, t) satisfies the assumptions of Proposition 7.1, which shows that
v = UA for some A. As ‖∇u0‖2 < ‖∇Q‖2, the parameter A must be negative proving that v
(and thus u) is equal to Q− up to the symmetries of the equation. Therefore, case (a) of the
theorem follows.
The proof of case (c), combining Proposition 5.1 and Proposition 7.1, is similar to the proof
of case (a) and left to the reader. 
Appendix A. Coercivity properties of the quadratic form
This appendix is dedicated to the proof of the results of §2.4. Before proving Proposition
2.7, we show (2.12). Consider h ∈ H1 and assume E[Q + h] = E[Q] and M [Q + h] = M [Q].
Expanding E[Q+ h] in terms of Q and h, we get
E[Q+h] = E[Q]+
∫
∇Q·∇h1−
∫
Q3h1+
1
2
∫
|∇h|2− 1
2
∫
Q2(3h21+h
2
2)−
∫
Q|h|2h1− 1
4
∫
|h|4.
Since E[Q + h] = E[Q] and
∫ ∇Q · ∇h1 − ∫ Q3h1 = − ∫ (∆Q + Q3)h1 = − ∫ Qh1 by (2.1), we
obtain
0 = −
∫
Qh1 +
1
2
∫
|∇h|2 − 1
2
∫
Q2(3h21 + h
2
2)−
∫
Q|h|2h1 − 1
4
∫
|h|4.
Furthermore, M [Q+ h] =M [Q] implies 2
∫
Qh1 +
∫ |h|2 = 0, yielding
(A.1) Φ(h) =
∫
Q|h|2h1 + 1
4
∫
|h|4,
which gives (2.12).
The remainder of the Appendix is dedicated to the proof of Proposition 2.7.
A.1. Coercivity of Φ on G⊥. Let us prove (2.18) when h ∈ G⊥ (see [32, 33], [30, ex. B11-B14]
for similar proofs for mass-subcritical NLS). We divide the proof into two steps.
Step 1. Nonnegativity. We show, as a consequence of Gagliardo-Nirenberg inequality (2.2), that
if h ∈ H1 satisfies (2.17), then
(A.2) Φ(h) ≥ 0.
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For u ∈ H1, let
(A.3) I(u) :=
‖∇u‖32‖u‖2
‖∇Q‖32‖Q‖2
− ‖u‖
4
4
‖Q‖44
.
By (2.2), I(u) ≥ 0. Take h ∈ H1, α ∈ R and compute the expansion of I(Q+ αh) in α of order
2. By (2.17), we have
∫ ∇Q · ∇h1 = 0, and thus,(∫
|∇(Q+ αh)|2
) 3
2
=
(∫
|∇Q|2
)3/2(
1 +
3
2
α2
∫ |∇h|2∫ |∇Q|2 +O(α4)
)
.
Furthermore,(∫
|Q+ αh|2
)1/2
=
(∫
Q2
)1/2(
1 + α
∫
Qh1∫
Q2
+
1
2
α2
∫ |h|2∫
Q2
− 1
2
α2
(
∫
Qh1)
2(∫
Q2
)2 +O(α3)
)
and ∫
|Q+ αh|4 =
(∫
Q4
)(
1 + 4α
∫
Q3h1∫
Q4
+ α2
∫
6Q2h21 +
∫
2Q2h22∫
Q4
)
+O
(
α3
)
.
Substituting above quantities into (A.3), we obtain
I(Q+ αh) =
(
1 +
3
2
α2
∫ |∇h|2∫ |∇Q|2
)(
1 + α
∫
Qh1∫
Q2
+
1
2
α2
∫ |h|2∫
Q2
− 1
2
α2
(
∫
Qh1)
2(∫
Q2
)2
)
−
(
1 + α
∫
4Q3h1∫
Q4
+ α2
∫
6Q2h21 + 2Q
2h22∫
Q4
)
+O
(
α3
)
.
Since I(Q) = 0 and I(Q+ αh) ≥ 0 for all real α, the linear term in α in the previous estimate
is zero, and the quadratic term is nonnegative. Applying
∫ |∇Q|2 = 3 ∫ Q2 and ∫ Q4 = 4 ∫ Q2,
we get
3
∫ |∇h|2
2
∫ |∇Q|2 +
∫ |h|2
2
∫
Q2
− 6
∫
Q2h21∫
Q4
− 2
∫
Q2h22∫
Q4
−
(∫
Qh1
)2
2
(∫
Q2
)2 = Φ(h)∫ Q2 −
(∫
Qh1
)2
2
(∫
Q2
)2 ≥ 0,
which implies (A.2).
Step 2. Coercivity. We show that if h fulfils (2.16) and (2.17), then for some c∗,
(A.4) Φ(h) ≥ c∗‖h‖2H1 .
Note that Φ(h) = Φ1(h1) + Φ2(h2), where
Φ1(h1) :=
1
2
∫
|∇h1|2 + 1
2
∫
h21 −
3
2
∫
Q2h21 =
1
2
∫
(L+h1)h1,
Φ2(h2) :=
1
2
∫
|∇h2|2 + 1
2
∫
h22 −
1
2
∫
Q2h22 =
1
2
∫
(L−h2)h2.
By Step 1, L+ is nonnegative on {∆Q}⊥ and L− is nonnegative. We will deduce (A.4) from
Remark 2.5 and a classical argument (see the proof of Proposition 2.9 in [32]).
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We claim that under assumptions (2.16) and (2.17), there exists c > 0 such that Φ1(h1) ≥
c ‖h1‖2H1 . For this we first show that there exists c1 > 0 such that
(A.5)
∫
∂x1Qh1 =
∫
∂x2Qh1 =
∫
∂x3Qh1 =
∫
∆Qh1 = 0 =⇒ Φ1(h1) ≥ c1‖h1‖22.
Following the proof of [32, Proposition 2.9], assume that (A.5) does not hold. Then there exists
a sequence of real-valued H1-functions {fn}n such that
lim
n→+∞Φ1(fn) = 0, ‖fn‖2 = 1 and(A.6) ∫
∆Qfn =
∫
(∂x1Q)fn =
∫
(∂x2Q)fn =
∫
(∂x3Q)fn = 0.(A.7)
In particular,
(A.8)
1
2
∫
|∇fn|2 = −1
2
∫
|fn|2 + 3
2
∫
Q2f2n + o(1) = −
1
2
+
3
2
∫
Q2f2n + o(1).
Thus,
∫ |∇fn|2 ≤ C ‖fn‖2 = C, and hence, {fn}n is bounded in H1. Extracting, if necessary, a
subsequence from {fn}n, we get that there exists f∗ ∈ H1 such that
(A.9) fn −⇀
n→+∞ f∗ weakly in H
1.
Since Q is decreasing at infinity, we have
(A.10)
3
2
∫
Q2f2n −→n→+∞
3
2
∫
Q2f2∗ .
By (A.8), it follows that
(A.11)
∫
Q2f2∗ ≥
1
3
,
and, in particular, f∗ 6= 0. Furthermore, lim supn ‖fn‖H1 ≤ ‖f∗‖H1 , and thus, lim supnΦ1(f∗) ≤
lim supnΦ1(fn). By (A.6), lim supnΦ1(f∗) ≤ 0. By the weak convergence,
∫
∆Qf∗ =
∫
(∂x1Q)f∗ =∫
(∂x2Q)f∗ =
∫
(∂x3Q)f∗ = 0. In particular, by Step 1, Φ1(f∗) ≥ 0. Therefore,
(A.12)
1
2
∫
(L+f∗) f∗ = Φ1(f∗) = 0,
and f∗ is the solution to the following minimization problem
0 =
∫
(L+f∗) f∗
‖f∗‖2 = minf∈E\{0}
∫
(L+f) f
‖f‖2 , f∗ ∈ E, where
E :=
{
f ∈ H1,
∫
∆Qf =
∫
(∂x1Q)f =
∫
(∂x2Q)f =
∫
(∂x3Q)f = 0
}
.
Hence, for some Lagrange multipliers λ0, . . . , λ3, we can write
(A.13) L+f∗ = λ0∆Q+ λ1∂x1Q+ λ2∂x2Q+ λ3∂x3Q.
By the symmetry of Q, ∫
(∂xiQ)∂xjQ = 0, i 6= j,
∫
(∆Q)∂xiQ = 0.
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By Remark 2.5, we have L+∂xiQ = 0 for i ∈ {1, 2, 3}, which from (A.13) gives
0 = −
∫
f∗L+(∂xiQ) =
∫
(L+f∗)∂xiQ = λi
∫
|∂xiQ|2 ,
showing that λ1 = λ2 = λ3 = 0. Hence,
(A.14) L+f∗ = λ0∆Q = λ0
(−Q3 +Q) .
Denote Q˜ = Q+ x · ∇Q. Let us show that
(A.15) L+
(
λ0
2
(Q− Q˜)
)
= λ0(−Q3 +Q) = L+f∗.
Indeed, L+Q = −2Q3. Furthermore, if Qλ(x) = λQ(λx), then Q˜ := ∂∂λ (Qλ)↾λ=1. Differentiating
the equality −λ2Qλ+∆Qλ+Q3λ = 0 with respect to λ at λ = 1, we obtain L+Q˜ = −2Q, which
produces (A.15).
By Remark 2.5 and (A.15), there exist µ1, µ2, µ3 such that
f∗ =
λ0
2
(Q− Q˜) + µ1 ∂x1Q+ µ2 ∂x2Q+ µ3 ∂x3Q.
Next, note that
∫
Q˜∂xjQ = 0 (indeed,
∫
Q∂xjQ = 0 by integration by parts, and
∫
xi∂xiQ∂xjQ =
0 by the symmetry of Q). Using that
∫
f∗∂xjQ = 0, we get µ1 = µ2 = µ3 = 0. Hence,
(A.16) f∗ =
λ0
2
(Q− Q˜) = −λ0
2
x · ∇Q.
By straightforward calculation, (A.14) and (A.16), we obtain
Φ1(f∗) =
1
2
∫
(L+f∗)f∗ = −λ
2
0
4
∫
∆Q(x · ∇Q) = −λ
2
0
8
∫
|∇Q|2.
By (A.12), λ0 = 0, and therefore, f∗ = 0, which contradicts (A.11) and concludes the proof of
(A.5).
By the explicit expression of Φ1, we have that for ε > 0 small enough, εΦ1(h1) ≥ ε2
∫ |∇h1|2−
c1
2
∫
h21 for any h1 ∈ H1, where c1 is the constant in (A.5). Adding to (A.5), we get that for
some constant c > 0,∫
(∂x1Q)h1 =
∫
(∂x2Q)h1 =
∫
(∂x3Q)h1 =
∫
∆Qh1 = 0 =⇒ Φ1(h1) ≥ c‖h1‖2H1 .
To conclude the proof of Proposition 2.7, it remains to show that for some constant c > 0,∫
Qh2 = 0 =⇒ Φ2(h2) ≥ c‖h2‖2H1 .
The proof is similar to the previous and we omit it.
A.2. Coercivity of Φ on G′⊥. We first show
(A.17) ∀h ∈ G′⊥ \ {0}, Φ(h) > 0.
If not, there exists h˜ ∈ H1 \ {0} such that
(A.18)
∫
(∂xjQ)h˜1 = 0, j = 1, 2, 3,
∫
Qh˜2 =
∫
Y1h˜2 =
∫
Y2h˜1 = 0 and Φ
(
h˜
) ≤ 0.
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Recall that by Remark 2.5,
∀h ∈ H1, B(∂x1Q,h) = B(∂x2Q,h) = B(∂x3Q,h) = B(iQ, h) = 0.
Furthermore, by (A.18),
(A.19) B(Y+, h˜) = 1
2
∫
(L+Y1) h˜1 + 1
2
∫
(L−Y2) h˜2 = 1
2
e0
∫
Y2 h˜1 − 1
2
e0
∫
Y1 h˜2 = 0,
so we have that ∂xjQ, j = 1, 2, 3, iQ, Y+ and h˜ are orthogonal in the bilinear symmetric form
B. Noting that Φ(iQ) = Φ(∂xjQ) = Φ(Y+) = 0 and that Φ(h˜) ≤ 0, we get
∀h ∈ E := span{∂x1Q, ∂x2Q, ∂x3Q, iQ,Y+, h˜}, Φ(h) ≤ 0.
We claim that dimRE = 6.
Assume that for some real numbers αj , β, γ, δ, we have
(A.20)
3∑
j=1
αj∂xjQ+ βiQ+ γY+ + δh˜ = 0.
By Remark 2.6, B(Y+,Y−) = −e0 (L−Y2,Y2) 6= 0. Furthermore, the same computation as in
(A.19) shows that B(h˜,Y−) = 0. From (A.20) we get that γ B(Y+,Y−) = 0, which implies
γ = 0. Since ∂xjQ, iQ and h˜ are orthogonal in L
2, we also get that αj = β = δ = 0. Thus,
dimE = 6.
We know that Φ is definite positive on G⊥ (a subspace of codimension 5 of H1), hence, cannot
be non-positive on E, yielding a contradiction. The proof of (A.17) is complete.
It remains to show that if h ∈ G′⊥, Φ(h) ≥ c‖h‖2H1 . Let us sketch the proof. As before, it is
sufficient to show
(A.21) ∃c > 0, ∀h ∈ G′⊥, Φ(h) ≥ c‖h‖22.
If not, there exists a sequence hn ∈ G′⊥ such that
(A.22) lim
n→+∞Φ(hn) = 0, and ∀n, ‖hn‖
2
2 = 1.
Extracting a subsequence from (hn) if necessary, we may assume hn ⇀ h
∗ weakly in H1. The
weak convergence of hn implies h
∗ ∈ G′⊥. By (A.22) it is easy to check that h∗ 6= 0 and
Φ(h∗) = 0, which contradicts (A.17), showing as announced (A.21). 
Appendix B. Proof of a Cauchy-Schwarz type inequality
Let us prove Claim 5.4. Let d(f) =
∫ |∇Q|2 − ∫ |∇f |2 (so that δ(f) = |d(f)|) and λ ∈ R.
Then
∥∥eiλϕf∥∥
2
= ‖Q‖2. By the Gagliardo-Nirenberg inequality∥∥∥∇(eiλϕf)∥∥∥3
2
‖Q‖44 ≥ ‖∇Q‖32 ‖f‖44.
Raising the previous inequality to the power 2/3, and expanding
∥∥∇ (eiλϕf)∥∥2
2
, we get
λ2
∫
|∇ϕ|2|∇f |2 + 2λ Im
∫
(∇ϕ · ∇f) f +
∫
|∇f |2 − ‖f‖
8
3
4
‖∇Q‖22
‖Q‖
8
3
4
≥ 0.
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Using elementary properties of quadratic inequalities (in λ), we obtain∣∣∣∣Im ∫ (∇ϕ · ∇f) f ∣∣∣∣2 ≤ (∫ |∇ϕ|2|∇f |2)
∫ |∇f |2 − ‖f‖ 834 ‖∇Q‖22
‖Q‖
8
3
4
 .
We have ‖∇f‖22 = ‖∇Q‖22 − d(f) and, by assumption (5.12), we have ‖f‖44 = ‖Q‖44 − 2 d(f), so
that ∫
|∇f |22 − ‖f‖
8
3
4
‖∇Q‖22
‖Q‖
8
3
4
= ‖∇Q‖22 − d(f)−
(‖Q‖44 − 2d(f)) 23 ‖∇Q‖22
‖Q‖
8
3
4
= ‖∇Q‖22 − d(f)− ‖∇Q‖22 +
4
3
d(f)
‖Q‖44
‖∇Q‖22 +O
(|d2(f)|) .
Recalling that ‖Q‖44 = 43‖∇Q‖22, we obtain∫
|∇f |22 − ‖f‖
8
3
4
‖∇Q‖22
‖Q‖
8
3
4
= O
(|d2(f)|) ,
concluding the proof of the claim. 
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