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BIFURCATION OF LIMIT CYCLES FROM A
NON-SMOOTH PERTURBATION OF A
TWO-DIMENSIONAL ISOCHRONOUS CYLINDER
CLAUDIO A. BUZZI1, RODRIGO D. EUZE´BIO1 AND ANA C. MEREU2
Abstract. Detect the birth of limit cycles in non-smooth vector
fields is a very important matter into the recent theory of dyna-
mical systems and applied sciences. The goal of this paper is to
study the bifurcation of limit cycles from a continuum of periodic
orbits filling up a two-dimensional isochronous cylinder of a vec-
tor field in R3. The approach involves the regularization process
of non-smooth vector fields and a method based in the Malkin’s
bifurcation function for C0 perturbations. The results provide suf-
ficient conditions in order to obtain limit cycles emerging from the
cylinder through smooth and non-smooth perturbations of it. To
the best of our knowledge they also illustrate the implementation
by the first time of a new method based in the Malkin’s bifurca-
tion function. In addition, some points concerning the number of
limit cycles bifurcating from non-smooth perturbations compared
with smooth ones are studied. In summary the results yield a bet-
ter knowledge about limit cycles in non-smooth vector fields in R3
and explicit a manner to obtain them by performing non-smooth
perturbations in codimension one Euclidean manifolds.
1. Introduction
1.1. Setting the problem. Non-smooth vector fields have become
certainly one of the common frontiers between Mathematics and Phy-
sics or Engineering. Many authors have contributed to the study of
non-smooth vector fields (see for instance the pioneering work [7] or
the didactic works [3, 12], and references therein about details of these
multi-valued vector fields). In our approach Filippov’s convention is
considered, see [7]. So, the vector field of the model is non-smooth
across a switching manifold and it is possible for its trajectories to be
confined onto the switching manifold itself. The occurrence of such
behavior, known as sliding motion, has been reported in a wide range
of applications. We can find important examples in electrical circuits
Key words and phrases. limit cycles, non-smooth vector fields, Malkin’s bifurca-
tion function.
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having switches, in mechanical devices in which components collide
into each other, in problems with friction, sliding or squealing, among
others (see [3]).
This work concerns with the existence of limit cycles emerging from a
continuum of periodic solutions filling up a two dimensional cylinder via
a non-smooth perturbation. Such kind of problems are closed related
to the weakest version of the famous 16th Hilbert’s problem proposed
by Arnol’d (see [1] and [2]). Arnol’d asked about the number of limit
cycles bifurcating from the perturbation of a center and up to now many
authors have contributed with this subject. However, the problems of
perturbation of a submanifold filled up by periodic solutions which
appears in the literature are usually restricted to the plane. In our
opinion the perturbation of other kind of two-dimensional manifolds
has been poorly treated in the literature, and this is the goal of this
paper.
Recently in [11] the authors investigated the problem of perturbation
of a two-dimensional cylinder filled up by periodic solutions in R3 by a
smooth function. In their paper, the authors illustrated the implemen-
tation of a method based in the averaging theory for computing the
limit cycles bifurcating from a continuum of periodic solutions occupy-
ing a cylinder. Other papers with similar approaches can be found in
[9] and [10].
In this paper the goal is to generalize the study presented in [11]
for a biggest class of cylinders and also take into account non-smooth
perturbations. We stress out that this is not the situation considered
in paper [11]. We consider the differential system
(1)
x˙ = −y + x(x2 + y2 − 1),
y˙ = x+ y(x2 + y2 − 1),
z˙ = h(x, y).
Observe that once the function h(x, y) does not depend on z, the
cylinder C = {(x, y, z) ∈ R3 : x2+y2 = 1} is an invariant set for system
(1). The solution passing through the point (cos θ0, sin θ0, z0) ∈ C at
time t = 0 is x(t) = cos(t+ θ0), y(t) = sin(t+ θ0) and
(2) z(t) = z0 +
∫ t
0
h(cos(s+ θ0), sin(s+ θ0))ds.
Consequently the solutions on the cylinder C are periodic if the last
integral is periodic. In order to verify such property about this integral,
we must impose some conditions on the function h. Otherwise, the
cylinder is invariant but not filled up with periodic orbits. Indeed,
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we will consider the functions h which can be written into the form
h(x, y) = ρ(x2 + y2)h(x, y), where h(x, y) =
∑
i+j≥1 aijx
iyj. Then we
will achieve conditions on the natural values i and j for which
(3)
∫ t
0
h(cos s, sin s)ds = ρ(1) ·
∑
i+j≥1
aij
∫ t
0
cosi s sinj s ds,
is periodic, when now we take θ0 = 0 in order to simplify the expres-
sions. The expression into the integral takes the following form
cosi s sinj s =
[ i+j2 ]∑
m=0
cm cos((i+ j − 2m)s),
or
cosi s sinj s =
[ i+j2 ]∑
m=0
dm sin((i+ j − 2m)s),
if i+ j is even or odd, respectively (see [6]). Using the formulae below
and a table of integrals one can see that in both cases the integral are
periodic unless i + j − 2m = 0 when j is even. Indeed, in such case
the cosine of the first expression provide a constant term which is not
periodic after integration. However, the condition i+ j−2m = 0 when
j is even implies that i is also even. Then in order to live the last
integral of equality (3) periodic we must impose that i and j can not
be even simultaneously. Moreover, it is not difficult to see that h(x, y)
can be put into the following form
h(x, y) = h1(x
2, y2) + xh2(x
2, y2) + xy h3(x
2, y2) + y h4(x
2, y2).
Hence, since the power of x and y can not be even simultaneously, we
are interested in the class of functions presenting the form h˜(x, y) =
xφ(x2, y2) + xy χ(x2, y2) + y ψ(x2, y2). Therefore, since the periodic
orbits live on the cylinder C, we will take into account that the func-
tions h(x, y) = ρ(x2 + y2)h˜(x, y) satisfying the condition ρ(r2 cos2 θ +
r2 sin2 θ) = ρ(1) for r = 1 in polar coordinates.
In this paper we perform a non-smooth perturbation in system (1).
It means that we consider two special perturbations of system (1) de-
pending on the region of R3, which lead us to a non-smooth system.
The results are obtained by using the Malkin’s bifurcation function
(see [5]) after the performing of a regularization of such non-smooth
system. We stress out that apart from the results presented in this
paper, it has an especial importance because we exhibit a thoroughly
implementation of the method presented in [5]. As far as the authors
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know there is no other examples of implementation of this method in
the literature.
In what follows, in Subsection 1.2, we present the methods and tools
that will be used in this paper. In Subsection 2.1 we introduce the
objects that we will needed in order to state the results. Next, in
Subsection 2.2 we state the results. In Subsection 3.1 we prove the
results and later, in Subsection 3.2, we present a particular example
and briefly discuss some differences between performing smooth and
non-smooth perturbation in system (1).
1.2. Introducing the tools and methods. Let V be an arbitrarily
small neighborhood of 0 ∈ R2 and consider a codimension one manifold
Σ of R2 given by Σ = f−1(0), where f : V → R is a smooth function
having 0 ∈ R as a regular value (i.e. ∇f(p) 6= 0, for any p ∈ f−1(0)).
We call Σ the switching manifold that is the separating boundary of
the regions Σ+ = {q ∈ V | f(q) ≥ 0} and Σ− = {q ∈ V | f(q) ≤ 0}.
Observe that we can assume, locally around the origin of R2, that
f(x, y) = y. Moreover, designate by χ the space of Cr-vector fields on
V ⊂ R2, with r ≥ 1 large enough for our purposes. Call Ω the space
of vector fields Z : V → R2 such that
(4) Z(x, y) =
{
X(x, y), for (x, y) ∈ Σ+,
Y (x, y), for (x, y) ∈ Σ−,
where X = (X1, X2), Y = (Y1, Y2) ∈ χ. The trajectories of Z are
solutions of q˙ = Z(q) and we accept it to be multi-valued at points
of Σ. The basic results of differential equations in this context were
stated by Filippov in [7], that we summarize next. Indeed, consider
Lie derivatives
X.f(p) = 〈∇f(p), X(p)〉 and X i.f(p) = 〈∇X i−1.f(p), X(p)〉 , i ≥ 2
where 〈., .〉 is the usual inner product in R2.
We distinguish the following regions on the discontinuity set Σ:
(i) Σc ⊆ Σ is the sewing region if (X.f)(Y.f) > 0 on Σc .
(ii) Σe ⊆ Σ is the escaping region if (X.f) > 0 and (Y.f) < 0 on
Σe.
(iii) Σs ⊆ Σ is the sliding region if (X.f) < 0 and (Y.f) > 0 on Σs.
In this paper we consider a plane separating the cylinder C into two
parts in order to perturb each one into two different functions. Never-
theless, due to the arrangement of C, we will take y = 0 as this plane
in such way that each orbit on the cylinder intersects Σ transversally
in two distinct points. It is clear that the switching manifold in this
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case is given by Σ = F−1(0) where F (x, y, z) = y. Note that the inter-
section of the cylinder C with Σ are the straight lines x = ±1; we note
also that Σ separates C in two connected components (see Figure 1).
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Figure 1. The intersection between Σ and C.
Now we perturb system (1). Taking into account the geometry of Σ,
we will consider the polynomials g± = (p±, q±, r±) given by
(5)
p±(x, y, z) =
∑
i+j+k≤m
a±ijkx
iyjzk,
q±(x, y, z) =
∑
i+j+k≤n
b±ijkx
iyjzk,
r±(x, y, z) =
∑
i+j+k≤p
c±ijkx
iyjzk,
with i, j, k ∈ N and aijk, bijk, cijk ∈ R, ∀i, j, k ∈ N. Moreover, consider
the function
g(x, y, z) =
1
2
(g+(x, y, z)+g−(x, y, z))+
sgn(y)
2
(g+(x, y, z)−g−(x, y, z)),
and observe that the expression of the function g take different forms
different depending on the signal of y, i.e., g(p) = g+(p) if p ∈ Σ+ =
{y ≥ 0} and g(p) = g−(p) if p ∈ Σ− = {y ≤ 0} for each p ∈ R3. Then,
by performing a perturbation in system (1) through the non-smooth
function g we obtain the non-smooth differential system
(6) X˙ε = f(t, X) + εg(X).
where f(t, X) is the vector field of system (1), X = (x, y, z) and ε is a
small parameter.
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Following the Filippov’s convention, we have XF (x, y, z) = Y F (x,
y, z) = y(x2+y2−1)+x when ε = 0 and then XF (±1, 0, z)· Y F (±1, 0,
z) = 1 Therefore C ∩ Σ ⊂ Σc. Also, if |ε| 6= 0 is sufficiently small, the
intersection C∩Σ still occurs in sewing points since the transversality
of the solutions passing through sewing points is stable.
A powerful tool for study the perturbation of a continuum of peri-
odic solutions as system (6) is the averaging theory. Despite, in [8]
the authors exhibits a result based in the averaging theory where it is
possible to consider non-smooth vector fields into the standard form,
i.e., when f(t, X) ≡ 0. However, system (6) is not in the standard
form, then we can not apply the results of [8]. In fact, once function
g in system (6) is non-smooth, as far as the authors know there is no
perturbation method in the literature that works out in this system.
Nevertheless, in those cases where g is C0, we can apply a result based
in the Malkin’s bifurcation function presented in [5], even if the consid-
ered system is not in the standard form. This method is summarized
in the following theorem.
Theorem 1. Consider the T -periodic differential system
(7) x˙ = f(t, x) + εg(t, x, ε),
where f ∈ C2(R×Rn,Rn) and g ∈ C0(R×Rn×[0, 1],Rn) are T -periodic
in the first variable and g is locally uniformly Lipschitz with respect to
its second variable. For z ∈ Rn denote by x(·, z, ε) the solution of (7)
such that x(0, z, ε) = z. Assume that the unperturbed system
(8) x˙ = f(t, x)
satisfies the following conditions.
i) There exist an open ball U ⊂ Rk with k ≤ n and a function
ξ ∈ C1(U,Rn) such that for h ∈ U the n× k matrix Dξ(z) has
rank k and ξ(z) is the initial condition of a T -periodic solution
of (8).
ii) For each h ∈ U the linear system
(9) y˙ = Dxf(t, x(t, z, 0))y
with z = ξ(z) has the Floquet multiplier +1 with the geometric
multiplicity equal to k.
Let u1(·, z), ..., uk(·, z) be linearly independent T -periodic solutions
of the adjoint linear system
BIFURCATION OF LIMIT CYCLES FROM A NON-SMOOTH CYLINDER 7
(10) u˙ = −(Dxf(t, x(t, ξ(z), 0)))∗u,
such that u1(0, z), ..., uk(0, z) are C
1 with respect to h and define the
function M : U → Rk (called the Malkin’s bifurcation function) by
M(z) =
∫ T
0

 〈u1(s, z) , g(s, x(s, ξ(z), 0), 0)〉...
〈uk(s, z) , g(s, x(s, ξ(z), 0), 0)〉

 ds.
Then the following statements hold.
1) For any sequences (ϕm)m≥1 from C
0(R,Rn) and (εm)m≥1 from
[0, 1] such that ϕm(0)→ ξ(z0) ∈ ξ(U), εm → 0 as m→∞ and
ϕm is a T -periodic solution of (7) with ε = εm, we have that
M(z0) = 0.
2) If M(z) 6= 0 for any z ∈ ∂U and d(M,U) 6= 0, then there
exists ε1 > 0 sufficiently small such that for each ε ∈ (0, ε1]
there is at least one T -periodic solution ϕε of system (7) such
that ρ(ϕε(0), ξ(U)) → 0 as ε → 0, where ρ(ϕε(0), ξ(U)) =
minζ∈ξ(U) ‖ϕε(0)− ζ‖ and ‖.‖ is a norm in Rn.
In addition we assume that there exists z0 ∈ U such that M(z0) = 0,
M(z) 6= 0 for all z ∈ U\{z0} and the Brouwer degree d(M,U) of M
in U satisfies d(M,U) 6= 0. Moreover, calling w0 = ξ(z0), we assume
that:
iii) For δ > 0 sufficiently small there exists Mδ ⊂ [0, T ] Lebesgue
measurable with mes(Mδ) = o˜(δ) such that
‖g(t, w1 + ζ, ε)− g(t, w1, 0)− g(t, w2 + ζ, ε) + g(t, w2, 0)‖
≤ o˜(δ) ‖w1 − w2‖ ,
for all t ∈ [0, T ]\Mδ and for all w1, w2 ∈ Bδ(w0), ε ∈ [0, δ] and
ζ ∈ Bδ(0).
iv) There exists δ1 > 0 and LM > 0 such that
‖M(z1)−M(z2)‖ ≥ LM ‖z1 − z2‖ , for all z1, z2 ∈ Bδ1(z0).
Then the following conclusion holds.
3) There exists δ2 > 0 such that for any ε ∈ (0, ε1], ϕε is the
only T -periodic solution of (7) with initial condition in Bδ2(w0).
Moreover ϕε(0)→ ξ(z0) as ε→ 0.
The proof of Theorem 1 can be found in [5] (Theorem 7, pag. 3916).
For the case where f ≡ 0 a similar result for C0 functions using Brouwer
degree can be found in [4].
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Remark 1. Since condition (iii) is rather technical, instead of use it,
in this paper we consider a simpler condition for the function g, as
follows:
v) For any λ > 0 sufficiently small there exists Mλ ⊂ [0, T ] Lebes-
gue measurable with mes(Mλ) = o(λ)/λ and such that for every
t ∈ [0, T ]\Mλ and for all w ∈ Bδ(w0), ε ∈ [0, λ], ||Dwg(t, w, ε)−
Dwg(t, w0, 0)|| ≤ o(λ)/λ.
The condition v) is a sufficient one for iii). This fact follows from the
Main Value Theorem.
In this paper we apply Theorem 1 in order to achieve the results
above. As we commented before, there is, as well as we know, no other
applications of such Theorem in the literature.
In order to get our results we choose to work with a regularization
of system (6) since its perturbed part is non-smooth instead of C0.
The regularization method was introduced in [13]. In the next lines
we briefly summarize it. Indeed, consider D be an open subset of Rn
and F : R × D −→ R a C1 function having 0 as a regular value with
Σ = F−1(0). A continuous function ϕ : R −→ R is a transition function
if ϕ(t) = −1 for t ≤ 1, ϕ′(t) > 0 for t ∈ (−1, 1) and ϕ(t) = 1 for t ≥ 1.
So, for δ ∈ (0, 1] we say that the one-parameter family of continuous
functions Zδ given by
Zδ(t, X) =
Y1(t, X) + Y2(t, X)
2
+ ϕ
(
f(t, X)
δ
)
Y1(t, X)− Y2(t, X)
2
,
is a ϕ-regularization of a non-smooth vector field Z = (Y1, Y2), where
X ∈ D. In this paper, we obtain the results firstly for the regularized
system Zδ of system (6) via Theorem 1 and then we adapt such results
by doing δ → 0, as we will see in the next section.
2. Statement of the main results
2.1. Preliminary of the results. In this subsection we perform a
regularization of system (6) and also introduce two important functions
in order to state the results. Indeed, first we identify X = (x, y, z),
D = R3 and F (t, X) = y. If we consider the C0 transition function
(11) ϕδ(t) =


−1, if t ≤ −δ,
t
δ
, if − δ < t < δ,
1, if t ≥ δ,
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then a C0 ϕδ-regularization of system (6) writes
(12)
X˙εδ = f
ε
δ (t, X, ε)
=
f+(t, X, ε) + f−(t, X, ε)
2
+ ϕδ(y)
f+(t, X, ε)− f−(t, X, ε)
2
= f(t, X) + εgδ(t, X, ε),
where
(13)
gδ(t, X, ε) =


g−(X), y ≤ −δ,
g+(X) + g−(X)
2
+
y
δ
(
g+(X)− g−(X)
2
)
, |y| < δ,
g+(X), y ≥ δ.
We must stress that system (12) is smooth and it has the same unper-
turbed part of system (6), i.e., system (12) also possesses the cylinder
C filled by periodic solutions when ε is zero and for all δ > 0. In ad-
dition, taking δ → 0 in system (12) we obtain the non-smooth system
(6). As we said before, in this paper we will apply Theorem 1 and then
PSfrag replacements
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Figure 2. The graph of ϕδ for δ > 0 (left) and for δ → 0 (right).
we take δ → 0 in order to extend the results for system (6).
Now we introduce two functions depending on the function h (which
determines the shape of the periodic solutions on the cylinder C) and
the perturbations p±, q± and r± which are very important to the re-
sults. Indeed, first consider the function
(14) Ah(θ) = cos θ
∂h
∂x
(cos θ, sin θ) + sin θ
∂h
∂y
(cos θ, sin θ).
Observe that Ah(θ) is rather technical but it plays an important role
in the implementation of Theorem 1 for system (12). Note also that it
depends only on function h.
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Next, let Mδ : R −→ R be a function defined by
(15)
Mδ(z) =
∫ 2pi
0
−1
2
[
h(cos θ, sin θ)(− cos θ(q+(ς) + q−(ς))
+ sin θ(p+(ς) + p−(ς))) + (r+(ς) + r−(ς))+
(h(cos θ, sin θ)(cos θ(−q+(ς) + q−(ς)) + sin θ(p+(ς)−
p−(ς))) + (r+(ς)− r−(ς)))ϕδ(sin θ)] ds,
where ς =
(
cos θ, sin θ, z +
∫ s
0
h(cos v, sin v)dv
)
and z is some real value.
We will see in Subsection 2.2 that under suitable assumptions, the
simple zeros of function Mδ provide limit cycles bifurcating from the
continuum of periodic solutions on the cylinder C.
Now we establish the main results.
2.2. Main Results.
Fundamental Lemma. Suppose that Ah(θ) = 0, ∀θ ∈ [0, 2pi). Then,
for |ε| sufficiently small and for every z0 such that Mδ(z0) = 0 and
M ′δ(z0) 6= 0, the smooth system (12) has a limit cycle bifurcating from
the band of periodic solutions of the cylinder C with ε = 0. Moreover,
there exists at most s = max{m,n, p} values of z for which Mδ(z) = 0.
Remark 2. We note that the condition Ah(θ) = 0 is not empty. For
instance, it is not difficult to verify that for each ci ∈ R the functions
h˜(x, y) =
∞∑
i=0
ci
(x2 + y2)
2i+1
2
x2i+1
satisfy such property. Moreover, it holds that the function ρ(x, y) =
1/(x2 + y2)
2i+1
2 satisfies ρ(r cos θ, r sin θ) = 1 and the power of x in
the polynomials cix
2i+1 is always odd, i.e., the cylinders defined by the
function h˜ presented previously is filled by periodic orbits of system
(1). Actually, this facts says that the results take into account infinitely
many different cylinders.
The next theorem is the main result of the paper and says that the
limit cycles that we find for the regularized system (12) are preserved
for the non-smooth system (6) when δ → 0.
Theorem 2. Assume that Ah(θ) = 0, ∀θ ∈ [0, 2pi). Then, for |ε|
sufficiently small and for each z0 such that Mδ(z0) = 0 andM
′
δ(z0) 6= 0,
the non-smooth system (6) has a limit cycle bifurcating from the band
of periodic solutions of the cylinder C with ε = 0. Moreover, there
exists at most s = max{m,n, p} values of z for which Mδ(z) = 0.
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A particular case of perturbations of system (1) is to consider g+ =
g− in (5), i.e., perform the same perturbation in Σ+ and Σ−. In this
particular case we obtain a smooth perturbation of system (1). In such
case system (6) becomes smooth and it coincides with its regularized
system (12). The next theorem states the results in such situation.
Theorem 3. Assume that Ah(θ) = 0, ∀θ ∈ [0, 2pi), g+ = g− and
consider the function
(16)
M δ(z) =
∫ 2pi
0
− [h(cos θ, sin θ)(− cos θq+(ς) + sin θp+(ς)) + r+(ς)] ds,
where ς =
(
cos θ, sin θ, z +
∫ s
0
h(cos v, sin v)dv
)
and z is some real value.
Then, for |ε| sufficiently small and for each z0 such thatM δ(z0) = 0 and
M
′
δ(z0) 6= 0, the smooth system (6) has a limit cycle bifurcating from
the band of periodic solutions of the cylinder C with ε = 0. Moreover,
there exists at most s = max{m,n, p} values of z for which M δ(z) = 0.
We observe that although Theorems 2 and 3 provide the same upper
bound for the number of limit cycles bifurcating from C by performing
non-smooth and smooth functions, respectively, for concrete examples
we may reach different upper bounds in each case. In fact, in similar
situations usually non-smooth systems present more limit cycles than
smooth ones. In Subsection 3.2 we will discuss this topic in more details
through a specific example. Before that, in what follows we present the
proof of the results.
3. Proofs and examples
3.1. Proof of the results. Now we apply the methods and tools de-
scribed previously in order to prove the results presented in Subsection
2.2. We start proving the Fundamental Lemma.
Proof of Fundamental Lemma: Consider system (12) and assume that
for this system we verify Ah(θ) = 0 for all θ ∈ [0, 2pi). Since the periodic
solutions of system (1), that we are perturbing, live on the cylinder C,
we will perform a cylindrical change of coordinates in system (12) by
introducing the new variables (z, r, θ) given implicitly by x = r cos θ,
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y = r sin θ and z = z. In the new variables (z, r, θ) system (12) writes
(17)
z˙ = h(r cos θ, r sin θ) + ε
1
2
[r+(ϑ) + r−(ϑ) + (r+(ϑ)− r−(ϑ))
ϕδ(r sin θ)] ,
r˙ = −r + r3 + ε1
2
[cos θ(p+(ϑ) + p−(ϑ)) + sin θ(q+(ϑ) + q−(ϑ))+
cos θ(p+(ϑ)− p−(ϑ)) + sin θ(q+(ϑ)− q−(ϑ))ϕδ(r sin θ)] ,
θ˙ = 1 + ε
1
2r
[cos θ(q+(ϑ) + q−(ϑ))− sin θ(p+(ϑ) + p−(ϑ))+
cos θ(q+(ϑ)− q−(ϑ)) + sin θ(−p+(ϑ) + p−(ϑ))ϕδ(r sin θ)] ,
where ϑ = (r cos θ, r sin θ, z).
Now we change the independent variable t of system (17) to the new
variable θ and obtain the following equivalent system
(18)
dz
dθ
= h(r cos θ, r sin θ) + ε
1
2r
[h(r cos θ, r sin θ)(− cos θ(q+(ϑ)+
q−(ϑ)) + sin θ(p+(ϑ) + p−(ϑ))) + r(r+(ϑ) + r−(ϑ))+
(h(r cos θ, r sin θ)(cos θ(−q+(ϑ) + q−(ϑ)) + sin θ(p+(ϑ)−
p−(ϑ))) + r(r+(ϑ)− r−(ϑ)))ϕδ(r sin θ)] +O2
= h(r cos θ, r sin θ) + εG1δ(θ, z, r, ε),
dr
dθ
= −r + r3 + ε1
2
[−(q+(ϑ) + q−(ϑ))((r2 − 1) cos θ − sin θ)+
(p+(ϑ) + p−(ϑ))((r2 − 1) sin θ + cos θ) + (−(q+(ϑ) + q−(ϑ))
((r2 − 1) cos θ − sin θ) + (p+(ϑ) + p−(ϑ))((r2 − 1) sin θ+
cos θ))ϕδ(r sin θ)] +O2
= −r + r3 + εG2δ(θ, z, r, ε),
where again ϑ = (r cos θ, r sin θ, z) and O2 = O(ε
2). Observe that the
vector field of system (18) is 2pi-periodic. Additionally, in order to see
that its perturbed part is locally uniformly Lipschitz in the variables
(z, r) ∈ R2, consider the function Gδ : R × R2 × [0, 1] −→ R2 as
Gδ(θ, w1, w2, ε) = (G
1
δ(θ, w1, w2, ε), G
2
δ(θ, w1, w2, ε)). Consider also the
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sets
R1 = {(θ, w1, w2, ε) ∈ R× R2 × [0, 1];w2 sin θ ≤ −δ},
R2 = {(θ, w1, w2, ε) ∈ R× R2 × [0, 1];−δ ≤ w2 sin θ ≤ δ},
R3 = {(θ, w1, w2, ε) ∈ R× R2 × [0, 1];w2 sin θ ≥ δ},
and let K ⊂ R × R2 × [0, 1] = ⋃i=1,2,3Ri be a compact set. In order
to see that Gδ is Lipschitz on K, it is sufficient to show that Gδ is
Lipschitz on the convex hull KC of K, once K ⊆ KC . Indeed, let x and
y be two arbitrary points of R2 in KC . Now consider S the segment
connecting x and y and Si = S ∩ Ri, i = 1, 2, 3. This intersection
consists of a finite number of closed segments contained in S, since the
boundaries between R1 and R2 and between R2 and R3 are codimension
one manifolds of R×R2 × [0, 1]. The restrictions Gδ|Si are polynomial
in the variables w1 and w2 for each i = 1, 2, 3 and consequently they
are also C∞. It means that each restriction Gδ|Si is locally Li-Lipschitz
on the compact set Si, for each i = 1, 2, 3, which is equivalent to be
Li-Lipschitz. Then for all (θ, x, ε), (θ, y, ε) ∈ KC , there exists L =
max{L1, L2, L3} such that
||Gδ(θ, x, ε)−Gδ(θ, y, ε)|| ≤
∑
pi∈Si
Li||pi − pi+1||
≤ L

∑
pj∈S1
||pj − pj+1||+
∑
pk∈S2
||pk − pk+1||+
∑
pl∈S3
||pl − pl+1||

 ,
where ps is the segment with ends in ps and ps+1 for s ∈ {i, j, k, l},
x = ps and y = pr, for some s, r ∈ N. Consequently, if n is the number
of intersections of S with the boundaries of each Ri, i = 1, 2, 3, then
once S is a segment we obtain
||Gδ(θ, x, ε)−Gδ(θ, y, ε)|| ≤ L (||x− p1||+ . . .+ ||pn − y||)
≤ L||x− y||.
Hence Gδ is locally uniformly Lipschitz in the variables (z, r) ∈ R2.
Now we call X = (z, r) and consider system (18) with ε = 0. Then
we obtain
(19)
dX
dθ
= f(θ,X),
where f(θ,X) = (h(r cos θ, r sin θ),−r + r3). By hypothesis f ∈ C2.
In the zr-plane, the straight line r = 1 is invariant. Hence the solution
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X(θ,X0, 0) with initial condition X0 = (z0, 1) is
X(θ,X0, 0) = (z(θ, z0), r(θ, z0)) =
(
z0 +
∫ θ
0
h(cos s, sin s)ds, 1
)
.
Since
∫ θ
0
h(cos s, sin s)ds is periodic, it follows that z(θ, z0) is 2pi-
periodic in the variable θ and for each point in a neighborhood of
z = z0 on the straight line r = 1 passes a 2pi-periodic solution that lies
in the phase space (z, r, θ) ∈ R2 × S1. Consequently system (19) has a
family M = {(z, r) ∈ R2 : r = 1} of 2pi-periodic solutions.
Now consider R0 > 0. There exists an open ball U ⊂ R, R0 ∈ R,
U = {z0 ∈ (−R0, R0)} and a function ξ ∈ C1(U,R2),
ξ(z) =
(
z +
∫ θ
0
h(cos s, sin s)ds, 1
)
,
which is a parametrization of each periodic solution on M satisfying
that for any z ∈ U , we have Dξ(z) = (1, 0)T , whose rank is 1. Note
that ξ(z) is the initial condition of a 2pi-periodic solution of (19).
Now we linearize system (19) along its periodic solutions X(θ, ξ(z),
0). We get
(20)
dY
dθ
= DXf(θ,X(θ, ξ(z), 0))Y.
Consequently the matrix DXf(θ,X(θ, ξ(z), 0)) writes

∂u
∂z
(ξ(z), 1)
∂u
∂r
(ξ(z), 1)
∂(−r + r3)
∂z
(ξ(z), 1)
∂(−r + r3)
∂r
(ξ(z), 1)

 ,
with u(r, θ) = h(x(r, θ), y(r, θ)), x(r, θ) = r cos θ and y(r, θ) = r sin θ
Now, if we observe that ∂u
∂r
(ξ(z), 1) = Ah(θ), then it is easy to check
that system (20) writes
(21)
dY
dθ
=
(
0 Ah(θ)
0 2
)
Y,
and has the fundamental matrix NY (θ) given by
(22) NY (θ) =

 1
∫ θ
0
e2sAh(s)ds
0 e2θ

 .
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We note that NY (0) = I2. Thus, since Ah(θ) = 0 by hypothesis, the
monodromy matrix C = N−1Y (0)NY (2pi) is
(23) C =
(
1 0
0 e4pi
)
,
and consequently system (20) has the Floquet multiplier +1 with the
geometric multiplicity equal to 1.
In what follows we consider the adjoint linear system
(24)
dU
dθ
= −(DXf(θ,X(θ, ξ(z), 0)))∗U.
Since system (24) is the adjoint of system (20), its fundamental ma-
trix NU(θ) is NU(θ) = −(NY (θ))∗ and consequently a linearly indepen-
dent solution is u1(θ, z) = (−1, 0)T . Observe that u1(0, z) is C1 with
respect to z. Therefore the Malkin’s bifurcation function Mδ(z) takes
the form
(25)
Mδ(z) =
∫ 2pi
0
< u1(s, z), Gδ(s,X(s, ξ(z), 0)) > ds
=
∫ 2pi
0
−G1δ(s,X(s, ξ(z), 0))ds.
In other words, we obtain the formula
(26)
Mδ(z) =
∫ 2pi
0
−1
2
[
h(cos θ, sin θ)(− cos θ(q+(ς) + q−(ς))
+ sin θ(p+(ς) + p−(ς))) + (r+(ς) + r−(ς))+
(h(cos θ, sin θ)(cos θ(−q+(ς) + q−(ς)) + sin θ(p+(ς)−
p−(ς))) + (r+(ς)− r−(ς)))ϕδ(sin θ)] ds,
where now ς =
(
cos θ, sin θ, z +
∫ s
0
h(cos v, sin v)dv
)
.
In order to use Theorem 1 to assure the existence of limit cycles for
system (12), we observe that for each z0 ∈ U such thatMδ(z0) = 0 and
M ′δ(z0) 6= 0, the Implicit Function Theorem says that M ′δ(z) 6= 0 for
all z ∈ U , and then we get d(Mδ, U) 6= 0 since Mδ is continuous. In
addition, we must verify condition iii) of Section 2. However, taking
into account Remark 1, we will verify condition v) instead of condition
iii). Indeed, let λ be a positive number, ε ∈ [0, λ], w0 = ξ(z0) and
consider the values p+ = arcsin(δ/r) and p− = arcsin(−δ/r). Observe
that function ϕδ is continuous except in the points θ = p±. In addition,
consider the sets L±λ = {ω ∈ [0, 2pi]; |ω− p±| < 2δ} and Lλ = L−λ ∪L+λ .
Thus med(Lλ) = 8λ = o(λ)/λ.
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Now we observe that for all θ ∈ [0, 2pi] \ Lλ and for all w ∈ Bλ(w0)
the function Gδ is C
∞. Indeed, Gδ does not switch from one region Ri
to another Rj when i 6= j and w varies on Bλ(w0), for i, j = 1, 2, 3. It
holds once θ ∈ [0, 2pi] \ Lλ and the radius of the ball Bλ(w0) is smaller
than the radius of each neighborhood (p± − λ, p± + λ) of p±. Then,
from the Mean Value Theorem we obtain
||DwGδ(θ, w, ε)−DwGδ(θ, w0, 0)|| ≤ sup
s∈S
||D2wGδ(s)|| · |w − w0|,
where S = Bλ(w0) and D
2
wGδ denotes the second derivative of the
function DwGδ. Thus, once D
2
wGδ is C
1 on the compact set V , it holds
||DwGδ(θ, w, ε)−DwGδ(θ, w0, 0)|| ≤ K|w − w0| ≤ Kλ = Kλ
2
λ
,
and then condition v) holds once Kλ2 = o(λ).
In order to prove condition iv), first observe that Mδ is a real-valued
function whose domain is R. Now, given z0 ∈ U satisfying Mδ(z0) = 0
with M ′δ(z) 6= 0 for all z ∈ U , consider δ1 > 0 an arbitrary value such
that V = (z0 − δ1, z0 + δ1) ⊂ U . Thus, by the Mean Value Theorem,
there exist c ∈ V such that
|Mδ(b)−Mδ(a)| = |M ′δ(c)| · |b− a|,
for all a, b ∈ V and c ∈ (a, b). The proof of condition iv) follows taking
LMδ = inf{|M ′δ(z)|; z ∈ V } > 0 and observing that |M ′δ(c)| ≥ LMδ , i.e.,
|Mδ(b)−Mδ(a)| ≥ LMδ |b− a| for all a, b ∈ V .
Therefore Theorem 1 assures that there exists ε1 > 0 sufficiently
small and δ2 > 0 such that for each ε ∈ (0, ε1), there exist a unique
2pi-periodic solution (consequently a limit cycle) ϕεδ ∈ C0(R,R2) of the
regularized system (18) with condition in Bδ2(ξ(z0)) satisfying ϕ
ε
δ(0)→
ξ(z0) when ε→ 0. Consequently the equivalent systems (17) and (12)
also posses the limit cycle ϕεδ(t) satisfying such properties.
Observe that in the particular case treated in this paper, the regu-
larized system (12) with ε = 0 does not depend on δ. Thus, neither
the initial condition ξ(z) and consequently nor ϕεδ depends on δ. More-
over, once ξ(z0) = (z0+
∫ θ
0
h(cos s, sin s)ds, 1) has the second component
equal to one (what means r = 1, in the cylindrical coordinates), the
limit cycle ϕεδ(t) lives on the cylinder C, i.e., ϕ
ε
δ(t) bifurcates from the
continuum of periodic solutions on C.
Finally, replacing the expressions of p±, q± and r± given in (5) into
the expression (15), we obtain the polynomial
(27) Mδ(z) = Is(δ)z
s + . . .+ I1(δ)z + I0(δ),
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where s = max{m,n, p} and
Ij(δ) =
∫ 2pi
0
φj(θ, δ)dθ ∈ R,
for some φj depending on θ and δ with j = 0, 1, . . . , s.
Therefore, since Mδ(z) is a polynomial in z possessing at most s
zeros, then s = max{m,n, p} is a upper bound for the number of zeros
ofMδ. But consequently, by using Theorem 1, s is also the upper bound
for the number of limit cycles that can bifurcate from the cylinder of
system (18). Then it follows that the same holds for the equivalent
system (12). This finish the prove of the Fundamental Lemma. 
In what follows we prove Theorem 2.
Proof of Theorem 2. Suppose that Ah(θ) = 0 for all θ ∈ [0, 2pi) and
that for |ε| sufficiently small we have a value z0 such that Mδ(z0) = 0
and M ′δ(z0) 6= 0, where Mδ is given in (15). Then, by the Fundamen-
tal Lemma, there exists a limit cycle ϕεδ(t) for system (12) satisfying
ϕεδ(0) → ξ(z0) when ε → 0, as described in the proof of the Fun-
damental Lemma. Now consider Σz0 a transversal section of ϕεδ con-
tained in the cylinder C for the Poincare´ map P εδ : Σ
z0 −→ Σz0 , where
P εδ (z) = Xδ(2pi, ξ(z), ε), ϕ
ε
δ(0) ∈ Σz0 and Xδ(t, X, ε) is a solution of the
regularized system (12). Then it follows that P εδ (ϕ
ε
δ(0)) = ϕ
ε
δ(0).
Consider also P ε : Σz0 −→ Σz0 the Poincare´ map of the non-smooth
system (6) with P εδ (z) = X(2pi, ξ(z), ε). Observe that by taking ε
sufficiently small the Poincare´ map P ε is a composition of Poincare´
maps of the regularized system and it is well defined and continuous
for every z ∈ Σz0 . Moreover, each fix point of P ε corresponds to a
periodic solution of the non-smooth system (6). Then it holds that
lim
δ→0
P εδ (z) = P
ε(z), i.e., P ε is the pointwise limit of P εδ .
Therefore the point ϕε(0) = limδ→0 ϕ
ε
δ(0) is a fixed point of the
Poincare´ map P ε(z) and consequently the non-smooth system (6) has
a limit cycle ϕε(t) such that ϕε(0)→ (ξ(z0), 1) when ε→ 0. 
Finally we prove Theorem 3. It is an immediate consequence of the
Fundamental Lemma.
Proof of Theorem 3: Since g+ = g−, we obtain p+ = p−, q+ = q− and
r+ = r−. Thus, Ah(θ) = 0 for all θ ∈ [0, 2pi), from formula (15) we get
(28)
M δ(z) =
∫ 2pi
0
− [h(cos θ, sin θ)(− cos θq+(ς) + sin θp+(ς)) + r+(ς)] ds,
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where ς =
(
cos θ, sin θ, z +
∫ s
0
h(cos v, sin v)dv
)
. In addition, replacing
the expressions of p+, q+ and r+ given in (5), we obtain a polynomial
(29) M δ(z) = Is(δ)z
s
0 + . . .+ I1(δ)z0 + I0(δ),
where again s = max{m,n, p} and
Ij(δ) =
∫ 2pi
0
φj(θ, δ)dθ ∈ R,
for some φj depending on θ and δ with j = 0, 1, . . . , s.
The proof of Theorem 3 is straightforward from the Fundamental
Lemma. 
We should mention that the formula obtained in (28) does not co-
incides precisely to the one presented in [11] due to a subtle technical
mistake performed in that paper. However, it is important to note that
such misunderstanding does not affects the content of that paper since
the goal of the authors was to present the methodology for computing
limit cycles that bifurcate from a continuum of periodic orbits forming
a subset of Rn.
Next we present a concrete example and some particular perturba-
tions of it in order to discuss some points about the results. More
specifically, we compare the results of Theorems 2 and 3.
3.2. Examples. In this subsection we present some considerations
about the number of periodic solutions that can bifurcate from a spe-
cial cylinder (more specifically, we fix a function h) taking into account
smooth and non-smooth perturbations. We must note that obtaining a
global result about the achievement of the number of periodic solutions
from formula (15) in terms of h(x, y) and the valuesm, n and p is a hard
task. Besides, we show that usually it is not possible neither reach the
bound presented in Theorems 2 and 3 nor make the respective bounds
coincide.
First consider h(x, y) = x/(
√
x2 + y2). Thus system (1) is defined
in R3 \ {(0, 0, z); z ∈ R}. We stress out that this particular case was
studied in [11] by considering smooth perturbations. Observe that this
particular function h is C2 and its expression in cylindrical coordinates
is h(θ) = cos θ. Moreover, it satisfies
∫ 2pi
0
h(θ)dθ = 0 and it is not
difficult to see that Ah(θ) = 0 for all θ ∈ [0, 2pi). Now consider the
perturbations in (5) with m = 2, n = p = 0 and a±ijk = 0 for all
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i, j, k ∈ N satisfying i+ j + k ≤ 1. Namely,
(30)
p±(x, y, z) = a±200x
2 + a±020y
2 + a±002z
2 + a±110xy + a
±
101xz + a
±
011yz,
q±(x, y, z) = b±000,
r±(x, y, z) = c±000.
By using formula (16) we obtain
M δ(z) =
pi
4
(a+101 + a
+
110 + 4b
+
000 + 8c
+
000).
Then M δ has no zero if a
+
101 + a
+
110+4b
+
000+8c
+
000 6= 0 and a continuum
of zeros otherwise, and consequently Theorem 3 does not provide any
periodic solution bifurcating from the cylinder C for these particular
cases of perturbations and function h. On the other hand, now we use
formula (16), which provides the periodic solutions bifurcating from C
via non-smooth perturbations. Nevertheless, note that formula (16)
depends on the function ϕδ(sin θ), then we need to apply a careful
approach. Indeed, we will study this case in two steps. First, assume
that δ ≥ 1 and observe that in this situation we obtain | sin θ|/δ ≤ 1.
Then ϕδ(sin θ) = sin θ/δ and from formula (16) we get
Mδ(z) =
pi
8
(a+101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)
+
pi
8δ
(a+101 − a−101)z.
Observe that considering a+101 − a−101 6= 0, function Mδ has exactly
one zero z0, namely,
z0 = −(a
+
101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)δ
a+101 − a−101
,
and z0 satisfies M
′
δ(z0) =
pi
8δ
(a+101 − a−101) 6= 0.
Now suppose that δ < 1 and consider θδ ∈ (0, pi/2) such that sin θδ =
δ, i.e., θδ = arcsin δ. Note that in order to use formula (16), we must
split limit of integration of the integral in pieces, taking into account
the expression of ϕδ(sin θ) as follows.
ϕδ(sin θ) = 1, for δ ≤ sin θ ≤ 1,
ϕδ(sin θ) = sin θ/δ, for −δ < sin θ < δ,
ϕδ(sin θ) = −1, for −1 ≤ sin θ ≤ −δ.
Hence, the expression of Mδ is obtained by performing integral (16)
with θ ranging in the partition {0, θδ, pi− θδ, pi+ θδ, 2pi− θδ, 2pi} of the
interval [0, 2pi] (see Figure 3).
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PSfrag replacements
θδ pi − θδ
pi + θδ 2pi − θδ
2pi
0
1
δ
−δ
−1
sin θ
θ
Figure 3. Different intervals of integration of formula (29).
Therefore, for δ < 1 we obtain the formula
Mδ(z) =
pi
8
(a+101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)
−δ
√
1− δ2(−5 + 2δ2)− 3 arcsin(δ)
12δ
(a+101 − a−101)z,
where we assume that a+101−a−101 6= 0. In addition, one should note that
the function Λ(δ) = δ
√
1− δ2(−5+2δ2)−3 arcsin(δ) satisfies Λ(0) = 0
and Λ′(δ) = −8(1 − δ2)3/2 < 0 for all 0 < δ < 1, i.e., Λ(δ) 6= 0 when
0 < δ < 1. Therefore function Mδ possesses the zero
z0 =
3pi(a+101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)δ
2(δ
√
1− δ2(−5 + 2δ2)− 3 arcsin(δ))(a+101 − a−101)
.
Moreover, it is easy to see that
M ′δ(z0) = −
δ
√
1− δ2(−5 + 2δ2)− 3 arcsin(δ)
12δ
(a+101 − a−101) 6= 0,
and consequently the Fundamental Lemma assures the existence of
a limit cycle for system (12) considering the function h(x, y) = x/
(
√
x2 + y2), perturbation (30) and ε sufficiently small. However, by
Theorem 2, this periodic solution remains when δ tends to zero, in
such sense that system (6) has also a periodic solution. Indeed, when
δ → 0 we achieve δ < 1 and then we get
Mδ(z) =
pi
8
(a+101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)
+
2
3
(a+101 − a−101)z,
Thus the periodic solution that emerge from the cylinder C for system
(6) converges to the periodic solution with initial condition (z0, 1) ∈ C
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when ε is sufficiently small, where
z0 = −3pi(a
+
101 + a
+
110 + 4b
+
000 + 8c
+
000 + a
−
101 + a
−
110 + 4b
−
000 + 8c
−
000)
16(a+101 − a−101)
.
It is easy to check that when δ = 1 both expressions of Mδ and z0
coincides.
Table 1: Case m = 1
n
p
0 1
0 0 1
1 1 1
Table 2: Case m = 2
n
p
0 1 2
0 0 (1)* 1 2
1 1 1 2
2 2 2 2
Table 3: Case m = 3
n
p
0 1 2 3
0 1 (2) 1 (2) 2 3
1 1 (2) 1 (2) 2 3
2 2 2 2 3
3 3 3 3 3
Set of tables 1. Upper bound for the number of limit
cycles for particular values of m, n and p when h(x, y) =
x/
√
x2 + y2. The number between brackets indicates the
upper bound for the non-smooth case, when it is different
from the smooth one. The * indicates the case studied
previously.
In short, in the case where h(x, y) = x/
√
x2 + y2 and the perturba-
tions of system (1) are given by (30), we have one limit cycle by consid-
ering non-smooth perturbations and no one when we consider smooth
ones. This emphasizes the importance of considering non-smooth per-
turbations. Also, it shows that although Theorems 2 and 3 provide the
same upper bound for the number of limit cycles by using the Malkin’s
bifurcation function, the achievement of the number of periodic solu-
tions in each case may be different. Finally, observe that in both cases,
the upper bound s = 2 = max{2, 0, 0} is not reach.
It is not arduous to exhibit other examples where the number of limit
cycles by considering non-smooth perturbations is greater than when
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we consider smooth ones, but the expressions of Mδ and mainly the
zeros z0 may become huge and we will not present here. Despite of it, we
exhibit some tables indicating the upper bound for the number of limit
cycles that can bifurcate from smooth and non-smooth perturbations
for the case where m ≥ n, p and a±ijk = 0 for all i, j, k ≤ max{m,n, p}−
1, with m = 1, 2, 3. This calculations were performed with the help of
the algebraic manipulator Wolfram Mathematica.
Finally, we stress out that the same analysis can be performed by
considering different expressions of the function h(x, y), i.e., changing
the arrangement of the periodic solutions on the cylinder C.
Indeed, by considering h(x, y) = xy/(x2 + y2), we achieve all the
necessary suppositions about such function considering the same per-
turbations and cases of the previous discussion we obtain the following
tables.
Table 4: Case m = 1
n
p
0 1
0 0 1
1 0 (1) 1
Table 5: Case m = 2
n
p
0 1 2
0 1 1 2
1 1 1 2
2 1 (2) 1 (2) 2
Table 6: Case m = 3
n
p
0 1 2 3
0 2 2 2 3
1 2 2 2 3
2 2 2 2 3
3 2 (3) 2 (3) 2 (3) 3
Set of tables 2. Upper bound for the number of limit
cycles for particular values of m, n and p when h(x, y) =
xy/(x2+y2). The upper bound for the number of periodic
solutions and the dependence of them in terms of m, n
and p change according to function h.
Comparing the tables for both expressions of h(x, y) we can see that
the bifurcation of periodic orbits depends on the shape of the periodic
orbits on C. Nevertheless, again the upper bound for the number of
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periodic orbits when we perform non-smooth perturbations is greater
than considering smooth perturbations.
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