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Abstract. Person re-identification is the task of matching pedestrian images across
non-overlapping cameras. In this paper, we propose a non-linear cross-view sim-
ilarity metric learning for handling small size training data in practical re-ID
systems. The method employs non-linear mappings combined with cross-view
discriminative subspace learning and cross-view distance metric learning based
on pairwise similarity constraints. It is a natural extension of XQDA from linear
to non-linear mappings using kernels, and learns non-linear transformations for
efficiently handling complex non-linearity of person appearance across camera
views. Importantly, the proposed method is very computationally efficient. Ex-
tensive experiments on four challenging datasets shows that our method attains
competitive performance against state-of-the-art methods.
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1 Introduction
Person re-identification (re-ID) is the problem of matching person images from one
camera view against the images captured from other non-overlapping camera views.
Re-ID is a very challenging task as images of same person have significant appearance
changes across views, due to large variation in illumination, background and pose. Also
the low resolution surveillance cameras and common pedestrian attributes cause high
visual similarity among different persons.
Most existing methods for person re-identification concentrate on (i) design of iden-
tity discriminative feature descriptors and (ii) distance metric learning. The hand crafted
feature descriptors [19,21,28] have improved the re-ID performance, but they are alone
insufficient in handling the large appearance changes across cameras. Hence the dis-
tance metric learning methods [2–4,19,41,45,49,50] are used to learn a better similarity
measure such that, irrespective of the view, same class samples are closer and distinct
class samples are well separated.
In recent years, though deep learning methods [1, 9, 10, 32, 39, 40, 42, 44, 51] have
made good improvement in re-ID performance, they have a fundamental limitation in
practical deployment as they need a large, annotated training data. Even with pre-trained
networks, based on auxiliary/external supervision, such methods struggle to perform
on small size training data. Hence we refrain from using deep learning methods in this
paper and instead concentrate on the following problem: ”Given a small size training
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data with given feature descriptors, can we design a better re-ID system, without using
any auxiliary/external supervision”.
Metric learning methods have shown a good performance in handling small size
training data. However, most of them have two fundamental limitations: (I) Small Sam-
ple Size (SSS) problem: The SSS problem occurs when the number of training samples
is less than the feature dimension. This creates singularity of inter/intra class scatter
matrices. Hence most methods use unsupervised dimensionality reduction, which tend
to make them sub-optimal. (II) Less Efficient Models: Person appearance undergoes
complex non-linear transformation across views. However, most existing methods use
an inherent linear transformation of the input features, which limits their capability in
learning non-linear features.
For addressing the above two limitations, we propose a new non-linear metric learn-
ing method, referred to as, Kernel Cross-view Quadratic Discriminant Analysis (k-
XQDA). It is a kernalized (non-linear) counterpart of XQDA [19], which is one of
the most popularly applied metric learning method in re-ID literature. k-XQDA uses
mapping of the data samples to a very high dimensional kernel space, where it learns
a cross-view distance metric and a cross-view discriminative subspace simultaneously,
using pairwise similarity constraints. It is capable of learning highly effective non-linear
features in the input feature space. k-XQDA efficiently handles the non-linearity in
cross-view appearance and perform competitively against state-of-the-art methods. Im-
portantly, our kernelized approach is computationally more efficient compared to the
baseline methods.
2 Related Methods
Using given standard feature descriptors, the supervised metric learning methods gener-
ally learn a discriminative subspace or a Mahalanobis distance metric where the inter-
class samples come closer and intra-class samples get well separated. The subspace
learning methods like LFDA [31], NFST [49], NK3ML [2] and IRS [41] use clas-
sification based model to learn discriminative features that generalize well to unseen
data. For example, LFDA [31] learned a discriminative subspace that maximize the
ratio of between class variance and the within class variance, while preserving the lo-
cal neighborhood structure of the data. NFST [49] used a more optimal discriminative
nullspace to maximally collapse the same class samples to a single point. NK3ML [2]
and IRS [41] were proposed to overcome the limitation of NFST in discriminating
inter-class samples. The Mahalanobis distance metric based methods like LMNN [43],
LDML [12], KISSME [17], MLAPG [20] learn a Mahalanobis distance function of
form d(xi,xj) = (xi − xj)TM(xi,−xj), where M < 0 is a positive semi-definite
matrix. LDML [12] used a probabilistic view for learning the Mahalanobis metric.
LMNN [43] learned the metric using constraints that ensure a margin between similar
and dissimilar class samples. KISSME [17] considered the space of pairwise differences
to define similar and dissimilar class, and then used a log likelihood ratio test to obtain a
Mahalanobis distance metric. In order to take advantage of both subspace learning and
Mahalanobis distance metric learning methods, S. Liao et al. proposed XQDA that si-
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multaneously learned a cross-view discriminative subspace along with KISSME based
cross-view distance metric.
However, due to the large non-linearity in person appearance across cameras, the
linear transformation induced by the above methods are unlikely to discriminate the
persons efficiently. Hence kernel based distance metric learning methods [29,41,45,49]
were introduced to handle non-linearity in re-ID. F. Xiong et al. kernalized LFDA [31]
to obtain kLFDA [45]. Similarly L. Zhang et al. used kernel-NFST [49] and H. Wang
et al. used the kernel-IRS [41]. Recently kernalized version of KISSME, namely k-
KISSME [29] was derived and used to successfully improve the re-ID performance.
XQDA [19] is one the most popular metric learning methods in re-ID literature
and has been used in conjunction with many methods like GOG [28], SSDAL [37],
SSM [5], and also applied with recent deep learning based methods [53]. However, it
uses inherent linear transformation for learning the features. Hence obtaining an ef-
ficient kernalized (non-linear) version of XQDA becomes highly relevant. However,
deriving the kernalized version of a method is not always a trivial task and may need
complex analysis. In this paper, we derive the kernalized version of XQDA, namely k-
XQDA. We show that k-XQDA can learn highly efficient non-linear features to handle
the complex variations in person appearance. k-XQDA naturally handles SSS prob-
lem, since k-XQDA is a kernel based method, where the inherent matrices used in its
computations have dimensions that are independent of feature dimensions and depends
only on the training sample size. Our k-XQDA can handle small size training data ef-
fectively. We also show through our rigorous derivations, though involved, we finally
attain simplified expressions that are computationally very efficient and fast, making it
suitable for practical implementation.
3 Kernel Cross-View Quadratic Discriminant Analysis
We first revisit KISSME and XQDA. Then we present the proposed method k-XQDA.
3.1 KISSME revisit
KISSME learns distance metric based on equivalence constraints given as similar or
dissimilar pairs. Given data samples x ∈ Rd in the input feature space, belonging to c
classes, they consider the space of all pairwise sample differences∆ij = xi − xj and
defines two classes, similar class ΩS and dissimilar class ΩD , containing nS and nD
samples, respectively. The pairwise difference would be comparatively small for similar
classΩS samples and large for dissimilar classΩD samples. By distinguishing the vari-
ations of the two classes, any general multiclass classification problem is subsequently
solved. As the pairwise differences are symmetric, both the classes ΩS and ΩD are as-
sumed to be zero mean Gaussian distributions with covarianceΣS and ΣD. Motivated
by statistical inference perspective, the optimal decision function δ(∆ij) that indicates
whether a difference pair∆ij belongs to the similar or dissimilar class is obtained by a
4 T M Feroz Ali and S. Chaudhuri
log likelihood ratio test of the two Gaussian distributions.
δ(∆ij) = log
(p(∆ij |ΩD)
p(∆ij |ΩS)
)
(1)
= log
(
1
(2pi)d/2|ΣD|
exp(− 12∆TijΣ−1D ∆ij)
1
(2pi)d/2|ΣS|
exp(− 12∆TijΣ−1S ∆ij)
)
(2)
A high value of∆ij implies that∆ij ∈ ΩD, while a low value implies∆ij ∈ ΩS . The
decision function is simplified [17] to get
δ(∆ij) ∝ ∆Tij(Σ−1S −Σ−1D )∆ij , (3)
and finally the KISSME distance metric is obtained that mirror the properties of the log
likelihood ratio test, as given below.
d(xi,xj) = (xi − xj)T (Σ−1S −Σ−1D )+(xi − xj) (4)
where (·)+ represents the projection to the cone of positive semi-definite matrices using
eigen analysis, to ensure (4) to be a valid Mahalanobis distance metric. It can be seen
that learning the KISSME distance metric corresponds to estimating the covariance
matrices ΣS and ΣD.
ΣS =
∑
∆ij∈ΩS
(xi − xj)(xi − xj)T
ΣD =
∑
∆ij∈ΩD
(xi − xj)(xi − xj)T (5)
3.2 XQDA revisit
KISSME becomes intractable in very high dimensions and hence it uses PCA on the
input features to get a low dimensional subspace, where ΣS and ΣD are estimated.
However, the unsupervised dimensionality reduction doesn’t consider distance metric
learning and can loose discriminative information. Also KISSME considers single view
data, i.e., it does not account any distinction of camera views for considering the pair-
wise sample differences.
In order to address the above two limitations, S. Liao et al. extended KISSME and
proposed a cross-view metric learning approach called Cross-view Quadratic Discrimi-
nant Analysis (XQDA), where cross view data is used to learn a cross view discrimina-
tive subspace and a cross-view similarity measure simultaneously.
In particular, given samples from c classes, with n samples X = (x1,x2, . . . ,xn)
from one view and m samples Z = (z1, z2, . . . , zm) from the other view, s.t. xi, zi ∈
R
d, XQDA uses cross-view training set {X,Z} and considers the nm pairwise sam-
ple differences across views to estimate the cross-view similar and dissimilar classes,
making the distance metric more viewpoint invariant. XQDA learns a subspace W =
(w1,w2, . . . ,wb) ∈ Rd×b that maximize the discrimination between the two classes
ΩS and ΩD, and learn a distance measure, similar to Eq. (4), as
d(xi, zj) = (xi − zj)TW (Σ′−1S −Σ′−1D )+WT (xi − zj) (6)
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where Σ′S = W
TΣSW , Σ
′
D = W
TΣDW . As the classes ΩS and ΩD have zero
mean, Fisher criterion based LDA can not be directly used to learn the subspace W
that discriminates the classes. However, XQDA uses the class variances σS and σD to
discriminate the classes. More specifically, XQDA obtains the discriminant vectorswk
inW such that they maximize the ratio of the class variances σD(wk) and σS(wk), in
the corresponding directions, which has a form of Generalized Rayleigh Quotient,
J(wk) =
σD(wk)
σS(wk)
=
w
T
kΣDwk
wTkΣSwk
. (7)
Thus XQDA finds the subspace W such that the variance of ΩD is maximized, while
variance of ΩS is minimized, thereby discriminating the two class based on their vari-
ances. The optimal discriminants are composed of the eigenvectors corresponding to b
largest eigenvalues of Σ−1S ΣD.
Efficient Computation: As there are nm pairwise sample differences, the calcu-
lation of cross-view covariance matrices ΣD and ΣS using (5) requires O(mnd2) and
O(NKd2), multiplications respectively, where N = max(m,n) and K is the average
number of samples per class. However, the covariance matrices can be efficiently cal-
culated without actually computing the nm pairwise differences, by simplifying them
as follows:
nSΣS = X˜X˜
T + Z˜Z˜T − SRT −RST (8)
nDΣD = mXX
T + nZZT − srT − rsT − nSΣS (9)
where X˜ = (
√
m1x1,
√
m1x2, . . . ,
√
m1xn1 , . . . ,
√
mcxn), Z˜ = (
√
n1z1,
√
n1z2, . . . ,√
n1zm1 . . . ,
√
mczm), S = (
∑
yi=1
xi,
∑
yi=2
xi, . . . ,
∑
yi=c
xi), s =
∑n
i=1 xi,
R = (
∑
yj=1
zj ,
∑
yj=2
zj , . . . ,
∑
yj=c
zj), r =
∑m
j=1 zj , yi, yj ∈ {1, . . . , c} are
the class labels of xi and zj respectively, ni is the number of samples for class yi in X
andmi is the number of samples for class yj from Z. The simplified expressions in (8)
and (9), reduces the computations of both the covariance matrices to O(Nd2).
3.3 Kernel-XQDA
Next, we propose howXQDA can be kernalized to obtain its non-linear version k-XQDA.
Kernel methods use a non-linearmapping of input samples to a high dimensional space,
implicitly determined by a kernel function. In the kernel space, the primary model and
the inherent transformations are learned, which results in learning the corresponding
non-linear models and transformations in the input feature space.
Let the kernel function be k(xi,xj) = 〈φ(xi), φ(xj)〉, where φ(x) is the non-linear
mapping of the input sample x to the high dimensional kernel space F . For kernaliza-
tion, the XQDA model has to be formulated in terms of inner products 〈φ(xi), φ(xj)〉,
which is then replaced using the kernel function k(xi,xj). Hence the derivation of k-
XQDA involves mainly (I) the kernalization of the cost function J(wk) in (7) and (II)
the distance metric function d(xi, zj) in (6).
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Note that the kernelization of the cost function (7) involves kernelizing w.r.t the
covariance matrices, for which, a clean and straightforward way is to use the expres-
sions in (5), based on indexing. However, it would require computing the outer product
for nm pairwise differences, making k-XQDA computationally inefficient. Hence we
strictly adhere to use the expressions in (8) and (9) itself, in order to make k-XQDA
computationally efficient. However, kernelizing using the later is a complex task mainly
due to two reasons: (i) The matrices X˜,S,X, s depends on data samples from one
view, while the matrices Z˜,R,Z, r depends on the data samples from the other view.
Hence we need to separately account the kernel functions corresponding to each view.
(ii)Computing the kernel functions corresponding to S,R, s, r involves separately com-
puting the kernel functions for the mean of each class and all classes from each view.
However, we show that, though the derivations are little involved, we finally obtain
clean and elegant kernelized expressions for the covariance matrices and the cost func-
tion (7), which are also computationally very efficient for practical implementation.
Given the cross-view training data (X,Z) ∈ Rd×(n+m), the kernel matrix K ∈
R
(n+m)×(n+m) can be calculated and expressed as block matrices of the form
K =
[
KXX KXZ
KZX KZZ
]
(10)
where the block-matricesKXX ∈ Rn×n, KZZ ∈ Rm×m, KXZ ∈ Rn×m andKZX ∈
R
m×n are such that
KXX = Φ
T
XΦX , KZZ = Φ
T
ZΦZ , KXZ = Φ
T
XΦZ , KZX = Φ
T
ZΦZ (11)
Note that each of the block matrices KXX and KZZ are the kernel matrices corre-
sponding to the samples of separate views, and the block matrices KXZ and KZX are
the kernel matrices corresponding to the samples across views. Also the block matrices
have the following symmetry properties:
KXX = K
T
XX , KZZ = K
T
ZZ , KXZ = K
T
ZX . (12)
In the kernel space F , every discriminant vectorwk lies in the span of the training data
set {φ(x1), . . . , φ(xn), φ(z1), . . . , φ(zm)}. Hencewk can be expressed in the form:
wk =
n∑
i=1
α
(k)
i φ(xi) +
m∑
j=1
β
(k)
j φ(zj) (13)
It should be noted that in conventional kernel methods, a vector w in the feature space
F is expressed using expansion coefficients α as w =∑i α(k)i φ(xi). However, in (13)
we use two expansion coefficients α and β, in order to separately account the samples
belonging to each view. The vectorwk in (13) can be rewritten as
wk = ΦXαk + ΦZβk = Φθk (14)
where ΦX = [φ(x1), . . . , φ(xn)] and ΦY = [φ(z1), . . . , φ(zm)] are respectively the
matrix functions that map all the samples of X and Z to the kernel space F , and
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αk = [α
(k)
1 , α
(k)
2 , . . . , α
(k)
n ]T and βk = [β
(k)
1 , β
(k)
2 , . . . , β
(k)
m ]T are the expansion coef-
ficient vectors corresponding to each view, θk = [αk,βk]
T
is the combined expansion
coefficient vector and Φ = [ΦX , ΦZ ] . Hence wk in the kernel space is represented
using αk and βk, or equivalently by θk.
In the following we show how XQDA’s cost function J(wk) in (7) and the distance
metric d(xi, zj) in (6) can be kernelized:
3.3.1 Kernelization of cost function J(wk):
We show that both the numerator term wTkΣDwk and denominator term w
T
kΣSwk of
the cost function J(wk) can be formulated in terms of inner products and hence they
can be separately kernalized.
Kernelization of denominator wTkΣSwk: As seen in Eq.(8), ΣS is a function of
X˜, Z˜,S,R, which are in turn functions of the training set samples. So we first express
these matrices in the kernel space F using the function φ(·) as follows:
Φ
X˜
= [
√
m1φ(x1), . . . ,
√
m1φ(xn1 ), . . . ,
√
mcφ(xn)] (15)
Φ
Z˜
= [
√
n1φ(z1), . . . ,
√
n1φ(zm1 ), . . . ,
√
ncφ(zm)] (16)
ΦS = (
∑
yi=1
φ(xi),
∑
yi=2
φ(xi), . . . ,
∑
yi=c
φ(xi)) (17)
ΦR = (
∑
yj=1
φ(zj),
∑
yj=2
φ(zj), . . . ,
∑
yj=c
φ(zj)) (18)
Then, using (8), the covariance matrix ΣS in F can be expressed as
nSΣS = ΦX˜Φ
T
X˜︸ ︷︷ ︸
A
+Φ
Z˜
ΦT
Z˜︸ ︷︷ ︸
B
−ΦSΦTR︸ ︷︷ ︸
C
−ΦRΦTS︸ ︷︷ ︸
D
(19)
Then using Eq. (14) and (19), the numerator termwTkΣSwk can be written as
w
T
k nSΣSwk = fA(αk,βk) + fB(αk,βk) + fC(αk,βk) + fD(αk,βk) (20)
where the functions fA, fB , fC and fD are of the form
fY (αk,βk) = α
T
k Φ
T
XY ΦXαk + β
T
k Φ
T
ZY ΦZβk
+αTk Φ
T
XY ΦZβk + β
T
k Φ
T
ZY ΦXαk (21)
for Y = A,B,C,D, which are defined in (19). Next we show that each of the functions
in (20) can be expressed in terms of inner products of Φ and hence can be individually
kernelized. We have the following Lemmas.
Lemma 1: fA(α,β) can be kernalized as fA(αk,βk) = θ
T
k A˜θk, where
A˜ =
[
KXX
KZX
] [
F˜
] [
KXX KXZ
]
, (22)
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F˜ = diag(m1In1 ,m2In2 , . . . ,mcInc) ∈ Rn×n, such that Ini is identity matrix of size
(ni × ni).
Proof: We have A = Φ
X˜
ΦT
X˜
. However, for kernelization of A, we need to express it
in terms of ΦX , which is not trivial due to the presence of coefficients
√
m1, . . . ,
√
mc,
as seen in (15 ). In order to decouple the coefficients, we do the following. Let F˜ be a
diagonal matrix defined as F˜ = diag(m1In1 ,m2In2 , . . . ,mcInc) ∈ Rn×n, i.e.,
F˜ =

m1
. . .
m1
m2
. . .
m2
. . .
mc
. . .
mc

(23)
where, mj is the number of samples for class yj from Z. Then, using (15) and the
definition of the matrix A, it can be factorized in terms of ΦX using the decoupling
matrix F˜ as follows:
A = Φ
X˜
ΦT
X˜
= ΦX F˜Φ
T
X (24)
Then using Eq. (21), (24) and (11), we can express fA(α,β) in terms of inner products
of Φ and later kernelize as shown below:
fA(αk,βk) = α
T
k Φ
T
XAΦXαk + β
T
k Φ
T
ZAΦZβk +α
T
k Φ
T
XAΦZβk + β
T
k Φ
T
ZAΦXαk
= αTk Φ
T
XΦX F˜Φ
T
XΦXαk + β
T
k Φ
T
ZΦX F˜Φ
T
XΦZβk
+αTk Φ
T
XΦX F˜Φ
T
XΦZβk + β
T
k Φ
T
ZΦX F˜Φ
T
XΦXαk
= αTkKXX F˜KXXαk + β
T
kKZX F˜KXZβk
+αTkKXX F˜KXZβk + β
T
kKZX F˜KXXαk
= [αTk β
T
k ]
[
KXXF˜KXX KXX F˜KXZ
KZXF˜KXX KZX F˜KXZ
][
αk
βk
]
= [αTk β
T
k ]
[
KXX
KZX
] [
F˜
] [
KXX KXZ
] [αk
βk
]
= θTk A˜θk

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Lemma 2: fB(αk,βk) can be kernalized as fB(αk,βk) = θ
T
k B˜θk, where
B˜ =
[
KXZ
KZZ
] [
G˜
] [
KZX KZZ
]
(25)
and G˜ = diag(n1Im1 , n2Im2 , . . . , ncImc) ∈ Rm×m, such that Imi is identity matrix
of size (mi ×mi).
Proof: The kernelization of fB(αk,βk) is similar to that of fA(αk,βk). As B˜ =
Φ
Z˜
ΦT
Z˜
, we need to express it in terms of ΦZ for kernelization, which is not directly
possible as Φ
Z˜
is coupled with the coefficients
√
n1, . . . ,
√
nc (refer (16)). Hence we
use a decoupling matrix G˜ as follows. Let G˜ be a diagonal matrix defined as G˜ =
diag(n1Im1 , n2Im2 , . . . , ncImc) ∈ Rm×m,i.e., ,
G˜ =

n1
. . .
n1
n2
. . .
n2
. . .
nc
. . .
nc

(26)
where, ni is the number of samples for class yi from X. Then, using (16), the decou-
pling matrix G˜ and the definition of B, the later can be factorized in terms of ΦZ as
follows:
B = Φ
Z˜
ΦT
Z˜
= ΦZG˜Φ
T
Z (27)
Then using (21), (27) and (11), we can kernelize fB(α,β) as shown below:
fB(αk,βk) = α
T
k Φ
T
XBΦXαk + β
T
k Φ
T
ZBΦZβk + α
T
k Φ
T
XBΦZβk + β
T
k Φ
T
ZBΦXαk
= αTk Φ
T
XΦZG˜ΦZΦ
T
Xαk + β
T
k Φ
T
ZΦZG˜ΦZΦ
T
Zβk
+αTk Φ
T
XΦZG˜ΦZΦ
T
Zβk + β
T
k Φ
T
ZΦZG˜ΦZΦ
T
Xαk
= αTkKXZG˜K
T
ZXαk + β
T
kKZZG˜K
T
ZZβk
+αTkKXZG˜K
T
ZZβk + β
T
kKZZG˜K
T
ZXαk
= [αTk β
T
k ]
[
KXZG˜K
T
ZX KXZG˜K
T
ZZ
KZZG˜K
T
XZ KZZG˜K
T
ZZ
] [
αk
βk
]
= [αTk β
T
k ]
[
KXZ
KZZ
] [
G˜
] [
KZX KZZ
] [αk
βk
]
= θTk B˜θk.
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
Next, in order to kernelize fC(αk,βk) and fD(αk,βk), we define the following
matrices.
HXX = Φ
T
XΦS , HZZ = Φ
T
ZΦR, HXZ = Φ
T
XΦR, HZX = Φ
T
ZΦS (28)
The above matrices are of size HXX , HXZ ∈ Rn×c and HZX , HZZ ∈ Rm×c. The
(p, q)th element of each of these matrices can be expressed in terms of the kernel func-
tion k(xi,xj) as
(HXX)pq =
∑
yi=q
k(xp, xi), (HZZ)pq =
∑
yj=q
k(zp, zj)
(HXZ)pq =
∑
yj=q
k(xp, zj), (HZX)pq =
∑
yi=q
k(zp, xi) (29)
Then, we have the below Lemma.
Lemma 3: fC(α,β) and fD(αk,βk) can be kernalized such that fC(αk,βk) = θ
T
k C˜θk
and fD(α,β) = θ
T
k C˜
Tθk, where
C˜ =
[
HXX
HZX
] [
HTXZ H
T
ZZ
]
(30)
Proof: Using (21), the relations in (28) and the definitionC = ΦSΦ
T
R, we can kernelize
fC(αk,βk) as follows:
fC(αk,βk) = α
T
k Φ
T
XCΦXαk + β
T
k Φ
T
ZCΦZβk +α
T
k Φ
T
XCΦZβk + β
T
k Φ
T
ZCΦXαk
= αTk Φ
T
XΦSΦ
T
RΦXαk + β
T
k Φ
T
ZΦSΦ
T
RΦZβk
+αTk Φ
T
XΦSΦ
T
RΦZβk + β
T
k Φ
T
ZΦSΦ
T
RΦXαk
= αTkHXXH
T
XZαk + β
T
kHZXH
T
ZZβk
αTkHXXH
T
ZZβk + β
T
kHZXH
T
XZαk
= [αTk β
T
k ]
[
HXXH
T
XZ HXXH
T
ZZ
HZXH
T
XZ HZXH
T
ZZ
] [
αk
βk
]
= [αTk β
T
k ]
[
HXX
HZX
] [
HTXZ H
T
ZZ
] [αk
βk
]
= θTk C˜θk
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For kernelizing fD(αk,βk), it can observed using Eq. (21), the relations in (28) and
the definitionD = ΦRΦ
T
S , that fD(αk,βk) = f
T
C (αk,βk), as shown below:
fD(αk,βk) = α
T
k Φ
T
XDΦXαk + β
T
k Φ
T
ZDΦZβk +α
T
k Φ
T
XDΦZβk + β
T
k Φ
T
ZDΦXαk
= αTk Φ
T
XΦRΦ
T
SΦXαk + β
T
k Φ
T
ZΦRΦ
T
SΦZβk
+ αTk Φ
T
XΦRΦ
T
SΦZβk + β
T
k Φ
T
ZΦRΦ
T
SΦXαk
= (αTk Φ
T
XΦSΦ
T
RΦXαk)
T + (βTk Φ
T
ZΦSΦ
T
RΦZβk)
T
+ (βTk Φ
T
ZΦSΦ
T
RΦXαk)
T + (αTk Φ
T
XΦSΦ
T
RΦZβk)
T
=
(
αTk Φ
T
XCΦXαk + β
T
k Φ
T
ZCΦZβk +α
T
k Φ
T
XCΦZβk + β
T
k Φ
T
ZCΦXαk
)T
= fTC (αk,βk)
Therefore, it follows that fD(αk,βk) = θ
T
k C˜
TθTk . 
Based on (20) and the Lemmas 1,2,3 above, we finally obtain the following theorem.
Theorem 1: The denominator term wTkΣSwk in (7) can be kernelized as w
T
kΣSwk =
θTk ΛSθk, where
ΛS = (1/nS)(A˜+ B˜ − C˜ − C˜T ). (31)
This completes the kernelization of the denominator term of (7). We next show how the
numerator term of (7) can be kernelized.
Kernelization of numeratorwTkΣDwk: As seen in (9), the expression forΣD contains
X, Z, s and r. Hence for kernelization, we obtain their representations in the kernel
space F using the kernel function φ(·) as follows:
ΦX = [φ(x1), . . . , φ(xn1 ), . . . , φ(xn)] (32)
ΦZ = [φ(z1), . . . , φ(zm1 ), . . . , φ(zm)] (33)
Φs =
n∑
i=1
φ(xi), Φr =
m∑
i=1
φ(zi) (34)
Similar to (19), the covariance matrix ΣD in F can be expressed using Eq. (9) as
nDΣD = mΦXΦ
T
X︸ ︷︷ ︸
U
+nΦZΦ
T
Z︸ ︷︷ ︸
V
−ΦsΦTr︸ ︷︷ ︸
E
−ΦrΦTs︸ ︷︷ ︸
P
−nSΣS (35)
Then using Eq. (14) and (35), we have
w
T
k nDΣDwk = fU (αk,βk) + fV (αk,βk)
− fE(αk,βk)− fP (αk,βk)−wTk nSΣSwk (36)
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where the functions fU , fV , fE and fP are of the form
f
Y˜
(αk,βk) = α
T
k Φ
T
X Y˜ ΦXαk + β
T
k Φ
T
Z Y˜ ΦZβk
+αTk Φ
T
X Y˜ ΦZβk + β
T
k Φ
T
Z Y˜ ΦXαk (37)
for Y˜ = U, V,E, P , which are already defined in (35). We next show that each of the
terms in (36) can be expressed as inner products of φ(·) and hence can be separately
kernelized. We have the following two Lemmas.
Lemma 4: fU (αk,βk) and fV (αk,βk) can be kernalized as fU (αk,βk) = θ
T
k U˜θk
and fV (αk,βk) = θ
T
k V˜ θk, where
U˜ = m
[
KXX
KZX
] [
KXX KXZ
]
(38)
V˜ = n
[
KXZ
KZZ
] [
KZX KZZ
]
(39)
Proof: Using Eq. (37), the definition U = mΦXΦ
T
X and the relations in (11), we can
kernelize fU (αk,βk) as follows:
fU (αk,βk) = α
T
k Φ
T
XUΦXαk + β
T
k Φ
T
ZUΦZβk +α
T
k Φ
T
XUΦZβk + β
T
k Φ
T
ZUΦXαk
= αTkmΦ
T
XΦXΦ
T
XΦXαk + β
T
kmΦ
T
ZΦXΦ
T
XΦZβk
+αTkmΦ
T
XΦXΦ
T
XΦZβk + β
T
kmΦ
T
ZΦXΦ
T
XΦXαk
= αTkmKXXKXXαk + β
T
kmKZXKXZβk
+αTkmKXXKXZβk + β
T
kmKZXKXXαk
= m[αTk β
T
k ]
[
KXXKXX KXXKXZ
KZXKXX KZXKXZ
] [
αk
βk
]
= m[αTk β
T
k ]
[
KXX
KZX
] [
KXX KXZ
] [αk
βk
]
= θTk U˜θk
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Similarly, fV (αk,βk) can also be kernelized using Eq. (37), the definitionV = nΦZΦ
T
Z ,
and the relations in (11), as follows:
fV (αk,βk) = α
T
k Φ
T
XV ΦXαk + β
T
k Φ
T
ZV ΦZβk +α
T
k Φ
T
XV ΦZβk + β
T
k Φ
T
ZV ΦXαk
= αTk nΦ
T
XΦZΦ
T
ZΦXαk + β
T
k nΦ
T
ZΦZΦ
T
ZΦZβk
+αTk nΦ
T
XΦZΦ
T
ZΦZβk + β
T
k nΦ
T
ZΦZΦ
T
ZΦXαk
= αTk nKXZKZXαk + β
T
k nKZZKZZβk
+αTk nKXZKZZβk + β
T
k nKZZKZXαk
= n
[
αTk β
T
k
] [KXZKZX KXZKZZ
KZZKZX KZZKZZ
] [
αk
βk
]
= n
[
αTk β
T
k
] [KXZ
KZZ
] [
KZX KZZ
] [αk
βk
]
= θTk V˜ θk

Lemma 5: fE(αk,βk) and fP (αk,βk) can be kernalized as fE(αk,βk) = θ
T
k E˜θk,
and fP (αk,βk) = θ
T
k E˜
Tθk where
E˜ =
[
KXX
KZX
] [
1n×m
] [
KZX KZZ
]
(40)
and 1n×m is an (n×m) dimensional matrix of ones.
Proof: For kernelizing fE(αk,βk), we need to expressE = ΦsΦ
T
r in terms of ΦX and
ΦZ . For that end, we rewrite Φs and Φr based on ( 34) as
Φs =
n∑
i=1
φ(xi) = [φ(x1), φ(x2), . . . , φ(xn)]1n = ΦX1n (41)
Φr =
m∑
i=1
φ(zi) = [φ(z1), φ(z2), . . . , φ(zm)]1m = ΦZ1m (42)
where 1n and 1m are column vectors of ones having length n and m , respectively.
Now based on the definition of E, it can be expressed as
E = ΦsΦ
T
r = ΦX1n1
T
mΦ
T
Z = ΦX1n×mΦ
T
Z (43)
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where 1n×m, is an (n×m) dimensional matrix of ones. Then using Eq. (37), (43) and
the relations in (11), we can kernelize fE(αk,βk) as follows:
fE(αk,βk) = α
T
k Φ
T
XEΦXαk + β
T
k Φ
T
ZEΦZβk +α
T
k Φ
T
XEΦZβk + β
T
k Φ
T
ZEΦXαk
= αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦXαk + β
T
k Φ
T
Z(ΦX1n×mΦ
T
Z)ΦZβk
+αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦZβk + β
T
k Φ
T
Z(ΦX1n×mΦ
T
Z)ΦXαk
= αTkKXX1n×mKZXαk + β
T
kKZX1n×mKZZβk
+αTkKXX1n×mKZZβk + β
T
kKZX1n×mKZXαk
=
[
αTk β
T
k
] [KXX1n×mKZX KXX1n×mKZZ
KZX1n×mKZX KZX1n×mKZZ
] [
αk
βk
]
=
[
αTk β
T
k
] [KXX
KZX
]
[1n×m]
[
KZX KZZ
] [αk
βk
]
= θTk E˜θk
For kernelizing fP (αk,βk), it can be seen that
P = ΦrΦ
T
s = ΦZ1m1
T
nΦ
T
X = ΦZ1m×nΦ
T
X . (44)
Then, fP (αk,βk) can be kernelized by observing that fP (αk,βk) = f
T
E (αk,βk), as
shown below:
fP (αk,βk) = α
T
k Φ
T
XPΦXαk + β
T
k Φ
T
ZPΦZβk +α
T
k Φ
T
XPΦZβk + β
T
k Φ
T
ZPΦXαk
= αTk Φ
T
X(ΦZ1m×nΦ
T
X)ΦXαk + β
T
k Φ
T
Z(ΦZ1m×nΦ
T
X)ΦZβk
+αTk Φ
T
X(ΦZ1m×nΦ
T
X)ΦZβk + β
T
k Φ
T
Z(ΦZ1m×nΦ
T
X)ΦXαk
= (αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦXαk)
T + (βTk Φ
T
Z(ΦX1n×mΦ
T
Z)ΦZβk)
T
+ (βTk Φ
T
Z(ΦX1n×mΦ
T
Z)ΦXαk)
T + (αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦZβk)
T
=
[
αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦXαk + β
T
k Φ
T
Z(ΦX1n×mΦ
T
Z)ΦZβk
+αTk Φ
T
X(ΦX1n×mΦ
T
Z)ΦZβk + β
T
k Φ
T
Z(ΦX1n×mΦ
T
Z)ΦXαk
]T
= fTE (αk,βk)
Then it follows that fP (αk,βk) = θ
T
k E˜
Tθk. 
Using Eq. (36), and the above Lemmas 4 and 5, we get the following theorem.
Theorem 2: The kernalized form of the denominator term in (7) is obtained aswTkΣDwk =
θTk ΛDθk where
ΛD = (1/nD)(U˜ + V˜ − E˜ − E˜T − nSΛS). (45)
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Based on Theorem 1 and 2, the kernalized version of the cost function J(wk) in (7) can
now be finally written as
J(θk) =
θTk ΛDθk
θTk ΛSθk
(46)
The kernelized cost function J(θk) is also of the form of Generalized Rayleigh Quo-
tient. Hence the optimal solutions θk that maximize (46) are composed of the eigen-
vectors corresponding to the b largest eigenvalues of Λ−1S ΛD. Similar to XQDA, the
dimensionality b of the kXQDA subspace is determined by the number of eigenvectors
whose eigenvalues are larger than 1, as it ensures that variance of the dissimilar class
ΣD is always higher than the variance of similar class ΣS , facilitating effective dis-
crimination between the classes based on difference in variances.
3.3.2 Kernelization of distance metric
Next, we kernelize the distance metric d(xi, zj) in (6). In the kernel space F , the dis-
tance metric will be of form
d(Φ(xi), Φ(zj)) = (Φ(xi)− Φ(zj))TWφ(Σ′−1S −Σ′−1D )+WTφ (Φ(xi)− Φ(zj)) ,
(47)
where Σ′S =W
T
φ ΣSW
T
φ and Σ
′
D = W
T
φ ΣDW
T
φ .
Lemma 6: The matrices Σ′S and Σ
′
D can be kernalized as Σ
′
S = Θ
TΛSΘ, Σ
′
D =
ΘTΛDΘ, where Θ = [θ1, θ2, . . . , θb].
Proof: Based on Theorems 1 and 2, it can be seen that, for any general p, q ∈ N, the
kernelized version ofwTpΣDwq andw
T
p ΣSwq can be written as
w
T
pΣSwq = θ
T
p ΛSθq (48)
w
T
pΣDwq = θ
T
p ΛDθq (49)
Using the definition of Σ′S , and Eq. (49), we can kernelize Σ
′
S as follows:
Σ′S =W
T
φ ΣSWφ (50)
=

w
T
1
w
T
2
...
w
T
b
ΣS [w1,w2, . . . ,wb] =

θT1
θT2
...
θTb
ΛS [θ1, θ2, . . . , θb] (51)
= ΘTΛSΘ (52)
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Similarly, we can can kernelizeΣ′D using its definition and Eq. (48) as following:
Σ′D =W
T
φ ΣDWφ (53)
=

w
T
1
w
T
2
...
w
T
b
ΣD [w1,w2, . . . ,wb] =

θT1
θT2
...
θTb
ΛD [θ1, θ2, . . . , θb] (54)
= ΘTΛDΘ (55)

Using (14), the matrixWφ can be expressed as
Wφ = [w1,w2, ...,wb] = Φ [θ1, θ2, . . . , θb] = ΦΘ (56)
Then, using (56), the initial part of the expression in (47) can be kernalized as:
(Φ(xi)− Φ(zj))TWφ = (Ki −Kj)TΘ (57)
whereKi is the ith column of the kernel matrixK in (10).
Using Lemma 6 and (57), we finally obtain the following theorem:
Theorem 3: The kernelized distance metric of kXQDA can be expressed as
d(Φ(xi), Φ(zj)) = (Ki −Kj)TΘΓ+ΘT (Ki −Kj) (58)
where Γ =
[
(ΘTΛSΘ)
−1 −ΘTΛDΘ)−1
]
.
It can be seen that we obtain clean and simplified expressions for k-XQDA as shown
in (46) and (58). They have similar structure compared to the expressions (7) and (6)
of XQDA. Though our derivations for kernelizing XQDA using (8) and (9) is little
involved, it should be noted that in our kernelized formulation, there is no requirement
of explicit computation of the nm similar/dissimilar class pairs and their outer products
for estimating the covariance matrices, which would have been other wise required if
(5) was used for kernelization. Thus our approach achieves a computational reduction of
two orders of magnitude. The matrices A˜, B˜, C˜, U˜ , V˜ , and E˜ required for calculating
matrices ΛD and ΛS are simplified for fast and efficient computation. They can be
easily computed once the matricesKXX ,KXZ ,KZZ , HXX , ZZZ , HXZ andHZX are
obtained. For the calculation of the eigen system of Λ−1S ΛD, we add a small regularizer
of λ = 10−7 to the diagonal elements of ΛS to make its estimation more smooth and
robust.
Note that in small sample size case (where n + m ≪ d) , ΛS ∈ R(n+m)×(n+m)
has a much lesser dimension compared to ΣS ∈ Rd×d of XQDA. Hence ΛS has lesser
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Algorithm 1 k-XQDA algorithm
Input: Training dataX = (x1,x2, . . . ,xn), Z = (z1, z2, . . . , zm) with labels y ∈ {1, . . . , c}
Output: Distance measure between two samples xi and zj .
1: Compute kernel matricesK, KXX , KZZ , KXZ , KZX using (10), (11) and (12).
2: Construct matrices F˜ and G˜ using (23) and (26), based on y.
3: Compute A˜ and B˜ using (22) and (25).
4: Compute matricesHXX , HZZ , HXZ, HZX and C˜ using (29) and (30).
5: Compute ΛS using (31).
6: Compute matrices U˜ , V˜ and E˜ using (38), (39) and (40) respectively.
7: Compute ΛD using (45).
8: ΛS ← ΛS + λI
9: Θ = [θ1,θ2, . . . , θb]← Eigen vectors of Λ
−1
S ΛD with eigenvalues greater than 1.
10: Compute Ki andKj corresponding to xi and zj .
11: Γ ←
[
(ΘTΛSΘ)
−1 −ΘTΛDΘ)
−1
]
.
12: Calculate the distance d(Φ(xi), Φ(zj)) using (58).
number of zero eigen values compared toΣS , making the former better regularizable for
inversion. Thus k-XQDA can handle small sample size (SSS) problem more efficiently
compared to XQDA. Also, as all other inherent matrices of k-XQDA depends on the
number of samples, while that of XQDA depends on the feature dimension, k-XQDA is
much faster compared to XQDA. The complete algorithm for k-XQDA is summarized
in Algorithm 1.
4 Experiments
Evaluation Protocol: In re-ID experiments, test set identities are considered unseen
during training. Hence following the standard protocol [2,5,7,19,28,30,47], the dataset
identities are divided equally into half forming the training set and the other half form-
ing the test set. For training, each person is considered as one distinct class. For testing,
the test images from one view form the query set and the rest forms the gallery set. The
queries are matched against the gallery and a ranked list is obtained based on the match-
ing score. Rank-N accuracy is calculated as the probability of true match occurring in
the first N search results. The above procedure is repeated 10 times and the average
performance is evaluated.
Datasets: We use four standard datasets including CUHK01 [18], PRID450S [34],
GRID [23] and PRID2011 [14], which have small size training set for our experi-
ments. They contain 971, 450, 250 and 200 persons, respectively, captured from two
non-overlapping camera views. Each person has one image in each view, except the
CUHK01 dataset, which has two images in each view. For CUHK01, we use both
single-shot as well as multi-shot settings. The gallery of GRID and PRID2011 datasets
have additional 775 and 549 images, respectively, which are of different identities from
the query set and act as distractors.
Features and Parameters: For each person image, we use standard feature descrip-
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Methods r=1 r=5 r=10 r=20
WHOS* + XQDA 33.16 53.01 61.57 70.43
WHOS* + k-XQDA 43.75 67.30 76.16 84.12
WHOS† + XQDA 37.61 58.06 66.62 75.14
WHOS† + k-XQDA 52.45 76.43 84.60 90.93
LOMO + XQDA 50.00 75.32 83.40 89.51
LOMO + k-XQDA 54.43 79.63 86.45 92.25
GOG + XQDA 57.89 79.15 86.25 92.14
GOG + k-XQDA 62.23 83.09 89.46 94.43
Table 1: Comparison of k-XQDAwith the baseline methodXQDA on CUHK01 dataset,
using single-shot settings.
tors including WHOS [21], LOMO [19] and GOG [28]. The LOMO and GOG are of
dimensions 26,960 and 27,622 respectively. TheWHOS feature is of two type, one with
2960 and the other with 5138 dimensions. We refer the first as WHOS* and the second
as WHOS†. We also use a new feature descriptor named LOMO†, which is the LOMO
feature obtained without using Retinex [19] transformation, to make use of of color di-
versity. Re-ID datasets have large variation in illumination and background. Hence for
k-XQDA, we use specific features and kernel functions for each dataset, to better model
their inherent characteristics. We use RBF or polynomial kernel for k-XQDA.
Method of Comparison: We conduct our experiments using only the given training
data. There are some re-ID methods that use external supervision (like pre-trained net-
works on other datasets or auxiliary data like human pose, attributes or body part seg-
mentation obtained using external trained systems) and post-processing (re-ranking) of
the trained models using the test data. No such external supervision or post-processing
is considered in our study and hence a direct comparison of our results with such meth-
ods is not advisable. However, we list them in separate rows for completeness.
4.1 Comparison with Baselines
As k-XQDA is the kernalized version of XQDA, we first compare its performance
against XQDA. We extensively evaluate using multiple feature descriptors including
WHOS*, WHOS, LOMO and GOG, and the results are shown in Table 1. k-XQDA
consistently outperforms XQDA with high margin, at all ranks. For WHOS* descrip-
tor, k-XQDA attains an improvement of 10.59% at rank-1 and 14.29% at rank-5, against
XQDA. Similarly for WHOS† descriptor, k-XQDA outperforms XQDA by 14.84% at
rank-1 and 18.37% at rank-5. For LOMO and GOG feature descriptors, a rank-1 per-
formance boost of 4.43% and 4.34% are respectively obtained by k-XQDA. Thus, inde-
pendent of the feature descriptor used, k-XQDA has superior performance than XQDA.
The results signify that, with the benefit of kernels, k-XQDA is able to learn efficient
non-linear features than XQDA for handling the high non-linearity in person appear-
ances across cameras.
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Methods Ref r=1 r=5 r=10 r=20
ITML [11] 22.60 40.60 50.40 61.50
LMNN [43] 42.30 61.50 70.50 79.20
LFDA [31] 44.67 67.37 76.05 83.31
kLFDA [45] 46.67 72.38 81.96 89.01
MFA [45] 42.55 69.76 80.45 88.42
KISSME [17] 41.87 68.95 79.21 87.58
MLAPG [20] 51.79 75.29 82.54 89.41
NFST [49] 40.04 62.21 71.67 80.08
KNFST [49] 52.80 77.28 84.97 91.07
XQDA [19] 50.00 75.32 83.40 89.51
k-XQDA Ours 54.43 79.63 86.45 92.25
Table 2: Comparison of k-XQDAwith baseline metric learning methods using the same
LOMO feature on CUHK01 dataset (single-shot).
Next we compare the performance of k-XQDA against other state-of-the-art metric
learning methods including MLAPG [20], NFST [49], KNFST [49], KISSME [17],
LFDA [31] and kLFDA [45]. We conduct experiments using the same LOMO feature
descriptor on CUHK01 dataset, and the results are shown in Table 2. It can be seen that
k-XQDA outperforms all the compared metric learning methods. Note that KNFST
[49] and kLFDA [45] are kernel based methods and our kernel based method k-XQDA
attains the highest performance. The experiment also confirms the inferences drawn
in [49] and [45] that kernel based methods are very crucial for handling non-linearity in
person re-identification.
4.2 Comparison with State-of-the-art
Experiments with PRID2011 dataset: PRID2011 is a challenging dataset with very
small training data. We use GOG features for this dataset. As seen in Table 3, our pro-
posed methods k-XQDA attains competitive performance against the state-of-the-art
results for all ranks. We clearly outperform all the deep learning based methods includ-
ing MuDeep [32]. The deep learning methods PTGAN [42] and MC-PPMN [25] uses
auxiliary supervision while our method have better performance, even without using
any extra information, except the given training images.
Experiments with CUHK01 dataset: Concatenated LOMO, LOMO† and GOG are
used as the features. For single-shot settings, where every person has only one image
in each view, the results are shown in Table 4. kXQDA attains the best results at all
ranks. Note that we even outperformed the body pose based auxiliary supervised deep
learning method PN-GAN [33]. For multi-shot experiments also, we attain competitive
performance against state-of-the-art methods, as shown in Table 5. This additionally
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Methods Rank1 Rank10 Rank20
KISSME [17] 15.00 39.00 52.00
LMNN [43] 10.00 30.00 42.00
ITML [11] 12.00 36.00 47.00
Mahal [34] 16.00 41.00 51.00
RPLM [13] 15.00 42.00 54.00
TPC [10] 22.00 47.00 57.00
XQDA [19] 27.80 59.60 71.20
KNFST [49] 29.80 66.00 76.50
l1-graph [16] 30.10 - -
SBAL [22] 32.40 - -
k-XQDA 35.30 72.10 81.70
*MuDeep [32] 17.90 45.90 55.40
*MetricEnsembles [30] 17.90 50.00 62.00
*PTGAN [42] 33.50 71.50 -
*MC-PPMN [25] 34.00 69.00 -
Table 3: Performance comparison with state-of-the-art results on PRID2011 dataset.
The methods with a * signifies post processing / external supervision based methods.
signifies that our methods can also handle multiple images per class, efficiently.
Experiments with PRID450S dataset:We use concatenated GOG+LOMO+LOMO†
as the features in our methods. As shown in Table 6, we attain competitive performance
with state-of-the-art results. We also outperform the post-processing based method
SSM [5]. It is a re-ranking method that utilize gallery data, while our method uses
only the training data. Hence it can be expected that any general re-rankingmethod like
SSM can be used on top of our method to further increase our performance.
Experiments with GRID datasetGRID is a very challenging dataset. We use concate-
nated GOG, LOMO and LOMO† as the features. Our method has competitive perfor-
mance against the state-of-the-art methods. ThoughOLMANS [54] have slightly higher
performance at rank-1, we outperform it in rank-10 and 20. Moreover, OLMANS needs
to compute a separate secondary metric for every query image, making it more compu-
tationally intensive, while our method is computationally efficient.
5 Conclusion
In this paper we proposed a new kernel based non-linear cross-view similarity metric
learning approach that can learn non-linear transformations and handle complex non-
linear appearance change of persons across camera views. Using kernel based mapping
to a higher dimensional space, a discriminative subspace as well as a Mahalanobis met-
ric is learned by discriminating the similar class and dissimilar class based on their
ratio of variances. Through our rigorous derivations, we obtain simplified expressions
for the distance metric, making it computationally very efficient and fast. The method
handles small size training data for practical person re-identification systems and bet-
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Methods Rank1 Rank10 Rank20
MLFL [52] 34.30 65.00 75.00
XQDA [19] 50.00 83.40 89.51
KNFST [49] 52.80 84.97 91.07
TPC [10] 53.70 91.00 96.30
CAMEL [48] 57.30 - -
GOG [28] 57.89 86.25 92.14
WARCA [15] 58.34 - -
MVLDML+ [46] 61.37 88.88 93.85
k-XQDA 67.77 92.23 95.94
*Semantic [36] 32.70 64.40 76.30
*MetricEnsemble [30] 53.40 84.40 90.50
*Quadruplet [9] 62.55 89.71 -
*PN-GAN [33] 67.65 91.82 -
Table 4: Comparison with state-of-the-art results on CUHK01 dataset using single-shot
settings. The methods with a * signifies post processing / external supervision based
methods.
Methods Rank1 Rank10 Rank20
l1-Graph [16] 50.10 - -
GCT [55] 61.90 87.60 92.80
XQDA [19] 61.98 89.30 93.62
CAMEL [48] 62.70 - -
MLAPG [20] 64.24 90.84 94.92
SSSVM [50] 65.97 - -
KNFST [49] 66.07 91.56 95.64
GOG [28] 67.28 91.77 95.93
IRS(LOMO) [41] 68.39 92.60 96.20
k-XQDA 76.30 95.39 98.15
*DGD [44] 66.60 - -
*OLMANS [54] 68.44 92.67 95.88
*SHaPE [6] 76.00 - -
Table 5: Comparison with state-of-the-art results on CUHK01 dataset using multi-shot
settings.
ter solves the small sample size problem. Extensive experiments on four benchmark
datasets shows that the proposed method achieves competitive performance against
many state-of-the-art methods.
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Methods Rank1 Rank10 Rank20
WARCA [15] 24.58 - -
SCNCD [47] 41.60 79.40 87.80
CSL [35] 44.40 82.20 89.80
TMA [26] 52.89 85.78 93.33
k-KISSME [29] 53.90 88.80 94.50
GCT [55] 58.40 84.30 89.80
KNFST [49] 59.47 91.96 96.53
XQDA [19] 59.78 90.09 95.29
SSSVM [50] 60.49 88.58 93.60
MC-PPMN [25] 62.22 93.56 -
MVLDML+ [46] 66.80 94.80 97.7
GOG+XQDA [28] 68.00 94.36 97.64
k-XQDA 73.16 95.91 98.44
*Semantic [36] 44.90 77.50 86.70
*SSM [5] 72.98 96.76 99.11
Table 6: Comparison with state-of-the-art results on PRID450S dataset.
Methods Rank1 Rank10 Rank20
MtMCML [24] 14.08 45.84 59.84
KNFST [49] 14.88 41.28 50.88
PolyMap [8] 16.30 46.00 57.60
XQDA [19] 16.56 41.84 52.40
MLAPG [20] 16.64 41.20 52.96
KEPLER [27] 18.40 50.24 61.44
DR-KISS [38] 20.60 51.40 62.60
SSSVM [50] 22.40 51.28 61.20
SCSP [7] 24.24 54.08 65.20
GOG [28] 24.80 58.40 68.88
k-XQDA 27.28 58.96 69.12
*SSDAL [37] 22.40 48.00 58.40
*SSM [5] 27.20 61.12 70.56
*OL-MANS [54] 30.16 49.20 59.36
Table 7: Comparison with state-of-the-art results on GRID dataset.
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