A partial digestion of DNA (e.g., cosmid, Lambda, YAC, chromosome) is performed and the lengths of thoses fragments which hybridize to a labeled probe are measured using gel electrophoresis. We give an e cient algorithm that takes as input this experimental data and proposes one or more candidate solutions. Each solution designates the location of each restriction site and speci es the end points of each fragment. (Further experiments can then be designed to select the correct solution from this small set of candidates.)
Introduction
We describe an algorithm that produces a DNA restriction-site map from a probed partial digest. In outline, the experimental procedure is as follows:
Digest the DNA (e.g., cosmid, Lambda, YAC, chromosome) under conditions in which the restriction enzyme cuts at some but not all restriction sites, (Kohara et al., 1987) . Choose a probe that hybridizes to the DNA in a unique location and label it. Hybridize it to the fragments produced by the partial digestion, (Smith et al., 1987) . Measure the lengths of the labeled fragments using gel electrophoresis. With these length measurements as input the algorithm proposes one or more candidate solutions. Each solution designates the location of each restriction site and speci es the end points of each fragment.
Computer Science Division, University of California, Berkeley, CA 94720 and International Computer Science Institute, Berkeley, CA 94720. Research supported in part by NSF grant nos. CCR-9005448 and CDA-9211106. y To whom correspondence should be addressed. Research supported in part by a National Science Foundation Graduate Fellowship and NSF grant no. Algorithms exist for solving this problem when no probe is employed and the length of every fragment is measured. See (Chang et al., 1989; Skiena et al., 1990; Skiena and Sundaram, 1994) . These algorithms vary in e ciency and in their abilities to handle errors in measurements. However, for such experiments there may be many fragments of approximately equal length which are impossible to distinguish using gel electrophoresis. The use of a probe reduces this problem, although it does not eliminate it entirely.
The algorithm presented here is unnecessary when the probe hybridizes to a location near one end of the DNA. In such a case, a restriction map may be constructed easily by hand. The algorithm shows its power in those situations where the probe hybridizes to a central location. In particular, a laboratory employing the algorithm need not go through the labor-intensive task of creating a probe from an end of the DNA. Instead it may choose any arbitrary probe, such as one found serendipitously during the search for an end probe, saving several days of labor at a cost of only a few minutes of computer time.
In many cases there may be more than one mathematically correct solution (Newberg and Naor, 1993) . The algorithm handles this gracefully in that it need not be terminated when the rst solution is produced. It will generate all solutions, in descending order of quality, until terminated by the user.
The algorithm works well even when there are errors in the length measurements. The resilience is derived, in part, from the algorithm's heavier reliance on the lengths of the shorter fragments, which are measured more accurately by gel electrophoresis. The algorithm cannot handle the cases in which some measurements are completely lost.
Mathematical Setup
To simplify the description of the algorithm, not only those places where the restriction enzyme cuts but also the two ends of the DNA are considered to be restriction sites.
A solution to the probed partial digest problem is in the form of a complete assignment of the fragment lengths to four multisets. (A multiset is a set in which elements may appear more than once.) Let x 0 be the nearest restriction site on one side of the probe and let y 0 be the nearest restriction site on the other side of the probe. Each fragment that includes the probe site is assigned to one of four multisets; this assignment depends on how the endpoints of the fragment compare to fx 0 ; y 0 g. The shortest fragment, which must represent the interval that has both x 0 and y 0 as endpoints, is assigned to the one-element multiset B. Fragments with one endpoint at x 0 and the other not at y 0 are assigned to the multiset X. Fragments with one endpoint at y 0 and the other not at x 0 are assigned to the multiset Y . All other fragments are assigned to the multiset N. The multiset of all measured is called M. See Table 1 and Figure 1 .
The collection of fragments whose lengths are assigned to X or Y can be used to locate markers. Each atomic interval (i.e., the interval between two adjacent restriction sites) is contained by a unique subset of this collection. Hence, knowledge of which fragments contain the marker is su cient for determining the atomic interval in which it lies. For instance, any marker present on all X fragments but the shortest and absent from all other fragments must lie in the atomic interval between x 1 and x 2 shown in Example Here is an example to illustrate the computation of C from X, Y , and B: X = f6; 8; 9g, Y = f7; 9; 12; 14g, B = f5g. Then C = X+Y ?B = f5; 6; 7; 8; 8; 9; 9; 10; 10; 11; 12; 12; 13; 13; 14; 15; 15; 16; 17; 18g: If the complete assignment is correct then, in the absence of experimental error, the multisets C and M should be identical. A comparison of C against the measured fragment lengths M gives a measure of the quality of the complete assignment; the more similar C and M are, the more likely it is that a hypothesized complete assignment is the correct answer.
To ascertain the similarity, the lengths in C are paired up with those in M. A positive cost (i.e., penalty) is associated with those pairs in which the paired lengths di er. The cost as a function of the two lengths is determined by the error model for the experiment and the cost of a complete assignment is the minimum, over all possible pairings, of the sum of the costs of the pairs. The goal of the algorithm is to nd the complete assignment(s) with the smallest cost.
The algorithm considers the elements of M in ascending order, and assigns each element to one of the sets B, X, Y and N. Until all the elements are assigned, an assignment is called partial. Those fragments not yet assigned belong the set Z. A data structure called a priority queue (see, for instance, (Cormen et al., 1990) ) is created to contain a collection of partial assignments. The priority queue e ciently supports two operations: the insertion of a partial assignments and the removal of a partial assignment of minimum cost. The Branch and Bound Technique (see (Cormen et al., 1990) ) is applied to speed the exponential search through the universe of assignments. In a general step, a lowest cost partial assignment is removed from the priority queue and replaced by several, more complete, partial assignments.
These are generated by choosing an assignment for the rst unassigned element of M.
Like complete assignments, the cost of a partial assignment is evaluated by checking the fragment lengths it implies against the input M. The elements already assigned imply that certain lengths (plus or minus experimental error) ought to belong to M. Furthermore, there is a lower bound on the length of any fragment that might be implied by a future assignment. As described later, the cost of a partial assignment is computed using this information. The cost function has the property that an extended assignment always costs at least as much as the partial assignment from which it was extended.
Algorithm 2.1 Branch and Bound
The elements of M are assigned in ascending order. The smallest element must be the distance from x 0 to y 0 . This element will be the element assigned to B. Without loss of generality, the second smallest element of M is assigned to the multiset X. This assignment of the rst two elements of M is the rst partial assignment to be placed in the priority queue.
In the general step, a partial assignment of minimum cost is removed from the priority queue. If the partial assignment is complete, (i.e., all elements of M have been assigned) it is given as output. Otherwise three partial assignments are inserted into the priority queue.
These are created by assigning a least unassigned value of M to X; Y; or N. Because the cost function has the property that an extended assignment always costs at least as much as the partial assignment from which it was extended, the rst complete assignment produced by the algorithm will be of minimum cost. If the algorithm is not terminated when it produces the rst minimum cost complete assignment, it will continue to produce complete assignments in nondecreasing order of cost.
The need for a priority queue can be eliminated if a di erent form of Branch and Bound is used. This may be advantageous under circumstances where the amount of computer memory required is more critical than the amount of running time. In this alternate implementation a Depth-First Search is used. (See (Cormen et al., 1990) , for instance, for a description of depth-rst search, rooted trees, etc.) The initial priority queue entry is the root of a tree of partial assignments. Every partial assignment is represented by an internal node of the tree and has a directed edge pointing to each of the three assignments that can be formed by assigning the least unassigned length. The complete assignments are the leaves of the tree. The goal, to nd the cheapest complete assignment(s), is accomplished via standard DepthFirst Search except that if an encountered partial assignment is found with cost exceeding some xed bound then the edges of the tree leading from that assignment are not explored. Any leaves reached by the search are complete solutions to be output.
Care must be taken in chosing a cost bound. A bound too low may result in the discovery of fewer low cost complete assignments than desired. If this occurs, the bound should be increased and the search should be restarted. A bound too high may cause the algorithm to spend large amounts of time exploring assignments that are of no interest. If during the search the algorithm has found an excessive number of solutions and/or explores an excessive number of assignments then the search should be restarted with a lower cost bound.
The Cost of a Partial Assignment
For a partial assignment let N; X; Y; and B be the multisets of already assigned lengths and let Z be those lengths not yet assigned.
If the partial assignment (N; X; Y; B; Z) is to lead to a good complete assignment, the multiset M must contain data similar to that in the multiset of computed fragment lengths C (see Table 1 ). In particular, if jCj > jMj then the partial assignment cannot lead to a complete solution and is given in nite cost. On the ip side, the partial assignment is also given in nite cost if every complete solution to which it may lead has a computed fragment length multiset with size strictly smaller than jMj. This maximum obtainable size is not hard to compute: Since jCj = (jXj+1)(jY j+1), the size of C will be maximized if all the elements of Z are assigned to X or Y (but not N) in such a way that jXj and jY j are as nearly equal as possible.
If a partial assignment passes these two size tests, it is checked for compatibility with M.
It is assigned a nonnegative cost which is low if the compatibility is good and high if it is not.
The compatibility test involves a matching which pairs elements of C with elements of M.
Since all solutions extended from this partial assignment will have computed fragment length multisets which contain C, for every length in C there should be a corresponding length in M.
(The matched lengths should be roughly equal, though the possibility of experimental error dictates that we cannot insist upon strict equality.) However, since the computed fragment length multiset may grow with future assignments not every element of M need have a match in C. Thus, for the purpose of matching, a special element cuto is added to C. It will be matched with every element of M not matched to an ordinary element of C. In the event that Z is empty, jCj = jMj by the size tests and cuto is not used.
A matching is a function : M ! C which takes an element of M to its match in C. The function is bijective (i.e., one-to-one and onto) except that more than one element of M may map to the cuto element of C. The cost of the entire matching is de ned by 
The Cost of a Pair
The nonnegative cost function cost(m; c) should re ect the error model. For instance, if one assumes that the error in the measurement of the length of a fragment obeys a Gaussian distribution with standard deviation proportional to the fragment's length then one should use cost(m; c) = j log(m) ? log(c)j 2 . The logarithms change the scale so that the distribution of error is independent of fragment length. The quantity is squared so that it can be combined by summing with other independent pairings that obey a Gaussian distribution.
If one assumes that the error is Gaussian with standard deviation independent of the the fragment length then one should use cost(m; c) = jm?cj 2 . We tested the algorithm under the assumption that the distance a fragment travels in a gel is inversely proportional to its length and that the error in measuring gel position is Gaussian with standard deviation independent of gel position. This re ects the fact that, as the result of future assignments, the smallest element that might be added to X or Y and hence to C is the smallest element from Z. This requirement incorporates into Cost (M; C), a lower bound on the cost of future assignments. Hence it gives a lower bound to the cost of all complete solutions to which the partial assignment may lead.
For any of these three choices cost satis es the following regularity property. (In fact, if cost(m; c) = jf(m) ? f(c)j 2 for any monotonic function f() then cost will satisfy this regularity property.) For any cost(m; c) satisfying this regularity property it is never worse to match the elements in order than out of order. For equal size multisets, M; C, the property implies that a best matching is one in which the smallest element of M is matched to the smallest element of C, the second smallest element of M is matched to the second smallest element of C, etc.
Finding the Cost of an Optimal Matching
The value Cost(M; C), the minimum over all matchings of Cost (M; C), can be found eciently using dynamic programming. Write c i for the ith lowest element of C and write C i for the multiset fc 1 ; : : :; c i g. As an example, suppose the probe is at position 10 and the restriction sites are at 2, 3, 8, 12, and 19. If there is no error, the probed partial digestion experiment will produce the lengths M = f4; 9; 10; 11; 16; 17g. Our goal is to correctly classify these lengths to B; X; Y; and N. A correct solution is to assign the lengths, in order, to B; X; X; Y; N and N.
Suppose we wish to evaluate the partial assignment B = f4g; X = f9g; Y = f10g; N = ;; Z = f11; 16; 17g. We compute C = (X B) + (Y B) ? B = f4; 9g + f4; 10g ? f4g = f4; 9; 10; 15g and min Z = 11. The dynamic programming algorithm optimally matches C fcuto g with M. For cost(m; c) = j1=m ? 1=cj 2 , the values of Cost(M i ; C j ) are in Table 2 . The cost of an optimal matching is Cost(M 6 ; C 4 ) = :000017. In this case, the cost of the partial assignment comes from an optimal matching which is unique. It matches the elements of M = f4; 9; 10; 11; 16; 17g, in order, to 4; 9; 10; cuto ; 15; cuto . 
Using a Priority Queue
The algorithm using a priority queue was tested on several di erent sets of randomly generated data. The sets are characterized by size and error level. Sizes are written x y to indicate how many restriction sites are before and after the probe site. The product xy is the number of distinct fragments produced by the experiment.
The error level describes the error in a measurement of a fragment of unit length. It is assumed that the distance a fragment travels in a gel is inversely proportional to its length and that the uncertainty in measuring its gel position is a Gaussian with a standard deviation which is independent of that position. Under such circumstances, a typical error in a value obtained for a fragment length will be proportional to the square of the fragment length. With the DNA length normalized to unity, an error level of implies that the measurement of a fragment of length m will have a standard deviation of m 2 .
The error level is based upon the error in measuring a single fragment length independent of the other fragment lengths. For instance, a gel inaccuracy that causes all fragments to appear approximately 5% too long will not hinder the performance of the algorithm and is not included in the de nition of error level. If for a particular experiment, a fragment of unit for j = 0 to jCj do For size x y the x+y restriction sites are chosen uniformly at random on DNA with length normalized to unity. From these restriction sites the xy exact fragment lengths are calculated.
In the cases of non-zero error level each fragment length is perturbed by an amount which is generated from a Gaussian distribution with the appropriate standard deviation. Note, however, that the perturbation is not allowed to change the order of the fragments' lengths. If the perturbation results in a change in the order of the fragments' lengths, the perturbed lengths are sorted in ascending order and are matched with the exact lengths in ascending order.
For each set, 100 instances were run. The results are in Tables It corresponds to a physical map in which the probe site separates one restriction site from all the others. The lengths measured are those from the one restriction site to each of the other restriction sites. Although mathematically correct, this zero-cost solution will be uninteresting biologically except when the probe is at the end of the DNA. The correct solution may be ranked rst, second, etc. among the non-trivial solutions produced. The tables give how many correct complete assignments appeared at each rank and the average number of priority queue deletions (i.e., Branch and Bound iterations) required to produce all solutions up to that rank. The data in Table 3 is intended to be typical of existing technology. The measurement of 30 fragments at an error level of 3% { 5% is feasible. The results are good; at the 3% error level, the correct assignment appeared as one of the rst three complete assignments found in over half of the randomly generated instances, and appeared among the top ten in almost three-quarters of the instances. By observing how the top solutions di er and running experiments to test for these di erences one can easily eliminate the spurious solutions.
The data in Table 4 gives a glimpse of the future. Because of the high number of fragments, measurements must have an error level not much more than 0.3% if the correct solution is to be found (using any algorithm) among those complete assignments with the smallest cost. Once the technology has improved to the point that the correct solution is among the assignments of lowest cost, the algorithm presented here will narrow the problem to that of nding the correct solution among a handful of complete assignments.
Using Depth-First Search
For the computer-memory-saving Depth-First Search version of the algorithm it is important that the initial cost bound be less than or equal to the cost bound that would produce the number of correct solutions. Even when the initial cost bound is too small the amount of time wasted in nding too few solutions is small compared to the amount of time that will be needed to nd su ciently many solutions. A bound that is too large even by a little can be disastrous since running time is likely to be exponential as a function of the bound.
We have found that the value b = 1=N 2`2 , where N is the number of fragments andì s the length of the DNA (i.e., the longest fragment) makes a good initial cost bound for the cost function cost(m; c) = j1=m ? 1=cj 2 . If the bound proves to be too low we use a bound of 2b for the second attempt. If the cost bound is still too low after two or more attempts we t w(b) the amount of work (i.e., the number the nodes explored) for the two most recent runs to an exponential with two parameters: w(b) = c 1 e c 2 b . The new bound is chosen so that the amount of work it will require (as predicted by the exponential) will be twice the amount of work done for the most recent bound. If the predictions are accurate this guarantees that running time for the last cost bound used will be at least half of the total running time. Furthermore, the last bound's running time will be at most twice the running time of a perfectly guessed cost bound. Thus the the total running time of the algorithm will be at most four times that which would have been needed if we were able to perfectly guess a cost bound that produced the correct number of solutions.
Letting b 0 be the most recent bound and b 00 be the second-most recent bound, the new bound b is given by the formula b = b 0 + b 0 ? b 00 log 2 w(b 0 )=w(b 00 ) : As a practical matter, to prevent huge changes in the cost bound, if log 2 w(b 0 )=w(b 00 ) is less than 1=4 it is replaced by 1=4 in the above formula.
