Kernel-based classifiers are neural networks (Radial Basis Functions) 
Introduction
Many different types of neural networks are used in classification tasks. Classification in this context means first to estimate in a high-dimensional space regions attributed to the different classes, according to given input/output pairs, and then to choose the best candidate (more probable) between the different classes when a new input point is presented to the network.
It is know that the Bayes law can be used directly to choose the most probable class for each point in the space, once the probability densities of each class and the a priori probabilities of the classes are known. Estimation of probability densities can be done through sums of kernels (Gaussian for example). In this paper, we present the implementation of a dedicated processor for a Bayes classifier based on estimation of probability densities. After a short description of the algorithm, we first present the global architecture of the system and of the processor, and then the implementation of the specific cells (kernels, analog memory points and distance computations).
Algorithms for classification tasks
Many neural-like algorithms may be used for classification tasks. As stated above, we will concentrate on kernel-based estimators of probability densities, used to build Bayes classifiers. The proposed implementation however includes the circuitry for LVQ-like algorithms, as it will become clear with the description of the processor.
Kernel-based classifiers (KBC) work in two phases. First, the probability density of the data distribution inside each class is estimated; then, the Bayes law is used to determine the boundaries between classes in the data space, and by this way to classify new input vectors.
To estimate the probability density of data belonging to a particular class [l] , the principle is to sum kernels centered on the data from the learning set available in this class:
where { x i , 1 5 i 5 N,} denotes the samples at disposal in class w,; we suppose that there are C classes denoted w,, 1 5 c 5 C. The scalar parameter h is called the width factor of the kernel. The kernel @ is said to be radial if it is only a function of the norm of its argument. Several types of kernels @ may be used, the most classical one being a Gaussian function:
where d is the dimension of U and xi. The convergence of such estimator is proved in [2] . Let us mention that the width factor h may be made different for each kernel @(U -x i / h ) ; in this case the kernels are referred to as variable rather than fixed. However, the prohibitive number of operations involved in the case of variable kernels make them rather inefficient in terms of software or hardware implementations; furthermore, tests have shown that the gain in performances between estimators based on fixed and variable kernels is limited, especially in the case of finite databases. For these reasons, only fixed kernels estimators will be considered in the following.
Let us finally mention that, even if the probability density estimators are shown to be asymptotically unbiased, the number of computations is reduced in practical applications by reducing the number of samples through some kind of vector quantization, for example a LVQ procedure. In order for the LVQ procedure to give an appropriate distribution of the centroids in each class, their number will be set proportional to the a priori probabilities of the respective classes.
Once the probability densities are estimated in each class, the Bayes criterion may be used to classify any new vector z; class wc (1 5 c 5 C) will be attributed to vector z if where P(wi) is the a priori probability of class wi. Such classifier is mostly interesting because of its property to approximate the Bayes limits between classes, i.e. the boundaries leading to a minimum number of misclassifications in case of overlapping distributions; most other classification systems do not have this property.
A mixed architecture for neural network classifier
The main weak point of the algorithm described above resides in the number of operations involved in the computation of a class. If there are N kernels, N distances must be evaluated, passed through non-linear functions, and summed, before deciding the most probable class, i.e. the largest estimate of the in-class probability densities (for equal a priori class probabilities, which will be supposed in the following). The fact that all distances and all kernels may be evaluated simultaneously make this algorithm an ideal candidate for an analog parallel implementation.
The architecture presented here is made of two parts. First, an analog processor implements all operations that can be found in the kernel-based algorithm described above; we will see later how this chip can also be used for LVQ-like algorithms. This processor is algorithm-independent, provided that the algorithm only uses the resources included in the chip: values of weights can be downloaded or adapted on the chip, non-linear functions may be used or by-passed, intermediate results may be obtained (for LVQ-like algorithms), ... Secondly, all operations are sequenced using an external digital architecture, which is connected to the analog processor through the input/output lines and the control ones. This part is algorithmdependent, since different algorithms will need different sequences of operations, and the use of different output lines of the processor. The control part will be a digital finite-state machine designed according to the algorithm; it can be realized by a digital specialized or general-purpose chip, or even with discrete components on a printed-circuit board, or by FPGAs. . . .
Combining the analog processor and the digital control part leads to an efficient architecture for classification tasks; the next part of this paper details the analog processor and the different cells involved in.
Analog processor

Block description of the circuit
To describe in details the analog processor and the different operations which can be realized, let us examine the functional description of figure 1.
The core of the system is built around P identical cells, each of them being composed of memory points to store the coordinates of the centroid and its class, together with a distance calculator to compute the distance between this centroid and an input vector. Shortly, the system will work as follows. A set of P centroids p k , 1 5 k 5 P will be stored in the processor; in the case of the KBC algorithm, the coordinate of the centroid corresponds to the center of the kernel function Q . Then, when an input vector is presented to the circuit for classification, all distances between this input vector and each of the centroids are computed in a parallel way; this is the purpose of the P mentioned distance computation cells. The P computed distances are then used in two ways. On one hand, they are compared to find the smallest one, in order to select the closest centroid from the input vector; this is used in LVQ-like algorithms, in the purpose of selecting the winning centroid. On the other hand, the distances serve as inputs to P Gaussian-like kernel function, used in KBC algorithms, as mentioned in equation 2.
In the case of the LVQ algorithm, the selection of the winning centroid pa completes the recognition classification of the input pattern is then realized by selecting the largest probability density from among the different classes.
A supplementary factor P(wa) is found in equation 3; it corresponds to the a priori probabilities of the classes. As in the LVQ algorithm [3], these a priori probabilities are estimated by the relative number of points in each class, condition which is realized in our circuit since we have one kernel per input point in the distribution.
In the following sections we describe the analog cells used to realize the analog processor. The sizes of all transistors have been chosen for cells designed in the MIETEC 2.4 p m technology, and for a circuit with r of kernels), d = 16 (the dimension of the data space) and a precision in the memory points equal to 8 bits.
Description of the analog cells
Analog memory points
Analog memory points have been used to store the locations of the centroids for silicon area reasons, and to avoid non-necessary analog/digital conversions in the chip.
The principle of our analog memory point is to store a current on capacitor C, in figure 2. When switch transistor T, is on, the drain and gate of memory transistor T, are connected together, and its gate voltage adjusts to let the input current Imem flow through the transistor. When transistor T, is switched off, the capacitor C, will memorize the gate voltage of T, to keep the same current I,,, flowing through the transistor.
To compensate for leakage currents effects in the blocked junction of transistor T,, a refreshment system sequentially reads all analog values stored on the chip and refreshes them. The principle is the following. We consider that both the charge injection (when switching off transistor T,) and the leakage current in the blocked junction make the voltage V(C,) between V d d and the gate of T, decrease from less than one LSB in a refreshment period T; this LSB is measured over the whole dynamics of stored voltages on C,. In figure 2 , both the leakage current and the charge injection will have the same sign: the blocked junction will inject positive charges from Vdd to c,, so as the switching of transistor T,. We then know the sign of the slope of V(C,). If the analog value in a memory point is now read at regular intervals T, and converted into the smallest digital value greater than the analog one, the memory point may be refreshed to its initial level as illustrated, keeping the stored value fixed up to a precision of one LSB. All memory points of the circuit may be refreshed by the same system, an analog-todigital converter followed by a digital-to-analog one, T, operates in weak inversion (through a very small I,.,! current) to maximize its gain (transconductance over output conductance).
The capacitance of C, must be around 1pF to reach a 8-bits accuracy in the stored current; to obtain this value, a supplementary capacitor realized between the two polysilicon layers of the MIETEC 2.4 pm technology is added in parallel to the gate capacitor of T,.
The maximum current memorized in the cell has been set to 128 p A one LSB corresponding to 500 nA.
Synapse and input circuitry
The circuit of figure 3 is repeated P x d times on the chip, and connected to the P x d analog memory points described in section 4.2.1. The purpose of the circuit in figure 3 is twofold. First, it is used as input of the corresponding memory point when a current must be stored. In this mode, an external input voltage generates a current Iin in figure 3 , which is the current I,,, in figure 2 ; write transistor T, is then switched on, and the current is memorized in the cell. In the second operation mode, we suppose that a current I,,, is memorized in the cell of figure 2, and that it has to be subtracted from current Isn; we will see in the next section how this difference may be used to compute the distance between an input vector xi and a centroid pj . In this mode however, the difference between currents Imem and Iin may be allowed to flow out of these cells; this will also be detailed in section 4.2.3. The principle of the cascode cell in figure 3 is similar to the principle of the memory point; the sizes of transistors are given in the figure. 
Distance computation
One of the main operations that must be realized on-chip is the distance computation between a ddimensional input vector and P d-dimensional centroids. Manhattan distance has been used here for simplicity reasons, since we know that the choice of distance measure do not influence a priori the performances of a classifier [6] .
To compute the Manhattan distance between an input vector x and a centroid pi, 1 5 i 5 P , three operations must be realized: subtraction between x and p j coordinate by coordinate, absolute value, and sum of these results over all coordinates. The subtraction has already been addressed in the previous section; when a memory point is in read mode, the difference This current may either be positive or negative; depending on its sign, it is directed to one of the two summation current lines in figure 4 . The difference between these two sums must finally be computed by a set of current mirrors in order to complete the implementation of the distance computation. Voltages on lines I+ and I-are kept fixed through simple operational amplifiers.
Kernel functions
Recent developments in the theory of KBC algorithms [7] have shown that the quality of probability density estimations can be greatly improved by adjusting two kinds of parameters in the Gaussian kernels. The first one is classically its width factor, but a second one, which must be adjusted depending on the dimension of the data space, determines the tail curvature of the Gaussian function, i.e. the rate at which the kernel function drops off. We show in this section two ways of implementing kernel functions. Figure 5 shows the differential pair used to realize the first type of Gaussian-like kernel. Let us first mention that the exact kernel shape is not critical for the approximation of probability densities as soon as two such parameters can be adjusted; moreover, only half of the Gaussian function has to be realized, since its argument is always positive (distances). We thus use the non-linear characteristics of a differential pair to evaluate the Gaussian-like functions. 
(7)
The output current IO decreases exponentially with current I I , which was the expected behavior; the value of R2 determines the exponential constant. The value of R2 is then determined by transistor T4, working in strong inversion and in its linear region; assuming that the drain voltage of T4 is small, 
Conclusion
We described in this paper the analog implementation of a kernel-based classifier, based on estimation of in-class probability densities. The global architecture of the system was detailed, together with the implementation of some specific blocks, including measurements on the Gaussian kernels realized in SiliconOn-Insulator technology. Such analog processor may Chip measur.emrnt,s of Kernel Gaiissiaii be used in any classification systeni when speed ant1 port,abilit,y are newssary, tqetkier wit,h the liigli 1~-formances of Bayes classifiers. Work still tso achieve concern the implementa.tion of a. large systxxi (oiily sparse cells were realized and t,ested 111' tjo iiow) m t l the programming of a digital c,ontmller to seqiience the operastions in the processor.
