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Abstract—In this paper, we investigate hybrid analog/digital
beamforming for multiple-input multiple-output (MIMO) sys-
tems with low-resolution analog-to-digital converters (ADCs) for
millimeter wave (mmWave) communications. In the receiver, we
propose to split the analog combining subsystem into a channel
gain aggregation stage followed by a spreading stage. Both
stages use phase shifters. Our goal is to design the two-stage
analog combiner to optimize mutual information (MI) between
the transmitted and quantized signals by effectively managing
quantization error. To this end, we formulate an unconstrained
MI maximization problem without a constant modulus constraint
on analog combiners, and derive a two-stage analog combining
solution. The solution achieves the optimal scaling law with
respect to the number of radio frequency chains and maximizes
the MI for homogeneous singular values of a MIMO channel.
We further develop a two-stage analog combining algorithm to
implement the derived solution for mmWave channels. By de-
coupling channel gain aggregation and spreading functions from
the derived solution, the proposed algorithm implements the two
functions by using array response vectors and a discrete Fourier
transform matrix under the constant modulus constraint on each
matrix element. Therefore, the proposed algorithm provides a
near optimal solution for the unconstrained problem, whereas
conventional hybrid approaches offer a near optimal solution
only for a constrained problem. The closed-form approximation
of the ergodic rate is derived for the algorithm, showing that a
practical digital combiner with two-stage analog combining also
achieves the optimal scaling law. Simulation results validate the
algorithm performance and the derived ergodic rate.
Index Terms—Two-stage analog combining structure, low-
resolution ADCs, mutual information, ergodic rate.
I. INTRODUCTION
Millimeter wave communications have emerged as a
promising technology for 5G communications [1], [2]. Uti-
lizing multi-gigahertz bandwidth in 30-300 GHz frequency
ranges enables cellular networks to achieve an order of mag-
nitude increase in achievable rate [3], and a large number
of antennas can be packed into tranceivers with very small
antenna spacing by leveraging the very small wavelength.
Due to the large number of radio frequency (RF) chains and
power-demanding high-resolution ADCs coupled with high
sampling rates, however, the significant power consumption
at the receivers becomes one of the primary challenges to
resolve. In this paper, we consider hybrid MIMO receivers
with low-resolution ADCs for mmWave communications to
address such a challenge by reducing both the number of RF
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Figure 1. A receiver architecture with two-stage analog combining, low-
resolution ADCs and digital combining.
chains and quantization resolution of ADCs. We propose a
two-stage analog combining receiver architecture to maximize
the mutual information by effectively managing quantization
error as shown in Fig. 1.
A. Prior Work
Hybrid beamforming architectures have been widely inves-
tigated to reduce the number of RF chains with minimum
communication performance degradation. Singular value de-
composition (SVD)-based analog combining designs were pro-
posed [4]–[6] as the SVD transceiver maximizes the channel
capacity. In [4], hybrid precoder and combiner design methods
were developed by extracting the phases of the elements of the
singular vectors. Considering correlated channels, the SVD of
the MIMO channel covariance matrix was used for analog
combiner design to maximize mutual information in [5]. The
performance of hybrid precoding systems was analyzed for
MIMO downlink communications [7], [8]. It was shown that
hybrid beamforming systems with a small number of RF
chains can achieve the performance comparable to fully digital
beamforming systems. For MIMO uplink communications, the
Gram-schmidt based analog combiner design algorithm was
developed in [9] to orthogonalize multiuser signals.
For mmWave channels, hybrid beamforming techniques
were proposed by exploiting the limited scattering of the
channels [10]–[17]. Adopting array response vectors (ARVs)
for analog beamformer design, orthogonal matching pursuit
(OMP)-based algorithms were developed in [10]–[14]. The
proposed OMP-based algorithm in [10] approximates the
minimum mean squared error (MMSE) combiner with a fewer
number of RF chains than the number of antennas by using
ARV-based analog combiners. The OMP-based algorithm in
[10] was further improved by combining OMP and local
search to reduce the computational complexity [13] and by
iteratively updating the phases of the phase shifters [14].
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A channel estimation technique was also proposed by using
hierarchical multi-resolution codebook-based ARVs with low
training overhead in [11]. By leveraging the sparse nature of
mmWave channels, the proposed algorithms with ARV-based
analog beamformers achieved the comparable performance
with greatly reduced cost and power consumption compared
to fully digital systems.
While the previous studies [4]–[17] considered infinite-
resolution ADCs in hybrid MIMO systems, hybrid beam-
forming systems with low-resolution ADCs were investigated
in [18]–[23] to take advantage of both the hybrid beam-
forming and low-resolution ADC architectures. The proposed
algorithm in [18] attempted to design an analog combiner
by minimizing the MSE including the quantization error.
The analog combiner, however, is not constrained with a
constant modulus, and the entire combining matrix needs to
be designed for each transmitted symbol separately. Without
considering the coarse quantization effect in combiner design,
bit allocation techniques [19] and user scheduling methods
[20] were developed for a given ARV-based analog combiner.
In [21], [22], an alternating projection method was adopted
to implement SVD-based analog combiners. The performance
analysis of hybrid MIMO systems with low-resolution ADCs
in [21] showed the superior tradeoff between performance
and power consumption compared to fully digital systems
and hybrid systems with infinite-reoslution ADCs. In [23],
a subarray antenna structure was considered, and an ARV-
based combining algorithm was used to select the ARV
that maximizes the aggregated channel gain. Although the
analysis in [21]–[23] provided useful insights for the hybrid
architecture with low-resolution ADCs such as the achievable
rate and power tradeoff, the quantization error was not ex-
plicitly taken into account in the hybrid beamformer design.
Consequently, considering the coarse quantization effect in the
analog combiner design is still an open question.
B. Contributions
In this paper, we derive a near optimal analog combining
solution for an unconstrained MI maximization problem in
hybrid MIMO systems with low-resolution ADCs. We, then,
propose a two-stage analog combining architecture to properly
implement the derived solution under a constant modulus
constraint on each phase shifter. Splitting the solution into
a channel gain aggregation stage by using ARVs and a gain
spreading stage by using a discrete Fourier transform (DFT)
matrix, the two-stage analog combining structure realizes the
derived near optimal combining solution with phase shifter-
based analog combiners for mmWave communications. The
contributions of this paper can be summarized as follows:
• Without imposing a constant modulus constraint on an
analog combiner, we formulate an unconstrained MI max-
imization problem for a hybrid MIMO system with low-
resolution ADCs. For a general channel, we derive a near
optimal analog combining solution which consists of (1)
any semi-unitary matrix that includes the singular vectors of
the signal space in the channel matrix and (2) any unitary
matrix with constant modulus. The first and second parts
in the derived solution can be considered as a channel
gain aggregation function that collects the entire channel
gains into the lower dimension and a spreading function
that reduces quantization error by spreading the aggregated
gains over RF chains, respectively. We show that the derived
solution achieves the optimal scaling law with respect to
the number of RF chains and maximizes the MI when the
singular values of a MIMO channel are the same.
• We further develop an ARV-based two-stage analog com-
bining algorithm to implement the derived solution for
mmWave channels under the constant modulus constraint on
each phase shifter. Decoupling the channel gain aggregation
and spreading functions from the solution, the algorithm
implements the aggregation and spreading functions by
using ARVs and a DFT matrix without losing the optimality
of the solution in the large antenna array regime. Therefore,
the two-stage analog combiner obtained from the proposed
algorithm under the constant modulus constraint also pro-
vides a near optimal solution for the unconstrained MI max-
imization problem, whereas conventional hybrid approaches
offer a near optimal solution only for a constrained problem.
Since the DFT matrix is independent of channels, only
passive phase shifters need to be appended to a conventional
hybrid MIMO architecture with marginal complexity and
cost increase, while achieving a large MI gain.
• We derive a closed-form approximation of the ergodic rate
with a maximum ratio combining (MRC) digital combiner
for the proposed algorithm. The derived rate characterizes
the ergodic rate performance of the proposed two-stage
analog combining architecture in terms of the system pa-
rameters including quantization resolution. The derived rate
reveals that the ergodic rate of the MRC combiner achieves
the same optimal scaling law with the proposed two-stage
analog combiner by reducing the quantization error as the
number of RF chains increases.
Simulation results demonstrate that the proposed two-stage
analog combining algorithm outperforms conventional algo-
rithms and validate the derived ergodic rate.
Notation: A is a matrix and a is a column vector. AH
and AT denote conjugate transpose and transpose. [A]i,: and
ai indicate the ith row and column vector of A. We denote
ai,j or [A]i,j as the {i, j}th element of A and ai as the ith
element of a. λi{A} denotes the i-th largest singular value
of A. CN (µ, σ2) is the complex Gaussian distribution with
mean µ and variance σ2. E[·] and V[·] represent an expectation
and variance operators, respectively. The correlation matrix is
denoted as Rxy = E[xy
H ]. The diagonal matrix diag{A} has
{ai,i} at its ith diagonal entry, and diag{a} or diag{aT } has
{ai} at its ith diagonal entry. blkdiag{A1, . . . ,AN} is a block
diagonal matrix with diagonal entries A1, · · · ,AN . I denotes
the identity matrix with a proper dimension and we indicate
the dimension N by IN if necessary. 0 denotes a matrix that
has all zeros in its elements with a proper dimension. ‖A‖
represents L2 norm. |·| indicates an absolute value, cardinality,
and determinant for a scalar value a, a set A, and a matrix
A, respectively. Tr{·} is a trace operator and x(N) ∼ y(N)
indicates limN→∞ xy = 1.
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II. SYSTEM MODEL
We consider single-cell uplink wireless communications in
which the BS is equipped with Nr receive antennas and NRF
RF chains with NRF < Nr. The antennas are uniform linear
arrays (ULA), and each RF chain is followed by a pair of low-
resolution ADCs. We assume that the BS serves Nu users each
with a single transmit antenna with Nu ≤ NRF.
A. Channel Model
The channel hγ,k of user k is assumed to be the sum of the
contributions of scatterers that contribute Lk propagation paths
to the channel hγ,k [24]. For mmWave channels, the number
of channel paths Lk is expected to be small due to the limited
scattering [2]. The discrete-time narrowband channel of user
k can be modeled as
hγ,k =
1√
γk
hk =
√
Nr
γkLk
Lk∑
ℓ=1
gℓ,ka(φℓ,k) (1)
where γk denotes the pathloss of user k, gℓ,k is the complex
gain of the ℓth propagation path of user k, and a(φℓ,k) is the
ARV of the receive antennas corresponding to the azimuth
AoA of the ℓth path of the kth user φℓ,k ∈ [−π/2, π/2].
The complex channel gain gℓ,k follows an independent and
identically distributed (i.i.d.) complex Gaussian distribution,
gℓ,k
i.i.d∼ CN (0, 1). The ARV a(θ) for the ULA antennas of
the BS is given as
a(θ) =
1√
Nr
[
1, e−jπϑ, e−j2πϑ, . . . , e−j(Nr−1)πϑ
]T
where the spatial angle ϑ = 2dλ sin(θ) is related to the physical
AoA θ, d is the distance between antennas, and λ is the signal
wave length. We use φ and θ to denote the physical AoAs
of a user channel and physical angles of analog combiners,
respectively. We also use ϕ and ϑ to denote the spatial angles
for φ and θ, respectively, where ϕ, ϑ ∈ [−1, 1].
B. Signal and Quantization Model
For simplicity, we consider a homogeneous long-term re-
ceived SNR network1 where a conventional uplink power
control compensates for the pathloss and shadowing effect to
achieve the same long-term received SNR target for all users
in the cell [25], [26]. Let x = Ps be the transmitted user
signals where P = diag{√ρ γ1, . . . ,√ρ γNu} is the transmit
power matrix and s is the Nu × 1 transmitted symbol vector
from Nu users. Further, let Hγ = HB represent the Nr×Nu
channel matrix where B = diag{√1/γ1, . . . ,√1/γNu}. The
received baseband analog signal vector is given as
r = Hγx+ n = HBPs+ n =
√
ρHs+ n
where n indicates the Nr × 1 additive white noise vector. We
assume zero mean and unit variance for the user symbols s and
noise n. The noise follows the complex Gaussian distribution
n ∼ CN (0, INr ) and thus, we consider ρ to be the SNR.
1We remark that the derived analysis in this paper can also be applicable to
a heterogeneous long-term received SNR network with minor modification.
After the BS receives the signals from users, the signals are
combined via two analog combiners as shown in Fig. 1. Then,
the received baseband analog signal vector becomes
y =
√
ρWHRF2W
H
RF1Hs+W
H
RF2W
H
RF1n
=
√
ρWHRFHs+W
H
RFn (2)
where WRF = WRF1WRF2 denotes the two-stage analog
combiner,WRF1 ∈ CNr×NRF is the first analog combiner, and
WRF2 ∈ CNRF×NRF is the second analog combiner. Each real
and imaginary part of the combined signal (2) are quantized
at ADCs with b quantization bits. Assuming a MMSE scalar
quantizer and Gaussian signaling s ∼ CN (0, INu), we adopt
an additive quantization noise model (AQNM) [27] which
shows reasonable accuracy in the low to medium SNR ranges
[28]. The AQNM approximates the quantization process in
linear form, which is equivalent to the approximation with
Bussgang decomposition for low-resolution ADCs [29]. The
quantized signal vector is expressed as [27], [29]
yq = Q(y) = αb√ρWHRFHs+ αbWHRFn+ q (3)
where Q(·) is the element-wise quantizer, the scalar quantiza-
tion gain is αb = 1−βb where βb = E[|y−yq|2]/E[|y|2], and q
denotes the quantization noise vector. For b > 5 quantization
bits, βb is approximated as βb ≈ π
√
3
2 2
−2b. For b ≤ 5, the
values of βb are listed in Table 1 in [30]. The quantization
noise vector q is uncorrelated to the quantization input y and
follows the complex Gaussian distribution q ∼ CN (0,Rqq),
where the covariance matrix is given as [27]
Rqq=αbβbdiag
{
ρWHRFHH
HWRF+W
H
RFWRF
}
. (4)
Then, a digital combiner WBB ∈ CNRF×NRF is applied to the
quantized signal in (3) as
z = αb
√
ρWHBBW
H
RFHs+ αbW
H
BBW
H
RFn+W
H
BBq. (5)
III. OPTIMALITY OF TWO-STAGE ANALOG COMBINING
In this section, we provide a near optimal structure for
the first and second analog combiners WRF1 ,WRF2 in low-
resolution ADC systems for a general channel. To this end,
we first formulate an unconstrained MI maximization problem
without a constant modulus condition on the analog combiner
WRF. Then, we derive a near optimal solution for the un-
constrained problem, which can be splitted into two different
functions corresponding to the two-stage analog combiner.
We consider the MI between the transmit symbols s and
quantized signals yq under the AQNM model as a measure to
maximize. The MI is given as
C(WRF) (6)
=log2
∣∣∣INRF+ρα2b(α2bWHRFWRF+Rqq)−1WHRFHHHWRF∣∣∣.
Using (6), we formulate the maximum MI problem by only
assuming a semi-unitary constraint on the analog combiner
WHRFWRF = INRF as in [21] to keep the effective noise
being white Gaussian noise. Accordingly, the relaxed MI
maximization problem is formulated as
P1 : WoptRF = argmax
WRF
C(WRF), s.t. WHRFWRF = I. (7)
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Under the perfect quantization system where the number of
quantization bits is assumed to be infinite, the optimal analog
combiner for the problem P1 is given as the matrix U1:NRF
that consists of the first NRF left singular vectors of H. The
optimal solutionW
opt
RF of the problem P1 with a finite number
of quantization bits, however, is still not known. We first derive
an optimal scaling law with respect to the number of RF chains
NRF, and provide a solution that achieves the scaling law.
Theorem 1 (Optimal scaling law). For fixed NRF/Nr = κ
with κ ∈ (0, 1), the MI with the optimal combiner WoptRF for
the problem P1 scales with NRF as
C(WoptRF ) ∼ Nu log2NRF (8)
and this optimal scaling law can be achieved by usingW⋆RF =
W⋆RF1W
⋆
RF2
such that:
(i) W⋆RF1 = [U1:Nu U⊥], and
(ii) W⋆RF2 is any NRF × NRF unitary matrix that satisfies
the constant modulus condition on its elements,
where U1:Nu is the matrix of the left-singular vectors corre-
sponding to the first Nu largest singular values of H and U⊥
denotes the matrix of any orthonormal vectors whose column
space is orthogonal to that of U1:Nu .
Proof. Since the optimal solution for P1 is not known, we
first derive an upper bound of C(WRF) and its scaling law
with respect to NRF. We, then, show that adopting W
⋆
RF =
W⋆RF1W
⋆
RF2
, which satisfies the conditions (i) and (ii) in
Theorem 1, achieves the same scaling law of the upper bound.
An arbitrary semi-unitary analog combiner WRF can be
decomposed into
WRF = [U|| U⊥]W¯RF, (9)
where U|| is an Nr × m matrix composed of m orthonor-
mal basis vectors whose column space is in the subspace
of Span(u1, · · · ,uNu) with 1 ≤ m ≤ Nu, U⊥ is an
Nr×(NRF−m) matrix composed of (NRF−m) orthonormal
basis vectors whose column space is in the subspace of
Span⊥(u1, · · · ,uNu), and W¯RF is an NRF × NRF unitary
matrix. Here, ui is the i-th left-singular vector of H. Using
(9), the term WHRFHH
HWRF in (6) can be re-written as
WHRFHH
HWRF
= W¯HRF[U|| U⊥]
HUΛUH [U|| U⊥]W¯RF
= W¯HRF
[
UH|| U1:NuΛNuU
H
1:Nu
U|| 0
0 0
]
︸ ︷︷ ︸
,Q
W¯RF (10)
where Λ = diag{λ1, · · · , λNu , 0, · · · , 0} ∈ CNr×Nr , ΛNu =
diag{λ1, . . . , λNu}, λi is the ith largest singular value of
HHH , and U1:Nr = [u1, · · · ,uNr ]. The matrix Q has m
ranks and can be decomposed into Q = UQΛ¯U
H
Q , where UQ
is the NRF ×NRF matrix consisting of NRF singular vectors
of Q; and Λ¯ = diag{λ¯1, · · · , λ¯m, 0, · · · , 0} ∈ CNRF×NRF .
Here, λ¯i is the ith largest singular value of Q. Since UQ is
unitary, W¯RF can be re-expressed as
W¯RF = UQWRF. (11)
and WRF is still unitary. Substituting (11) into (10), we have
WHRFHH
HWRF = W
H
RFΛ¯WRF and the MI in (6) becomes
C(WRF) (12)
=log2
∣∣∣∣I+αbβb diag−1
{
W
H
RFΛ¯WRF+
1
βbρ
I
}
W
H
RFΛ¯WRF
∣∣∣∣ .
Let G = W
H
RFΛ¯
1/2
= [Gsub 0], where Gsub is the NRF×m
submatrix of G. Then, the MI can be upper bounded as
C(WRF)
= log2
∣∣∣∣INRF + αbβbGHdiag−1
{
‖[G]i,:‖2 + 1
βbρ
}
G
∣∣∣∣
= log2
∣∣∣∣Im + αbβbGHsubdiag−1
{
‖[Gsub]i,:‖2 + 1
βbρ
}
Gsub
∣∣∣∣
(a)
= log2
∣∣∣∣Im + αbβb G˜HsubG˜sub
∣∣∣∣
=
m∑
i=1
log2
(
1 +
αb
βb
λi{G˜HsubG˜sub}
)
(b)
≤ m log2
(
1 +
αb
βbm
m∑
i=1
λi{G˜HsubG˜sub}
)
(c)
= m log2
(
1 +
αb
βbm
NRF∑
i=1
‖[Gsub]i,:‖2
‖[Gsub]i,:‖2 + 1βbρ
)
(13)
where (a) follows by letting G˜sub be the matrix whose
each row i is given as i-th row of Gsub normalized by(‖[Gsub]i,:‖2 + 1βbρ)1/2; (b) comes from Jensen’s inequality
and the concavity of log2(1 + x) for x > 0; and (c) is from
m∑
i=1
λi{G˜HsubG˜sub}=Tr{G˜HsubG˜sub}=
NRF∑
i=1
‖[Gsub]i,:‖2
‖[Gsub]i,:‖2+ 1βbρ
.
The upper bound of C(WRF) in (13) can further be upper
bounded by m log2(1+
αbNRF
βbm
) because
‖[Gsub]i,:‖2
‖[Gsub]i,:‖2+ 1βbρ
< 1.
Since the derivative of this bound with respect to m is positive
for m > 0 with any given αb, NRF > 0, it is maximized when
m = Nu, and thus, it scales as Nu log2NRF, as NRF →∞.
Now, we prove that the scaling law can be achieved
by the two-stage analog combiner W⋆RF = W
⋆
RF1
W⋆RF2
in Theorem 1. Let C , W⋆HRF2ΛNRFW
⋆
RF2
. From
W⋆HRFHH
HW⋆RF = W
⋆H
RF2
ΛNRFW
⋆
RF2
= C where ΛNRF =
diag{λ1, · · · , λNu , 0, · · · , 0} ∈ CNRF×NRF and (12), we have
C(W⋆RF)
= log2
∣∣∣∣INRF + αbβb diag−1
{
C+ 1βbρINRF
}
C
∣∣∣∣ (14)
(a)
= log2
∣∣∣∣∣∣I+αbβb
(∑Nu
i=1 λi
NRF
+
1
βbρ
)−1
W⋆HRF2ΛNRFW
⋆
RF2
∣∣∣∣∣∣ (15)
=
Nu∑
k=1
log2
(
1 +
αbρNRFλk
NRF + (1 − αb)ρ
∑Nu
i=1 λi
)
=
Nu∑
k=1
log2
(
1 +
αbρNRFλk/Nr
κ+ (1− αb)ρ
∑Nu
i=1 λi/Nr
)
(16)
(b)∼ Nu log2NRF, as NRF →∞.
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Here,(a) is from that all diagonal entries ofW⋆HRF2ΛNRFW
⋆
RF2
are the same as dj =
∑Nu
i=1 λi
NRF
, for j = 1, · · · , NRF because of
the constant modulus property of W⋆RF2 ; (b) follows from the
fact that asNRF →∞, i.e., asNr →∞, we have 1NrHHH→
diag{ 1L1
∑L1
ℓ=1 |gℓ,1|2, · · · , 1LNu
∑LNu
ℓ=1 |gℓ,Nu|2} [31] by the
channel model in (1) without the pathloss component and the
law of large numbers, which implies
λi
Nr
→ 1
Li
Li∑
ℓ=1
|gℓ,i|2 <∞, for i = 1, · · · , Nu.
This completes the proof of Theorem 1. 
We note from (14) that W⋆RF1 of the two-stage analog
combining solution W⋆RF aggregates all channel gains into the
smaller dimension and provides (NRF−Nu) extra dimensions.
Then, as observed in (15), W⋆RF2 spreads the aggregated
channels gains over all NRF dimensions, which reduces the
quantization error by exploiting the extra dimensions. Accord-
ingly, as the number of RF chainsNRF increases, the proposed
solution W⋆RF = W
⋆
RF1
W⋆RF2 achieves the optimal scaling
law (8) by reducing the quantization error.
Corollary 1. The conventional optimal solution WcvRF =
[U1:Nu U⊥] for perfect quantization systems cannot achieve
the optimal scaling law (8) in coarse quantization systems,
and it is upper bounded by
C(WcvRF) < Cubsvd = Nu log2
(
1 +
αb
1− αb
)
. (17)
Proof. From (14), we have the following MI by setting
WRF2 = I:
C(WcvRF) = log2
∣∣∣∣I+ αbβb diag−1
{
ΛNRF +
1
βbρ
I
}
ΛNRF
∣∣∣∣
=
Nu∑
i=1
log2
(
1 +
αbλi
βbλi + 1/ρ
)
(a)
< Nu log2
(
1 +
αb
βb
)
.
where (a) comes from ρ > 0. 
Corollary 1 shows that the conventional optimal analog
combiner WcvRF can capture all channel gains but the MI does
not scale as that of W⋆RF = W
⋆
RF1
W⋆RF2 . Since all channel
gains after processed through WcvRF are concentrated on only
Nu RF chains out of NRF RF chains, using W
cv
RF results
in severe quantization errors at each of the Nu RF chains.
Although the channel gains {λi} increase as Nr increases, the
quantization errors also increase in proportion to the channel
gains for C(WcvRF), yielding only the bounded MI in (17).
Again, unlike the conventional solution, the additional sec-
ond stage analog combiner W⋆RF2 proposed in Theorem 1
spreads the channel gains captured by the first stage combiner
W⋆RF1 to all NRF RF chains evenly, leading to achieving the
optimal scaling law by greatly alleviating quantization errors.
Intuitively, adopting the second combiner W⋆RF2 results in
distributing the burden of ADCs confined in few RF chains
over all available ADCs of the total RF chains. Later, we show
that such performance gain from adopting the two-stage analog
combining structure can be significant even with a reasonable
number of RF chains.
Theorem 2. For the case of homogeneous singular values of
HHH where all singular values {λi} are equal, the two-stage
analog combining solution W⋆RF = W
⋆
RF1
W⋆RF2 in Theorem
1 maximizes the MI in (7) with finite NRF, i.e.,
W⋆RF = argmax
WRF
C(WRF)
s.t. WHRFWRF = INRF and λ1 = · · · = λNu = λ,
and the corresponding optimal MI is given as
Copt,C(W⋆RF)=Nulog2
(
1+
αbλNRF
λNu(1−αb)+NRF/ρ
)
. (18)
Proof. Recall G = W
H
RFΛ¯
1/2
= [Gsub 0] in the proof of
Theorem 1, where Gsub is the NRF × m submatrix of G
and Λ¯ = diag{λ¯1, · · · , λ¯m, 0, · · · , 0} is the diagonal matrix
composed of the singular values of Q, defined in (10). From
the assumption of λ1 = · · · = λNu = λ, we have
max
x∈CNRF :‖x‖=1
xHQx = max
y∈Cm:‖y‖=1
λ‖UH1:NuU||y‖2
(a)
≤ max
y∈Cm:‖y‖=1
λ‖UH1:Nu‖2‖U||‖2‖y‖2
= λ,
where (a) comes from the sub-multiplicativity of the norm,
and the last equality holds by ‖UH1:Nu‖ = 1 and ‖U||‖ = 1.
This implies the singular values of Q are bounded as λ¯i ≤ λ
for i = 1, · · · ,m. Hence, ‖[Gsub]j,:‖2 is maximized for any
given WRF when λ¯i achieves λ for all i = 1, · · · ,m.
We consider the upper bound of C(WRF) in (13) and define
G⋆sub = W
H
RF
[√
λIm
0
]
.
Then, (13) is further upper bounded as
C(WRF) ≤ m log2
(
1 +
αb
βbm
NRF∑
i=1
‖[G⋆sub]i,:‖2
‖[G⋆sub]i,:‖2 + 1βbρ
)
(a)
≤ m log2
(
1 +
αbNRF
βbm
∑NRF
i=1 ‖[G⋆sub]i,:‖2∑NRF
i=1 ‖[G⋆sub]i,:‖2 + NRFβbρ
)
(b)
= m log2
(
1 +
αbλNRF
λmβb +NRF/ρ
)
, (19)
where (a) holds by Jensen’s inequality and the concavity of
x
x+1 for x > 0; and (b) comes from
∑NRF
i=1 ‖[G⋆sub]i,:‖2 =
‖G⋆sub‖2F = λm. Note that (19) is maximized when m = Nu
since the derivative of (19) with respect to m is positive for
m > 0 for any given αb, λ, ρ,NRF > 0. By substituting λ1 =
· · · = λNu = λ into (16), it can be shown that the upper
bound of C(WRF) in (19) with m = Nu can be achieved by
adopting W⋆RF = W
⋆
RF1
W⋆RF2 . This completes the proof of
Theorem 2. 
Theorem 2 shows the optimality of the proposed two-stage
analog combining solution W⋆RF = W
⋆
RF1
W⋆RF2 in maxi-
mizing the MI for any number of RF chains NRF ≥ Nu with
homogeneous singular values. We note that such optimality of
W⋆RF can be nearly achieved for a fixed number of users in
large-scale MIMO systems as shown in Remark 1.
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Remark 1. From Theorem 2, the two-stage analog combining
solution W⋆RF = W
⋆
RF1
W⋆RF2 in Theorem 1 maximizes the
MI for P1 as well as achieves the optimal scaling law (8) in
homogeneous massive MIMO networks with a large number of
antennas Nr, where each channel elemen hij
i.i.d.∼ CN (0, 1).
This is because as the number of receive antennas Nr in-
creases, 1NrH
HH→ INu , i.e, 1Nr λi → 1, ∀i [32].
Figure 2 shows the simulation results of the MI of the
proposed two-stage analog combiner W⋆RF = W
⋆
RF1
W⋆RF2
in Theorem 1 and the conventional analog combiner WcvRF
in Corollary 1 which is optimal for infinite-resolution ADC
systems. Here, we use W⋆RF1 = W
cv
RF = U1:NRF and
W⋆RF2 = WDFT, where WDFT is an NRF×NRF normalized
DFT matrix, and consider Rayleigh MIMO channels described
in Remark 1. As shown in Fig. 2(a), the MI of the proposed
two-stage analog combiner almost achieves the optimal MI
Copt (18) in Theorem 2 with λ/Nr = 1 even in the regime of a
finite Nr. We further note that compared with the conventional
one-stage combiner WcvRF converging to the upper limit Cubsvd,
the MI of the two-stage analog combiner logarithmically
increases without a limit as Nr increases with κ ≈ 1/3. This
follows the optimal scaling law in Theorem 1.
Fig. 2(b) shows the MI simulation results with respect to the
SNR ρ. The two-stage combiner W⋆RF = W
⋆
RF1
W⋆RF2 yields
superior MI performance to that of WcvRF, and the MI of W
⋆
RF
converges to Nu log2
(
1 + αbNRF(1−αb)Nu
)
, which is obtained from
Copt (18) with ρ → ∞. Therefore, the MI gap between the
upper limits of the two combiners (W⋆RF,W
cv
RF) is
∆=Nu
(
log2
(
1+
αbNRF
(1− αb)Nu
)
−log2
(
1+
αb
1− αb
))
. (20)
Since NRF ≥ Nu is considered in this paper, the proposed
two-stage combinerW⋆RF always yields the higher upper limit
of the MI than the SVD-based one-stage combiner WcvRF.
IV. TWO-STAGE ANALOG COMBINING ALGORITHM
In the previous section, we derived the analog combining
solution for the unconstrained problem P1. However, the
constant modulus constraint on each matrix element should
be taken into account in designing analog combiners since it
is implemented using phase shifters. We further consider a pre-
defined set of phases with a finite cardinality for phase shifters.
Considering channels known at the receiver, we propose a
codebook-based two-stage analog combining algorithm for
mmWave communications.
A. Proposed Two-Stage Analog Combining Algorithm
Theorem 1 provides a practical analog combiner structure
that is implementable with a two-stage analog combiner
WRF = WRF1WRF2 : the first analog combiner and the
second analog combiner can be considered as a channel gain
aggregation matrix and spreading matrix, respectively. Lever-
aging such insight and the finding in the following Corollary 2,
we propose an ARV-based two-stage analog combining (ARV-
TSAC) algorithm for mmWave channels.
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Figure 2. The simulation results of the MI with the proposed two-
stage analog combining solution W⋆RF1
W⋆RF2
and the conventional op-
timal analog combiner WcvRF in the Rayleigh MIMO channels: (a) for
(ρ,NRF, Nu, b) = (5 dB, ⌈
Nr
3
⌉, 8, 2) as Nr increases, and (b) for
(Nr , NRF, Nu, 2) = (256, ⌈
Nr
3
⌉, 8, 2) as ρ increases.
Corollary 2. When the number of channel paths Lk is
limited, the optimal scaling in (8) can be achieved by
using W˜⋆RF = WAoAW
⋆
RF2
as Nr → ∞ for fixed
κ ∈ (0, 1), where WAoA = [AAoA,A⊥AoA], AAoA =
[a(φ1,1), a(φ2,1), · · · , a(φLNu ,Nu)], and A⊥AoA is an Nr ×
(NRF −
∑Nu
k=1 Lk) matrix composed of orthonormal basis
vectors whose column space is in Span⊥(AAoA).
Proof. See Appendix A. 
According to Corollary 2, using ARVs provides a fair trade-
off between practicality in implementaion and performance. To
design the first analog combiner WRF1 , we adopt an ARV-
codebook based maximum channel gain aggregation approach
to collect most channel gains into the lower signal dimension
by exploiting the sparse nature of mmWave channels. We
set the codebook of the evenly spaced spatial angles V =
{ϑ1, . . . , ϑ|V|}. Since selecting NRF ARVs out of the total |V|
ARVs in the codebook requires
( |V|
NRF
)
search complexity for
the exhaustive method, we propose a greedy-based algorithm
to find the best NRF ARVs with greatly reduced complexity.
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Algorithm 1: ARV-based TSAC
1 Initialization: set WRF1 = empty matrix, Hrm = H,
and V = {ϑ1, . . . , ϑ|V|} where ϑn = 2n|V| − 1
2 for i = 1 : NRF do
3 Maximum channel gain aggregation
(a) a(ϑ⋆) = argmaxϑ∈V ‖a(ϑ)HHrm‖2
(b) WRF1 =
[
WRF1 | a(ϑ⋆)
]
(c) Hrm = P⊥a(ϑ⋆)Hrm, where P⊥a(ϑ)=I−a(ϑ)a(ϑ)H
(d) V = V \ {ϑ⋆}
4 end
5 Set WRF2 = WDFT where WDFT is a normalized
NRF ×NRF DFT matrix.
6 return WRF1 and WRF2 ;
Algorithm 1 describes the proposed ARV-TSAC method. In
Step (a), the ARV with the spatial angle ϑ⋆ which captures
the largest channel gain in the remaining channel dimensions
Hrm is selected and it composes a column of the first analog
combiner in Step (b). In Step (c), the channel matrix on the
remaining dimensions Hrm is projected onto the subspace of
Span⊥(a(ϑ⋆)) to remove the channel gain on the space of
the selected ARV. Algorithm 1 repeats these steps until NRF
ARVs are selected from the codebook V.
Remark 2. We can implement the second-stage analog com-
biner that satisfies the condition (ii) of Theorem 1 by adopting
a normalized NRF×NRF DFT matrix, i.e., W⋆RF2 = WDFT.
Employing the DFT matrix for the second analog combiner
WRF2 = WDFT (or any unitary matrix with constant mod-
ulus) offers benefits in reducing implementation complexity
and power consumption since WDFT does not depend on
the channel H and can be constructed by using passive
(or fixed) analog phase shifters. Accordingly, although the
additional N2RF fully-connected passive phase shifters for
the second analog combiner add to the complexity of the
proposed architecture in physical area and power consumption,
it can be implemented with very low complexity and power
consumption in the practical system. Furthermore, if NRF is
a power of two, the fast Fourier transform version of the DFT
calculation can be implemented, which reduces the number of
additional passive phase shifters to NRF log2NRF.
B. Performance Analysis
In this subsection, we analyze the ergodic sum rate of the
ARV-TSAC algorithm with an MRC baseband combiner. Once
we derive the closed-form ergodic rate, we compare the rate
with the one without the second analog combiner WRF2 to
quantify the ergodic rate gain from employing WRF2 . To this
end, we adopt a virtual channel representation [33] for analytic
tractability which captures the sparse property of mmWave
channels [17], [34]. Under the virtual channel representation,
the channel vector hk in (1) can be modeled as
hk =
√
Nr
Lk
Ag˜k = Ah˜b,k
where h˜b,k =
√
Nr
Lk
g˜k is the Lk-sparse beamspace channel of
user k, i.e., g˜k has Lk nonzero entries
i.i.d.∼ CN (0, 1), andA =
[a(ϕ1), . . . , a(ϕNr )] with uniformly spaced spatial angles ϕi.
Under this representation, we consider the case where the
codebook size of Algorithm 1 is equal to the number of
antennas |V| = Nr. Accordingly, the first analog combiner
is the Nr × NRF submatrix of A which captures the most
channel gain, WRF1 = Asub. We assume that WRF1 captures
all channel propagation paths fromNu users [19], [35], i.e., Lk
channels paths for each user fall within NRF RF chains. For
simplicity, we further assume Lk = L, ∀k, in the analysis2.
Thus, after combining with WRF1 = Asub, the channel
becomes Hb = W
H
RF1
H, and the channel vector of user k
with the reduced dimension hb,k ∈ CNRF is
hb,k =
√
Nr
L
gk. (21)
We consider L nonzero channel gains to be uniformly
distributed within each user channel hb,k and use an indicator
function 1{i∈A} to characterize the channel sparsity where
1{i∈A} = 1 if i ∈ A, and 1{i∈A} = 0 otherwise. Utilizing
1{·}, we model the ℓth complex path gain of user k as
gℓ,k = ξℓ,k1{ℓ∈Pk}, ℓ = 1, · · · , NRF, k = 1, · · · , Nu
where ξℓ,k
i.i.d.∼ CN (0, 1), ∀ℓ, k and Pk =
{
i
∣∣ gi,k 6= 0, i =
1, · · · , NRF
}
is the nonzero index set.
We consider the MRC combiner WBB = H¯b where H¯b =
WHRF2W
H
RF1
H, and the received signal k in (5) becomes
zk =αb
√
ρh¯Hb,kh¯b,ksk
+ αb
√
ρ
Nu∑
i6=k
h¯Hb,kh¯b,isi+αbh¯
H
b,kW
H
RFn+h¯
H
b,kq. (22)
From (22), the achievable rate of the proposed system for the
MRC combiner with simplification is given as
rmrck =log2
(
1+
ραb‖h¯b,k‖4
ραb
∑Nu
i6=k |h¯Hb,kh¯b,i|2 + ‖h¯b,k‖2 + ρβbΨk
)
(23)
where Ψk = h¯
H
b,kdiag
{
H¯bH¯
H
b
}
h¯b,k, and the ergodic rate is
r¯mrck = E
[
rmrck
]
(24)
=E
[
log2
(
1+
ραb‖h¯b,k‖4
ραb
∑Nu
i6=k |h¯Hb,kh¯b,i|2 + ‖h¯b,k‖2 + ρβbΨk
)]
.
Since WRF2 = WDFT is unitary, we have ‖h¯Hb,ih¯b,j‖ =
‖hHb,ihb,j‖, ∀i, j. We approximate the ergodic rate (24) as
r¯mrck =E
[
log2
(
1 +
ραb‖hb,k‖
4
ραb
∑Nu
i6=k |h
H
b,khb,i|
2 + ‖hb,k‖2 + ρβbΨk
)]
(a)
≈ log2
(
1+
ραbE
[
‖hb,k‖
4
]
ραb
∑Nu
i6=kE
[
|hHb,khb,i|
2
]
+E
[
‖hb,k‖2
]
+ρβbE
[
Ψk
]
)
(25)
2The similar results can be derived with minor changes for general Lk .
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where (a) follows from Lemma 1 in [36].
We first analyze the average quantization error with two-
stage analog combining and MRC E[Ψk] in (25). Noting that
Ψk = h
H
b,kWDFTdiag
{
WHDFTHbH
H
b WDFT
}
WHDFThb,k,
we decompose E[Ψk] as E[Ψk] = E[Ψ
auto
k ] + E[Ψ
cross
k ], and
define the auto quantization noise and cross quantization noise
variances as
E
[
Ψautok
]
(26)
= E
[
hHb,kWDFTdiag
{
WHDFThb,kh
H
b,kWDFT
}
WHDFThb,k
]
,
E
[
Ψcrossk
]
(27)
=E
[
hHb,kWDFTdiag
{
WHDFTHb\kH
H
b\kWDFT
}
WHDFThb,k
]
where Hb\k denotes the channel matrix Hb without its kth
column. Then, (26) and (27) represent the average quantization
errors for the associated user caused by the associated user
itself and other users, respectively.
Lemma 1. For the considered mmWave channel, the auto
quantization noise variance for the two-stage analog combin-
ing of the ARV-TSAC algorithm with MRC (26) is derived as
E
[
Ψautok
]
=
2N2r
NRF
. (28)
Proof. See Appendix B. 
Note that the quantization noise variance decreases as the
number of RF chains NRF increases, which corresponds to
the intuition: the second DFT analog combiner spreads the
quantization noise over the NRF chains and thus reduces the
quantization error more as NRF increases.
Lemma 2. For the considered mmWave channel, the cross
quantization noise variance for the two-stage analog combin-
ing of the ARV-TSAC algorithm with MRC (27) is derived as
E
[
Ψcrossk
]
=
N2r (Nu − 1)
NRF
. (29)
Proof. See Apprendix C. 
Since both E
[
Ψautok
]
and E
[
Ψcrossk
]
decrease with NRF,
the quantization error with the proposed two-stage analog
combining and MRC combining is expected to decrease as
NRF increases, leading the ergodic rate to the same scaling
law as in (8). We derive the approximated ergodic sum rate
of (23) in closed form and validate the insight.
Theorem 3. For the considered mmWave channel with low-
resolution ADCs, the ergodic sum rate of the ARV-based TSAC
method with MRC is approximated as
R¯mrc≈Nulog2
(
1+
ραbNrNRF(1 + 1/L)
NRF+ρNr(Nu − 1)+2ρ(1− αb)Nr
)
.
(30)
Proof. See Appendix D. 
Note that the derived ergodic rate in (30) is a function of
system parameters and provides insights how the ergodic rate
is improved with the proposed two-stage analog combining.
Remark 3. Let κ = NRF/Nr where κ ∈ (0, 1) is a constant
value. Then, (30) can reduce to
R¯mrc≈Nu log2
(
1 +
ραbNRF(1 + 1/L)
κ+ ρ(Nu − 1) + 2ρ(1− αb)
)
. (31)
The ergodic sum rate in (31) achieves the optimal scaling law
∼ Nu logNRF with respect to NRF as in (8).
Remark 3 shows that the optimal scaling law can be
achieved by the proposed two-stage analog combining algo-
rithm even with the practical baseband combiner. This result
verifies that the two-stage analog combining architecture is
effective to enhance the achievable rate in mmWave hybrid
MIMO systems with low-resolution ADCs. To specify the
effect of employing the second analog combiner WRF2 , we
also derive the ergodic rate (24) without using WRF2 .
Corollary 3. For the considered mmWave channel with low-
resolution ADCs, the MRC ergodic rate of the ARV-TSAC
without the second analog combiner is approximated as
R¯mrcone
≈Nulog2
(
1+
ραbNrNRF(1 + 1/L)
NRF+ρNr(Nu−1)+2ρ(1−αb)NrNRF/L
)
.
(32)
Proof. See Appendix E. 
Unlike the quantization noise term 2ρ(1 − αb)Nr in (30),
that 2ρ(1 − αb)NrNRF/L in (32) includes NRF/L, which
prevents the optimal scaling of the ergodic sum rate as in (8)
with respect to NRF for fixed L.
Remark 4. Let κ = NRF/Nr where κ ∈ (0, 1) is a constant
value. Then, (32) can reduce to
R¯mrcone≈Nulog2
(
1+
ραbNRF(1 + 1/L)
κ+ρ(Nu−1)+2ρ(1−αb)NRF/L
)
. (33)
Note that unlike the ergodic rate of the two-stage analog com-
bining R¯mrc in (31), that of the one-stage analog combining
R¯mrcone in (33) cannot achieve the optimal scaling law with
respect to the number of RF chains NRF.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
two-stage analog combing algorithm in the MI and ergodic
sum rate. In the simulations, we set the codebook size to
be |V| = Nr, which guarantees WHRFWRF = INRF . Con-
sequently, analog combiners used in the simulations are semi-
unitary. To provide a reference performance of a conventional
one-stage analog combining approach, we simulate a greedy-
based MI maximization method which solves the following
problem for the given ARV codebook in a greedy way:
P2 : Wopt,cRF = argmax
WRF
C(WRF)
s.t. WHRFWRF = I, |[WRF]i,j | =
1√
Nr
, ∀i, j.
At each iteration, the greedy method searches for a single
ARV from the codebook V which maximizes the MI with
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Figure 3. The MI simulation results for Nr = 128 receive antennas, Nu = 8
users, λL = 3 average channel paths, b = 2 quantization bits, and NRF ∈
{43, 64} RF chains that are ⌈Nr/3⌉ and ⌈Nr/2⌉, respectively.
the previously selected ARVs and thus can nearly provide the
optimal MI performance of the one-stage analog combining
for the given codebook.
In the simulations, we evaluate the following cases:
1) ARV-TSAC: proposed two-stage analog combining.
2) ARV: one-stage analog combining with WRF = WRF1
selected from the ARV-TSAC.
3) SVD+DFT: two-stage analog combining with WRF1 =
U1:NRF and WRF2 = WDFT based on Theorem 1.
4) SVD: one-stage analog combining WRF = U1:NRF .
5) Greedy-MI: one-stage analog combining with greedy-
based MI maximization.
The SVD+DFT and SVD cases are infeasible in practice due
to violating the constant modulus constraint, and SVD+DFT
provides a tight upper bound on MI for a homogeneous
singular value case from Theorem 2. Here, we adopt Lk =
max{1,Poisson(λL)} [37] unless mentioned otherwise, where
λL is considered as the average number of channel paths.
A. Mutual Information
Fig. 3 shows the MI simulation results for Nr = 128,
NRF ∈ {43, 64}, Nu = 8, λL = 3, and b = 2 with
respect to the SNR ρ. The proposed ARV-TSAC algorithm
achieves a similar MI as does the SVD+DFT case, and they
show the best MI over the most SNR values. The Greedy-
MI and ARV cases provide similar MI to each other but
show the MI gap from the ARV-TSAC. The gap decreases
as ρ increases in the high SNR regime, and the Greedy-MI
and ARV cases with NRF = 43 show the higher MI than
SVD+DFT and ARV-TSAC in the very high SNR regime.
Such phenomenon occurs as the channel environment does not
guarantee the optimality condition for the two-stage analog
combining solution in Theorem 2. As more RF chains are
used, however, the MI gap between ARV-TSAC/SVD+DFT
and Greedy-MI/ARV becomes larger and the performance
reversal would happen in even the higher SNR regime. This is
because the proposed two-stage analog combining can exploit
more RF chains to further reduce quantization errors. The SVD
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Figure 4. The MI simulation results with Nu = 8 users, λL = 4 average
channel paths, b = 2 quantization bits, and ρ = 0 dB SNR for (a) Nr = 256
receive antennas and (b) κ = NRF/Nr = 1/3.
case results in the worst MI performance and it converges to
the theoretic upper bound Cubsvd due to the quantization error.
Fig. 4 shows the MI simulation results with Nu = 8,
λL = 4, b = 2, and ρ = 0 dB in terms of NRF. In Fig. 4(a),
Nr is fixed to be Nr = 256. The two-stage combining cases,
i.e., SVD+DFT and ARV-TSAC, show that the MI increases
logarithmically with NRF, and this corresponds to the scaling
law derived in Theorem 1. The one-stage combining cases
such as the Greedy-MI, ARV, and SVD cases, however, show
a marginal increase of the MI as NRF increases. In Fig. 4(b),
the ratio between Nr and NRF is fixed to be κ = 1/3. Here,
the Greedy-MI and ARV cases also increase more slowly
compared to the SVD+DFT and ARV-TSAC cases. This is
because more channel gains can be collected as Nr increases
for all cases, but the two-stage combining can reduce more
quantization error as NRF increases. Accordingly, the MI gap
between the two-stage combining and one-stage combining
cases increases as NRF increases.
B. Ergodic Sum Rate
Now, we evaluate the ergodic rate for linear digital com-
biners WBB such as MRC, zero-forcing (ZF), and MMSE.
Let Heq = W
H
RFH. The MRC, ZF, and MMSE combiners
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Figure 5. Simulation results of the ergodic sum rate with Nr = 128 receive antennas, NRF = 43 RF chains, Nu = 8 users, λL = 3 average channel paths,
and b = 2 quantization bits for (a) maximum ratio combining (MRC), (b) zero-forcing (ZF), and (c) minimum mean squared error (MMSE) digital combiners.
are given as: WBB,mrc = Heq,WBB,zf = Heq(H
H
eqHeq)
−1,
and WBB,mmse = R
−1
yqyq
Ryqx, where Ryqx = αρHeq and
Ryqyq =α
2ρHeqH
H
eq+α
2WHRFWRF+Rqq. For the given ana-
log and digital combiners (WRF,WBB) with W
H
RFWRF =
INRF , the ergodic rate of user k is expressed as
r¯k(WRF,WBB) = E
[
log2
(
1 + α2bρ|wHBB,kheq,k|2/ηBB,k
) ]
where ηBB,k = α
2
bρ
∑Nu
u6=k |wHBB,kheq,u|2 + α2b‖wBB,k‖2 +
wHBB,kRqqwBB,k.
Fig. 5 illustrates the ergodic sum rates with Nr = 128,
NRF = 43, Nu = 8, λL = 3, and b = 2 versus the SNR
ρ for different digital combiners: (a) MRC, (b) ZF, and (c)
MMSE. Similarly to the MI results, ARV-TSAC shows the
comparable ergodic rate to that of SVD+DFT and outperforms
the one-stage combining such as the Greedy-MI and ARV
cases in most cases. We note that the SVD case also shows
the worst sum rate performance in the considered systems.
The gaps between the two-stage combining cases and one-
stage combining cases for the MRC and ZF combiners are
much larger than the gap for the MMSE combiner. In addition,
SVD+DFT and ARV-TSAC with the ZF combiner achieve the
ergodic rates comparable to the MMSE combiner, while the
Greedy-MI and ARV cases with the ZF combiner show much
lower ergodic sum rates than that with the MMSE combiner.
Since the MRC and ZF combiners ignore the AWGN and
quantization noise whereas the MMSE combiner does not,
using the MMSE combiner improves the ergodic rate of
the one-stage analog combining cases. The two-stage analog
combining cases, however, already reduced the quantization
noise by using the second analog combiner, and thus, they
provide the MMSE-like ergodic rate performance with the ZF
combiner. Therefore, the proposed two-stage analog combin-
ing with the ARV-TSAC algorithm can achieve significant rate
improvement with the MRC or ZF combiners compared to the
one-stage analog combining approach.
Fig. 6 provides the simulation results of the ergodic rate
with the MRC digital combiner for Nu = 8, λL = 3, and
ρ = 0 dB in terms of the number of (a) RF chains NRF and
(b) quantization bits b. In Fig. 6(a), we consider b = 2 and
κ = NRF/Nr = 1/3. The ergodic rates of SVD+DFT and
ARV-TSAC are similar and both increase logarithmically with
NRF, whereas the ergodic rates of the Greedy-MI and ARV
cases increase more slowly. Such scaling results correspond to
Remark 3 and 4. As Nr increases with a fixed κ, SVD+DFT
and ARV-TSAC effectively reduce the more quantization error
while obtaining larger channel gains, but the Greedy-MI and
ARV cases only obtain larger channel gains without mitigating
the quantization error. In Fig. 6(b), we consider Nr = 128
and NRF = 43. We note that in the low-resolution ADC
regime, the ARV-TSAC algorithm achieves the ergodic rate
comparable to that of SVD+DFT and shows a noticeable
improvement compared to the Greedy-MI, ARV, and SVD
cases. As b increases, the ergodic rates of the ARV-TSAC,
Greedy-MI, and ARV algorithms converge to each other with
a small gap from the SVD+DFT case. The ergodic rate of the
SVD case, however, converges to that of SVD+DFT without
any gap because the SVD combining is optimal in maximizing
the MI of infinite-resolution ADC systems. The simulation
results validate the effectiveness of the proposed two-stage
combining in low-resolution ADC systems.
Finally, we validate the derived ergodic rates in Theorem 3
and Corollary 3. We consider Nr = 128 receive antennas,
NRF = 43 RF chains, Nu = 8 users each with L = 8
channel paths for the virtual channels, and b = 2 quantization
bits. In Fig. 7, the theoretical ergodic rates tightly align with
the simulation results in the medium to high SNR regime,
and show similar trend as the simulation results do. Thus,
the derived ergodic rates can characterize the ergodic rate
performance of the proposed algorithm for the two-stage
analog combining system in terms of the system parameters
including quantization resolution.
Overall, the two-stage analog combining structure with the
ARV-TSAC algorithm almost achieves the performance of
SVD+DFT that is a near optimal solution for the unconstrained
problem P1, while the greedy-MI and ARV algorithms pro-
vide a near optimal solution only for the constrained problem
P2. Since P1 has a larger feasible set than P2 to find an
optimal solution for the same objective function, this leads
to C(WoptRF ) ≥ C(Wopt,cRF ). In this regard, the ARV-TSAC
algorithm achieves the higher performance than that of the
Greedy-MI and ARV algorithms in most cases. This shows that
the proposed two-stage analog combining architecture with the
ARV-TSAC is a practical solution suitable for the mmWave
hybrid MIMO systems with low-resolution ADCs.
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Figure 6. Simulation results of the ergodic sum rate of the MRC combiner
R¯
mrc
with Nu = 8 users, λL = 3 average channel paths, and ρ = 0 dB
SNR for (a) b = 2 quantization bits and κ = NRF/Nr = 1/3 and (b)
Nr = 128 receive antennas and NRF = 43 RF chains.
VI. CONCLUSION
In this paper, we derived a near optimal analog combining
solution for an unconstrained MI maximization problem in
hybrid MIMO systems with low-resolution ADCs. We showed
optimalities of the solution in the scaling law and in maximiz-
ing the mutual information for a homogeneous channel singu-
lar value case. To implement the derived solution, we proposed
a two-stage analog combining architecture that decouples
the channel gain aggregation and spreading functions in the
solution into two cascaded analog combiners. Accordingly, the
proposed two-stage analog combining also provides a near
optimal solution for the unconstrained problem whereas con-
ventional hybrid algorithms offer a near optimal solution only
for the constrained problem. In addition, we derived a closed-
form approximation to the ergodic rate, which reveals that our
two-stage analog combiner achieves the optimal scaling law
with a practical digital combiner. Simulation results validated
the key insights obtained in this paper and the derived ergodic
rate, and also demonstrated that the proposed two-stage analog
combining algorithm outperforms conventional algorithms.
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18
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23
Figure 7. Comparison of the ergodic rate for the theoretical and simulation
results with Nr = 128 receive antennas, NRF = 43 RF chains, Nu = 8
users each with L = 8 channel paths for the virtual channels.
APPENDIX A
PROOF OF COROLLARY 2
Let H be decomposed into H = AAoAHV, where HV =
blkdiag{g˜1, · · · , g˜Nu} and g˜k =
√
Nr
Lk
[g1,k, · · · , gLk,k]T .
Then, it can be shown [31] that as Nr →∞,
WHAoAWAoA→INRF ,
1√
Nr
WHAoAH→
1√
Nr
[
HV
0
]
. (34)
Let H˜V = [H
T
V,0
T ]T and CAoA = W
⋆H
RF2
H˜VH˜
H
VW
⋆
RF2
.
Using (34), we show C(WRF) in (12) with WRF = W˜⋆RF
converges as Nr →∞ to(
C(W˜⋆RF)−log2
∣∣∣I+αb
βb
diag−1
{
CAoA+
1
βbρ
I
}
CAoA
∣∣∣)→ 0.
(35)
Note that each diagonal of W⋆HRF2H˜VH˜
H
VW
⋆
RF2
cannot ex-
ceed 1κ
∑Nu
k=1
1
Lk
(
∑Lk
ℓ=1 |gℓ,k|)2 = c1 < ∞. Let C∞(W˜⋆RF)
denote the second term in (35). Then, C∞(W˜⋆RF) can be lower
bounded as
C∞(W˜⋆RF) > log2
∣∣∣∣INRF + αbρc1βbρ+ 1W⋆HRF2H˜VH˜HVW⋆RF2
∣∣∣∣
(a)∼ Nu log2NRF, as NRF →∞, (36)
where (a) follows from the same reason of (b) below (16).
This implies that C(W˜⋆RF) follows the optimal scaling law.

APPENDIX B
PROOF OF LEMMA 1
The auto quantization noise variance term in (26) can be
expressed as
E
[
Ψautok
]
= E
[
NRF∑
i=1
∣∣hHb,kwi∣∣4
]
=
(
Nr
L
)2 NRF∑
i=1
E
[∣∣gHk wi∣∣4]
=
(
Nr
L
)2 NRF∑
i=1
(
V
[∣∣gHk wi∣∣2]+(E [∣∣gHk wi∣∣2] )2
)
(37)
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 12
where wi is the ith column of WDFT. The expectation term
E[|gHk wi|2] in (37) is computed as
E
[∣∣gHk wi∣∣2] = 1NRFE
[
NRF∑
ℓ=1
|gℓ,k|2
]
=
L
NRF
. (38)
Now, let wˆi =
√
NRFwi. Then, we can compute the variance
term V[|gHk wi|2] in (37) as
V
[∣∣gHk wi∣∣2]= 1N2RFV

NRF∑
ℓ=1
|gℓ,k|2+
NRF∑
ℓ1 6=ℓ2
g∗ℓ1,kgℓ2,kwˆ
∗
ℓ1,iwˆℓ2,i


(a)
=
1
N2RF

V
[
NRF∑
ℓ=1
|gℓ,k|2
]
+ V

 NRF∑
ℓ1 6=ℓ2
g∗ℓ1,kgℓ2,kwˆ
∗
ℓ1,iwˆℓ2,i




(b)
=
1
N2RF

V[‖gk‖2]+ NRF∑
ℓ1 6=ℓ2
V
[
g∗ℓ1,kgℓ2,k
] (39)
where (a) and (b) hold as the associated terms are uncorre-
lated, which can be shown from straight forward mathematics,
and |wˆℓ,i| = 1, ∀ℓ, i. Since ‖gk‖2 ∼ χ22L, which is a chi-
square distribution with 2L degrees of freedom, we have
V[‖gk‖2] = L, and V[g∗ℓ1,kgℓ2,k] is computed as
V
[
g∗ℓ1,kgℓ2,k
]
= V
[
ξ∗ℓ1,kξℓ2,k1{ℓ1∈Pk}1{ℓ2∈Pk}
]
(a)
= E
[|ξ∗ℓ1,kξℓ2,k|2]E [1{ℓ1,ℓ2∈Pk}]
−
(
E
[
ξ∗ℓ1,kξℓ2,k
] )2(
E
[
1{ℓ1,ℓ2∈Pk}
])2
=
L(L− 1)
NRF(NRF − 1) ,
where (a) holds by V[XY ] = E[X2]E[Y 2]− (E[X ])2(E[Y ])2
for independent X and Y . Therefore, (39) is derived as
V
[∣∣gHk wi∣∣2]= 1N2RF

L+ NRF∑
ℓ1 6=ℓ2
L(L−1)
NRF(NRF−1)

=( L
NRF
)2
.
(40)
Putting (38) and (40) into (37), the auto quantizaiton noise
variance E
[
Ψautok
]
becomes (28). 
APPENDIX C
PROOF OF LEMMA 2
We derive the cross quantization noise variance in (27) as
E
[
Ψcrossk
]
=E
[NRF∑
i=1
Nu∑
u6=1
hHb,kwiw
H
i hb,uh
H
b,uwiw
H
i hb,k
]
=
(
Nr
L
)2
Egk

NRF∑
i=1
Nu∑
u6=1
gHkwiw
H
i Egu
[
gug
H
u
]
wiw
H
i gk


=
N2r (Nu − 1)
LNRF
NRF∑
i=1
Egk
[
gHk wiw
H
i gk
]
(a)
=
N2r (Nu − 1)
NRF
where (a) follows from E
[|gHk wi|2] = LNRF in (38). 
APPENDIX D
PROOF OF THEOREM 3
To compute (25), we first derive E[‖hb,k‖2] as
E
[
‖hb,k‖2
]
=
Nr
L
E
[‖gk‖2] (a)= Nr (41)
where (a) follows from ‖gk‖2 ∼ χ22L. Next, we compute
E[‖hb,k‖4] as
E
[
‖hb,k‖4
]
= V
[‖hb,k‖2]+ (E[‖hb,k‖2])2
=
(
Nr
L
)2(
V
[‖gk‖2]+ (E[‖gk‖2])2)
=
N2r (1 + L)
L
. (42)
The inter-user interference term E[|hHb,khb,i|2] is computed as
E
[
|hHb,khb,i|2
]
=
(
Nr
L
)2
E
[|gHk gi|2]=
(
Nr
L
)2 NRF∑
ℓ=1
E
[|g∗ℓ,kgℓ,i|2]
=
(
Nr
L
)2 NRF∑
ℓ=1
E
[
|ξ∗ℓ,k1{ℓ∈Pk}ξℓ,i1{ℓ∈Pi}|2
]
=
N2r
NRF
. (43)
Finally, we compute the quantization variance term E[Ψk] as
E
[
Ψk
]
= E
[
Ψautok
]
+ E
[
Ψcrossk
]
(a)
=
2N2r
NRF
+
N2r (Nu − 1)
NRF
, (44)
where E
[
Ψautok
]
and E
[
Ψcrossk
]
are in (26) and (27), respec-
tively, and (a) follows from Lemma 1 and Lemma 2.
Putting (41), (42), (43), and (44) into (25), we derive the
approximated ergodic rate of (25) in closed form. The ergodic
rate is equivalent to Nu users, which leads to the ergodic sum
rate in (30). This completes the proof of Theorem 3. 
APPENDIX E
PROOF OF COROLLARY 3
Without the second analog combiner WRF, the approxi-
mated ergodic rate of user k can be computed as (25) by
substituting the average quantization noise variance for the
two-stage analog combining E[Ψk] with the following average
quantization noise variance:
E
[
Ψˆk
]
=E
[
hHb,kdiag
{
HbH
H
b
}
hb,k
]
=E
[(
Nr
L
)2 NRF∑
ℓ=1
|gℓ,k|2
Nu∑
u=1
|gℓ,u|2
]
=
(
Nr
L
)2NRF∑
ℓ=1
E
[|gℓ,k|4]+NRF∑
ℓ=1
Nu∑
u6=k
E
[
|gℓ,k|2|gℓ,u|2
] .
(45)
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Here, E[|gℓ,k|4] in (45) is computed as
E
[
|gℓ,k|4
]
= E
[
1{ℓ∈Pk}
]
E
[∣∣ξℓ,k∣∣4]
=
L
NRF
(
V
[∣∣ξℓ,k∣∣2]+ (E[∣∣ξℓ,k∣∣2])2)
=
2L
NRF
, (46)
and the second expectation term E[|gℓ,k|2|gℓ,u|2] is derived as
E
[
|gℓ,k|2|gℓ,u|2
]
= E
[
1{ℓ∈Pk}1{ℓ∈Pu}
]
E
[
|ξℓ,k|2|ξℓ,u|2
]
=
(
L
NRF
)2
. (47)
Putting (46) and (47) into (45), we derive the average quanti-
zation noise variance for the one-stage analog combining as
E
[
Ψˆk
]
= N2r
(
2
L
+
Nu − 1
NRF
)
.
This completes the proof of Corollary 3. 
REFERENCES
[1] Z. Pi and F. Khan, “An introduction to millimeter-wave mobile broad-
band systems,” IEEE Commun. Mag, vol. 49, no. 6, pp. 101–107, Jun.
2011.
[2] T. S. Rappaport, S. Sun, R. Mayzus, H. Zhao, Y. Azar, K. Wang, G. N.
Wong, J. K. Schulz, M. Samimi, and F. Gutierrez, “Millimeter wave
mobile communications for 5G cellular: It will work!” IEEE Access,
vol. 1, pp. 335–349, May 2013.
[3] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. Soong,
and J. C. Zhang, “What will 5G be?” IEEE Journal Sel. Areas Commun.,
vol. 32, no. 6, pp. 1065–1082, Jun. 2014.
[4] X. Zhang, A. F. Molisch, and S.-Y. Kung, “Variable-phase-shift-based
RF-baseband codesign for MIMO antenna selection,” IEEE Trans. Signal
Process., vol. 53, no. 11, pp. 4091–4103, 2005.
[5] P. Sudarshan, N. B. Mehta, A. F. Molisch, and J. Zhang, “Channel
statistics-based RF pre-processing with antenna selection,” IEEE Trans.
Wireless Commun., vol. 5, no. 12, 2006.
[6] F. Gholam, J. Vía, and I. Santamaría, “Beamforming design for simpli-
fied analog antenna combining architectures,” IEEE Trans. Veh. Technol.,
vol. 60, no. 5, pp. 2373–2378, 2011.
[7] D. Ying, F. W. Vook, T. A. Thomas, and D. J. Love, “Hybrid structure
in massive MIMO: Achieving large sum rate with fewer RF chains,” in
IEEE Int. Conf. Commun., 2015, pp. 2344–2349.
[8] F. Sohrabi and W. Yu, “Hybrid digital and analog beamforming design
for large-scale antenna arrays,” arXiv preprint arXiv:1601.06814, 2016.
[9] J. Li, L. Xiao, X. Xu, and S. Zhou, “Robust and low complexity hybrid
beamforming for uplink multiuser mmWave MIMO systems,” IEEE
Commu. Lett., vol. 20, no. 6, pp. 1140–1143, 2016.
[10] O. El Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi, and R. W. Heath,
“Spatially sparse precoding in millimeter wave MIMO systems,” IEEE
Trans. Wireless Commun., vol. 13, no. 3, pp. 1499–1513, 2014.
[11] A. Alkhateeb, O. El Ayach, G. Leus, and R. W. Heath, “Channel
estimation and hybrid precoding for millimeter wave cellular systems,”
IEEE Journal Sel. Topics Signal Process., vol. 8, no. 5, pp. 831–846,
2014.
[12] T. E. Bogale and L. B. Le, “Beamforming for multiuser massive MIMO
systems: Digital versus hybrid analog-digital,” IEEE Global Commun.
Conf., 2014.
[13] C. Rusu, R. Méndez-Rial, N. González-Prelcicy, and R. W. Heath, “Low
complexity hybrid sparse precoding and combining in millimeter wave
MIMO systems,” in IEEE Int. Conf. Commun., 2015, pp. 1340–1345.
[14] C.-E. Chen, “An iterative hybrid transceiver design algorithm for mil-
limeter wave MIMO systems,” IEEE Wireless Commun. Lett., vol. 4,
no. 3, pp. 285–288, 2015.
[15] L. Liang, W. Xu, and X. Dong, “Low-complexity hybrid precoding
in massive multiuser MIMO systems,” IEEE Wireless Commun. Lett.,
vol. 3, no. 6, pp. 653–656, 2014.
[16] A. Alkhateeb, G. Leus, and R. W. Heath, “Limited feedback hybrid
precoding for multi-user millimeter wave systems,” IEEE Trans. Wireless
Commun., vol. 14, no. 11, pp. 6481–6494, 2015.
[17] R. Méndez-Rial, C. Rusu, N. González-Prelcic, A. Alkhateeb, and R. W.
Heath, “Hybrid MIMO architectures for millimeter wave communica-
tions: Phase shifters or switches?” IEEE Access, vol. 4, pp. 247–267,
Jan. 2016.
[18] V. Venkateswaran and A.-J. van der Veen, “Analog beamforming in
MIMO communications with phase shift networks and online channel
estimation,” IEEE Trans. Signal Process., vol. 58, no. 8, pp. 4131–4143,
2010.
[19] J. Choi, B. L. Evans, and A. Gatherer, “Resolution-adaptive hybrid
MIMO architectures for millimeter wave communications,” IEEE Trans.
Signal Process., vol. 65, no. 23, pp. 6201–6216, 2017.
[20] J. Choi, G. Lee, and B. L. Evans, “User Scheduling for Millimeter
Wave Hybrid Beamforming Systems with Low-Resolution ADCs,” arXiv
preprint arXiv:1804.03079, 2018.
[21] J. Mo, A. Alkhateeb, S. Abu-Surra, and R. W. Heath, “Hybrid archi-
tectures with few-bit ADC receivers: Achievable rates and energy-rate
tradeoffs,” IEEE Trans. Wireless Commun., vol. 16, no. 4, pp. 2274–
2287, 2017.
[22] W. B. Abbas, F. Gomez-Cuba, and M. Zorzi, “Millimeter wave receiver
efficiency: A comprehensive comparison of beamforming schemes with
low resolution ADCs,” IEEE Trans. Wireless Commun., vol. 16, no. 12,
pp. 8131–8146, 2017.
[23] K. Roth, H. Pirzadeh, A. L. Swindlehurst, and J. A. Nossek, “A
Comparison of Hybrid Beamforming and Digital Beamforming with
Low-Resolution ADCs for Multiple Users and Imperfect CSI,” IEEE
Journal Sel. Topics Signal Process., 2018.
[24] R. B. Ertel, P. Cardieri, K. W. Sowerby, T. S. Rappaport, and J. H. Reed,
“Overview of spatial channel models for antenna array communication
systems,” IEEE Personal Commun., vol. 5, no. 1, pp. 10–22, 1998.
[25] A. Simonsson and A. Furuskar, “Uplink power control in LTE-overview
and performance, subtitle: principles and benefits of utilizing rather than
compensating for SINR variations,” in IEEE Veh. Technol. Conf., 2008,
pp. 1–5.
[26] E. Tejaswi and B. Suresh, “Survey of power control schemes for LTE
uplink,” Int. Journal Computer Science and Inform. Technol., vol. 10,
p. 2, 2013.
[27] A. K. Fletcher, S. Rangan, V. K. Goyal, and K. Ramchandran, “Robust
predictive quantization: Analysis and design via convex optimization,”
IEEE Journal Sel. Topics Signal Process., vol. 1, no. 4, pp. 618–632,
2007.
[28] O. Orhan, E. Erkip, and S. Rangan, “Low power analog-to-digital con-
version in millimeter wave systems: Impact of resolution and bandwidth
on performance,” in IEEE Inform. Theory and App. Work., Feb. 2015,
pp. 191–198.
[29] A. Mezghani and J. A. Nossek, “Capacity lower bound of MIMO
channels with output quantization and correlated noise,” in IEEE Int.
Symp. Inform. Theory, 2012.
[30] L. Fan, S. Jin, C.-K. Wen, and H. Zhang, “Uplink achievable rate for
massive MIMO systems with low-resolution ADC,” IEEE Commun.
Lett., vol. 19, no. 12, pp. 2186–2189, 2015.
[31] H. Q. Ngo, E. G. Larsson, and T. L. Marzetta, “Aspects of favorable
propagation in massive MIMO,” in European Signal Process. Conf.,
2014, pp. 76–80.
[32] T. L. Marzetta, “Noncooperative cellular wireless with unlimited num-
bers of base station antennas,” IEEE Trans. Wireless Commun., vol. 9,
no. 11, pp. 3590 – 3600, Nov. 2010.
[33] A. M. Sayeed, “Deconstructing multiantenna fading channels,” IEEE
Trans. Signal Process., vol. 50, no. 10, pp. 2563–2579, Nov. 2002.
[34] R. W. Heath, N. Gonzalez-Prelcic, S. Rangan, W. Roh, and A. M.
Sayeed, “An overview of signal processing techniques for millimeter
wave MIMO systems,” IEEE Journal Sel. Topics Signal Process.,
vol. 10, no. 3, pp. 436–453, Feb. 2016.
[35] T. Kim and D. J. Love, “Virtual AoA and AoD estimation for sparse
millimeter wave MIMO channels,” in IEEE Int. Work. Signal Process.
Advances in Wireless Comm., 2015, pp. 146–150.
[36] Q. Zhang, S. Jin, K.-K. Wong, H. Zhu, and M. Matthaiou, “Power
scaling of uplink massive MIMO systems with arbitrary-rank channel
means,” IEEE Journal Sel. Topics Signal Process., vol. 8, no. 5, pp.
966–981, 2014.
[37] M. R. Akdeniz, Y. Liu, M. K. Samimi, S. Sun, S. Rangan, T. S.
Rappaport, and E. Erkip, “Millimeter wave channel modeling and
cellular capacity evaluation,” IEEE Journal Sel. Areas Commun., vol. 32,
no. 6, pp. 1164–1179, 2014.
