Abstract. Let Φ be a root system and let Γ ⊆ Φ. In this short paper, we prove that Γ contains a Z-basis of the lattice that it generates.
Introduction
Let Φ be a root system. We denote the root lattice of Φ by ZΦ; for a subset Γ of Φ, we write ZΓ for the sublattice of ZΦ generated by Γ. The purpose of this paper is to prove the following theorem. Theorem 1.1. Let Φ be a root system and let Γ ⊆ Φ. Then Γ contains a Z-basis for the lattice ZΓ.
There are many easy examples of a lattice L and a subset Γ of L such that Γ generates L, but there is not a Z-basis for L contained in Γ. The simplest example is L = Z and Γ = {2, 3}. A more interesting example is L = Z 2 and Γ = {(1, 0), (1, 3) , (1, 5) }, as no element of Γ is divisible and each element of Γ lies in a basis for Z 2 . Below we discuss some motivation for Theorem 1.1 and give a corollary. In particular, we discuss applications of Theorem 1.1 to the study of the adjoint orbits of a Borel subgroup of a reductive algebraic group.
Let G be a reductive algebraic group over an algebraically closed field k. We write g = Lie G for the Lie algebra of G and we identify G with its group of k-rational points G(k). Let T be a maximal torus of G and let Φ be the root system of G with respect to T .
One application of Theorem 1.1 is in the study of the action of T on certain subvarieties of g. Let Γ be a subset of Φ and consider the subvariety V Γ = { β∈Γ a β e β : a β ∈ k × } of g, where e β is a generator of the root subspace of g corresponding to β; this variety is stable under the adjoint action of T . Theorem 1.1 implies that there is a subset ∆ of Γ such that each T -orbit in V Γ has a unique representative of the form β∈Γ a β e β with a β = 1 for all β ∈ ∆.
Let B be a Borel subgroup of G containing T and let u be the Lie algebra of the unipotent radical of B. The property of T -orbits in varieties V Γ discussed in the previous paragraph can be used to simplify the description of the B-orbits in u given in [5, §7] . Indeed using this property there is a natural modification of the definition of a minimal representative of a Borbit in u ([5, Defn. 7.2]) so that each B-orbit contains a unique such minimal representative. Another related application of Theorem 1.1 is discussed in [6, Rem. 4.5].
Next we give a natural corollary of Theorem 1.1. First we have to introduce some more notation. Suppose G is defined and split over a subfield K of k and assume that T is Ksplit. For a closed subgroup H of G that is defined over K, we write H(K) for the group of K-rational points of H; likewise we write h(K) for the Lie algebra of K-rational points of h = Lie H. For a root β ∈ Φ, we write U β for the corresponding root subgroup of G and we write g β for the root subspace corresponding to β.
We may choose generators e β of each g β so that {e β : β ∈ Φ} satisfy the Chevalley commutator relations. If p = char K > 0, then we recall that p is called very bad for G if it divides a structure constant of the Chevalley commutator relations. So p = 2 is very bad if G has a simple component of type B l , C l , F 4 or G 2 ; and p = 3 is very bad if G has a simple component of type G 2 .
The corollary below follows easily from the case ZΓ = ZΦ of Theorem 1.1.
Corollary 1.2. Assume G is semisimple and suppose char K is zero or not very bad for G.
is generated, as a Lie algebra over K, by {e β , e −β : β ∈ Γ}. Then there is a subset ∆ of Γ of size rank g such that g(K) is generated by {e β , e −β : β ∈ ∆}.
We now give a brief outline of our proof of Theorem 1.1. We reduce to the case where Φ is irreducible and ZΓ = ZΦ showing that Theorem 1.1 is equivalent to Proposition 3.1. In this situation we show, in Lemma 3.2, that Γ contains a subset ∆ of size rank Φ such that Z∆ ∩ Φ is an irreducible maximal rank subsystem of Φ. Then we use the classification of irreducible maximal rank subsystems of Φ; this is stated in Lemma 2.2 and is easily deduced from an algorithm of A. Borel and J. de Siebenthal from [1] . In most cases we deduce that Z∆ = ZΦ and we require a case analysis to show that Γ contains a Z-basis for ZΦ in the remaining cases.
Preliminaries
Let Φ be a root system of rank l in a Euclidean vector space V with inner product denoted by ( , ). Let Φ + be a system of positive roots in Φ and let Π be the corresponding base. We denote the Weyl group of Φ by W . The root lattice of Φ is denoted by ZΦ and for a subset Γ of Φ we write ZΓ for the sublattice of ZΦ generated by Γ.
In case Φ is irreducible we use the notation for the roots in Φ from [2, Planches I-IX]; in particular we enumerate Π = {α 1 , . . . , α l } as in loc. cit. Let ρ = α∈Π r α α be the highest root of Φ (with respect to Π) and writeΠ = Π ∪ {−ρ}.
We recall that, by definition, a subsystem Ψ of Φ is a subset of Φ such that Ψ = ZΨ ∩ Φ. Below we present an outline of an algorithm of A. Borel and J. de Siebenthal ( [1] ), which determines all root subsystems of Φ up to W -conjugacy. We note that there are W -conjugate subsystems of Φ that can be obtained from the algorithm in different ways; for a classification of the subsystems of Φ and the W -conjugacy classes thereof the reader is referred to [3] . (1) Form the extended Dynkin diagramD of Φ, i.e. for each component C of the Dynkin diagram of Φ add a vertex for the negative of the highest root −ρ C ; and add edges between this vertex and the vertices in C corresponding to simple roots α such that −ρ C + α is a root.
(2) Take a subset S of the vertices ofD such that S contains at least one vertex from each component ofD. Let Ψ be the subsystem of Φ generated by the roots corresponding to vertices ofD that are not in S. (3) Finish, or reapply steps (1) and (2) with "Φ = Ψ".
We say a subsystem Ψ of Φ is of maximal rank, if the rank of Ψ is l = rank Φ. The maximal subsystems of Φ are obtained by always taking S to consist of precisely one vertex in each component ofD in step (2) of Algorithm 2.1. One can easily deduce the classification of all irreducible maximal rank subsystems of an irreducible root system given in the following lemma.
Lemma 2.2. Let Φ be an irreducible root system and let Ψ be an irreducible maximal rank subsystem of Φ. Then Φ = Ψ or the types of Φ and Ψ are given in Table 1 below. 
In this section we prove our main theorem. The proof proceeds in two steps: first we prove that Theorem 1.1 is equivalent to the more technical Proposition 3.1; then we prove Proposition 3.1. A large part of the work required for the proof of Proposition 3.1 is done in Lemma 3.2.
Below we state Proposition 3.1 and prove that it is equivalent to Theorem 1.1. The technical linear independence condition in the statement simplifies the proof of the proposition. Proposition 3.1. Let Φ be an irreducible root system and let Γ ⊆ Φ. Suppose that ZΓ = ZΦ and that each subset of Γ of size l = rank Φ is linearly independent. Then Γ contains a Zbasis for the root lattice ZΦ.
Proof of equivalence of Theorem 1.1 and Proposition 3.1. We note that Theorem 1.1 clearly implies Proposition 3.1, so we just need to prove the reverse implication.
First we note that Ψ = ZΓ ∩ Φ is a subsystem of Φ. Clearly we have Γ ⊆ Ψ and ZΓ = ZΨ. Therefore, we may reduce to the case ZΓ = ZΦ in Theorem 1.1.
Suppose Φ is reducible, with irreducible components Φ 1 , . . . , Φ m . A subset Γ of Φ can be written as the disjoint union of subsets Γ i of Φ i (i = 1, . . . , m). If Γ generates ZΦ, then it is clear that ZΓ i = ZΦ i for each i and Γ contains a Z-basis for ZΓ if and only if Γ i contains a Z-basis for ZΦ i for each i. Therefore, to prove Theorem 1.1 we may reduce to the case where Φ is irreducible. Now suppose that ZΓ = ZΦ and assume inductively that Theorem 1.1 is true for all proper subsystems of Φ. Suppose Γ is a subset of Φ of size l that is linearly dependent. Then ZΓ ∩ Φ is a subsystem of Φ of rank less than l. Therefore, we may find (by induction) a Z-basis ∆ of ZΓ in Γ . LetΓ = (Γ \ Γ ) ∪ ∆ ; then ZΓ = ZΓ andΓ has fewer linearly dependent subsets of size l. It follows by induction that, in order to prove Theorem 1.1, we may assume that each subset of Γ of size l is linearly independent. This completes the proof that Proposition 3.1 implies Theorem 1.1.
A large part of the proof of Proposition 3.1 is given by the following lemma. Lemma 3.2. Let Φ be an irreducible root system and let Γ be a subset of Φ such that ZΓ = ZΦ. Then for each 1 ≤ i ≤ l there exists a subset ∆ i of Γ of size i such that Z∆ i ∩ Φ is an irreducible subsystem of Φ. Moreover, when Φ has two root lengths we may assume that there is a short root in ∆ i . Proof. We construct ∆ i inductively. The case i = 1 is trivial. Note that in case Φ has two root lengths the long roots span a proper subsystem of Φ and so Γ must contain a short root.
Assume that ∆ i (i < n) has been constructed with the required properties and set B = Γ \ ∆ i . Suppose for all β ∈ B, the subsystem Z(∆ i ∪ {β}) ∩ Φ is reducible. In particular, this means that for all δ ∈ ∆ i and all β ∈ B, we have (δ, β) = 0. But then we have an orthogonal decomposition ZΓ = Z∆ i ⊥ ZB. Since ZΓ = ZΦ, this contradicts the irreducibility of Φ, and this contradiction implies the lemma.
We are now in a position to prove Proposition 3.1.
Proof of Proposition 3.1. By Lemma 3.2 there exists a subset ∆ l of Γ of size l such that Ψ = Z∆ l ∩ Φ is an irreducible subsystem of Φ. Moreover, ∆ l is linearly independent, by assumption on Γ, and therefore Ψ is a maximal rank subsystem of Φ. Now we may apply Lemma 2.2 to deduce that Φ = Ψ or the types of Φ and Ψ are given in Table 1 . If Φ = Ψ, then ∆ l is a Z-basis of ZΦ and we are done. Since ∆ l contains a short root, the cases where Ψ is a proper subsystem and Φ is of type B l or G 2 cannot occur, also the case where the types of Φ and Ψ are F 4 and D 4 respectively is not possible. We are left to consider the cases where the types of Φ and Ψ are given by one of the pairs (F 4 , B 4 ), (E 7 , A 7 ), (E 8 , A 8 ) and (E 8 , D 8 ).
First consider the case Φ is of type F 4 and Ψ is of type B 4 . Since Algorithm 2.1 generates all subsystems of Φ up to W -conjugacy, we may assume that Ψ is the subsystem with base −ρ, α 1 , α 2 , α 3 using the numbering of the simple roots from [2, Planche VIII]. By Lemma 3.2 there is a subset ∆ 3 of ∆ 4 = ∆ l such that Ψ = Z∆ 3 ∩ Ψ is an irreducible subsystem of Ψ and ∆ 3 contains a short root. Now using Algorithm 2.1, we see that Ψ must be of type B 3 . Moreover, conjugating by the Weyl group of Ψ, we may assume that Ψ has base α 1 , α 2 , α 3 . Now since Γ generates ZΦ, there must be an element β ∈ Γ of the form β = 4 i=1 b i α i with b 4 = ±1. It is easy to see that ∆ 3 ∪ {β} is a Z-basis of ZΦ. Now suppose Φ is of type E 7 and Ψ is of type A 7 . Using similar arguments as for the above F 4 case we may assume that ∆ 6 generates the subsystem of type A 6 with base Π \ {α 2 }. Then since Γ generates ZΦ, there must be β ∈ Γ of the form β = 7 i=1 b i α i with b 2 = ±1. Therefore, we see that ∆ 6 ∪ {β} is a Z-basis of ZΦ.
We are left to consider the cases where Φ is of type E 8 . Then Ψ is of type A 8 or D 8 and ∆ 7 generates a subsystem Ψ 7 of type A 7 or D 7 . If Ψ 7 is of type D 7 , then we may assume that it has base α 1 , . . . , α 7 . Since Γ generates ZΦ, there is an element β = 8 i=1 b i α i ∈ Γ with b 8 = ±1 and then ∆ 7 ∪ {β} is a Z-basis of ZΦ.
So we may suppose that Ψ 7 is of type A 7 and assume that it has base Π \ {α 2 }. Suppose there exists β = 8 i=1 b i α i with b 2 = ±1, then Ψ 7 ∪ {β} is a Z-basis of ZΦ, so we may assume no such β exists. Since Γ generates ZΦ, there must exist γ =
with c 2 = ±2 and d 2 = ±3, and we may assume (by possibly replacing γ and δ with their negatives) that c 2 = 2 and d 2 = 3.
For each i = 1, . . . , 6 we must have that ∆ i generates a subsystem Ψ i of Φ of type A i . Up to to conjugation by the Weyl group of Ψ 7 we may assume that Ψ 6 has basis {α 3 , . . . , α 8 }. Let β 7 ∈ ∆ 7 \ ∆ 6 . Applying simple reflections s α i (i = 3, . . . , 8), we may assume that β 7 = α 1 . Now let β 1 = 8 i=3 b 1,i α i ∈ ∆ 6 with b 1,3 = 0. Then, by applying simple reflections s α i (i = 4, . . . , 8), we may assume that β 1 = α 3 . Continuing to argue in this way, and taking ∆ i = {β 1 , . . . , β i } for i = 1, . . . , 6, we may assume that:
(i) ∆ i generates the subsystem with base {α 3 , . . . , α 2+i } for i = 1, . . . , 5;
(ii) β 6 = 8 i=3 b 6,i α i , where b 6,7 = b 6,8 = 1; and (iii) β 7 = α 1 . To ensure that (ii) holds, one may have to apply the reflection s α 7 and swap β 4 and β 5 . Now consider 3γ − 2δ = 8 i=1 e i α i , then e 2 = 0. If γ is not the highest root in the subsystem of type of type E 7 generated by {α 1 , . . . , α 7 }, then, by considering all possibilities for β and γ, one can check that e 1 = ±1 or e 8 = ±1. If e 1 = ±1, then we see that ∆ 6 ∪ {γ, β} is a Z-basis for ZΦ; whereas if e 8 = ±1, then ∆ 5 ∪ {β 7 , γ, δ} is a Z-basis for ZΦ. So suppose γ is the highest root in the subsystem of type E 7 generated by {α 1 , . . . , α 7 }. Then one can check that ∆ 4 ∪ {β 6 , β 7 , γ, δ} is a Z-basis for ZΦ.
