Explorative analysis of chemometrics in magnetic resonance (spectroscopic) imaging of human brain tumors by Witjes, J.A.M.






The following full text is a publisher's version.
 
 





Please be advised that this information was generated on 2021-11-03 and may be subject to
change.
Explorative Analysis of 
Chemometrics in Magnetic Resonance 
(Spectroscopic) 
Imaging of Human Brain Tumors 
Han Witjes 

Explorative Analysis of Chemometrics in Magnetic Resonance 
(Spectroscopic) Imaging of Human Brain Tumors 
een wetenschappelijke proeve op het gebied van de 
Natuurwetenschappen, Wiskunde en Informatica 
Proefschrift 
ter verkrijging van de graad van doctor 
aan de Katholieke Universiteit Nijmegen, 
volgens besluit van het College van Decanen 
in het openbaar te verdedigen op 
dinsdag 6 november 2001 
des namiddags om 3.30 uur precies 
door 
Johannes Antonius Maria Witjes 
geboren op 13 november 1971 
te Doornenburg 
Promotores: Prof. Dr. L M.C. Buydens 
Prof. Dr. A. Heerschap 
Manuscriptcommissie: Prof. Dr. S. van Huffei 
Katholieke Universiteit Leuven, België 
Prof. Dr. P. van Espen 
Universitaire Instellingen Antwerpen, België 
Dr. M. van der Graaf 
Dankwoord 
Met het schrijven van deze pagina komt langzaam het besef dat aan mijn promotietijd een 
einde is gekomen Na viereneenhalf jaar onderzoek te hebben verricht op de afdeling 
Analytische Chemie van de Katholieke Universiteit Nijmegen, in samenwerking met de 
afdeling Radiologie van het Universitair Medisch Centrum St Radboud, hoop ik op 6 
november 2001 te promoveren op de inhoud van dit proefschrift De personen die op 
enigerlei wijze hebben bijgedragen aan de totstandkoming van mijn proefschrift wil ik graag 
van harte bedanken 
Allereerst gaat mijn dank uit naar Lutgarde Buydens In haar vakgroep heb ik gedurende zes 
jaar, inclusief mijn hoofdvakstage, onderzoek mogen verrichten op het gebied van de 
chemometne Die zes jaren zijn voorbij gevlogen Mijn enthousiasme voor chemometrie is 
gedurende die periode met verloren gegaan Integendeel, in mijn huidige functie bij Akzo 
Nobel Chemicals Research staat het toepassen van chemometrie in de Akzo industrie 
centraal Mijn dank gaat ook uit naar Arend Heerschap van de afdeling Radiologie Dankzij 
Arend heb ik chemometrie mogen toepassen op magnetische resonantie data (MRI en MRSI 
beelden) van gezonde vrijwilligers en patiënten Ruim vier jaar heb ik me kunnen uitleven op 
een prachtig promotieonderwerp 
Mijn begeleider Willem Meissen wil ik bedanken voor zijn bijdrage Helaas heeft hij een 
gedeelte van mijn promotieperiode moeten missen, maar zeker in mijn eerste, wellicht 
belangrijkste, promotiejaar heeft hij me van voldoende adviezen kunnen voorzien Ron 
Wehrens bedank ik met name voor zijn waardevolle inhoudelijke suggesties Geert Postma 
wil ik bedanken voor het kritisch volgen van mijn onderzoek en de nodige 
computertechnische ondersteuning Brigitte Lamzan bedank ik voor haar goede secretariële 
ondersteuning 
Mijn collega AIO's/OIO's dank ik voor de prettige samenwerking, fijne omgang, en de altijd 
gezellige sfeer op de afdeling In alfabetische volgorde zijn dat Philip de Groot, Jos 
Hageman, Lammert Kooistra, Theo Reymers, Arjan Simonetti, Erik Swierenga en Uwe 
Thissen Ook met de voormalige AIO's/OIO's was de sfeer altijd optimaal In alfabetische 
volgorde Mischa Beckers, Willie van den Broek, Adrie Dane, Eduard Derks en Antoine van 
Kampen Mijn voormalige studenten wil ik graag bedanken voor hun bijdragen aan mijn 
onderzoek In volgorde van stage aanvang zijn dat Marco Schaerlaeckens, Patnck de Beer 
en Herma Guppen 
De eerste maanden van mijn promotieperiode heeft Marmette van der Graaf me kennis laten 
maken met de afdeling Radiologie Daarna heb ik altijd op haar kunnen terugvallen voor 
vragen e d Ik wil Marmette hartelijk danken voor haar inzet Mark Rijpkema bedank ik voor 
het opnemen van de MRI beelden en de prettige samenwerking bij de analyse en 
interpretatie van de data Voorts wil ik nog een aantal mensen van Radiologie bedanken, 
zonder daarbij anderen tekort te willen doen Dit zijn, in alfabetische volgorde, Enk van de 
Bergh, Enk van den Boogerd, Dennis Klomp, Jeroen Pikkemaat, Boudewijn van der Sanden, 
Yvonne Wolbert-Heidkamp en Rene in 't Zandt 
Vooraf had ik met gedacht dat een goede vriend van me een wezenlijke bijdrage zou gaan 
leveren aan dit proefschrift Mark van den Brink, toen promovendus aan de TU Eindhoven, 
en diens opvolger Michel Pepers wil ik hartelijk danken voor hun bijdragen aan het Raman 
gedeelte van dit proefschrift 
Tenslotte wil ik alle familie, vrienden en kennissen bedanken die met belangstelling mijn 
promotietijd hebben gevolgd En natuurlijk Ellen ZIJ heeft me al die tijd gesteund, ook 
wanneer ik in het weekend weer aan mijn proefschrift moest werken 
Contents 
Introduction 1 
Challenges for chemometrics in magnetic resonance imaging and spectroscopy of 
brain tumors 5 
1 1 Introduction 6 
1 2 Some basic aspects of MRI of the human brain 7 
1 3 Some basic aspects of MRSI of the human brain 8 
1 4 MRI, MRSI, and chemometrics in the diagnosis of brain tumors 9 
15 Processing of MR images 10 
16 Processing of MR spectroscopic images 1Θ 
1 7 Concluding remarks 24 
Automatic correction for phase shifts, frequency shifts, and lineshape distortions 
across a series of single resonance lines in large spectral data sets 29 
2 1 Introduction 30 
2 2 Theory 31 
2 3 Experimental 37 
2 4 Results 41 
2 5 Discussion 49 
2 6 Conclusions 50 
Automatic correction of peak shifts in Raman spectra before PLS regression 53 
31 Introduction 54 
3 2 Theory 55 
3 3 Experimental 60 
3 4 Results 62 
3 5 Discussion 70 
3 6 Conclusions 71 
Modelling phase shifts, peak shifts, and peak width variations in spectral data sets: its 
value in multivariate data analysis 75 
41 Introduction 76 
4 2 Theory 76 
4.3 Experimental 79 
4.4 Results and Discussion Θ3 
4.5 Conclusions 92 
Discrimination between tumor tissue and normal brain tissue in multispectral 
magnetic resonance images 97 
5.1 Introduction 98 
5.2 Materials and methods 99 
5.3 Results 102 
5.4 Discussion 104 
5.5 Conclusions 104 
Recognition of brain tumors in multispectral magnetic resonance images using 
principal component and linear discriminant analysis 107 
6.1 Introduction 108 
6.2 Theory 109 
6.3 Materials and methods 111 
6.4 Results 117 
6.5 Discussion 121 
Introduction 
Chemometrics is a subdiscipline of chemistry that uses mathematical and statistical methods 
to obtain information and knowledge from chemical data, i.e., typically from spectra. Spectra 
measured with vibrational spectroscopic techniques (infrared (IR), near-infrared (NIR) and 
Raman) or nuclear magnetic resonance techniques (NMR) are commonly acquired in 
chemistry for probing the molecular composition and structure of synthetic or biological 
samples. Chemometnc techniques mine the molecular information of spectra by using the full 
spectral range. In the past several years new developments in spectroscopic hardware have 
allowed the measurement of spectroscopic images of samples. Focal plane array detectors 
coupled to IR, NIR, or Raman spectrometers enables one to derive images of a sample at 
any wavelength or Raman shift [1-3]. Linear magnetic field gradients coupled to NMR 
spectrometers enables one to derive images of a sample at any acquisition scheme and 
combination of acquisition parameters (chapter 1). Due to these developments, 
spectroscopic imaging has become a valuable technique in several chemical disciplines 
since it images the sample heterogeneity with respect to molecular composition and 
structure. 
The introduction of spectroscopic imaging in chemistry has resulted in a new research 
activity within the field of chemometrics: Multivariate Image Analysis (MIA). The concept of 
MIA, as introduced by Esbensen and Geladi [4] and well-documented in Ref. [5], is the 
interactive and explorative analysis of multivariate or multispectral images. A multivariate 
image consists of a series of images of one sample, e.g., a stack of NIR spectroscopic 
images as function of wavelength. The multivariate NIR image contains a set of spatially 
resolved spectra, one spectrum behind each image element (pixel). MIA is mainly based on 
the use of principal component analysis. Some illustrative examples of MIA can be found in 
magnetic resonance imaging (MRI) [5], NIR imaging [6], secondary ion mass spectroscopy 
(SIMS) imaging [7], and fluorescense microscopy [8,9]. Multivariate images may also arise 
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from UV-visible, microanalytical (e.g. electron energy-loss and X-ray) and satellite imaging, 
optical microscopy, and probably from more sources. 
The variety of possibilities MIA offers to the analysis of magnetic resonance (MR) images 
was the motivation for the Department of Radiology, University Medical Center Nijmegen, 
and the Laboratory for Analytical Chemistry, University of Nijmegen, to start a cooperation 
project in May 1996. A clinical MR study was initiated in which brain tumor patients were 
measured according to a standard acquisition protocol. Of each patient, a series of MR 
images and spatially resolved MR spectra of a tissue slice through the tumor were acquired. 
The aim of this project was to explore the possibilities of chemometrics in the analysis of MR 
images and MR spectroscopic images of human brain tumors. This thesis presents the 
results of this project so far. Currently, the two parties are involved in an EU-project called 
INTERPRET which continues on this subject. 
Two important issues of the analysis of patient MR data of brain tumors are addressed in this 
thesis. One issue, described in chapters 2-4, deals with the identification and removal of 
phase and frequency errors in MR spectra. A novel method is presented for the automatic 
identification and removal of phase and frequency shifts in large spectral data sets. The 
method has been applied to a series of simulated spectra, a series of MR spectra measured 
under m-vivo conditions, and to a series of Raman spectra of the solution copolymerization of 
styrene and butyl acrylate in dioxane. The aim of the Raman study was to examine the ability 
of the method to remove frequency shifts smaller than the discrete spectral resolution, and to 
study the impact of these small shifts on the multivariate calibration of spectral data. The 
other issue, described in chapters 5 and 6, elaborates on the subject of MIA in MRI. Existing 
methodologies of MIA as well as novel methodologies dedicated to the analysis of 
multivariate MR images of brain tumors are evaluated and discussed. This thesis starts in 
chapter 1 with an overview of the challenges for chemometrics in the analysis of MR images 
and spectra of brain tumors. 
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Chapter 1 
Challenges for chemometrics in magnetic resonance 
imaging and spectroscopy of brain tumors 
A shortened version of this chapter is accepted for publication as: H. Witjes, A.W. Simonetti, 
and L.M.C. Buydens, Better brain imaging with chemometrics, Anal. Chem. 
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1.1 Introduction 
Chemometncs was introduced some 30 years ago to develop strategies and techniques to 
obtain chemical information and knowledge from chemical data This discipline has been 
grown up with the advance of the computer Chemometncs joins chemistry with statistics and 
mathematics chemical problems and challenges are solved and unraveled using statistical 
and mathematical methods Analytical chemistry has from the very beginning been a major 
source of challenges for chemometncs This is logical since analytical chemists have always 
been concerned with the quality and the interpretation of their results Chemometncs plays 
nowadays a decisive role in process analytical chemistry, both in process monitoring and 
process control applications Analytical instruments like near-infrared spectrometers are 
routinely equipped with chemometric software to extract on-line sample properties (e g , 
concentration, molecular composition) from spectroscopic measurements Chemometncs is 
increasingly being utilized in other application fields such as in image analysis and in the 
optimization of molecular structures with respect to their properties and activity Different 
textbooks are available that describe in detail the different areas and applications of 
chemometncs [1-4] 
A new challenge for chemometncs is certainly nuclear magnetic resonance (NMR) of 
molecules in living tissue NMR can be performed in either spectroscopy mode (MRS) or 
imaging mode (MRI) The term 'nuclear' is omitted in a clinical environment because it is 
often wrongly associated with nuclear radiation MRI is an established technique in the 
hospital for producing images of different internal organs like the brain, prostate, and heart It 
has also been accepted as a clinical tool for imaging blood vessels and musculoskeletal 
tissue MRI is the most important and useful imaging modality in the examination of brain 
tumors In the daily clinical routine MR images of representative cross-sectional slices of the 
head are acquired to detect and localize a brain tumor One or more small tissue samples 
called biopsies are then removed from the localized tumor to determine identity and grade 
Depending on the diagnosis, a patient next receives chemotherapy, radiation treatment, or 
undergoes surgery However, a biopsy is far from optimal for the diagnosis of brain tumors 
because it is invasive, subject to sampling errors, and provides no information about the 
tissue heterogeneity of the tumor Therefore, MRI, MRS, and a combination of these 
techniques called magnetic resonance spectroscopic imaging (MRSI) are being explored in 
many clinical trials in the hope of providing noninvasive diagnoses of brain tumors Both MRI 
and MRSI experiments are conducted on a single clinical scanner (Fig 1) The analysis and 
interpretation of the acquired MR data is still the major bottleneck Without the use of a 
proper data analysis methodology no breakthrough in this area is to be expected It is clear 
that a major challenge for chemometncs lies in this field 
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Figure 1: Picture of a clinical MR scanner. A MR scanner consists of a static magnetic field and 
magnetic field gradients. The patient is inserted into the magnet for acquiring the MR data. A coil 
surrounds the patient's head and produces a radio frequency (rf) magnetic field to generate the MR 
signal. 
In this feature, we will first explain some basic elements of MRI and MRSI in human brain 
studies. Then we will focus on the possibilities and added value that chemometrics can offer 
these techniques. 
1.2 Some basic aspects of MRI of the human brain 
Figure 2A is an MR image that shows the spatial distribution of the proton NMR signal of 
water in a cross-sectional tissue slice. The voxel (volume element) of each pixel in an MR 
image is -0.01 cc. The strength of MRI is the possibility it offers the user to manipulate the 
image contrast by varying acquisition parameters. The spin-echo imaging technique is used 
routinely in the clinical environment to collect data. Just like any other MR sequence, it 
consists of radio frequency (rf) pulses and magnetic field gradients that are applied to a 
subject placed inside a homogeneous static magnetic field. The pulse sequence generates 
the proton NMR signal, while the gradient sequence spatially encodes the proton NMR 
signal. The proton-density (PD), and the spin-lattice (T1) and spin-spin (T2) relaxation times 
are tissue parameters that determine the NMR intensities of the different tissue types. The 
echo time TE and the repetition time TR are acquisition parameters that determine the PD-, 
T1-, and T2-sensitivity of the acquired spin-echo images. In formula, the signal intensity (S) 
in each voxel can be described to a first-order approximation (assuming that TR » TE) as: 
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S = PD [1 - exp(-77?/T7)]· exp(-TE/T2). (1·1) 
It follows from Eq. (1.1) that S is heavily PD-weighted if TR is long with respect to TI and TE 
is short with respect to T2, T2-weighted if TR is long and TE is long, and TI-weighted if TR is 
short and TE is long. Therefore, tissues which differ in PD, T I , or T2 show different 
intensities in the PD-weighted, TI-weighted, or T2-weighted images. 
In the hospital, the PD-weighted, TI-weighted, and T2-weighted images are commonly 
acquired with the spin-echo technique for different combinations of TE and TR. These 
images are usually combined for normal brain tissue segmentation, which is the 
discrimination between white matter, gray matter, and cerebrospinal fluid. However, 
additional feature images are required for the segmentation of the different tissue types in the 
image within a tumor bed. Usually, a TI-weighted spin-echo image after contrast agent 
administration is added to the standard images. The contrast agent shortens the TI of brain 
tissue, which has a disrupted vascular structure as a result of tumor proliferation. 
1.3 Some basic aspects of MRSI of the human brain 
Figure IB is an MR spectroscopic image that shows the spatial distribution of the proton 
NMR signal of various metabolites in a cross-sectional tissue slice. The voxel size in an MR 
spectroscopic image has to be of the order of 1 cc to acquire proton NMR signals of 
metabolites with an adequate signal-to-noise ratio. Only metabolites with concentrations 
higher than about 0.1 mM are visible in the MR spectrum. 
Figure 2: MR data acquired from a cross-sectional image slice through a brain tumor. (A) The MR 
image shows the proton NMR signal of water on a high spatial resolution. The grid on the MR image 
indicates the lower spatial resolution of the spectroscopic image. (B) Part of the spectroscopic image 
showing the MR spectra from adjacent spectroscopic voxels in the tumor region. Each spectrum 
shows the proton NMR signal of various metabolites like NAA, Cho, and Cr. The MR spectra indicate 
the large tissue heterogeneity of the brain tumor. 
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A spin-echo-based pulse sequence in combination with additional pulses is often exploited in 
MRSI to suppress the large proton signal of water and possible fat that would spoil the 
spectrum [5] Proton signals for metabolite markers N-acetyl-aspartate (NAA), 
phosphocreatme + creatine (Cr), choline-contaming compounds (Cho), and lactate (Lac) can 
be observed in spatially resolved MR spectra The metabolite levels in tumor and normal 
brain tissue are quite different For example, the concentration of NAA, a neuronal marker, is 
low in tumor tissue because of the loss of neuronal cells in tumor tissue Cho is elevated in 
tumor tissue because membrane synthesis and degradation increases The Cr signal is 
reduced or even absent in tumor spectra because of the reduced energy metabolism in 
tumor tissue Lac is usually observed in tumor spectra because it indirectly marks abnormal 
glycolysis Thus, these metabolite levels, as reflected by the MR signal intensities, provide 
potential markers for the tumor identity and grade However, the observed signal intensities 
in the MR spectra may not directly reflect the relative concentrations of the metabolites 
present in the spectroscopic voxels Different combinations of TE and TR yield different 
spectral profiles of the spectroscopic voxels because the various metabolites have different 
T1 and T2 relaxation times Only MR spectra of voxels acquired at identical combinations of 
TE and TR can be compared for tissue characterization Usually, short echo- or long echo-
time spectra are acquired The acquisition of short echo-time spectra reduces the signal loss 
due to T2 relaxation This means that spectra with higher signal-to-noise are obtained, and 
additional resonance peaks of metabolites with short T2 values such as myoinositol, 
glutamate, and glutamme are detected On the other hand, a broad background signal 
appears in spectra from macromolecules with short T2 values Although short echo-time 
spectra provide more biochemical information, they are more difficult to analyze and interpret 
because of the broad peaks from short T2 macromolecules 
1.4 MRI, MRSI, and chemometrics in the diagnosis of brain tumors 
MRI and MRSI will irrevocably improve patient diagnosis and treatment if viable tumor tissue 
can be distinguished in the images from abnormal, non-malignant tissue types, such as 
necrosis, edema, and possibly radiation necrosis and scar tissue, within the tumor bed The 
delineation of a viable tumor will facilitate noninvasive diagnosis or at least guide the 
sampling of biopsies to regions of viable tumor Moreover, the delineation of viable tumor is 
very important for studying the effect of chemotherapy or radiation treatment in time as well 
as for monitoring patients after surgery Additionally, it helps the radiologist in surgery 
planning, treatment planning, and in the development and evaluation of new treatment 
strategies The standard PD-, T1-, and T2-weighted MR images hardly allow proper tissue 
discrimination within the region affected by the tumor Contrast agents enhance lesion 
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imaging in areas where the blood-brain barrier is damaged However, this barrier may be 
affected to various degrees and the extent of tumor tissue may be under- or overestimated 
Diffuse regions of abnormal tissue outside the enhanced region may still be seen Combined 
MRI/MRSI studies have revealed that contrast-enhanced lesions are much smaller than the 
region of abnormal metabolism [6] MRSI studies found that metabolite levels vary widely for 
individual tumors Large standard deviations in metabolite levels of one tumor type and 
substantial overlap of metabolite levels between different tumor grades have been measured 
[6] Other studies showed clear differences between necrosis and other abnormal tissue, 
although these studies are limited by a low spatial resolution [6] These findings indicate that 
MRSI and MRI are complementary techniques Chemometncs should facilitate the fusion of 
morphologic (MRI) and metabolic (MRSI) data to improve the delineation of brain tumors 
The data analysis methodology must quickly process the large stream of MRI and MRSI data 
to ensure continuation in the clinical workup of patients Moreover, it must cope with specific 
difficulties encountered in the MR data Due to time constraints, spectroscopic images with 
low signal-to-noise ratio are typically acquired Moreover, MR data is gathered under in vivo 
conditions A patient can move during acquisition, and the resulting artifacts may complicate 
the data analysis In vivo examinations also hamper any form of "sample preparation" that 
would facilitate data analysis Therefore, MR examinations of brain tumor patients are, to a 
large extent, dependant upon proper data processing A chemometnc methodology will only 
be accepted in the clinical environment if it produces reliable results with minimal subjective 
user interaction The simplicity and transparency of the data analysis methodology is crucial 
for its implementation in the hospital Laboratory assistants, who are not familiar with 
sophisticated data analysis techniques, have to conduct the MR measurements and the data 
analysis in the daily clinical routine 
Below, the data processing of MR images and MR spectra is outlined step by step from the 
moment they have been acquired up to the moment they are interprétable The challenges 
for chemometncs in the sequential analysis of the two data types will be discussed 
1.5 Processing of MR images 
1 5 1 Image registration 
Image registration, also called image matching, compensates for patient movement between 
the acquisition of different MR images during the course of an MR examination The images 
to be registered may also be from serial MR examinations of a single patient Serial MR 
examinations are performed to study, for example, tumor growth or shrinkage after radiation 
treatment A suitable registration algorithm should be able to quickly detect the same tissue 
slice as the one previously measured 
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Various precautions are taken to restrict the movement of the head during an MR 
examination of a brain tumor patient Therefore, patient movement results in only small shifts 
between different images of the patient, which can be corrected with a simple cross-
correlation method [7] However, a disadvantage of cross-correlation methods is their 
sensitivity to intensity differences in different contrast images Feature-based registration 
methods can help the radiologist find the target position of the tissue slice in serial brain 
tumor MR examinations These methods align images by translational, rotational, and 
uniform scaling transformations Previous image features that are insensitive to changes in 
tissue and acquisition conditions are sought for matching These registration points are, for 
example, edges and corners in normal brain tissue regions Then a suitable algorithm like the 
Procrustes algorithm can be used to find the least-squares solution by minimizing the 
distance among all paired points in the two images to be aligned [8] The execution time of 
the algorithm linearly decreases with the number of registration points used Multiscale 
approaches using wavelets have been proposed to increase the computation speed of 
registration algorithms With wavelet analysis, image representations on different spatial 
resolutions are defined that allow the sampling of fewer registration points sufficient for 
adequate registration [9] Real time image alignment is becoming possible with fast 
registration algorithms 
1 5 2 Removal of nonbrain tissue 
Image segmentation of brain tissue is simplified if nonbrain material such as bone, skull, face 
muscles, and air is removed from the images The removal of these materials can simply be 
achieved by drawing a region of interest in the image containing only brain tissue A simple 
algorithm for the automatic removal of skull tissue and air is presented in Ref [10] and 
illustrated in Fig 3 The method is based on the construction of a radius image with the PD-
weighted image, because PD-weighting clearly shows the transition between brain tissue 
and skull The PD-weighted image can subsequently be used as a mask image to remove 
skull tissue and air outside the brain from other registered contrast images The radius image 
is formed by placing in rows the radii from the center to the sides of the PD-weighted image 
Going from right to the left in each row of the radius image the pixel of skin/air boundary is 
detected as the first sharp transition A new starting point of the algorithm in each row of the 
radius image is defined on the left of the skull by going a predefined number of pixels to the 
left from the detected skin/air boundary Then, going from left to right in each row the pixel of 
inner-skull margin is detected as a sharp transition The pixels to the right of the detected 
inner-skull margin are removed, and the radial image is converted back to the original image 
representation Another accepted method that requires minimal user intervention to remove 
the skull from the image is based on a multiresolution algorithm [11,12] 
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Figure 3: Automatic removal of skull tissue and air from the image. (A) The original proton-density 
weighted image. (B) The radial proton-density weighted image. (C) The radial image after removal of 
skull tissue and air. (D) The resulting image after converting the radial image in (C). 
1.5.3 Image filtering 
Image filtering is particularly applied in brain MR imaging of thin tissue slices (thinner than 1 
cm). A popular MR image filter is the nonlinear anisotropic diffusion filter, which improves the 
signal-to-noise ratio without blurring the fine structural details in the image [13,14]. 
1.5.4 Field inhomogeneity correction 
Magnetic field inhomogeneities decrease the digitized signal amplitude (pixel intensity) of a 
voxel. An inhomogeneous static magnetic field (Bo) of the scanner broadens the water 
resonance peak because the resonance frequency is proportional to the strength of the 
applied magnetic field. This results in a decrease in pixel intensity. Usually, the spatial 
inhomogeneity of this field is negligibly small. However, the spatial inhomogeneity of the rf 
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magnetic field (B^ produced by the coil surrounding the head may be significant The coil 
excites proton spins and receives the proton signal of a selected tissue slice Regional field 
strength differences inside the coil are caused by mhomogeneities in rf coil sensitivity and rf 
transmission The nonuniform excitation and reception profiles of the coil yield nonuniform 
intensity variations across the image The image nonumformity depends on the coil design, 
slice orientation, pulse sequence, and even the patient It appears as a low spatial frequency 
component in the image and is commonly removed by two-dimensional (2-D) low-pass 
filtering An experimental method to correct for image nonumformity is to image a test sample 
with a uniform NMR intensity across the image with a head coil [15] Usually a phantom filled 
with water is imaged for this purpose The correction coefficients for producing uniform 
intensity images of the sample are stored in the computer and subsequently applied to 
patient brain MR images An important disadvantage of this method is that the rf penetration 
through the sample is not the same as of a patient A promising method for inhomogeneity 
correction is based on the acquisition of two identical images under different flip angle [16] 
However, this method demands the acquisition of a second image, which takes some 
valuable acquisition time 
15 5 Multivariate image segmentation 
A multivariate image consists of a series of MR images of the same tissue slice such as PD-, 
T1-, and T2-weighted MR images In this case, segmentation means dividing a multivariate 
image into regions of different tissue types Multivariate image segmentation starts after 
removal of nonbram tissue and, if necessary, after image registration, field inhomogeneity 
correction, and image noise removal The simplest use of multivariate image segmentation is 
to combine two registered MR images For each pixel, the intensity in one image is plotted 
against the intensity in the other image to define a 2-D variable, or feature space Image 
segmentation is achieved by defining regions in the 2-D feature space corresponding to the 
different tissue types In case of three registered images, a 3-D feature space can be defined 
in which the different tissue types are located at different positions However, this approach 
becomes more difficult if more than three registered images need to be combined The lack 
of visual inspection complicates the isolation of different clusters corresponding to different 
tissue types in the multidimensional feature space Pattern recognition techniques have been 
used to deal with this problem Pattern recognition is an important area of chemometncs 
Principal Component Analysis (PCA) is the most popular technique in the field of 
chemometncs and has been used in the visualization of multivariate image data [17] PCA 
transforms a set of registered MR images to a new set of abstract images, called the PCA 
score images, in such a way that the image contrast information is condensed into the first 
few PCA score images [18] This is illustrated in Fig 4 
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(B) 
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DUM 
Figure 4: PCA of a multivariate image of a brain tumor. (A) The original proton-density weighted 
(PDW), T2-weighted (T2W), T1-weighted (T1W), and contrast-enhanced T1-weighted (enhanced-
T1W) images of one tissue slice. (B) The calculated PCA score images PC1-PC4. The PCI describes 
59%, the PC2 29%, the PC3 8%, and the PC4 4% of the total image contrast variance present in the 
set of four MR images. 
By defining a 2-D feature space with the first two RCA score images, an expert can delineate 
the different tissue regions In this 2-D plot based on the major part of the Image contrast 
present in the set of MR images, Fig. 5. However, due to possible field Inhomogenelties and 
the partial volume effect, also referred to as the mixing effect of multiple tissue types within 
one voxel, no distinct groups of pixels appear in the 2-D RCA score plot. 
1.5 Processing of MR images 15 
PC1 PC2 PC2 
PC2 
Figure 5: Image segmentation in the reduced RCA feature space of the multivariate image plotted in 
Fig. 4A. (A,B) 1-D histograms showing the pixel intensity distributions in the PC1 and PC2 score 
images, respectively. (C) 2-D RCA score plot defined by the PCI histogram versus the PC2 histogram. 
The plot explains 88% (PCI 59%, PC2 29%) of the total image contrast variance present in the 
multivariate image. (D,E) Pixels can be selected in the score plot by using the computer mouse and 
highlight those in the image domain. The pixels located in the upper polygon are colored dark gray in 
the image domain (Fig. 5E), the polygon in the middle of the score plot contain the light-gray colored 
pixels, and the lower polygon includes white-colored pixels. As can be seen from both figures, the 
different tissue types strongly overlap in the PCA score plot. 
In fact, no dedicated technique to date is able to reduce the dimension of multivariate MR 
images in such a way that distinct tissue clusters can be visualized. Therefore, supervised or 
semi-supervised pattern recognition methods such as discriminant analysis, neural networks, 
fuzzy clustering methods, and k-nearest neighbors have been applied to the segmentation of 
multivariate images. Linear discriminant analysis (LDA) is the best known technique for 
supervised pattern recognition. LDA uses a subset of pixels of known tissue type, called a 
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training set, to calculate a classification model. It maximizes the ratio of the between-class 
variance and the within-class variance of the tissue classes present in the training set using 
linear combinations of the original MR images. The calculated discriminant axes (Ids), linear 
combinations of the MR images, discriminate between the tissue classes defined in the 
training set. The first discriminant axis (Id1) has the largest discriminative power, the next 
discriminant axes show less discriminative power with increasing Id number. The use of LDA 
in multivariate image segmentation is illustrated in Fig. 6. 
Because in any supervised or semi-supervised segmentation technique the training pixels 
need to be selected by a human interpreter, different training sets will be selected by different 
operators (creating inter-observer variations) at different times (creating intra-observer 
variations), resulting in different segmented images or tissue maps. A radiologist has to 
assess the quality of these calculated tissue maps because there is no definitive method that 
can verify the segmentation results, which is a fundamental problem in medical image 
processing. Therefore, segmentation performance is usually determined by the consistency 
or sensitivity to operator input of the applied method, not by the accuracy of tissue volume 
estimation. Several studies have shown that the segmentation of brain tumors strongly 
depends on method and training data [19-21]. The major challenge is to develop novel 
multivariate segmentation techniques that minimize operator input but are robust enough to 
withstand small variations in operator input. 
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Figure 6: LDA applied to the segmentation of the multivariate image plotted in Fig. 4A. (A) 
Discriminant scores of the training pixels for each tissue class (i.e., white matter, gray matter, 
cerebrospinal fluid, and tumor) in the Id1-ld2 score plot. (B) Discriminant scores of all pixels in the 
same Id1-ld2 score plot. (C) Classification of all pixels based on the Euclidean distance: the shortest 
distance to a class center determines the class membership of the pixel. (D) Classification of all pixels 
shown in the corresponding image domain. The tissue classes are color-coded: white is tumor, light 
gray is cerebrospinal fluid, gray is gray matter, and dark gray is white matter. 
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1.6 Processing of MR spectroscopic images 
1 6 1 Eddy current correction 
Switching magnetic field gradients induces small currents in the magnet system called eddy 
currents These time-dependent currents disturb the field homogeneity and cause time-
dependent frequency shifts of the resonances in the selected voxel This results in a 
distortion of the spectrum after Fourier transformation of the time signal Unlike MRI, MRSI 
suffer from eddy currents because of the low signal intensity of the metabolite resonances 
Therefore, to remove eddy current distortions, both water-suppressed and water-
unsuppressed MRS images of a selected tissue slice are acquired in a single MRSI 
examination, as shown in Fig 7A For each voxel, eddy current distortions are corrected in 
the time domain by dividing the water-suppressed signal by the phase factor of the water 
signal for each data point (the influence of metabolite protons in the water-unsuppressed 
MRS image is negligible) [22] Figure 7B demonstrates a spectrum corrected for eddy 
currents that is aligned in phase and in spectral position to the water resonance peak within 
the voxel 
162 Residual water filtering 
The MR spectrum corrected for eddy currents in Fig 7B still contains a residual water peak 
This intense peak is usually filtered with a Hankel Lanczos Singular Value Decomposition 
(HLSVD) [23] The first few singular values account for the intense water resonance and are 
subtracted from the spectrum The algorithm is applied in the time domain to remove the long 
tails of the water peak that overlap some of the metabolite peaks in the spectrum The result 
of residual water filtering of the MR spectrum in Fig 7B is shown in Fig 7C 
1 6 3 Phase and frequency shift correction 
Small phase differences between metabolite peaks in the MR spectrum remain after eddy 
current correction These remaining phase shifts are frequency-dependent (first-order) phase 
shifts Phase correction is performed to obtain complete absorption-mode spectra, which 
make interpretation and analysis of the spectra easier MR instruments are standard 
equipped with interactive phase-correction facilities, however, fast and automatic phasing is 
desirable for processing the large number of spectra and obtaining unbiased results 
Frequency shifts, or peak shifts between spectra of different voxels, may also distort further 
analysis of the spectra Although frequency shifts induced by the spatial inhomogeneity of 
the rf field are removed by eddy current correction, they may be induced by patient 
movement between the acquisition of water-unsuppressed and water-suppressed MRSI 
data Patient movement changes the coil loading and as a result changes (deteriorates) the 
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Figure 7: (A) water-suppressed /n wVo MR spectrum acquired from a voxel in the human brain, (inset) 
Water-unsuppressed spectrum from the same voxel is plotted. Water suppression is accomplished by 
using additional rf pulses to saturate the water resonance. (B) The spectrum in (A) after eddy current 
correction. It shows that the metabolite peaks are phased with the phase of the water peak. (C) The 
spectrum in (B) after filtering the residual water peak at 4.7 ppm. 
spatial homogeneity of the rf field inside the coil. In chapter 2 a novel method is described for 
quickly removing phase and frequency shifts across a large series of single resonance peaks 
[24]. The method works well on noisy and distorted MR spectra acquired under in vivo 
conditions. The removal of phase and frequency shifts is discussed in chapter 2. 
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Figure θ Illustration of phase and frequency shift correction of resonance peaks (A) Stack plot of a 
series of Lorentzian peaks with Gaussian distributed white noise subjected to phase and frequency 
shifts (B) Same spectra after phase and frequency shift correction For more details about the 
correction method the reader is referred to chapter 2 
164 Pattern recognition 
After preprocessing, MR spectra can be classified according to their tissue identity It is 
impossible to categorize the processed MR spectra with respect to tissue identity by visual 
inspection of the data, which makes pattern recognition methods indispensable Pattern 
recognition methods cluster the spectra based on their mutual (dis)similarity 
A relevant aspect to consider in the design of a pattern recognition model is the selection of 
spectral features that provide the best discrimination For the pattern recognition of brain MR 
spectra, estimated levels of metabolites are used rather than the complete spectrum The 
relative levels of NAA, Cho, and Cr are derived from long echo-time spectra by curve fitting 
routines These estimated levels considerably reduce the dimension of the input data of the 
pattern recognizer Moreover, spectral noise is omitted in the pattern recognition Metabolite 
levels from short echo-time spectra are much harder to estimate These spectra are 
contaminated with broad peaks of nonrelevant macromolecules that distort the classification 
performance Short echo-time spectra are usually fit in the time domain, with the important 
advantage that complicated model functions can be used that better fits to the measured 
peak shapes For example, the useful Voigt function can only be approximated in the 
frequency domain or must be calculated by numerical integration [25] Nonlinear iterative 
optimization methods, such as the Levenberg-Marquardt algorithm [26], are preferred in 
spectral fitting These methods allow any mathematical form of the model function to be used 
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for fitting the spectra, including the Voigt function. Moreover, prior knowledge of, for example, 
spectral positions and relative amplitudes, can be incorporated in the model function. The 
incorporation of prior knowledge improves the quantification of resonance peaks [27,28]. 
Recently, novel quantitation methods have been developed that operate on complete series 
of MR spectra instead of on each separately [24,29-31]. These have been proposed for the 
fast and accurate quantitation of resonances in series of relatively simple in vivo MR spectra. 
Pattern recognition is demonstrated on a spectroscopic image of a patient with a brain tumor 
plotted in Fig. 9A. Figure 9B gives two of the MR spectra acquired from the patient's brain. 
The six resonance peaks shown in the spectra of Fig. 9B were quantified and subsequently 
normalized to the unsuppressed water signal within the voxel. These normalized peaks 
define the input vector for the pattern recognizer for each spectrum. 
(A) (B) 
Figure 9: (A) Background: Gd-enhanced TI-weighted MR image of a brain tumor. Foreground: Grid of 
spectroscopic voxels. The symbols indicate the group membership of each spectrum, as determined 
with hierarchical cluster analysis. (B) Two of the MR spectra of the spectroscopic image, belonging to 
two different groups. The left one likely originates from a healthy region, the right one from a malignant 
tumor region. The six resonances to be quantified are indicated in this figure: myoinositol (ml) at 3.6 
ppm, choline (Cho) at 3.2 ppm, creatine (Cr) at 3.0 ppm, N-acetyl aspartate (NAA) at 2.6 and 2.0 ppm 
and lipids/lactate (Lip/Lac) at 1.3 ppm. 
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The MR spectra, as represented by the aforementioned input vectors, could roughly be 
divided into four different groups with the use of hierarchical clustering. The result of 
hierarchical clustering analysis Is plotted as a dendrogram in Fig. 10. Hierarchical clustering 
divides the data in large groups, which are then subdivided in smaller groups until all the 
"clusters" consist of only one sample. The division of the data is based on the distances 
between the input vectors. The Euclidean distance used in this partcicular patient study is a 
common distance measure. 
0 005 0 015 0 025 
Figure 10: Hierarchical clustering of the MR data depicted in Fig. 9. The symbols to the left of the 
figure correspond with the symbols used in Fig. 9. The horizontal axis represents the Euclidean 
distance in arbitrary units. 
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PCA has been used to cluster the MR spectra of three different patients with a brain tumor, 
using the six quantified resonances as input. With PCA a set of linear combinations of the 
quantified peaks, called the principal components (PCs), is constructed in such a way that as 
much variation as possible is squeezed in as few as possible new variables. The PCA score 
plot defined by the first two PCs yields a visualization of the spectra, which is based on the 
majority of the total information. The PCA score plot depicted in Fig. 11 shows that identical 
clusters from different patients are grouped. The group membership of each spectrum was 
determined in advance by hierarchical clustering of the data of each separate patient. 
Figure 11 : PCA score plot of three different patients with the same type of brain tumor. The group 
membership of each spectrum is determined by hierarchical clustering of the data of each of the three 
separate patients. The symbols correspond with the symbols used in Fig. 9 and 10. The unassigned 
spectra (-) were omitted in the PCA analysis. The PCI and PC2 explain together 91% of all variance. 
The principle of LDA is similar to that of PCA. With LDA, a set of linear combinations of the 
quantified peaks is constructed, called the discriminant functions, which maximally separates 
the different groups of spectra labeled by the user. However, the application of LDA to MRSI 
data is problematic because accurate histological characterization of all spectroscopic voxels 
is often impossible. 
Thus, overall, a reliable discrimination among brain tumors based on MRSI has yet to be 
accomplished, although progression has been made [32]. Some clinical trial studies involving 
multiple sites have attempted to combine MRSI data with MRI data to improve tumor 
discrimination. 
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1.6.5 Combining MR images and MR spectroscopic images 
On one hand, MR spectroscopic imaging provides metabolic information at a low spatial 
resolution; on the other hand, MR imaging provides morphological information on a high 
spatial resolution. The combination of MR imaging and MR spectroscopic imaging improves 
the MR characterization of brain tumors. The levels of metabolites differ in regions of the 
brain. For example, the MR spectra of normal (left) and malignant tumor (right) tissue in Fig. 
9B clearly show differences In addition, several studies have demonstrated that levels of 
NAA, Cr, and Cho differ between white matter and gray matter and may be affected by the 
contribution of cerebrospinal fluid [33-35]. Therefore, to classify the spectra accurately, the 
MR spectra must be normalized to the tissue composition within the spectroscopic voxel. For 
the estimation of (absolute) tissue levels the contribution of cerebrospinal fluid is of first 
concern in this respect. Classifying the MR spectra on the basis of the estimated metabolite 
levels and the fraction of white matter, gray matter, cerebrospinal fluid, viable tumor, and 
necrosis within the spectroscopic voxel may be the best approach. Image and spectroscopic 
data are merged into one classifier or pattern recognizer. Several groups are developing an 
overall classifier of MR image and spectroscopic data (e.g. Ref. [36]). Such a classifier is 
also being developed at the University Medical Center Nijmegen, The Netherlands. The 
measurement protocol involves the acquisition of the standard PD-, T1-, and T2-weighted 
spin-echo images, a T1-weighted spin-echo image after administering the contrast agent, a 
relative regional cerebral blood volume (rCBV) image, and a short echo-time spectroscopic 
image. The five MR images define a multispectral or multivariate image in which each pixel 
(image element) is characterized by its pixel intensities in the five MR images. Chapter 5 
describes how the multivariate image is segmented into regions of white matter, gray matter, 
cerebrospinal fluid, tumor, and necrosis. Hopefully, patients will benefit from advanced 
evaluation and treatment by combining the segmented image with the spectroscopic image 
to improve the demarcation of the brain tumors from healthy tissue and the delineation of 
tissue heterogeneity within the tumor bed. 
1.7 Concluding remarks 
Chemometrics can play an important role in the diagnosis of brain tumors based on the 
combined use of magnetic resonance imaging and spectroscopy. In the clinical routine a 
large stream of MR data accumulates in a short period of time. Chemometrics can be used to 
manage the huge amount of data and to mine relevant clinical information (tumor identity, 
tumor proliferation, etc.). The mam contributions of chemometrics to the analysis of MR data 
are the segmentation of multivariate images and the pattern recognition of MR spectra. 
Although chemometricians have experience in both image analysis and spectral 
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classification, the analysis of in vivo MR data is not straightforward As discussed in this 
report, instrumental imperfections and patient movement complicate the data analysis 
Possible artifacts in the MR data are discussed in this report, and solutions to remove these 
artifacts are presented Knowledge of the in vivo MR technique is a prerequisite for the data 
analyst to assist in the proper evaluation of patient MR data 
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Automatic correction for phase shifts, frequency shifts, 
and lineshape distortions across a series of single 
resonance lines in large spectral data sets. 
Summary 
A new model-free method is presented that automatically corrects for phase shifts, frequency 
shifts, and additional lineshape distortions of one single resonance peak across a series of in 
vivo NMR spectra All separate phase and frequency variations are quickly and directly 
derived from the common lineshape in the data set using principal component analysis and 
linear regression First, the new approach is evaluated on simulated data in order to 
quantitatively assess the phase and frequency shifts which can be removed by the proposed 
correction procedure Subsequently, the value of the method is demonstrated on in vivo 31P 
NMR spectra from skeletal muscle of the hind leg of the mouse focusing on the 
phosphocreatme resonance which is distorted by the experimental procedure Phase shifts, 
frequency shifts, and lineshape distortions with respect to the common lineshape in the 
spectral data set could successfully be removed 
This chapter is published as H Witjes, W J Meissen, H J A in 't Zandt, M van der Graaf, 
A Heerschap, and L M C Buydens, J Magn Reson 144 35-44, 2000 
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2.1 Introduction 
In vivo NMR spectroscopy examinations may result in large data sets of spectra, e g , 
spectra from time series or from spectroscopic imaging experiments Separate analysis of 
each spectrum is cumbersome while automated analysis of complete data sets may pose 
some serious problems Phase, line position, line width, and lineshape of resonance peaks 
are not identical for all spectra due to experimental variations This may cause problems for 
peak integral estimations by various least-squares approaches proposed for this purpose [1-
4] Lineshape variations throughout series of spectra hamper the correct peak area 
estimation since the least-squares approaches assume one particular model lineshape 
function (Lorentzian, Gaussian) Phase and frequency shifts throughout spectra demand 
user interaction to perform accurate quantitation on complete series of in vivo NMR spectra 
Spurious spectral variations may also cause problems for classification purposes using 
pattern recognition methods like discriminant analysis and principal component analysis 
(PCA) [5] They may lead to misinterpretation and misclassification of the spectra because 
they will contribute to the non-noisy part of the signal and hence will be described by the 
signal-related principal components [6] Thus, prior removal of these kind of spectral 
variations may be an important preprocessing step for both the accurate classification and 
the automatic quantitation of (large) spectral data sets 
First attempts have been made on the fast and automatic quantitation of complete in vivo 
NMR spectral data sets [7-9] These studies have shown that PCA is a promising technique 
for this purpose, that is, PCA estimates more quickly and more precisely the peak integral of 
a series of noisy peaks than least-squares approaches operating on each spectrum 
separately However, the PCA quantitation method is sensitive to phase and frequency 
variations throughout the spectral data set, it is limited to spectral data sets containing one or 
more spectrally isolated peaks which may only vary in amplitude 
Therefore, Brown and Stoyanova developed a PCA-based correction method which 
automatically eliminates phase and frequency shift variations of one single resonance peak 
across a series of spectra [10] Their method is especially dedicated to the analysis of large 
spectral data sets because it simultaneously determines all phase and frequency shifts 
across the data set within one calculation step Moreover, the shifts are derived in a model-
independent way, ι e , without assuming a particular model lineshape function They have 
tested their method both on simulated and on experimental data Their results on simulated 
data have demonstrated that it can accurately handle phase shifts up to 45° and frequency 
shifts of less than half a line width Their experimental results depict that other spectral 
variations than phase and frequency shifts, like lineshape variations, could not be 
compensated for by using their approach 
2.2 Theory 31 
This paper deals with an improved method for quickly removing phase and frequency shifts 
in large spectral data sets. It is a simple, robust, and flexible method which combines PCA 
and linear regression to obtain all separate phase and frequency shifts within one calculation 
step. Phase and frequency shifts are determined unambiguously and precisely in (large) 
spectral data sets. Furthermore, larger phase shifts (up to 60°) and larger frequency shifts 
(up to two times the line width) can easily be removed. An additional advantage of the new 
method is that it can deal with lineshape variations across a series of spectral lines. The new 




Each complex spectrum S^ (without noise) in a large series of spectra which have the same 
lineshape function, but are possibly shifted in phase and/or frequency, can be described by 
SL((UJ )=Ake'*' /((Oj + AœJ, (2.1) 
where S * ^ is the discrete signal of the Mh spectrum at frequency cq, Ak is the amplitude of 
spectrum k, i = V(-1), φ* is the phase offset of spectrum k, f((0j) is the complex lineshape 
function, and ζΐω« is the frequency offset of spectrum k. The basic idea is to expand f(co) in a 
Taylor series [10]. Equation (2.1) then becomes 
81(0),)= Aie·*' 
ir 
Ϊ(ω]) + Δ ω ι ~ dco 
Αω: d2f 
2 άω2 + ... (2.2) 
where the third and higher order terms are neglected for the sake of convenience. The 
complex terms can be rewritten as 
é*k = ζο$φκ + ί$\ηφκ (2.3a) 
f(û)i)=fR(û)j)+ ifi(û)j), (2.3b) 
where f^œj and fi((Oj) are the real and imaginary parts of f((0i). After substitution of Eqs. 
(2.3a) and (2.3b) in Eq. (2.2), the following expression for the real (physical) part of the signal 
is obtained: 
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where 5"(ω) is the real part of S^foj, ίρ(ω) is the first derivative of ίβ(ω), and so on. Equation 
(2.4) can be rewritten as 
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where bkl is the Ah Taylor coefficient of spectrum k. The second and third Taylor coefficients 
(01,2 and bus) contain the phase and frequency shift information of each spectrum k, 
respectively, 
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2.2.2 Brown and Stoyanova (B&S) method for removing phase and frequency shifts 
A short description of the existing method of Brown and Stoyanova is given below since its 
performance will be compared with that of our novel method. For further details the reader is 
referred to Ref. [10]. 
Brown and Stoyanova apply principal component analysis [11] to series of real-valued 
spectra containing phase and frequency shifts. They use the first principal component (PCi) 
of the series of spectra to estimate the real part of the unknown resonance lineshape 
function in the data set. They observed that at least two more additional PC spectra of the 
data set contain the signal-related variance due to the phase and frequency shift differences 
among the spectra. Therefore, they use the second and third PC loading spectra of the 
series of spectra (PC2 and PCs) to estimate the phase and frequency shift of each individual 
spectrum A transformation matrix is calculated which transforms the coordinate system 
defined by ( P d , PC2, PCs) to a new coordinate system defined by (PC,, PC/, PC,,). 
Subsequently, the scores of each spectrum on the PC2 and PC3 spectra are projected onto 
this new coordinate system exploiting the above transformation matrix. These projections 
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(scores Τ) are used to approximate each spectrum k and its (possible) phase and frequency 
shifts according to 
5 "( ω , )=7; ( ( ι />£:,(<»,)+ 7-1((i//>C l,(ω,) +T, PC.iœ,), (2 7) 
with (see Eqs (2 6a) and (2 6b)) 
" I ' J A ' I 
tan φ, = ana Δω, = 
η _ i _ ( 2 8 ) 
In this way, phase and frequency shifts across a series of resonances are simultaneously 
estimated via a target transformation of the PC2 and PCs score vectors 
2 2 3 Novel method for removing phase and frequency shifts 
In this paper we propose the application of linear regression to derive the phase and 
frequency shifts directly from the PCi spectrum instead of deriving these from the PC2 and 
PC3 spectra In this way, the data transformation is circumvented which obviously benefits 
the high precision and robustness of the novel method In addition, the use of linear 
regression easily allows the incorporation of higher order terms of the Taylor series 
expansion (Eq (2 5)) in order to extend the signal approximation to spectra containing larger 
phase and frequency shifts If the shifts are relatively large, second and higher order terms in 
the Taylor series will be needed to approximate more accurately the phase- and frequency-
shifted spectra Then, the second and third Taylor coefficients better reflect the true phase 
and frequency shifts of each spectrum, respectively 
The proposed phase- and frequency-shift correction procedure is as follows 
Step 1 PCA is applied to the series of real-valued spectra for obtaining the PCi spectrum of 
the data set 
Step 2 Using linear regression, each spectrum k is approximated by a linear combination of 
the PCi, the PCi,, and one or more of their signal-containing derivatives 
sU<Oj ) = buPCJco,) + h,PCil(a>J)+ b^PCJeo,) + b^PCu((oJ) 
+ b^PC^co.) + bu,PCu(aj) + , (2 9) 
With the classical least-squares solution the coefficients in Eq (2 9) for all spectra k 
are obtained within one calculation step 
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Step 3 The numerical values for the phase and frequency shifts of each spectrum k in the 
data set are obtained from the regression coefficients on the PCn and the PC,', 
spectra, respectively (see Eqs (2 6a) and (2 6b)), 
tan ^ = -—^, 
b ( 2 1 0 ) 
Δω, = -^ 
Step 4 Finally, the spectra are corrected for the calculated shifts The phase corrections are 
applied in the frequency domain by multiplying the spectra with a factor exp(-/ç\), 
while the frequency shift corrections are applied in the time domain This is done by 
an inverse FFT (fast Fourier transform) of the spectra, multiplying each time signal 
with expi-zzliUkfj), and transforming them back using FFT In this way, frequency shift 
corrections exceeding the actual frequency resolution can be applied 
By repeating the whole procedure (steps 1-4) the spectra are updated until convergence 
occurs After convergence, the PC2 and PC3 spectra only describe noise, indicating that the 
spectra have been corrected for the phase and frequency shifts (that is, P d approximates fo 
well) 
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Figure 1: Illustration of the phase- and frequency-shift correction procedure. (A) Five simulated 
spectra showing different phases and frequency offsets. (B) Same spectra after one cycle of the 
correction procedure. (C) Same spectra after three cycles of the correction procedure. 
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22 4 Novel method for additional removal of lineshape variations 
After phase and frequency shift correction each resonance line is phased and is shifted to 
the same spectral position in the data set. However, especially with in vivo NMR signals, the 
resonance lineshape function may be still distorted Such a distorted line can be described 
by a sum of undistorted lines with varying amplitudes and slightly different frequencies We 
propose here a simple and model-free method to quickly remove lineshape distortions in 
large spectral data sets This is done by fitting each (distorted) single resonance line to the 
sum of a number of PCi lineshapes of the complete data set which may vary in amplitude A, 
and in frequency offset Δω, 
Sk(wi)=
1^AklPCi(wt+Aœil), (2 11) 
ι-Ι 
where PCi(^) is used to approximate the underlying unaffected resonance lineshape Here, 
η is the number of PC, lines, / denotes the Ah PC, line with amplitude A, and frequency offset 
Δω,, and S* denotes the real (measured) spectrum The problem is to find the amplitudes and 
frequency offsets from a limited number of PCi lines for each spectrum k 
The proposed correction procedure for lineshape variations is as follows 
Step 1 Application of PCA to the series of phase- and frequency-shift corrected spectra 
for obtaining PCi(w;) 
Step 2 Based on the Taylor expansion discussed in the previous section, a first-order 
Taylor approximation of each spectrum k dedicated to the above problem is 
described 
\(ω ; ) = J e , , PC, (ω, +Δω,,) + £</,, PC, (ω, + Δω,,) ^ 12) 
A set of η starting frequency offsets is subjected to the π PCi lines for each 
spectrum k 
Step 3 Equation (2 12) is solved using linear regression The coefficients <;„, contain the 
amplitude information of each PC, line, while the frequency offset adjustment δ of 
each PCi line is acquired in the same way as shown in Eq (2 6b) 
òA„h - — • (2 13) 
Cl, ι 
Step 4 The PCi lines are updated with the calculated δ-values and linear regression is 
started again In an iterative way all spectra are simultaneously approximated by 
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the sum of η P d lines with varying amplitudes and frequency offsets for each 
spectrum k 
Step 5 After convergence, the removal of the peak distortions is accomplished by first 
subtracting the calculated spectrum from the measured spectrum Then, the η P d 
lines producing the calculated resonance line are shifted to the spectral position of 
the common hneshape of the data set (ι e , the P d Imeshape with Δω = 0) Finally, 
they are added to the remaining signal 
In this way, a major part of the hneshape variations across the data set is quickly eliminated 
by transforming simultaneously all distorted resonance lines to the common P d hneshape of 
the data set 
2.3 Experimental 
2 3 1 Data processing 
All data processing was performed using Matlab 4 2c software (The Mathworks, Ine ) 
2 3 2 Simulated data 
Simulated data were generated to assess phase and frequency shift removal by the 
proposed method and by the existing B&S method [10] In the simulation study 100 spectra 
of 512 data points were generated Each spectrum contained a single Lorentzian line 
centered at position 256 with line width τ = 30 data points and amplitude A Gaussian-
distributed white noise (μ = 0, σ = 1) was added to the spectra This procedure was repeated 
several times m order to generate various simulated data sets Each simulated data set was 
subjected to one amplitude variation (A = 20, 50, or 80, in arbitrary units) and to two uniform 
distributions of phase and frequency shifts In this way, each spectrum in a data set of 100 
spectra contained a single Lorentzian line of some signal-to-noise ratio (S/N, defined as 
Α/2'σ) varying independently to a certain degree in phase and in spectral position Figure 1A 
shows five spectra from one simulated example data set with S/N = 25 which vary in phase 
(between -45° and 45°) and in line position (between 256 - τ/2 and 256 + τ/2) 
2 33 Experimental data 
The experimental data set consists of a total of 108 in vivo 31P NMR spectra of the skeletal 
muscle of the hind leg of four mice (M1 to M4), acquired at 7 Τ [12] During one 
measurement session 4 spectra were acquired during a rest period, 14 spectra under 
ischemic conditions, ι e , occlusion of the hind limb, and 9 spectra during recovery from 
ischemia The time resolution was 108 s (η =12, TR = 9 s) The occlusion by a diaphragm 
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plate caused displacements of the leg in the coil and subsequently changed the shimming 
This resulted in shifts and asymmetric broadening of the resonance lines The spectral region 
around the single phosphocreatme (PCr) resonance was cut from the spectra and was first 
subjected to the novel phase- and frequency-shift correction procedure The PCr hneshape is 
expected to be rather insensitive to biochemical changes and, hence, its variations 
throughout the time series are entirely due to instrumental or unwanted experimental 
variations [13] Therefore, the PCr peak is often used as a reference peak for eliminating 
undesired phase and frequency shifts in the individual 31P NMR spectra After removal of the 
undesired phase and frequency shifts additional hneshape distortions were removed from the 
PCr resonances 
2 3 4 Correction for phase and frequency shifts 
The proposed phase- and frequency-shift correction procedure starts with a PCA of the 
series of spectra using the SVD (singular value decomposition) algorithm The SVD 
algorithm is applied to the data matrix in which the rows represent the spectra and the 
columns represent the spectral frequencies It calculates the first principal component (PCi) 
spectrum normalized to unit length The imaginary part of the P d spectrum (PCi ι) is 
obtained by the Hilbert transform, while the derivatives of the PCi and its imaginary part are 
obtained by numerical differentiation Subsequently, the PCi, the PCn, and one or more of 
their derivative spectra showing signal-related intensities are included in the regression 
analysis After linear regression, each spectrum k is corrected for the calculated phase and 
frequency shifts (see Theory) The corrected spectra are once again subjected to the 
correction procedure until the shift corrections become negligibly small, ι e, phase 
corrections <0 1° and frequency-shift corrections <0 1 data point One full iteration cycle of 
the automatic correction procedure involving 100 spectra of 512 data points takes about 7 s 
on a SUN Ultra 10 workstation 
2 3 5 Quantitative simulation study 
Phase- and frequency-shift estimations in a series of 100 simulated spectra were evaluated 
as a function of the size of the phase and frequency shifts, the S/N of the spectra 
investigated, and the PCi (signal-related) spectra included in the regression model The 
existing B&S method was excluded from this study due to its poor convergence 
characteristics However, one may assume that since the existing method indirectly uses the 
PCi, PCi ι, and PC', spectra for the signal approximation (see Theory), the size of the phase 
and frequency shifts which can be removed by the existing method is in potential similar to 
those which can be removed by the proposed regression method using only the P d , P d , , 
and P d spectra In the quantitative simulation study the uniform phase shift distribution 
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applied to a data set of 100 undistorted spectra varied from [-5°, 5°] up to [-90°, 90°] in 
which the interval size varied in steps of 5° in both directions. The applied frequency shift 
distribution differed from [-τ/10, τ/10] up to [-3τ, 3τ] in steps of τ/10 in both directions. For 
each combination of one phase and one frequency shift interval five independent data sets 
were generated and, subsequently, were evaluated by the proposed correction procedure. It 
was decided that the novel correction procedure failed if 1 or more of the 100 spectra was 
not tuned accurately in phase and/or in frequency. This criterion could be handled since the 
application of larger phase and frequency shifts yielded more and more deteriorated spectra. 
If all data points in the performance plot depicting the true versus estimated shifts followed a 
straight line with slope equal to 1, e.g., in Fig. 2A, then the number of successful corrections 
was increased by 1. If not, the correction procedure had failed. The decision as to whether 
the correction procedure had succeeded or failed was based on the variance of the data 
points around the straight line. If the variance exceeded a predefined maximum threshold 
level then the correction procedure had failed. This decision criterion was sensitive enough to 
detect 1 false spectrum among 99 well-adjusted spectra. However, different threshold levels 
were defined for the different S/N data sets because it was found that the precision of 
estimation of the separate phase and frequency shifts decreased with decreasing S/N of the 
spectra. 
2.3.6 Additional correction for lineshape variations 
The removal of significant lineshape distortions has been applied to the series of PCr 
resonances after phase- and frequency-shift correction. In our application study three PCi 
lines were sufficient for accurately fitting each spectrum to Eq. (2.11): low-amplitude values 
were obtained for additional P d lines with calculated frequency offsets significantly different 
from those already acquired. The initial frequency offsets subjected to the three P d lines 
were systematically varied to be sure that each distorted resonance line is fitted well. A total 
of 11 experiments were performed, each starting with different initial frequency offsets (see 
Table 1). After convergence, the best of the 11 calculated spectra for each spectrum was 
selected using the minimum Euclidean distance between the PCr spectrum and each of 
these calculated spectra. Only a restricted spectral region was considered to prevent the 
possible fit of baseline noise. The best fit to each spectrum was used to remove the 
lineshape distortions in the way which is described under Theory. 
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Table 1 Fitting of the complete series of PCr resonances using different initial combinations 

















































Note The shifts are expressed in real data points, each PCr spectrum consists of a total of 
256 data points 
2 3 7 Verification of signal corrections using PCA quantitation 
The complete series of PCr resonances was quantitated before and after correction for 
phase shifts, frequency shifts, and lineshape variations using the alternative PCA 
quantitation method The application of the PCA method is only justified if the PCr resonance 
lines throughout the data set have been released from phase and frequency variations 
Therefore, in order to verify the signal corrections made, the quantitation results before and 
after correction are compared with those obtained with a standard nonlinear curve fitting 
approach using the complex Lorentzian lineshape function To compare the quantitation 
results of the four mice, the peak areas in each of the four time series of spectra were 
multiplied by a factor which equated the peak areas of the first spectra in each of the four 
series This was done in order to compensate for differences between the four mice due to 
the amount of muscular tissue which was measured 
2.4 Results 41 
2.4 Results 
2.4.1 Simulated data 
Figure 1 illustrates the proposed phase- and frequency-shift correction procedure for five 
spectra (Fig. 1A) of a data set of 100 simulated spectra (S/N = 25). Also shown are the 
spectra after the first phase- and frequency-shift correction (Fig. 1B) and after three iterative 
corrections (Fig. 1C). In this case three iterations appear to be sufficient to align the spectra 
both in phase and in frequency. In this particular example, the regression model was defined 
by the signal-containing PC, spectra, i.e., the PC,, the imaginary part of the P d ( P d ι), and 
their first-derivative spectra (PC, and P d ,). The second and higher derivative spectra are 
omitted from the regression analysis because they only contain noise. Hence, they did not 
contribute to the signal approximation. 
The performance of the automatic correction procedure for the entire data set is shown in 
Fig. 2A. It clearly demonstrates that all spectra are well-adjusted in phase and in frequency 
after three iterations. The P d of the series of corrected spectra describes 98.4% of the total 
spectral variance. Note the high precision of the frequency-shift correction, which exceeds 
the discrete spectral resolution. Figure 2B shows the results of the same data set based on 
the existing B&S method. These are obtained after applying a certain correction factor (R. 
Stoyanova, personal communication). It depicts that the precision of the phase- and 
frequency-shift estimations is less compared with those of the novel method. This is 
confirmed by the P d of the series of corrected spectra which only describes 97.1% of the 
total data variance. In addition, Fig. 2B shows the best results of the existing method 
obtained after two iterations. However, after the next iteration the prediction of the shifts 
become worse, while a few iterations later again good approximations are obtained. In case 
linear regression is used stable (and more precise) phase- and frequency-shift solutions are 
obtained after three iterations. This is also the case when only the P d , P d ι, and P d 
spectra are included in the regression model. 
The results of the quantitative simulation study are summarized in the gray level images 
plotted in Fig. 3 to Fig. 5. Each so-called performance image is a 18x30 intensity matrix in 
which the pixel intensity varies between 0 and 5, representing the number of successful 
corrections applied to the five independently generated sets of 100 spectra. Figure 3 shows 
the performance images of the automatic phase- and frequency-shift correction procedure 
applied to the series of spectra with S/N = 10. 
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Figure 2: Performance of the proposed correction procedure and the existing correction procedure on 
the entire example data set. (A) True versus estimated phase (left) and true versus estimated 
frequency offset (right) for each individual spectrum using the novel method. (B) True versus 
estimated phase (left) and true versus estimated frequency offset (right) for each individual spectrum 
using the B&S method. 
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Figure 3: Performance Images showing the size of the phase and frequency shifts which can be 
removed by the proposed correction procedure; S/N = 10, T = line width. (A) S = PC, + PC,, + PC',. 
(B) S = PC, + PC, ι + PC', + PC', |. The gray color In the lower left part of the Images denote a 100% 
performance. 
Figures 4 and 5 show the performance images of the correction procedure applied to the 
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Figure 4: Performance Images for S/N =25. (A) S = PC, + PC,,i + PC',. (B) S = PC, + PC,., + PC', + 
PC',,|. For more details see Fig. 3. 
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(A) (Β) 
Figure 5: Performance images for S//V= 40. (A) S = P d + P d i + P d . (Β) S = PC, + P d i + Pd, + 
PC'i.|. (C) S = PC, + PCij + PC', + PC', ι + PC", + PC",,,. For more details see Fig. 3. 
The images in Figs. 3A, 4A and 5A have been obtained using the regression model S = 
ö,*PCi + ο/ΡΟ,.ι + Ö3*PC'1, where S represents the estimated signal. Exploiting this model 
the maximum number of iterations is set by experience to 10: after 10 iterations it became 
clear whether each spectrum is either aligned or totally misaligned. Figures 3B, 4B and 5B 
show the performance images obtained with S = t>/*PC, + b/PC,.: + i^PC', + ù/PC',.:. In 
this case the maximum number of 15 iterations appeared to be sufficient. Addition of the 
PG',,1 spectrum to the regression model increases the number of iterations before 
convergence is reached. Figure 5C depicts the results of exploiting the regression model S = 
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öj'PCi + b2*PCi ι + £i3*PC'i + ò/PC',, + bs'PC", + ö6*PC"i, The second-derivative spectra 
of the PCi and PCi ι of the S/N= 40 spectra show some signal and hence are included in the 
regression model Using this model, the iteration procedure is stopped after 20 iterations 
Evidently, the more terms are added to the regression model, the more iterations are 
required until convergence is reached 
Figures 3-5 depict that the gray image regions corresponding to a 100% performance (thus 
with a pixel intensity equal to 5) are enlarged if the signal-related P d , spectrum is 
incorporated in the regression model On the other hand, incorporation of the ΡΟ'Ί and ΡΟ'Ί ι 
spectra into the regression model does not improve significantly the performance of the 
correction procedure (Figs 5B-5C) This was expected since these second-derivative 
spectra show a very low S/N This demonstrates that the experimental noise in the data set 
determines the number of useful PCi spectra defining the regression model Appropriate 
filtering of the noisy PCi spectra would probably enable the regression method to deal with 
larger phase and frequency shifts However, in this study filtering is omitted since our primary 
goal is to give only an impression of the sizes of the phase and frequency shifts which can be 
removed at least by the novel method Figures 3 to 5 illustrate that addition of the signal-
related PC'Ì ι spectrum to the regression model may improve the performance On the other 
hand, more iterations are required until convergence is reached This explains the failure of 
one of the five experiments for some combinations of phase- and frequency-shift intervals 
(e g , Figs 4A and 4B, Δω = [-2τ, 2τ]) In these cases the iterative procedure almost had 
adjusted all phase and frequency shifts toward negligible small values However, the 
predefined maximum number of iterations did not allow convergence of the correction 
method for all shifted spectra 
In other words, the performance images in Figs 3-5 give an impression of the phase and 
frequency shifts of a Lorentzian hneshape which can be treated with the proposed correction 
procedure Obviously, addition of the PCi, spectrum enables the automatic correction 
procedure to correct for, in particular, larger phase shifts in the presence of small frequency 
shifts 
2 4 2 Experimental data 
PCr spectra obtained from the four different mice M1 to M4 show considerable line shift and 
line distortion effects, while the phases of the PCr resonances are rather similar (Fig 6A) 
The PCi of the series of spectra describes 91 6% of the variance in the complete data set 
The estimated noise variance is 1 6% 
Figure 6B shows the PCr spectra of Fig 6A after phase- and frequency-shift correction using 
S = b(*PCi + 0 / P d ι + ù3*PC'i + ò/PC'i ι (ι e , using the signal-containing PCi spectra) It 
depicts that all resonances are accurately phased and are shifted to the mean spectral 
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position of the data set, irrespective of the lineshape distortions across the series of spectra. 
As a result, the PCi lineshape of the series of phase- and frequency-adjusted spectra 
explains 97.8% of the total variance in the data set. This indicates that for a greater part the 
unwanted spectral variations across the data set have been eliminated. The proposed 
method ended up with unique solutions for all phase and frequency shifts after four iterations. 
This is in contrast to the B&S method which produced phases and frequency shifts strongly 
varying iteration after iteration. 
Figure 6C shows the PCr spectra of Fig. 6B after transformation of the phase- and 
frequency-shift corrected PCr resonances to the common lineshape of the data set. Clearly, 
the lineshape distortions of the PCr resonances are substantially reduced. The P d of the 
series of spectra finally describes 98.5% of the total variance present in the data set. This 
means that the remaining signal-related lineshape variations have successfully been 
removed. Figure 7 illustrates the lineshape correction procedure for one particular PCr 
resonance line. 
(B) (C) 
Figure 6: (A) Seven representative 31P NMR spectra of the mouse skeletal muscle containing the 
phosphocreatine (PCr) resonance. The same spectra after phase- and frequency-shift correction (B) 
and after transformation of the separate PCr resonances to the common lineshape of the data set (C). 
All spectra are plotted on the same arbitrary scale. 
(A) 
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(A) (Β) 
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Figure 7: Transformation of a disrupted PCr lineshape to the common lineshape of the data set. (A) 
Original spectrum (solid line) and calculated spectrum (dashed line) obtained with linear regression 
and PCA. The calculated spectrum is the sum of the three PC, lineshapes (dotted lines) which vary in 
line position and in amplitude. (B) Original spectrum (solid line) and transformed spectrum (dashed 
line). The transformed PCr spectrum is obtained in two steps. First, the three PC, lineshapes in (A) are 
subtracted from the original spectrum. Then, the resulting signal is added to the three PC, lineshapes 
positioned at the spectral position of the common lineshape of the data set. 
The quantitation of the PCr resonances of the four mice before correction and after 
correction for phase shifts, frequency shifts, and lineshape distortions is shown in Fig. 8. It 
shows that the PCA quantitation method is more sensitive to phase and frequency variations 
than the curve-fitting approach. The peak areas of the spectra of M2 are underestimated 
(relative broad lines) and those of M4 are overestimated (relative narrow lines) before 
correction (Fig. 8A). However, after correction for phase shifts, frequency shifts, and 
lineshape distortions the peak areas of both series have become of the same order of 
magnitude as those of M1 and M3 (Fig. 8B). As a result, the quantitation results have 
become similar to those obtained with the nonlinear curve-fitting approach. Although the 
curve-fitting approach cannot accommodate lineshape variations, only minor changes in the 
peak area estimations are observed after correction for phase and frequency variations 
(Figs. 8C and 8D). These findings demonstrate that with the PCA quantitation method, which 
operates on the complete series of PCr resonances simultaneously, similar good results are 
obtained in much less time after appropriate signal correction. 
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Figure Θ: Quantitation of time series of PCr resonances of the muscle of four different mice M1 to M4 
using PCA (Α,Β) and nonlinear curve fitting (C,D). Quantitation before correction (A) and after 
automatic correction for phase shifts, frequency shifts, and lineshape variations (B) using PCA. 
Quantitation before correction (C) and after automatic correction for phase shifts, frequency shifts, and 
lineshape variations (D) using nonlinear curve fitting based on the complex Lorentzian model 
lineshape function. Ischemia was applied between spectra 4 and 18. 
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2.5 Discussion 
The new method presented in this paper, i.e., the combination of PCA and linear regression, 
is a powerful method for removing phase and frequency shifts across a large series of single 
spectral lines in an automated way. All separate phase and frequency shifts are 
simultaneously identified and removed from the series of spectra in a model-independent 
way without requiring any user interaction. Compared to the original proposed method [10] 
the current method, as performed on simulated data, shows improved precision and 
robustness: accurate and unique phase solutions and frequency-shift solutions beyond the 
discrete spectral resolution are obtained. Furthermore, the proposed regression method 
enables the user to exploit more than three (signal-related) Pd-derived spectra to correct for 
the individual phase and frequency shifts. This allows the novel method to correct for larger 
phase- and frequency-shift variations across series of spectra. From the time series of in vivo 
31Ρ NMR spectra, phase and frequency shifts of the phosphocreatine resonance could 
successfully be removed in the presence of considerable lineshape distortions. The 
remaining lineshape distortions were subsequently removed using the novel regression 
method. The results of the experimental data demonstrate that postprocessing using the 
proposed correction methods compensates for unwanted, but inevitable, phase and 
frequency errors often occurring during in vivo NMR experiments. After these corrections all 
PCr resonances could be described by one arbitrary lineshape function. Variations in PCr 
amplitude can then be assessed by the PCA quantitation method for fast and model-free 
quantitation of a complete series of resonances. 
Besides these improvements, it is also important to notice the simplicity and flexibility of the 
proposed regression method. For example, the new correction method is no longer 
necessarily committed to PCA. Instead of the PC, spectrum the mean spectrum of the data 
set or any other proper reference spectrum can also be used. In fact, each peak with a phase 
and/or frequency offset can be shifted to any appropriate reference peak. Once a reference 
peak is defined, all separate phase and frequency shifts are directly acquired in an elegant 
way using ordinary regression. Apart from this, each relevant spectrum, derived from the PCi 
or any other reference spectrum, can easily be included in the regression model for fitting 
adequately each shifted spectrum. This offers the user the possibility of extending the 
analysis to more complex spectra. In addition to phase- and frequency-shift variations line 
width variations are also usually observed in (large) NMR spectral data sets. 
The combination of PCA (or a proper reference spectrum) and linear regression will make it 
also possible to correct simultaneously for phase, frequency shift, and line width variations 
across a series of spectra containing a single lineshape function. This will be addressed in 
chapter 4. Also spectral regions containing two or more (overlapping) resonance lines can be 
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considered Each spectrum will then be fitted to two or more reference lines which each may 
vary in amplitude and/or in phase and/or in frequency 
2.6 Conclusions 
The proposed method is a promising preprocessing technique for the analysis of large 
spectral data sets, both for spectral quantitation and for classification purposes It removes 
unwanted phase shifts, frequency shifts, and additional lineshape distortions throughout the 
spectral data set within one calculation step Because it is a simple, robust, and flexible 
method it can easily be extended to the analysis of more complex spectra 
Acknowledgments 
The authors thank Radka Stoyanova and Truman Brown for giving information about their 
method and Arjan Simonnetti for acquiring the 31P NMR spectra 
References 
[1] R de Beer and D van Ormondt, Analysis of NMR data using time domain fitting 
procedures, Springer-Verlag Berlin, NMR Basic Principles and Progress, vol 26, 
1992, ρ 201-248 
[2] Η Barkhuysen, R de Beer, W M M J Bovee, and D van Ormondt, Retrieval of 
frequencies, amplitudes, damping factors, and phases from time-domain signals 
using a least-squares procedure, J Magn Reson 61 465-481, 1985 
[3] H Barkhuysen, R de Beer, and D van Ormondt, Improved algorithm for noniterative 
time-domain model fitting to exponentially damped magnetic resonance signals, J 
Magn Reson 73 553-557, 1987 
[4] A Kmjn, R de Beer, and D van Ormondt, Frequency-selective quantification in the 
time domain, J Magn Reson 97 444-450,1992 
[5] G Hagberg, From magnetic resonance spectroscopy to classification of tumors A 
review of pattern recognition methods, NMR Biomed 11 148-156,1998 
[6] R Siuda, G Balcerowska, and D Aberdam, Spurious principal components in the set 
of spectra subjected to disturbances I Presentation of the problem, Chemom Intell 
Lab Syst 40 193-201, 1998 
[7] R Stoyanova, A C Kuesel, and Τ R Brown, Application of principal-component 
analysis for NMR spectral quantitation, J Magn Reson A 115 265-269,1995 
References 51 
[8] A C Kuesel , R Stoyanova, Ν R Aiken, C -W Li, Β S Szwergold, C Shaller, and 
Τ R Brown, Quantitation of resonances in biological 31P NMR spectra via principal 
component analysis Potential and limitations, NMR Biomed 9 93-104, 1996 
[9] M A Elliot, G A Walter, A Swift, Κ Vandenborne, J C Schotland, and J S Leigh, 
Spectral quantitation by principal component analysis using complex singular value 
decomposition, Magn Reson Med 41 450-455, 1999 
[10] TR Brown and R Stoyanova, NMR spectral quantitation by principal- component 
analysis II Determination of frequency and phase shifts, J Magn Reson S 112 32-
43, 1996 
[11] JE Jackson, User's Guide to Principal Components, Wiley New York, 1991 
[12] H J A in 't Zandt, F Oerlemans, Β Wierenga, and A Heerschap, Effects of ischemia 
on skeletal muscle energy metabolism in mice lacking creatine kinase monitored by in 
wi/O31P nuclear magnetic resonance spectroscopy, NMR Biomed 12 327-334,1999 
[13] DG Gadian, Nuclear Magnetic Resonance and Its Applications to Living Systems, 
Clarendon Press Oxford, 1982 

Chapter 3 
Automatic correction of peak shifts in Raman spectra 
before PLS regression. 
Summary 
A simple algorithm is presented for the fast and fully automatic removal of peak shifts in large 
spectral data sets. It is able to remove peak shifts exceeding the discrete spectral resolution. 
The algorithm has been applied to Raman spectra of three solution copolymenzations of 
styrene (Sty) and butyl acrylate (BA) performed on three separate days. Small Raman peak 
shifts, smaller than the spectral resolution, and induced by the on / off switching of the laser 
and the repositioning of the grating, could successfully be removed prior to partial least 
squares (PLS) regression. It is demonstrated that after shift correction the ability of PLS to 
predict Sty and BA concentrations is improved. Due to its speed, the algorithm is suitable to 
eliminate real time (on-line) spectral shifts from the spectra. This makes re-calibration or 
model adaptation forced by spectral shifts superfluous. The proposed algorithm may likewise 
be used to remove peak / wavelength shifts in mid-IR, near-IR, and NMR spectra, as well as 
to remove retention time shifts in chromatograms. 
This chapter is published as: H. Witjes, M. van den Brink, W.J. Meissen, and L.M.C. 
Buydens, Chemom. Intell. Lab. Syst. 52:105-116, 2000. 
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3.1 Introduction 
Raman spectroscopy has become a promising technique for monitoring polymerization 
reactions [1-4] The use of fiber optics allows the remote measurement of monomer 
concentrations in copolymenzation reactions [5,6] In this study the copolymenzation of 
styrene (Sty) and butyl acrylate (BA) in dioxane is remotely monitored using Raman 
spectroscopy Since these monomers have some overlapping peaks in the Raman spectrum, 
multivariate calibration techniques are desirable for real-time predicting the monomer 
concentrations from the Raman spectra [6] 
However, direct application of multivariate calibration techniques is hampered by the 
presence of small and unwanted spectral shifts between Raman spectra These shifts occur 
due to, e g , the replacement of the laser and the holographic notch filter [7], or even by the 
on / off switching of the laser and the repositioning of the adjustable grating [6] The peak 
shift problem induced by instrumental perturbations is not only common in Raman 
spectroscopy Also in mid-IR [8], near-IR [9,10] and NMR spectroscopy [11,12] unwanted 
peak / wavelength shifts complicate multivariate data analysis Also, retention time shifts in 
chromatography make multivariate data analysis more difficult [13-16] 
Several techniques have been proposed to deal with spectral disturbances, like wavelength 
shifts, caused by instrumental or environmental changes [17] For example, direct 
standardization (DS) and piecewise direct standardization (PDS), developed by Wang et al 
[18], adapt an existing calibration model to a new one that can be used in new instrumental 
or environmental conditions For this method, spectra of a set of samples have to be 
measured under both old and new experimental conditions In some cases, however, model 
adaptation in this way is impossible since the same set of samples cannot be measured in 
both situations For example, samples measured first in an off-line measurement and then in 
an on-line measurement [19] or measured in two or more on-line measurements (this paper) 
Additionally, the DS / PDS methods cannot deal with continuously shifting peaks throughout 
a series of Raman spectra, nor it can compensate for peak shifts beyond the discrete 
spectral resolution Another approach is to include disturbed spectra from different 
experiments in the calibration set and try to construct a robust calibration model that should 
be as insensitive as possible to spectral disturbances in spectra of future samples [20] 
Others have tried to measure spectra at normal operating conditions, calculate a calibration 
model, and optimise it to make it robust with respect to possible spectral disturbances, like 
wavelength shifts, induced by expected experimental changes [7] But so far, only a few 
papers on explicit peak shift elimination have been published Brown and Stoyanova [21] 
developed a method for automatic removal of phase and frequency shifts in large NMR 
spectral data sets Booksh et al [22] presented a mathematical procedure for aligning 
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Raman spectra Recently, Westad and Martens [23] introduced a more general concept of 
shift determination and tested it on Raman spectra However, the results described in their 
papers show that spectra are not exactly reproduced after removing peak shifts beyond the 
discrete spectral resolution Despagne [24] demonstrated that even wavelength shifts 
typically met in Raman measurements, ι e smaller than the digital spectral resolution, are 
dramatic perturbations that affect a calibration model 
Recently, in our laboratory a novel method, based on the existing method of Brown and 
Stoyanova [21], has been developed to identify and remove peak shifts with a precision that 
exceeds the discrete spectral resolution It has already been applied to a series of in vivo 
NMR spectra to correct for phase and frequency errors prior to spectral quantitation (chapter 
2, Ref [25]) In the current paper, the novel method is applied to Raman spectra of the 
solution copolymenzation of Sty and BA in dioxane measured by Van den Brink et al [6] 
They performed three identical copolymenzations on three separate days and tried to predict 
the monomer concentrations from the recorded Raman spectra using partial least squares 
(PLS) regression They found excellent monomer predictions for validation spectra that were 
acquired within the same experiment (at the same day) as the calibration spectra The 
prediction of monomer concentrations deteriorated if the calibration and validation spectra 
were measured on separate days Their explanation was the presence of small spectral 
shifts between the three series of spectra measured on separate days In this paper these 
small spectral shifts, which are smaller than the actual spectral resolution, are removed prior 
to PLS calibration and prediction It is shown that after shift correction better monomer 
predictions are obtained from the Raman spectra 
3.2 Theory 
Principal component analysis (PCA) can be applied to obtain the basic spectral features 
describing complete series of spectra These basic spectral features are called the loadings 
or principal components (PCs) of the data set In previous papers it is shown that peak shifts 
throughout a series of spectra result in additional signal-related PCs [21,26] In case these 
spectral shifts arise due to instrumental imperfections, so-called spurious PCs will exist which 
will complicate spectral classification and calibration In this section, it is illustrated how these 
spectral shifts determine the PCs and how they can be identified and removed quickly and 
accurately 
3 2 1 Illustrative example 
Consider a series of 100 spectra containing each a single Lorentzian peak and additive 
Gaussian white noise The series has been subjected to a uniform distribution of frequency 
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shifts between -1 and 1 data point (Fig. 1 A). In this way, peak shifts smaller than the discrete 
spectral resolution are encountered, which are also met in the Raman series. 
First, PCA is applied to the series of simulated spectra for identifying the basic spectral 
features describing the complete data set. Fig. 1B contains the PCi- PCe loading vectors of 
the series of spectra. It depicts that the PCi loading spectrum resembles a Lorentzian peak, 
while the PC2 and PC3 loading spectra are its first and second derivatives, respectively [21]. 
The PC4 and higher loading spectra only show noise. This means that each shifted spectrum 
can be described by a linear combination of the PCi, PC2 and PC3 spectra. In other words, 
each shifted spectrum can apparently be described by a Taylor series expansion about the 
unaffected spectrum. These findings are used in the sequel to extract the shift information 
from each spectrum. 
3.2.2 Determination of frequency shifts 
Frequency shifts are determined in a series of spectra containing a single peak of constant 
lineshape function, which may vary in peak intensity and in spectral position. Each spectrum 
k in this series can be described by: 
Sk(ojJ) = Akf(coJ +Αω,), (3.1) 
where S* is the noise-free discrete signal at frequency cq, Ac is the peak maximum of 
spectrum k, f(co,) is the constant lineshape function, and A(uk is the frequency shift of 
spectrum k. Function ^ω; + Δω*,) is expanded in a Taylor series about ((œj [21]: 
M«,) = 4 /(ω,) + Δω4 IL άω 
Αω; d2f 
d(0' (3.2) 
Eq. (3.2) can be rewritten as: 
M«,) = ^,Αω,) + b, .4L 





bk, Α. Δω, 
- — L = Δω, 
Κ, 
(3.4) 
where bkl is the Ah Taylor coefficient of spectrum k. 
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(A) (Β) 
Figure 1: (A) Stack plot of 20 simulated spectra out of a series of 100 spectra of 512 data points 
containing each a single Lorentzian peak (spectral position = 256, line width = 20 data points) and 
Gaussian-distributed white noise (σ = 0.5% of peak height). Each peak varies in peak position 
between data points 255 and 257. In the upper panel the whole spectrum is plotted, in the lower panel 
the spectral region around the Lorentzian peak is highlighted. (B) Stack plot showing principal 
component spectra 1 up to 6 of the complete data set. The first principal component, PCi, explains 
99.34% of the total spectral variance, PC2 0.62%, PC3 0.004%, and PC4 up to PCe each 0.0008%. 
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Thus, once a reference spectrum ffa),) is selected, its first and higher derivatives can be 
obtained by numerical differentiation, and the Taylor coefficients can subsequently be 
acquired by multiple linear regression (MLR) of ffm,) and its derivatives on the complete 
series of spectra The calculated regression coefficients are used to determine spectral shifts 
with respect to the reference spectrum according to Eq (3 4) The reference spectrum can 
be one of the spectra in the data set or, in case the hneshape is poorly defined, the mean or 
first PC of the complete series of spectra (chapter 2) 
3 3 3 Algorithm 
1 Selection of reference spectrum, which is normalised to unit length 
2 Numerical differentiation for obtaining its first and higher (signal-containing) derivative 
spectra 
3 Estimation of Taylor coefficients using the classical least squares solution In matrix 
notation 
Β = (XT X) ' X r S, 
where the reference spectrum and one or more of its signal-containing derivative spectra 
define the columns of X, and the measured spectra define the columns of S 
4 Identification of frequency shifts using Eq (3 4) 
5 Correction for frequency shifts This is done by an inverse Fast Fourier Transform (FFT) 
of the spectra, multiplying each transformed signal with expf-zAo^y, and transform them 
back using FFT In this way, frequency shift corrections exceeding the spectral resolution 
can be applied 
6 Back to 3 until convergence is reached (see text below) 
Convergence is reached when the shift corrections become negligible small, ι e , < 0 01 data 
point In case the mean or P d of the data set represent the reference spectrum, the 
algorithm will go back to 2 at step 6 since the reference spectrum and its derivatives need to 
be updated after each iteration (see chapter 2) 
If other spectral variations than peak shifts are present in the data set, the PC2 loading vector 
will no longer contain the first derivative of the hneshape function [21] For this reason, 
numerical differentiation is used for obtaining the derivatives of the reference spectrum in 
order to be able to remove spectral shifts from data sets contaminated with other spectral 
variations (e g , line width variations) In addition, the current algorithm can also be applied to 
spectra containing multiple peaks In that case, a spectral region around a single peak is 
selected, peak shifts across the selected region are determined and eliminated, and the 
spectral region is pasted back to the spectra By treating successive spectral regions, 
complete spectra will be released from peak shifts step by step In the current Raman study, 
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spectral shifts are identified as a shift of the dioxane peak Therefore, the calculated peak 
shifts of dioxane are applied to the complete series of Raman spectra to remove them 
(A) (B) 
Figure 2 (A) Simulated spectra in Fig 1A after peak shift correction (B) PCs of the series of spectra 
after peak shift correction PC, explains 99 96% of the total spectral variance in the data set, and PC2 
up to PCe each 0 0008% 
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3.3 Experimental 
3 3 1 Chemicals 
The monomers Sty (Merck >99%) and BA (Merck >99%) were purified from inhibitor (t-
butylcatechol and hydroqumone, respectively) by passing them over an inhibitor removing 
column (Dehibit 200, PolySciences) and were solved in dioxane (Merck, ρ a ) α-α'-azobis-
isobutyromtnle (AIBN, Fluka) was added to initiate the copolymenzation of Sty and BA 
3 3 2 Instrumentation 
All Raman spectra were measured using a Labram spectrometer (Dilor S A ) and a 532 nm 
Nd YVO4 laser for excitation The spectra were acquired at an exposure time of 60 s with a 
resolution of 0 045 nm (approximately 1 5 cm1) The copolymerizations were carried out in a 
0 3-I glass reactor equipped with a heating jacket for controlling the temperature The probe 
head was placed in front of a single wall glass window and connected to the spectrometer via 
an optical fiber Spectra were obtained directly through the glass window More instrumental 
details and a schematic set up of the Raman equipment can be found in Ref [6] 
3 3 3 Copolymenzation experiments 
Three copolymerizations of Sty and BA were performed under similar experimental 
conditions on three separate days Table 1 lists the recipes for the three copolymerizations 
C1, C2 and C3 In each of the three experiments, a relative small amount of AIBN was added 
to perform slowly proceeding copolymerizations in order to keep the reaction temperature 
constant Between the three reactions, the laser was shut off and on again In addition, 
between C1 and C2 the adjustable grating was repositioned, while this was not done 
between C2 and C3 During the copolymerizations, the laser was not switched off and back 
on, nor the grating was moved This resulted in small Raman spectral shifts between 
experiments C1, C2 and C3, and negligibly small shifts within the experiments 
Table 1 Recipes for the three copolymerizations C1, C2 and C3 performed on three 
different days 
Reaction Initiator (g) Sty (g) BA (g) Dioxane (g) 
CÏ 023 37 43 Θ7 42 132 00 
C2 2 05 37 93 88 36 13192 
C3 165 37 60 87 71 132 11 
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3 3 4 Working data set 
During the copolymenzations a total of 37 samples (approximately 1 ml) were taken from the 
reaction mixture and were saved in sample vials containing inhibitor to immediately stop the 
reaction Subsequently, the monomer concentrations Sty and BA in the samples were off-line 
determined using gas chromatography (GC) [6] Samples 1-12 were taken from C1, 13-24 
from C2, and 25-37 from C3 Within C1, C2, and C3 the sample number increases as the 
copolymenzation progresses The samples were not taken at regular times The spectra of 
the analysed samples define the working data set in this paper Fig 3A shows some Raman 
spectra measured during C3 
3 3 5 Data pre-processing 
The 37 spectra of known monomer concentrations are prepared for the data analysis In 
succession, they are smoothed (seven-points quadratic Savitzky-Golay filter), baseline 
corrected (polynomial spline fitting and linear interpolation) and normalised [6] Normalisation 
is achieved by scaling all spectra to the same arbitrary intensity level of the dioxane peak, 
which does not change during copolymenzation In this way, the Raman signal is 
compensated for changes in, e g , laser intensity, sampling volume and optical alignment 
3 3 6 Correction for peak shifts 
Since the dioxane peak does not change during copolymenzation, spectral shifts induced by 
experimental perturbations can be identified as a shift of the dioxane peak Therefore, the 
spectral region around the dioxane peak is cut from the pre-treated (smoothed, baseline 
corrected and normalised) spectra and is subjected to the correction procedure The dioxane 
peak in one (arbitrary) spectrum is selected as the reference peak The dioxane peaks in the 
other 36 spectra are used to determine the spectral shifts In an iterative way, the spectral 
regions are updated until the shifts across the dioxane peaks are smaller than 0 01 data 
point (= 0 015 cm 1) Subsequently, the spectral region without shift correction is pasted back 
and the calculated shifts are applied to the complete spectra In this way, each spectrum is 
shifted with the estimated shift of the dioxane peak The correction procedure, involving two 
iterations, took about 36 s on a SUN Ultra 10 workstation using Matlab (The Mathworks, 
Ine ) A similar correction of a series of 500 Raman spectra took about 48 s, 4 5 s for shift 
identification and 43 5 s for shift correction This demonstrates that the proposed method is 
especially suitable for peak shift identification in large spectral data sets 
3 3 7 PZ.S regression and validation 
The pre-treated spectra and the corresponding monomer concentrations are mean centred 
before applying PLS regression The PLS kernel algorithm described in [27] is used to 
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correlate the Raman spectral features to the monomer concentrations The sets of spectra 
from CI , C2 and C3 are alternately used as calibration and validation sets A root-mean-
squared error of prediction (RMSEP) is calculated to evaluate the performance of the 
calculated PLS models 
RMSEP = V-Î-Î , (3 5) 
where y, and y, are the predicted and measured (GC-determmed) monomer concentrations of 
sample ι in an external validation set of η samples The internal RMSEP of C1, C2 and C3 is 
calculated using leave-one-out cross-validation The RMSEP values of the different PLS 
models are calculated with and without correction of the complete data set for spurious peak 
shifts 
3.4 Results 
34 1 Simulated data set 
The series of simulated spectra described in Section 3 2 has been subjected to the automatic 
correction procedure Fig 2A shows the simulated spectra of Fig 1A after peak shift 
correction It illustrates that all peaks are perfectly aligned in spectral position This is 
confirmed by the PC2 and higher PC loading vectors, which only contain noise (Fig 2B) 
3 4 2 Raman data set 
Four normalised Raman spectra measured during copolymenzation of Sty and BA in dioxane 
are plotted in Fig 3A The spectra are normalised in such a way that the dioxane peak at 830 
cm ' in each spectrum is scaled to the same arbitrary intensity level The most important 
bands for predicting Sty and BA concentrations are highlighted in Figs 3B-C The spectral 
regions containing the vinyl bands of Sty (1631 cm1) and BA (1635 cm1) and the carbonyl 
band of BA (1730 cm 1) are shown The intensities of the carbonyl and vinyl bands decrease 
as the copolymenzation proceeds The carbonyl band of BA is also slightly shifting during 
copolymenzation, as a result of changing chemical environment of the carbonyl group in the 
molecule 
Fig 4A shows the PC1-PC2 score plot of the complete mean centred data set The scores on 
the PCi axis describe the spectral vanance related to the copolymenzation process, while the 
scores on the PC2 axis obviously describe experiment-to-experiment variations The PCi-PCe 
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Figure 3: Changes of the Raman spectrum of the reaction mixture during copolymerization (A). 
Highlighted are the spectral regions containing the vinyl bands of Sty (1631 cm'1) and BA (1635 cm'1) 
(B) and the carbonyl band of BA (1730 cm"1) (C). 
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loading vectors of the complete data set are depicted in Fig. 4B. It shows that the PC2 
loading vector contains a strong derivative-like signal component at the spectral position of 
the dioxane peak near 830 cm'. This indicates that peak shifts of the dioxane peak obviously 
determine experiment-to-experiment variations in the data set. Therefore, the relative peak 
positions of the separate dioxane peaks in the data set are determined with the proposed 
algorithm and are plotted in Fig. 5A. It clearly shows that variation in peak position between 
experiments is much larger than variation in peak position within experiments. Note that even 
the largest peak shifts between the different experiments are smaller than the discrete 
spectral resolution of 1.5 cm"1. To illustrate that we are dealing with extremely small shifts, 
the two dioxane peaks in Fig. 5A marked with filled circles and the one marked with a star 
(reference peak) are plotted in Fig. 5B. As can be seen from this figure, their maximum peak 
amplitudes are found at the same spectral data point in the spectra. This illustrates that 
precise shift estimations beyond the spectral resolution are really necessary to remove the 
experiment-to-experiment variations. In Fig. 5C, the three dioxane peaks in Fig. 5B are 
plotted after peak shift correction using the proposed algorithm. They are, as well as the 
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Figure 4: PCA analysis of the mean centred data set containing the three sets of Raman spectra CI, 
C2 and C3 measured on three separate days. (A) PC, versus PC2 score plot. Between brackets the 
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Figure 5 Spectral position of the dioxane peaks across the data set with respect to the reference 
dioxane peak marked with a star (A) The two dioxane peaks from reactions C1 and C2 marked with 
filled circles and the reference dioxane peak (from C3) are plotted before correction (B) and after 
correction (C) for peak shifts 
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The effect of peak shift correction on the PC1-PC2 score plot of the complete mean centred 
series of Raman spectra is depicted in Fig. 6A. The PC2 scores no longer discriminate 
between the three experiments. Moreover, the PC2 loading vector of the complete data set in 
Fig. 6B tell us that the derivative-like signal around 830 cm'1 has been disappeared. Also the 
derivative-like signals of the vinyl bands around 1630 cm"1 have been disappeared, as it 
should be. 
(A) (B) 
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Figure 6: PC1-PC2 score plot (A) and PCt-PCe loadings (B) of the mean centred series of Raman 
spectra after peak shift correction. 
Table 2 shows the PLS prediction results before peak shift correction. Respectively, for C1, 
C2, and C3 the optimal number of PLS factors is determined using leave-one-out cross 
validation. This number of PLS factors is used to calculate the RMSEP values of C1, C2 and 
C3 evaluated on external validation sets, e.g., C1 used as a calibration set to predict C2. 
Table 2 illustrates that the prediction errors become very large if C1 is used as calibration or 
validation set. This can be explained by the irregular times at which samples have been 
taken from reaction C1 [6]. Also, the scores on the PCi axis describing the copolymehzation 
progress in Fig. 4A illustrate, e.g., a large sampling time gap between samples 11 and 12. 
Thus, optimal prediction results are obtained if only C2 and C3 are involved in model 
calibration and prediction. If only C2 and C3 are considered, it is found that the internal 
RMSEP values are much smaller than the external RMSEP values. This is not surprising 
since it is known that the internal RMSEP obtained by leave-one-out cross validation is often 
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quite optimistic: the internal errors found are usually smaller than the real prediction error 
[28]. However, Table 2 shows that the external prediction errors for BA are much higher than 
those for Sty. For example, when C3 is used as a calibration set to predict C2, the RMSEP 
value for BA is 3.39 while that of Sty is only 0.51 (in 10'2 g / g dioxane). Because the 
precision of the GC analysis is of the order of the external prediction errors found for Sty, 







C1 C2 C3 
RMSEP RMSEP RMSEP 
3.81(3) 5.53(3) 1.41(3) 
1.94(2) 0.49(2) 1.17(2) 







C1 C2 C3 
RMSEP RMSEP RMSEP 
1.36(2) 1.26(2) 1.14(2) 
2.14(2) 0.24(2) 0.51(2) 
1.69(1) 0.51(1) 0.31(1) 
Table 2: Prediction errors (in 102 g monomer/g dioxane) for BA and Sty using PLS regression before 
spectral shift correction. Between brackets the optimal number of PLS factors. 
The PLS prediction results after peak shift correction are summarised in Table 3. It clearly 
shows that the high external prediction errors for BA decrease after peak shift correction. For 
example, when C3 is used as a calibration set to predict C2, the RMSEP values for BA 
decrease from 3.39 to 0.72, those for Sty slightly change from 0.51 to 0.53. 







C1 C2 C3 
RMSEP RMSEP RMSEP 
3.61 (3) 2.74 (3) 2.36 (3) 
2.27 (2) 0.49 (2) 0.95 (2) 







C1 C2 C3 
RMSEP RMSEP RMSEP 
1.39 (2) 0.99 (2) 1.00 (2) 
1.81(2) 0.24(2) 0.51(2) 
1.66(1) 0.53(1) 0.31(1) 
Table 3: Prediction errors (m 10'2 g monomer/g dioxane) for BA and Sty using PLS regression after 
spectral shift correction of calibration and validation sets. Between brackets the optimal number of 
PLS factors. 
These prediction results are plotted in Fig. 7. The improvement in BA prediction can be 
explained by the fact that the important carbonyl band of BA in the Raman spectrum shifts 
during copolymerization due to molecular changes (Fig. 3C). The spurious spectral shifts are 
added to the carbonyl band shifts and are modelled for correlating spectral features to BA 
concentrations, and therefore they will strongly degrade PLS regression. On the other hand, 
the important vinyl band of Sty does not change during copolymerization and hence spectral 
shifts are not modelled for correlating spectra to Sty concentrations. The shift of the carbonyl 
band is also the reason why the lowest prediction errors of BA concentrations are obtained 
with more PLS factors than for Sty. Thus, by shifting the spectra with the peak shift of the 
reference dioxane peak significant experiment-to-experiment variations could be eliminated. 
This results in an improvement of the ability of PLS regression to predict monomer 
concentrations from spectra of different m-situ Raman measurements, i.e., measurements 
using the same experimental set up. 




























Figure 7: PLS prediction results using the spectra from C3 as calibration set and the spectra from C2 
as validation set. The results before correction (upper panel) and after correction (lower panel) for 
peak shifts are presented. The monomer concentrations are in g monomer/g dioxane. The 
corresponding RMSEP values can be found in Tables 2 and 3. 
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3.5 Discussion 
In this paper we have seen that peak shifts smaller than the discrete spectral resolution can 
immediately be detected using PCA Even one slightly shifted peak (> 0 1 data point) among 
hundred unaffected peaks results in a derivative-like signal component in the PCz loading 
spectrum (not shown in this thesis) Therefore, PCA is an easy and reliable method for 
detecting peak shifts beyond the spectral resolution in large spectral data sets In addition, a 
simple algorithm is presented for the fast and automatic removal of these peak shifts in large 
spectral data sets It has successfully been applied to series of simulated spectra and 
Raman spectra containing peak shifts smaller than the actual spectral resolution The current 
method is not only restricted to the automatic removal of such small shifts in chapter 2 it is 
shown that the method can deal with peak shifts up to two times the line width of the peak 
under investigation The performance, however, depends on the signal-to-noise ratio of the 
spectra Peak intensity variations across the data set do not affect the performance because 
peak amplitudes and shifts are separately modelled 
As mentioned, the three performed copolymerizations of Sty and BA in dioxane were 
measured under similar experimental conditions Hence, only spectral shifts smaller than the 
discrete spectral resolution were found between Raman spectra from the different 
measurements It has been demonstrated that even these small and inevitable spectral shifts 
degrade PLS regression if they are not removed from the spectra on beforehand Another 
Raman set up change, which is not considered in this study, but which usually occurs after a 
certain period of time, is the replacement of the laser A new laser will operate at a slightly 
different laser frequency resulting in a small shift of the whole spectrum [7] This will also 
deteriorate PLS modelling if no measures are taken In addition, it is known that temperature 
variations shift and broaden peaks in the Raman spectrum They complicate Raman spectra, 
and consequently complicate multivariate calibration In this study the three 
copolymerizations were on purpose measured under "ideal" experimental conditions, ι e , at 
a small scale with a low reaction rate, to minimise temperature variations In chapter 4 a 
similar correction procedure will be presented, which can deal with both peak shifts and peak 
width variations It will be applied to copolymerizations of Sty and BA in dioxane subjected to 
temperature variations 
Due to the speed of the correction algorithm, spectral shifts can on-line be removed from the 
Raman spectra This enables the user to construct multivariate calibration models based on 
spectra without peak shifts for predicting on-line monomer concentrations from shift-free 
Raman spectra In this way, more parsimonious calibration models can be used, which are 
supposed to be more robust with respect to other kind of spectral disturbances [2Θ] 
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3.6 Conclusions 
A simple algorithm is presented for the fast and accurate removal of peak shifts in large 
spectral data sets with a precision that exceeds the discrete spectral resolution Small 
spectral shifts between Raman spectra from three copolymenzations of Sty and BA in 
dioxane could be removed This improves the ability of PLS to predict monomer 
concentrations in future copolymenzations The power of the shift correction method is its 
possibility to remove on-line peak shifts from the Raman spectra re-calibration or model 
adaptation is no longer necessary to account for spectral shifts 
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Modelling phase shifts, peak shifts, and peak width 
variations in spectral data sets: its value in multivariate 
data analysis 
Summary 
A mathematical procedure is presented for the fast determination and removal of phase 
shifts, peak shifts, and peak width variations in spectral data sets The method is applicable 
to any spectrum type (NMR, Raman, infrared, etc ) that contains spectrally isolated peaks 
The procedure is illustrated on a series of simulated spectra and on a series of low signal-to-
noise NMR spectra containing a single disturbed peak Its value in multivariate calibration is 
demonstrated on a series of Raman spectra of the solution copolymenzation of styrene (Sty) 
and butyl acrylate (BA) in dioxane The prediction of Sty and BA conversions from the 
Raman spectra using partial least squares (PLS) regression appears to be sensitive to peak 
shifts and, to a lesser extent, to peak width variations It is shown that after removal of peak 
shifts and peak width variations the ability of PLS to predict Sty and BA conversions is 
considerably improved 
This chapter is published as H Witjes, M Pepers, W J Meissen, and L M C Buydens, Anal 
Chim Acta, 432 113-124, 2001 
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4.1 Introduction 
Multivariate calibration techniques, e g partial least squares (PLS), principal component 
regression (PCR), and multiple linear regression (MLR), are widely used for extracting 
quantitative information from spectroscopic measurements That is, calibration models are 
calculated to perform quantitative estimations (e g , sample concentrations) from measured 
spectra Instrumental imperfections complicate the extraction of quantitative information [1-3] 
They introduce unwanted spectral features in the spectra For example, peak shifts in 
infrared and Raman spectra [4-6], and peak shifts and peak width variations in NMR spectra 
measured under in vivo conditions [7] are commonly encountered Much research is going 
on to properly deal with spectral disturbances in multivariate calibration [8,9] 
This paper elaborates on a mathematical procedure for modelling phase shifts, peak shifts, 
and peak width variations in large spectral data sets These shifts are simultaneously 
determined and quickly eliminated from series of spectra containing peaks of constant peak 
shape across the data set The new method is an extension of our previous method of 
phase- and frequency-shift modelling described in chapters 2 and 3 (respectively, [10] and 
[11]) The current method is tested on one simulated data set and two spectroscopic data 
sets The simulated set consists of a series of spectra containing a single Lorentzian peak 
The first spectroscopic data set contains a series of 31P NMR spectra of a noisy inorganic 
phosphate (Pi) peak The value of the proposed method in multivariate calibration is 
demonstrated on the second spectroscopic data set which contains a series of Raman 
spectra of the solution copolymenzation of styrene and butyl acrylate in dioxane It is shown 
that after removal of spurious peak shifts the PLS prediction of free styrene and butyl 
acrylate conversions from the corrected Raman spectra is substantially improved The 
remaining small peak shifts and peak width variations could accurately be identified and 
related to monomer conversion and reaction temperature Additionally, peak width variations 
were applied to the Raman spectra to study its effect on multivariate calibration It appears 
that after removal of these simulated peak width variations the multivariate prediction of 
monomer conversions is improved 
4.2 Theory 
4 2 1 Simultaneous identification of phase shifts, peak shifts, and peak width variation 
In chapters 2 and 3 we have presented a method to model phase and frequency shifts 
across a series of single peaks In this section the method will be extended to enable the 
additional modelling of peak width variations 
In chapter 2 a series of spectra is considered containing each a single peak of constant peak 
shape which may vary in amplitude, in phase, and in frequency (spectral position) 
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Each spectrum in this series can be described by: 
Sk(a)j)=ALe'*
1 f((0J+ Δ ω <), 
(4.1) 
where S^mJ is the complex signal of the /dh spectrum at frequency U}, Ak is the amplitude of 
spectrum k, <pk is the phase shift of spectrum k, ((ω^ is the complex line (peak) shape 
function, and Δω* is the frequency shift of spectrum k. Phase- and frequency-shift estimations 
can be made by expanding tycoj + Δω^ in a Taylor series about the constant line shape ffrnj) 
(see chapter 2). In a similar way we can describe each spectrum in a series of spectra 
subjected to phase shifts, frequency shifts, and line width variations as: 
Sk(cOj,r)=Aké*
i f((Ol + Δ ω / 1 > τ 0 + Δ ^ ) , (4.2) 
where Β^ω,,τ) is the complex signal of the /rth spectrum at frequency ω, with line width τ, 
ίίω,,το) is the complex line shape function, and Δτ« is the line width deviation of spectrum k. 
Phase shifts, frequency shifts, and line width deviations with respect to the common line 
shape function {(ω,,το) can be estimated by expanding ^ + Δω,τ0 + Δτ) in a two-dimensional 
Taylor series about Ηω,,το) (see Appendix) : 
54(ω/,Γ)= V
v ' / ( û v r j + Δω^ 








In order to estimate these shifts, first, Eq. (4.3) is rearranged by substituting Eqs. (4.4a) and 
(4.4b) in Eq. (4.3). 
e = cos (pt + ι sin (pk (4.4a) 
f((Oj,T0 )= f Η ((Oj,ru) + if,((ùj,*0). (4.4b) 
where (^(ω,,το) and (/(ω,,το) are the real and imaginary parts of ((ω,,το). Respectively, the real 
and imaginary parts represent the absorption and dispersive modes of f [12]. An expression 
for the real part of the signal 8"(ω,,τ) can be obtained by ignoring the complex terms in Eq. 
(4.3): 
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5^(ω;,τ)= / U c o s ^ / ^ i U ^ T o ) - 5 ί η φ , / , ( ω , , τ 0 ) + cosçkAœk-^-
- ύηφ,Αω, dfj_ 
do) 
C O S ^ A T , 
^ 
dT 
- δίικρ,Δτ, 4^ 
(4.5) 
Equation (4.5) shows that each real-valued spectrum k can be approximated by a linear 
combination of the real part of the line shape function (fR), the imaginary part of the line 
shape function (fi), and one or more of their (higher) partial derivatives with respect to ω, 
and/or τ. This results in 
5ΐ(ω,,τ) = bu- f κ (ω,,To) + h 2 · ƒ, ( ω , , τ, J + bu 









- b, , A, sin φ. 
bu \ C0S<Pi 
Ak cosçk 
bkï _ ATkAk cos«jt>j 






Once fR is defined by a peak model function (e.g., Lorentzian, Gaussian), analytical 
expressions for the imaginary spectrum f,, and their derivatives with respect to ω and τ can 
be calculated. Then, the Taylor coefficients £v„ and thus the shifts (i.e., <p„, Δω*, and Δτ,,) of 
each spectrum k, can simultaneously be estimated by multiple linear regression (MLR) of 
each measured spectrum on these calculated model spectra (/>,, f,, etc.). If the shifts are 
relatively large, more (higher) partial derivatives will be needed for accurately approximating 
the disturbed spectra (chapter 2). As a consequence, the calculated regression coefficients 
will better reflect the true shifts according to Eqs. (4.7a-4.7c). The procedure assumes a 
model function Ho obtain the denvatives with respect to r. 
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4.2.2 Sequential removal of phase shifts, peak shifts, and peak width variations 
Phase shifts, peak shifts, and peak width variations are simultaneously determined, but are 
sequentially removed. That is, phase and frequency shifts are first removed in presence of 
peak width variations. Then peak width variations are removed from the phase- and 
frequency-adjusted spectra. 
Phase shifts φ* are removed by multiplying the spectra with a factor exp(-/'(p*) (chapter 2). 
Peak shifts Δω* are removed by multiplying the Fourier transformed spectra with a factor 
expi-iAcOkty (chapters 2 and 3). After phase- and frequency-shift correction, i.e. (pk = Δίϋι<= 0, 
possible peak width variations across the series of spectra are removed. This is done using a 
model-free approach which assumes that ψκ = Aeon = 0. First, principal component analysis 
(PCA) is applied to the series of phase- and frequency-adjusted spectra. The first principal 
component PCi approximates the lineshape function, while the second and higher PC 
loading spectra contain signals due to line width variations among the spectra (solely when 
ip/t = A(ÛI<= 0) [13]. Then line width deviations with respect to To for each spectrum k are 
eliminated: 
SA(û>,,r0) - 8,(ω;,τ) - m-PCJio,) - /ι, • «: ,(©,) - ..., (4.8) 
with fki,the score of spectrum kon the Ah PC. Because the peak widths of the original spectra 
Sk((ûi,T) differ from that of the PCi spectrum, a signal-intensity correction has to be made. 
The corrected spectra S'^w^To) are obtained by 
Il PCUcoiU 
5,(ω.,τ0) = ^(ω,,τ„) · ^—^—, .. _. ; J \\5ΐ(ω,,τ)\\ (4-9) 
where the double bars represent the Euclidean norm and the asterisk denote that the P d 
and SK are scaled to unit area [14]. 
4.3 Experimental 
The novel method has been tested on three data sets which are described in Section 4.3.1. 
The examined simulated spectra and NMR spectra contain Lorentzian shaped peaks varying 
in phase, in peak position, and in peak width. The investigated Raman spectra contain non-
Lorentzian shaped peaks varying in peak position and in peak width. The modelling and 
removal of these spectral disturbances in the data sets are described in Section 4.3.2. 
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4 3 1 Data sets 
Simulated spectra 
A series of 100 spectra of 512 data points were generated containing each a single 
Lorentzian peak at position 256 with peak width = 15 data points and peak height = 25 
arbitrary units (a u ) Gaussian-distributed white noise (μ = 0, σ = 1 m a u ) was added to the 
spectra The series of spectra was subjected to a uniform distribution of phase shifts 
between —45° and 45°, with a precision of 0 02° Additionally, peak shifts between -10 and 
10 data points (one data point represents the spectral resolution of the spectra) and peak 
width deviations between -5 and 5 data points were applied, with a precision of 0 0001 data 
point Furthermore, peak height and peak width were jointly varied to obtain Lorentzian 
peaks of constant peak area In this way, each spectrum in the data set consists of one 
Lorentzian peak of constant peak area, which may vary in phase (between -45° and 45°), in 
spectral position (peak maximum between the 246th and 266th data point), and in peak width 
(between 10 and 20 data points) 
31Ρ NMR spectra 
A chemical shift imaging experiment [15] was performed to obtain 31P NMR spectra of 
multiple cubic volumes (= 1 cm3) located at different positions in a phantom filled with 
inorganic phosphate (Pi) Because a surface coil was used, for exciting the nuclear spins and 
for collecting the 31P NMR signal, the radio frequency magnetic field across the phantom is 
not homogeneous it decreases with the distance of the sample to the coil This results in 
intensity differences as well as phase, frequency, and line width differences between spectra 
measured at different locations Despite these spectral disturbances, the surface coil is often 
used in in vivo NMR examinations to gam signal by reducing the distance between coil and 
tissue under investigation 
Raman spectra 
Raman spectra were measured to monitor the solution copolymenzation reaction of styrene 
(Sty) and butyl acrylate (BA) in dioxane The copolymenzation reaction has already been 
studied in chapter 3 The reader is referred to this chapter for information about the 
chemicals and the Raman instrumentation used In the current study two identical reactions 
were performed under similar experimental conditions at two different days However, in the 
first experiment, B1, the reaction temperature remained constant at 76 0C, while in the 
second experiment, B2, the temperature varied between 63 0C and 88 0C Additionally, the 
Raman instrument was re-calibrated between the two experiments after on/off switching of 
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the laser and repositioning of the adjustable grating This results in spectral disturbances 
induced by temperature variations and re-calibration of the Raman instrument 
4 3 2 Modelling and removal of spectral disturbances 
Simulated spectra and 31P NMR spectra 
The simulated spectra and the series of 31P NMR spectra containing Lorentzian shaped 
peaks were first corrected for phase shifts and frequency shifts in presence of peak width 
variations The peak shape function, ί^ω,,το), was estimated by the first principal component 
(PCi) of the series of spectra [16] The P d directly estimates the peak shape from the 
spectra without assuming a predefined model peak shape function However, to obtain 
derivative signals with respect to τ, the estimated peak shape had to be fitted to a peak 
model function, in this case a Lorentzian peak shape The derivatives with respect to τ are 
needed to account for peak width variations The Lorentzian was subsequently used to 
derive analytical expressions for ί^,το) and their derivatives with respect to ω; and τ The 
correction procedure used can be summarised as follows 
1 PCA of the series of spectra 
2 PCi is fitted to a Lorentzian for defining /^(ω,,ΐα), analytical expressions for ^(ω,,το) and 
their first-derivatives with respect to ω, and rare calculated 
3 Taylor coefficients £>/,, are directly estimated for all spectra using multiple linear 
regression (MLR) 
5,(0 τ) = bu /«((ÛJ.TJ + bk2 ί,ίω,,τ^ + b,, -j*-
αύ) 
+ h df' 
do) 
The first five terms of the Taylor expansion in Eq (4 6) are sufficiently for accurately 
approximating the disturbed spectra currently studied 
4 Identification of phase and frequency shifts according to Eqs (4 7a) and (4 7b) 
5 Phase- and frequency-shift correction as described in Section 4 2 2 
6 Repeat steps 1 to 5 until convergence is reached 
In this paper, convergence is achieved when the calculated frequency shifts are smaller than 
0 01 data point and the calculated phase shifts are smaller than 0 1° The remaining peak 
width variations were removed using the procedure described in Section 4 2 2, using Eqs 
(4 8) and (4 9) 
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Raman spectra 
Unlike the NMR peaks, the peaks in the Raman spectra are non-Lorentzians The Raman 
peaks can be described by a Pearson VII function which cover a wide variety of line shapes 
varying from Gaussian to Lorentzian and beyond [17] Besides peak shifts, only very small 
peak width variations across the series of Raman spectra could be detected For this reason, 
peak shifts could already be removed from the spectra in the same way as described in 
chapter 3, thus by ignoring peak width variations This allows the removal of peak shifts in a 
model-free way, ι e , without fitting the Raman peaks to a Pearson VII function Spurious 
shifts induced by instrumental imperfections or changing experimental conditions were 
identified by a shift of the dioxane peak at 830 cm 1 This peak could be used as an internal 
reference since its peak characteristics do not change as a result of monomer conversion 
[18] The dioxane peaks in all spectra were fitted to the normalised dioxane peak in one 
spectrum and its first-derivative with respect to ω, as described in chapter 3 The calculated 
peak shifts were applied to the complete series of spectra to remove the spurious peak 
shifts Possible peak width variations were removed by the procedure described in Section 
4 2 2 
4 3 3 PZ.S regression 
PLS regression was used to predict (on-line) Sty and BA conversions from the Raman 
spectra Small sample volumes (approximately 1 ml) were taken from the reaction mixture 
during B1 and B2 (see Section 4 3 1) and their monomer concentrations Sty and BA were 
off-line determined using gas chromatography [18] The spectra of these samples were 
baseline corrected and normalised prior to PLS regression [18] The spectra of B1 with 
known monomer conversions define the training set (model construction), those of B2 the 
test set (model validation) The optimal number of PLS factors for model construction was 
determined using a leave-one-out cross-validation procedure [19] The standard prediction 
error of the test set was calculated without correction, with peak shift correction, and with 
peak shift and peak width correction of the training and test sets of spectra, respectively 
4 3 4 Software and computations 
All calculations were performed in Matlab (The Mathworks, Ine) on a Sun Ultra 10 
workstation Phase, frequency, and line width correction of 100 spectra of 512 data points 
involving 5 iterations took about 35 s Peak shift correction of the 33 Raman spectra took 
about 1 s 
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4.4 Results and Discussion 
4 4 1 Simulated spectra 
Five spectra from the series of 100 simulated spectra varying in phase, in frequency (spectral 
position), and in peak width are shown in Fig 1A The same spectra after phase- and 
frequency-shift correction (Fig 1B) and after additional removal of line width variations (Fig 
1C) are also plotted Obviously, it demonstrates that the spectra have been released from 
phase shifts, frequency shifts, and line width variations, because they are finally described by 
the same Lorentzian peak of constant peak area 
(A) (B) (C) 
ï _ i il Λ_ 
256 256 256 
Figure 1 Illustration of the proposed correction method (A) Five simulated spectra containing a 
Lorentzian peak of constant peak area which may vary in phase (between -45° and 45°) in spectral 
position (peak maximum between the 246th and 266th data point), and in peak width (between 10 and 
20 data points) (B) Same spectra after phase and peak shift correction (C) Same spectra after 
phase, peak shift, and peak width correction 
The quantitative estimation of phase shifts, frequency shifts, and line width deviations in all 
spectra is depicted in Fig 2 It shows that all spectra are accurately aligned in phase and in 
frequency after 5 iterations, and are subsequently released from line width variations 
Moreover, frequency shift corrections far beyond the actual spectral resolution are 
successfully applied peak shifts up to 0 01 data point have been removed with the proposed 
method 
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Figure 2: Performance of the correction procedure on the simulated data set. True (horizontally) 
versus estimated (vertically) phase (A), peak shift (B), and peak width deviation (C) of each spectrum. 
Phases are represented in degrees, peak shifts and peak width deviations in data points. 
Figure 3 shows the PCi up to PCs loading vectors of the series of simulated spectra before 
correction (Fig. 3A), after correction for phase and frequency shifts (Fig. 3B), and after 
correction for additional line width variations (Fig. 3C). 









Figure 3· First six principal components, PCs, of the series of simulated spectra before correction (A), 
after correction of phase and frequency shifts (B), and after correction of phase, frequency shifts, and 
line width deviations (C). 
In Fig. 3A the PCz and higher PC spectra contain the imaginary part of the PCi (PCi,,), the 
derivatives of the PCi and PCi.i with respect to ω and τ, and combinations of these. For 
example, the PC2 resembles the Pd.i, while the PC3 looks like a combination of the PC,,, and 
the first derivative of the P d with respect to ω. These PC2 and higher PC loading spectra 
indicate that phase shifts, frequency shifts, and line width variations are present across the 
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spectral data set, see chapter 3. In Fig. 3B the PC2 and higher PC spectra show signals 
solely due to line width variations throughout the data set. Because the PCi and its 
derivatives with respect to τ are non-orthogonal, these derivatives will not define the PC2 and 
higher PCs [13]. Figure 3C shows that the PC2 and higher PC loading spectra only contain 
noise. This means that all phase shifts, frequency shifts, and line width variations have 
successfully been removed. The remaining amplitude information of each spectrum k is 
preserved by its score on the PCi. 
4.4.2 31P NMR spectra 
Five 31P NMR spectra containing the Pi resonance are plotted before correction (Fig. 4A), 
after correction of phase and frequency shifts (Fig. 4B), and after correction of line width 
variations (Fig. 4C). As can be seen, the Pi peaks are noisy and are poorly defined. 
Nevertheless, successful removal of phase, frequency, and line width differences between 
the spectra is achieved. 
(A) (B) (C) 
Figure 4: Five representative 31P NMR spectra of inorganic phosphate before correction (A), after 
correction of phase and frequency shifts (B), and after correction of phase, frequency shifts, and line 
width deviations (C). 
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4.4.3 Raman spectra 
In Fig. 5A four Raman spectra of the copolymerization of Sty and BA in dioxane are plotted. 
Two of them were measured during experiment B1 (constant reaction temperature) and two 
during B2 (varying reaction temperature). The spectra are normalised to the same peak area 
of the dioxane peak at 830 cm'1. Figure 5A shows that the spectral position of the dioxane 
peak slightly differ in B1 and B2. Although much effort is put into the calibration of the Raman 
instrument, small spectral shifts between in situ measurements still exist after calibration 
(chapter 3). This is a well-known and troublesome phenomenon in Raman spectroscopy. The 
spectra after peak shift correction are plotted in Fig. 5B. It shows that the dioxane peaks are 
all positioned at the same place in the spectrum. Instrumental calibration errors are wiped out 
within one calculation step. Additional dioxane peak changes as a result of temperature 
variations can not be observed in Fig. 5. 
(A) (B) 
800 1000 1200 1400 1600 
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Figure 5: Four normalised Raman spectra of the copolymerization of Sty and BA in dioxane before 
correction (A) and after peak shift correction (B). Two of the spectra originate from experiment B1 
(constant temperature) and two from experiment B2 (variable temperature). Peak shift correction 
means that the spectra are aligned to the same spectral position of the dioxane peak at 830 cm'1. 
Figure 6 shows the PC1-PC2 score plots of the spectra before correction (A) and after 
correction for peak shifts (B). Spectra 1 to 17 were measured during B1, spectra 18 to 33 
during B2. The score plot in Fig. 6A indicate large experiment-to-experiment variations 
between B1 and B2. The PC2 already explains 32% of the total spectral variance in the data 
set. The score plot after peak shift correction, Fig. 6B, shows that the spectra of B2 coincide 
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with those of B1, as it should be. Most of the spectral variance in the data set can now be 
ascribed to the copolymerization process itself. As a result, the performance of PLS for 
predicting monomer conversions (concentrations) from the test spectra has considerably 
been improved. Figure 7 clearly shows that excellent monomer predictions are obtained after 
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Figure 6: PC, versus PC2 score plot of the mean-centred series of Raman spectra of experiments B1 
(1-17) and B2 (18-33). (A) Before peak shift correction and (B) after peak shift correction. Between 
brackets the explained variance of the PCs as a percentage of the total variance in the data set. 
The relative shifts, i.e. with respect to the first spectrum of B1, of the spectra of B1 and B2 
have been determined quantitatively before and after peak shift correction, respectively. 
Before correction, the mean shift of the spectra of B1, μΒ,, is 0.03 cm'1 with a standard 
deviation OB, of 0.03 cm"1, while μβί = -3.67 cm'1 and Oeg = 0.09 cm"1. These quantitative 
determinations indicate that the spectra of B2 are more than two data points shifted from 
those of B1, since the spectra in both experiments B1 and B2 were acquired with a spectral 
resolution of 1.4 cm"1. As demonstrated, these small shifts have a large impact on the 
number of significant principal components (Fig. 6) and on the PLS modelling performance of 
monomer conversions (Fig. 7). In addition, the calculated OB, and OB2 show that the spectral 
shifts within B2 are larger than those within B1. This can be explained by the fact that 
temperature changes cause the spectra to shift to some extent. After peak shift correction 
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this temperature effect is eliminated: all dioxane peaks are aligned in spectral position within 
0.01 cm'1 of each other (μβι = μΒ2 = -0.004 cm"1; OBI = OB2= 0.006 cm"1). 
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Figure 7: Predicted ΒΑ and Sty conversions from the test set of spectra using PLS regression. (A) 
Before peak shift correction and (B) after peak shift correction. The validation spectra were measured 
either below 75 0C (-) or above 77 0C (+). 
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The prediction results plotted in Fig 7B show that monomer prediction from high temperature 
spectra is somewhat underestimated, while prediction from low temperature spectra is a bit 
overestimated Therefore, we selected the carbonyl band at 1730 cm 1 from the corrected 
spectra and analysed the temperature effect on monomer prediction The carbonyl band is 
an important marker for BA conversion and shifts in the spectrum as function of monomer 
conversion With the proposed correction method the various carbonyl bands are aligned to 
the same spectral position After alignment, peak width variations Δτ of the separate carbonyl 
bands could accurately be estimated They are plotted as function of BA conversion in Fig 
8A The calculated shifts Δω, for aligning the carbonyl bands, are plotted as function of BA 
conversion in Fig ΘΒ The circles (o) represent relative peak shifts/widths obtained from 
spectra measured between 75 0C and 77 °C, while minus (-) and plus (+) represent relative 
shifts/widths of spectra measured below 75 0C and above 77 0C, respectively Figure ΘΑ 
demonstrates that the peak width of the carbonyl band in the spectrum slightly increases with 
increasing conversion However, temperature changes do not influence the peak width of the 
carbonyl band Additionally, a nice relationship is found between BA conversion and peak 
position of the carbonyl band, Fig ΘΒ Figure 8 demonstrates the possibility of the novel 
method to detect extremely small peak shift and peak width variations as function of 
monomer conversion and temperature variation This may be a valuable tool in monitoring 
molecular changes during copolymenzation 
A third order polynomial is fitted to the circles in Fig 8B to obtain a shift-conversion curve of 
the carbonyl band at 75-77 °C It shows that spectra measured at lower temperatures lie 
above the curve, while spectra measured at higher temperatures are below that curve 
However, at high conversion, some spectra measured at higher temperatures are located 
above the curve Note, however, that the calculated peak shifts are extremely small, 
especially if one realises that the actual spectral resolution is 1 4 cm 1 At higher conversion 
the spectral intensities are lower and this may affect the estimation of such small peak shifts 
Nevertheless, the calculated curve was used to determine spectral shifts of the carbonyl 
bands at 75-77 °C That is, using this curve, the shifts in high and low temperature spectra 
were transformed to shift values at 75-77 0C The temperature-adjusted shifts were 
subsequently applied to the frequency-aligned carbonyl bands to compensate for shift errors 
induced by temperature variations The spectral region around the carbonyl band was pasted 
back to the Raman spectra and PLS was performed again The final prediction results of BA 
conversion were the same as obtained without correction for temperature changes The 
temperature-induced shifts were obviously too small to be of any importance to model 
prediction The best prediction results were already obtained after peak shift correction with 
respect to the reference dioxane peak at 830 cm ' The small prediction differences between 
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low and high temperature spectra may be explained by the fact that the signal loss due to the 
rise of temperature is not the same for the dioxane band at 830 cm'1 as for the carbonyl band 
at 1730 cm"' [20]. However, because this temperature effect is very small, it can be stated 
that temperature fluctuations of ±10 0C have hardly any impact on the PLS prediction of 
monomer conversion if the dioxane peak is used as an internal standard. 
Carbonyl band 
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Figure 8 (A) Estimated peak width variations of the carbonyl band across the series of Raman 
spectra. (B) Applied peak shifts for aligning the carbonyl bands across the series of spectra in spectral 
position. The spectra were measured either between 75 and 77 °C (o), below 75 °C (-) or above 77 0C 
(+). The solid line is fitted through the circles (o). 
Only very little peak broadening was observed in the series of Raman spectra. However, to 
show the effect of peak broadening on multivariate calibration, the carbonyl band in 5 
arbitrary chosen spectra of the test set was artificially broadened. Peak broadening was 
accomplished by a moving window that replaces the central point in the window with the 
average value of all data points within the window. Respectively, windows of 3,5,7,9, and 11 
data points were used to obtain peaks with different peak widths. Table 1 shows the 
simulated peak width variations and its impact on the PLS prediction of BA conversions. 
From Table 1, it can be concluded that elimination of unwanted peak width variations 
enhances the ability of PLS to predict monomer conversions. 
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Table 1 Prediction error of BA conversion as function of peak broadening (Δτ) of the 






















444 Potential use 
The method as presented in this paper is limited to the modelling of isolated peaks However, 
the proposed method can also be applied to overlapping peaks Each spectrum of 
overlapping peaks will then be fitted to two or more reference peaks which may each vary in 
phase, in frequency, and in peak width 
4.5 Conclusions 
In this paper, a novel method has been introduced for the fast identification and removal of 
phase shifts, peak shifts, and peak width variations in spectral data sets These spectral 
variations are simultaneously determined in each spectrum using multiple linear regression 
They are removed in two successive steps First, phase and peak shifts are removed from 
the spectra Then peak width variations are eliminated from the phase- and frequency-
adjusted spectra Phase shifts, peak shifts, and peak width variations were successfully 
removed from noisy and poorly defined NMR peaks In addition, small peak shifts (even 
smaller than the actual spectral resolution) and simulated peak width variations in Raman 
spectra of the solution copolymenzation of styrene and butyl acrylate could be removed The 
removal of these spectral disturbances considerably improved the ability of PLS to predict 
monomer conversions from the Raman spectra The correction procedure appears to be a 
promising data pre-processing technique in multivariate calibration of spectra before and 
during measurement phase In addition, the novel method is a valuable tool for monitoring 
molecular changes during copolymenzation by assessing on-line small peak shifts and peak 
width variations in the spectra 
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Consider the case where f is a function of two variables ί=ί(ω,τ) A two-dimensional Taylor 
series for f (ω + Δω,Το + Δτ} can be written as 
/(ω+Δω,τ„+ΔΓ) = /(ω,τ„+Δτ) + Δω/ω(ω,τ„+Δτ) + —-/ ω ύ ) (ω,τ„+ΔΓ) + 
(Α) (Β) (C) 
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Reorganising Eq (A1) yields 
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ƒ (ω+Αω,τ0 +Ατ) = ƒ (ω,τ0)+ Δω /ω(ω,τ0 ) + Ατ /Τ(ω,τη ) + ^ - ΐ^ω,τ» ) 
+ ^ - ίττ(ω,τ0)+ ΑωΑτ /ωτ(ω,τυ) + , (A3) 
where the third and higher order terms are ignored Substitution of Eq (A2) in Eq (A3) 
results in 
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Chapter 5 
Discrimination between tumor tissue and normal brain 
tissue in multispectral magnetic resonance images 
Summary 
Tissue boundaries between normal brain tissue and tumor often appear diffuse in MR 
images. Automated tumor volume estimation is usually based on a training set of pixels. 
These pixels are selected by an operator, and result in different volume estimations if 
different operators select training pixels. In this paper an alternative method is presented for 
a fast and objective separation of tumor tissue from normal brain tissue. The method is 
based on a standardized region-of-interest, which minimizes operator variations. The method 
performance is tested on a multispectral image consisting of a proton-density weighted, a T1-
weighted, a T2-weighted, a Gd-enhanced T1-weighted, and a relative regional cerebral blood 
volume (rCBV) image. First, using principal component analysis, tumor tissue is 
discriminated from normal brain tissue without the subjective selection of a representative 
subset of tumor pixels. Then, using linear discriminant analysis, normal brain tissue is divided 
into white matter, gray matter, and cerebrospinal fluid, while necrotic tissue is outlined in the 
rCBV image. The segmented image may be used in the INTERPRET project as a base 
image for MR spectroscopy of brain tumors. 
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5.1 Introduction 
Image segmentation means dividing an image into regions (segments) of different tissue 
types. Multivariate or multispectral MR image segmentation is based on a series of MR 
images of one tissue slice. This technique has been introduced by Vannier et al. [1]. They 
combined the T1-weighted, T2-weighted, and proton-density (PD) weighted images of one 
anatomical slice through the human brain to identify tissue volumes of gray matter (GM), 
white matter (WM), and cerebrospinal fluid (CSF). The combination of these images 
improves the MR characterization of the different tissue types because PD, T1 and T2 are 
tissue specific [2]. Multispectral segmentation techniques have been proposed for volume 
estimation of normal brain tissues [3-5], brain tumors [6-10], and multiple sclerosis lesions 
[11,12]. 
Image segmentation of brain tumors is important to establish diagnosis and evaluate 
treatment of disease. The segmentation of brain tumors based on T1-weighted, T2-weighted, 
PD-weighted, and Gadolinium-enhanced MR images [13] is, however, extremely difficult: the 
intensity ranges of viable tumor, necrosis, and edema strongly overlap in these images [6]. 
Recent advances in MR imaging have brought new imaging techniques for improving brain 
tumor segmentation. Among the more promising ones is magnetic resonance spectroscopic 
imaging (MRSI) [14]. MRSI produces MR spectra from large voxels, i.e with respect to the 
voxel dimensions in MRI, showing levels of some metabolites like N-acetyl aspartate (NAA), 
choline (Cho), and creatine (Cr). Also, diffusion imaging [15] and regional cerebral blood 
volume (rCBV) imaging [16] are possible techniques to improve tumor segmentation. Nelson 
et al. [16] reviewed the use of these MR techniques in brain tumor tissue characterization. 
They demonstrated that the MR spectra of necrosis, viable tumor, and normal brain tissue 
show clear differences. Moreover, they (and also other groups [17-20]) showed that the 
levels of NAA, Cho, and Cr differ between GM and WM. Therefore, to achieve a better 
interpretation of the spectra, the MR spectra need to be compensated for the different tissue 
type fractions present in the spectroscopic voxels. The combination of MRI (morphological 
and functional information) and MRSI (biochemical information) may improve the success of 
non-invasive MR examinations of brain tumor patients. 
An important aspect to consider in the interpretation of MR spectra is that necrotic tissue may 
distort the MR spectrum of normal and abnormal brain tissue because it shows a strong lipid 
peak confounding with particularly the NAA peak. The delineation of necrotic tissue helps the 
operator in selecting spectroscopic voxels of tumor tissue without the inclusion of necrotic 
tissue. This may improve the ability to characterize the presence of viable brain tumor tissue. 
Therefore, a proper segmentation model is desired that automatically delineates regions of 
WM, GM, CSF, and necrotic tissue in MR images. In addition, a common problem in image 
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segmentation is the ambiguities in training pixel selection, especially when tumor tissue is 
involved [7-10] Image segmentation should be performed in an objective way, ι e , as 
independent as possible of a human interpreter 
In this rational, a segmentation method is presented which discriminates tumor tissue from 
normal brain parenchyma (including WM, GM, and CSF) in the MR image without the 
subjective selection of tumor pixels The isolated normal brain parenchyma is subsequently 
segmented into WM, GM, and CSF, while necrotic tissue is identified in the tumor region 
This study is a preparatory study of an EU-project called INTERPRET [21] In the 
INTERPRET program the aim is to diagnose brain tumors based on MR spectroscopy 
5.2 Materials and methods 
5 2 1 Measurements 
A 1 5 Tesla Siemens Vision MR whole body system was utilized to acquire a multispectral 
image of a 5 mm thick anatomical slice through the tumor region of a brain tumor patient 
The multispectral image consists of a proton-density (PD) weighted image, a T1-weighted 
image, a T2-weighted image, a Gd-enhanced T1-weighted image, and a relative regional 
cerebral blood volume (rCVB) image The T1 -weighted image was obtained using a standard 
spin echo (SE) sequence (TR=527, TE=14 ms) The PD-weighted (TR=3000, TE=20 ms) 
and T2-weighted (TR=3000, TE=120 ms) images were acquired in a dual SE acquisition 
After bolus injection of 15 ml Gd-DTPA contrast agent a series of 72 images were acquired 
at a 1 2 s repetition rate using a turbo FLASH sequence (TR=8 5 ms, TE=80 ms, flip 
angle=10o) The relative regional cerebral blood volume (rCBV) map was calculated from the 
series of images by calculation of the area under the curve of the signal intensity time curves 
on a 3x3-pixel basis [22,23] Only the part of the time curves from the start of the bolus 
passage to the maximum signal decrease was considered to avoid contribution from 
recirculation of the contrast agent The Gd-enhanced T1-weighted image was measured 2 
minutes after Gd-DTPA administration using a SE sequence (TR=600, TE=14 ms) The 
images were processed on a Sparc workstation using the Matlab software operating in a 
UNIX environment A self-implemented graphical user interface enabled the user to perform 
easily the subsequent image processing steps described in the next sections 
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PD-weighted T2-weighted 
T1-weighted 
Gd-enhanced T1-weighted rCBV 
Figure 1: Multivariate or multispectral image of a brain tumor consisting of a proton-density (PD) 
weighted, a T2-weighted, a T1-weighted, a Gadolinium-enhanced TI-weighted, and a calculated 
relative regional cerebral blood volume (rCBV) image. 
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5 2 2 Image pre-processing 
Image registration or image matching was performed with the cross-correlation method [24] 
to compensate for patient movement between different pulse sequences during the MRI 
examination After image registration, nonbram material (skull tissue and air) had been 
removed from the images using the method described in [25] RF mhomogeneity correction 
was not performed in this study because the images did not show severe nonumformities 
5 2 3 Image segmentation 
The pre-processed PD-, T1-, and T2-weighted MR images, the Gd-enhanced T1-weighted 
MR image, and the rCBV map define a multivariate image Multivariate image segmentation 
is performed in two steps The first step involves the separation of tumor tissue from normal 
brain parenchyma using the PD-weighted, T1-weighted, T2-weighted, and Gd-enhanced T1-
weighted MR images The second step involves the segmentation of normal brain 
parenchyma into WM, GM, and CSF using the PD-, T1-, and T2-weighted images Necrotic 
tissue is identified in the calculated rCBV image 
Step 1 Separation of tumor tissue from normal brain tissue 
Principal component analysis (PCA) is applied to the stack of pre-processed PD-weighted, 
T1-weighted, T2-weighted, and Gd-enhanced T1-weighted images to isolate tumor tissue 
from normal brain tissue With PCA the original 4-D feature space is mapped to a new 3-D 
PCA feature space with a minimal loss of global information [26] (see also Chapter 1, Section 
1 5 5) The feature space defined by the PC1, PC2, and PC3 feature images excludes 
random image noise from the segmentation procedure An operator places a region-of-
mterest (ROI) in one of the MR images (PD-weighted, T1-weighted, or T2-weighted) 
containing WM, GM, and CSF The positions of the selected pixels within this region in the 
corresponding PCA feature space are stored Subsequently, pixels outside the ROI with the 
same stored positions in the PCA feature are removed, as well as those inside the ROI In 
this way, within a few seconds, pixel vectors similar to those in the ROI are automatically 
removed, while dissimilar (tumor) pixel vectors are unaffected The segmentation procedure 
starts with a pixel resolution in the PCA feature space of 128x128x128 (ι e , the pixel 
intensities in each of the PC1, PC2, and PC3 feature images are scaled between 1 and 128) 
Then, the resolution is gradually scaled down until all normal brain pixels scattered across 
the image have been removed 
Sfep 2 Segmentation of normal brain parenchyma and necrotic tissue 
An operator selects representative pixels of WM, GM, and CSF in the separated normal brain 
parenchyma Based on these pixels, a classification model is calculated using linear 
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discriminant analysis (LDA) [27]. The classification model, in turn, assigns each unknown 
pixel in the normal brain parenchyma to GM, WM, or CSF. The Euclidean distance measure 
is used to classify the pixels. 
The identification of necrotic tissue is based on the rCBV image. Suspected regions of 
necrosis (low rCBV [16]) are manually selected in the rCBV image. 
The segmented regions of WM, GM, CSF, and necrosis are finally combined to generate a 
tissue map of the multispectral image. The unassigned pixels in the tumor region are defined 
as tumor tissue. 
5.3 Results 
The multispectral image used in this study is shown in Fig. 1. The principle of the proposed 
segmentation method is illustrated in Fig. 2, using the right hemisphere as ROI. Fig. 2A 
shows the PD-weighted image of pixels that do not coincide in the calculated 3-D PCA 
feature space with one or more selected pixels in the right hemisphere. It clearly shows that 
some pixels of normal brain tissue are still present in the left hemisphere. Therefore, the 
resolution in the PCA feature space is lowered to 80x80x80 (Fig. 2B) and 40x40x40 (Fig. 2C) 
to remove these pixels. The remaining pixels are, apart from tumor pixels, pixels from blood 
vessels, skull tissue, and CSF. 
(A) (B) (C) 
Figure 2: PD-weighted image showing the pixels dissimilar to those in the ROI, i.e., the right 
hemisphere. The pixel-intensity resolution in the 3-D RCA feature space of 128x128x128 in (A) was 
scaled down to 80x80x80 (B) and to 40x40x40 (C). 
Figure 2C shows that a substantial part of the tumor has been separated from normal brain 
parenchyma. Because the MRI characteristics of edema and CSF are rather similar, 
probably some edema has been removed during this procedure and will erroneously be 
classified as CSF in the next segmentation step. Also has some necrotic tissue been 
5.3 Results 103 
removed from the image. However, this will not affect the segmentation of necrotic regions 
because necrosis is Identified afterwards in the rCBV image. 
The advantage of the proposed method for tumor segmentation is that different ROIs, 
defined by different operators, hardly have any impact on tumor volume estimation. This is 
illustrated in Fig. 3 in which the same segmentation procedure Is performed on the same 
multispectral image with a different ROI, i.e., the upper part of the brain. 
(A) (B) (C) 
Figure 3: PD-weighted image showing the pixels dissimilar to those in the ROI, i.e., the upper half of 
the brain image. The pixel-intensity resolution In the 3-D PCA feature space of 128x128x128 in (A) 
was scaled down to 80x80x80 (B) and to 40x40x40 (C). 
After discrimination between tumor tissue and normal brain tissue, the normal tissue region 
was segmented into regions of WM, GM, and CSF. Subsequently, necrotic tissue was 
manually segmented in the rCBV image. The segmentation of the complete multispectral 
image Is shown In Fig. 4. 
Figure 4: Segmentation of the multispectral image plotted in Fig. 1. Going from light gray to dark gray 
the color-coded tissue classes are: necrosis, tumor, CSF, GM, and WM. 
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5.4 Discussion 
The two-step segmentation procedure described in this paper produces a tissue map of the 
multispectral image showing regions of WM, GM, CSF, tumor tissue, and necrosis. The 
discrimination between tumor tissue and normal brain parenchyma, the first step in the 
segmentation procedure, is under the control of the user. In this procedure, the resolution of 
the 3-D PCA feature space serves as a fine-tune parameter to enable separation between 
tumor and normal brain parenchyma. That is, the resolution is scaled down until all normal 
brain tissue pixels across the image have been removed. Slight changes in feature space 
resolution have little or no effect on the tissue segmentation. 
The segmentation of normal brain parenchyma into WM, GM, and CSF depends on the 
subjective selection of training pixels. The effect of subjective training data on the 
segmentation performance of LDA has already been described in [28]. It reports tissue 
volume reproducibility of 89.3%, 92.3%, and 93.0% for GM, WM, and CSF, respectively. The 
rCBV images were visually examined, and possible regions of necrosis were manually 
segmented. The manually segmented rCBV images were treated as a gold standard. The 
accuracy of the method for image segmentation of brain tumors will be clear when the 
calculated tissue map is combined with spectroscopic measurements. This will be done in 
the INTERPRET project. 
5.5 Conclusions 
A multispectral segmentation method is presented for the segmentation of brain tumors. The 
method avoids the subjective selection of tumor pixels. This offers the possibility to the user 
to determine tissue boundaries between tumor tissue and normal brain tissue in an objective 
way. Furthermore, regions of WM, GM, CSF, necrosis and tumor tissue were outlined in the 
multispectral image using PCA and LDA. The delineation of these tissue regions will help the 
user to interpret MR spectra of brain tumors. 
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Chapter 6 
Recognition of brain tumors in multispectral magnetic 
resonance images using principal component and linear 
discriminant analysis 
Summary 
A novel method is presented for the analysis of multispectral images of various brain tumor 
patients This method makes the simultaneous analysis of multispectral images possible A 
number of multispectral images of various patients are mapped onto a common low 
dimensional feature space Similar multispectral images are clustered, while dissimilar 
multispectral images are scattered in the new feature space The method can be applied in 
an unsupervised way, by using principal component analysis (PCA), or in a supervised way, 
by using linear discriminant analysis (LDA) In case of supervised pattern recognition, a 
training set of tumor-labeled images is required Both versions of the proposed method have 
been applied to multispectral images of 12 patients with different brain tumors Each 
multispectral image consists of a T1-weighted MR image, a T2-weighted MR image, a 
proton-density weighted MR image, a gadolinium-enhanced T1-weighted MR image, and a 
calculated relative regional cerebral blood volume (rCBV) map For each patient two image 
regions were selected containing normal (healthy) brain and tumor tissue, respectively Both 
PCA and LDA allow discrimination between healthy and tumor regions on the image 
Moreover, LDA allows discrimination between oligodendrogliomas and astrocytomas 
However, the LDA method is partially capable of recognizing the tumor identity in unknown 
multispectral images 
This chapter is submitted for publication as H Witjes, M Rijpkema, M van der Graaf, W J 
Meissen, A Heerschap, and L.M C Buydens, MAGMA 
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6.1 Introduction 
MR image segmentation of brain tumors is important to establish diagnosis and evaluate 
treatment of the disease Segmentation algorithms are often used in clinical practice to 
support the radiologist in tissue segmentation Different tissue types are pixel-wise identified 
in an automated way Multispectral segmentation algorithms are increasingly used for brain 
image segmentation [1-7] They combine a series of MR images of one anatomical slice to 
improve the MR characterization of the different tissue types In this procedure each pixel is 
characterized by a feature vector that contains the pixel values in the MR images of this 
series Once trained, multispectral segmentation methods assign each feature vector in the 
high-dimensional feature space to a certain tissue type, or to a mixture of two or more tissue 
types The standard T1-, T2-, and proton-density (PD) weighted MR images are usually 
combined for a segmentation of major normal brain tissue types such as white matter, gray 
matter, and cerebrospinal fluid The segmentation of brain tumors based on the standard 
images is difficult Therefore, gadolinium (Gd)-enhanced MR images and relative regional 
cerebral blood volume (rCBV) images are added to these images to improve the delineation 
of brain tumors, e g , the differentiation between viable tumor and necrosis [8] 
So far, multispectral image analysis techniques have focussed on the serial analysis of 
individual multispectral images of patients If the number of patients in the database 
expands, the comparison of multispectral images of different patients comes into play In this 
respect, it would be interesting to project multispectral images of different patients onto a 
visible feature space Ideally, multispectral image data of patients with different tumor types 
(and grade) have different locations in the calculated feature space It would help the 
radiologist in clinical decision making if the data of patients with different tumor types (and 
grade) are really separated Moreover, treatment efficiency could be assessed by comparing 
the locations of patient data in this space before and after treatment However, for these 
purposes, a simple and effective measure of similarity between multispectral images of 
different patients is a prerequisite 
In this paper a new multispectral image analysis method is presented which is able to 
combine multispectral images of various patients within one data matrix to enable tumor 
recognition in an individual patient A new feature space representation is calculated on 
which the data of the different patients in the data matrix are projected without any subjective 
operator input The similarities and dissimilarities between multispectral images of various 
patients are visualized in a single plot Moreover, if separation between multispectral images 
of patients with different tumors is achieved, then the method will automatically highlight the 
pixels (feature vectors) responsible for the separation These pixels can be used as training 
pixels for a more reliable and objective segmentation of brain tumors The novel method is 
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inspired by the use of principal component analysis (PCA) and linear discriminant analysis 
(LDA) in facial image recognition [9,10] 
The application being studied in this paper is the use of multispectral MR images for the 
recognition of brain tumors Each multispectral image is composed of a PD-weighted image, 
a T1-weighted image, a T2-weighted image, a TI-weighted image after Gd-DTPA 
administration, and a rCBV image calculated from a T2*-weighted time series of Gd-
enhanced images Two region-of-mterests (ROIs) have been selected in the image domain 
of each patient containing normal brain tissue (defining the "healthy" class) and tumor tissue 
(defining the "tumor" class), respectively The selected image regions are not directly suitable 
for image recognition because they may originate from different tissue regions Therefore, 
PCA has been applied to generate two-dimensional (2-D) PCA feature spaces of each 
multispectral image region These 2-D feature spaces are defined on a common base and 
can be used for image (ι e , feature space) recognition [11] Subsequently, PCA and LDA 
have been applied to the series of PCA feature spaces to distinguish tumorous from healthy 
labelled image regions In case that LDA is used, the class label of the image regions is 
explicitly incorporated during the construction of the pattern recognition model 
6.2 Theory 
6 2 1 Principal Component Analysis 
PCA uses a linear combination of MR images of one anatomical slice to generate a new set 
of orthogonal abstract, ι e non-physical, images In these so-called PCA feature images the 
total image contrast information is condensed into the first few PCA feature images [12-14] 
The two-dimensional (2-D) PCA feature space defined by the first and second PCA feature 
images contains more contrast information than can be achieved by any combination of two 
measured MR images, it represents most of the image contrast information as possible in a 
linear 2-D subspace 
To facilitate the PCA analysis, each image X, of η pixels is unfolded to a column vector of 
dimension η A set of k unfolded images define the data matrix X of matrix size nxk The 
(unfolded) PCA feature image t, is the Ah eigenvector of the total scatter matrix Si0i 
S,„, = Σ ( Χ . - Μ ) ( χ , - M ) T (6 1) 
Where M is the mean image This can be rewritten as S = UUT, where U = [Ui U2 Uk], and 
U, = X, - M In multispectral image analysis the number of images k is much smaller than the 
image dimension η Therefore, the eigenvectors, p, of the smaller kxk matrix UTU are 
calculated This means that iTlIp, = λ,ρ,, with λ, the eigenvalue of p, Multiplying by U gives 
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UUUp, = λ,ΙΙρ, Then t, = Up, is the eigenvector of S = UUT with eigenvalue λ, The 
eigenvector or loading vector p, gives the projection of U onto t, [10] 
6 2 2 Linear Discriminant Analysis using training images 
LDA is usually based on a training set of pixels, feature vectors, defining the tissue types of 
interest It performs a linear transformation of the measured images to generate a set of LDA 
feature images in which the image contrast between the tissue types defined in the training 
set is optimal [15,16] Briefly, LDA maximizes the ratio of the between-class scatter matrix SB 
to the within-class scatter matrix Sw of the classes defined in the training set 
SßW, = λ , 8 λ ν Λ ν , i = l,2,...,r. (62) 
where w, is the set of r generalized eigenvectors of SB and Sw corresponding to the r 
generalized eigenvalues λ,, and r = c-1 with c the number of classes Because the number of 
training pixels is larger than the dimension k (number of images) of each training pixel, the 
generalized eigenvectors (discriminant lines) w, can directly be computed from the 
generalized eigensystem given in Eq (6 2) 
In this application study, however, LDA is based on a training set of labeled images X, of 
different classes Sw and SB are defined as 
δ
λ ν = Σ Σ (
χ
) -
Μ ) ( χ . - Μ ) Τ · (6 3a) 
SB=Xn,(M,-M)(M - M )
T , (6 3b) 
ι 1 
with c the number of classes, k, the number of training images for class ι, M, the mean image 
of class ι, and M the mean image of all training images The problem with training images is 
that the nxn matrix Sw is always singular In other words, the number of training images k is 
much smaller than the dimension η of each image The solution to this problem is to project 
the images onto a lower PCA feature space 
Z = ( T * ) T X , (64) 
with (T*)T an mxn matrix containing the first m PCA feature images The above mapping 
represents a linear projection from n-dimensional space to m-dimensional space The 
images [Χι X2 Χκ] are projected to a corresponding set of images [Zi Z2 Ζ*] 
Subsequently, the generalized eigenvectors Wz,, of the smaller mxm matrices SB and Sw of Z, 
SB,Z and Sw ζ a r e calculated using 
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S B , Z W Z , ^ . S w . z W z , i = l,2,...,r. (65) 
The projections of X onto the LDA feature images m F are obtained by 
L = F T X = W T (T*)T X , (6 6) 
where T* is the projection matrix from the image space to the PCA feature space, and W = 
[wzi Wz2 wZr] is the projection matrix from the PCA feature space to the LDA feature 
space [10] For s training samples, c-1 < m < s-c 
6.3 Materials and methods 
6 3 1 Measurements 
Twelve patients with histologically proven brain tumors (6 oligodendrogliomas (o), 2 
astrocytomas (a), 2 oligodendroglioma/astrocytoma (oa) mixed tumors, 1 glioblastoma 
multiforme (gbm), and 1 meningioma (m)) were studied MR imaging was performed on a 1 5 
Tesia Siemens Vision MR whole body system From each patient a multispectral image of a 
5 mm anatomical slice through the tumor was acquired, consisting of a proton-density (PD) 
weighted image, a T1-weigthed image, a T2-weighted image, a T1-weighted image after Gd-
DTPA administration, and a relative regional cerebral blood volume (rCVB) image calculated 
from a T2*-weighted time series of Gd-enhanced images The T1-weighted image was 
obtained using a conventional spin echo (SE) sequence (TR=527, TE=14 ms) The PD-
weighted (TR=3000, TE=20 ms) and T2-weighted (TR=3000, TE=120 ms) images were 
acquired simultaneously in a dual SE measurement After bolus injection of 15 ml Gd-DTPA 
dynamic perfusion data was acquired using a turbo FLASH sequence (TR=8 5, TE=80 ms, 
flip angle 10°) for 1 20 minutes with a 1 2 seconds temporal resolution T1-weighted Gd-
enhanced images were measured 2 minutes after Gd-DTPA injection using a SE sequence 
(TR=600, TE=14 ms) The rCBV maps were generated by calculation of the area under the 
curve of the signal intensity curves [17,18] To avoid contribution from recirculation of the 
contrast agent, only the part of the curves from the start of the bolus passage to the 
maximum signal decrease was considered rCBV was calculated on a 3x3-pixel basis The 
images were processed on a Sparc workstation using the Matlab software operating in a 
UNIX environment A self-implemented graphical user interface enabled the user to perform 
easily the subsequent image processing steps described in the next sections 
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6.3.2 Pre-processing of images 
Image registration or image matching was performed to compensate for patient movement 
between different pulse sequences during one MRI examination. A shift between two 
misregistrated images was determined by maximizing their cross-product value [19]. After 
image registration, skull tissue and air were removed from the images using the method 
described in [20]. After these pre-processing steps the images were suitable for further 
analysis. RF inhomogeneity correction was not performed in this study because the images 
did not show severe nonuniformities. The five pre-processed MR images of one patient with 
a glioblastoma multiforme are shown in Fig. 1. 
PDW T2W T1W 
Gd-enhancedT1W rCBV 
Figure 1: Proton-density weighted (PDW), T2-weighted (T2W), T1-weighted (T1W), Gd-enhanced 
T1W MR images, and rCBV map of one anatomical slice through the human brain of a patient with a 
glioblastoma multiforme (gbm). Skull tissue and air have been removed semiautomaticlly using the 
method described in [20]. 
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6 3 3 Preparation of data set 
After image pre-processing, multispectral images of 12 different brain tumor patients 
(patients l-XII) were assembled, each containing the five types of MR images mentioned 
above In each patient, using the five MR images, two image regions (classes) were selected 
containing normal tissue (healthy label) and tumor tissue (tumor label), respectively The 
mean intensity of the healthy-labeled image region was subtracted from both healthy- and 
tumor-type labeled image regions to compensate to some extent for image intensity 
variations between patients The tumor-type labeled image regions may also contain some 
normal tissue A total of 24 labeled image regions (12 healthy, 12 tumor) of different image 
size defined the 24 multispectral subimages Each subimage was unfolded to a vector by 
concatenating the rows of the subimage Next, the unfolded multispectral subimages were 
joined together, resulting in large PD-weighted, T1-weighted, T2-weighted, Gd-enhanced T1-
weighted, and rCBV image vectors These image vectors represent the five column vectors 
of a large data matrix Each row in the constructed matrix represented the feature vector of 
one selected pixel The preparation of the data set is visualized in Fig 2 
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Figure 2: Unfolding of the 24 selected PDW, T2W, T1W, Gd-enhanced T1W, and rCBV image regions 
into large image vectors. 
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6 3 4 Feature space representation 
PCA was applied to the prepared data matrix The column vectors were each autoscaled 
(that is, first mean-centered, and then divided by its standard deviation) to perform PCA In 
this way, each column vector contributes with an equal weight PCA generated five new 
image vectors, PC1 to PC5, exhibiting decreasing pixel intensity variations with increasing 
PC number The pixel intensities in each of the PC1 and PC2 vectors were scaled between 1 
and 256 Subsequently, the PC1 and PC2 vectors were folded into 24 PC1 and 24 PC2 
feature images of the selected image regions Finally, for each pixel in a selected image 
region the intensity in the PC1 image was plotted versus the intensity in the PC2 image This 
resulted in 24 PCA feature spaces, each containing multispectral image information of a 
selected image (tissue) region The 24 PCA feature spaces are defined on a common base 
and can therefore be used for image recognition They are treated as images and define a 
new multivariate or multispectral image The construction of the new multivariate image 
suitable for image recognition is shown in Fig 3 
6 3 5 Multispectral image recognition using PCA and LDA 
The new multispectral image, consisting of 24 images of healthy and tumor-type labeled PCA 
feature spaces, was unfolded into a 65536x24 working data matrix The first study was the 
application of PCA and LDA to this data matrix LDA was based on two classes of training 
images healthy class (h) and tumor class (including o, a, m, oa, and gbm) The PCA and 
LDA loading plots disclosed similarities between different tissue regions The calculated LDA 
feature image showed which regions in the PCA feature space were responsible for class 
separation These regions correspond to different pixel locations in the images of the 
selected tissue regions By back transformation from the PCA feature space to the image 
space these pixel locations were highlighted A second study was performed to distinguish 
oligodendrogliomas (o) from astrocytomas (a) A two-class LDA model was calculated based 
on the 6 oligodendroglioma and 2 astrocytoma image regions available A leave-one-out 
cross-validation procedure was performed to validate to some extent the LDA recognition 
model That is, one of the 6 oligodendrogliomas was excluded from the training set of 
images Then, the LDA model based on the remaining 5 oligodendrogliomas and 2 
astrocytomas was calculated Finally, the excluded test image was assigned to one of the 
two tumor classes with the nearest class center in the LDA feature space This procedure 
was repeated until all oligodendrogliomas were once excluded and predicted 
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PD TI T2 Gd-TI rCBV 
PCI PC2 PC3 PC4 PC5 
Figure 3: Construction of the PC1-PC2 feature spaces of the 24 selected image regions 
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6.4 Results 
The five different MR images obtained of a patient are depicted in Fig. 1. On the T1-
weighted, T2-weighted, and PD-weighted MR images white matter, gray matter, and 
cerebrospinal fluid can be distinguished. Abnormal MRI appearance due to tumor growth can 
also be observed in these images. Proper segmentation of viable tumor tissue, necrosis and 
edema is difficult. To some extent this becomes possible by obtaining both Gd-enhanced MR 
images and rCBV maps. Figures 2 and 3 show the preparation of the working data set as 
described in the Materials and methods Section. The working data set represents a 
multivariate image consisting of PCA feature spaces of the different healthy and tumor-type 
labeled image regions. The PCA feature spaces are defined by the PC1 and PC2 feature 
images, which together explain 66% of the total multispectral image contrast variance. Other 
combinations of two PC images for defining the feature space gave similar or worse results 
in the further analysis. 
PCA has been applied to the above multivariate image for the recognition of the different 
image regions. The PCA loading plot defined by the first and second PCs is shown in Fig. 4. 
On one hand, the healthy-labeled image regions are fairly well separated from tumor-type 
labeled image regions. On the other hand, discrimination among tumor types cannot be 
made by using PCA. Comparable or worse separations are obtained if higher PCs are used 
for the loading plot. 
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Figure 4: PCA loading plot of the healthy (h) and tumor-type (o, a, m, oa, gbm) labeled image regions. 
Between brackets the captured variance of the PCs as a percentage of the total variance. 
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LDA has been applied to improve separation between healthy and tumor regions by using 
the class label of each image region Because only two classes, ι e, healthy class (h) and 
tumor class (including o, a, m, oa, and gbm) were defined, LDA produced one feature image 
The LDA loading vector in Fig 5 shows that the healthy image regions are clearly 
discriminated from the tumor ones Obviously, this demonstrates the advantage of using 
class-specific information for class separation The different tumor types are not 
differentiated now because they were put into one training class 
oaanu a gtaoa ο a h h Hi Iti ItiKn h h 
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Figure 5 LDA loading plot of the 24 healthy and tumor type labeled image regions The results were 
based on a two-class LDA model healthy class (h) and tumor class (including ο a m oa and gbm) 
The calculated LDA feature image is shown in Fig 6A The pixels in the LDA feature image 
with high pixel intensities are responsible for the class separation In Fig 6B the pixel 
locations corresponding to the 100 pixels with highest pixel intensity in the LDA feature 
image are highlighted in the image of one patient It shows more highlighted pixels in the 
healthy image region than in the tumor image region This was found for all patients in the 
data set This phenomenon can be explained by the fact that the MRI characteristics of the 
healthy image regions are more similar than those of the different tumor image regions 
Therefore, more tissue-class specific pixels enabling class separation are found in healthy 
MR image regions 
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PCI PCI 
Figure 6: (A) LDA feature image of the series of 24 PC1-PC2 feature spaces of the image regions 
selected. (B) Highlighted pixel locations in the image domain of one patient, which correspond with the 
100 highest pixel intensities in the LDA feature image in (A). The pixels on the right originate form the 
healthy region, those on the left from the tumor region. 
Of greater clinical importance is a possible discrimination between two or more different 
tumor types. Therefore, a second LDA study has been performed with the aim to distinguish 
oligodendrogliomas from astrocytomas. Again one LDA loading vector is obtained which 
shows the optimal discrimination between the two tumor types in a linear 1-D subspace. Fig. 
7A. In this figure, also the 2 oligodendroglioma/astrocytoma mixed tumors are plotted. A PCA 
loading plot of the 10 tumor regions is shown in Fig. 7B. Figure 7 shows that only with LDA 
the oligodendroglioma and astrocytoma tumors are clearly separated. Besides, the LDA 
loading plot shows that one of the mixed tumors is located in between the two classes, while 
the other is located within the oligodendrogliomas. With leave-one-out cross-validation 4 of 
the 6 oligodendrogliomas have correctly been classified. These validation results indicate 
that the MRI appearances of the oligodendroglioma class vary strongly. The number of 
oligodendroglioma patients included in the training set is obviously too small to account for all 
possible MRI features of oligodendrogliomas. As a consequence, given the limited amount of 
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available data, no guarantee about the tumor specificity of the selected pixels in the image 
regions responsible for the class separation can be given. 
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Figure 7: (A) LDA loading plot of the 6 oligodendrogliomas (o), 2 astrocytomas (a) and 2 
oligodendroglioma/astrocytoma (oa) mixed tumors. Two classes were currently defined: 
oligodendroglioma and astrocytoma. (B) PC1-PC2 feature space of the 6 oligodendrogliomas, 2 
astrocytomas, and 2 oligodendroglioma/astrocytoma mixed tumors. 
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6.5 Discussion 
In this work the feasibility of brain tumor recognition in individual patients based on 
combining multispectral MR images of different patients has been investigated. The idea is to 
work with PC1-PC2 feature spaces of the different multispectral images, because they are 
defined on a common base. They comprise a new multivariate or multispectral image 
suitable for explorative image analysis. In fact, any linear as well as non-linear pattern 
recognition method (PCA, LDA, neural networks, etc.) can now be applied to the new 
multispectral image to compare image data sets of different patients. 
Currently, the ability of PCA and LDA to discriminate between differently labeled 
multispectral MRI images has been studied. The results have shown that better separations 
between training images of different classes could be achieved using LDA. This was also 
observed in facial image recognition studies [9,10]. In these studies it is emphasized that 
LDA is tuned to the labeling scheme of the multispectral images: it maximizes the ratio of the 
between-class and within-class scatter. PCA maximizes the total scatter across all classes, 
i.e., including the between-class, and is therefore not optimal for discrimination purposes. 
The current LDA studies have shown that it is possible to discriminate automatically between 
multispectral MR images of healthy and tumor tissue classes, as well as between two 
different tumor classes. However, the selected feature vectors enabling class separation may 
be image features not characteristic of the tissue classes involved. By increasing the number 
of patients in each tissue class, the training set will reflect better characteristic MRI 
appearances of the different tissue classes. If independent test images (i.e., not used for 
model calculation) are finally correctly classified, then highlighted feature vectors responsible 
for class separation will be tissue class specific. Thus, the tissue specificity of the highlighted 
feature vectors directly ensues from the success rate of image recognition. In this way, tissue 
class pixels are automatically selected and verified without any user interaction. Verified 
pixels can subsequently be used as training pixels for the automatic and objective 
segmentation of multispectral MR images. The ability of the method to retrieve tumor specific 
feature vectors from the multispectral MR images has to be investigated more extensively. 
The key to a successful application will be the presence of tumor-type characteristic MRI 
features available in the data set. 
The presented method anticipates to the continual growth of patient databases. It enables 
the radiologist to compare easily multispectral MR images of different patients. If databases 
become larger and larger, the need for ordering or qualifying the overwhelming amount of 
MRI data becomes higher. In this respect, it is positive that the method will perform better if 
the number of patients in the database increases. In addition, the proposed method gives 
more insight into the MRI characteristics of the different tumor types (and grade). An 
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important aspect of the method is that it is not based on the tumor identity on a pixel basis, 
but on the patient histopathological diagnosis This makes the proposed image analysis more 
objective 
In conclusion, a novel method has been developed for comparing multispectral MR images 
of different patients in an easy and objective way Similar multispectral images are clustered, 
while dissimilar multispectral images are scattered in the PCA and LDA loading plots 
Preliminary LDA results show that tumor discrimination is possible The availability of a larger 
database of brain tumor patients may improve the application of this method for patient 
diagnosis 
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MRI (Magnetic Resonance Imaging) is an accepted technique in the hospital for visualization 
of soft tissues of different parts of the human body, like the brains, prostate, heart, breast, 
muscles, and vascular system. It has replaced conventional clinical imaging modalities like 
CT (Computer Tomography) and ultrasound over the last ten years. MRI is particularly used 
in human brain studies to localize brain tumors and multiple sclerosis (MS) lesions. MRI 
enables one to differentiate between normal and abnormal brain tissue in a non-invasive 
way. 
Recent advances in the MR technique have improved the imaging of brain tumors. Apart 
from morphological information, also functional information (diffusion, perfusion) and 
biochemical information (metabolites) can be measured with this technique. The combination 
of morphological, functional, and biochemical information allows a better tissue differentiation 
within the tumor bed, i.e., discrimination between viable tumor, necrosis, and edema. Tissue 
differentiation within the tumor bed is very important for determining tumor identity and tumor 
grade, and for monitoring patients in time after radiation treatment or chemotherapy. 
Sophisticated data analysis techniques are demanded to extract the different types of 
information from MR images and MR spectra, and to combine these to improve tumor 
characterization. This thesis deals with the potential of chemometrics in the analysis of MR 
images and spectra of human brain tumors. Chemometrics is a subdiscipline of chemistry 
that uses mathematical and statistical methods to obtain information and knowledge from 
chemical data, like spectra and images. 
Chapter 1 of this thesis gives an overview of the challenges for chemometrics in the analysis 
of MR images and spectra of brain tumors. The basic aspects of MRI and MRSI (Magnetic 
Resonance Spectroscopic Imaging) in human brain imaging are outlined, as well as the 
processing of images and spectra generated with these techniques. The main contributions 
of chemometrics to the analysis of MR data are the segmentation of multispectral 
(multivariate) images and the pattern recognition of spectra. Additionally, chemometncal 
techniques are desirable for the pre-processing of images and spectra to compensate for 
instrumental imperfections and patient movement. Chapter 2 introduces a novel method for 
the fast and automatic removal of phase shifts, peak shifts, and additional peakshape 
distortions across a series of MR spectra containing a single resonance peak. The removal 
of these spectral disturbances is important for quantitation of resonance peaks and pattern 
recognition of MR spectra. The method, based on the combination of principal component 
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analyis (RCA) and multiple linear regression (MLR), allows the removal of phase shifts up to 
60s and peak shifts up to two times the peak width of the resonance peak 
In chapter 3 the same method is applied to Raman spectra of the solution copolymenzation 
of styrene and butyl acrylate in dioxane The Raman study demonstrates the ability of the 
method to remove accurately peak shifts beyond the discrete spectral resolution The study 
shows that the removal of peak shifts smaller than the discrete spectral resolution results in a 
better partial least squares (PLS) prediction of styrene and butyl acrylate concentrations from 
the Raman spectra In chapter 4 the novel method is extended to enable the fast 
identification and removal of phase shifts, peak shifts, and additional peak width variations in 
large spectral data sets In chapter 5, principal component analysis (PCA) and linear 
discriminant analysis (LDA) are used for the segmentation of multispectral MR images of 
brain tumors Each multispectral image is divided into regions of normal brain tissue, tumor 
tissue, and necrosis PCA enables the discrimination between tumor tissue and normal brain 
tissue, while LDA in turn enables the delineation of normal brain tissue into regions of white 
matter, gray matter, and cerebrospinal fluid Chapter 6 introduces a novel method for the 
recognition of brain tumors in multispectral MR images The method combines multispectral 
images of various patients instead of analyzing them separately Similar multispectral images 
are clustered, while dissimilar multispectral images are scattered in a common low-
dimensional feature space The similarities and dissimilarities between multispectral images 
of various patients are visualised in a single PCA- or LDA-based plot Preliminary LDA 
results show that tumor discrimination is possible in this way 
Conclusions and recommendations 
Two relevant contributions of chemometncs to the analysis of MR spectra and images of 
brain tumors are presented in this thesis A novel method is presented for the automatic 
removal of phase and frequency errors in a series of spectra Existing multivariate image 
analysis (MIA) methodologies and novel methodologies are presented for the analysis of 
multivariate images of brain tumors The use of chemometncs in the analysis of MR spectra 
and images of brain tumors is continued in INTERPRET, a European project, with the aim to 
diagnose brain tumors based on the MR data 
Two suggestions for further research are 
• The novel method of phase and frequency correction has been applied to single peaks so 
far The method can also be applied to series of spectra containing overlapping peaks 
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The ability of the method to deal with overlapping peaks should be investigated in 
particular because the metabolite peaks in MR spectra of the human brain often overlap 
Moreover, the proposed method could be more valuable in removing peak shifts / 
wavelength shifts in mid- and near-infrared spectra and in removing retention time shifts 
in chromatograms 
• MIA only deals with the spectral information of pixels and neglects the spatial correlation 
between pixels within the image plane MIA methods combining spectral and spatial 




MRI (Magnetische Resonantie imaging) is een gangbare afbeeldingstechmek in het 
ziekenhuis voor het visualiseren van het inwendige van de mens zachte weefsels zoals 
hersenen, prostaat, hart, borst, spieren en bloedvaten kunnen prima worden afgebeeld met 
deze techniek De afgelopen tien jaren heeft MRI het gebruik van conventionele 
afbeeldingstechnieken zoals CT (Computer Tomografie) en ultrasonografie aanzienlijk doen 
reduceren MRI is met name belangrijk geworden voor het lokaliseren van 
hersenaandoemngen, zoals bijvoorbeeld tumoren en multiple sclerosis Met MRI is het 
mogelijk om onderscheid te maken tussen normaal en abnormaal hersenweefsel op een 
niet-mvasieve manier 
Recente ontwikkelingen in de MR techniek hebben ertoe geleid dat het afbeelden van 
hersentumoren verder is verbeterd Naast morfologische informatie kan nu ook functionele 
(diffusie, perfusie) en biochemische (metabolieten) informatie worden verkregen met deze 
techniek De combinatie van morfologische, functionele en biochemische informatie maakt 
een betere weefseldifferentiatie binnen het tumor gebied mogelijk, d w z discriminatie tussen 
actief tumor weefsel, necrosis en oedeem Weefseldifferentiatie binnen de tumor is erg 
belangrijk voor het vaststellen van tumor type en tumor gradatie, en voor het evalueren van 
patiënten die radio- of chemotherapie hebben ondergaan Geavanceerde data analyse 
technieken zijn vereist om (1) de verschillende informatietypen te filteren uit de MR beelden 
en MR spectra en (2) om deze te combineren tot een verbeterde tumorkarakterisering Dit 
proefschrift behandelt de potentie van chemometne in de analyse van MR beelden en 
spectra van hersentumoren Chemometne is een subdisciplme van de chemie, dat gebruikt 
maakt van mathematische en statistische technieken om informatie en kennis te vergaren uit 
chemische data zoals spectra en beelden 
In hoofdstuk 1 van dit proefschrift wordt een overzicht gegeven van de mogelijkheden van 
chemometne in de analyse van MR beelden en spectra van hersentumoren De 
basisprincipes van MRI en MRSI (Magnetische Resonantie Spectroscopie Imaging) in het 
afbeelden van de hersenen worden behandeld, alsook de dataverwerking van spectra en 
images die gegenereerd worden met deze technieken Belangrijke bijdragen van 
chemometne tot de analyse van MR data zijn de segmentatie van multivariate beelden en de 
patroonherkenning van spectra Daarnaast zijn chemometrische technieken uitermate 
geschikt voor de voorbewerking van beelden en spectra om te compenseren voor 
instrumentele instabihteiten en patientbewegmg In hoofdstuk 2 wordt een nieuwe methode 
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geïntroduceerd voor de snelle en automatische eliminatie van faseverschuiving, 
piekverschuivmg en piekvervormmg van enkele (dwz met-overlappende) pieken in MR 
spectra De eliminatie van deze spectrale verstoringen is belangrijk voor een nauwkeurige 
bepaling van het piekoppervlak en voor de patroonherkenning van MR spectra Met deze 
methode, die gebaseerd is op de combinatie van principale componenten analyse (PCA) en 
multilmeaire regressie (MLR), kunnen faseverschuivingen tot 60° en piekverschuivmgen tot 
twee keer de piekbreedte op halve hoogte worden verwijderd 
In hoofdstuk 3 wordt beschreven hoe deze nieuwe methode wordt toegepast op Raman 
spectra van de solutiecopolymensatie van styreen en butylacrylaat in dioxaan De Raman 
studie laat zien dat met deze methode piekverschuivmgen kleiner dan de spectrale resolutie 
accuraat kunnen worden verwijderd Uit deze studie blijkt ook dat na eliminatie van 
piekverschuivmgen kleiner dan de discrete spectrale resolutie, de voorspelling van styreen 
en butylacrylaat concentraties uit de Raman spectra met behulp van partial least-squares 
(PLS) regressie beter gaat In hoofdstuk 4 wordt de nieuwe methode uitgebreid om zowel 
fase- en piekverschuivmgen als piekbreedte variaties m grote datasets snel te kunnen 
identificeren en elimineren In hoofdstuk 5 worden principale componenten analyse (PCA) en 
lineaire discriminant analyse (LDA) gebruikt voor de segmentatie van multivariate MR 
beelden van hersentumoren Elk multivanaat beeld wordt onderverdeeld m gebieden van 
normaal weefsel, tumor weefsel en necrosis PCA maakt het onderscheid tussen tumor 
weefsel en normaal weefsel, LDA deelt vervolgens het normale weefselgebied op m 
gebieden van witte stof, grijze stof en hersenvloeistof In hoofdstuk 6 wordt een nieuwe 
methode geïntroduceerd voor de herkenning van hersentumoren m multivariate MR beelden 
Deze methode combineert multivariate beelden van verschillende patiënten in plaats van ze 
individueel te analyseren Gelijkende multivariate beelden worden gegroepeerd, terwijl totaal 
verschillende multivariate beelden worden verspreid m een gemeenschappelijke laag-
dimensionale ruimte De gelijkenis tussen multivariate beelden van verschillende patiënten 
worden m een enkele PCA- of LDA-gebaseerde grafiek weergegeven Voorlopige resultaten 
verkregen met LDA laten zien dat tumorherkenning mogelijk is 
Conclusies en aanbevelingen 
Twee relevante bijdragen van chemometne m de analyse van MR spectra en beelden 
worden gepresenteerd in dit proefschrift Allereerst een nieuwe methode voor de 
automatische verwijdering van fase en frequentie fouten m spectra Daarnaast bestaande 
multivariate image analyse (MIA) methodologieen en nieuwe methodologieen voor de 
analyse van multivariate beelden van hersentumoren Het gebruik van chemometne m de 
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analyse van MR data van hersentumoren wordt voortgezet in INTERPRET. De doelstelling 
van dit Europees project is om de diagnose van hersentumoren op basis van MR data te 
verbeteren. 
Twee suggesties voor verder onderzoek zijn: 
• De nieuwe methode voor fase en frequentie correctie is tot nu toe alleen toegepast op 
niet-overlappende pieken. Deze methode kan ook worden toegepast op overlappende 
pieken. Dit is een interessante toepassing, temeer omdat metabolietpieken in MR spectra 
van de hersenen vaak overlappen. Bovendien kunnen piek- of golflengteverschuivingen 
in vibratie spectra (mid- en nabij-mfrarood, Raman) in veel gevallen beter worden 
aangepakt. 
• MIA gebruikt alleen de spectrale informatie van pixels en niet de spatiele correlatie 
tussen de pixels binnen het beeld. MIA methoden die zowel spectrale als spatiele 
informatie gebuiken, zouden de karakterisering van de verschillende normale en 
abnormale weefseltypen kunnen verbeteren. 
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