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CONCLUSION. 
INTRODUCTION 
Notre travail a pour objet la synthèse des procédures séquen-
tiel I es en logique enregistrée. 
Une procédure séquentielle est définie comme une suite 
d 1actions qui se déroulent impérativement dans un ordre donné et qui 
sont reliées entre elles par des articulations appelées conditions. 
La synthèse de toute procédure en logique enregistrée, revêt, 
dans l 1ordre, les quatre points suivants : 
la mise e~ page, 
- 11analyse, 
la simplification, 
- la préparation à la programmation. 
La synthèse des procédures séquentiel les est d'habitude 
conçue et réalisée au moyen d 1un organigramme. Cependant, il serait 
souvent agréable de disposer d 1un outil plus manipulable, plus concis 
et plus performant du point de vue synthèse. 
L 1outi I tabula ire est pratique; nous en recentrons beaucoup 
tout autour de nous. li est un moyen d 1ordonner des informations. Il 
peut donc aussi être un moyen de description pour présenter l 1enchaî-
nement parfois complexe d 1actions soumises à des conditions. 
L •out i I de synthèse dont nous al Ions aborder 1 •étude est un 
outil tabulaire: la table de décision séquentielle. 
Au cours d'une première partie, nous parlerons de 1 •origine 
de la table de décision séquentielle et de sa structure. Nous l 1exami-
n.erons en tant qu 1outil de synthèse. Dans une seconde partie, nous 
l 1uti I iserons pour synthétiser des problèmes concrets. 
CHAPITRE 
POURQUOI UN NOUVEL OUTIL DE SYNTHESE? 
t. 1. Procédure combinatoire et procédure séquentielle. 
Une procédure qu 1elle soit à implémenter en logique 
câblée ou en logique enregistrée, peut être de nature: 
- soit combinatoire 
- soit séquentiel le. 
Une procédure est de nature combinatoire si son 
résultat n 1est fonction ni d 1un ordre d 1examen des conditions, ni 
d 1un ordre d'exécution des décisions; elle est de nature séquen-
tielle, si au contraire, un ordre affectant les conditions à exami-
ner, ou les décisions à exécuter, ou les deux,doit être pris en 
considération pour aboutir au résultat désiré. 
11 convient cependant de remarquer qu 1une procédure de 
nature combinatoire à implémenter en logique enregistrée va 
perdre sa nature combinatoire pour devenir séquentielle. Elle 
est alors séquentielle par nécessité, pour des raisons technolo-
giques et d 1implémentation, non par nature. 
Donnons un exemple de procédure de chaque type. 
Le problème suivant de la réservation d 1une place d 1avion 
est un problème combinatoire : 11Si le client demande une place 
touriste (DT) ou première (Op) et que le vol est complet, la place 
lui est refusée (R). Si le vol n 1est pas complet, que le client 
demande une place touriste et qu 'i I y en a encore de I ibre (dt) 
une place touriste (T) lui est réservée; sinon s 1 il n 1y a plus de 
place disponible en classe touriste, la compagnie propose au client 
une place de première que celui-ci accepte ou refuse selon qu'il 
est d 1accord ou non (A) de changer de classe. Si le vol n 1est pas 
complet, que le client désire une place première et qu 1il y en a de 
libre (dp), une place lui est réservée (P) sinon la compagnie propo-
se au client une place touriste qu 1il peut accepter ou refuser". 
La nature de ce problème est combinatoire ou encore 
logique à savoir qu'il peut être mis sous forme d 1équations logiques 
(utilisation des opérateurs ET et OU). 
Un exemple de procédure séquentielle est le suwant : 
11 1ors de la mise à jour d 1un fichier, chaque article est susceptible 





Il s 1agit pour chaque article d 1analyser la séquence d 1opérations 
qui 11affecte, afin de déterminer si elle est correcte ou non sa-
chant que : 
- une création ne peut suivre ni une opération de modifi-
cation ni une opération de création; 
- une annulation ne peut succéder à une annulation; 
- une modification ne peut succéder à une annulation. 
Nous constatons que le résultat est fonction d 1un ordre 
affectant les conditions : ainsi si se présente une demande d 1annu-
lation suivie d 1une demande de modification, on conclura à une 
erreur, par contre si se présente une demande de modification 
suivie d 1une demande d 1annulàtion on conclura à une annulation. 
1. 2. Tables de décision et synthèse des procédures combinatoires. 
L 1outi I universel de synthèse des procédures à implémen-
ter en logique enregistrée est 11organigramme. Il était le seul 
connu et enseigné aux programmeurs et analystes jusqu'il y a 
peu. 
Il y a une quinzaine d 1années, a été développé un nouvel 
outil de synthèse des procédures combinatoires : la table de 
décision. 
La table de décision (que nous appellerons combinatoires 
pour la distinguer de la table de décision séquentielle que nous 
verrons plus loin) est 11outi I de synthèse par excellence des 
procédures combinatoires: en effet, elle n 1est pas de nature sé-
quentiel le et par là plus proche du problème à traiter que ne 
11est 11organigramme, qui est lui séquentiel par essence et déjà 
orienté vers 1 •ordinateur. 
El le décompose la procédure de façon à en faire un 
tableau clair, lisible par tous, assurant une analyse aisée et 
éventuellement point de départ d 1une programmation automatique 
("DL T 11 : decision logic translater d 11BM qui convertit les tables 
en un programme fortran). 
1. 2. 1. R§ppel de la structure et d~s !Y.12es de table @ décision. 
Rappelons brièvement la structure des tables de décision: 
la présentation générale de la table est toujours la suivante: 
Souche 
11 Condi tions" 
Souche 






à gauche de la table apparait ce que l 1on appelle la souche et 
à droite les entrées qui comportent un certain nombre de 
colonnes. Nous distinguons en haut, la souche et les entrées 
des conditions et en bas, la souche et les entrées des actions. 
La souche des conditionsl.Ql:!..rlJ..è..c~ les conditions du problème 
traité dans la table; la souche des actions, toutes I es actions 
à exécuter dans le cadre du problème. L 1entrée des conditions 
permet d'indiquer si les conditions énumérées sont remp I ies ou 
non. Une condition peut aussi être indifférente c 1est-à-d ire que 
vérifée ou non, elle n 1a aucune influence sur les actions à exé-
cuter. L'entrée des actions indique d'effectuer les actions 
commandées par l 1ensemble des conditions remplies. 
On matérialise 11entrée des actions en mettant une 11 X 11 ou 

















----- - X 
Chaque colonne des entrées est, en fait, une relation du type: 
Si certaines conditions sont remplies, ALORS certaines actions 
sont à exécuter. On appelle cette relation une règle de décision. 
L 1ensemble de ces règles de décision doit re~ouvrir l 1ensemble 
des cas possibles sans omission, ni répétition. 
Exemple 
i 
Cl 0 0 N N 







AJ X X 
1. 4. 
SI la condition Cl n 1est pas remplie ET SI la condition C2 est indiffé-
rente, ET SI la condition C3 est remplie ALORS effectuer l'action A2. 
Le fonctionnement d 1une table lors d 1un passage est le suivant : 
- un seul ensemble des conditions est rempli; 
- une seule règle de décision est retenue ; 
- une seule colonne est utilisée; 
- et donc un seul ensemble d 1actions est réalisé. 
A chaque passage, on ne peut prendre qu 1une seu I e décis ion par table. 
li existe 3 types de table combinatoire: 
1, Table à entrée limitée: elle présente les caractéristiques suivantes: 
- conditions et actions sont entièrement écrites dans la souche; 
- 11entrée des conditions ne peut être que oui (d ou non(N); 
- l 1entrée des actions ne peut être que 11 X 11 si l 1action est 
effectuée ou 11 b lanc 11 dans le cas contra ire. 
Exemple : l 1accord d 1un crédit. 
Rl R2 R3 
Cl 1 imite de crédit OK 0 N N 
C2 expérience de paie favorable 
-
0 N 
Al approuver le crédit X X 
-
A2 envoyer un ordre de paiement 
- -
X 
2, Table à entrée étendue : 
- l 1entrée des conditions et des actions contient une partie de 
la condition ou de 11action; 
- la souche contient seulement un des termes de la comparaison, 
Pautre se trouvant dans les colonnes. 
Cl limite de crédit OK non OK non OK 
C2 expérience de paie favorable défavorable 
Al crédit approuvé approuvé nonapprouvé 
A2 ordre à envoyer paiement 
,. 5 
3. Table à entrée mixte: elles contiennent à la fois des lignes à 
entrée I imitée et des I ignes à entrée étendue. 
Cl limite de crédit OK 0 N N 
C2 expérience de paie 
-
~avorable défavorable 
Al crédit approuvé approuvé non approuvé 





Nous ne nous attarderons pas d 1avantage sur la synthèse 
des procédures combinatoires au moyen des tables de décision; 
celle-ci a déjà fait l 1objet de nombreux ouvrages et publications. 
Donnons simplement pour terminer la mise en page de 
l'exemple de procédure combinatoire du paragraphe 1. t. 
OP 0 0 0 0 N N N N 
DT N N N N 0 0 0 0 
dp 0 N N N 
-
0 0 N 
dt 
-







R X X X X 
T X X 
p X X 
t. 3. Tables de décision et synthèse des procédures séquentielles. 
Le mémoire a pour objet d 1étude les procédures séquen-
tiel les dont la succession des opérations n'est plus imposée par la 
technologie mais par l 1application elle-même. 
Le problème de la mise en page d 1une procédure séquen-
U el I e rés ide donc dahs l 1enregi strement de 11ordre de succession 
1. 6 
des différentes conditions à tester et décisions à prendre ou 
traitements à exécuter ( lorsque nous par I erons de traitement 
nous entendons par là un ensemble homogène de traitements 
élémentaires; un ondre peut affecter les traitements élémentai-
res au sein d 1un même ensemble). 
Une première question qui vient à l 1esprit est la sui-
vante : existe-t- i I des procédures de nature séquentielle pouvant 
être synthétisées au moyen de tables combinatoires ? Ou encore 
dans guel I e mesure les tables combinatoires constituent-el les un 
outil de synthèse pour les procédures séquentielles ? 
1. 3. 1. Sx:nthèse de_pso~5iures sé.9.uentiel les~ar table combinatoire. 
Bien que la table combinatoire ne soit pas destinée 
à traduire la nature séquentielle, il existe des cas de procé-
dures qui sont séquentiel les et qui peuvent être synthétisées 
11 aisément 11 au moyen de tables de décision classiques. Parmi 
eux, notons les cas suivants : 
- la nature séquentiel le de la procédure est due à un 
ordre qui n 1affecte que certaines conditions ou cer-
taines décisions; 
- la procédure se ramène à 11exploitation séquentielle 
d 1un ou de plusieurs modules combinatoires; 
- une combinaison des deux cas précédents. 
1. 3. 1. 1. Ordre unlq!:!e affectant certains traitements ou certaines 
conditions. 
--------
Il s 1agit de procédures qui doivent leur nature séquen-
tielle à un ordre qui n 1affecte que certaines conditions à 
tester ou que certaines décisions à prendre et ce de manière 
telle qu 1étant donné deux conditions dont dépendent des dé-
c 1s ions, el les sont toujours testées dans I e même ordre 
(idem si c 1est un ordre qui n 1affecte que les décisions). 
Dans ce cas, la procédure peut être enregistrée dans 
une table de décision classique à condition de faire figurer 
les conditions et les décisions dans leur souche respective, 
non plus de manière tout à fait quelconque comme dans une 
table classique mais en respectant l 1ordre qui affecte cer-
tains d 1entre eux. 
Exemple : considérons le cas fréquent où les traitements 
sont I iés entre eux en ce sens que certains uti I isent des 
informations fournies par d 1autres. Ils doivent donc être 
exécutés dans un ordre bien déterminé. 
1. 7 









X jordre affectant les décisions 
Le problème suivant est relatif à la facturation des commandes 
effectuées par la clientèle dans des conditions spécifiques. 
Voici les directives de calcul. 
a. les clients sont répartis en 3 catégories: 1 - 2 -3 suivant 
le montant de leurs commandes antérieures. 
Les ristournes R sont accordées selon ce qui suit : 
- un gros client (c = 1) commandant plus de 500 articles se 
voit accorder une ristourne de 7 %, sinon 4 %; 
- un client moyen (c = 2) bénéficie d 1une ristourne de 4 %, 
s 1il commande plus de 300 articles, sinon 2 %; 
- un petit client (c = 3), s'il commande plus de 150 articles 
reçoit une ristourne de 3 %. 
b. 3 qualités d 1articles sont disponibles à 3 prix (hors TVA) 
différents : P 1 - P2 - P3. 
La procédure de calcul de la note de paiement est enregistrée 
dans la t able de décision à entrées mixtes : 
(/) Qualité 1 1 1 1 1 1 2 2 
z 
2 2 2 2 3 3 3 3 3 3 
0 
-f- Catégorie 1 1 2 2 3 3 1 1 2 2 3 3 1 1 2 2 3 3 
0 
z Quantité ~OD ;:,,500 ~300 "7300 ~ 150 )150 ~500 ;>-500 ~300 >300 ~150 >150 ~500 >500 -'%300 >300 ~150 ~150 0 
ü 
Prix unitaire Pl Pl Pl Pl Pl Pl P2 P2 P2 P2 P2 P2 P3 P3 P3 P3 P3 P3 
(/) 
Ristourne 4% 7% 2% 4% 3% 4% 7% 2% 4% 3% 4% 7% 2% 4% 3% - - -
z 
0 Prix hors TVA 
-
= quantité * X X X X X X X X X X X X X X X X X X 
(/) prix unitaire 
- Ristourne 
-
u TVA= Prix hors TVA X X X X X X X X X X X X X X X X X X 
* 16 
w rm:> 
0 Prix total = prix hors X X X X X X X X X X X X X X X X X X TVA + TVA 
CD 
1. 9 
Les traitements ont été enregistrés dans l'ordre : à savoir qu I i 1 
faut décider des prix unitaires et de la ristourne avant de 
pouvoir calculer le prix hors TVA et celui-ci avant de pouvoir 
calculer la TVA pour enfin déterminer le prix total. 
Lorsqu 1une tel le procédure est enregistrée, nous pouvons 
procéder à son analyse en suivant les mêmes démarches que pour 
les procédures combinatoires c 1est-à-dire détecter les cas 
oubliés, incompatibles, redondants, pour ensuite la simplifier 
et la programmer. Soulignons toutefois qu 1il faut programmer 
les traitements non dans un ordre quelconque mais dans l 1ordre 
dans lequel ils figurent dans la table. 
1. 3. 1. 2. Exploitation sé.9.uentielle de modules combinatoires. 
Certaines procédures séquentiel les peuvent se ramener à 
l 1exploitation séquentiel le d 1un ou de plusieurs modules combina-
toires. Ces modules sont chacun synthétisés dans une table de 
décision combinatoire classique et sont chaînés -les uns aux 
autres. Cette technique de chaînage est la même que celle utilisée 
pour éclater les tables combinatoires en tables plus petites. 
Un chaînage peut être soit du type 11 ouvert 11 c 1est-à-dire repré-
senter un branchement inconditionnel sans retour à la table ori-
gine, soit du type 11 fermé 11c 1est-à-dire représenter un branche-
ment inconditionnel avec retour à la table origine. 
Si la procédure est enregistrée dans un seul module combi-
natoire, la nature séquentielle apparaît dans le bouclage effectué 
par le module sur lui-même; s'il y en a plusieurs, la nature 
séquentielle est traduite par l 1enchaînement de ces modules. 
Exemple. 
11 Le salaire mensuel des employés d 1une entreprise est calculé 
de la manière suivante : 
- le barème unique de paie est multiplié par un coefficient 
X ou Y (Dl) selon que 11employé est cadre ou ouvrier(Cl); 
- en fonction de son nombre d 1années d 1ancienneté, 5, 10, 
20 ans (C2); il voit son salaire augmenter de 25, 50, 
75 o/o (D2); 
- s 1il est marié - (C3) et que son salaire de base est infé-
rieur à une valeur fixée (C4), l 1employé percevra une 
indemnité de personnes à charge de 2, 5, 10 % (D3) s I i 1 
a au moins 2, 4, 6 enfants (C3); 
- lorsque le total du salaire de base et de 11indemnité est 
connu (salaire brut), un test de la valeur de ce cumul 
par rapport à une va leur fixée déterminera une retenue 
de 8 % (D4) si la première est supérieure ou égale à la 
seconde (D6) 11 • 
Cette procédure séquentielle est caractérisée par un 
ordre affectant 11examen des conditions (Ci; i : 1 •••• 6) et 
1. 10 
1 'exécution des décisions/traitements (D 1, D2, D3, sa la ire de 
base, salaire brut, salaire net). Sa 1nature séquentielle se 
limite à une exploitation séquentielle de 3 modules combinatoires. 
Pour s 1en rendre compte, il suffit de décomposer l'ensemble des 
conditions et décisions/traitements en sous-ensembles de manière 
à ce que en leur attribuant à chacun une table de décision, le 
déroulement de la séquence corresponde au passage d 1une table 
à l 1autre via GOTO (branchement inconditionnel sans retour) ou 
D0/RETURN (branchement avec retour à la table origine). 
Après mise en page, dans ce cas comme dans le précédent, 
la suite de la synthèse s'opère comme pour la synthèse des pro-
cédures combinatoires. 
-ABLE Tl 1. 1 1 
Cl 
1 • cadre 1 1 1 1 1 1 1 1 2 2 ·2 2 2 2 2 2 
(/) 2. ouvrier 
C 
C2 (anci enn ité) 0 
·-
.... 1 • c:::... 5 
·-
"O 2. 5 <. - ~ 10 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
C 3. 10 < - "S: 20 0 
ü 4. 20<. 
C3 
1. marié 1 1 1 1 2 2 2 2 1 1 1 1 2 2 2 2 
2. Non marié 
Dl (coefficient) X X X X X X X X y y y y y y y y 
D2 (augmentation %) 
-
25 50 75 
-
25 50 75 
-
25 50 75 
-
25 50 75 
(/) 
C Salaire de base X X X X X X X X X X X X X X X X 
0 
·-
(/) Do T2 X X X X 
- - -
-
X X X X 
- - - -
·-
u 
Salaire brut (base+ indemnité) 'a> X X X X X X X X X X X X X X X X 
0 
GOTO T3 X X X X X X X X X X X X X X X X 
rABLE T2 
C4 (salaire base"/. valeur 




C es (enfants) 0 
·-
- 1. - de 2 ·-
"O 2. au - 2 1 2 3 4 1 2 3 4 C 
0 3. au - 4 ü 
4. au - 6 
• ..!. (/) D3 (indemnité %) - 2 5 10 - - - -
U C 
'a> 0 
0 ïii RETURN X X X X X X X X 
TABLE T3 
~ C 6 (salaire brut'/.. va leur fixée) ~ <.. 
D 4 (retenue de 2 %) X 
-
1 (/) 
"ü C Salaire net 'a> 0 X X 
0 ïii 
- -- -- -- --
1. 1 2 
1. 3. 2. Problème de la mémorisation de situations_};lassées. 
Les procédures séquentiellesjouisse,td 1une caractéristique 
qui leur est propre : 
Dépendant de la manière dont est perçue et enregistrée une 
procédure séquentiel le par l 1analyste, i I arrive fréquemment que 
les contenus des opérations constituant la séquence (test de 
conditions et,:rise .de décisions ou exécution de traitements), 
influencent la suite de son déroulement. Autrement dit, il est 
nécessaire en certains points de la séquence de 11 se souvenir" 
de situations passées, de prendre en considération le(s) résultat(s) 
de sous-séquences antérieures. Ces résultats antérieurs, ces 
situations passées vont donc faire 11obj et de mémorisations. 
Ces mémorisations doivent, si nécessaire, pouvoir apparaître 
au sein des tables de décision combinatoires; elles figureront 
sous forme d'un ou de plusieurs paramètres constituant la trace 
d 1un état précédent. 
Exemple: 
11 Nous avons 2 fichiers sur bande magnétique, par exemple, qu'il 
s 1agit de comparer, Soit A le fichier principal et B le fichier 
mouvement, et admettons qu 1il puisse y avoir plusieurs enre-
gistrements B pour un enregistrement A. Pour simplifier l 1exem-
ple, le problème des fins de fichier n 1y figure pas, ni celui de 
l 1erreur de séquence. Les traitements à effectuer sont différents 
selon qu I i I y a égalité au non, 
- s 1il y a inégalité: 11enregistrement A n 1a pas d 1enregistre-
ment mouvement correspondant e t on le 
recopie sur un fichier nouveau; 
- s' i I y a éga I i té i I faut stocker 11enregi strement mouve-
ment et relire le fichier B pour savoir 
s 1il y a un autre mouvement correspon-
dant au même enregistrement principal 
A; s 1 il n 1y en a pas, on ne peut plus 
su ivre la même procédure que pour le 
cas d• inégalité précédemment prévu ; 
il faut se "souvenir" qu 1on a déjà 
trouvé une correspondance entre les 
2 fichiers et traiter le cas d 1égalité 
avant de continuer 11 • 
Cette procédure est enregistrée dans la table classique T. 
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Table T. 
lf) Correspondance A et B déjà trouvée ? 0 0 N N z 
0 (TEST = 1 ? ) 
-1-
-0 Fic. A= Fic. B ? 0 N 0 N 
z 
0 Fic. At Fic. B ? N 0 N 0 ü 
Ecrire fichier principal sur fichier X 
lf) nouveau 
z Ecrire fichier principal modifié sur X 
0 f i chier nouveau 
- Ecrire 1 dans TEST X 
lf) 
-
Ecrire O dans TEST X 
ü Stocker enregistrement mouvement X X 
w 
0 Lire fichier principal (Fic. A) X X 
Lire fichier mouvement (Fic. B) X X 
GOTO T X X X X 
La séquence a pu être traduite grâce : 
- au paramètre de mémorisation TEST qui constitue la trace 
d 1un état précédent; 
- à un ordre qui affecte les traitements dans leur souche: 
"stocker l 1enregistrement mouvement II doit précéder 
"lire fichier mouvement" ; 11 écrire fichier principal sur fichier 
nouveau" doit précéder "lire fichier principal 11 • 
1. 3. 3. 
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,ÇQQ..CJ.~sj~n_: procédures sime,lement S~9.!::Jentiel les et e,rocédures 
fondamentalement sé_guentielles. 
Nous pouvons conclure en disant que les tables de déci-
sion classiques peuvent se prêter à la synthèse de pr<;>cédures 
séquentielles et ce en utilisant 11une ou 11autre des techniques: 
- chaînage de modules combinatoires; 
- bouclage sur un même module; 
- ordre affectant les conditions ou les traitements/ 
décisions dans leur souche respective; 
- paramètres de mémorisation d 1état. 
Les procédures séquentiel les dont la synthèse par 
tables de décis ion combinatoires n 1offre aucune difficulté, sont 
des procédures qui comme nous pouvions nous y attendre et 
pouvons le constater à l 1aide des quelques exemples donnés, 
sont 11 plus combinatoires que séquentiel les 11. 
La nature séquentiel le de ces procédures n 1est pas fonda-
mentale au problème; leur nature réel le est combinatoire et 
sur elle vient de greffer une nature séquentielle secondaire. 
El les sont appelées : 11 procédures simp I ement séguent iel I es 11. 
Il est très difficile de définir une limite entre procé-
dures simplement séquentiel les et procédures fondamentalement 
séguenti el I es c 1est-à-dire qu 1i I existe des procédures dont 
l 1appartenance à 11un ou l 1autre type n 1est pas décidable. 
En prenant les notations de la théorie des ensembles, ceci 





- mise à jour de fichier 
- grand nombre de pro-
blèmes de gestion. 
procédures fondamentale-
ment séquentiel les 
Exemples : 
procédure de gestion des 
échanges en télétraitement 
par caractères de contrôle. 
- analyse syntaxique d 1une 
express ion ou d 1une instruction. 
• 
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La difficulté que nous éprouvons à définir la limite entre les 
2 types de procédures séquentielles est due au fait qu 1elle 
est déterm inée par des critères qualitatifs: 
Si, ayant une procédure séquentielle à synthétiser, 
l 1ana lys te se rend compte que la synthèse de cette procédure 
par tables combinatoires, en faisant appel aux techniques pré-
citées, est aisée et que les tables établies sont claires et 
lisibles (c 1est ici que tout est relatif!), c 1est que la procé-
dure est plus combinatoire que séquentiel le : el le est simple-
ment séquentiel I e. 
Sinon, si la synthèse par tables combinatoires, néces-
site des chaînages nombreux et des mémorisations mu l tiples, 
si la mise en page devient compliquée et illisible, c 1est que 
la nature séquentiel le de la procédure est profonde. 
1. 4. Un nouvel outil de synthèse: la table de décision séguentielle. 
Toute procédure séquentiel le peut être synthétisée au 
moyen de tables de décision classiques, en faisant appel au 
techniques vues plus haut pour traduire la nature séquentielle. 
Mais cela devient insensé si la séquence est fondamentale; en 
effet, dans ce cas il faut faire appel à des chaînages de modules 
mul t iples et touffus, des mémorisations d 1états en nombre impor-
tant et d'une certaine durée, une découpe de la procédure en 
modules composés à la limite d 1une seule condition à tester, ce 
qui finalement nous ramène à la structure d 1organigramme. 
Exemple : 
11 L'analyse d 1une suite de caractères a et b doit déterminer 
trois types de traitement. 
Le traitement Tl s 1exécutera lors de 11apparition d 1un carac-
tère b suivant un ou une suite de caractères a pour autant que 
ceou ces derniers aient été précédés d 1un b ou d 1une suite deb. 
Le traitement T2 traite les caractères b et le traitement T3 
les caractères a rencontrés "· 
Essayons de mettre en page cette procédure très élémentaire, 
par tables combinatoires : nous obtenons : 
Table 1 
caractère a b 
T2 X 
T3 X 
GOTO table 1 X 
GOTO table 2 X 
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Table 2 
Caractère a b 
T2 X 
T3 X 
GOTO table 2 X 
GOTO table 3 
Table 3 




GOTO table 3 X 
GOTO table 2 X 
Remarquons que dans chaque table, une seule conditions est testée et 
que ceci n 1est rien d'autre qu 1un organigramme déguisé ! 
On peut aussi penser à une procédure caractérisée par un 
ordre affectant les conditions et les traitements et où chaque condition 
à tester est positionnée par le(s) traitement(s) qui la précède. 
Dans ces cas, les tables de décision combinatoires ne répon-
dent plus à leur objectif et raison d 1être 11 être claires et lisibles". 
E lies sont donc I imitées dans I eurs possibi I ités; e Il es permettent d 'a-
border les problèmes de hature combinatoire et tout au plus les pro-
blèmes simplement séquentiels. Dans les autres cas, el les parviennent 
très mal à rendre la nature séquentielle; elles deviennent vite lourdes 
et confuses (tant à élaborer qu 1à utiliser et lire ensuite). 
Pour mettre en page et analyser un problème séquentiel fonda-
mentalement, il faut s 1en tenir strictement à cette nature. 
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L 1outil de synthèse qui vient à 11esprit est l',2rga.QLgr.~11J..m_e_. 
Il permet la mise en page de toute procédure à implémenter en logique 
enregistrée (donc séquentiel le si non par nature, àu moins par nécessité) 
e t est le document de travail du programmeur. Mais est-il un bon outil 
d 1analyse et de simplification ? Permet-il de vérifier si tous les cas 
ont été envisagés et enregistrés ou si la procédure ne r i sque pas de 
boucler lors de son déroulement, sinon en faisant appel aux théories 
développées pour démontrer la fiabi I ité des programmes ? 
D 1autre part, il serait aussi souvent agréable de disposer d 1un 
outil plus concis et plus manipulable que l 1organigramme. 
C 1est pourquoi, partant de deux idées qui sont : 
- chercher un outil de synthèse (dans la pleine signification 
du terme) pour les procédures séquentiel les au même titre 
que les tables de décision en sont un pour les procédures 
combinatoires; 
- s'inspirer des outils de synthèse des procédures séquen-
tielles en logique câblée; 
nous avons cherché et trouvé un nouvel outil de synthèse la tab l e 
de décision séquentielle. 
CHAPITRE Il 
CONCEPT DE LA TABLE DE DECISION SEQUENTIELLE, OUTIL 
DE MISE EN PAGE ET DE SIMPLIFICATION DES PROCEDURES 
SEQUENTIELLES 
Comme signalé au chapitre précédent, nous cherchons un outil 
de synthèse pour les procédures séquentiel les à implémenter en logique 
enregistrée c 1est-à-dire un outil de 
de ces procédures. 
.... . 
1 mise en page 
l analyse siri:plific?tio~ preparat1on a la programmation 
Le premier objectif annoncé est la mise en page, l 1outil de 
synthèse cherché devra donc être capable de traduire la nature séquen-
tielle des procédures c 1est-à-dire qu 1on devra pouvoir y enregistrer 
1 •ordre de succession des opérations qui les composent. 
L'idée nous est a lors venue d 1a Il er examiner ce qui se passait 
en hardware pour des cas semblables. 
2. 1. Origine hardware. 
Nous nous sommes posé la ·question : quelles méthodes et quels 
outils les gens du hardware utilisent-ils pour synthétiser leurs 
systèmes séquentiels '? 
2. 1. 1. Synthèse des systèrn.es sé51uentiels en 10.9.igue câblée. 
2. 1. 1. 1. R,ê_P_pyi de .9.uelg_ues notions. 
Rappelons pour commencer quelques notions de base : 
a. La caractéristigue d 1un circuit séquentiel est le fait que 
l 1excitati6n de ses bornes de sortie dépend non seulement 
de combinaisons de potentiels appliqués aux bornes d'entrée 
mais également de l 1ordre selon lequel ces potentiels ont 
été appliquées. ciest pourquoi il est nécessaire de mémori-
ser les opérations et introduire des mémoires secondaires 
ou auxi I ia ires de façon à distinguer chronologiquement des 
combinaisons de potentiels identiques aux bornes d'entrée. 
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b. Un système séquentiel est entièrement défini par 2 systèmes 
d 1équa ti ons logiques : 
( 1 ) 
( 2) 
' P = f 1 (a, b, ... y, z) 
Q = J2 (a, b, ... y, z) 
l y= f n-1 ï n z = t (a, b, ••• Y, z) (a, b, ••. Y, z) 
et 
( S 1 = g 1 (a, b, ••• y, z) 
Sk = gk (a, b, •.. y, z) 
dans lesquels (P, Q, ... Y, Z) sont n mémoires secondaires 
introduites dans le système af in que les sorties (s 1 ••• Sk) désirées,soient réalisées lorsque les bornes d 1entrée 
(a, b, •.• ) sont excitées suivant les combinaisons de 
,potentiels définies par 1 •énoncé du problème et se succédant 
dans I e temps. 
c. Le but de la synthèse d 1un cir cuit séquentiel consiste à dé-
terminer les 2 systèmes d 1équations logiques afin de pouvoir 
passer à l 1implémentation c 1est-à-dire à la conception et 
11élaboration des circuits dans la technologie choisie. 
2. 1. 1. 2. Méthode de Huffman. 
Il existe en logique câblée pl u sieurs méthodes de synthèse 
des circuits séquentiels. Parmi elles la méthode de Huffman. 
El le est adaptée à la synthèse de tout processus séquentiel, 
qu'il soit simple (une séquence définie) ou complexe (plusieurs 
séquences définies). Nous nous y sommes intéressés parce que 
t. elle utilise 11outil tabulaire; 
2. sous une forme qui permet d 1y enregistrer aisément les 
séquences définies par 1 •énoncé du problème; 
3. que I es étapes de synthèse qu 1el le définit peuvent être 
transposées pour la synthèse des procédures séquentiel les 
en logique enre-gistrée. 
11. 3 
Nous déta i 11 erons les différentes étapes de la méthode à 
partir' d 1un exemple afin d 1assurer une compréhension plus 
efficace. 
ttConsidérons un disque en matière isolante portant sur une 
de ses faces un petit secteur métal I ique étroit. Durant sa 
rotation, trois balais a, b, c décalés entre eux de 120°, 





contacts stétabl issent dans 1 'ordre a, b, c, a ou c, b, a, c 
selon le sens de rotation. Il s 1agit de concevoir un circuit per-
mettant de visualiser le sens de rotation au moyen de 2 lampes 




Nous avons choisi un exemple simplifié où ra commande du cir-
cuit se fait par impulsions. Nous aurions pu choisir un exemple 
avec commande du circuit par niveau mais cela nous aurait 
amené à introduire des notions supplémentaires de hardware 
dont nous n 1avons que faire pu isqu 1ell es ne correspondent à rien 
d 1équivalent en software. 
La méthode de Huffman consiste à effectuer1... dans l 1ordr~ 
les ét?pes suivantes : 
1. à partir de 1 'énoncé' ou d 1une description du système sé-
quentiel à syhthétiser, effectuer le dénombrement des 
états qu 1il peut prendre. Cette première étape peut être 
menée soit par raisonnement, soit en établissant un dia-
gramme des transitions encore appelé diagramme de 
fluence, 
~ y--+a_/ _ b _,..___ 
j a f / ~ 
2 Sens de rotation 
... abca ... 
Sens de rotation 2 
4 
~I a 
/ " . ---r 3 ~ 
•.. acba ... 
Position du Sens de ' 
secteur rotation 
~ ------ ------------ - -~~~~~--------------- -------------------
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Dans notre exemple, l 1état du système à un moment donné 
est défini par 
1. le sens de rotation du disque, 
2. la position du secteur. 
Nous dénomb--ons donc 6 états. Le diagramme donne les transi-
tions entre états du système; lorsque se présente une irnpulsion, 
le système transite dans un nouvel état fonction de l 1ancien et 
de l 'impulsion qui s 1est présentée. 
2. Constituer la table des rimitive • Cette table contient 
toutes les informations "entrée impulsions) - sortie (lampes 
s 1, s 2 ) 11 des séquences possibles du système. Elle s•établit de la manière suivante : à chaque état est associée une phase 
de la table et chaque phase occupe une ligne de celle-ci. Le 
saut d •une I i gne à 1 •autre ou d 1une phase à 11autre, s •opère à 
chaque impulsion. Les impulsions (d 1une manière plus générale, 
les valeurs possibles de variables d 1entrée) sont spécifiées en 
colonne; les transitions, dans la table el le-même . Chaqu e ligne 
de la table comporte en ·outre l 1indication des valeurs correspon-
dantes des variables de sortie (s 1 et s 2). 
Table des phases primitive: 
Impulsions 
a b C s1 s2 
4 2 0 
2 6 3 0 
PHASES 3 5 0 
ou 4 5 0 
ETATS 5 6 3 0 
6 4 2 0 
Les transitions qui ne présentent jamais sont marquées par un 
tiret; il est bon de vérifier qu 1 elles ne correspondent pas à 
des omiss ions ou à un manque d'information sur le système, 
3. Rechercher les états équivalents. Sont équival ents des états 
qui d!une part, admettent les mêmes sorties et d'autre part, con-
duisen t à des états identiques ou eux-mêmes équivalents pour les 
mêmes combinaisons des variables d 1entrée. 
Il. 5 
Dans l'exemple que nous avons choisi, il n 1en existe pas; obser-
vons cependant que les états 3 et 4 conduisent à des états 




4. Réduire la table des phases primitive en fusionnant les lignes 
qui correspondent à des états équivalents. On obtient ainsi la 
table des phases réduite. 
S. Organiser les variables secondaires et coder les différents 
états • Ayant 6 états à distinguer, 3 mémoires binaires seront 
nécessaires. 
6. Etablir la matrice des excitations secondaires qui conduit à 
l 1expression des fonctions d 1excitation (système d 1équa t ions 
logiques ( 1) ). Le codage des états étant connu, el le s'obtient 
en remplaçant les références des phases par les combinaisons 
bina ires d 1exci tat ion. 
Etablir la matrice de sortie qui permettra d 1établir le système 
d 1équations logiques (2) correspondant aux sorties. Elle s 1éta-
blit en remplaçant les références des phases par les combinai-
sons binaires de sortie. 
2. 1. 2. Passage de la logique câblée à la 10.9.!gue enregistrée. 
Une procédure séquentiel le en logique enregistrée, est, rappe-
lons-le, caractérisée par le fait que son résultat est fonction d'un 
ordre d 1examen des conditions et/ou d 1exécution des décis ions/ 
traitements. Pour pouvoir rendre compte de l 1ordre de succession 
des conditions et décisions/traitements lors du déroulement de la 
procédure, nous mémoriserons ses états, comme c 1est le cas pour 
les procédures séquentiel les en logique câblée (mémorisat ions des 
états par introduction de mémoires auxi I iaires de codage : étape 
5 de la synthèse). 
L 1évolution d 1une procédure séquentielle à partir d 1un état 
quelconque de départ est donc fonction de, et complétement définie 
par, 2 paramètres : 
a. le_~aramètre ETAT (E): initialement sa valeur est celle de 
11état de départ pour ensuite se modifier au cours du dérou-
lement de la procédure comme les états qui se succèdent. 
b. le paramètre CONDITION(C) : ce paramètre varie comme les 
conditions qui articulent la procédure au cours de son dé-
roulement. 
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Remarquons que les 2 paramètres caractérisent toute procé-
dure séquentiel le, peu importe la logique dans laque Ile elle 
doit être implémentée (en logique câblée le paramètre CONDI-
TION est appelé ENTREE). 
L 1outil de synthèse cher·ché doit assurer la mise en page des 
procédures séquentiel les; ces 2 paramètres devront donc y figurer. 
La méthode de Huffman et l'outil de synthèse qu'elle u_tilise, 
nous ont fortement inspiré dans notre recherche. Nous lui avons 
en définitive empruntée l 1outil tabulaire et la manière de réaliser 
une synthèse, pour les redéfinir et les adapter à la logique enre-
gistrée. 
L'outil tabulaire redéfini sera la table de décision _séguen-
tiel le. Quant à la synthèse, nous reprendrons les m&mes étapes 
mais adaptées au nouvel environnement. Une légère différence 
se manifestera cependant en ce sens qu 1en logique câblée on 
commence par dénombrer les états de la procédure pour leur asso-
cier ensuite une phase dans la table; en logique enregistrée, nous 
dénombrerons d 1abort1 les phases qui composent la procédure, 
chacune d 1elle définissant ensuite un état caractéristique d e la 
procédure. Les deux démarches reviennent au même. Briève-
ment les étapes consisteront à : 
1. rechercher les phases gui composent la procédure. 
Nous d emandons au lecteur de patienter quelque peu, nous 
définirons exactement la notion de phase au paragraphe 
suivant. 
2. établir la table de décision séguentielle qui est l'enre-
gistrement de la procédure. El le se présente comme les 
tables relatives à la synthèse des circuits en tenant 
compte du paralléllisme entre les termes consacrés de 








3. rechercher I es phases égu iva I entes. 
4. Fusionner les phases équivalentes afin de réduire la 
procédure qui y est enregistrée. 
5. organiser ·1es aiguillages afin de coder _ les différents 
états de la procédure. 
6. préparer la programmation en établissant éventuel l ement 
un organigramme. 
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Les différentes étapes seront déta i I lées aux paragraphes 
suivants. 
Remargue 
En suivant pas à pas les étapes de synthèse de la méthode 
de Huffman, nous constatons que nous ne reprenons que 3 
points de la synthèse tel le que nous l 1avons définie au 
départ; à savoir : 
- mise en page 
- simplification 
- préparation de la programmation. 
Il y manque la partie analyse. L 1analyse des circuits sé-
quentiels est réduite à un minimum; tout au plus consiste-
el le à examiner les tirets de la table et à se demander ce qui 
se passerait si les combinaisons des variables d'entrée cor-
respondant à la colonne du tiret, se présentaient alors que 
le système est dans l 1état correspondant à la I igne de ce tiret 
s 1agit-il d 1un cas omis ou d 1un manque d'information du 
système ? 
En logique enregistrée, nous désirons lors de la synthèse, 
analyser plus profondément la procédure; l 1analy?er elle (séquen-
ces qu1el le détermine,boucles, cas omis, erreurs ••• ) et sa 
mise en page. 
2. 2. Description de la table. 
Forts de ce que nous avons découvert en hardware, nous 
al Ions à présent nous en détacher pour définir des notions propres 
à la logique enregistrée. 
2. 2. t. Définition de la notion de2hase et d 1état. 
Toute procédure séquentiel le est décomposable en un certain 
nombre de phases. 
Nous définissons une phase comme l 1unité d 1action séquen-
tiel le qui lorsqu 1elle est 11 en cours 11 peut donner lieu à la prise 
d 1une décision ou l 1exécution d 1un traitement et qui ensuite donne 
la main à une autre phase soit conditionnellement, soit incondi-
tionnellement. 
Cette nouvelle phase alors acquiert le statut 11 en cours" et celle 
qui lui a donné la main le statut 11 hors cours". 
Une phase peut donc correspondre : 
- à la prise d 1une décision ou l'exécution d 1un traitement 
suivi d 1un branchement inconditionnel à la phase suivante ; 
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à la prise d 1une décision ou 11exécution d 1un traitement 
suivi du test d 1une condition; le résultat du test permet 
de déterminer la phase suivante; 
- à un branchement inconditionnel sans plus; 
- au test d 1une condition afin de déterminer la phase suivante 
sans réalisation, au préalable, d 1aucun traitement ni déci-
sion. 
Les phases et leur succession rendent compte du comporte-
ment dynamique de la procédure lors de son déroulement. 
ln i t ial ement, toutes les phases qui composent la procédure sont 
hors cours sauf la phase initiale et à tout instant de son déroule-
ment, une et une seule phase est en cours. 
Les procédures n 1admettent jamais qu 1une phase initiale mais 
peuvent admettre une ou plusieurs phases finales 11 STOP 11 ou 
11 FIN 11 qui signifient que la procédure est terminée. 
Exemple : 
Soit la procédure séquentiel le exprimée sous forme de l 1orga-
nlgramme 11-1 et relatif au déplacement d 1une voiture depuis sa 
sortie de garage jusqu 1à une zone de stationnement. 
Les différentes phases qui composent cette procédure sont 
numérotées de (1) à @ ; nous aurions pu les identifier 
par n'importe quels autres identificateurs. 
Nous remarquons que toutes les phases lorsque le contrôle 
1 eur est donné et qu 1el I es sont en cours, donnent I i eu à la 
réalisation d 1une action avant de passer la main à la phase 
suivante. Les phases 2, 4 et 7 sont les seules à passer la 
main à la phase suivante de manière inconditionnel le. 
C 1est grâce à la notion de phase que nous pourrons enregistrer 
les opérations qui composent les procédures (test de condition et 
réalisation de traitements/ décisions) dans leur ordre de succession. 
En effet, la décomposition d 1une procédure en phases permet de 
traduire 11ordre qui affecte les conditions et/ou décisions, par 
l 1enchaînement des phases. Ainsi, par exemple, s i deux décisions 
doivent se succéder dans un ordre déterminé, i I suffit d'agir de 
façon te 11 e à I eur attribuer à chacune une phase; 11ordre sera 
traduit par le fait que c 1est la phase associée à la première déci-
sion qui donnera la main inconditionnellement à celle associée à la 
deuxième. 
C 1est grâce aussi à la notion de phase que nous pourrons mémoriser 
les états de la procédure afin de lui permettre de se dérouler cor-
rectement. En effet, chaque phase définit un état de la procédure. 
Lorsqu 1une phase a la main, la procédure se trouve dans 11é tat qu 1elle 
définit. Ceci est une autre manière d'exprimer lefaitque la notion de 
phase permet de traduire 11ordre qui caractérise une procédure sé-
quentiel le. 
Les notions d 1état et de phase sont distinctes mais intimement liées. 
Au point de vue terminologie, nous parlerons de phase ou d 1éta't 11 en 
cours" ou 11 présent(e) 11 et encore de phase ou d 1état 11 suivant(e) 11 • 
Une remarque: la décomposition d 1une procédure en phases n 1est 
pas unique. 
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2. 2. 2. Définition et structure de la table. 
Nous allons définir la table de décision séquentielle grâce 
à laquelle nous pourrons en premier lieu, mettre en page les pro-
cédures. 
Nous avons vu au paragraphe 2. 2. 1. commen décomposer 
une procédure séquentiel le en phases afin de traduire l'enchaîne-
ment parfois complexe de ses décisions et traitements, subor-
donnés à des conditions. Une procédure séquentiel le est entière-
ment définie par les phases qui la composent et par leur enchaîne-
ment. La table répondra donc à ce qu 1on attend d 1elle si : 
1. el le fait apparaître ce qui compose chaque phase, c 1est-
à-dire quel traitement ou décision est exécuté et quelle 
condition est testée lorsqu 1el le est en cours. 
2. el le rend compte de 11enchaînement de phases qui se 
succédent lors du déroulement de la procédure. 
La table de décision séquentielle s 1inspire de, et se pré-
sente comme, la table de synthèse utilisée en hardware par la 
méthode de Huffman. El le est un tableau à double entrée : 
entrées 
11 PHASE 11 
ou 
11 ETAT 11 
entrées 1CONDITION 11 
Transitions 
- les en1rées en ligne 11 PHASE11 ou 11 ETAT 11 : à chaque phase de 
la procédure est associée une ligne de la table. 
Chaque I igne, en regard de la phase qui y correspond, 
spécifie le traitement ou la décision qui sera éventuellement 
exécuté lorsque cette phase est en cours. 
- les entrées .s:,n col_2nne 11 CONDITION 11 : elles reprennent 
toutes les conditions qui articulent la procédure. Comme 
une phase peut donner le main à une autre phase de manière 
inconditionnel le, parmi ces entrées figure celle correspon-
dant à l 1absence de condition testée : 11 B. 1. 11 (branchement 
inconditionnel). 
- le cor.e_s du tableau : il contient des identificateurs de 
phases (généralement des références numérotées) et rend 
compte de leur enchaînement. Etant donnée une phase 
présente, après exécution du traitement qui lui est éven-
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tuellement associé, 11intersection de sa ligne et de la 
colonne correspondant à la condition qui testée est 
vérifiée, détermine la phi°se suivante. 
Une table de décision séquentiel le définit donc des rela-







T ( i, j) 
Si la phase présente est i ET Si, après exécution du traite-
ment qui lui est éventuellement associé, la condition vérifiée est j, 
ALORS la phase suivante sera T (i, j). 
Exemple: 
Reprenons l 1exemple du paragraphe 2. 2. 1.; la procédure décrite 
est enregistrée dans la table suivante: 
a b C d 
Décisions B. 1. 0 1 0 1 0 1 0 1 
1 s1 2 3 
2 s2 1 p 
3 s3 4 5 
H 4 s4 3 
A 5 SS 4 6 
s 6 s6 7 8 
E 7 s7 4 6 
s 8 SS FIN 
Conclusion : 
Lors du déroulement de la procédure, on saute d 1une ligne à l 1autre 
de la table comme les phases qui se succèdent. La composition et 
l 1enchaînement des phases apparaissent clairement dans la table. 
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En effet, lorsque au cours du déroulement de la procédure, une 
phase reçoit la main, nousS:tvons : 
1. quel traitement ou décision sera éventuellement exécuté; 
2. quel le condition est éventuellement testée; 
3. en fonction du résultat, quel le phase recevra la. main. 
Remarque 
Tout ce que nous avons exprimé en termes de phase peut être 
réexprimé en terme d 1état de la procédure. 
2. 2. 3. Paramètres de la table. 
Comme annoncé, nous retrouvons dans la table, les 2 
paramètres caractérisant toute procédure séquentiel le: 
1. le_p2 ramètre d 1état E: il apparaît en ligne. 
2. le~aramètre de conditions C : il apparait en colonne. 
Notons qu I i I peut être de 2 types 
- intrinsèque: si la condition testée a été déterminée 
par et durant 1 •évolution de la procédure (dans 
11exemple du paragraphe 2. 2. 1. les conditions b etc); 
- extrinsèque: si la condition testée a été fixée et 
acquise au départ une fois pour toutes (dans l 1exemple 
du paragraphe 2. 2. 1. les candit ions a et d). 
Il est possible qu •apparaisse dans la table un 3ème ~ara-
mètre: le e.aramètre_i3 ou de discrimination de sé_guenc~,--lls;-
manifeste sous forme d 1aiguil !ages et apparait lorsque lors de 
l 1enregistrement de la procédure, certaines phases qui la compo-
sent sont fusionnées alors qu 1elles ne sont pas équivalentes. Nous 
anticiperons ici quelque peu en donnant la définition de· phases 
équivalentes "deux phases sont équivalentes si elles déterminent 
le même traitement à ~xécuter pour autant qu 1elles en déterminent 
un, et conduisent soit inconditionnellement, soit conditionnelle-
ment par test de la même condition d'entrée, à des phases el les-
mêmes équivalentes ou identiques". 
Ce fusionnement de phases non équivalentes a pour conséquence 
qu'il n 1est plus possible en toute généralité de déterminer !•en-
chaînement des phases par simple connaissance de la phase pré-
sente et du résultat du test de la condition d 1entrée; il faut dans 
certains cas, lorsque la phase présente a été fusionnée 
avec d 1autres non équivalentes, connaître également 
la sous-séquence de la procé:lu~equi est en train de se dérouler. 
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C 1est pourquoi les sous-séquences de la procédure pour les-
quelles il est nécessaire à certains moment de savoir si ce 
sont elles qui sont en train de se dérouler, seront distinguées 
par des aiguil~m~s de _giscrimination de s~q~ence. 
Intuitivement ceci signffie, que lors du déroulement de la pro-
cédure, pour savoir oLI 11on va, c 1est-à-dire quel le phase va 
recevoir la main, il faut parfois se rappeler d 1où on vient. 
Ce sont les aiguillages et leurs combirais:msqui permettront de 
connaître, lorsque nécessaire, la sous-séquence qui est en 
train de se dérouler. 
Remarquons que le paramètre S ne dépend pas de la procédure 
elle-même mais de la rtianière dont elle est enregistrée dans la 
table. 
Exemple 
11 li s 1agit d 1une procédure d 1édition des recettes annuelles d•une 
cha Îne de magasins, caractérisée par 13 ·types de I i gnes 
dtimpression différentes et qui apparaissent sur le listing dans 
un ordre bien déterminé en fonction des 5 conditions : 
RA rupture d 1article 
RJ rupture de jour 
RM rupture de mois 
Rm rupture de magasin 
RP rupture de page. 
Les lignes sont les suivantes, caractérisée chacune par une 
référence numérotée 
MAGASIN ....... . 
MOIS .... . 2 











(recette de l 1article pour le 
jour, le mois, le magasin) 
TOTAL ARTICLE ••••• 
TOTAL JOUR •••••• 
TOTAL MOIS •••••• 
TOTAL MAGASIN 
TOT AL PAGE n° ••••• 
MOIS (SUITE) •.••. 
REPORT PAGE .•.•• 
REPORT ARTICLE .••.• 
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Remarquons que cette procédure est caractérisée par un ordre qui 
affecte uniquement l es traitements. 
Nous dés irons enregistrer cette procédure dans une table détaillée en 
associant une phase à chaque type de ligne, c 1est-à-dire en fusionnant 
toutes les phases correspondant à l'impression de la même ligne, même 
si elles ne sont pas équivalentes. C 1est la raison pour laquelle, afin 
d •assurer la succession correcte des différentes I ignes sur le I ist ing 
par la succession des phases, i I faut introduire des aiguillages de 
discrimination de séquence. Nous constatons que la ligne 10 peut 
être suivie de la ligne 13 ou 5 et que la ligne 4 peut être suivie 
delaligne 10 ou 5; deuxaiguillagesS 1 etS2 serontdonc 
IPHASES 
RA RP RJ RM Rm 0Sl 1 OS2l DECISIONS B. 1. 0 1 0 1 0 1 0 1 0 1 
Magasin 1 1 igne 1 2 
Mois 2 1 i gn e 2; S 1 = 1 4 
Mois (suite) 3 ligne 3 4 
En-tête art ici e 4 ligne 4 10 5 
En-tête JJMM 5 ligne 5 6 
Article 6 ligne 6 61 7 
61 S2 = 1 ; s 1 = 0 6 9 
Total art ici e 7 1 igne 7;S 1 =0;S2=0 71 8 
71 6 9 
Total jour 8 ligne 8 91 1 1 
8' 5 9 
Total page 9 ligne 9 3 
Report page 10 ligne 10 5 13 
1 1 ligne 1 1 1 11 12 
1 1 1 2 9 
Total magasin 12 ligne 12 1 
Report article 13 ligne 13 5 
Figure 11-2 
Ol 
2. 2. 4. 
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nécessaires, caractérisant l 1un le§_ sous-séquences Rp et Rp, 
l'autre les sous-séquences RA et RA. 
La table obtenue est celle de la f i gure 11-2. 
Le bon ordre de succession des I ignes sera donc assuré 
par les 3 paramètres : E-C-S. 
Remarquons que le paramètre S est intrinsèque, en effet, 
s 1 et s 2 sont positionnés durant le déroulement de la pro-
cédure. 
Problème des mémorisations d'états. 
Nous avons annoncé au paragraphe 2. 1. 2. que pour 
rendre compte de l •ordre qui affecte I es procédures séquen-
tiel les, afin de pouvoir à tout moment décider des opéra-
tions à réaliser, on introduisait des mémorisations d•état, 
tout comme c 1est _le cas p·our les systèmes séquentiels en 
logique câblée. 
C•est pourquoi lor:s de la synthèse, l 1avant dernière 
étape consiste à coder les différents états ou phases du 
système par des mémoires auxiliaires qui en logique enre-
gistrée prennent la forme d 1aiguillages (variables particu-
lières, généralement binaires). On peut caractériser chaque 
phase de la procédure soit par un aiguillage qui lui est 
propre, soit par une combinaison d 1aiguillages (dans ce cas, 
le nombre d 1aiguillages nécessaire sera réduit). 
La mise à jour des aiguillages, dans le cas, par exemple, 
d 1un aiguillage binaire par phase, consiste en ceci: lors d 1un 
changement de phase, l'aiguillage caractéristique de la 
phase qui était en cours est remis à 11 0 11 , tandis que l 1aiguil-
lage caractéristique de la phase qui reçoit la main est mise 
à 11111. 
Mais il apparait que les aiguillages sont superflus 
en logique enregistrée. En effet, 1 es langages de program-
mation tels qu'ils sont conçus et le fait que tout processeur 
central dans un système d 1exploitation, possède un registre 
part icu I ier d 1adresse d I instruction qui à tout instant du 
déroulement de la procédure implémentée indique le point 
atteint, permettent de s 1en passer. 11 s sont implicitement 
définis et déterminés. 
Dans certains cas, néanmoins, les aiguillages ne sont 
pas totalement inutiles : lorsque 11uti I isateur désire jalonner 
la situation logique de la procédure lors de son déroulement 
afin d 1examiner plus facilement les cas d'anomalie ou d'erreur 
et d 1avoir des points de reprise. 
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2. 3. Type _ de table : détail lé - condensé - mixte. 
Les conditions que nous trouvons en en-tête des 
tables et qui référencent leurs colonnes, peuvent y figurer de 
deux manières différentes donnant naissance à deux types de 
table différents: les tables _g~_t.sU!.f~§..et les tables ç_o.D.de.ru;.ée..~ 
1. Les tables détai I lées : les conditions figurent en 
----,.----------en - tete de manière générale en ce sens que toute 
condition Ci est introduite sur deux colonnes: 11une 
est caractérisée par un 11 zéro 11 booléen et correspond 
à sa valeur fausse; l 1autre est caractérisée par 11 un 11 
booléen et correspond à sa valeur vraie. 
Cl c2 c3 
0 1 0 1 0 1 
En chaque phase, une seule condition est testée et 
selon qu •el le est ou non vérifiée, la procédure bran-
chera à une phase ou à une autre. 
La table sous cette forme possède un caractère dicho-
tonomique. 
2. Les tables condensées : el les sont caractérisées par 
le fait que: 
a. il n•y a oue les valeurs significatives des conditions 
qui sont pr i .ses en considération, autrement dit, 
les conditions ne se voient attribuer qu 1une seule 
colonne : celle qui correspond à leur valeûr vraie. 
b. certaines phases de la procédure y sont enregistrées 
implicitement : 
Si une phase i donne la main à l1ne suite de phases 
i 1, i2, i3 ••• qui se succèdent conditionnel le-
ment par test négatif et qui ne spécifient, au-
cune, un traitement à exécuter, 
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intuitivement, la raison d 1être 
d'une telle suite i 1, i 2 , i 3 est généralement la recherche de 
celle parmi les conditions c 1, c 2 , c 3 , qui est vérifiée. 
0 





ALORS les ,phases de cette suite seront enregistrées impli-
citement. 
Soit la ligne de la table associée à la phase 
( 1) 
j 1 j2 j3 
Son inter_f?rétatigri est la suivante : lorsque la phase i est en 
cours, après exécution du traitement qu 1éventuel lement el le 
détermine, tester les conditions les unes après les autres de 
gauche à droite: si la 1ère condition (c 1) est vérifiée, la phase 
suivante es~ jl; sinon_ test_er la 2ème (C2), s1 elle est vérifiée la phase suivante est J2; sinon •••••••. J. 
Dans le cas particulier où il n 1y a jamais qu 1une condition au 
plus qui est vérifiée parmi toutes les conditions à tester en 
cascade, la I igne peut aussi s 'interprêter comme sui te : lorsque 
la phase a terminé l 1exécution du traitement qu 1éventuel lement 
el le détermine, la phase suivante à laquelle el le donnera la main 
est déterminée par celle des conditions qui est vérifiée. 
0 
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Autrement dit (1) est équivalent ' a 
Cl c2 c3 
0 0 0 
1 1 1 
l 1 1 
i 1 j 1 
i 1 i2 j2 
i2 i3 j3 
i3 
Il faut, dans la plupart des cas, introduire dans la table une 
colonne supplémentaire afin de pouvoir déterminer quelle 
phase sera phas~ suivante lorsqu •aucune des conditions testées 
n 1est vérifiée. (C .) 
1 
Exemple : 
Considérons 1 •organigramme suivant. 
0 1 , 
O .· o · 
0 1 . 
® 
0 0 




PHASES T~AIT. B.1. Cl c2 c3 c4 
0 1 0 1 0 1 to 1 
1 2 3 
2 4 5 
3 6 7 
4 8 9 
5 Tl 9 6 
6 T FIN 
3 
7 6 10 
8 T2 FIN 
9 T4 FIN 
10 TS FIN 
Table détaillée 
1 
-PHASES TRAIT. B. 1. Cl cz c3 c4 C. 1 
1 3 5 9 8 
3 7 6 
5 Tl 6 9 
6 T3 FIN 
7 10 6 
8 T2 FIN 
9 T4 FIN 
10 TS FIN 
Table condensée 
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Cas particulier : 
11 existe des procédures qui se prêtent particu I ièrement bien à 
un enregistrement dans une table condensée. Il s 1agit de procé-
dures dont les décisions à prendre ou traitements à exécuter sont 
fonction de l 1ordre et de l 1organisation de symboles lus ou appa-
raissant successivement. Le test des conditions consiste dans ce 
cas, à vérifier quelle valeur a le symbole lu ou le caractère qui 
est apparu (par exemple : procédures d 1échanges en télétraitement, 
décodage de messages, analyse syntaxique .••• ). 
3. Les tables mixtes : i I s 1agit de tables dont certaines I ignes et 
colonnes sont à interprêter comme celles des tables déta i liées, 
d'autres comme celles des tables condensées. 
Conclusion. 
Toute procédure peut toujours être enregistrée dans une 
table détaillée. Cette forme de table est très proche de l 1organigramme, 
la relation qui les lient est évidente. 
Si certaines phases de la procédure satisfont la propriété énoncée 
plus haut, i I y a tout intérêt à enregistrer cette procédure dans une 
table condensée comme le mot l 1exprime. Cel le-ci, par rapport à 
l 1organigramme est une forme beaucoup plus concise et manipulable. 
Exemple: 
Reprenons 11exemple de la mise à jour d'un fichier ( chapitre 1 
paragraphe 1. 1. ) 
Enregistrons•la dans une table détaillée: 
PHASES DECISIONS C A M 
0 1 0 1 0 1 
1 2 3 




3 11 création 11 21 7 




s 11 annulation 11 211 3 




6 11mod ifi cation 11 2111 7 




7 11 erreur 11 
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Enregistrons-la, à présent, dans une tabl e c o ndensée 
PHASES DECISIONS C A M 
1 3 5 6 
3 "création" 7 5 6 
5 11 annu lat ion" J 7 7 
6 11Mod ifica t ion 11 7 5 6 
7 11 erreur 11 
L 1utilisation de la table de décision s é qu ent i e lle en tant 
qu 1outil de mise en page est justifiée par s a forme condensée 
elle est une présentat ion claire et concise de la proc édure, 
accessible à tous, informaticiens et non informaticiens. 
Toutes les applications q u e nous trai t e r ons au c hapitre V, 
utilisent la table sous sa forme conden sée (éventuell ement 
mixte). 
2. 4. Méthode d 1élaboration de tables. 
L'objet de ce paragraphe est de propos e r à Puti H sateur 
quelques méthodes d 1élaboration des tables afin de l 1a ider à enre-
gistrer ses procédures séquentielles. Les m éthod es lui sont 
présentées à titre indicatif ; elles ne sont pas uniques ; chaque 
utilisateur peut avoir la sienne. Nous en profit e r ons égal ement 
pour donner quelques exemples d 1enregistremen t d e pro cédures 
dans une table séquentielle. 
Lors de la mise en page d 1une procédur e d ans une tabl e 
séquentiel le, il faut avant toute chose déterminer le type de tab le 
dans laque! le se fera l 1enregistrement : détai l lé-condensé - mix te. 
Ce choix fait, il convient de faire un inventai r e des conditions 
qui articulent la procédure c 1est ... à-dire des s itu ations d i ffé -
rentes pouvant avoir une inf luence sur les t ra item ents à effectuer 
- si la table est déta i llée: introduire les conditions en 
en- tête d e l a tabÏe-:-~h~c u ne r é f é r encant 2 colonnes 
(l'une correspond à sa valeur vra i e, 11autre à s a v aleur 
fausse); 
- si la table est condensée: introduir e l es c o nd i tions en 
en-tête de la t able-:--à-raison d 1une c ondition par c ol onne. 
Dans le cas p ar t icu I i er de procédures où les t raitements 
dépendent d e l 1o r d r e et d e l 1organ isation de symbo l e lus 
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ou de caractères apparaissant successivement, i 1 
suffit d 1enregistrer en en-tête les caractères ou sym-
boles significatifs. Considérer éventuellement une 
colonne supplémentaire propre aux cas où aucune 
condition n 1est vérifiée. 
(Dans les deux cas, il ne faut pas oublier la colonne 
des branchements inconditionnels 11 B. 1. 11 .) 
Ensuite, pour 11élaboration de la table elle-même, on peut 
agir de deux manières : 
- soit décomposer entièrement la procédure en phases; 
puis les phases et leur enchaînement étant connus, 
11élaboration de la table ne doit plus poser de problè-
mes; 
- soit élaborer la table en définissant les phases au moment 
même ou on les introduit dans la table. 
2. 4. 1. Méthode des ség_uences de base. 
Précisons d 1abord la notion de séguence : une séquence 
est une suite de conditions vérifiées et de traitements exécutés 
les uns après les autres. Une procédure lorsqu 1elle se dérou-
le détermine une séquence particulière. Toute procédure est 
entièrement · définie par toutes les sé~uences auxquelles 
peut correspondre son déroulement c 1est -- à-dire par tous les 
chemins qu 1el le peut suivre. 
Cette méthode est utilisée lorsque la procédure doit sa 
nature séquentielle à un ordre sur les conditions et un ordre 
sur les traitements. Les séquences définies par ces procé-
dures sont : 
- soit composées d 1une suite de conditions qui sont véri-
fiées (dans certains cas particuliers d 1une suite de 
symboles ou caractères qui doivent être lus ou appa-
raître successivement) suivie du ou des traitements à 
exécuter en conséquence. 
Les séquences de ce type sont appelées séquences 
de base et se déduisent de l'énoncé. 
- soit composées d 1une suite de conditions qui sont véri-
fiées et qui n 1aboutissent à aucun traitement. El les 
constituent une séquence impossible, indifférente ou 
erronée. 
Exemple: 
11 On reçoit un message composé de caractères a, b, c. Chaque 
fois que l 1on détecte dans l 1ordre les 3 caractères abc, i I faut 
incrémenter un compteur (,traitement T 1) 11 • 
Cette procédure très simple, ne possède qu 1une séquence de 
base notée sous la forme 
a b c 
conditions vérifiées traitement 
Etant données deux séquences de base 
- 1 tune peut être origine de l 1autre; 
~~e.!J1J?le : abc ---ol> T 1 et abc ca _... T 2 
- el les peuvent avoir une origine commune; 
abc - T et ab ba -
- 1 -
- l 1une peut être incluse dans l 1autre; 
~~e.!!1f>le_: abc - T 1 et x abc y - T 2 
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La méthode consiste à effectuer les étap.~s suivantes: 
1. Prélever,· à par"tir ·de 11énonçé, les séquences de base 
de la procédure; 
2. Les enregistrer dans la table (détaillée, condensée ou 
mixte) à partir d 1une phase initiale, en définissant et en 
introduisant les phases au fur et à mesure : chaque phase 
sera composée soit d 1un test de condition(s), soit d 1une 
exécution de traitement. 
11 ,y a intérêt à enregistrer les séquences de base dans 
l 1ordre suivant : 
a. ce l les qui n 1en contiennent pas d'autres, n 1ont pas 
d'origine commune avec d'autres et ne sont pas elle-
mêmesorigine; 
b. celles qui sont origine. d 1une autre, prolongées par 
cette autre; 
c. celles qui ont une origine commune, introduire la sous-
séquence commune pour ensuite l 1éclater et poursuivre 
les enregistrements de chacune d•el les; 
d. celles qui en contiennent d'autres, sans oublier d 1in-
troduire au moment voulu les traitements déterminés par 
les séquences qu 1elles contiennent. 
3. Complèter, s'il en existe,les cases vides par cies phases 
d'indifférence, de rejet ou encore par des phases qui sont 
déjà définies de façon à respecter la logique des décisions 
lors des ruptures des séquences de base. 
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Exemple: 
11 Une expression arithmétique, si on distingue deux niveaux 
d'opérateur, est exprimée dans I e fo'rma I isme de Backus-
Naur par : 
~ expression > "= operande /<expression X opérateur 
niveau bas ). < expression ?) < expression> 
< opérateur niveau haut > <::_ expression) 
<operateur niveau bas>::= +1-
<operateur niveau haut > ::= */ / 
L'application consiste à jeter les bases d 1un programme 
susceptible de prendre toutes les mesures ut i I es pourque 
l'exécution d 1une expression puisse se réaliser correcte-
ment. L 1exécut ion se fait en 2 étapes : la 1ère consiste à exé-
cuter les opérations de niveau haut pour exécuter au cours 
de la 2ème, les opérations de niveau bas. 
La procédure chargée de la 1ère étape devra réaliser les 
traitements suivants : 
- la lecture d 1un opérande a pour effet de le placer dans 
une zone z 1 (zone qui contient toujours le dernier opé-
rande lu ou calculé); 
- la lecture d 1un opérateur de niveau haut (0 1) a pour 
effet d 1exécuter l 1expression formée de l 1opérande stocké 
dans z 1, 1
1opérateur o 1 et 1
1opérande suivant; de pla-
cer le résultat dans Z 1; 
- la lecture d 1un opérateur de niveau bas (0,.) a pour effet 
de placer l 1opérande contenu dans Z 1, dani ZT (zone de 
stockage qui en fin de 1ère partie contiendra les opéran-
des des opérateurs de niveau bas) et l 1opérateur o2 dans 
une zone z 0 (qui en fin de 1ère partie contiendra tous les opérateurs de niveau bas); 
- la lecture du caractèretfin d 1expression a pour effet de 
vider une dernière fois z 1 dans ZT et de donner la main à la 2ème partie qui exécutera l 1expression composée 




Examinort;l'effet de la procédure sur 11expression: 
a+b:l{c/d-e.i 
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.§.Pyès lecture de contenu des zones 
Zl ZT zo 
a a 
+ a + 
b b a + 
i~ b * C a + 
{~ , b * cLdl a 1 + 
b :le c/ d 
1 a 1 + 
e e I b *r/ d 1 + 
lb :Ieee/ci 
a 1 + 
Elaborons la table de mise en page de la procédure correspon-
dant à la 1ère partie : 
O. i I y a avantage à enregistrer cette procédure dans 
une table condensée; en en-tête figurent les symbo-
les lus 
l t"Ot opérateur niveau o 2 opérateur niveau C opérande I fin d 1expression. haut bas 
1. les séquences de base sont : 
(1) C -T 1 c 1est-à-dire mettre Cdans z 1 
(2) co1c ---t> T 2 c'est-à-dire exécuter z 1o1c et 
mettre le résultat dans z 1 
(3) co2 - T 3 c 1est-à-dire mettre z 1 dans ZT 
et o 2 dans z 0 
(4) C À --.... T 4 c 1est-à-dire mettre z 1 dans ZT 
et brancher à la 2e partie. 
2, Enregistrer: 
- la séquence de base (1) qui est origine de 
toutes les autres; définir et introduire à cet 
effet la phase 2; 
- les séquences (2),(3), (4) par prolongement de( 1) ; 
définir et introduire à cet effet les phases 3 
et 6; 4; S. 
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PHASES TRAIT. B. 1. C 01 02 
1 2 (E) (E) (E) 
2 Tl (E) 3 4 5 
3 6 (E) (E) (E ) 
4 T3 ( 1) 
5 T4 FIN 
6 T2 (3) (4) (5) 
~ 
3. Comp le ter I es cases vides pour respecter la logique 
des décisions lors des ruptures; les cases complétées 
sont entre parenthèses. 
La phase 11 E 11 signale que l 1expression de départ est 
incorrecte. 
Remarque: 
Cette méthode sera utilisée au chapitre V pour élaborer les 
tables séquentielles de 11application Ill relative à 11analyse 
syntaxique du langage BASIC. 
2. 4. 2. Méthode pas à_~as. 
Elle consiste à élaborer la table ligne par ligne, c'est-
à-dire phase par phase comme suit : 
1. Se poser la question : la phase correspondant à la 
ligne examinée détermine-t-elle un traitement à exé-
cuter? 
si oui : indiquer le traitement en regard de la phase; 
al Ier en 2; 
si non: aller en 2. 
2. Si la table est détaillée, se poser la question : quelle 
condition parmi les conditions figurant en en- tête, est 
à tester pour pouvoir déterminer la suite de la sous-
séquence examinée ? 
Si la table est condensée, se poser la question: quelles 
conditions sont susceptibles dlêtre vérifiées ? 
Dans les deux colonnes correspondant à la condition 
testée ou dans les colonnes correspondant aux condi-
tions susceptibles d 1être vérifiées, selon le cas, in-
troduire : 
- soit la référence d'une nouvelle phase et lui asso-
cier une nouvelle ligne dans la table; 
/ 
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- soit la référence d 1une phase déjà décrite (ce qui 
revient à fusionner deux sous-séquences de la pro-
cédure); 
- soit la référence de la phase qui caractérise les 
cas d'erreur. 
Les deux étapes sont à itérer jusqu 1à ce qu lj I n 1y ait 
plus de nouvelle phase introduite dans la table et débutent 
avec ra phase initiale. 
Cette méthode sera utilisée pour élaborer les tables sé-
quentiel les de l 1appl ication IV du chapitre V. 
Exemple : 
11 Soit le procédure de transposition d 1une expression arithmé-
tique de forme infixée en forme polonaise postfixée. L 1expres-
sion de forme infixée est composée : 
- d 1opérandes 
d 1opérateurs ils sont caractérisés par des niveaux de 
priorité 
[ ** X' / 
+ ' - î priorité croissante 
- de parenthèses 11 ( 11 et 11 ) 11 destinées à modifier, comme 
on le sait, les priorités des opérateurs. 
La parenthèse 11 ( 11 , par ·suite de l 1algorithme de trans-
position est considérée comme opérateur de priorité 
la p lus basse. 
La procédure de transposition utilisé 2 zones de stockage 
[
ZT destinée à contenir la forme postfixée 
Z,.... zone intermédiaire 
~ 
et consiste à réaliser les traitements suivants: 
1. à la lecture d 1un opérande, le placer dans ZT 
2. à la lecture d 1un opérateur 
- s 1il est strictement plus prioritaire que le dernier 
opérateur introduit dans z 5 , le placer dans z 5 
- sinon déplacer le dernier opérateur introduit dans 
z 5 , dans ZT et recommencer le test; 
3. à la lecture d'une 11 ( 11 : la placer dans z 5 ; 
- - - - - --- - --- - --- - --- -- --
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4. à la lecture d 1une 11 ) 11 : vider ZS. dans ZT selon la 
technique LIFO jusqu 1à la prem1ere 11 ( 11 rencontrée; 
en I ever cette " ( "; 
S. à la lecture du symbole.cf (fin d 1expression) : vider Z 
dans Z:r selon la technique LIFO; la transposition esY 
terminée 11 • 
Examinons shématiquement la façon de procéder, sur i •exemple 
suivant 
A B C + D f 
A D + 
En procédant comme décrit par la méthode, nous obtenons la 
table mixte : 
Pha- TRAIT. B ~pé- Opépa- ( ) • 
~pérateur lu 
'"'ande teur > ses Opérateur 2= 1. 
Oui Non 
1 2 E 6 E 8 
2 opérande dans ZT E 3 E 7 8 
3 .4 5 
4 opérateur lu 2 E 6 E E 
dans z 5 
5 opérateur de 4 5 
z 5 dans ZT 
6 ( dans z 5 2 E 6 E E 
7 vider z 5 dans ZT E 3 E 7 8 
jusqu 1à ( ; enle,_ 
ver ( 
8 vider z 5 dans ZT Ain 
E erreur Fir 
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Nous avons supposé que les parenthèses 11 ( 11 et 11 ) 11 étaient 
présentes par paires dans l 1expression de départ. 
2. 4. 3. Méthode du 9.ra2,he. 
Cette méthode permet d'élaborer les tables séquentiel les 
par l'intermédiaire d 1un graphe. Elle examine la procédure 
à enregistrer sous l '.angle des traitements et de leur succes-
sion lors du déroulement de la procédure. El le élabore la 
table en 2 étapes. 
Etape 1. 
Elle consiste à définir un graphe, généralement un multigraphe, 
qui rend compte de la succession possible des traitements (un 
multigraphe est caractéri~é par le fait que deux sommets quel-
conques peuvent être Pun extrémité initiale et l'autre extrémi-
té finale de plus d 1un arc). 
a. tout traitement qui apparait dans l 1énoncé de la procé-
dure définit un sommet du graphe; 
b. un arc est défini d 1un sommet T. vers un sommet T., 
chaque fois que, lors du dérouliment de la procéddre, 
l'exécution du traitement T. peut être suivie de celle 
1 de T.; 
J 
- soit inconditionnellement : dans èe cas l 1arc sera 
surmonté de l'indication 11i11; 
- soit conditionnellement : dans ce cas, l 1arc sera sur-
monté de la ou des conditions qui vérifiées dans 
l'ordre, provoquent I e passage d 1un traitement à 
l 1autre. 
Exemple: 
11 Soit une procédure dont le déroulement correspond à l 1exé-
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T 1 et T 2 sont destinés à effec-tuer des lectures tandis que T 3 , T 4 , T 5 et T 6 traitent ce qui a 
été lu; ils sont conditionnés 
par le résultat de la comparai-
son de 2 indicatifs 11 et 12 
3 
Chaque nouvelle boucle est fonction de celle qui la précède: 
ainsi, après exécution de T 3 , il faut exécuter T , mais 
non_T 2 et en,suite selon le test des indicatifs T 4 , 1î\ ou T 6 ; cec I est note sous la forme : 
,... ' ,., ( ) de meme apres T 4 : T 1 T 2 • T 3 + T 5 + T 6 
T 5 : T 1 T 2 • (T 4 + T 5 + T 6) 
-T 6 : T 1 T2 • (T 3 + T 5 + T 6) " 
le graphe défini par cette procédure est celui de la figure 
11. 3. 
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Etape Il : 
Elle consiste à passer du graphe à la table en associant à 
chaque sommet du graphe une phase, c 1est-à-dire en définissant 
une phase par traitement. Nous détaillerons ce passage dans 
le cas où l'utilisateur a choisi d 1enregistrer la procédure dans 
une table condensée. Il n 1est pas difficile de modifier cette 
2ème étape pour 11adapter aux tables détaillées. 
1. Repérer les sommets qui sont extrémité initiale de plus 
d•un arc dont un est surmonté de "i" c 1est-à-dire incon-
ditionnel. 
Soit T. un tel sommet. 
Comme' nous associons une phase par traitement, ceci 
signifie que nous fusionnons, au niveau de la phase asso-
ciée à T.; 2 sous-séquences non équivalentes. Il faut 
par cons1équent introduire un aiguillage de discrimina-
tion de séquences S pour se rémémorer la sous-séquence 
qui se dérou I e. 




Tl 1/12 = T3 et 1 1 2 
1 
1 1/12 = 
1 
Tl T4 
1/12 = 2 Tl TS 
1/12 = 3 Tl T6 
'-
nous introduirons donc un aiguillage s 1, afin de discri-
miner les 2 possibilités; il sera positionné au 1 au cours 
de la phase associée à T 5 , à O au cours des phases asso-
ciées à T 3 et T 6 • 
Au niveau du graphe, introduire un sommet artificiel lj' 
qui devient nouveau sommet initial des arcs qui admettent 
T. pour sommet initial, sauf pour l 1arc inconditionnel. 
Lè sommet T 1. est joint à T. par l 1arc T. ~ Tl., arc qui 
est surmonté de la conditiori S = 0 (ou ( 1~. 1 
L 1arc inconditionnel sera surmonté non plus de "i" mais de 
la candit ion S = 1 (ou 0). 
Les conditions s 1 = 0 et S = 1 s
1ajoutent aux conditions 
figurant e~ en-tête de la table. 
2. Repérer les arcs qui admettent même sommet initial, soit 
T ., sont surmontés des mêmes conditions à vérifier mais 
admettent des sommets terminaux différents. Nous sommes 
à nouveau dans une situation identique à celle rencontrée 
en 1 : fusion de sous-séquences non équivalentes. Nous 
introduirons donc également des aiguillages de discrimina -
t ion de séquences. 
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Dans l 1exemple nous avons 
,.. 
Tl 1/12 = T3 T2 1/12 = T3 
et 
Tl 1/12 = 1 T4 T2 
1/12 = 1 T4 
Pour les 2 cas, i l suffira d'introduire un seul aiguil-
lage s 2 ; positionné à 
11 1 11 au cours des phases associées 
à T....3 er T 5 et à 110
11 au cours des phases associées à T 4 
et T 6• 
Au niveau du graphe, pour chaque cas, introduire un 
sommet artificiel T 1.; le joindre d •une part à T. par 
flarc T. - T 1• sJrmonté de la ou des conditibns 
"d . I dl 1 • d 1 ent1ques, autre part aux sommets terminaux par es 
arcs surmontés des conditions qui testées permettront 
de déterminer la sous-séquence parcourue. 
3. Associer une phase à chaque sommet du graphe, éventuel-
lement redéfini par les étapes 1 et 2; enregistrer ces phases 
dans la table avec leur traitement ainsi que leur enchaîne-
ment connu par simple considération du graphe. 
Exemple: 
·Le graphe de la figure 11-2, a été transformé 
la figure 11-4 par 1 •étape If de la méthode. 
T6 / 
. -~ ' 
\J' \ / --- - - -~ T 2 
' '\ T lo / ~_.,.,,....,.,..----- S 1 - 1 .. / [ 
, 0f. ~ ' ~~;/. '{,'2· }-,~t-;- _\_______ si~ .' z 
1 ~ s~o ;/ ~ . i ----- /!>- •. 1 ~ / ~' 
.,,,. / 0~ 
Tif -~ S.,.,, 11 .. - _,,/ 
1  • ---~-· - ---
T 4 
en celui de 
Fig. 11-4 
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La proécure est enregistrée à partir du graphe, dans la 
table 
Fhases TRAIT. B. 1. 1 1 / '2 s1 s2 
1 2 3 0 1 0 
1 
1 Tl 1 ' 2 1 
1 ' J Il 5 6 
! 
1 
1 Il i 3 
2 T2 2' 1 5 6 i 
21 
1 3 
3 T3 1 
1 
4 T4 2 
1 
' 
5 TS 1 





Les quelques méthodes qui ont été exposées à titre indicatif, sont 
laissées à l'appréciation du lecteur; libre à lui d'en imaginer et 
d 1en utiliser d 1autres. 
2. S. Simplification des procédures et réduction des tables par fusion 
des phases équivalentes. 
Nous avons, au cours des paragraphes précédents, montré 
comment la table de décision séquentielle permettait d'enregistrer 
des procédures séquentiel les; le premier objectif de synthèse est 
par conséquent atteint. Intéressons-nous à présent à un deuxiè-
me objectif: la simplification des procédures. Nous allons donc 
détail Ier les étapes 4 et 5 de la synthèse (revoir § 2. 1. 2. ). 
Il se peut que lors de la décomposition d 1une procédure en 
phases, nous ayons défini des phases qui soient équivalentes. 
li est extrêmement utile de les découvrir afin de pouvoir, en les 
fusionnant, 
a. simplifier la procédure 
b. réduire la table séquentielle dans laquelle a été mise en 
page cette procédure. 
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2. 5. 1. Définition de~ ~hases ~~ivalentes. 
Fig. 11-5 
Deux phases sont égu iva I entes si : 
1. el les déterminent I e même traitement à exécuter; 
2. elles mènent soit inconditionnellement, soit condition-
nellement par vérification des mêmes conditions d'en-
trée, à des phases el les-mêmes équivalentes ou klenti-
ques. 
Cette définition est récursive. Intuitivement, deux phases qui 
sont équivalentes, signifient que les deux sous-séquences de la 
procédure qui admettent ces phases pour phase initiale, sont 
identiques. Deux phases équivalentes correspondent à un seul 
et même état de la procédure. 
Exemple: 
Considérons la table séquentiel le de la fig1a1re 11-5; nous obser-
vons les équivalences suivantes : 
3 '= 13 
7 = 15 
5 '= 17 
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2. S. 2. Méthode de recherche s~stématigue des fLhases ~q1:1ivalentes. 
La méthode que nous al Ions exposer, permet de découvrir 
les phases équivalentes de manière systématique sans se perdre 
dans la récursivité de la définition. Nous l 1exposerons en paral-
lèle d'un point de vue théorique et d 1un point de vuepratique sur 
11exemple de la figure 11-5. 
Les étapes de la méthode sont les suivantes : 
1. B_ablir une part i tion sur 11ensemble des phases par la 
relation: d 1équivalence 11 déterminer le même traitement 
à exécuter". Ceci correspond à la vérification de la 
première condit ion pourqu'il y ait équivalence, 
Exemple les classes de la partition sont 
l o' 1 ' 11 1 
TO 1. 1 ' 12, 14( 
Tl l 6, 18 ( 
T2 \ 7, 
' 
15 ? 
T3 \ s, 17 f 
T4 t 4, 16 ~ 
R 1 3 
1 ' 
13 } 
2. Pour toute classe de la partition qui possède plus d 1un 
élément : 
a. établir un tableau en escalier: 
- toute phase, sauf la première, prise dans 
l 1ordre dans lequel apparaît dans la classe, 
définit une ligne du tableau; 
- tout~ phase, sauf la dernière, prise dans 
11ordre dans lequel elle apparait dans la 
classe, définit une colonne du tableau. 
Ce tableau rendra compte des équ iva I ences entre 
phases, prises deux à deux. 
Exemple: les différentes classes définissent les 
tableaux en escalier. 
,, 
Remarque: 
Nous aurions pu établir un tableau complet dans lequel 




colonne, mais cela aurait été inutile. · En effet, la rela-
tion d 1équiva l nce, entre les phases es t ,comme el le le 
dit par elle-rflême, une relation d 1équivalence au sens 
mathématiqr.:e du terme et par conséquent réflexive et 
symétrique. 
b. indiquer dans chaque case du tableau, les couples de 
phases vers l~sque Il es mènent soit inconditionnellement, 
soit condi t ionh ellement par vér if ica t ion des mêmes condi-
tions d 1entrée, les phases qui correspondent à cette case. 
S'il n 1en exis\e pas, barrer la case(les cases barrées 






. 7, 15 
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171 Fin, Fini 
5 
c. barrer les cases non barrées du tableau qui contiennent 
un couple de phases dont la case est barrée dans le même 
tableau. 
Exemple : aucune case n 1est à barrer. 
3. Considérer tous les tableaux globalement ; barrer les cases 
non barrées de chaque tableau qui contiennent un couple de 
phases dont la case est barrée dans un autre tableau. 
Exemple on est amené à barrer la case ( 11, 1) par suite 
de la case barrée ( 12, 2). 
4. Toutes I es cases non barrées, après l 1étape 3 , corresponden t 
aux phases équivalentes. 
Exemple on retrouve les phases équivalentes qui avaien t 
été détectées au paragraphe 2. S. 1. 
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Remarque : 
Les étapes 2 et 3 de la méthode consistent à tester la 
deuxième condition qui doit être vérifiée pour qu 1il y ait 
équivalence. 
2. S. 3. Pseudo-é_guivalence d~ JLhases. 
Rappelons que dans le corps d 1une table condensée peuvent 
apparaître des tirets, ceux-ci peuvent avoir 3 significations : 
1. cas impossible, c 1est-à-dire que la condition qui réfé-
rence la colonne du tiret ne sera jamais vérifiée; 
2. cas indifférent c 1est-à-dire que si la condition qui réfé-
rence la colonne du tiret est vérifiée, aucune décision 
n 1est prise; 
3. cas d 1anomalie c 1est-à-dire que la condition qui réfé-
rence la colonne du tiret ne peut jamais être vérifiée; . 
si elle 11était, ce serait anormal. Dans ce cas, il 
est conseillé de substituer au tiret une phase d'erreur 
à laquelle on se branchera si jamais la condition était 
malgré tout vér ifée. 
Deux phases enreg_istrées dans une table condensé~_sont 
2.seudo-ég_uivalentes si : 
1. elles déterminent l e même traitement à exécuter ; 
2. elles mènent par vérification des mêmes conditions d'en-
trée : 
Exemple 
- soit toutes deux à des phases équivalentes, identiques 
ou pseudo-équ ivalentes; 
- soit 11une à u n e phase et l 1autre à un cas impossible 
identifié par un tiret. 
soit la table condensée 
PHASES TRAIT. a b 
1 Tl 3 -
2 îl - 4 
3 T2 5 5 
4 T2 6 -
5 T3 - 1 
Fig. 11-6 
6 T3 - 2 
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dans laquelle tous les tirets correspondent à des cas n 1apparais-
sant jamais. 
Les phases 1 et 2, 3 et 4, 5 et 6 sont pseudo-équivalentes. 
Remarque: 
La relation de pseudd-équivalence entre phases est moins restric-
tive que la relation d léquivalence (deux phases équivalentes sont 
pseudo-équivalentes) ! contrairement à celle-ci, la relation de 
pseudo-équivalence n 1est pas transitive. 
2. S. 4. Fusion des_~hases ~~ivalentes et_f>seudo-é51uivalentes. 
Nous pouvons s lmp I ifier les procédures en fusionnant parmi 
les phases qui les composent, celles qui sont équivalentes. Ceci 
se représente au niveau de la table par une fusion des lignes 
associées à ces phases équivalentes. Phases et lignes fusionnées 
définissent un seul et même état de la procédure. 
Parmi .les phasès restantes, nous pouvons encore, s'il en 
existe et si c 1est possible, fusionner certaines phases pseudo-
équivalentes. li faut cependant agir avec prudence; on ne peut 
pas affirmer que toutes les phases pseudo-équivalentes peuvent 
être fusionnées, en ce sens que la pseudo-équivalence est une 
relation non transitive. Le meilleur moyen de le faire comprendre 
est de le mettre en évidence par un exemple .• 
Soit la partie de table condensée 
PHASES TRAIT. a b C 
1 Tl - 4 -
2 Tl 5 - -
3 Tl 6 - 7 
les phases 1 et 2, de même que 1 et 3 sont pseudo-équivalentes. 
Toutefois il est clair que toutes trois ne pourront être fusionnées 
en une seu I e phase. 
Pour ne pas commettre d'erreur et tenir compte de 1 'impact 
de la fusion de phases pseudo-équivalentes sur d 1éventuelles 
fusions ultérieures,· il est conseillé d 1agir comme suit .: chaque 
fois qu 1on décide de fusionner deux phases pseudo-équivalentes, 
remplacer les tirets, s'il en existe, par les phases requises. 
Ainsi dans l 1exemple précédent, si nous décidons de fusionner 
1 et 2, les tirets seront substitués comme suit, 
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PHASES TRAIT. a b C 
1 Tl (5) 4 -
2 T l 5 (4) -






et il n~ sera dès lors p lus possible de fusionner 1 et 3; 
Si au contraire, nous décidons de fusion'1er 1 et 3, les tirets 
deviennent : 
PHASES TRAIT. a b C 
1 Tl (6) 4 ( 7) 
2 Tl 5 - -
3 Tl 6 (4) 7 
Remarques: 
- certaines phases sont déjà fusionnées au moment de la 
mise en page de la procédure; 
- simplification et réduction ne sont pas uniques pour· les 
tables condensées puisque la notion de pseudo-équivalence 
n 1est pas transitive. 
Donnons, pour clôturer ce paragraphe, les t9bles obtenues par 
fus ion des phases équ iva I entes et pseudo-équivalentes dans les 
tables des figures 11-5 et 11-6. 
PHASES TRAIT B. 1. C1 C2 C3 C4 0 1 0 1 0 1 0 
o . 
-




2 TO 4 5 
3 R FIN 
4 T4 6 
5 T3 FIN 
6 Tl FIN 
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PHASES TRAIT. a b 
1 Tl 3 3 
3 T2 5 5 
5 T3 - 1 
2. 6. Eclatement et chaînage des tables séquentielles. 
Nous avons jusqu 1à présent raisonné sur des tables uniques; 
dans la réalité, une seule table ne suffira pas toujours à synthéti-
ser une procédure dans sa totalité en ce sens que si la procédure 
est importante, la table séquentiel le dans laque! le el le sera enre-
gistrée prend facilement de l 1ampleur. Il serait par conséquent 
intéressant de pouvoir découper et chaîner les tables afin de les 
réduire. Ce même problème a été rencontré pour les tables de 
décision classiques. 
Il existe plusieurs façons d'éclater une procédure en plusieurs 
tables. Nous nous contenterons de donner la philosophie générale 
de deux d 1entre e Iles. 
1, Aller du .stlnéral au détaillé en réalisant une mise en page 
modulaire. Ce principe n 1est pas caractéristique aux 
tables; il est conseillé lors de toute mise en page d'un 
problème important. 
L'idée est de traduire la procédure au moyen de modules 
globaux, articulés les uns aux autres par des conditions 
et d 1enregistrer ces modules et leur enchaînement dans 
une table; ensuite recommencer le raisonnement pour cha-
cun des modules définis. 
Nous obtenons ainsi des tables appartenant à des niveaux 
de plus en plus détail lés. 
2. Eclater la.f>rQ_,cédure et son enre...9lstrement dans_f)lusieurs 
tables chaînées. Lors du déroulement de la procédure, une 
table initiale recevra la main; ensuite ,selon les phases qui 
se succédent et les conditions qui sont vérifiées, cette 
table donnera la main à d 1autres tables. 
El le peut donner la main de deux manières 
- de manière ouverte (symboli~é par GOTO) : la table 
à laquelle elle passe le contrôle, une fois consultée, 
donne soit elle-même la main à une autre table, soit 
termine la procédure; 
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- de manière fermée (symbolisé par D0/RETURN ou 
PERFORM): la table à laquelle elle donne la main, 
une fois consultée, lui repasse le contrôle. 
Exemple: Chapitre V - Application Ill. 
Nous devons réaliser une analyse syntaxique des programmes 
BASIC. li est impossible de la mettre en page dans une 
seule table. Nous allons donc l'éclater en plusieurs tables. 
Une première table analysera le premier symbole des 
instructions, en déduira le type de 11 instruction et passera 
alors le contrôle (via un GOT~à une table chargée de l 1ana-
lyse des instructions de ce type. 
En outre, toutes les tables consacrées à l'analyse des 
instructions d'un type particulier pourront faire appel (via 
un DO/RETURN) à la table chargée de l'ana lyse des 
express ions. 
CHAPITRE Ill 
LA TABLE SEQUENTIELLE: OUTIL 0 1ANALYSE 
3. 1. Introduction, : gu 'entend-on par analyse ? 
Après mise en page d 1une procédure sous forme de table 
séquentiel le, nous aimer ions à partir de cette table 11anal yser. 
L 1analyse consiste à: 
1. Rechercher toutes les boucles de la procédure en spécifiant les 
phases qui les composent. Une distinction devra être faite entre 
les boucles normales et anormales. Ces dernières sont celles 
qui risquent de provoquer un bouclage sans fin de la procédure 
- soit qu 1el les sont engendrées par des branchements incondition-
nels en cascade. Les phases qui composent les boucles de ce 
type sont à éliminer d 1office ainsi que les phases qui y mènent 
inconditionnellement; 
- soit que ne se présente jamais une des conditions d 1entrée qu i 
permet à la procédure d 1en sortir. 
2. Déterminer toutes les séquences possibles de la procédure c 1est-
à-dire toutes les suites de traitements susceptibles d 1être exécu -
tés en séquence, en fonction des conditions d 1entrée. 
3. Souligner les cas non envisagés dans la table. Si la table est 
condensée, ces cas sont signalés à vue par les cases vides; si 
elle est détail lée, un cas non envisagé est .signa lé lorsqu 1une 
ligne ne spécifie pas deux phases suivantes pour la phase qui 
lui est associée. li s 1agira d 1établ ir toutes les sous-séquences 
qui aboutissent à ces cas non prévus afin que l'analyste puisse 
conclure 
- soit d 1un cas omis volontairement parce que ne survenant 
jamais; 
- soit d 1un cas oublié et par conséquent à introduire. 
Cette analyse de la procédure, à partir de la table, apporte 
des précis ions, et quant aux cas ou séquences prévus, et quant aux 
cas non prévus. El le permettra à l'ana lys te de vérifier d 1une part, 
si I e problème a été complètement et correctement défini et d 1autre 
part, si la mise en page traduit bien le problème. 
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Pour résoudre ces différents problèmes, nous ferons 
appel à la théorie des graphes en associant à chaque table un 
graphe. 
3. 2. Graphe associé à une table séquentielle. 
11 Un graphe est un ensemble d 1éléments appelés sommets 
ou noeuds, en nombre fini ou non mais distincts et dénombrables 
et reliés entre eux par des branches orientées appelées arcs. Un 
graphe est entièrement défini par un couple (X, U où X) est l 1en-
semble des sommets et U l 1ensemble des arcs 11 • 
11 Un 1-graphe est un graphe tel que deux ~ommets quel-
conques sont 1 'un extrémité initiale, 1 •autre extrémité finale d 1un 
arc au plus" (:ti:). 
A toute table séquentiel le, on peut associer un graphe 
(plus exactement un 1-graphe) en définissant les ensembles X et U 
de la manière suivante: 
- chaque phase enregistrée dans la table définit un sommet ou 
noeud du graphe; 
- soit i et j, 2 sommets : un arc est défini de i vers j, si et seule-
ment si la phase associée au sommet i admet la phase associée 
au sommet j comme phase suivante pour au moins une condition 
d •entrée. 
(Dans la suite, nous parlerons de graphe pour désigner ce 1-graphe). 
Exemple : Soient les tables séquentiel les 
PHASES TRAIT. B. 1. a b C 
1 TO 2 2 3 
2 Tl 5 
- - -
3 T2 4 
-
4 
4 Tl - 5 -
5 T3 1 - 6 
6 FIN 
- - -
Fig. 111-1 a. 
-----------------------------------------------(:li:) Notes du cours : "Théorie des graphes" - J. Fichefet - Namur. 
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PHASES TRAIT. B.1. Cl ~ C3 
0 1 0 1 0 1 
1 TO 2 3 
2 Tl 4 5 
3 T2 6 5 
4 Tl 7 
5 
-




7 T3 1 
8 T4 FIN 







Ce graphe est un autre moyen d 1enregistrer la succession 
des phases. Nous pouvons l 1enrichir en surmontant les arcs 
de la (des) condi t ion~)qu i déterm ine(nt) 1 es branchements entre 
les phases associées aux différents sommets. Si le branche-
ment d 1une phase à une autre est inconditionnel, l 1arc qui le 
caractérise ne sera surmonté d 1aucune indication. 
La succession des phases peut aussi être rendue par la 
matrice booléenne associée au graphe, encore appelée matrice 
de transition. Pour l'exemple de la figure 111-1 : 
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0 0 0 0 
0 0 0 0 0 
M= 0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 1 
0 0 0 0 0 0 
avec M ( i' j) = 1 s'il existe un arc qui relie le sommet au 
sommet j. 
= 0 sinon. 
Puisqu 1à toute table séquentielle, nous pouvons associer un 
graphe, nous trava i 11 erons sur ce graphe pour résoudre les différents 
problèmes posés : en effe t 
1. Rechercher les boucles de la procédure revient à chercher 
les circuits du graphe; 
2. Déterminer toutes I es séquences possibles de la procédure 
revient à chercher tous les chemins possibles entre le som-
met associé à la phase initiale et les sommets associés aux 
phases finales. 
3.3. Détermination des boucles dues aux branchements inconditionnels. 
Détermination des phases gui y mènent inconditionnellement. 
Il s 1agit de détecter le premier type de boucles anormales 
c 1est-à-dire celles qui provoquent un bouclage sans fin de la procédure. 
Ces boucles (les phases qui les constituent) sont à éliminer. Ensuite, 
i l convient aussi d 1éliminer les phases qui incondit ionnellement mènent 
à ces boucles. 
3. 3. 1. Sous-.9ré!f?he inconditionnel. 
Nous n 1allons pas travailler sur le graphe associé à la table 
lui-même mais sur- le sous-graphe obtenu en ne considérant que 
les arcs inconditionnels et les sommets qui en sont les extrémités. 
Le problème consiste donc à déterminer les circuits éventuels de 
ce sous-graphe et les sommets qui sont ascendants des sommets 
qui y appartiennent (un sommet est ascendant d 1un autre s 1il existe 
un· chemin partant de ce sommet et aboutissant à l 1autre). 
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et sa matrice 
2 3 4 5 6 7 8 9 10 
' 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 
M= 4 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 
Ce sous-.9ra_phe et sa matrice2ossèdent la caractéri-
stiq_ue suivante : chaque sommet est extrémité initiale d 1un arc au 
plus; chaque ligne de la matrice comprend au plus un 11 111 • 
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3. 3. 2. Méthode uti I isée. 
Nous nous baserons sur la propriété des matrices associées 
aux graphes qui dit que 11 le coefficient (i, j) de Mk indique le 
nombre de chemins de longueur k partant de i et aboutissant en j. 
En particulier, si i = j, Mis (i, i) représente le nombre de circuits 
de longueur k aüxquels appartient le sommet i 11 (*). 
En vertu d e la caractéristique du sous-graphe, Mis ne com-
portera que des 11 1 11 ou des 11 0 11 (ce qui traduit le fait qu 1il 
existe au plus un chemin de longueur k entre 2 sommets du 
sous-graphe) et au plus un 11 111 par ligne (ce qui traduit le fait 
que de tout sommet part au plus un chemin de longueur k). 
La procédure de recherche c~nsiste à calculer en partant 
de M, les matrices successives M , M3, ...• Mn, si le graphe 
possède n sommets (nous verr,ons plus loin pourquoi i I n 1est 
pas nécessaire dtal Ier au-delà de I tordre n). 
Les circuits se détectent par examen des diagonales de ces 
matrices, les sommets ascendants des sommets qui appartien-
nent aux circuits, par examen des colonnes correspondant, 
et aux sommets des circuits et aux sommets déjà reconnus 
ascendants de ces sommets : 
soit Mis k E.. l 1 , 2 , 3 • . • • n J 
1. 'V- i M~ (i, i) = 1 implique que le sommet i appartient 
à un circuit (de longueur k). 
D 1une part, la phase associée à ce sommet est dangereuse 
et à éliminer de la procédure. D 1autre part, ce sommet 
sera ignoré dans la suite de la recherche puisqu'il ne peut, 
en vertu des caractéristiques du sous-graphe, appartenir 
à un autre circuit de longueur> k, qui contienne des 
sommets différents de ceux découverts ou mener à un autre 
circuit. Autrement dit, la suppression de la lignR et de 
la colonne de ce sommet dans les matrices Met M- ne nous 
empêchera pas de découvrir tous les sommets désirés. 
2. Soit un sommet i, appartenant à un circuit de longueur k 
(par application de 1 ) ou ascendant d 1un sommet apparte-
nant à un tel circuit (déjà détecté par application de 2) ); 
lefj : Ml:s ( i, j) = 1 imp I ique que j est sommet ascendant d 1un 
sommet appartenant à un circuit de longueur k. Ce sommet 
correspond à une phase qui doit également être éliminée 
comme menant inconditionnellement à une boucle incondi-
tionnel le. Lui-même peut être ignoré pour la suitede la 
(*) Notes de cours "Théorie des graphes" - J. Fichefet - Namur. 
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recherche par suppression de sa ligne et de sa colonne 
dans M et Mis, en effet, étant donné un circuit de longueur 
k, par application répétée de 2, nous obtenons~ les 
sommets ascendants des sommets de ce circuit. 
Le procédure de recherche se termine lorsque la matrice M~ 
est soit nul le, soit de dimension nul le. Cec i surviendra au 
plus tard en Mn+ 1 • En effet, nous ne pouvons pas découvrir 
des circuits de longueur n + i ( i ~ 1 ), même s 'i I en existe 
réellement dans le sous-graphe, · car les sommets qui les 
constituent appartiennent, en vertu des caractéristiques 
du sous-graphe, à des circuits de longueur~ n et auront 
donc été supprimés; nous ne découvrirons pas davantage 
de chemins de longueur n + i (i ~ 1) car en vertu du fait 
qu ti I n 'Y a que n sommets dans le sous-graphe, et de ses 
caractéristiques, les sommets de ce chemin mènent à un 
circuit et auront été supprimés. 
3. 3. 3. ~~~...E?lEh 
Reprenons le sous-graphe de la figure 111. 3. 
Circuit de lon_gueur 1 : la diagonale de M est nulle, il n 1en 








produit matriciel ligne 
par colonne 
2 3 4 5 6 7 8 9 10 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 
- les sommets 7 et 8 appartiennent à un circuit de longueur 2 
- les sommets 7 et 8 n 1admettent pas d 1ascendants : en effet, les 
colonnes 7 et 8 sont nul les en dehors de la diagonale 
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- les I ignes et colonnes 7 et 8 peuvent être supprimés· 
soient M 1 et M12 les matrices ainsi obtenues. ' 
Circuit de lo~ueur 3: calculons M3 = M•2 x M• 
2 3 4 5 6 9 10 
~ 
0 0 0 0 0 0 0 
2 0 1 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 
M3 = 4 0 0 1 0 0 0 0 0 
5 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 
- les sommets 1, 2, 3 appartiennent à un circuit de longueur 3; 
- 1 es sommets S, 6, 4 sont des sommets ascendants de sommets 
appartenant à un circuit de longueur 3 : en effet, les colonnes 
2, 3 comportent un 11 111 en ligne 4, S, 6; 
- avant de poursuivre, supprimons les lignes et colonnes 1, 2, 
3, 4, S, .6. Soient les matrices M• et M 13 ainsi obtenues. 
Circuit de lon_gueur 4: la matricë obtenue·M,3 est 
nulle; il n 1ya plus de ciruits à découvrir. 
Toutes les phases associées aux sommets qui appartiennent 
à un circuit ou qui sont ascendants de tels sommets sont à élimi-
ner de la table et de l·a procédure. 
De tel les boucles peuvent provenir soit d 1une erreur de 
logique au niveau de la conception du problème, soit d'une faute 
d'attention au niveau de l 1enregistrement de la succession des 
phases dans la table séquentielle. 
3. 4. Détermination des boucles et séquences possibles de la procédure. 
Après avoir élagué la table séquentielle,le graphe et sa 
matrice, des phases et sommets qui déterminent des bouclages sans 
fin, ou qui y mènent inconditionnel I ement, nous a I Ions déterminer 
1 es sui tes des phases qui peuvent se succéder entre la phase in i-
t iale et les différentes phases finales, ainsi que les boucles éventuel-
les de la procédure. 
En travaillant sur le graphe associé à la table, le problème 
revient à déterminer tous les chemins qui existent entre le sommet 
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initial (associé à la phase initiale) et les sommets terminaux 
(associés aux p h ases finales), ainsi que les circuits du graphe. 
Plus précisément, il suffit de déterminer tous les chemins élé-
mentaires entre les sommets précités et les circuits élémentaires 
(entendons par là les chemins et circuits qui n Iempruntent pas 
deux fois le même sommet exception faite dans le cas des circuits, 
pour leur sommet initial et final qui coïncident). En effet, à 
partir de ces derniers, il est possible de reconstituer tous les 
chemins et circuits du graphe. 
3. 4. 1. Méthode de la multiplication latine(~. 
11 Tout chemin dans un graphe peut être représenté par la 
séquence des lettres ou chiffres qui identifient ses sommets. 
Si ce chemin est élémentaire, la séquence correspondante est 
sans répétition, on dit qu Ielle est 11 Iatine 11 
Grâce à une multiplication matricielle d Iun type particu-
I ier, i I est possible de déterminer successivement tous les 
chemins élémentaires de longùeur 1, 2 ••• n-1 et les circuits 
élémentaires de longueur 1, 2, ••• n (s'il y an sommets dans le 
graphe). 
La matrice latine M(!:) à n lignes et à n colonnes jouit de 
la propriété suivante : les éléments M(r::-) ( i, j) représentent 
l 1ensemble des chemins élémentaires de longueur r partant du 
sommet i et aboutissant au sommet j; en particulier si i = j, 
M(.!"') (i, i) représente l'ensemble des circuits élémentnires de 
longueur r auxquels appartient le sommet i. 
Si MC!:•) (i, j) es t vide, il n Iexiste pas de tel chemin ou circuit. 




Soit M(.1\ s'il existe un arc de i à j dans le graphe, nous 
portons la séquence i, j dans la case (i, j) de M< 1l; nous la 
laissons vide dans le cas contraire; 
De M(H , nous déduisons M en supprimant le premier élé-
ment de chaque séquence dans Mll) (si elle existe); 
Ml2): pour l'obtenir nous multiplions Mll)par M ligne par 
colonne d Iune manière particulière: 
lorsqu'une case (i, j) de M(l) coïnc_ide avec une cas (j, k) 
de M, nous laissons vide la case (i., k) de M(2), si pour tous 
les j, l 1une et/ou l 1autre de ces cases est vide ou bien si 
pour tous les j les cases sont telles que nous n Iobtenons pas 
de séquence latine en concaténant la (les) séquence(s) de la _ 
case (i,j) de Mlll avec la (les) séquence(s} de la case (j,k}deM. 
(;c) Méthodes et modèles de îa recherche opérationnelle (Tome 11) - Dunod 
1964 - (p. 307-315) IN : Notes de cours : 11 Théor ie des graphes" -
J. Fichefet - Namur. 
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Si en concaténant 1~ séquences (i, j) de M(J) avec les 
séquences (j, k) de M, pour les différents j, nous trouvons 
une ou plusieurs séquences latines, nous les portons toutes 
dans la case (i, k) de Ml2) • (2 ) Il n 1est pas difficile de s'apercevoir que M donne tous 
les chemins et circuits élémentaires de longueur 2. 
4. Pour obtenir les matrices latines de M(:~, M (4) ••• M( n-l) 
on procède de même : 
M(J) := M( 2) x M 
M(4 ) ;. M(J) x M 
Puisque nous ne nous intéressons qu'aux circuits et aux 
chemins partant du sommet initial et aboutissant aux sommets ter-
minaux, dans chaque matrice latine Mlr) , nous n 1examinerons que 
les séquences qu i figurent dans les cases diagonales et dans les 
cases ( 1, f) pour tout i sommet terminal (en supposant le sommet 
1 sommet initial). 
Exemple : soit la table séquentiel le et son graphe associé: 






























phase finale = 5 
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Chemins et circu its élémentaJ.res de lo1J.9ueur = 1. 
2 3 4 5 7 10 




2 2,3 2,7 2, 10 
3 3,3 3,7 3, 10 
4 4,5 4, 10 
5 
7 7,4 
10 1 o, 2 1 o, 5 
- par examen de l a case (3, 3), nous concluons d 1une boucle 
par 3 ; 
- la case ( 1, 5) est vide : pas de chemin de longueur 1. 



























2, 10, 2 
3, 1 o, 2 
3 
1, 2, 3 
1 o, 2, 3 
- la c se 1, 5} est vide; 
4 
2, 7, 4 
3, 7, 4 
5 7 
1, 2, 7 
2, 10, 5 2,3,7 
3, 1 o, 5 
7,4,5 
1 o, 2, 7 
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10 
1, 2, 10 
2, 3, 10 
7, 4, 10 
10,2,1( 








2, 1 o, 2. 
Chemins et circuits élémentaires de lo!J.S!::leur = 3. 
2 3 4 5 7 
1,2,7,4 1, 2, 10, 5 1, 2, 3, 7 
~3,10,2 2, 3, 7, 4 Z. 3, t:o, 5 
2, 7, 4, 5 
2,3,10,5 
13,10,2,3 3, 7, 4, 5 3,10,2,7 
4t10,2,3 4t10,2,7 
7,4>1q2 7,~1q5 
1 10,2,7,4 10,2,3,7 
10 
1,2,3,10 
2. 7, 4, 10 
3, 7, 4, 1 0 
1 o, 2, 3, 1 0 
- cette fois la case (1, 5) nous donne le chemin élémentaire 1, 2, 10, 5; 
- les cases diagonales I e circuit : 3, 1 0, 2, 3. 
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Chemins et circuits ~Jongueur = LS-l.6. 
En procédant comme précédemment, on découvre par ex9men des 
cases (1, 5) et diagonales des matrices M(4), M(SJ, M{6J les 
chemins et les circuits [ 
1, 2, 7, 4, S 1 o, 2, 7, 4, 10 
1, 2, 3, 1d . s 2, 3,7, 4, 10, 2 
1, 2, 3j 7 , 4, S 
1, 2, 7, 4, 1 o, S 
1, 2, a, 7, 4, 1 o, s 
Les cases di agona I es de M ( 7) sont nu 11 es. 
Conclus ion. 
La méthode de la multiplication latine a permis d 1obtenir 
tous les circuits lémentaires et tous les chemins élémentaires; 
ces derniers de rtianiere non redondante. 
Cette · éthode, faci I ement programmable, présente cepen-
dant un inconvénieht : les matrices latines occupent, beaucoup de 
place.O,mme nous désirons implémenter la procédure de recherche 
des chemins et bdUcles, nous allons, pour éviter cet inconvénient, 
mettre au point uHe autre méthode. 
3. 4. 2. Méthode p31s à e_as. 
Cette 1éthode requiert beaucoup moins de place que la 
méthode de la mul tiplication latine. Elle permet d 1énumérer 
tous les circuit s et -sans redondance, tous les chemins élémen-
taires du graphi~ associé à la table, entre sommet initial et sommets 
terminaux, ce q Ui en v ertu de la bijection qui a été établie entre 
les sommets du ~raphe et les phases revient à énumérer toutes 
les boucles et c h emins élémentaires de la procédure entre phase 
initiale et phases finales. 
L 1idéte est de partir du sommet initial pour procéder 
ensuite par tâtor'1hements, en envisageant pour chaque sommet tous 
ses sommets suct esseur3 (un sommet i est successeur d 1un sommet 
j, s'il est extré r'1i té finale d 1un arc admettant j pour extrémité initiale). 
Nous uti I iserons pour rendre compte de la succession des 
sommets, un stack LIFO. Ce stack, puisque nous ne nous intéres-
sons qu 1aux circuits et chemins élémentaires, aura un nombre maxi-
mum d 1entrée éga I à n (s I i I y a n phases enregistrées dans la table). 
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L'algorithme peut s 1énoncer comme suit : 
1, Placer le sommet initial dans le stack (initial~ment vide). 
Aller en 2. 
2. Le dernier sommet introduit dans le stack admet-il un succes-
seur qui n 1a pas encore été pris en considération ? 
si oui: I 1introduire au sommet du stack. 
Al Ier en 3. 
- si non ; supprimer la dernière entrée du stack. 
Al Ier en 2. 
3. Le dernier sommet introduit dans I e stack est-i I sommet ter-
minal ? 
- si oui la suite des sommets enregistrée dans le stack consti-
tue un chemin élémentaire entre le sommet initial et 
un sommet final. 
Suoorimer la dernière entrée. 
Al Ier en 2, 
- si non: Aller en 4. 
4, Le dernier sommet introduit dans le stack y figure-t-il déjà ? 
- si oui : nous avons un circuit élémentaire composé des som-
mets enregistrés dans le stack entre les deux occur-
rences du même sommet, et de ce dernier. 
Supprimer la dernière entrée. 
Al Ier en 2. 
- si non: Aller en 2. 
Remarquons que 
cet algorithme se termine en un nombre fini d 1itérations; 
- il fournit sans redondance, tous les chemins élémen-
taires entre sommet initial et sommets terminaux. 
D 1autre part, 1 es chemins et I es circuits sont sortis dans 11ordre de 
leur construction. 
Exemple : 
Reprenons la table séquentielle de la figure 111-4. 














































l, 2, 3, 
1 o, 5 
Nous obtenons les mêmes chemins et circuits élémentaires que par 
la méthode précédente et cette fois sans utiliser 11outil matriciel. 
Le seu I élément requérant de la place est I e stack. 
Remargue: 
Cet algorithme, nous avons découvert, qu 1il était en 
beaucoup de points semblable à l 1algorithme de Tiernan (algorithme 
qui permet de déterminer tous les circuits élémentaires d 1un graphe 
( 1-grpahe ) ) (~d. 
Le procédé de construction des circuits ou chemins est 
identique: essayer d 1al longer tout chemin élémentaire obtenu en 
considérant tous les successeurs du dernier sommet constituant 
ce chemin. 
(*) J. C. Tiernan 11 An efficient search algorithm to find the elemen-
tary circuits of a graph 11 CACM-vo 1 13 - 1970 (p. 722-726) IN 
Notes de cours "Théorie des graphes" - J. Fichefet- Namur. 
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Des différences : 
- l'algorithme pas à pas fournit tous les chemins et circuits 
élémentaires tandis que l'algorithme de Tiernan fournit 
tous les circuits élémentaires et de la manière dont il 
procède, certains chemins élémentaires; 
- l 1algorithme pas à pas ne considère que les chemins élé-
mentaires entre certains sommets (le sommet initial et 
les sommets terminaux). 
3. 4. 3. Extension de la méthode_p3 s ~_p3 s. 
Par I es méthodes que nous avons exposées, nous obtenons 
les séquences et boucles de la procédure, caractérisées par les 
phases qui les composent. Pour faciliter la tâche de l'analyste qui 
doit tester si la procédure a été correctement définie et mise en 
page, il y a intérêt à donner les séquences et les boucles en spéci -
fiant les traitements qui les composent et les conditions qui les arti-
cu I ent. 
Pour ce faire, il suffit dans la méthode pas à pas d'enri-
chir chaque entrée du stack d 1une information supplémentaire : la ou 
lesconditions dent la vérification provoque le branchement de la phase 
associée au sommet correspondant à cette entrée vers la phase associée 
au sommet correspondant à 11entrée suivante dans I e stack. Le stack 
devient donc double : 
entrée 










1 d" . ( ) 






Il existe deux cas particuliers où aucune condition ne 
figurera 
- le branchement est inconditionnel; 
- le sommet est sommet terminal. 
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Reprenons l 1exemple précédent, 1 es contenus des deux 
stacks au moment de la découverte du 1er chemin et de I a 1ère 















1 ! Cl , C3 
2 Cl 
10 C2, C3 
2 
----------
Cette façon de procéder permettra, lors de la découverte 
d 1un chemin ou d 1une boucle, de spécifier les conditions qui arti-
culent les branchements entre phases qui les composent; quant 
aux traitements, il suffit pour chaque phase de donner le traite-
ment qui lui est associé c 1est-à-dire le traitement qui est exécuté 
lorsqu 1el le a la main. 










Cette méthode pas à pas pourrait en fait manipuler directe-
ment les phases plutôt que les sommets qui leur sont associés dans 
le graphe. Il suffirait de remplacer dans l 1algorithme les termes 
"sommet" et "successeur" respectivement par 11 phase 11 et 11 suivante 11 • 
Mais, comme nous allons implémenter cet algorithme (voir paragraphe 
3. 6. ), il est plus intéressant de travailler à partir du graphe; 
en effet, dans I a table, pour deux candit ions d 1entrée différentes, 
on peut avoir la même phase suivante alors que dans le graphe, 
cela correspond à un seu I sommet successeur. En travaillant à 
partir du graphe plu tôt qu 1à partir de la table on évitera donc des 
tests d 1égal ité, pu isqu 'i I s auront été effectués une fois au moment 
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de l'élaboration du graphe à partir de la table tandis qu 1en tra-
vaillant à partir de la table, i I s doivent être effectués sans 
cesse au cours de 1 'algorithme lui-même 
3. S. Détermination des sous-séquences aboutissant aux cas omis. 
Jusqu 1à présent l'analyse s 1est limitée à 11étude des sé-
quences enregistrées dans la table. Elle doit également prélever 
et donner des précisions au sujet des cas non prévus. Ce sera 
l 1obj et de ce paragraphe. 
Un moyen simple est de détecter les cas omis au cours 
de la recherche des chemins et boucles de la procédure, plutôt 
que de définir une méthode propre à la recherche de ces cas. 
li suffit donc de reprendre la méthode pas à pas et d 1y 
insérer une étape supplémentaire définie ainsi : 
lorsqu'il n 1existe plus (étape 2), pour le dernier sommet 
introduit dans le stack, de sommet successeur non déjà 
considéré, on se posera la question : 
- existe-t-il une (ou plusieurs) condition(s) d 1entrée pour 
laquelle la phase associée au dernier sommet du stack 
n 1admet pas de phase suivante ? 
(si la table est condensée) 
- si non: poursuivre 11algorithme normalement; 
- si oui: avant de poursuivre l'algorithme, signaler 
que les sommets enregistrés dans le stack 
à ce moment-là, constituent une sous-
séquence aboutissant à un ou plusieurs 
cas omis. 
- le dernier sommet introduit dans .le stack a-t-il admis 
deux sommets successeurs (correspondant l 1un à la véri-
fication, l'autre à la non vérification, d 1une condition 
d'entrée ? 
(si la table est détaillée) 
si oui: poursuivre 11algorithme normalement; 
- si non: avant de poursuivre l 1algorithme normale-
ment signaler que les sommets enregistrés 
dans le stack à ce moment-là, constituent 
une sous-séquence about i ssant à un ou 
plusieurs cas omis. 
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3. 6. Analyse automatique. 
Nous al Ions implémenter la procédure de recherche des 
boucles inconditionnel les et des phases qui y mènent incondition-
nellement (partiel) ainsi que la méthode pas à pas de détermina-
tion des séquences et boucles enregistrées dans la table, incluant 
la recherche des sous-séquences aboutissant aux cas omis (par-
tie 11). 
Comme données nous avons 
- la table séquentiel le (T); 
- le vecteur des phases (E) ; 
- le vecteur des conditions (C$); 
- le vecteur des traitements (T$); 
- n le nombre de phases enregistrées dans la table 
- c le nombre de conditions (y compris B. 1. ). 
Rem argues 
1, Si la table n 1est pas trop importante, elle peut .être introduite 
en mémoire centrale, sinon enregistrée I igne par I igne sur un 
fichier séquentiel disque; 
2, Nous avons implémenté l 1analyse des tables séquentiel les sous 
forme condensée (forme la plus intéressante et la plus courante 
de la table). Pour les tables détaillées il suffit, soit de les 
ramener à la forme condensée (voir chapitre 2), soit de modifier 
quelque peu le programme; 
3. Nous avons choisi le langage de programmation BASIC non pour 
ses performances ( ! ) mais parce qu I i I permet de man ipu Ier 
sans problèmes des données alphanumériques. 
A. Oi::i,m 1 <icamrnç_ p,.,. t I e. 1 : 
------
DEBUT 
Lire n, c 1 T, E, C$, T~ 
Constitution d,- M à partir d e l ü 1è re 
colonn., <le T (celles de B. 1.) 0 11 tenant 
compte d e l u ccrrespondance 
sommet +--+ phase 
Oui 
la matrice P v a contenir 
successivement M, M2, 
..... M'l 
Non 
Compactage des matrices Pel M par sup-
pression des lignes et colonnes null es. 
T est s•il y a encore 
un sommet qu i appartient à un 
circuit inconditionnel par 
èe la diagonale d e P ? 
Oui 
Cc,mpaclage de M et P par 
suppression des indices 
m~mor isés dans X. 
lnltlallsatlon <le l a matrice bo<>lécnne 
M associée au gr dphu. 
En partie 1, on ne con sidère q ue 
les arcs incond i tionnels 
11 Pas de boucl a ge inconditionne1 11 
r ( ___ s,._o_P~) 
Réduction de M à la m a Ir ice booléenne 
associée au sous-gr aph es. 
Ou i 
soi t en 11 indice 
11E( i ) appartient à une boucle de longueur r 
Mémorisation de l'indice i dans le 
vecteur X , af in de supprimer 
ultérieurement la I i gne et colonne 
correspondante 
Ill. 2C 
soit en 1; ndice 
HE (i) mène à une b o ucle 
de longu nlJr r ' ' 
M~morlsation de l'indice I dan5 
le vecteur X efln <le 8uppr imrr 
1 i(ll1e el colonne correlipom.t11nte 
M4'moriaation df!' ll indic:~ J t1-1n !.; 
le vect ~,ur A r.1:fin , ,~ o <," r s~iv r c, 
ft,:xam~ de 1~, CQlonn-, j ull6-
r l1:u r,,rr.ent 
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B, Or9.anlsramme 12,art ie Il. 
Il suffit de présenter l'algorithme de la méthode pas à 
pas sous forme d 1organigramme, ce qui ne présente aucune 
difficu I té. 
L 1algorithme utilise: 
- le stack X de dimension n; 
- une matrice M de dimension (n, n), qui représente le 
dictionnaire du graphe associé à la table (ce dernier 
spécifie pour chaque sommet, quels sont ses sommets 
successeurs); 
- une matrice P, de dimension (n, n), image de M qui 
permet de tenir à jour les sommets successeurs d 1un 
sommet qui ont déjà été considérés. 
C. Programme et exem12,les. 
10 DIM T(6{4),M(7,7) {P( ,7),Q(7 17),A(7),B(7),E(7) 11 DIM X(71,U(7) , F(71,T$(7),C$(4) . 
12 REM T=TABLE SEQUENTIELLE,E=VECTEUR DES PHASES,T$=VECTEUR DES TRAIT~· 
13 REM C$=VECTEUR DES CONDITIONS,N= ~OMBRE DE PHASES,C=NO MBRE DE GOND~ 
14 REM M= MATRI CE BO OL.; DU GRAPHE ASSOCIE A LA TABLE 
20 REM LECTURE DES DONNEES 
30 READ N,C 
31 FOR 1 =1 TO N-1 
32 FOR J= 1 TO C 
3 3 RE AD T ( 1 , J ) 
34 NEXT J 
35 NEXT 1 
36 FOR 1 =1 TO 1~ 
37 READ E ( 1 ) 
40 NEXT 1 
41 FOR 1 = 1 TO N 
42 READ T$( 1) 
43 NEXT 1 
44 FOR 1=1 TO C 
45 READ C$( 1) 
46 NEXT 1 
50 REM IMPRESSION DE LA TABLE 
60 PRINT TAB(B),-ANALYSE DE LA TABLE SUIVANTE : " 
70 PR I NT 
R0 PRINT 
90 PRINT USING 3000 
100 PRINT USING 3010,C$(1),C$(2),C$(3),C$(4) 
110 FOR 1 = 1 TO 6 
12 0 P ~ 1 NT US I N G 3 0 2 0, E ( 1 ) , T $ ( 1 ) , T ( 1 , 1) , T ( 1 , 2 ) , T ( 1 , 3 ) , T ( 1 , 4 ) 
130 NEXT 1 
140 PRINT USING 3030,E(7),T$(7) 
180 FOR 1=1 TON 
181 F(l)=E(I) 
1f32 NEXT 1 
190 REM PARTIE 1 
195 MAT M=ZER 
200 REM CONSTITUTION DE LA MATRICE DU GRAPHE INCONDITIONNEL 
210 FOR 1=1 TO N-1 
220 IF T(l,1)=0 THEN 270 
230 FOR J=1 TO N 
240 IF T(l,1)=E(J) THEN 260 
250 NEXT J 
2 60 M ( 1 , J) =1 
270 NEXT 1 
280 FOR 1=1 TO N 
281 FOR J=1 TO N 
282 1 F M( l ,J)<>0 THEN 290 
283 NEXT J 
284 NEXT 1 
285 GOTO 1190 
290 MAT P=M 
300 REM SUPPRESSI ON DES COLONNES NULLES 
310 S=1 
320 FOR 1 =1 TO N 
330 FOR J=1 TO N 
340 IF M(l , J) =1 THEN 410 
350 NEXT J 
360 FOR K=l TO N 
370 IF M(K,1)=1 THEN 410 
380 NE XT K 
390 X(S) =I 
400 S='"' +1 
410 NEXT 1 
420 N1=N 
430 REM Ni DI Mo ACT. DES MATRICES 
4~0 R~M COMPACT. DE LA MATRICE 
A 
450 GOSUB r1210 
460 PR I NT 
470 PR I NT 
480 PRINT -RECHERCHE DES PHASES QUI DETERMINENT DES BOUCLES00 
481 PRINT •• INCONDITIONNELLLES ETVDES PHASES QUI Y CONDUISENr• 
482 PRINT •• INCONDITIONNELLEMENT 00 
490 PRINT 
500 D1=1 
505 REM REST LA LONGUEUR DES BOUCLES ET DES CHEMINS 
510 R=1 
520 S=1 
530 REM TEST S71L Y A DES BOUCLES 
540 1=1 
550 IF P(I, 1)=1 THEN 590 
560 1 F 1 =N1 THEN q30 
570 1=1+1 
580 GOTO 550 -
590 PRINT 00 LA PHASE .. ;E(l); 00 APPARTIENT A UNE BOUCLE 00 
591 PRINT .. INCONDITIONNELLE DE LONGUEUR 00 ;R 






670 J= 1 
680 1 =1 
690 .1 F P ( 1, J )=1 THE N 730 
700 IF l=Nl THtN 830 
710 1=1+1 
720 GOTO 690 
730 IF l=J THEN 700 
740 PRI NT ""LA PHASE "";E( 1) ;-MENE INC~ A UNE BOUCLE00 
741 PRINT .. DE LONGUEUR 00 ;R 
7 4 5 U ( 1) =E ( 1 ) 
74 7 D 1==D1 +1 
770 X( S)=I 
780 S= +1 
790 A( K)=J 
800 B(K)=I 
810 K==K+1 
820 GOTO 670 
830 IF K==1 THEN 900 
840 J=A(K) 
8 50 1 = B ( 1() 
860 K=K-1 
870 IF ·l=N1 THEN 830 
880 1 = 1 +1 
890 GOTO 690 
900 1 =Z 
910 GOTO 560 
930 GOSUB 1210 
940 IF N1=0 THEN 1080 
950 FOR 1=1 TO N1 
951 FOR J=1 TO N1 
952 IFP(l,J)<>0THEN 960 
9 53 NE XT J 
954 NE XT 1 
9 55 GOTO 1080 
956 REM MULTIPLICATIO N DEP PAR M 
960 V=0 
970 FO R 1=1 TO N1 
B 
980 FOR J=1 TO N1 
985 V=0 
990 FOR K=1 TO N1 
1000 V=V+P( l , K)*M(K,J) 
1010 NEXT K 
1020 Q(l,J)=V 
1030 NEXT J 
1040 NEXT 1 
1050 MAT P=Q 
1060 R= +1 
1070 GOTO 520 
1080 REM SUPPRESS I ON DES PHASES SIGNALEES DANS LA TABLE 
1090 FOR 1=1 TO N- 1 
1100 FOR J=1 TOC 
1110 FOR K=1 TO D1-1 
1120 IF T(l,J)=U(K ) THEN 1150 
1130 NEXT K 
1140 GOTO 1160 
1150 T( 1 ,J)=0 
1160 NE XT J 
1170 NEXT 1 
11 R 0 FO R 1 = 1 T O N 
1181 E(l)=F(I) 
1182 NEXT 1 
1185 GOTO 1500 
1190 PRINT -PAS DE BOUCLAGE INCONDITIONNEL" 
1200 GOTO 1500 
1205 REM SOUS-ROUT I NE DE COMPACTAGE DES MATRICES 
1210 IF S=l THEN 1420 
1211 1 F S=2 THEf~ 1224 
1212 K=1 
1213 l=K 
1214 FOR J=K+1 TO S- 1 
1215 IF X(J)>X(I) THEN 1217 
1216 l=J 
1217 NEXT J 
1218 IF l=K THEN 122 2 




1223 IF K<>S-1 THEN 1213 
1224 l(=S-1 
1230 l=X(K) 
1240 IF l=N1 THEN 1380 
1245 1 F N1=0 THEN 1420 
1250 FOR J=I TO N1-1 
1260 E(J)=E(J+1) 
1270 FOR D=l TO N1 
1280 M(J,D)=M(J+l,D) 
1290 P(J,D)=P(J+1,D) 
1300 NEXT D 
1 1310 NE XT J 
1320 FOR J= I TO N1-1 
1330 FOR D=1 TO N1-1 
1340 M(D,J)=M(D,J+l) 
1350 P(D,J)=P(D,J+1) 
1360 NEXT D 
137 0 NEXT J 
1380 Nl=Nl-1 
1390 IF K=1 THEN 1420 
1400 K=K-1 
1410 GOTO 1230 
C 
1420 RETURN 
1490 REM PARTIE 2 
1500 PRINT 
1501 PRI NT •• LES PHA SES PRELEVEES SONT DANGEREUSES ET A ELIMI NER 0 • 
1502 MAT M=ZER 
1510 MAT P=ZER 
1550 REM CONSTITUTION DU GRAPHE ASSOCIE A LA TABLE 
1570 J1=1 
1580 K1=1 
1590 FOR J=1 TO N-1 
1600 FOR K=1 TO C 
1h10 IF T(J,K)=0' THEN 1710 
1620 IF K=1 THEN 1660 
1630 FOR 1=1 TO K-1 
1640 IF T(J,K)=T(J,I) THEN 1710 
1650 NEXT 1 
1660 FOR 2=1 TON 
1670 IF E(Z)=T(J,K) THEN 1690 
1680 NEXT Z 
1685 STOP 
1690 M( J1, K1 )=Z 
1700 K1=K1+1 
1710 NEXT K 
1720 J1=J1+1 
1730 K1=1 
1740 NEXT J 
1745 PRINT 
1747 PRINT 
1750 PRINT -RECHERCHE DE TOUS LES CHEMINS ET BOUCLES ENTRE 00 
1751 PRI NT •• LA PHASE I NIT! ALE ET LES PHASES FINALES" 
1752 PRINT .. Al NSI QUE LES SOUS- EQUENCES ABOUTISSANT AUX CAS OMIS .. 
1760 PR I NT 




1795 REM LE NOEUD AU SOMMET ADMET-IL ENCORE UN NOEUD NON CONSIDERE 
1800 IF P(X(I ), J)=1 THEN 214 0 
1810 P(X(l),J)=1 
1820 H=M( 1) ,J) 
1830 IF H=0 THEN 2180 
1840 1=1+1 
1850 X ( 1 )=H 
1860 IF X(l)=N THE N 2000 
· 1870 K=1 
1880 IF X(I )=X(K) THEN 1920 
1890 K=K+1 
1900 IF K=I THEN 1790 
1901 GOTO 1880 
1902 PR I NT 
1903 PRI NT .. CETT~ BOUCLE CORRESPOND A LA SEQUENCE SUIVANTE" 
1904 FOR J=K TO 1-1 
1905 G=0 
1906 PRINT TAB(10);T$(X(J)) 
1907 FOR Z=1 TOC 
1908 IF T(X(J),Z)<>E(X(J+1)) THEN 1914 
1909 IF G=1 THEN 1913 
1910 PRINT TAB(4);C$(Z) 
1911 G=1 
1912 GOTO 1914 
1913 PRINt TAB(4); .. 0U .. ;C$(Z) 
1914 NEXT Z 
D 
1915 NEXT J 
1916 PRINT TAB(10);T$(X(I)) 
1917 GOTO 197 0 
1920 PRI NT . 
1922 PRINT 
1925 PRINT TAB(4); - BOUCLE:" 
1930 FOR J=K TO 1-1 
1940 PRINT E(X(J)); 
1950 NEXT J 
1960 PRINT E(X( 1)) 
1965 GOTO 1902 
1970 l=l-1 
1980 IF 1=0 THEN 2170 
1990 GOTO 1790 
2000 PRINT 
2002 PRINT 
2005 PRI NT TAB ( 4) ;•·cHEMIN •. 
2010 FOR J=1 TO 1-1 
2020 PRINT E(X(J)); 
2030 NE XT J 
2040 PRINT E(X(I) ) 
2045 GOTO 2062 
2050 l=l-1 
2060 IF 1=0 THEN 2170 
2061 GOTO 1790 
2062 PRINT 2063 PRINT " CE CHE MI N CORRESPOND A LA SEQUENCE SUIVANTE-
2064 FOR J=1 TO 1-1 
2065 G=0 
2066 PRINT TAB(10);T$(X(J)) 
2067 FOR K=1 TÔ C 
2 0 6 8 1 F T .( X ( J) , K ) <> E ( X ( J + 1) ) THE N 2 07 4 
2069 IF G=1 THEN 2073 
2070 PRINT TAB(4);C$(K) 
2071 G=1 
2072 GOTO 2074 
2 07 3 P R I NT TA B ( 4 ) ; ··o U" ; C$ ( K ) 
2074 NEXT K 
2075 NEXT J · 2076 PRINT TAB (10);T$(X(I)) 
2077 PR l ,\JT TAB(4 ); 00FI N"" 
2078 GOTO 2050 
20R0 FOR K=1 TO J 
2090 P ( X ( 1 ) , K) =0 
2100 NEXT K 
2110 1=1-1 
2120 IF 1=0 THEN 2170 
2130 GOTO 1790 
2140 IF J=C-1 THEN 2080 
2150 J=J+1 
2160 GOTO 1800 
2170 END 
2180 REM CAS OU BLIES 
2190 FOR K1 =2 TOC 
22 00 IF T(X(l),K1)=0 THE N 222 5 
2210 NE XT Kl 
2220 GOTO 2080 
2225 IF T(X(l)<1)<>0 TH EN 2080 
2226 T(X(l),K1J=1 
2230 PRI NT 2240 PRI NT ""LA SOUS- EQUENCE SUIVANTE EST A ANALYSER •• 
22 50 PRI NT "EST-CE UN CAS OUBLIE OU UN CAS QUI NE SE PRESE NTE JAMAIS"" 
22 55 IF 1=1 THEN 2380 
22 60 FOR J=1 TO 1-1 
E 
* 
2270 (~= 0 
2280 PRI NT TAB(10);T$(X(J)) 
2290 FOR K=1 TO C 
2300 IF : T(X(J),K)<>E(X(J+1)) THEN 2360 
2310 IF G=1 THEN 2350 
2320 PRINT TAB(4);C$(K) 
2330 G=1 
2340 GOTO 2360 
2350 PRINT TAB(4);··ou··;c$(K) 
2360 NEXT K 
2370 NEXT J 
2380 PRI NT TAB(10);T$(X(I)) 
2390 PRINT TAB(4);C$(~1) 
2400 IF Kl=C THEN 2460 
2410 K1=K1+1 
2420 IF T(X(l),K1)=0 THE N 2440 
2430 GOTO 2400 
2440 T(X( l),K1)=1 
2441 PRINT TAB(4); .. 0U .. ;C$(K1) 
2450 GOTO 2400 
2460 PRI NT TAB(10) ; .. ? .. 
2470 GOTO 2080 
2 500 DA TA 7, 4 
2510 DATA 0 ,2, 0 ,2 
2520 DATA 0,10,3,7 
2530 DA TA 0,10,J,7 
2540 DATA 0,10,5,10 
2550 DATA 0,4, 0,4 
2560 DA TA 0,5,2,2 
2570 DATA 1..l-2,3,4,7,10,5 
21s0 DATA • ,w· ··r1 .. ··r2-- ··T1 .. ··r3·· ··r2" •,4•· , , , , , , 
2785 DATA •. BI .. , •0 A0 ", .. B •. , •·c•• 
3000 PHASES DECISIONS CONDITIONS 
3010: ## ## ## ## 
3020: ## ## ## ## ## ## 
3030 ## ## FIN 
F 
ANALYSE DE LA TABLE ~UIVANTE : 
















A B C 
2 0 2 
10 3 7 
10 3 7 
10 5 10 
4 0 4 
5 2 2 
PAS DE 
5 
BOUCLAGE 1 N CONDI Tl O NNE L 
LES PHASES PRELEVEES SONT DANGEREUSES ET A ELIMINER 
RE CH 1:RCHE DE TOUS LES CHEMINS ET BOUCLES ENTRE 
LA PHASE INITIALE ET LES PHASES FINALES 
Al NSI QUE LES SOUS-SEQUENCES ABOUTISSANT AUX CAS OMIS 
1:HEMI N : 1 2 10 5 










BOUCLE : 2 10 2 







GHEMI N : 1 2 3 10 5 













BOUCLE : 2 3 10 2 









BOUCLE : 3 3 




GHEMIN : 1 2 3 7 4 10 5 


















BOUCLE 2 3 7 4 10 2 
















CHEMIN . 1 2 3 7 4 5 . 















LA SOUS- ';EQUENCE SUIVANTE EST A ANALYSER 











CHEMIN : 1 2 7 4 10 5 
















F I N 
BOUCLE . 2 7 4 10 2 . 














CHEMI N : 1 2 7 4 5 













LA SOUS- ' EQUENCE SUIVANTE EST A ANALYSER 





ANALYSE DE LA TABLE SUI VANTE : 
PHASES DECISIONS GONDI Tl ONS 
BI A B C 
1 T0 0 2 2 3 
2 Tl 4 0 0 0 
3 T2 0 6 5 4 
4 Tl 7 0 0 0 
5 TJ 0 11 6 11 
6 T4 0 9 11 8 
7 TJ 2 0 0 0 
8 T5 0 7 9 5 
9 T6 0 8 11 10 
10 T1 7 0 0 0 
11 T7 FIN 
RECHtRCHE DES PHASES QUI DETERMINENT DES BOUCLES 
INCONDITIONNELLLES ETVDES PHASES QUI 
INCONDITIONNELLEMENT 
LA PHASE 2 APPARTIENT A UNE BOUCLE 
INCONDITIONNELLE DE LONGUEUR 3 
LA PHASE 4 APPARTIENT A UNE BOUCLE 
INCONDITIONNELLE DE LONGUEUR 3 
LA PH A SE 10 ME NE I N C ~ A UNE BO U CL E 
DE LONGUEUR 3 
LA PHASE 7 APPARTIENT A UNE BOUCLE 
INCONDITIONNELLE DE LONGUEUR 3 
Y CONDUISENT 
LES PHASES PRELEVEES SONT DANGEREUSES ET A ELIMINER 
RECHtRCHE DE TOUS LES CHEMINS ET BOUCLES ENTRE 
LA PHASE INITIALE ET LES PHASES FINALES 
Al NSI QUE LES SOUS- , EQUENCES ABOUTISSANT AUX CAS OMIS 
BOUCLE : 9 8 9 







GH EMIN : 1 3 6 9 R 5 11 
















BOUCLE 6 9 8 5 6 










' LA SOUS-SEQUENCE SUIVANTE EST A ANALYSER 












GH EMIN . 1 3 6 9 11 . 












LA 9JUS- C. EQUEN GE SUIVANTE EST A ANALYSER 









GH EMIN : 1 3 6 11 









BOUCLE : 8 9 8 
SUI VANTE 







CH EMIN : 1 3 6 8 9 11 















GHEM I N : 1 3 6 8 5 11 














BOUCLE 6 8 5 6 









GH EMIN : 1 3 5 11 










BOUCLE 9 8 9 






BOUCLE: 5 6 9 8 5 












GHEMIN . 1 3 5 6 9 11 . 












CHEMIN . 1 3 5 6 11 . 
CE CHEMIN CORRESPOND 
T0 










BOUCLE 8 9 8 






CHEMIN : 1 3 5 6 8 9 11 
CE CHEMIN CORRESPOND 














BOUCLE : 5 6 8 5 






LA SOUS- SEQUENCE SUIVANTE EST A ANALYSER 





LA SOUS- SEQUENCE SUIVANTE EST A ANALYSER 








3. 7. Conclusion. 
L 1analyse à partir de la table a fourni : 
- les boucles de la procédure. Les boucles inconditionnelles 
sont à supprimer par 11analyste ainsi que les phases qui y 
mènent inconditionnellement. D•autre part, ! •analyste doit 
examiner les autres boucles afin de vérifier qu 1au moins une 
des conditions dont dépend la sortie de la procédure de ces 
boucles sera vérifiée à un moment donné (au bout d 1un temps 
fini) sinon la procédure bouclera sans fin; 
- les sous-séquences de traitements et de conditions aboutis-
sant aux cas omis. Le soin est laissé à 1_1analyste de pré-
ciser s 1il s 1agit de cas omis volontairement parce que ne 
survenant jamais ou de cas oubliés et par conséquent à 
introduire; 
- les séquences de traitements et conditions possibles pour la 
procédure. Elles permettront à l 1analyste de vérifier si la 
logique de la procédure est correcte, s 1il n 1y a pas d 1in-
compatibilité (exemple, test d 1une variable qui n 1a jamais 
été positionnée ) et si I a procédure a été correctement mi se 
en page. 
El les lui permettent également de découvrir des problèmes 
tels une phase qui ne figure dans aucune séquence, ni 
boucle •••• et d 1autres. 
En résumé, l 1analyse automatique permet à 11analyste 
de vérifier la logique du problème défini (cas oubliés, cas 
d'incompatibilité, erreurs) et de vérifier que ce qui a été mis 
en page correspond bien au problème posé. 
CHAPITRE IV. 
LA TABLE SEQUENTIELLE OUTIL D 1AIDE A LA PROGRAMMATION. 
Après mise en page, analyse et simplification d 1une procédure 
grâce à une table séquentielle, cette procédure est prête à être implé-
mentée. Entre la procédure sous forme de table et la procédure sous 
forme de programme, il reste un dernier aspect auquel doit pourvoir 
la table en tant qu 1outil de synthèse: préparer et faciliter la tâche du 
programmeur chargé de 11 implémentation. 
4. 1. Programmation manuelle. 
4. 1. 1. Prog_rammation directe à_partir de la table. 
Si la représentation d 1une procédure sous forme de table sé-
quentiel le est familière au programmeur, il peut la programmer 
directement à partir de cette table. 
Il lui suffit de programmer phase par phase ou encore ligne 
par I igne,en éclatant les différents traitements en les instruc-
tions correspondantes et en les articulant par les tests des 
cond i tiens requises. Autrement dit, pour chaque phase, i 1 
doit d'abord traduire dans le langage de programmation choisi, 
le traitement associé à cette phase, ensuite programmer le 
test des différentes possibilités qui peuvent se présenter; en 
fonction du résultat de ces tests, il programmera des branche-
ments vers d'autres parties du programme qui correspondent à 
11implémentation d'autres phases. Ceci est possible si chaque 
phase programmée est référencée par une étiquette ou un numéro 
d 1 instruction (selon I es poss ib i I i tés offertes par I e I angage de 
programmation). 
4.1.2. Prog_rammation via un or9..an.!Jlramme. 
Dans certains cas, il est souhaité de convertir la table en orga-
nigramme : i I se peut d 1une part que 1 •ut i I isateur et/ou I e program-
meur le demande pour des raisons d'habitude et de convenance 
personnel le, mais d'autre part, 1 comme nous pourrons le constater, 
le passage par un organigramme permet de programmer la procé-
dure d 1une manière avantageuse tant du point de vue clarté que du 
point de vue maintenance. 
La conversion d 1une table séquentielle en organigramme peut 
s'opérer de plusieurs manières; nous considérerons les 3 cas 
suivants : 
IV. 2 
- établir un organigramme qui ne soit qu 1une retranscription 
de I a t ab I e ( § 4. 1 • 2 • 1 ) 
2 - établir un organigramme de structure classique(§ 4.1.2.2) 
3 - établir un organigramme de structure classique et modulaire 
(§ 4.1.2.3). 
Avant toute chose, précisons ce que nous entendons par organi-
gramme de structure classique ou modulaire: tout organigramme 
est caractérisé par une structure 
- chaÎhée 
- répétitive 
- a I ternat ive. 
SI les alternatives ne donnent lieu qu 1à des arborescences 
ouvertes ou fermées 
\ 





ALORS la structure de 11organigramme est dite classique. 
SI l'organigramme est composé d 1un ensemble de modules qui, 
lorsqu 1ils sont parcourus,le sont toujours de leur racine à leur 
extrémité et qui sont I soit distincts, soit inclus les uns dans 
les autres 
ALORS la structure de 11organigramme est modulaire. 
4.1 .2. 1. Or9..anJJ!ramme de retranscription de la table. 
L 1élaboration de l 1organigramme de retranscription ne présente 
aucune difficulté. Il n 1est que l'image de la table. Il s'obtient 
par retranscription de I a table, 1 igne par I i gne et point par 
point. Autrement dit, i I suff i t de reprendre les traitements qui 
sont éventuel! ement associés aux différentes I ignes (phases) et 
de les articuler par les tests des conditions comme spécifié 
par la table. 
Notons que lorsque nous programmons une procédure direct911ent 
à partir d 1une table sans pas$er par un organigramme, nous pro-
grammons imp I icitement à partir de 1 'organigramme de retrans-
cription de cette table. 
IV. 3 
Exemple Soit la table séquentielle 
-PHASES TRAIT. B. 1. Cl c2 C3 C. 1 
1 
-
2 2 3 4 
2 Tl 5 - - 6 
3 
- -
4 - 5 
4 Tl 2 5 - 6 
5 T2 6 
6 
- 3 4 - 7 
Figure I V-1. 
7 FIN 
L 1organigramme qui en est la retranscription est celui de 
la figurelV-2. 
Comme nous pouvons le constater à partir de l •exemple, les 
organigrammes de retranscription ne sont généralement ni 
modulaires ni classiques. 
S 1ils sont faciles à établir, il n 1en est pas moins vrai que 
1 eur structure devient rapidement un enchevêtrement inextr ica-
b le de figurines et que leur clarté est mise en péril. lis ne 
permettent ni une exp lo itat ion, ni une maintenance, ni une 
recherche d'erreurs aisées. De plus, il n 1est pas possible de 
suivre le programme pas à pas lors de son déroulement; en 
effet, les phases successives qui composent la procédure n 1y 
sont pas enregistrées et il est donc difficile de localiser à 
tout moment la phase en cours notamment lors de l 1exécution 
d 1un traitement commun. 
Si nous désirons éviter les inconvénients, nous adopterons 
de préférence l'organigramme modulaire ou classique. 
4. 1. 2. 2. Or9..an.lfil'amme c lass igue. 
Pour obtenir un organigramme de structure classique à partir 
d'une table séquentielle, 11 idée de base est d 1exécuter les opéra-
tions qui sont communes à plusieurs phases dans un seul et même 
module. Ceci est d'ailleurs conseillé au niveau de la programma-
tion. Ces opérations peuvent être, soit les traitements, soit les 
tests de condition; nous ferons le raisonnement dans le cas des 
traitements. 
Del 1idée de n'associer qu 1un seul module à chaque traitement, 
découle qu li I faudra, lors de 11exécution d 1un traitement commun, 
connaître la phase qui est en cours. 
Pour cela, deux possibi I ités : 
1. faire réapparaître le paramètre de mémorisation d 1état 











ORGANIGRAMME DE RETRANSCRIPTION 
FigurelV-2 
IV. 5 
L 1organigramme s 1établit en associant à chaque traitement un 
module (celui-ci lors de 11 implémentation correspondra par 
exemple à une sous-routine); ensuite 
- si le traitement n•est jamais exécuté qu 1au cours d 1une seule 
pnase, il suffit d 1introduire à la suite du traitement, les 
tests des conditions requises, conformément à ce qui est spé-
cifié dans la table; ce afin de déterminer la suite du déroule-
ment 
- si le traitement est commun à plusieurs phases, il faudra 
cette fois, à la suite du traitement, introduire le test de la 
variable E ou des aiguillages de discrimination de phases, 
suivi du test des conditions requises. 
L'organigramme obtenu de cette manière est classique; il ne 
possède que des arborescences ouvertes. 
Sol ut ion uti I isant I e paramètre d 1 état : 
Puisque fi exécution de chacun des traitements s 1opère dans un 
même module et qu 1il faut distinguer la phase dans laquelle elle 
a I i eu, une première sol ut ion est d 1 enregistrer fi état suivant 
en vue de savoir quel sera 11état présent lors du prochain 
traitement. Cet enregistrement se fera grâce ·à la variable 
d'état E. 
Exemple l'organigramme classique défini par la table de la 
figure V-1 et utilisant le paramètre E est celui de 
la figure V-3. Selon qu 1on se trouve en l 1état 1, 
3 ou 6, après exécution du traitement vide, on 
s'orientera suivant les valeurs binaires de c 1, c 2 , c 3 vers 4, 3, 2 à partir de 1; vers 2, 4, 3 à parnr de 6; vers 4, 5 à partir de 4. 
Solution utilisant les aiguillages de discrimination de phases: 
Dans la solution précédente, le paramètre E discriminait tous 
les états ou phases. Il n 1est toutefois pas indispensable que 
toutes les phases soient discriminées; il suffit que le soient 
celles qui po!3sèdent un traitement commun. 
De là cette deuxième solution qui consiste à discriminer par 
des aiguillages (binaires) seulement les phases nécessaires. 
Le nombre d'aiguillages ainsi que leur organisation est fixé 
par le nombre le plus grand d 1origines à discriminer pour chacun 
des traitements. 
Exemple reprenons, une fois encore, la table séquentiel le 
de la figure V-1. 
- les phases sans traitement sont au nombre de 
3(1,3,6) 
- les phases avec T 1 sont au nombre de 2 (2, 4) 
- les phases avec T 2 sont au nombre de 1 (5) 
-( déb~ 
3 2 4 
=4 E=3 E=2 E =4 E=3 E=S E=4 E=6 E=S E=6 E=S E=2 E=6 
Figure IV-3. ORGANIGRAMME CLASSIQUE (avec paramètre d 1état) < 
Ol 
IV. 7 
Deux aiguillages s 1 et s 2 suffiront donc 
-
sz s1 PHASES TRAIT. BI. Cl cz c3 C. 1 
0 0 1 
-
2 2 3 4 
0 
-
2 T1 5 - - 6 






- 4 T1 2 5 - 6 
- -
5 Tz 6 







L'organigramme obtenu est celui de la figure V-4. 
En résumé, dans l'es 2orgar'ligrammes nous voyons que chaque 
traitement est réalisé pour les états qui lui sont associés et 
que lorsque le traitement est terminé, un test soit de la variable 
E, soit des aiguillages, est opéré pour déterminer l'état pré-
sent. Le test sera suivi d'un saut vers le trait caractérisant 
l'état suivant, en fonction des résultats des tests des conditions 
requises. Le cyc I e se reamorce alors avec ce nouveau traite-
ment. 
L'organigramme de structure classique, grâce à la décomposi-
tion en blocs sur base des traitements, assure au programmeur 
une structure favorable à la maintenance, l'exploitation, la 
recherche et la localisation des erreurs. Ains i supposons, par 
exemple, que dans 11organigramme V-3 ou V-4, des traitements 
complémentaires à T 1 et différents selon la phase, T
11' T"l' 
T 111 , doivent être envisagés, i I n'y aura aucune difficulté à I es 
y inlégrer. De plus, cette structure permet de suivre le déroule-
ment de la procédure implémentée, pas à pas. 
4. 1 . 2. 3. Org_anJJ::!!:amme ,!!lOdu I aire et c I ass i g_ue. 
Cet organigramme modulaire et classique non seulement va 
rendre compte de l •ordre qui affecte I a procédure, des différents 
traitements qui la composent et de la manière dont ils sont subor-
donnés aux conditions, mais permet également de connaître à 
tout instant l'état ou phase en cours grâce à une variable d 1état E. 
Celle-ci varie lors du déroulement de la procédure, comme les 
états qui se succèdent. 
=1 1 
S = 1 
s 1:c 0 
Figure IV-4 
00 
S =O 1 
~ S = 0 
1 -
S = 0 2 
S1=1 St 1 





S = =O 
1 S 1 =O 
2 




Nous voyons donc également réapparaître le paramètre de 
mémorisation d 1état (E). C 1est grâce à lui que nous pourrons 
à partir d 1une table, établir un organigramme non seulement 
classique mais aussi modulaire. 
Cet organigramme est constitué de deux parties 
1. Le système de sélection de l'état présent 
(test de la valeur du paramètre d 1état E). 
2. L 1ensemble des états ou phases examinés en séquence et 
durant lesquels, dans l 1ordre 
a. un traitement est éventuellement exécuté 
b. des tests de conditions sont opérés 
c. la mise à jour de l'état présent est effectuée. 
Les modules qui composent cet organigramme correspondent à 
la traduction des différentes phases qui composent la procédure 
et sa structure classique se justifie par le fait qu'il ne renferme 
que des arborescences fermées. Remarquons, en outre, son 
caractère itératif: à chaque changement d 1état, il est repar-
couru. 
Exemple L'organigramme modulaire et classique engendré par 
la table V-1 estceluidelafigure V-5. 
En dehors de la clarté et de la généralité de conception du pro-
gramme qui en découle, cette solution, tout comme celle du 
paragraphe précédent, assure une grande facilité de maintenarce. 
L'avantage le plus évident est celui qui permet de connaître à 
tout instant, grâce à la variable E, la situation logique du pro-
gramme; ceci est très ut i I e en cas d'anomalie ou lorsqu'i 1 
s 1agit de situer des points de reprise. 
4. 1 . 2 . 4. _ç~~c...!_ ~s.J. <2_n...! 
Les trois organigrammes que nous avons considérés, s 1établ is-
sent de manière bien précise, chacun. Inutile de souligner que 
seuls l'organigramme classique et 1 'organigramme modulaire 
présentent des avantages certains. 11 s permettent d 1éviter deux 
choses : 
1. lorsqu 1un analyste établit un organigramme, il est guidé par 
quelques principes de logique et d 1 esthétique; i I possède une 
méthode souvent très personnelle et a acquis un style par -
fois très ori'ginal 
2. les organigrammes rendent compte des enchaînements logiques 
d 1un problème mais plus le problème est complexe, plus les 
enchaînements sont nombreux et 11ensemble acquiert rapide-
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IV. 11 
par I e fait q u 1 ils ne sont pas considérés comme outi I de 
synthèse m a is uniquement comme document de base pour le 
programmeur; ils sont établis non plus lors de la mise en page 
d'une procédure mais après sa mise en page, son analyse et 
sa s imp I ificat ion. 
Grâce à la table séquentielle, nous avons donc éclaté le pro-
blème de la synthèse, de l à l'obtention d 1un meilleur résultat au 
niveau de 11o rganigramme, d 1un mei I leur document de travai 1 
pour I e prog r ammeur. 
IV. 12 
4.2. Programmation semi-automatique. 
La programmation semi-automatique s 1appl ique à des cas très par-
ticuliers. Nous l'avons dénommée ainsi parce qu 1elle consiste non 
pas à programmer la procédure même qui est enregistrée dans la 
table, ce qui implique la programmation d 1une multitude de tests de 
conditions suivis de branchements, mais à implémenter la table 
séquentiel le el I e-même ainsi qu 1un programme de consultation de 
cette t ab I e. 
Nous avons vu au chapitre 11 paragraphe 2. 4. 1 que dans certains 
cas la procédure était définie par un ensemble de séquences que 
nous avons appe l ées 11 séquences de base". Ces procédures sont 
toujours articulées par des conditions de nature extrinsèque. 
Dans les cas où les procédures sont enre.9.istrées dans une table 
..f.Q.'2_d~~~é~, leur implémentation est aisée. En effet, il suffit d 1éta-
blir un programme de consultation de la table qui, au moment de 
11 exécution, se trouvera soit en mémoire centrale, soit sur un 
fichier à accès direct (disques). Les données de ce programme de 
consultation ne correspondent à rien d'autre qu 1à la détermination 
de cel I es parmi l es conditions de la procédure qui sont vérifiées 
et non vérifiées. Le programme consultera la table en sautant d 1une 
ligne à l'autre, c 1est-à-dire d 1une phase à l'autre comme suit: 
- lorsqu 1 i I saute à une nouvel I e I i gne, i I détermine à partir des 
données, celle des colonnes qui correspond à la condition qui . 
est vérifiée ou qui correspond au cas où aucune condition ne 
l'est; l'élément de la table définie par la l igne et cette colonne 
indique à quelle nouvelle ligne le programme doit sauter 
- initialemen t , le programme se branche à la ligne correspondant 
à la phase initiale de la procédure 
1 e programme s I arrête lorsqu 1 i I a atteint une phase finale après 
avoir exécuté le traitement associé à cette phase; traitement 
que I e programmeur aura eu soin de programmer également. 
Ce type de programmation sera utilisé pour l'implémentation de la 
procédure définie par 11application IV du chapitre V. li possède 
possède cependant un inconvénient majeur, la p l ace occupée par la 
table. 
4. 3. Programmation automatique. 
Nous attirons l'attention du lecteur sur le fait que nous n 1avons 
examiné, ni à fond, ni complètement le problème de la programmation 
automatique à partir d 1une table séquentielle. Nous nous bornerons 
à suggérer quelques idées pour lancer le problème • . 
La programmation automatique de tables séquen t iel les nécessite 
avant toute chose, le choix d 1une syntaxe permettant d'exprimer ces 
tables d 1une manière standard. 
IV. 13 
Il s'agit de trouver une forme d 1expression commune aux tables 
condensées et déta i 11 ées. 
Le format proposé pour chaque ligne de la table est celui de la 
figure IV-10. Les zones qui I e composent sont I es suivantes : 
: identifie une ligne d 1une table et est caractérisée par le 
symbole Len en-tête. La sous-zone t identifie la table; 
1 a sous-zone I identifie I a I i gne (généra I ement i I s 1 agit 
de la référence numérotée de la ligne dans la table). Ces 
2 sous-zones occupent 2 positions chacune. 
: cette zone est facultative; elle n 1apparaît que si la I igne 
spécifie un traitement à exécuter. EII e est caractérisée 
par le symbole T en en-tête. Le trai t ement à exécuter 
s 1 identifie au moyen d 1une référence T XXXX (où X repré-
sente un chiffre de~ à 9). 
- z 8 : le symbole B en en-tête signale la présence de cette zone qui est également facultative; el le n'apparaît que si la 
1 igne dont i I est question 
1 jBCOUT l 
1 
j BCOUT N 
L~~ ;\ T /\ TXXX. tîBL~B~XX~ /JC/j B~~X,6 
t 1 1 t 1 
1< ZL 7 ' < 
' 1 
z )' ' <:: 
T : 
z >, < B 
\
BCOUT 
•••• f).S4 B~~ 
( .0i = vide ou caractère 11 blanc 11 ) 
figure IV - 10 
donne la main inconditionnellement à une autre; celle-ci 
s'identifie par BXXXX ou par BCOUT si elle est e.ssociée 
. 11 
à une phase finale. 
- ZC : cette zone est caractér.isée par le symbole C en en-tête; 
celui-ci précède une série d 1 informat i ons dont I e nombre 
dépend du nombre de conditions binaires successives à 
tester. 
IV. 14 
Ces informations sont : 
- soit des N indiquant _que le test ne doit pas être effectué 
- soit l'expression BCOUT (fin de procédure ou de program-
me) ou BXXXX indiquant à quelle table et à quelle ligne 
~__,....... 
t 1 
il faut brancher si le test de la condition correspondante 
est positif et si tous les tests des cond i tions précédentes 
ont été négatifs. 
zone dont la présence est caractér isée par le symbole S 
en en- t ête; le symbole est suivi de l'expression BCOUT ou 
B'2$,XL indiquant l 1adresse d 1un branchement (fin de pro-
t 1 
gramme ou nouvelle ligne) si toutes les conditions sont non 
testables (N dans ZC) ou testées négativement. 
Remarque les différentes zones doivent touj ours apparaître 
dans l 1ordre indiqué. 
Exemples considérons les tables détaillées et condensées des 
figures IV-11 et IV-12. Leur traduction sous forme 
standard est donnée par les figures IV-13 et IV-14 
respectivement. 
PHASES TRAIT. B .1. Cl c2 
0 1 0 1 
1 T~f31 2 3 
2 Tf3f32 4 
3 T~f33 4 
4 5 6 figure IV-11 
5 Tf3f35 OUT 
6 7 1 
7 OUT 
-PHASES TRAIT B .1. Cl c2 c3 c4 CS c6 C . 1 
1 Tf3~1 2 1 
2 5 4 3 
3 T9if32 4 
4 Tf3~1 7 6 
5 Tf3f33 25 
6 Tf3~4 22 
7 21 
figure IV-12 
IV. l 5 
Remarques - dans la table 11-12, les numéros supérieurs à 7 
référencent les phases d'une deuxième table 
- les numéros des lignes se confondent avec les 
références numérotées des phases. 
B~l ~l .1 T Il T~~l LI C /.\ B~l ~3/\ N/IS /l B~l ~2 
B~l ~2 f.\ T li T~~2 L\ BI\ B~l ~4/~ C/.1 N /I N 
B~l ~3t.\ TI~ T~~3l\ B t1 B~ 1 ~4/) C l) Nt\ N 
B~1~4 /.\ C /l B~l~6t.\ N/1S B~l~5 
B~l ~5 t.\ T Il T~~5 i1 B /\BCOUTD CL\ N /1 N 
B~l ~6 /1 Ct1 N L.\ B~ 1 ~ 1 /\SA B~ 1 ~7 
B~ 1 ~7 /.\ B 1 BCOUT4 CL\ Nil N 
figure IV- l 3 
B<jl ~1 tl T ll T<j<j1 ~ C6B.,Ô 1 <j2 ôNôN6N llN üN 1.\S ô B<jl ~1 
Blif 1 !32 L\ C Ll Nj N /j N L\N /~B!if 1 !35b B!11 !14Ll S6 B!1l!13 
B!3l ~31.\ T tJ T~~2ü B û B!1l !if4 LIC/..\ N l\ Nti Nl1Nt.l Nl\N 
B~ l ~411 T t1 T!1!if 1 Cl CD N 6Ntl B!11!376 N6 Nô ND. Sil B!if 1 !36 
B<jl !35 11 T ~ Tl3!33 n B ù B!32~5LJC/.I NA.Nb Nt.NI.\ NLI N 
B<jl !36 tl TLI Tl3!34 6. B ù B.,Ô2~2A Cll N b N l)NCI N li. Nll N 
Bl3l <j7t\ B L\ Bl32~1 6 C J Nil N.6 N DN tl N/JN 
figure IV-14 
Soit une procédure enregistrée dans une table séquentielle et soit 
cette table exprimée I igne par I i gne selon I e format décrit ci-dessus. 
Cette procédure va être confiée, sous cette forme, à un programme 
générateur qui va l'implémenter sous forme d 1un programme 
ASSEMBLEUR. 
Examinons quelque peu ce programme générateur et la façon dont 
i I procède pour engendrer I es programmes source assembleur. 
Son squelette est donné par I a figure IV- l 5. 11 faut noter que : 
- la zone C est la zone des données "Condition" dans laquelle chaque 
condition correspond à un octet. Cette zone est remplie soit 
initialement, soit en cours d'exécution. Chaque octet contient 
soit la valeur X 1l~1 soit x•~<j• selon que la condition associée 
est ou non vérifiée 
- les différents t raitements qui composent la procédure sont à pro-
grammer séparément; chacun d 1eux sera étiquetté par la réfé-
rence qui l'identifie dans la table. 
-----------~ 
lolroduire dans la zone 
TRAIT l a r J fé r enco du 
tril.itemen l 
T 
ln tr odu1r t: clan~ le zont LABi::.L 
Péliqu~tte Llj (i•n• de lü table, 
j•n• rtc l a l i!)nc ) 
T 
générer l•ins t r uct ion 
(LABEL, 11 BAL 11 , 11 111 , TRAIT) 
1 - 1 + 7 
B 
introduire dans l a zone 
BRANCH, l' étiquette Llj de 




K•lnde)( de la zone 
de~ec 
Introdu ire dans la 
zone BRANCH flétlq uette 
Llj de la ligne à laquelle 
Il faut brancher 
gfnfrer l'instruct ion 
(LABEL, 11CLl 11 , 11 X' 1"1°• 11 , 11 C + 11 K) 
génJrer 11 instruction 
(0, 11BC11 , 11 8 11 , BRANCH) 
1•1+6 
N 
K • K + 1 
géné r e r l'i n s truc t ion 




générer 1 !Instruction 
(0, 11CLl 11 , 11X 1 1"'"• 11 C+"K) 
;;r 
s 
Introduire dans la zone 
BRANC H l'étlQuclle L lj 
de le l lgnc ~ laque-lie Il 
faut b ron c her 
générer l' lnst ruc l lon 
(0, 11B 11 , BRANCH, O) 






Ufl bl lf'JPV~C la lat.ile ( S ')U~ 
forme s!and.Jrd) enr !•g l•; t :- ê c 
sur un ! up po,-t (.a,rlt• à rai -
son d 1une l igne p a r cerl,:, 
1 ,.. Index de LIGNE 
l nstr L:..:.:! i ,:,n g~nérée: 
(é1 l1 ;ut?l:t" , c o:;4..? 1 opérande 1 1 
oµ ~r ande .:?) 
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Le programme source généré pour la procédure enregistrée dans 
la table IV-12 est: 
L 11 BAL 1, T~~l 
CLI X'1~ 1,C 
BC 8, L 12 
B L 11 
L 12 CLI x•1~•,c+4 
BC 8, L 15 
CLI x11~•, c+5 
BC 8,L14 
B L 13 
L 13 BAL 1, T~~2 
B L14 
L14 BAL 1, T~~l 
CLI x•1~•, c+2 
Be 8, L 17 
B L 16 
L 15 BAL 1, T~~l 
B L25 
Ll 6 BAL 1, T~~3 
B L22 
L 17 B L21 
C DC 
CHAP I TRE V APPLICATIONS 
Le but de ce chapitre est d 1une part, présenter quelques 
procédures qui se prêtent particulièrement bien à la mise en page 
sous forme de tab l es séquentiel les, d 1autre part, fami I iariser 
quelque peu le lecteur à ce nouvel outil qu 1est la table de décision 
séquentiel le. 
Nous nous I imiterons toutefois au premier aspect de la 
synthèse: la mise en page; en effet, el le, seule présente un caractère 
inconnu. L•analyse et la simplification quant à elles, n•offrent aucune 
difficu I té. EII es ont été détaillés au cours des chapitres précédents; 
l 1analyse peut être réalisée automatiquement grâce au programme que 
nous avons dévelop pé. 
Pour l'application IV (Evaluation du langage oral d 1handicapés mentaux), 
nous irons jusqu •à 1 'implémentation proprement dite car elle a été 
réai isée concrètement. 
Remarquons que les tables qui figureront dans ce chapitre, 
sont toutes de forme condensée (ou mixte) : forme la plus avantageuse 
de la table. 
Les app I i cations qui seront développées dans ce chapitre sont 
les suivantes : 
- APPLICATION 
- APPLICATION Il 
- APPLICATION Ill 
- APPLICATION IV 
- APPLICATION V 
Analyse des langages régu I i ers par table séquen-
tielle. 
Scanner sous forme de table séquentiel le. 
Ana lyse syntaxique et sémantique des programmes 
BASIC par tables séquentielles. 
Evaluation du langage oral d 1handicapés mentaux. 
Procédure de gestion des échanges en télétraite-
ment par caractères de contrô I e. 
X 
X X 
APPLICATION - Analyse des langages réguliers par table séquentielle. 
1. Rappel. 
A. Définition d 1une _grammaire. 
Reprenons la terminologie de Chomsky une grammaire est par 
définition un quadruplet 
avec 
G = { VT , VNT , S , R j 
VT ensemble fini d 1éléments appelés symboles terminaux 
VNT ensemble fini d 1éléments appelés symboles non terminaux 
S E. VNT' symbole distingué 
R ensemble fini de règles de la forme 
oL --7 13 
avec o(, E v+ = (VT UvNT)+ 
= { chaînes obtenues par concaténa-
tion d 1éléments de V J 
v. 2 
v* = v+ U lé j 
' t 
chaine vide 
et ex'... contenant au moins un symbo I e non 
terminal. 
Exemple : soit la grammaire G 1 définie par 
G 1 =- VT =[a, b, c J 
VNT { S j 
S symbole distingué 
règles [ S ~ a S a 
S--+- bSb 
S--+- C 
B. lnter_.E?rétat ion d 1une g_ramma ire. 
Une grammaire G s 1interprête de la manière suivante: 
1. So i t c()3 E v* : }J est directement déductible de ~ 
2. So i t C(' 
1 
)3 f v* 
~ -====> ) 3 
si et seulement si 
:f une règle )o - ~ 'f'' 1 <{ = o(l (' <{2 




avec q 1 , cl__ 2 é V * 
/3 est déductible de ~ 
d =7 * /3 
si et seulement si 
o{_ = )3 ou} o(,. I c( .--==>) 3 et c{ ;>* ~ -
1 1 1 
3. Le langage engendré par une grammaire Gast par définition 
L(G)= {ù(.,lc(, tv; etS > ;: C(J 
Exemple : soit la grammaire G 1 définie plus haut nous avons 
bSa - ) bca 
SabSb ) * c abaSab 
en effet SabSb :;> cabSb / cabaSab 
L(G 1)= t«- c~ joé f { a,b} "' 
et cl symétrique de o{. J 
V. 3 
C. Grammaire r~gul ière. 
Chomsky défin i t 4 types de grammaire, parmi lesquelles les gram-
maires régu I ièresdont les règles sont de la forme 
A__._Ba 
ou A---. a avec 
2. Analyse des langages réguliers par table séquentielle. 
A. Problème g_énéral de l'anal~se. 
Il s 1agit de détermine~, étant donné une grammaire, si une chaîne 
de symboles terminaux appartient ou non au langage engendré par 
cette grammaire. 
Les algorithmes d'analyse peuvent procéder de deux manières : 
I.2P-.-.E.2.'!Y'l Partir du symbole distingué et se servir des règles 
de la grammaire de manière à déduire la chaîne des 
symboles terminaux à analyser • 
.ê.2.t!~nJ...-J;J.P. Partir de la chaîne des symboles terminaux à analy-
ser et se servir des règles de la grammaire de ma-
nière à réduire (opération inverse de la déduction) 
la chaîne au symbole distingué. 
Exemple soit l a grammaire G2 (number) définie par les règles 
<: number > :: = < no> 
< no> .. = < no > < digit ;,-
<:::: no > .. = < digit > 
r..:_ digit> .. = 0 / 1 / 2 / 3 / 4 / 5 / 6 / 7 / 8 / 9 
(nous avons uti I isé le formai isme de Backus-
Naurpour définir cette grammaire). 
35 E- L (G2) ? 
ana lyse top-down :< number.:>-=;;,<no ?" v (no> 
<digit>-'"> <no> 5 .::;:;,z digit;;:- 5 
= ::,, 35 
analyse bottom-up: ~5<:=<,digit ;:::,-5~ <'...9.l9l..L><.digit:> 




Lors de chaque réduction directe dans l 1analyse 
bottom-up, on a cherché, en partant de la gauche, s 1il existait 
une sous-chaîne se terminant au point où on en était arrivé et 
qui était partie droite d'une règle de la grammaire; si oui, on 
réduisait directement cette sous-chaîne à la partie gauche de 
la règle. Cette sous-chaîne est appelée poignée (soulignée 
dans l 1exemple 35 ><digit ) 5). 
- ," 
-- - - ,, 
B. Table séq_uentielle définie ~ar une_Erammaire r~gulière. 
Résolvons le problème del 1analyse des grammaires et 
1 angages régu I i ers. 
Nous allons construire, étant donné une grammaire ré-
gulière, une tab l e séquentielle qui pour une chaîne quelconque 
de symboles terminaux, détermine si elle appartient ou non au 
langage engendré par cette grammaire. 
Soit S la phase initiale de la table. 
Les éléments de la table définis par la grammaire 
sont 
1. Tout symbole non terminal de la grammaire définit une phase; 
2. Tout symbole terminal t de la grammaire définit une condition 
ou en-tête de la table: "symbole lu= t 11 ; 
3. a. Toute règle du type A~ Ba définit une transition phase 




phase présente phase suivante 
b. Toute règle du type A_... a définit une transition phase 
présente, phase suivante pour la condition d 1entrée~'symbo le 
lu= a '': 






A ces éléments viennent s 1ajouter 
1. La condition en en-tête: "symbole lu=* 11 ou* repré-
sente le symbole qui caractérise la fin de chaîne; il 
s 1agit en général du symbole II t II à condition que celui 
ne soit pas déjà symbole terminal. 
v. 5 
2. a. Deux phases de fin de séquence 
F (fin) phase qui conclut de l 1appartenance de 
la chaîne terminale d 1entrée; 
E (erreur): phase qui conclut de la non appartenance. 
b. A ces 2 phases sont associées les transitions 
T (E. *) = E 
! 
T (Z *) = F 
\T'E. phase f E, F, Z 
1 
3. Le traitement à réaliser au cours de chacune de ces 
phases (autre que E et F) est 11 1 ire I e symbole suivant 
dans la chaîne ·d'entrée 11 
Exemple : soit la grammaire G(2) définie par 
VNT = {u, V, zf 
VT = lo, 1 J 
Z symbole distingué 
règles z ----+ uo 
Z--+ V -1 
u ~ Zt 
u ---. 
V --• .•. zo 
V--t,,- 0 
Il lui correspond la table séquentielle 
PHASES DECISIONS SYMBOLE LU 
0 t 
* 
s Lire symbole V u E 
u Lire symbole z E 
V Lire symbole z E 
z Lire symbole V u F 
E N 1appartient pas; Fin 
F Appartient ; Fin 
La table ainsi obtenue n'est pas complète; en effet, il 
manque I es transit ions : 
T U 1 ) = ? 
T(V 0)=? 
V. 0 
Ces cases vides sont à examiner avons-nous omis de tra-




complèter avec la phase suivante requise; 
la phase suivante est E. 
li est important de noter que cette analyse par table 
tel I e que nous l 1avons définie n 1est possible que pour autant 
que toutes les parties droites des règles soient uniques; 
si ce n 1est pas le cas, il existe un artifice qu'il serait trop 
long d'exposer ici et grâce auquel il y a moyen malgré tout 
de construire une table d 1analyse. 
C. Al9g,c.ithme d 1anal~se utilisé_par la table. 
L'algorithme d 1analyse que représente la table pro-
cède 11 bottom-up 11 ; en effet, en chaque phase de la séquence, 
sauf en phase initiale, la poignée est le nom de la phase pré-
sente concaténé au symbole lu, sauf si ce dernier est le sym-
bole de fin de chaîne. 
Cet poignée est réduite directement au symbole ter-
minal qui est la phase suivante définie par la table pour la 
phase présente et le symbole lu, à moins que cette phase 
suivante ne soit E ou F auquel cas l'analyse est terminée. 
Soit la table ci-dessus et la chaîne d 1entrée: 
101001* 
Phases présentes Chaîne qui reste Poignée Phases suivantes 
à lire 
s 101001 u 
u 0 1 0 0 1 uo z 
z 1 0 0 1 Zl u 
u 001 uo z 
z 0 1 zo V 







L 1analyse de cette chaîne terminale a permis d 1obtenir la dé-
duction : 
Z -) Vl -) Z01 ) U00l ) Z00l =)U0l00l -) 101001 
ou encore Z 7 * 101001 et de conclure de l 1appartenance de la 
chaîne au langage engendré par la grammaire. 
Cette analyse est simple en raison de la nature simple 
des règles des grammaires régulières : 
- un non-terminal ne peu t apparaître que comme 1er 
symbole d 1une partie droite, par conséquent, la phase 
initiale essaye de réduire directement le 1er symbole 
de la chaîne à un non-terminal; 
- ce non-terminal est la phase suivant la phase initiale 
pour le 1er symbole de l a chaîne (si elle n 1est ni E, 
ni F) et ceci revient à appliquer la règle de grammaire 
Phase suivante --~ 1er symbole 
non termina 1 terminal 
- les phases suivantes de la séquence essayent de réduire 
directement le symbole non terminal déterminé par la 
phase présente et le symbole lu, à un non terminal. 
Ce non-terminal est la phase suivante définie par la table 
pour cette phase présente et ce symbole lu (si el le est 
différente de E et F). 
Ceci revient à appliquer la règle: 
Phase suivante -4> Phase présente symbole lu 
non ferm i na 1 non terminal terminal 
D. Table séq_uentielle et automate. 
Cet algorithme d 1analyse développé dans la table est 
identique à celui formalisé dans la théorie des langages par la 
notion d'automate. 
Pourquoi résoudre le problème de 11analyse par table 
séquentiel le plutôt que par un automate ? 
Le procédé d 1analyse est le même, seules les présenta-
tions sont différentes. La présentation sous forme de table est 
plus concise et moins confuse lorsque les ensembles VT et VNT 
sont conséquents. El le permet de fusionner les phases équivalentes 
(voir théorie générale) plus facilement qu'il n•est possible de 
fusionner les états équivalents de l •automate. De p1us, la table 
permet de découvrir les cas oubliés ou erreur alors que l'auto-
mate ne le permet pas. 
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APPLICATION Il - Scanner sous forme de table séquentielle. 
1. Le Scanner. 
Le scanner est la partie la plus simple d 1un compilateur, 
appelée parfois analyseur lexical. Il scanne les caractères du pro-
gramme source de gauche à droite et construit les symboles du 
programme (ident i ficateurs, entiers, mots-clé). Il abandonne I es 
commentaires. 
Les symboles construits sont transmis à une autre partie 
du compilateur: l 1analyseur syntaxique. Le scanner est générale-
ment une sous-routine (SCAN) de ce dernier et appelé chaque fois 
que l 1analyseur syntaxique requier t un nouveau symbole. 




______ ..,--c-ar_a_c_tè_r:l ______ ..,I 
~~~:~:mme ..- SCANNER~======~ 
s ymbo I e .__ _____ __ 
Les symboles sont transmis à l 1analyseur syntaxique sous 
une forme interne de longueur fixe: par exemple, la représentation 
interne d 1un identificateur est un nombre entier fixé, la représenta-
tion interne d 1un entfer, un autre entier fixé; tous les identifica-
teurs auront même nombre de représentation interne. Ce sont ces 
nombres qui sont transmis à l 1ana l yseur syntaxique. Le symbole 
lui-même est cependant uti I isé dans d •autres parties du compilateur , 
c 1est pourquoi il doit être stocké quelque part. La sous-routine 
SCAN aura donc 2 sorties : 
Exemple 
- 11une est la représentation interne du symbole; 























Soit le morceau de programme 
BEGIN A = BC + D END 
les sorties de SCAN seront successivement 
3 1BEGIN 1 
IAI 
1 1 •=• 
1 1BC 1 
5 1+1 
1 '0' 
10 1END 1 
2. Reconnaissance des symboles par table séquentielle. 
Afin de donner une allure concrète à l 1application, cons-
dérons le langage de programmation Algol 60. (*) 
Remarque 
Les symboles de base du langage sont 
- les identificateurs; 
- les mots-clé : BEGIN, IF, COMMENT .•.. (qui forment 
un sous-ensemble de l 1ensemble des iden-
ficateurs); 
- les délimiteurs simples : ( , ) , +, f:. , = •••• 
le délimiteur double: := 
- les entiers 
- les s t rings. 
Souvent la distinction entre les symboles de base et les 
constructions de niveau plus élevé est vague. Par exemple, nous 
pouvons considérer, et les nombres entiers, et les nombres réels) 
comme des symboles de base ou seulement les nombres entiers et 
les nombres réels comme des constructions de niveau plus élevé. 
------------------------------------------------(*) Revised Report on the Algorithmic language Algol 60-CACM-6, 1 
(Janvier 1963). 
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Les symboles de base peuvent être définis syntaxiquement 
au moyen des règles de grammaire suivantes : 
- identificateur : 
~ ident -;;,, ::= letterj < ident .> letter j < ident > digit 
avec letter une abréviation pour 
a, b, c .•... z 
A, B, Z 
avec digit une abréviation pour 
1, .••.•••.. 9, 0 
- entier : 
< entier> ··= digit { < entier> digit 
- délimiteur double 
z de I doub I e > : : = < : > = 
<=> ··= 
- délimiteur simple 
< del simple> ::= delimiter 1 = /: 1 JI C 
avec délimiter une abréviation pour 
+, -, x, -, /,'fl,<,~,'-?,?,j ,>, \/ , /\,7, 0' 
1 o, ; , , , ( , ) , [ , ] 
(nous n'incluons pas : , ni = car ils peuvent former 
un délimiteur double; de même) et L caractérisent 
les strings); 
- string : 
..:::: string 7 ::= < open string > J 
< open string 7 ::= < open string )' délimiteur / 
z open sring.7 letter 1..4' open string> 
digit 1 < openstring ;,- : 
.t::_ open string '7 = / t 
Ces règles de grammaire qui définissent les symboles de base 
d 1Algol 60 sont toutes régulières. En nous remémorant 11application 
1, nous voyons que nous pouvons facilement construire une table sé-
quentiel le, qui reconnaft ces symboles et qui ne décrit rien d 1autre 
que le scanner. 
- ----- - - -------- - ------------------------ -
caractère suivant 
PHASES Décisions letter digit del imiter : = ( J different 
Start ident entier del simple : del simple string del simple erreur 
!dent ident ident out id outid out id out id out id outid 
Out id 11 ldent ifi-
cateur 11 
Entier outent entier outent outent outent outent outent outent 
Outent 11 enti eru 
Del simple outds outds outds outds outds outds outds outds 
Outds 11 délimiteur 
simple 11 
: outds outds outds outds del outds outds outds 
double 
Del double outdd outdd outdd outdd outdd outdd outdd outdd 
Outdd 11 dé I im i teur 
double 11 
String string string string string string string outst string 
Outst 11 str ing 11 
Erreur 11 Erreur 11 
V. l 2 
Cette table séquentielle donne la ligne générale de 1 'analyse; 
il serait intéressant d 1y ajouter des instructions du niveau des diffé-
rentes phases, afin de tenir compte de la construction des symboles. 
De plus, le scanner a aussi pour mission de supprimer les commen-
taires. 
Nous définissons les routines et variables suivantes : 
CHAR 
A 
variable globale qui contient le caractère du pro-
gramme source, scanné; 
variable de type string qui contient les caractères 
successifs qui constituent un symbole; 
GETCHAR (GC) : routine qui scanne le caractère suivant du pro-
gramme source et le place dans CHAR; 
GETNOBLANK (GNB) : routine qui tes~si CHAR est blanc; si oui, 
el le appel le GETCHAR et ce jusqu 1à ce que CHAR 
cent i enne Ln caractère autre que blanc; 
ainsi que les instructions suivantes : 
AOD 
OUT (C, D) 
LOOK 
ajouter à la chaîne de caractères contenus dans 
A, le caractère supplémentaire CHAR; 
retourner les valeurs C et D et rendre la main à 
l 1analyseur syntaxique; C est la représentation 
interne du symbole scanné et D le symbole lui-même; 
vérifier si le contenu de A ne figure pas dans la 
table des mots-clé et délimiteurs simples; si oui, 
son index est à placer dans la variable :J'; sinon ~ 
vaut O. 
En particulier, 'J = l pour le mot-clé COMMENT. 
La table complètée est T-Ii. 
On remarquera que les commentaires sont abandonnés 
(sachant qutun commentaire peut s'insérer entre le mot-clé COMMENT 
et un" ; " , nous n 1avoris considéré que ce cas là car il est le plus 
courant, l 1autre cas ( commentaire inséré entre le mot-clé END et 
END, ELSE ou " ; 11 ) n 1est pas difficile à introduire dans la table; 
nous ne l'avons pas fait pour ne pas alourdir la table inutilement). 
D 1autre part, lorsqu 'i I y a erreur, on ne rend pas la ma in 
à 1 'analyseur syntaxique mais on scanne le symbole suivant et en 
sortant de la routine SCAN, CHAR contient toujours le caractère 
suivant du programme source. 
--
CHAR J' 
PHASES DECISIONS BI letter digit délimi- I:' ~ 
diffé- 0 1 r : = 
' ter rent 
Start GNB;A vide ident entier del . del string del del erreur . 
simple simple simple simple 
!dent AOD; GC ident ident out id outid outid outid out id K>utid out id 
Out id LOOK outident comm out sur 
Outident OUT( § ident, A) 
Outsur OUT(J, A) 
Corn GC corn corn corn corn corn corn corn corn corn 
Out corn start 
Entier AOD; GC outent entier outent outent outent outent outent outent outent 
Outent OUT (§ entier, A) 
: AOD 
' 
GC outds outds outds outds del outds outds outds outds 
douple -
Del double AOD 
' 
GC outdl 
Outdl OUT ( § := ' A) 
Del simple AOD; GC outds 
Outds LOOK ;OUT(J, A) 
String AOD; GC string string string string string string out- string string 







APPLICATION Ill - Analyse syntaxique et sémantique des programmes 
BASIC. 
Nous avertissons le lecteur que notre but n 1est pas de réaliser un analy-
seur syntaxique et sémantique du langage BASIC mais de montrer quel 
outil constituent les tables séquentielles pour mettre en page une telle 
réalisation. 
L'analyseur syntaxique et sémantique est un module particulier 














forme i nterne 
















Le rôle de ce module est de : 
- reconnaître les parties constituantes du programme; 
- construire sa forme interne; 
- placer les informations voulues dans les tables. 
Les deux parties constituantes du module: analyseur syntaxique 
et analyseur sémantique travaillent de manière aussi séparée que possi-
ble : lorsque l 1analyseur syntaxique a reconnu une construction du 
langage, il appelle une routine sémantique qui en vérifie la sémantique 
et place les informations nécessaires à son sujet dans la table des sym-
boles ou dans la forme interne du programme. 
1. L •analyseur syntaxigue. 
Nous avons choisi la définition syntaxique du Dartmouth Basic 
(Dartmouth Col lège, 1965) dont les règles sont spécifiées en annexe. 
Comme chaque instruction d 1un programme écrit dans ce langage 
commencé par un mot clé qui la caractérise (LET, IF, FOR ••.• ), le 
problème se ramène à l •analyse syntaxique des instructions qui sera 
réalisée grâce à une table séquentiel le par type d 1 instruction. 
Pour chaque instruction du programme, nous décodons le pre-
mier symbole, qui suit le numéro de ligne et qui est le mot clé; celui-ci 
alors nous aiguille vers la table qui va analyser l,;eLLe instruction. 
Notre but dans cette 1ère partie sera donc d 1établir les tables 
séquentiel les des différents types d I instruction. 
Remarque: 
Nous établirons une table supplémentaire EXP pour l 1analyse 
des expression$; en effet celles-ci reviennent sans cesse au niveau 
de toutes les instructions; donc les analyser dans une table séparée 
al lège considérablement les autres tables (dès qu I une express ion est 
à analyser, il suffira de brancher à la table EXP pour l 1analyser et 
ensuite revenir à la table d 1origine). 
Comment élaborer ces Jables à gartir des règJes de _grammaire ? 
A. Par l 1intermédiaire d'arbres (à raison d 1un arbre par type d'in-
struction). 
Le but de ces arbres est de déterminer aisément toutes les pos-
sibilités pour une instructi-on donnée, c 1est-à-dire toutes les 
chaînes de symboles terminaux qui peuvent constituer une 
instruction correcte. 
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Soit une instruction part icu I ière : 
1. la racine del 1arbre est le symbole non terminal qui la 
représente; 
2. chaque non terminal de l 1arbre admet pour fils les symboles 
qui figurent en partie droite de la règle de grammaire dont il 
est partie gauche. 
a. si les symboles sont concaténés 
<père;,:= <fils a> < fils b ;;, < fils c) 
i I s sont représentés dans l 1arbre par 
<fils a-;:;-
,( père;;, Q 
.------.Q1------. = 11 ET 11 
< fils b 7 <:: fils c > 
b. si ces symboles sont reliés par II I" (ou exclusif) 
<père>:= <fils a)' J < fils b 7 / <fils c ';? 
i I s sont représentés par 
.< père '7 
-----tAi--. -------.?✓ = Il OU" 
< fils a > -<::::::::. filsb "? < filsc "-? 
c. si un de ce_s symboles figure dans la règle parenthésé 
par~ .• • ±~ (ce qui signifie qu'il doit être répété au 
moins i fciis et ne peut 1 •être plus de j fois). Cette 
répétition est reprise dans 11arbre par 
Remargue: 
j 
{ < fils .7 } 
L'ordre gauche, droite est respecté dans l 1arbre comme 
dans la règle. 
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Construisons les arbres de différents types d'instruction 
assignment statement Î 
<assignment statement > 
,----f6i-------, 
1 LET <variable > = < expression ::;::, 
1 
r----.A....------, est développé dans son propre arbre 
< simple variable> 
1 
r-0--7 1 




letter ( <expression.> {, <expressionj 0 ) 
Rem argue. 
Nous considérons 11 1etter 11 et 11 digit 11 comme symboles termi-
naux; ceci ne change rien et permet d 1al lèger 11arbre. 
[ lf".--., 1,11<•111,•11I . _ ___ _  ] 
V . 10 
< i·f ·., tiJh•tllf'rll > 
1 ---·- ··- - --~:.'°·--------r--- ----...,r----·--r--------, 
IF ~cxpr cssk,n) (rel ::i t i on cµ > ( exprPSS ion> THEN '- 1 in e 11" 1) 
0 (4) { .. p <flg1l 
., 1 
,- r-- 0.) 
>= > < '> < <= 
0 0 0 G 0 0 





< data ,; tatcm ent > 
<number list > 
~-6-~-----, 




<signed numbe• ; 
<sign> < number > 
0 
~---f.6~-----------,1 
1 l (•"Oonen, > ) ! 
r--A-·~-----. ,------,Ar----;I 
E i.,_Î r 1 2 8 ( sign > L digit J I 
0 
( integer > ( d ecima I number > (fraction number > 
{ "'" i: (,,,~;•}'.-n 4:t 




< for statem ent ) 
( simple variable > 
~6-----., 
{ digit}' 00 letter 0 
0 
(expression) TO < express ion 
0 
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Les mêmes arbres peuvent être construits pour les autres 
types d I instructions 
- next statement 
- dimension statement 
- read statement 
- print statement 
- gosub statement 
- return statement 
- define statement. 
expression 
<expression> 
Ici nous sommes obligés de faire une parenthèse. Dans la 
suite du problème, lors du passage de 11arbre à la . table, nous avons 
constaté que par suite de la récursivité gauche qui apparaissait 
dans les règles de grammaire définissant la syntaxe des expression, 
il n 1était pas possible de se servir d 1une table séquentielle pour ana-
lyser une expression en raison même de la manière dont el le procède 
(analyse top-down de gauche à droite). En effet, une table analyse 
ureinstruction symbole par symbole. 
Exemple 
LET ..::_ variable) = C:: express ion > 
La table vérifie si l 1instruction d 1assignation qu 1on lui soumet est 
composée d'abord de LET, puis d 1une variable, puis du signe= 
et enfin d 1une expression (le même raisonnement s 1appliquant à la 
variable et 11expression). 
En ce qui concerne les express ions, pour vérifier si nous 
avons, par exemple, un<. multiply factor .> , nous sommes amené à 
tester recursivement que nous avons un •<multiply factor> ? ! 
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C 1est pourquoi nous avons redéfini la syntaxe des expres-
s ions au moyen des règles suivantes : 
<expression > := < sign > «::::::expression ;> \ ..::::::_ multiply factor> 
{ t + 1 - } ! < multiply factor>} o<.. 
0 
<multiply factor> := <:involution factor> i. { :ile 1 / J 
< involution factor> J ci 
~ involution factor> := < term:;, l f < term ::? } -~ 
<term / := . . • . • • ( idem) 
Remargue: 
- le langage engendré par l 1ensemble des règles avant ou après 
modification, avec < BASIC program > comme symbole 
distingué, est le même. 
- une différence est cependant à signaler : les règles comme el les 
ont été modifiées ne rendent plus compte de la règle d 1exécution 
gauche, droite pour les opérateurs de même priorité. Nous 
verrons que c 1est sans importance puisque l 1analyse se fa i t top-
down de gauche à droite. 
Construisons à présent l 1arbre pour les express ions. 
...._ expression > 
' 




.....----6------{ -~--.------,1 @ 
< involution factor> ~ n -~ 
"' / < Involution factor1, 
,---Ô-~~, ® @ 
+ 
< term > { f <: term>{:: 
)--- @ 
~--~-----------.----_-~r~-~-Q 
<var iable> J ~ 1 
< n;.,mber > l ( ) 6 A @ L•~w•;o"7@ 
l~-_-_-_-_-_-_-_-_-_-_~~--'r~~~~~~~~~~~~~~~~~~~~~~~------1----,1 >.l l < s imp I re_v_a_r _ _ 1a_b_l_e_>_ < s_u_b_s_cr_l_p_te-d variable_ > rA l < exponent ') 0 A ~ ~Q1 1 < in :.e g .er > 
1 C 
' l -~ d •9 i: , l 
1 
G) 
<cec imal number > 
'- -~'9-n 
\ c ,9 1t ; • \d· ·tJ 
l I' l \ 191 l 
0 0 0 
letter { d igitj 6 letter ( <expression>[, 
@ @ @ @ @ 
©~------, 
function name 
(consi déré comme terminal 
au même t itre que digit) 
1 
@ 












B. Elaboration des tables à J?_artir des arbres. 
Avant tout quelques considérations généra les 
a. Pour chaque instruction à analyser, nous branchons à une 
table T AB qui après décodage du mot-clé de l'instruction 
aigu i lie le processus d 1ana lyse vers l'une ou 11autre table; 
b. Un programma BASIC est introduit en machine ligne par 
ligne. Le symbole terminal qui marque la fin d 1une instruc-
tion est II b 11 
c. Le processus d 1analyse que représente une table procède 
par lecture de gauche à droite des symboles terminaux de 
l 1instruction source. 
Elaborons la première table T AB : elle n 1est établie 
à partir d 1aucun arbre, seulement par simple considération 
des règles. 
~ Basic statement 7 := < 1 ine number > 
< statement body > 
< Line number _;::,- := i < digit 7 _t ~ "h 
et des mots clé des instructions. 
Remarque: 
Les cases blanches qui figurent en I igne, 1, 2, 3, 4, 
S, 11, 12 correspondent à des cas ERREUR. Dans ce cas, 
le message "instruction incorrecte" est envoyé et on passe à 




Commen- Phases ! Décisions digit 15 END LET READ DATA PRINT GO TO IF FOR NEXT DIM DEF FN GlSUB RETURN 
ta ires 1 ! 
. 
1 1 ire le 1er symb. 2 
terminal de 
11 instruction 
2 1 ire symbole 3 5 
suivant 
3 1 ire symbole 4 5 
suivant 
4 1 ire symbole 5 
suivant 
N° de ligne 5 6 7 8 9 10 1 1 14 1 5 1 6 17 18 21 22 
END 6 1 ire symbole 
suivant 
goto table END 
LET 7 1 ire symbole 
suivant 
goto table LET 
READ 8 lire symbole 
suivant 
goto table READ 
DATA 9 1 ire symbole 
suivant 
goto table DATA 
PRINT 10 1 ire symbole 
suivant 
goto table PRINT 
1 1 1 ire symbole 12 13 
suivant 
12 1 ire symbole 13 
suivant 
GOTO 13 1 ire symbole < 
1 
' suivant N 
' ' go to table GOTO 
(.,J 
' 
1 1 ' 1 1 
letc ••• 
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Elaborons à_ pyésent I es tables des différentes instructions : 
il suffit d 1enregistrer dans ces tables toutes les séquences de symbo-
les terminaux qui constituent une instruction correcte (2è méthode 
d 1élaboration des tables vue en partie théorique). 
Pour cette raison, attribuons à chacun des symboles termi-
naux figurant dans l 1arbre un numéro de phase; i I s nous permettront 
d'obtenir aisément toutes les séquences correctes. 
Exemple 
< assignment statement ;> 
.---Q--........-l --. 
LET -< variable7 = L. expression"":? 
Q G G 
< simple variable::;::,, -<.subscripted variable-;;, 
letter 
.....---+Ô-, 
{digit} l Go G 
let ter 
1 
..----iot---.---~-1 -~, -.,11 
((expression>i , (exr>ress1on:;:,-}0) 
00GGG G 
(à ce niveau-ci nous considérons les expressions comme des terminaux 
pour rendre l 1exemple plus simple). 
Les séquences correctes sont : 2 
' 
10 , 1 1 
2 3 
' 
10 , 1 1 
4 5 6 9 , 10 , 1 1 
4 5 6 7 
' 
8 ' 9 , l O , 1 1 
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Remargues : 
1. Nous pouvons, si c 1est possible à ce stade-ci, fusionner des 
phases équivalentes c 1est-à-dire intuitivement des phases qui 
confondues ne modifient en rien la suite de 11analyse,. 
ainsi 2 = 4 
2. Les phases attribuées aux <:: expression > ne sont pas intro-
duites dans la table; c 1est au cours des phases qui les p;fcède 
qu •on demande d'exécuter la table EXP, qui analyse les expres-
sions séparément (dans l 1exemple : en phase 5, 7, 10). 
ITable LET 1 
1 
Commentaires Phases 1 Décisions letter digit ( ) = 6 
' 1 
1 
LET 1 2 
2 3 5 10 
LET 3 10 
<s imple variable) 
5 Do table 9 7 
EXP 
7 Do table 9 
EXP 
LET 
.(_subscr. variable> 9 10 
LET 




1. En chaque phase, sauf en phase 1, la première décision :i prendre 
est de I ire I e symbole terminal suivant (c •est-à-dire que l' ana ly-
seur syntaxique appel I e le scanner afin qu I i 1 1 e lui transmett e) . 
Nous ne 1 •avons pas noté dans la table pour ne pas l 1alourdir . 
2. Toutes les cases vides sont des cas ERREUR autrement d i t 
Il instruction ana I ys'ée n 1est pas syntaxiquement correcte. Dans ce 
cas, on se branche à une routine d'erreur qui indique l'erreur et 
scanne 11 instruction jusqu 1au 11 ô 11 pour se resynchroniser dans la 
table TAS. 
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3. lnterj?rétation du DO : 
Il signifie brancher à la table indiquée en mémorisant le point de 
retour dans la table actuelle. Comment mémoriser ce point? 
Grâce à un stack LIF O • Pourquoi un stack ? car la table EXP 
peut s 1appeler recursivement. 
Chaque entrée dans le stack est composée de 2 parties : 
Exemple: 
nom de la 
table 
:<l 
n° de phase dans 
cette table 
En supposant qu 1on soit en phase 7 et qu 1une expression soit à 
analyser, on branche à la table EXP en mémorisant : 
LET 7 
La table EXP étant la seule qui puisse être exécutée à partir 
d 1une autre ou d 1elle-même, elle est la seule à posséder la phase 
RETURN. 
lnter_prétation du RETURN : intuitivement retourner à la table 
origine. 
li s•agit de brancher à la table et phase spécifiées dans la dernière 
entrée du stack; en I ever cette entrée. 
Attention, en revenant à la phase abandonnée, il n 1est plus néces-
saire d 1exécuter les décisions, il faut passer au test du symbole 
t ·erm inal suivant. 
Le stack est initialisé (vidé) à chaque analyse d 1une nouvelle 
instruction. 





PHASES lDEC1s10Ns >= ) <> '- <= = 1l-6'J digt 6 f 
1 
1 
1 l Do table EXP 3 3 3 3 3 3 
3 Do table EXP 4 
4 5 
5 6 FIN 
6 7 FIN 
7 FIN 
Table FOR 
PHASES I DECISIONS letter digit 6 = TO STEP I 
1 
1 2 
2 3 4 
3 4 
4 Do table EXP 5 
5 Do table EXP 6 
6 Do table EXP FIN 
1 1 
1 Table DATA 
En examinant l 1arbre de <,DATA statement 7 on r emarque, p a r ex mple, 
qu 1un entier peut être composé de 1 à 9 digit s , i I f audra par c ensé u ent 
introduire deux compteurs (Nl pour les par t ies e t i ères, N 2 our I s 
parti es décimales) et des phases supplémentaire s pour I es tes ter. 
1 Table DATA 
Commentaires Phases Décisions BL + -
1 Mettrel'.4 1 et N 2 à zéro 2 2 
<. sign > 2 -
( s i gn > digit ••• 3 Ajouter 11 111 à N 1 
4 
41 
.(sign > digit ••• 5 
<sign • digit ••• . digit 6 Ajouter 11 111 à N 2 
7 
71 
(._ sign > 8 




{ .( integrer > 
< dec. number > E 1 1 12 12 




(. signed number) , 15 1 
1, digit . E 
3 8 
3 8 
FIN 3 5 Il 
t=-1N 5 Il 
6 
FIN 6 Il 
FIN Il 
9 
















N = 9 1 
oui non 
41 4 
1 QI 10 









En chaque phase, i I faut appeler le scanner pour connaître 
le symbole terminal suivant sauf en phases 1, 3, 6, 9. 
Table EXP (voir page suivante). 
C. Conclusion 
Nous avons établi les tables séquentielles d Ianalyse 
c•est-à-dire qu Iétant donnée une instruction, les tables indiquent 
s I i I s •agit d •une instruction syntaxiquement correcte ou non. Si non, 
11erreur se situe au niveau du dernier symbole terminal lu. Par ce 
processus, on abandonne 11 instruction dès qu Iuneerrèur de syn taxe 
est rencontrée et la suite de 1 'instruction n Iest plus examinée. Il 
pourrait être envisagé d Ianalyser I 'erreurrencontrée et d'exam iner 
malgré tout la fin de l 1instruction. 
Exemple 
Afin de fixer les idées, considérons l 1analyse de l 'instruc-
t ion 
IF A 1' 2 + B 1 2 = C2 :6: (A4 + A6) THEN 25 b 
Cette instruction est présentée à T AB. La lecture du 1er 
s ymbole IF nous donne la case vide ( 1, IF), il y a donc erreur de 
syntaxe (en effet cette instruction n Ia pas de 11 1 ine number 11 ) . 
Soit 500 IF A1'2 + B 1'2 = C2 :6: (A4 + A6)THEN 25 b 
Le na lyse de cette instruction va générer la séquence des 
pha s es suivantes : 
Table TAS : 5 0 i:, 1 F 
----------1 2 3 5 14 
Table IF 
on est switché à la table IF 
appel de la table EXP avec mémori-
sation dans le stack : 
IF 
, .. Table EXP 
/ 
[Jrction N1 • 9 N2=9-N 1 Commenta ires Phases Décisions + 
-
t, j jgft E leter t :1: ( ) 
' 
narne ,. ou i non oui non 
J Mettre N 1 et N2 à zéro 2 3 8 J 8 ' 23 25 2 
1 :!: 2 Do table EXP RETURN 
i digit 3 Ajouter 11 111 à N 4' 4 
l 
• J 
digit .•• 4 17 17 RETURN 3 5 11 15 16 16 RETURN RETURN RETURN 
41 17 17 RETURN 5 11 15 16 16 RETURN RETURN RETURN 
1 
1 
5 6 1 
6 Ajouter 11 111 à N2 7 · 7 ( 
digit•{ 7 17 17 RETURN 6 11 15 16 16 RETURN RETURN RETURN ,, digit .••• 
71 17 17 RETURN 11 15 16 16 RETURN RETURN RETURN 
8 9 
9 Ajouter 11 111 à N 1 10 • 10 1 
r 10 17 J 7 RETURN 9 11 15 16 16 RETL.:RN RETURN RETUR'-l 1 
~igit ••• t 101 17 17 RETURN 11 15 16 16 RETURN RETURN RETURN f intégrer > 
lfraction > E 11 12 12 13 
(dec. number > 
( . 
\ idem E :!: 12 13 
' 13 17 17 RETURN 14 15 16 16 RETURN RETURN iRETURN 
i 
<number) 14 17 17 RETURN 15 16 16 RETURN RETURN RETURN 1 
1 
15 3 8 18 23 25 
1 16 3 8 18 23 25 
1 17 3 8 18 23 25 
letter 18 17 17 RETURN 19 15 16 16 20 RETURN RETURN RETURN 
(simple variable > 19 17 17 RE TURN 15 H, 16 RETURN RETURN RETURN 1 
1 letter ( 20 Do table EXP :!l 2 2 1 
(subscr. variable) 21 17 17 RETURN 15 16 15 RETURN R E TURN RETURN 
22 Do table EXP 21 
r(fucclion term? 
23 Do table EXP 24 
f express ion>) 24 17 17 RETURN 15 16 16 RElURN RETURN RETURN ~ 
..., 
funct ion name 25 23 0 
Table EXP: 




A t 2 + B 1' 2 = 




18 19 16 23 
on rebranche à la table IF, en 
phase 1. Le stack est à nouveau 
vide. 
appel de la table EXP avec mémori-
sation dans le stack. 
appel de la table EXP avec mémori-
sation dans le stack. 
EXP 23 
IF 3 
A 4 + A 6 
RETURN : phase 23, table EXP. 
Table EXP: THEN 
---
(23) 24 RETURN : phase 3, table IF 
Table IF : THEN 2 -5 15 
-------- ----- ,,__... ..__,. 
(3) 4 5 6 (FIN) 
2. 
V32 
L 1analyseur sémantique. * 
Pour la facilité et la clarté de 11application, nous avons 
séparé en première partie les deux analyseurs, pour nous consa-
crer uniquement à l 1analyseur syntaxique. Dans cette deuxième 
partie, nous n 1allons pas en réalité ne considérer que l'analyseur 
sémantique mais voir comment et quand l 1analyseur syntaxique 
appel le 11anal yseur sémantique et en quoi consiste 1 'intervention de 
celui-ci. Nous reprendrons les tables établies en partie 1 et 
nous les enrichirons au niveau décision de routines sémantiques. 
Forme interne d 1un_f>rQ.gramme. 
Une des fonctions des routines sémantiques est la généra-
tion de la forme interne du programme. 
Quelques mots concernant cette forme interne : el le peut 
prendre plusieurs formes possibles. L 1une d 1el les est une 
1 iste de quadruples (opérateur, opérande 1, opérande 2, résul-
tat) dans l'ordre dans lequel ils doivent être exécutés. Cette 
forme de quadruples est bien adaptée aux opérations binaires 
et unaires, 
Exemple l 1instruction d 1affectation A:= B + C * D correspond 
à la liste 
:= , T 2 ,, A (où T 1 et T sont des variables temporairei crées par le compila-
teur) 
Attention les opérandes ne sont pas des noms symbo-
liques mais des pointeurs vers des éléments de la 
table des symboles. 









brancher au quadruple 
brancher au quadruple i si la valeur 
de llélémentpointépar Pest nulle, 
positive, négative 
---------------------------------------------
* Adaptation au langage BASIC de 11analyseur sémantique dévelop-
pé par O. GRIES dans son ouvrage 11 Compi Ier construction for 




additionner , multiplier, diviser, 
soustraire la valeur de 11élément 
pointé par P 1 à celle de l 1élément 
pointé par P 2 ; placer le résultat 
dans l 1élément pointé par P 3 . 
affecter la valeur pointée par P 1 à 1 'élément pointé par P 3 
brancher au quadrup I e i si I a va-
1 eur pointée par P 1 est ) , < , 
= à celle pointée par P 2 ; 
brancher au quadruple décrit par 
l 1élément pointé par P. 
Tables d'information. 
Pour la facilité de l 1exposé, nous supposerons que table 
des symboles (qui contient tous les identificateurs figurant dans le 
programme source, avec leurs attributs), table des constantes, table 
des variables temporaires créées par le compilateur, sont fusionnées 
en une seule pour laquelle nous garderons la dénomination: table des 
symboles (notée TS). 
Une entrée dans cette table possède deux parties constituantes 
valeur 
\ 








comme attributs d 1un élément signalons : 
- TYPE: = 1 variable simple 
= 2 tableau 
= 3 variable indicée 
= 4 fonction 
= 5 constante 
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- TEMPORAR Y= 0 variable non temporaire 
= 1 variable temporaire 
- NUMBER 
- ADDRESS 
si TYPE= 2 donne le nombre de dimensions du 
tableau 
si TYPE= 3 donne l 1adresse dans TS de l 1élé-
ment qui décrit le tableau 
si TYPE = 4 donne I e n ° du 1er quadrup I e cor-
respondant à la définition de la 
fonction 
si TYPE= 3 adresse de la partie variable qui 
additionnée à la partie constante 
permettra de trouver l'élément 
désiré du tableau ; en effet rappe-
lons qu 1étant donné A [ n, n] : 
adresse de A [ i , j J = 
( adresse A [1, 1] - n - 1) +( i * n + j) 
' 
y, I 
partie constante partie variable 
si TYPE= 4 adresse de l 1expression argument de 
la fonction 
si TYPE = 5 numéro du 1er quadrup I e correspon-
dant à l 1instruction que cette 
constante identifie (dont elle est 
.( line number> ) si tel est le cas. 
Nous ne signalons que les attributs dont nous aurons besoin 
i I en existe d 1autre tels l 1adresse de l 1élément dans le programme 
objet, 1 es domaines des indices si l 1é lément est un tableau .••••• 
Les routines sémantiques travail lent en permanence avec 
cette table, soit pour y insérer un nouvel élément, soit pour vérifier 
qu 1un élément y figure, soit pour y prélever des informations. Elle 
uti I ise à cet effet I es 2 procédures : 
LOOKUP (NAME, P) 
INSERT (NAME, P) 
recherche dans la table l 1entrée 
d'argument NAME et place 1 'adresse 
de cette entrée dans la variable P. 
Si elle n 1existe pas, Pest position-
né à O. 
insère un nouvel élément identifié 
par NAME et place son adresse 
dans P. 
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El les référencent les attributs d 1un élément dont l 1adresse 
dans la table est donnée par P, par P. TYPE, P. ADDRESS etc • •• 
Routines sémant!,gues. 
El les sont appelées par l 1analyseur syntaxique lorsque 
celui-ci a reconnu une construction. EII es anal y sent la sémantique 
de la construction, génèrent la forme interne correspondante sous 
forme de quadruples, introduisent si nécessaire, de nouvelles infor-
mations dans la table des symboles. A cet effet, elles utiliseront 
l es routines et variables (globales) suivantes : 
Routines : 
ENTER (PO , P 1, P2 , p génère un quadruple dont les I ·~ i / 3 éléments sont les 4 arguments 
opérateur pointeurs vers des éléments de la tab l e 
des symboles - (TS) . 
GENERATEMP (P) : insère un nouvel élément dans TS pour 
une variable temporaire et place son 
adresse dans P. 
AOD (X) ajoute (par concaténation) au contenu de 
X, le contenu de NEXTSYMB (qui con-
tient toujours le symbole terminal sui-
vant du programme source ). 
CONVERTR 1 (P) : vérifie si l 1élément décrit par Pest 
entier si non, le convertit et appel l e 
GENERATEMP afin de créer une nou-
velle variable pour y placer le résu l ta t 
de la conversion. 
Variables : 
NEXTQUAD 
QUAD (1, J) 
variable qui contient toujours le numéro 
du quadruple suivant j 
référence la jème composante du qua-
druple i , 
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B. Routines sémantiques de traitement des variables indicées. 
Avant de reprendre les tables séquentielles pour y intro-
duire les routines sémantiques, nous allons expliciter les routines 
sémantiques qu 1appell e 11ana lyseur syntaxique lorsqu I i I a reconnu 
une variable ind icée, peu importe la table dans I aquel I e i I est en 
train d 1opérer. 
Ces rou tines doivent générer le code (quadruples) néces-
saire à la détermination des indices et le code correspondent aux 
calculs de détermination de 11adresse de l'élément de tableau consi-
déré, au moment de l 1exécut ion. 
Elles procèdent sur les stacks COUNT, ARR, ENTRY, ENTRY2, 
dont les entrées contiennent respectivement : 
- le nombre de dimension du tableau 
- le nom du tableau 
- l 1adresse des éléments décrivant le domaine des indices 
- l 1adresse de la variable temporaire pour la partie varia-
ble du calcul de 11adresse. 
Soient leu~ pointeur respecitf: CP - AP - EP - EP2, initialement 
positionnés à 1. 
PourSJ!::!,Oi des stacks ? parce que ces routines traitent I es variables 
indicées et que I eurs indices peuvent eux-mêmes-être des variables 
indicées (problème de récursivité). 
Lorsque l 1anal yseur syntaxique a reconnu 
letter ( < expression > 
où letter est 11identificateur du tableau, 
p I acé dans NAME 
la routine sémantique appelée est la suivante: 1 SEM 1 
en "Bastard Algol") 
< LOOKUP (NAME, P) ; 
IF P = 0 OR P. TYPE 'f 2 THEN ERROR; 
CP:= CP+ 1 ; 
COUNT [cPJ := P. NUMBER - 1 
AP := AP + 1 ; 
ARR LAP] := p 
EP := EP + 1 ; 
(écrite 
ENTRY[ E~ := P + 1 11é lément suivant de TS décrit 
le domaine du 1er indice. 
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GENERATEMP (P) génération d'une variable temporaire 
pour la partie variable du calcul de 
l 1adresse. 
EP2 := EP2 + 1 ; 
ENTRY2 [ EP~ := P; 
CONVERTRI (XI) ; l 1adresse de la variable temporaire 
qui contient le résultat de l'expression 
est pointée par Xl. 
ENTER(:=, Xl , 0, ENTRY2 j EP2 ] 
après avoir reconnu, s 1il existe, le 2ème indice 
...... . .. , < express ion ) 
i I faut exécuter I SEM 2 
couNT l CP] := couNT lep] - 1; 
ENTRY j EPJ := ENTRY [ EPl + 1 ; l 1élément pointé 
- -donne le domaine du 2ème 
indice; 
ENTER (!i< , ENTRY2 [jP~ , ENTRY [ EP] , ENTRY2 
[EP~) ; 
CONVERTRI (X 1) ; 
ENTER (+ , ENTRY 2 [ EP~ , X 1, ENTRY2 [EPz} ; 
après avoir reconnu la parenthèse fermée .••. ), exécution del SEM3 1 : 
IF cou NT [cP] f o THEN ERROR ; 
GENERATEMP (P) génération d 1un élément dans TS 
pour la variable indicée; 
P. TYPE := 3 ; l 
P. ADDRESS := ENTRY2 IEPzl. voir la ~ignification l'_ ~ ' des a ttr ,buts 
P. NUMBER := ARR [ AP] , 
CP:= CP -
AP := AP -
EP := EP -
EP2 : = EP2 - 1 
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C. Routines sémantiques associées aux ex,e.ress ions. 
Au cours de 11analyse syntaxique d 1une expression, les 
routines sémantiques appelées doivent : 
- vérifier si I es opérandes figurent dans TS; 
- générer I es quadrup I es nécessaires. 
Afin d 1a!léger la table EXP, nous 11éclaterons en 4 tables 
- table EXP 
- table M.F. 
- table I.F. 
- table TERM 
..( express ion > ) 
< multiply factor >) 
<.- involution factor .> 
< term .> ) 
Les routines appelées par ces différentes tables procè-
dent sur un stack LIFO 11ST 11 dont les entrées sont pointées par 
11 s 11 • 11 ST 11 contient à tout moment les adresses des opérandes 
(éventuellement résultat) de l 1expression ainsi que les opérateurs 
qui les lient; ceci, pour la partie de 11expression déjà analysée. 
Ex~l]JQJ~ : A+ B * C -i!..._ 
symbole suivant à analyser 
11 ST 11 contient : 
B * C s 
+ 
A 
A ce stad<sont associées 2 routines : 
INPUTST (X) 
~ qui a pour effet r ;~= r sl ~; X 
variable ' - -
' OUTPUTST (X) qui a pour effe'[:,~= 
5
S-T I [s] 
Les routines appelées par les différentes tables procèdent 
également sur les variables globales : OP1, X 1, Yl qui contiennent 
toujours avant génération d•un quadruple, l 1opérateur qui est asso-
cié à ce quadruple et l 1adresse de ses 2 opérandes. 
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Le principe général est le suivant: 
- tout opérateur rencontré est introduit dans ST 
- lors de la recherche d 1un des 2 opérandes d 1un opérateur, 
après appel des tables correspondantes (EXP, M.F., 
1. F., TERM), on revient toujours avec son adresse dans 
la variable Xl; 
• si l 1opérande est 1er opérande de l 1opérateur, son 
adresse est introduite dans ST; 
• si l 1opérande est 2ème opérande de l 1opérateur, i 1 
faut générer le quadrup I e déterminé par cet opérateur; 
ENTER ('OPl Yl Xl 
~ 




adresse de la variable 
temporaire résultat 
puis affecter 11adresse du résultat à Xl et diminuer le 
stack ST de 2 entrées. 
Reprenons à présent les tables d 1analyse syntaxique des 
expressions en les enrichissant au niveau décision des instructions 
sémantiques requises. 
Table EXP 1 
COMMENTAIRES 
SCAN= appel du scanner qui 
place le symbole terminal 
suivant dans NEXTSYMB 
Recherche de 11 <express ion)'; 
au retour l 1adresse de l 1ex-
press ion sera dans la varia-
ble Xl. 
Génération d 1une variable 
tempera ire. 
Génération du quadruple 
correspondant à l 1expression 
détectée. 
Mise de l 1adresse de l 1expres-
sion dans X 1. 
Rechercher 11opérande 
<multiply factor> 
Mise de 11opérande et de 
11opérateur au sommet de ST 
Rechercher 11opérande 
<multiply factor:;, 
Générer I e quadruple cor-
respondant à 1 'express ion et 






TRAITEMENTS + NEXT_SYMB f 
2 2 3 
INPUTST (NEXTSYMB) Return Return Return 
SCAN; 
Do Table EXP; 
GENERATEMP (P); 
OUTPUTST (OPl ); 
ENTER (OPl, 0, Xl, P); 
Xl .- P; 
Do Table M.F.; 
INPUTS, (X 1) 
INPUTST(NEXTSYMB); 
SCAN; 
Do Table M.F. , 
GENERATEMP (P) , 
OUTPUTST (OPl) , 
OUTPUTST (Yl ); 
ENTER (OP 1, Yl, X 1_, P); 
Xl := P 
4 4 Return 
4 4 Return 
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Table M.F. 
COMMENTAIRES PHASES TRAITEMENTS NEXTSYMB 
* 
/ r 
Rechercher 1 •opérande 1 Do table 1. F. 2 2 Return 
L.. involution factor> • 
Mettre l 1opérande et 11opé- 2 INPUT ST (X 1); 2 2 Return 
rateur au sommet du INPUTST( NEXTSYMB; 
stack ST. 
SCAN 
Rechercher 1 •opérande Do table 1. F. 




OUTPUT ST (Yl) ; 
Générer le quadruple cor- ENTER (OPl, Yl, Xl, P); 
respondant à 1 •opérateur Xl := P 
et ses 2 opérandes. Placer 
11adresse du résultat dans 
Xl. 
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1 Table 1. F. 
COMMENTAIRES PHASES TRAITEMENTS NEXTSYMB 
'f 
Rechercher l 1opérande 1 Do table TERM; 2 Return 
,é_ term )'. 
Mettre 1 •opérande et 2 INP.UTST(X 1) 
' 
2 Return 
11opérateur au sommet INPUTST(NEXTSYMS; du stack ST. 
SCAN; 
Rechercher 11opérande Do table TERM; 
.<::, term;>-
GENERATEMP(P); 
OUTPUTST (Yl) ; 
OUTPUTST ( OP 1); 
Générer le quadruple ENTER (OPl, Yl, Xl, P) 
correspondant à l 1opé- Xl := P 
rateur et ses 2 opéran-
des. Placer l 1adresse 
du résultat dans Xl. 
\.', 4J 
Teh ' è T E R\4 
1 1 N • 9 N •'.) . N 
CQn1mcmt11i r•• PHASES TRAITCMENTS . 
-
b r1igll E l~llf'r 
* 
/ 1 ) {' I 
"'' : l'\on'. c:i riC:, 
-- -- ----- ~ ---
-. - .. 
-
.. -
-- - -- - ---· 
--·+- -
X e s l des1,n 4 à cr,n l~nlr 1 X:• 1 ; i I• C.. l1trn1 > chvrch<I r-JI : • 0 ; l • 18 ,., 25 N2 :• 0 1 1 
---- - - ! l t-11 :• NI• 1; .. . 
~D(X) 
- f---->-----
• SCAN 15 15 15 l ' 
Il 15 15 15 15 15 15 
4, S CAN 15 15 15 5 Il 15 :s 15 15 15 15 
5 AOD (X) ; 
• SCAN 
• N2 :• N2 + 1 ; 7• 1 AOD (X) 
1 SCAN 15 15 15 6 Il 15 15 15 IS 15 15 
7 • SCAN IS 15 15 Il 1 S 15 15 1 IS 15 IS 
• AOO(>;j ; SCAN • 
• N 1 :• Nl + 1 ; 10· 10 AOD (X) 
10 SCAN 15 15 15 • Il 15 15 15 1 S 15 15 
10• SCAN 15 . 15 15 Il 1 S 15 15 15 15 15 : 
11 AOO(X) ;SCAN 12 12 Il 1 
----
12 AOO(X) : SCAN Il 
Il AD:J( X) ; SCAN 15 15 15 ,. 15 15 15 15 15 15 
14 AOO(X) ; SCAN 15 15 15 15 15 15 15 15 15 
-
Le cona1ente flv,,r-t-elle 1S LOOKUP1X, P); 
«Mn• TS ? IF P • 0 THEN ERROR; 
Elle esl le ....... XI:• Pi 
Ch.,.chf. Introduire RETURN 
90n adr•••e dana XI. 
.. AOD(><) i SC,.,.. , .. ,., , .. , .. , .. ,., , .. 20 , .. ,., ,.. 
19 ADO(X) ; SCAN ,., ,., ,., ,., , .. , .. , .. ,., , .. 
La verleble â""PI• ft...,.... 1t• LOOKUP (X, P) ; -
t-etle dan• TS ? IF P • 0 THEN ERAOR; 
Elle est le ....... XI:• P; 
cherch,. Introduire RETURN 
aon •dr•••• dana XI. 
Mln\ort .. alon de llid..,tl- 20 INPUTZ (X); 21 22 
fic_..ur du lebleau den• SCAN i le alack z. 
Do Teble EXP i 
OUTPUTZ(NAME); 
R,o.,1tne a""-nlf41e •••o- SEM 1 
d• au Ier Jndlce. 
21 SEM l; SC""' 22' 22 • 22• 22 22• 22• 22' 22' 22 · 
22 SCAN 
0o table EXP ; 
Aoullne s4manllque aa• o- 5~2 21 
elle au 2ffle Indic• 
Introduire 11adr•••• de 22• XI:• Pi 
I• 1i1a,,table Indic•• dan• RETUFN x,. 
2l SCAN 24 
Do teble EXP ; 
Introduire l 'adr•••• de 24 XI:• Pj 
la 1i1arlabl• temporaire 24• 241 ,., 24 ,., 24 1 ,., 24• 2•• 
rtaulac de l'eJCPr•••lon SCAN 
-.,,a XI . 
24' RETURN 
Mfmc>rlaallon du nom de 25 lNPUTZ IX) i 
-la fonction dan• le 26 
.,.c:t. 2. SCAN 
H SCAN; 27 
Do labl• E><P 
OUTPUTZ fFUf"r,,I) ; 
2T LOOKUP (FI...N, P); 
P.AOORl::SS 1• >Cl i ••• 24• 
,., 24 24' 24' ,., 24' 24' 
ENTJ::I :• P ; 
~ , •• u., cle ., ........ .J :• NEXTQU.AD • 2i 
.... ,.  ...,,. LOOKUP (.J, P) ; 
tFP • 0 THEN at,,1S1::RT (.J, P 
G4ni6rallon CM l•a,tec1- ENTER f 1 •• P, O, V) 
1a1lon d• 11adre-s•• de 
relOur l la variable Y 
lte d•rnler- Quadrupl• 
gfn4r4 par la foncllon 
••• 8RL Y). 
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D. Routines sémanti9!:!_e s associées à l'instruction LET, 
Table LET 
Commentaires PHASES TRAITEMENTS B . I. J._etter digit ( ) = 
' 
~~-
NAME est destiné à conte- 1 NAME := 1 
' 
2 
nir la variable affectée. 
2 AOD (NAME) ; 3 5 10 1 
SCAN 
3 AOD (NAME) ; 10 
La variable simple affectée LOOKUP (NÀME, P); 
est-elle dans TS ? IF P = 0 THEN BEGIN Si non lui associer une en-
trée dans TS. INSERT (NAME, P) i 
P. TYPE:= 1; 
-P. TEMPORARY := 0 
END ; 
SCAN 
5 SCAN ; 7 
Do table EXP ; 9 
Routine sémantique asso- SEM 1 ; 
ciée au 1er indice de la 
variable 
7 SCAN; 
Do table EXP ; 9 
Routine sémantique asso- SEM 2; 
.:::~e au 2ème indice de la .. -
variable. 
9 SEM 3; 10 
SCAN 
ENTRY 1 point vers l'élé- 10 ENTRY 1 := p; 
ment associé à la variable SCAN; 
affectée, dans TS 
Do table EXP; FIN 
Génér.ation du quadruple ENTER( :=,·x1 ,~ENTRYl 
La variable simple affec- 101 LOOKUP (NAME, P); 
tée est-elle dans TS ? IF P = 0 THEN BEGIN 10 
INSERT (NAME, P) j 
Si non lui associer une P . TYPE: - 1 j 
entrée dans TS. P . TEMPORARY := 0 
END; 
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La sémantique introduite au niveau des décisions a pour 
but de : 
- si la variable à affecter est une variable simple, vérifier si elle 
figure dans la table des symboles, sinon y introduire son identi-
ficateur et ses attributs; 
- si la variable à affecter est une variable indicée, vérifier si le 
tableau a été déclaré, générer les quadruples nécessaires à la 
détermination des indices et de l 1adresse de l 1élément du tableau 
(routines sémantiques SEM. ; i = 1, 2, 3 ). 
1 
- générer le quadruple d 1affectation. 
E, Routines sémant!,gues associées à 11 instruction IF. V.46 
Commentaires PHASES TRAITEMENTS >~ > ~ ? < ✓ = = '1--18'-J kligil ô I --.. 
Best destinée à contenir 1 B :=' 1 ; 
<: line n• 1 > 
Analyse syntaxique et séman- Do table EXP ; 2 3 4 5 6 7 
tique de la 1ère expression 
Introduire son adresse R := Xl 
dans R 
Analyse syntaxique et séman- 2 SCAN; 
tique de la 2ème expression. Do table EXP; 
Générer le quadruple de ENTER(BGE, 8 branchement si la I ère 
expression est >,:. que la 
2ème, à NEXTQUAD + 1 
NEXTQUAD+\ ~ Xl) 
3 SCAN; 
Do table EXP; 
8 Idem ( :::>) ENTER (BG, 
NEXTQUAD+I, R, XI) 
4 SCAN; 
Idem(/) 
DO table EXP; 
8 
ENTER (SNE, 
NEXTQUAD+ 1, R, X 1) 
5 SCAN; 
Do table EXP; 
Idem(<) ENTER (BL, ·· 8 
. NEXTQUAD+I, R, XI) . 
6 SCAN; 
Do table EXP ; 
8 Idem(~) ENTER (BLE, 
NEXTQUAD+l, R, XI) 
7 SCAN; 
Idem ( =) Do table EXP ; 8 
ENTER (BE, 
NEXTQUAD+l, R, Xl) 
Générer le quadruple de 8 ENTER (BR, 
branchement au quadruple NEXTQUAD+ 1, O, O); 
9 NEXTQUAD+l au cas où la SCAN 
relation n 1est pas vérifiée. 
9 ADD(B) ; SCAN 10 111 
10 ADD(B) ; SCAN 11 11 1 
Générer le quadruple de 11 ADD(B) ; SCAN FIN 
branchement au quadruple LOOKUP (B, P) ; aseociée à< 1 ine no 1 -r 
ENTER(BRL, P, O, 0,) 
11' LOOKUP (B, P) i 
Idem ENTER (BRL, P, o,o) 
FIN 
F. ROutines sémantiques associées à l'instruction FOR. 
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Table FOR 1 
1 
1 
Commentaires PHASES TRAITEMENTS letter digit t = To STEP 'f ' 
A est destiné à contenir la 1 A:=' 1 j 2 
variable de boucle 
2 ADD(A) ; SCAN 3 4 
3 ADD(A) ; SCAN 4 
4 SCAN; 5 
Do table EXP ; 
Placer l 1adresse de la varia- LOOKUP (A, P) ; 
ble dans - TS, dans P . IF P ;= 0 THEN BEGIN 
Si elle n 1y figure pas, 11Y INSERT (A, P) j 
introduire. P. TYPE:= 1 j 
END; 
quadruple d 1affectation ini- _ENTER(:=, Xl, O, P); 
tiale 
Mémorisation de l 1adresse ENTRY := P; 
Mémorisation du n° du qua- JUMP := NEXTQUAD ; 
drupfe suivant 
Quadruple de branchement ENTER (BR, o,o,o); 
au test de dépassement, mais 
on en connait pas le n° de 
quadruple associé 1 
JUMP2 : = NEXTQUAD 1 
5 SCAN; 7 6 
Do table EXP 
Recherche de I ladresse de 7 LOOKUP ( 1, P) ; 
11 111 dan s TS. 
Quadruple d'incrémentation ENTER(+, ENTRY, P,ENTRY); 
d 1un pas 111 11 1 : = JUMP ; 
on connait à présent l 1adres- QUAD (1, 2):=NEXTQUAD; 
se de branchement (n° de 
quadruple-= quadruple sui- JUMP:=NÈXTOUAD ; 
vant) 





6 SCAN; 71 
Do table EXP ; 
71 ENTER(+, ENTRY, XI, 
ENTRY); 
1 := JUMP; 
Idem QUAD (1, 2):=NEXTQUAD; 
JUMP := NEXTOUAD; 




- nous avons supposé le pas positif et la valeur limite E valeur 
initiale ; 
- la sémantique associée à l 1instruction NEXT complémentaire de 
FOR est : 
ENTER (BR, JUMP2, 0, 0) quadruple de branchement à 
l 'incrémentat ion; 
1 := JUMP 
QUAD (1, 2) := NEXTQUAD : Introduction en bonne place du 
quadruple suivant comme qua-
druple auquel on se branche dans 
le cas où i I y a dépassement. 
G. Conclusion et exemple. 
Nous n 1avons J:SSau cours de cette application pris en consi-
dération toutes les instructions du BASIC. Cela aurait été trop long. 
En particulier, nous nous sommes htéressés aux instructions qui au 
niveau sémantique provoquaient la génération de quadruples dans la 
forme interne du programme. 
L 1analyse syntaxique des instructions qœ nous n 1avons pas 
envisagé n'offre aucune difficulté, si le lecteur désirait élaborer leur 
table séquentiel le. Quant aux routines sémantiques qui leur sont 
associées, comme pour les autres tables, el les sont fonction de 
JI instruction. Notons parmi elles, les instructions READ, DIM, pour 
lesquelles les rout ines sémantiques n 1ont pas de quadruples à générer, 
seulement réserver les entrées nécessaires dans TS. 
Terminons par un exemple plus concret, en considérant le 
morceau de programme : 
10 LET K = 0 
20 IF 1 > J THENS0 
30 LET 1 = 1 + 1 
40 GOTO 20 
50 LET K = K + A ( 1- 1 , J :te 3) ;c 6 
60 FOR J = 1 TO K+ 
70 LET N = N + J 




Nous supposons que K, 1, J, N figurent dans la table des sym-
boles ainsi que les constantes apparaissant dans le programme. 
Pour fac i I iter les écritures, nous désignons les pointeurs vers les 
éléments de TS par leur identificateur : exemple : K pointe vers I télé-
ment de TS qui décrit la variable K; 11 0 11 point vers 11élément de TS 
associé à la constante 11 0 11 • 
Les variables temporaires créées par l 1analyseur sémantique sont 
notéesT. (1-= ,2, •••• ) 
1 
L 1analyseur syntaxique ne détecte pas d •erreur. 
L 1analyseur sémantique (les routines) génère la liste des 
quadruples suivante: 









( 1 0) 




( 1 5) 
( 16) 
( 1 7) 
( 18) 








BG, 4 ' 1 ' J 
BR 5 
BR 8 






- ' 1 ' T2 
:= , T2, , T3 · 
*, J, 3, T4 
quadruples qui calculent la 
partie variable nécessaire à 
la détermination de l 1adresse 
*, T3 , D2 , T3 à l'exécution de l'élément du 
= T 3 T 4 T 3 - tableau. 
' D2 donne la dimensï:an. du tableau 
* , T5 , 6 , T6 pour le 2ème indice. 
+, K, T6, T7 
:= , T7 , ,K 
BR 19 
+, J ' 1 J 
+, K , T8 
BG , 23 , J , T8 
+ , N, J , T9 
T9, , N 
BR 17 
La variable indicée dans TS est 
pointée par T5. 
3. Annexe. 
APPENDIX C 
A Formai Definition of Dartmouth Basict 
<alphabetic character> := AIBICIDIEIFIGiHIIIJIKILIMINIOIPl0IRISITllilVIWIXIYIZ 
<digit>:= 0lll2l3l4l5l6l7l8l9 
<special character> := +l-1*1/lbl=l(i) 1>1<1-1,1; lt 
<integer> : = {<digit>} i 
<fraction> :=. < integer> 
<decimal number> : = { <digit> }~<9• {<digit>) ~-n 
Note: A decimal number could not be defined as 
<decimal number> := <integer>.<integer> 
since (a) no more than nine digits are permitted in a number, whereas the above 
construct would allow a maximum of 18 and (h) since an <integer> must 
contain at least one digit, the form {<digit>}. cannot be generated. 
<sign> := <null> l-1+ 
<exponent> : = E<sign> {<digit>} ~ · 
<number> :={ <integer>l<fraction>l<decimal number>} ~ 
{ <exponent>} à 
<signed number> := <sign><number> 
<simple variable> : = <alphabetic character> {<digit>}~ 
<subscripted variable> : = 
<alphabetic character> ( <expression> {,<expression>) ô) 
<variable> := <simple variable> l<subscripted variable> 
<function name> := SIN:COS ITAN IATN JEXP jABS!LOG ISQR jlNT jRND J 
FN < alphabetic character> 
<function term> := <function name>( <expression>) 
<term> : = < number> !< variable> 1 <function term> ! ( < expression>) 
<involution factor > := < term> !<involution factor>t<term> 
<mu/tiply factor> := <involution factor> ! 
<multiply factor> { * 1/.} }<involution factor> 
<expression> : = < multiply factor> l<sign> <expression> 1 
< expression> { +1- }t< mu/tiply factor> 
<assignment statement> : = LET <variable>=<expression> 
<read list> := <variable>(,<variable> }; 
<READ statement> := READ<read list> 
<number list> := <signed number>{,<signed number> }; 
<DATA statement> := DATA<number list> 
<message> : = " { <alphabetic character> 1 <digit> 1 <special character>} 7" 
<print item> : = <expression> 1 <message> 1 <message><expression> 
<print list> := <null> l<print item> (,<print item>}; {,)A 
<PR/NT statement> := PRINT<print list> 
<fine no J > : = {<digit>}~ 
< GO TO statement > : = GO { b} J TO<line no I > 
<comment> : = REM { <alphabet character> 1 <digit> 1 <special character>}; 
<relation op> := >=1>1<>1<1<=1= 
<IF statement> : = IF<expression > <relation op> < expression> THEN 
<line no I> 
< FOR statemem> : = FOR< simple variable> = <expression > TO <expression> 
(STEP < expression> H 
< NEXT statement> := NEXT <simple variable> 
<END statement> : = END 
<size> : = <integer> {, <Jnteger>} J 
<dimension variable> : = <alphabetic character> ( <size> ) 
< DIMension statement> : = DIM< dimension variable> 
{, < dimension variable>}: 
< DEFine statement> : = DEFbFN<alphabetic character> ( <simple variable>) 
= < expression> 
< GOSUB statemeni> := GOSUB < line no l> 
< RETURN statement> := RETURN 
< statement body> := <assignment statement> l<READ statement>I 
<DATA statement> l< PRINT statement> 1 
< GO TO statement> i< IF statement> I 
< FOR statement> l< NEXT statement> I 
< DIMension statement> l< DEFine statement> ! 
< GOSVB statement> l< RETVRN statement> I 
<comment> 
< line number> : = {< digit> } ~b 
< BASIC statement> := < fine number><statement body> 
< BA SIC program > : = {< BASIC statement>) ~ 





APPLICATION IV Evaluation du langage oral d 1handicapés mentaux. 
1. Définition du problème. 
Au cours de l 1anhée, nous avons eu la chance de rencontrer 
Monsieur Emile Counet, inspecteur de français de 11enseignement 
secondaire spécial, et nous avons pu, grâce à sa collaboration, 
appliquer les tables séquentielles à un problème concret. 
Monsieur Counet s'intéresse aux enfants handicapés mentaux 
et étudie I es méthodes qu 1uti I i sent les éducateurs pour leur apprendre 
à parler. Il tente d'évaluer ces méthodes c 1est-à-dire déterminer si 
el les sont bien adaptées à ces enfants et ce en suivant leurs progrès. 
Pour déterminer le niveau 11 oral 11 atteint par un enfant, 
plusieurs indices sont calculées à partir des documents oraux 
receuillis: 
- indice d 1endurance (nombre total de syllabes divisé par 
le nombre de chaînes parlées); 
- indice de cohérence (indice plus qualitatif qui rend 
compte de la coordination et de la logique des phrases). 
D 1autre part, ce niveau oral dépend aussi de la complexité 
structurale des chaînes parlées. A cet effet Monsieur Counet a su 
dégager 11esquisse d 1une échelle des structures du langage oral de 
ces enfants (voir annexe). 
Grâce à cette échelle, il est possible de déterminer un indice de 
complexité structurale par détermination du niveau moyen des chaî-
nes parlées. 
Le problème résolu dans cette application est la détermina-
tions de manière systématique, du niveau d 1une chaîne parlée quel-
qu1el le soit, en accord avec l'échelle. 
Afin de résoudre ce problème, nous élaborerons des 
tables séquentiel les qui à partir des unités (en général les mots) 
qui composent la chaîne parlée, comme données (conditions d 1entrée) 
décident du niveau de la chaîne. 
2. Elaboration des tables séquentielles. 
Par examen de 1 'échelle, nous observons 2 types de struc-
ture 
- les structures rigides (le groupe sujet et prédicat sont 
confondus); 
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les structures vivantes (le niveau de la chaîne est rendu 
par le niveau du ou des groupes sujet et le niveau du 
groupe prédicat). 
A Structures rigides. 
Nous créerons une table séquentielle (table T) pour la dé-
termination du niveau des phrases rigides. 
En en-tête de la table figureront les mots (nom commun, 
adjectif •.. ) et groupes de mots (complément déterminatif, forme 
impersonnel le .••• ) pouvant composer la chaîne parlée. A partir 
de l'échelle, il suff i t d'introduire dans la table les phases néces-
saires à l 1enregistrement de toutes les séquences possibles cor-
respondant aux différents niveaux et une phase par niveau (celles-
ci sont généralement atte intes après décodage du symbole fin de 
chaîne parlée 11 -f< 11 et sont toutes phases finales; la décision à la-
quel le elles correspondent décide du niveau de la chaîne parlée 
d'entrée). 
B. Structures vivantes. 
Il convient de dissocier les groupes sujet des groupes 
prédicat. 
Le niveau des_m:-oupes sujet sera évalué à partir d 1une table 
séquentielle propre aux sujets ftable A). A nouveau, il s 1agit d 1in-
trod;.i ire en en-tête I es mots et groupes de mots pouvant composer 
un groupe sujet ainsi que les phases nécessaires à 11enregistre-
ment des séquences etœl les correspondant aux différents niveaux 
définis par 11échel le. 
Après examen de l 1échelle, nous avons décidé d 1élaborer 
4 tables séquentielles (tables B, C, D, G) pour déterminer le 
niveau .e,rédicat des chaînes vivantes, de manière à établir Üne 
partition s . ,,. 1 •ensemble des niveaux par la relation d 1équiva-
lence : 11 2 niveaux sont équivalents si les chaînes de ces niveaux 
admettent les mêmes unités de découpe 11 (ces unités peuvent être 
le mot ou groupe de mots, le complément, la proposition etc .•• ). 
La chaîne par lée considérée sera aiguillée vers 11une ou 
l'autre de ces tables en fonction de sa forme générale 
J. Est-elle simple (une proposition principale) ou multiple 
(plusieurs) ? Si elle est multiple, elle est aiguillée vers 
la table D, caractéristique du niveau VIII. Les unités 
constituantes de la chaîne sont les phrases toutes 
entières et les conjonctions 
Sinon 
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2. Comporte-t-e 11 e ou non des propositions subordonnées ? 
Si oui, elle est aiguillée vers la table G, caractéristique 
du niveau VIII et ses unités de découpe sont les proposi-
tions 
Sinon 
3, comporte-t-elle un ou plusieurs compléments ? 
Si elle en a plusieurs, elle est dirigée vers la table C, 
caractéristique des niveaux IV, V, VI et ses unités de 
découpe sont les compléments, verbes et conjonctions, 
sinon elle est aiguillée vers la table B caractéristique 
des niveaux, 1, 11, 111 et ses uni tés de découpe sont les 
mots et groupes de mots. 




1. rigide 1 2 2 2 2 2 2 2 2. vivante 
Forme: 




1 1 1 1 2 3 4 
3. passive 
4. emphasée 
Proposition principate : 
1 • simple 
-
1 1 1 2 
- - -
2. multiple 
Proposition subordonnée ? 
1. oui 
-
2 2 1 
- - - -
2. non 
Complément : 
1 • un 
-
1 2 
- - - - -
2. plusieurs 
Découper la chaîne en unités qui sont 
les mots et groupes de mots suivants : 
forme impersonnel le-présenta tif- et X 
déterminatif 
Goto table T 
Prélever les groupes sujet. Découper 
les en unités qui sont les mots et grou-
pes de mots suivants : et apposé- et X X X X X X X 
déterminatif présentat if-gérondif anté-
posé 
Do table A 
Découper la chaîne en unités qui sont 
les phrases et conjonctions X 
Goto table D 
Découper la chaîne en unités qui sont 
les propositions X 
Goto table G 
Découper la chaîne en unités qui sont 
les verbes, compléments, conjonctions X 
Goto table C 
Découper la chaîne en unités qui sont les 
mots suivants : attribut du sujet - at-
X tribut du complément - complément 
déterminatif 
Goto table B 
Le niveau prédicat de la cha Îne est Xa X 
Le niveau prédicat de la chaîne est Xe X 
Le niveau prédicat de la cha Îne est Xd X 
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Remarque 
Si la chaîne est passive, interrogative ou emphasée, le 
niveau prédicat est connu immédiatement. 
suivantes 
Les tables séquentielles T, A, B, C, D, G sont les 
Table ; D é terr,, ination du niveau des phrases rigides. 
<Il C := ~ "O Q) ·- :;: -
c~ C s ·-
... 




E t. 'Q) 
.~ 
., Q) <Il C :: :0 1:1 a. "O a. C .. Q) a. E 0 ~ -~ 0 U) ... C 0 '- ~ ~ G) U) U) U) 0 Q) Q) u a. - E Q) Q) C -
..0 ,c 0 u ü a. t. E t. 0 u U) 4, U) Il) 
. E ni 'Q) E i: ·- E a, E 
- - -
t. a. U) . .., 
' >, .c t. 0 ë t. t. t. 0 'V o E 0 ~ "O Ul u , Q. z z <( <( <( .u "O • lL ·- Q. ' 0 <( 
Phases Niveau * PRES NC NP AD Al AP CD FI 
p D ADJ 
1 50 9 2 2 3 4 5 50 17 50 50 50 
Mot phr•ase 2 41 50 50 50 50 50 50 50 50 50 50 50 
Art ic le défini 3 6 
Artlcle indéfini 4 7 
Ar t icl e partiti f 5 8 
Ar t i cle défini + nom comm. 6 42 
Art i c le indéfini+ nom comm. 7 43 
Ar t ic le pa r t it if + nom comm. 8 44 
A rt i cl e présentatif 9 10 11 11 11 15 15 
Présentat if + nom comm. 10 45 
P r ésent a tif + article 11 12 13 
Pré senta tif + a rt icl e + n om commun 12 46 14 
~ r é senta tif +articl e + adj ecti f 13 14 
(r:> résenta t if +ar t icle+ adj . + nom comm. 14 4 7 l P résenta t if + art. + nom comm . +et. dé t . 
Présentatif + p o ssessi f ou d émons tra ti f 15 16 
Prés enta i i f + poss . o u démon s t. +nom c omm 16 48 
F o r me impe r sonne lle 17 49 
Mo t phrase :i'. 41 -la 
Ar tic l e déf ini + nom c omm. :1: 42 -lcl 
A r tic l e indéfin i+ n om c o mm . ;: 4 3 -lc2 
Ar t ic l e p<1rt it if + nom com m. 
* 
44 -lc 3 
Présenta tif+ n o m c omrr, . * 4 5 -ldl 
P résentat i f + a rt . + nom c om m . 
* 
4 6 -ld2 
[ P rés enta tif + art . + nom comm . + et cié t . li: 47 -ld4 
Présenta t if+ art. + adj . + nom comm. :le 
Présen!a ti f +[p ossess if+ n om comm. 
* 
4 8 -ld3 
démon stra t if 
Forme irr.personne l l e :1: 4 9 -le 
50 non d é-
f i n i 
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Table A Déterm ina tion du niveau des group us. sujet. 
• . . ë ,Ç 
. ~ L L L .!! ë ·;: ë . fr 5 Cl a .; • . • • • ' . ... ;;; .t:: ü 0. 8 g ·" ~ -~ E .S -~~ 
_.., 
Cl~ 
u â .!! C ·- e- ·- g:d a:-:. ·- ~ :~ 8. ~ 5 L 0 c- , E ;: :5!E 'O 0 • o. _ o., L ;: i - ~ 0 ·= :, C Cl 'O 
'è E , u C • E C ~ • . . Cl L o. 0 C • <T C; O' a 2 ë 0"" - ... ~ E o 0- E E 0 L ;;; E ~ E o. 0- L- L -
'I'. g~ ,t\ ... 'i, o- • C :§ 0 o ~ L 0 0 0 L 0 0 ... 0 o. L 0 L 0 ~ t--. •.;., C: u c-... Cl L C U ClO. 'O ~ 2 . u 'O u • Cl L 0 L 0\. Cl O Cl 
Pl-<ASE~ 
" 
CONJ NPL N P l'FELAIS NC pp D E T FF€)IRT' ksr-"A' ADJ C D CA bRQU 1bRQUE PR GA PA PRE S 
1 100 IJ6 2 5 IJ6 IJ6 7 8 26 IJ6 IJ6 IJ6 1J6 1J6 1J6 1J6 1J5 131 J 
Nom propre loculeur 2 101 1JJ 127 128 129 
Pré!:ientat l f J 4 10 30 
Prés. +nom prc,pre; locuteur 4 102 IJJ 1J0 
Nom propre ; locuteur 5 104 1JJ 6 127 128 129 57 
Nom prop I loc. + pron. rela Ir. 6 10J 
Pronom 7 105 1JJ 
D é term ina.nl 8 9 24 IJ 
Oét. + nom ccwnm. 9 106 IJ4 12 18 21 31 127 128 129 57 
Présenta1lf + dét. 10 11 28 15 
Prés + dé l + nom comm. 11 107 IJ4 22 32 130 
Oé 1 + nom con-.n . + pron. relais 12 108 
Oét + adj 1J 14 
Oét + adj + nom comm. 14 109 134 17 45 46 127 128 129 
Prés + dé t • adj 15 16 
Pr,s + Cét + adj • nom comm. 16 110 1J4 46 46 130 
Oét + adj • nom comm. + p . rel. 17 111 
Oi6l + nom comm. + adj. 18 109 134 47 47 127 128 129 
Prés + dét + nom comm+ adj 19 113 134 20 48 48 130 
Oét + nom corrwn. + adj. + p . rel . 20 111 
Oét + nom corrm. + et dét. 21 115 134 23 49 127 128 129 
Prés+ dél + nom comm. + et dét. 22 116 134 50 130 
Oé t + nom conwn. + et dét + p . rel. 23 117 
[Préart J + dél + [ posta.ri] 24 25 34 
[ Préarl J + dét + (postorl] • nom comm. 25 118 134 27 39 40 42 127 128 129 
Préarticle 26 24 
[Préart ] • dé t • (postartj • nom eomm. 27 119 
• p. rela is . 
Prés • - [pr,art] + dét + [postart] 28 :w 37 
Prés + (préart.} + dét + (poslart] + 29 120 134 38 41 43 130 
nom comm. 
Prés + préart 30 28 
Oél. + nom comm. + et app. 31 121 134 33 127 128 129 
Pré• + dét • nom comm. + et app. 32 . 122 134 130 
Oét + nom comm. + et ap~. + p. rel. 33 123 
[Préo1rr J + dé t 0• [postart] + adj J4 35 
( Préart l • dét • [pos1art j • edj. + nom comr . 35 124 134 36 51 51 127 128 129 
[PrCart J + dél + [postartJ + adj + J6 125 
nom comm. + p. relai• 
Pr,s + (préart J + d6t + (postartJ +adj. 37 38 
Prés + [i,r4ar1 J + dé< + ( poslart) +adj+ 38 126 134 52 52 130 
non, coma,. 
[ Préar1] + dét + (postartJ + nom comm. + 
adj 
39 124 134 36 55 55 127 128 129 
Prés+ (préert] + dél + [ po•tar1J+ nom 
comm. + adj 
40 126 134 56 56 l .:! O 
[ Pr4art] + dét + [postart] + nom comm. + 41 124 134 36 53 127 128 129 
Cl dét. 
Pris+ [Préart] + dét + [postari] + nom 
convn. + Cl dét . 
42 126 134 54 130 
( Préart] + dét + [pos tart] + nom comm. + 43 124 134 36 127 128 129 
et app. 
Prés+ [Pr,art] + d6t + (postartJ + nom 44 126 134 
comm. + c t app. 
Oét + adj • rt app 45 124 IJ4 36 
et dét 
Pré•+ dé t + adj + let app 46 126 134 
Cl dét 
Oét + nom comm. + adj + { et app 47 124 134 36 
et dét 
Pr4• • dét + MQff'I c~. + adj + let app 48 126 134 
Cl df1 
Oét + nom comm. + et dét • et app 49 124 134 36 
Pr4s + dét + nom convn. + et dét + et app 50 126 134 
[Préart]+dél • [poatart] • adj+ nom 51 124 134 36 
comm + { ~! ::~ 
Pris • [préart J + dél + (poatart] + adj 52 126 134 
+nomcomm+l et app 
et dét 
(Priarl J + d41 + [postartJ + nom comm. 53 124 134 36 
+ et dih + cl app. 
Préa • (pr4arl J • dét + [ postor~ + nom 54 126 13" 
comm. +et d t+cta.pp 
[Pr4•rt] + dét + [poatart] + nom comm. 55 124 134 36 
+ adj • let app 
et d4t 
Prb +pr4art] + d6t + [postar<J• nom 56 ' 126 134 
eomm. +adj Let •PP 
et d't 
04t + nom comm. + pr4sentetif 57 132 
nom propre+ pr4• entatlf 
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Les phases f inales qui déterminent le niveau des groupes sujet sont 
Pas de sujet (*) 
Nom propre locuteur * 
Prés + nom propre -/: locuteur * 
Nom propre r loc + pr rel. * 
Nom propre -/: locuteur * 
Pronom * 
Dét + nom comm. * 
Prés + dét + nom comm. * 
Dét + nom comm. + p. rel. * 
Dét + adj + nom comm. * 
?rés + dét + adj + nom comm. * 
Dét + adj + nom comm. + p. rel. * 
Dét + nom comm. + adj. * 
Dét + nom comm. + et dét. * 













1 1 1 
1 1 3 
11 5 
1 16 
Dét. + nom comm. + et dét + p. rel. * 117 
[ Préart] + dét. + [postart] + nom comrn-:6: 118 
r Préart] + dét + [ postart] + nom 119 
... comm. + p. rel. * 
Prés + [ préartJ + dét + [ postart] + 120 
nom comm. * 
Dét + nom comm. + et app. * 121 
Prés + dét + nom comm. + et app. * 122 
Dét + nom comm. + et app. + p. rel. * 123 
[ Préart] + dét + [postart] + adj + 124 
nom comm. * 
(.Préart] + dét + [ postart.J + adj + 125 
nom comm. + p. rel. * 
Prés + [ préart] + dét + [ postart ] + 126 
adj + nom comm. * 
------ pronom rel. qui ----- 127 
------ pronom rel. que ----- 128 
------ pronom rel. F qui, que---- 129 
Présentatif--- p. rel. qui --- 130 
Participe antéposé --- 131 
NIVEAU 
0 






























J Dét + nom comm. + présentat if * 132 VI d L Nom propre + présentatif 
* 
Sujet simple+ conjonction --- 133 IV g 
Sujet expansé + conjonction --- 134 IV h 
Gérondif antéposé --- 135 VI a 
136 cas non défini 
c-------------------------1nn6Të -S7'---,'""'""e"'r""m"'"n" a• 'tiOh eu niveau oiB-grôüpeS prôdlcat lorsque la charne est slmple et c:ompos e d un seu comp ment. 
C il> ë ::, il> C 
,ç ., E L -~ ., il> il> E Cl i 
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" 
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., L .., 0 0 L ... 'o 
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pp \/ PROt'- DET NC NP FREP INF ADJ 
1 31 2 3 14 
Verbe (ou aux.+ pari. passé) 2 51 19 5 7 9 2 
1 
Pronom 3 1 34 4 
Pronom + verbe 4 1 52 29 
Verbe+ dél 5 i 6 25 Verbe + dét + nom comm. 6 
1 
53 30 27 
Verbe + nom propre 7 53 30 t Verbe+ attr. du sujet 8 53 
Verbe+ prép + attr. du sujet 
Verbe + prép. 9 19 10 Il 13 
Verbe + prép + dét 10 12 25 
Verbe + prép + nom propre Il 54 
Verbe + prép + dét + nom comm. 12 54 24 27 




Prép. + dét 15 
' 16 
' 
Prép + { dét + nom comm. 16 
noin propre ; 
Idem stéréotypé 17 35 18 
Idem+ verbe 18, 56 
Verbe + [ prép J + pronom 19 20 -
Verbe + [ prép J + pron + inf. 20 57 
Verbe + prép + inf + [prép J + dét 21 20 
Verbe + prép + inf + prép 22 21 20 
Verbe + prép + \ nom propre + [prép J + attr du et. 23 58 
dét+nom comm. 
Verbe + prép + {nom propre + prép. 24 
dét + nom comm. 
Verbe+ [prép J f dét + adj 25 26 25 
Verbe + [ prép J + dé1 + adj + nom corn"!'. 26 59 27 
Verbe + [ prép J + d.§1 + nom comm. + adj 27 59 
Verbe + [ prép J + dét + nom comm. + et dét 28 60 
Pronom + verbe + inf 29 61 
Vrrbe + \ nom propre 
+ lnf 30 62 Dét + nom comm • 
Auxlllalre 31 2 
Auxi lia Ire+ adverbe 32 33 
{ Verbe 
Aux + part . passé + adv 33 56 
Pronom + aux. 34 4 
Prép + J dét + nom comm. + aux 35 18 t nom propre 
36 37 33 Adv11rbe 
-Adverbe + au>< 37 33 
... 
::, -::, 
"Il C C -
-0 ., il>., 
:i - E l ·'= ::l'il> 
- E 
.a - .a -
· - Cl Cl L 
'f -~ ~ 5 E~ 
- ::, 0 • ., 
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Les phases finales qui déterminent le niveau des groupes prédicat 
sont : 
) Verbe * l Aux + participe passé 
Pronom + verbe * 
Verbe + { nom propre 
dét + nom comm. * 
ou 
Verbe + [ prép] + attr sujet * 
Verbe + prép + J nom propre * 
L dét + nom comm-. 
Verbe + prép + inf * 
Prép + { nom propre + b ... 
, ver e "' det + nom comm. 
Verbe + [ prép J + pron + inf * 
Verbe+ prép+{n~m propre + [- ré J +attr et* 
det + nom comm. P P 
Verbe + [ prép_J + dét + { adj + nom comm . * 
nom comm • + adJ 
Verbe + [ prép] + dét + nom comm. + et dét. * 
Prnom + verbe + inf * 
Verbe + 1 nom propre + inf * l dét + nom comm. 
Prép + lnom propre t, , t , 




























cas non défini 
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Table C Détermination du niveau du groupe prédicat lorsque la 




.... C C 0 
IO Q) Q) ·-
.s:: Q) E E 'Q) 
.... 
u u .c 
'Q) Q) 'Q) V) C t. 
-
- C 0 Q) Q) C. o. C. IO •-, 
"'O > E E E o. C 
C 0 ·- 0 X 0 
·- u V) u Q) u 
'+-
Fhases * V CS CE CONJ 
1 58 2 12 15 58 
Verbe 2 3 7 
Verbe+ et simple 3 4 9 5 
Verbe+ct simple+ct simple 4 51 4 5 
Verbe+ct(s)s imp I e(s)+conj. 5 6 9 
Verbe+ct(s)s imp I e(s)+conj. 6 52 5 
+ et sfo'lple 
Verbe + et expansé 7 8 1 1 10 
Verbe+ct expansé+ct simple 8 53 
Verbe+ctsimple+ctexpansé 9 54 
Verbe+ct expansé + conj. 10 8 1 1 
Verbe+ct(s) expansé(s) 1 1 55 
Ct simple 12 16 13 18 
Ct(s) simple(s) 13 14 
Ct(s) simple(s) + verbe 14 56 
Ct expansé 15 16 18 
Ct expansé + verbe 16 17 17 
(Ct simple + let simple Ct simple et expansé 17 57 
~Ct simple , + conj. 18 19 19 Ct expanse 
[Ct Ct 
simple + . +[cet simple 
, conJ. , 
expanse ctexparœ 19 17 
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Les phases finales qui déterminent le niveau des groupes prédicats 
sont : 
PHASES NIVEAU 
Verbe+ ct(s) simple(s) :6e 51 IVa 
Verbe+ct(s) simple(s) + conj + 
ct(s) simple(s) :Ir: 52 IVb 
Verbe+ct expansé+ et s imple :Ir: 53 Vb 
Verbe+ct simple+ et expansé :Ir: 54 Va 
Verbe+ct(s) expansé (s) :Ir: SS VIe 
Ct(s) simple(s) + verbe 56 IVe 
[Ct simple, + verbe + [ et simple , 
* 57 IXe Ct expanse et expanse 
58 cas non défini 
Table D Détermination du niveau du groupe prédicat lorsque la 
chaîne est multiple. 
w C: 
,C: 0 
·-CO (1) ..... 
.c u 
u V) C: 
(1) CO 0 L ,-, 
"O 
.c C 
C a. 0 
·- u 4-
PHASES * p CONJ 
1 1 3 2 13 
Phrase 2 13 3 4 
Phrase + phrase 3 1 1 3 4 
Phrase+ conj. 4 13 5 13 
Phrase + conj. + phrase 5 12 4 
Les phases finales sont 
phrase + phrase . * 








13 cas non déf ini 
Table G Détermination du niveau du groupe prédicat lorsque 
la chaîne est simple et comporte au moins une propo-
sition subordonnée. 
Q) C C ..... +J C C C Q) C 1 • 
,~ 0 Q) o C C 0 0 0 > ~~ rc, .~ ro ·- a> ro 
.c .".:'. ro .-:'. E ûî .-:'. Q) .".:'. Q) .......... ".:'. oro 
·- u (1) 0 C u (/) Q. (1) ,m C (/) > (/) > (1) C 
Q) 0 ·- 0 a. 0 0 ·-·- 0 ·- Q) g_ .2, . 0 t.. ·-Q. g Q. ..... :::, Q. ..... :::, Q. t.. 
"O o. E u 0 ~ O" 0 ~ O" 0 C '- 0 Q) Q) 0,- 0 t.. C t.. t.. t.. 0 ·- t.. Q) t.. Q) '- oë t.. ..... > Q. C·-




pp PCC FR:l.JI PR:E PCI Pli 
1 16 2 8 16 16 16 16 
Prop. pr inc. 2 3 4 5 6 7 
Prop. cc + prop. pr inc. ou 
Prop pr inc + prop cc 3 1 1 
Prop princ + prop rel.qui 4 12 
Prop princ + prop rel.que 5 13 
Prop pr inc t-prop conj inr. 6 14 
Prop pr inc+prop int. ind 7 15 
Prop cc 8 3 
Les phases finales sont 
PHASES NIVEAU 
Prop princ + prop cc 
* 
1 1 Vlllg 
Prop princ + prop rel. qui* 12 VIII a 
Prop princ + prop rel. que* 13 VIII b 
Prop princ + prop conj intr * 14 VIII c 
Prop princ + prop int. ind. * 15 VIII f 
16 cas non défin i 
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Remarques: 
1. lorsque pour une phase présente et une condition d 1entrée la 
phase suivante n 1 est pas spécifiée exp I ici tement, i I s 1agit de 
celle qui est associée aux cas non définis par 11échel I e; 
2. en entrée, les conditions sont les unités qui composent la 
chaîne en séquence, en sortie, la table décide du niveau soit 
du groupe sujet, soit du groupe prédicat, soit de la chaîne,selon 
le cas; 
3. dans la table A, nous observons des phases équivalentes en 
effet 
43 = 45 '= 4 7 =- 49 =- 5 1 =- 53 =- SS 
44 =- 46 =- 48 '= 50 = 52 = 54 := 56 
Ces phases peuvent donc être fusionnées. 
3. Implémentation du problème. 
Nous vou Ions à présent implémenter cette application c 1est-
'-
a-dire rendre I e processus de con su I tation des tables au toma tique 
Nous désirons, de plus, rendre ce processus conversationnel à 
partir d 1un terminal. 
Pour chaque chaîne orale, 11ordinateur (le programme que 
nous al Ions rédiger) pose une série de questions à 11uti I isateur 
qui est au terminal afin de connaître la forme générale de la 
chaîne et de déterminer la ou les tables à consulter. A partir 
de là, 1 •ordinateur spécifie à 11uti I isateur les unités selon les-
quelles il doit découper la chaîne, le groupe sujet ou le groupe 
prédicat et lui demande de les introduire au terminal. Ainsi le 
programme, après consultation de la table adéquate, avec les 
uni tés d I entrée reçues, peut déterminer I e niveau demandé. 
Nous voyons donc que le programme à rédiger comporte 
3 parties : 
1. le chargement des tables; 
2. le dialogue avec 11utilisateur au terminal; 
3. la consultation des tables. 
V. 66 
.E.ê.c . .tle_L: 
Elle n 1offre aucune difficulté; il suffit de lire, d'introduire 
les .tables définies par le problème en mémoire • 
.E .ê. c..t ~?.. : 
li faut programmer les différentes questions qu li I faut poser à 
l'utilisateur afin de déterminer la ou les tables à consulter. L 1enchaîne-
ment de ces questions dépend des rêponses fournies par 11utilisateur 
et est ehématisé par l 1organigramme suivant : 
~ 
"ph rase rigide ou vivante ? 11 
rigide 
"Découper la pt;iase en 
unités mots et groupes 
de mots 11 
Partie 3 
Table à consulter 
~T 
vivante 
"Découper les groupes sujet 
en unités mots et groupes de 
mots 11 
Partie 3 
table = A 
11 1a phrase est-elle énonciat ive, négative, 
emph:c3sée, interrogative, impérative, 
passrve ? 11 
11 Niveau Xa 11 
11 es t-elle simple ou multiple?' "Niveau Xd 11 
multiple simple . 
"Découper la phr.ase en 
unités phrases et conjonctions" 
11 comporte-t-elle une proposi-
tion suber.donnée ? 
Partie 3 





11 Comporte-t-elle un 
ou plusieurs complé-
ments ? 11 
"Découper la 
phrase en unités 





"Découper la phrase 





Toute table définie par le problème est implémentée sous forme 
d iun tableau. L I indice I igne E du tableau correspond à la phase E de la 
table; ceci est possible par le fait que les n° de phase se succèdent 
comme les nombres entiers à partir de 1. Si cela n 1avait pas été le cas, 
il aurait suffi de considérer le vecteur des phases et d'établir une 
bijection entre celui-ci et les indices du tableau ou encore d'introduire 
une ligne vide dans le tableau pour tout indice Etel que E ne soit pas 
phase. 
Toutes les tables sont consultées selon le même algorithme 
- soit la table séquentiel le T : ses éléments sont référencés par 
T ( E, 1 ) 
~ ~ 
indice ligne indice colonne 
- soit le vecteur T!p de l'en-tête de cette table 
soit le vecteur P!p des unités introduites par 11utilisateur et consti-
tuant le groupe suje:; le groupe prédicat ou la chaîne à évaluer; 
soit K 1 'indice de P;t,. 
L 1algorithme de consultation et de détermination des niveaux 
est le suivant : 




unité non définie" 
non 
E = 1 phase initiale 
K = 1 
1 = 1 
E = T (E, 1) 
parcourt les unités constituant 
la chaîne orale 




"Niveau = niveau 
associé à T(E, 1) 11 
Remargues: 
T est de dimension (N, P) 
T$ est de dimension (P) 
P$ est de dimension (M) 
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A • Problème des chaînes ci€?.. prolongation. 
Un petit problème doit être examiné de plus près : lors-
qu'un enfant handicapé parle, il n•a certespasundébitaussirapi-
que le nôtre et bien souvent il marque des temps d 1arrêt avant 
d'avoir exprimé uhe pt1rase complète (au sens de la gram-
maire Classique); de là le problème de savoir si la chaîne par-
lée à analyser n 1est pas une prolongation de la chaîne orale 
précédente. 
Exemple j 1ai vu •••.•.• (temps d 1arrêt) 
un film. 
( 1 ) 
(2) 
Pour cette raison, la première question que posera 11or-
dinateur à 11utilisateur sera: la phrase suivante est-elle une 
prolongation de la phrase précédente. 
Si tel est le cas, et que cette nouvel le chaîne revêt la 
forme dtune proposition (principale ou subordonnée) ou d 1un 
camp lément SUJ:P lémenta ire, i I faudra que 11uti I i sa teur regroupe la 
phrase précédente et la phrase présente en une pour eri détet-miner 
le niveau global (ceci pour une raison d 1unités de découpe). 
Par contre si la phrase de prolongation revêt une autre forme, 
il suffit de la découper selon les mêmes unités que la phrase 
précédente et d 1introduire ces unités; on obtiendra ainsi aussi 
le niveau global. Dans ce cas, le programme de consultation con-
tinue à procéder sur la table déterminée par la phrase précé-
dente, à partir de la phase qui était phase présente avant le 
décodage du symbole fin de chaîne orale"*". 
Dans le cas de l 1exemple, nous obtiendrions le niveau 
de 11 jai vu 11 (niveau sujet+ niveau prédicat) et le niveau 
de 11 j 1ai vu un film" (même niveau sujet+ niveau prédicat plus 
élevé) qui exprime 11effort fait par l'enfant. 
B. Cas non définis_~ar l'échelle. 
Lorsqu 1une chaîne orale ne correspond à aucun niveau 
défini par 11échelle, le programme le signalera; il donnera en 
plus la table consultée, la phase et la condition qui ont provoqué 
le branchement à la phase finale 11 cas non défini". Ceci permettra 
de remanipuler ultérieurement l'échelle et de voir s'il ne serait 
pas nécessaire de définir de nouveaux niveaux. 
. . . 
1 D I M P $ ( 1 5) \ T ( 1 7, 12) f T $ ( 1 2) , A ( 44, 1 9}, A $( 1 9 ) ( A ( 3 8, 1 7 ) , A $ ( 1 7) 
2 Dl i-1 C(-19L5J,C$(5), D\5,3),D$(3),G(8, 7),G$(7J 
10 J:"OR l:a1 10 17 
11 i="OR ,J=1 îO 12 
12 RE AD T( 1, J) 
13 NEXT J 
14 NEXT 1-
15 f:'OR 1=1 TO 12 
16 READ T$(1) 
17 I\IEXT 1-
18 f:"OR 1=1 TO 44 
1Q !='OR J=1 TO 19 
?. 0 RE AD A ( 1 , ,J) 
21 NEXT J 
~2 NEXT 1 
?.3 J:"OR 1=1 T0 1Q 
24 RE AT) t\$( 1) 
~5 N EXT ~ 
?.6 f:'QR 1 =1 TO 37 
27 F"OR J=1 TO 17 
2 8 RE AD R ( 1 , , I) 
?.Q NEXT J 
30 NEXT 1-
31 f:'OR 1=1 TO 17 
3 2 RE AD R $ ( 1 ) 
33 t-.lE XT 1-
34 !='OR 1=1 TO 19 
35 f:'OR J=1 TO 5 
36 RE AD C ( 1, J) 
37 NEXT ,J 
38 NEXT l-
3q J:"OR 1=1 TO 5 
40 RE AD C $( 1 ) 
41 NEXT ~ 
42 f:'OR 1=1 TO 5 
43 J:"OR J=1 TO 3 
44 RE AT) D ( 1 , J) 
45 NEXT ,J 
46 NEXT ~ 
47 FOR 1=1 TO 3 
k8 RE AD .D$( 1) 
4q NE XT 1-
50 J:"OR 1=1 TO 8 
51 i="OR J=1 TO 7 
52 RE AD G ( 1, J) 
53 NEXT J 
54 "EXT 1 
55 J:"OR 1=1 TO 7 
5 6 RE AD G $ ( 1 ) 
57 I\IEXT 1 
fi0 PR I NT 
fi1 PR! NT "DETER iv11NATION T)IJ NI\/EAIJ DE LA PHRASE SUIVANTE" 
fi2 PRll\!T "LA PHRASE SIJI\/ANTE EST-ELLE IJNE TENTATIVE DE PROLONGATION" 
fi3 PR I t\JT "Dl: LA P~ RASE PRE CE DENTE? OIJ 1 -NON" 
fi4 1 N PIJT -R$ 
fi6 1 i:- R$="NON" THEN 280 
r:,7 PRINT "REVET-ELLE LA J:"ORME T)-IJN co ;~PLEMENT,D'IJNE PROPOSITION" 
fi8 PRtt-.lT "S IJBORDONNEE OIJ D'IJME PROPOSITION PRl~ICIPALE? OUI-NO~!" 
70 1 ~I PIJT -R$ 
80 11=' R$="1~()t--J" THEN 180 
Q0 PRI NT "REqROIJPER LA PHRI\SE ORI\LE PRECEDENTE ET LI\ PHRASE" 
Q1 PRINT" PRF.:SE"ITE EN IJNE" 
A 
. -
10l0 PRINT "Y-1'-T-IL DE NOlJ\/EAUX GROUPES SUJET ? OUI-NON" 
110 1 N PI JT -R $ 
1 2 0 1 i:- R $= "N ON " THE N 14 30 
150 PRINT "P~ELE\/ER LE lER GROUPE SUJET A ANALYSER" 
11:10 J=J+1 
1 70 GOTO 510 
180 PR I NT "DECOIJPER LA PHRASE SELO~! LES MEMES UNI TES QIJE LA" 
181 PRINT" PHRASE PRECEDENTE" 
1~0 PRINT "INTRODIJf SEZ LE NOf~ARE D'UNITES" 
200 1 NPIJT N 
210 PRI NT -"INTRODUI SEZ LES IJN !TES EN SEQIJENCE, CLOTUREE PAR *" 
220 !="OR 1 =1 TO N 
230 INPUT P$( 1) 
2lt0 NEXT 1 
250 E= î-1 
260 l(::r1 
270 GOTO 2590 
200 PRINT "L.\ PHRASE EST-ELLE RIGI DE-VI Vi\NTE?" 
200 IN PIJT -R$ 
300 Il=" R$="\/I\/AI\JTE" THEN 490 
310 PRI NT "Œ:C0 1JPER LA PHRASE EN UNITES QUI SONT LES f'10TS" 
311 PR I NT " F.:T r,ROUPES DE i'10TS SUIVANTS : PRESENTAT IF - " 
312 PR I NT "S:-0R i'1E l i'1PERSONNELLE - CO f~PLEMENT DETERMINATIF" 
320 PRf NT "INTRODIJISEZ LE NO iv1ARE D'UNITES" 
330 1 N P IJT N 
340 PRINT -"INTRODIJISEZ LES UNITES EN SEQIJENCE CLOTIJREES PAR*" 
350 l='OR 1 =1 TO I\J 
352 1 NPIJT P$( 1) 
354 NEXT 1 
356 l(=E=1 -
358 !="OR 1=1 îO 12 
360 1 F T$( 1) =P$( '<) TH EN 364 
3'12 NEXT 1 - --
364 1 i:- T( S, 1 )>=41 TH EN 3 72 
3'16 E=T(E,I) 
3'18 1(=1(+1 
370 GOTO 358 
372 ON T(E,1)-40 GOTO 374,378,381,383,385,387,389,391,3Q3,395 
374 PRINT "LE NIVEAU EST -1A" 
376 GOTO 396 
378 PR I NT "LE NI VEAU EST -1 C1" 
380 GOTO 396 
381 PRI NT "LE N IVE .AIJ EST -1C2" 
382 GOTO 3Q6 
383 PRlt-.JT "LE NI\/EAIJ EST -1C:3" 
384 GOTO 396 
385 PR I NT "LE N 1 \/EAIJ EST -1111" 
386 GOTO 3Q6 
387 PRINT ''LE t\!IVEAU E:ST -1D2" 
388 GOTO 396 
3~ PRINT " ' LE NI\/EAIJ EST -1D4" 
300 GOTO 396 
301 PR I NT "LE NI VEAIJ EST -1 D3" 
302 GOTO 396 
303 PR I NT "LE NI VE A IJ EST -1 E" 
304 GOTO 3()6 
305 PRINT "LE CAS N-EST PAS DEFINl:Tti.ALE = T,E = ";E;"I = ";I 
3~6 GOTO 60 
4~0 ,J=1 
51if0 PRI t\lT "PRELEVER LE 1ER- GROUPE SIJJET DE LA PHR6.SE" 
510 PRl~!T "DECOIJPEZ-LE EN 1/N~TES QIJI SONT LES MOTS ET GROUPE " 
511 PRlf..lT "T)E i~OTS SIJIVANTS : COf'1PLE i~ENT DETER f~IN ATII=" - COf'1PLE 1'1ENT " 
512 PRINT "APPOSE - PRESENTA.Tl~ - GERONDII=' ANTEPOSE " 
5?.0 PRINT "INTRODUISEZ LE NOf~ARE D'UNITE S" 
530 1 NPUT N 
B 
540 PRl"!T -"INTRODIJISEZ LES IJNITES EN SEQIJENCE CLOTIJRF.ES Pt\R *" 
550 !='OR 1 =1 TO N 
560 INPIJT P$(I) 
510 NEX"'F 1 
580 l(=E=1 -
5Q0 !='OR 1=1 îO 19 
6v'f0 11=' t\$( l)=P$(1() THEN 620 
610 Nl::XT 1 
620 IF t\(E, 1)>77 THEN 660 
630 E=t\(E, 1) 
640 l(=K+1 
650 GOTO 590 
660 PRINT '!NI\LEAIJ DIJ GROUPE SIJJl:T ";J;" = "; 
665 1 i:- t\ E,ï l>110 THEN 675 - - - - - - . . -
670 ON t\ E,-I -100 GOTO 710,730,750,770,790,810,830,850,870,890 
6?5 11=' t\ E,- I >120 THE N 685 - - - - . - - - -
6>30 ON t\ E,- I -110 GOTO q10,910,930,930,950,970,990,1010,1030,1050 
C 
685 11=' t\ E,-I )>130 THE N 700 - - - - - - - -
690 ON_ t\ E,: I)-120 GOTO 1070,-1090,1110,-1130,-1150,-1170,1190,1210,1230,1250 
71il0 ON t\ E,I)-130 GOTO 1270,1290,1310,1330,1350,1370 
710 PR I NT "1" 
7 ?_ 0 G OT O 13 80 
7 3 0 PR I NT "2 41 " 
7li0 GOT() 1380 
750 PRIMT "21\2" 
760 GOTO 1380 
770 PR I NT "2 t\3" 
780 GOTO 1380 
7Q 0 PR 1 "-l T "2 A" 
800 GOTO 1380 
810 P RI NT "33" 
8~0 G OTO 1380 
830 PRINT "31" 
840 GOTO 1380 
850 PR I t,.JT "32" 
8'10 GOTO 1380 
870 PRI NT "41\3" 
8>10 GOTO 1380 
890 PRI NT "41\1" 
9tïl0 GOTO 1380 
q10 PR I NT "4 t\2" 
920 GOTO 1380 
930 PRl~IT "41\4" 
q40 GOTO 1380 
950 PR I NT "4~ 3" 
9fi0 GOTO 1380 
9?0 PRINT "481" 
980 GOTO 1380 
9Q0 P RI NT "4A2" 
1000 GOTO 1380 
1010 PRINT "4C'.3" 
1020 GOTO 1380 
1030 PRINT "4C2" 
10li0 GOTO 1380 
1050 PRI NT "4C1" 
1060 GOTO 1380 
1070 PR I NT "4D3" 
1080 GOiO 1380 
10Q0 PR I NT "4D1" 
1100 GOTO 1380 
1110 PRINT "4D2" 
11?.0 GOTO 1380 
1130 PRINT "4E3" 
1140 GOTO 1380 
1150 PRINT "4E2" 
1160 GOTO 1380 
11 ?0 P RI !\IT "4E1" 
1180 GOTO 1380 
11 ~0 PR I NT "5 4" 
1200 GOTO 1380 
1210 PRINT "5A" 
1220 GOTO 1380 
1230 PRINT "5C" 
12 40 GOT O 13 80 
1250 PRINT "6C" 
1260 GOTO 1380 
12?0 PRINT "6A" 
1280 GOTO 1380 
12 Q0 P RI NT "6D" 
13 1~0 GOTO 1380 
1310 PRINT "4G" 
1 320 GOTO 1380 
1330 PRINT "4H" 
1340 GOTO 1380 
1 3 50 PR 1 !\IT "6 4" 
13~0 GOTO 1380 
1370 ·pRINT "CA.S 11\JDETERMINE DA.NS Li\ GRA i•1MAIRE, TAALE= A, E= ";E;"I= ";I 
~380 PRI NT 
1385 PRINT "Y-i\-T-IL ENCORE IJN GROUPE SIJJET A A.NALYSER?OlJI-NON" 
13~0 INP1JT-R$ 
1400 1 I=' R$="NON" THEN 1430 
1410 .J~J+1 
1420 GOTO 510 
1430 PRINT "LA. PHRASE EST-ELLE: ENONCIATIVE - NEG.A.TI\/F. - l 1'1PERATIVE" 
1431 PRI~ " - PA.SSI\/E - Ei'1PHA.SEE - INTF.RROGATI\/E ?" 
1440 IN PIJT -R$ 
1450 1 r: R$-"E"l0"'CI 4T IVE" THE"' 1570 
1460 IF R$s"NEGA.TIVE" THEN 1560 
14 ?0 1 F R$:" 1 i'1PE RATI VE" TH EN 1570 
1480 1 r: R$="PA.SS IVE" THEN 1520 
14~0 1 F R$="E i1PH A.SEE" THEN 1540 
15010 PRI NT "N 1\/EAIJ DU GROUPE PREDICAT = 10.A." 
1510 GOTO 60 
1520 PRI NT "NI\/EAIJ DIJ GROUPE PREDICAT = 10C" 
1530 GOTO 60 
1540 PRINT "NIVEAU DIJ GROIJPE PREDICAT =10D" 
1550 GOTO 60 
1560 PRINT "RAl'1ENER LA PHRASE A-SA FORME ENONCIATIVE" 
1570 PRINT "LA PHRASE EST-ELLE: Sll1PLE(IJNE PROPOSITION PRINCIPALE)" 
1571 PRINT "OU 1'11JLTIPLE(PLIJSIEIJRS) ?" 
1580 1 NPIJT-R$ 
15~0 1r: R$="i'11JLTI PLE" THEN 1920 
1600 PRl"'T "LA PHRASE COMPORTE-~LLE DES PROPOSITIONS" 
1601 PRINT" SIJAORDONNEES? OUI-NON" 
1610 1 N P IJT --R $ 
16 2 0 1 r: R $= "NON " TH EN 21 50 
1630 PRI "IT "DECOIJPEZ LA. PHR4SE EN IJNITES ()IJI SONT LES PROPOSITIONS" 
16li.0 PRl"'T "INTRODIJISEZ LE NO i"18RE D'UNITES" 
1650 1 N PIJT N 
1660 DRINT -"INTRODIJISEZ LES IJNITES EN SE()IJENCE CLOTIJRF.ES PA.R *" 
1670 r:oR 1=1 TON 
1680 1 NPIJT P$( 1) 
16Q0 NEXî 1 
1 700 l(=E= 1 
1110 r:oR 1 =1 i:o 7 
1720 1r: G$( l)=P$(1() THEN 1740 
1 730 NE XT 1 -
D 
174.0 1 F G( E, 1 )>10 THEN 1780 
1 750 E=G ( E, 1 ) 
17,;0 K= 1(+1 . 
1770 GOTO 1710 
1780 PRI NT '!N I\/Et\lJ DU GROUPE PREDICAT = "; 
1790 ON G(E, 1)-10 GOTO 1800,1820,1840,1860,1880,1900 
1800 PR I NT "8G" 
1810 GOTO 1910 
1820 PRI NT "81\" 
1830 GOTO 1Q10 
1840 PR I NT "SR" 
1850 GOTO 1910 
1860 PRINT "8C" 
1870 GOTO 1910 
18-'30 PRINT "8F" 
E 
1890 GOTO 1Q10 
1900 PRINT ''Ct\S INDETERf~INE DANS LI\ GRA i~MAI RE, TARLE = G, E= ";E;" 1= ";I 
1910 GOTO 60 
1920 PRINT "DECOUPEZ LA PHRASE EN UNITES QUI SONT LES PHRt\SES ET CONJONCTI 
1930 PRINT "INTRODIJISEZ LE NOMBRE D'IJNITES" 
1940 1 N PIJT t--J 
1950 PRINT -"INTRODIJISEZ LES IJNITES EN SEQUENCE CLOTUREES PAR*" 
1960 ~OR 1=1 TON 
19 70 1 N PUT P$( 1 ) 
19>30 NEXî 1 
1990 K=E=1 -· 
20 1~0 ~OR 1 =1 îO 3 
2010 I~ D$(I)=P$(K) THEN 2030 
2020 NEXT 1 · 
2030 I~ 0(5, 1)>10 THEN 2070 
2040 E=D( E, · 1) 
2050 K=K+1 
20fi0 GOTO 2000 
2070 PR INT '!NI VEt\lJ nu GROUPF: PRE~! CAT = "; 
2080 ON D(E, 1)-10 GOTO 2090,2110,2130 
2090 PR I NT "7 t\" 
2100 GOTO 2140 
2110 PRINT "78" 
2120 GOTO 2140 
2130 PRINT "Ct\S INDETERMINE DE LA GRAMMAIRE, TAALE = D, E= ";E;" I= ";I 
2140 GOTO 60 
2150 PR I t\JT "LA PHRt\SE COf~PORTE-J::LLE PLIJS I EIJRS COMPLE i...,E NTS ? OU 1 -NON" 
2160 INPIJT -- R$ 
2170 1 ~ R$::o" NON" THE N 2510 
2180 PRINT "DECOUPEZ LA PHRt\SE EN IJNITES ()IJI SONT LES COMPLEf~ENTS - " 
2181 PR I NT "CONJONCTION - VE RAE" 
2190 PRINT "INTRODIJISEZ LE NOf~8RE D'IJ~IITF.:S" 
221il0 1 N PIJT N 
2210 PRINT -"INTRODIJISEZ LES UNITES Et--l SEQUENCE CLOTUREES Pt\R *" 
2220 ~OR 1=1 TON 
2230 1 ~I PIJT P$( 1) 
2240 NEXT 1 
2250 K=E=1 · 
22'10 ~OR 1=1 îO 5 
2270 IF C$(I)=P$(K) THEN 2290 
22-90 t\JEXT 1 -
2290 IF C(5, 1)>50 THEN 2330 
2300 1: 2 C( E, 1) 
2310 1(=1(+1 
23~0 GOTO 2260 
2330 PRINT "NI\/Et\lJ J)IJ GROUPE PRE9IC .t\T = "; . 
2340 O~! C(E, 1 )-50 GOTO 2350, 2370, 23Q0, 2410, 2430,2450, 2470, 2490 
2350 PRINT "41\" 
23fi0 GOTO 2500 
2370 PRINT "4A" 
2 3A0 GOTO 2500 . 
2 3 Q0 P R 1 ~T "5 R " 
241~0 GOTO 2500 
2410 PRINT "SA" 
2420 GOTO 2500 
2430 PRINT "6" 
2440 G OTO 2500 
2450 PR I NT "4C" 
2460 GOTO 2500 
24 70 P RI NT "9" 
2480 GOTO 2500 
F 
24Q0 PRINT "C.\S l~\DETERl"!INE PAR LA GRA l"1 i~AIRE, TAALE = C, E= ";E;" I= ";I 
2500 GOTO 60 
2510 PR! NT "DECOIJPEZ LA PHRASE -EN UNITES 0IJI SONT LES MOTS ETGROUPES" 
2511 PRINT" DE f~OTS SUIVANTS: CO i"1PLE MENT DETERMI NATIF - ATTRIA IJT DIJ" 
2512 PRINT" SUJET - AUXILIAIRE DIJ \/ERRE -ADVERAE" 
2520 PRINT "INTRODUISEZ LE NOl~ARE D' IJ\J ITES" 
2530 IN PIJT N 
2540 PRINT "INTRODUISEZ LES IJNITES EN SEQUENCE- S'IL SE PRESENTE IJN" 
2541 PR I t-.JT " CO i~PLE i~ENT EN TETE, !="AI TES SIJI VRE SES UNI TES PAR LES " 
2542 PR I NT "CARACTERES ST OIJ N ST SELO~! QU' 1 L EST STEREOTYPE OU NON" 
254 3 PR I NT - " - CLOTIJ REZ LA SE QUE NCE P .\R *" 
2550 !="OR 1=1 TON 
25'10 I NPIJT P$( I) 
2570 NEXî 1 
25A0 l<=E=1 -
25Q0 l="OR 1=1 îO 17 
2600 1 F 8$( 1 )=P$( K) THEN 2620 
2 610 "-JE XT 1 
2620 I~ 8(~, 1)>50 THEN 2660 
2630 r:=R( E, 1) 
2635 11:=E 
26h.0 K=K+1 
2650 GOTO 2590 
2660 PRINT "NI\_LEAIJ DIJ GROUPE PREDICAT="; 
2665 Il=" 81E, 'l>60 THEN 2680 . 
2670 ON 8 E,I -50 GOTO 2690,2710,-2730,2750,2770,2790,2810,2830,2850,2870 
26A0 ON A E, 1 -60 GOTO 2sg0, 2910, 2g25, 2g30 
26Q0 PR I NT "1" 
2700 GOTO 60 
2 71 0 PR I NT "2 D" 
2720 GOTO 60 
2 730 PR I NT "2 A" 
2740 GOTO 60 
2 750 PR I NT "2 8" 
2 760 GOTO 60 
2 T!0 PR I NT "2C" 
2780 GOTO 60 
2790 PRINT "2E" 
28,~0 GOTO 60 
2810 PRI NT "3C'' 
2820 GOTO 60 
2830 PR I t-.JT "31)" 
2 84-0 GOTO 60 
2850 PR I NT "3 A" 
28'10 GOTO 60 
2 870 _PR I NT _ "3 A" 
* 
2880 GOTO 60 
2890 PRINT "SE" 
29~0 GOTO 60 
2910 PRINT "BD" 
2920 GOTO 60 
2925 PRI t-.lT "9" 
29 ?.. 7 GOTO 60 
2930 PRINT "CAS INDETERMINE DE LA GRA MMAIRE, TABLE= A, E= ";E;" 1~ ";I 
2940 GOTO 60 
2950 END 
"l'Ai R~\.TE' A c..i:\ MAi~ol\J'' 
Dl:Tl:~i11NATION DIJ NIVEAU DE LA PHRASE SUIVANTE 
LA ~RASE SUIVANTE EST-ELLE UNE TENTATIVE DE PROLONGATIO~! 
DE L ~ PHRASE PRECEDENTE?OU 1 -NON 
? non 
L A PH RASE EST-ELLE RIGIDE-VIVl\NTE? 
?viv :=mte 
PREL~VER LE 1ER GROUPE SUJET DE LA PHRl\SE 
DECOIJPEZ-LE EN IJN -1--TES QIJI SONT LES MOTS ET GROUPE 
DE Mï)TS SIJIVAI\JTS: COMPLE f"1ENT DETERMINATIF - COMPLE ME~JT 
APPOSE - PRESENTAT!~ - GERONDIF ANTEPOSE 
1 NTRODIJ I SEZ LE N0M13RE D'UNITES 
? 2 
1 NTROD 1JI SEZ LES IJN ITES EN SEQI JENCE CLOT IJREES PAR * 
? pp 
?"* " 
M IVE t.\ lJ l)IJ GROUPE SUJET 1 = 213 
Y-A-T-IL ENCORE IJN GROIJPE SIJJET A ANALYSER?OUI-NON 
? non 
LA PHRASE EST-ELLE: ENONCIATIVE - NEGATIVE - IMPERATIVE 
- Pl\SS IVE - E ;"1PH A.SEE - 1 NTERROGAT IVE ? 
?eno~ci~tive -
LA PHRASE EST-ELLE: SIMPLE(inJE PROPOSITION PRINCIPALE) 
OIJ i11JL TI PLE( PLIJS I F.IJRS) ? 
? s i ,ni') Le 
LA P~ RASE C0f1P0RTE-ELLE DES PROPOSITIONS 
SI Jl31)RDON NEES ? OIJ 1-NON 
? non ~_ 
LA PHRt\SE CO f1P0RTE-ELLE PLIJSIElJRS COi1PL Ef"1ENTS? OUI-NON 
?non 
DECOI JPEZ LA PHRASE-EN UNITES t)IJI SONT LES MOTS ETGROUPE S 
DE i"10TS SIJI \/ANTS : COf"1PLE f"1ENT DETERi"11NATIF - ATTRIAIJT Dl / 
SUJ~T - AIJXILIAI RE DIJ VERBE -ADVERBE 
I NTRODUISEZ LE Nô f"1ARE D'''NITES 
?f; 
I NTR1)DUISEZ LES IJNITES EN SEQ IJENCE- S'IL SE PRESENTE U~I 
COMPLE;"1ENT EN TETE, J:" .AITES SIJI\/RE SES UNITES PAR LES 
Cl\R l\ r:TERES ST OU NST SELON QIJ' IL EST STEREOTYPE OIJ NON 






? "* " 
G 
NIVEA.IJ T)IJ GROIJPE PREDICAT= 2A n 
''t.E (rl'N(~~I. e'TA-i"T 1/rNu f>es>~~ ,·f\J~pec.Te-~ ... 
DETERMINATION DU NIVEAU DE LA PHRASE SUIVANTE 
L .A PM RASE SIJI \/ANTE EST-ELLE IJNE TENTAT! VE DE PROLONGATION 
DE LA PHRASE PRECEDENTE?OUI-NON 
? n on 
LA PMRASE EST-ELLE RlnlDE-VIVANTE? 
?viv::i.nte 
PRELl:VER LE 1ER nROIJPE SUJET DE LA PHRASE 
DECOIJPEZ-LE EI\J IJN-~TES QIJI SONT LES lv10TS ET GROUPE 
DE MOTS SIJI VANTS : COMPLEiv1ENT DETER 1v11 NATIF - CO lv1PLE f'1ENT 
APPOSE - PRESENTATIF - GERONDIF ANTEPOSE 
1 ~JTRODIJ I SEZ LE NOlv1A RE D11 UNI TES 
?3 




"l IVE AIJ T) IJ GROIJPE S IJJET 1 = 3 3 
Y- A.-T-IL ENCORE IJ~I GROUPE SIJJET A. ANALYSER?O UI-NON 
?non 
LA PMRASE EST-ELLE: ENONCIATIVE - NEGATIVE - I MPERATIVE 
- Pt\SS IVE - E;v1PHASEE - 1 NTERROGATI VE ? 
? enorici a ti ve 
LA PH RA.SE EST-ELLE : SIMPLE( UNE PROPOSITION PRINCIPALE) 
OU iv11JLTIPLE(PLIJSIE1JRS) ? 
? s i ITI:) Le 
LA ~RASE C01.,PORTE-ELLE DES PROPOSITIONS 
SIJAORDON NE ES ? OU 1-NON 
?non 
LA ~RASE r;O fv1PORTE-ELLE PLUSIEURS COiv1PLE iv1ENTS? OUI-NON 
?non 
DECOI/PEZ LA PHRASE -- EN UNITES QIJI SONT LES MOTS ETr,ROUPES 
DE iv10TS SIJI VANTS : CO iv1PLE iv1ENT DETERl-11 NATIF - ATTRI AUT DU 
SIJJF.T - AIJXI LI Al RE Dl/ \/ERRE -AD\/ERAE 
1 t\lTRODIJ I SEZ LE t\lO lv1B RE D'UNITES 
? 5 
1 NTR 1)DIJ I SEZ LES UNI îE S EN SEQIJENCE - S' 1 L SE PRESENTE UN 
COMPLJ:>v1ENT EN TETE, FA.ITES SIJIVRE SES UNITES PAR LES 
CA.RA<:TERES ST OIJ NST SELON QU'IL EST STEREOTYPE OU NON 






~! 1 VEt\lJ T) IJ GRO IJPE PREDICAT = 2C 
11 
.D ~ S S oL.I>AT~ '' 
DETER i'11Nt\TION l)IJ NI\/EAIJ DE LA PHRASE SUIVANTE 
LA PMRASE SIJI\/ANTE EST-ELLE UNE TENTATIVE DE PROLONGA.TION 
DE LA. PHRASE PRECEDENTE?OUI-NON 
? oui 
REVET-ELLE LA. i:"0Riv1E D-IJN CO iv1PLE iv1ENT,D'IJNE PROPOSITION 
SUAORTJONNEE OIJ D' NE PROPOSITION PRINCIPALE? OUI-NON 
?non 
DECOI/PER LA PHRASE SELON LES 1'1E lv1ES UNITES ()IJE LA 
PHR~SE PRECEDENTE 
1 NTRODIJ ISE Z LE N Olv1ARE D111 •N I TES 
?3 
H 




NIVEI\U DIJ t'iR0 1JPE PREDICAT= 3C ,, 
'' C.Hë'Z. MoNC.i~u~ fl'\A,,ïfFNJ ON A ~oNCf! 
DETERi"1INATION DIJ NIVEAU l)E LA PHRASE SUIVANTE 
LA PHRASE SUI\/At-.JTE EST-ELLE IJNE TENTATIVE DE PROLONGATION 
DE LI\ PHRASE PRECEDENTE?OIJI-NON 
?non 
LA P~RASE l:ST-ELLE RIGIDE-VIVANTE? 
?viv=mt8 
PRl:L ~VER LE 11:R GROUPE SIJJET 11E L t\ PH RASE 
DEC01JPEZ-LE EN IJN ~TES QUI SONT LES iv10TS ET GROUPE 
DE MOTS SIJIVt\NTS : CO i'1PLE i~NT DETERl'1I~I t\TIF - COMPLEMENT 
APPOSI: - PRESENTAT!~ - GERONDI~ ANTEPOSE 
INTR1)DIJISE7- LE NOMARE ·n11 1JNITES 
?2 
1 NTRODUI SEZ LES IJN ITES EN SEQUENCE CLOTIJREES PAR * 
? pp 
? "*" 
NI VEl\lJ DIJ GROUPE SIJJET 1 = 2B 
Y-A-T-IL ENCORE IJN GROUPE SUJET A t\NALYSER?OUI-NON 
?non 
LA PHRASE EST-ELLE: ENONCIATIVE - NEGt\TIVE - IMPERt\TI\/E 
- PASSIVE - Ei'1PHASEE - INTERROGATIVE ? 
? eno11ci ati ve 
L A PH R t\ SE ES ï - ELLE : S I i'1 PL E ( U~I E PROPOS I T 1 0 N PR I N CI PALE ) 
OU i'1 IJLTIPLE(PLUSIEIJRS)? 
? si ,n'l Le 
LA P~Rt\SE GOi~PORTE-ELLE DES PROPOSITIONS 
SUBORDONNEES ? OUI-NON 
?non 
Li\ P~RASE CO i"1PORTE-ELLE PLUSIEURS COi'1PLEMENTS? OUI-NON 
?non 
DECOiJPEZ Li\ PHRASE-EN UNITES 0UI SONT LES' MOTS ETGROUPES 
DE iv10TS SIJIVt\t-.JTS: COi'1PLE iv1ENT DETERi'1INATIF - t\TTRIAIJT DIJ 
SUJ~T - AIJXI LI Al RE DIJ 1/ERAE -ADVERBE 
INTRi)DIJISEZ LE NOiv1ARE D'UNITES 
? f; 
1 NTRODIJI SEZ LES IJN lîES Et-.J SE()IJENCE - S'IL SE PRESENTE UN 
C0fv1PLE;v1ENT EN TETE, FAITES SIJIVRE SES IJNITES PAR LES 
Ct\Rt\GTERES ST OIJ NST SELON QIJ' IL EST STEREOTYPE OU NON 
- CLOTIJREZ L t\ SEQIJENCE PAR * 
? o r 8 !") 
? np 
? st 
? au x 
? pp 
? "*" 
~l l VE l\ lJ 1)IJ GROUPE PREDICAT = 2E 
'' AI..IQRS c.~ cwv,- A~t\.\·vr '' 
DETE~i"1I~IATION DIJ NI\/Et\lJ 11E LA PHRl\SE SIJIVt\NTE 
LA PHRl\SE SIJI \/ t\NTE EST-ELLE UNE TENTAT! VE DE PROLONGATION 
DE Li\ PH Rt\SE PRECEDE t-.JTE?OIJ 1 -NON 
? non 
Li\ PHRt\SE EST-ELLE RIGIDE-VIVANTE? 
?viv :=m t 8 
PREL~VER LE 1ER GROUPE SUJET DE LA PHRASE 
DECOI JPE Z-LE EN IJN ~TES QIJ I SO~JT LES I'10TS ET GROUPE 
DE Mt")TS SIJI \/At-.JTS : COiv1PLEMENT DETER f~I NATIF - COMPLE I"1ENT 
APPOSE - PRESENTATIF - GERONDIF ANTEPOSE 
1 NTR()D IJ I SEZ LE N Oi'1A RE D' IJN I TES 
? 3 




~l IVE 1\ IJ DIJ GROUPE S IJJET 1 = 3 3 
Y-l\-T- 1 L ENCORE IJN GROUPE S IJJET A l\NAL YSER?OIJI -NON 
?non 
Ll\ PHRl\SE EST-ELLE: ENONCIATIVE - NEGt\TIVE - IMPERATIVE 
- Pt\SSIVE - Eiv1PHASEE - INTERROGATIVE ? 
?enoneiative 
LI\ PHRl\SE EST-ELLE : SI iv1PLE(IJ~IE PROPOSITION PRINCIPALE) 
OIJ iv1I JLTI PLE(PLIJSI EURS) ? 
?sinr,Le 
LA PHRt\SE C0fv1PORTE-ELLE DES PROPOSITIONS 
SUBORDONNEES? OUI-NON 
?non 
LA PI-IRd.SE C0 iv1PORTE-ELLE PLUSIEURS COiv1PLE f'1ENTS '? OUI-NON 
? no 
DECOIJPEZ Ld. PHRASE -EN UNITES QUI SONT LES MOTS ETGROIJPES 
DE iv10TS SUl\/l\NTS: COMPLE iv1ENT DETERfv1INI\TIF - l\TTRIRIJT DIJ 
SIJJ~T - I\ IJXILIAIRE DIJ VERBE -AD\/ER8E 
INTRODUISEZ LE NOMBRE D'UNITES 
?3 
1 NTRODIJI SEZ U:S IJ~i lîES EN SEQIJENCE - S'IL SE PRESENTE lJN 
CO MPLE iv1ENT Et-J TETE, F'AITES SIJIVRE SES UNITES PAR LES 
Cl\Rd.l":TERES ST 0IJ NST SELON QIJ' IL EST STEREOTYPE OU NON 
- CLOTIJREZ LI\ SEQUENCE PAR* 
? ad v 
?v 
? "*" 
NIVEI\U DU GROUPE PREDICd.T = 2E 
''C'EST UN ~SAv effi'?N'' 
DETERi"1INd.TION DU NIVEAU DE LI\ PHRASE SUÏVANTE 
LA PHRl\SE SUIVI\NTE EST-ELLE UNE TENTATIVE DE PROLONGI\TION 
DE LI\ PHRl\SE PRECEDENTE'?OUI-NON 
?non 
L l\ PH Rt\SE EST-ELLE RIGI DE-VI V ANTE? 
?ri gide 
DECOIJPER LI\ PHRASE EN UNITES ~UI SONT LES MOTS 
ET GROIJPES DE iv10TS SUIVANTS : PRESENTI\TIF -
FORME I i'1PERSONNELLE - COMPLE i'1ENT DETERMINATIF 
INTRODUISEZ LE NOM8RE D'UNITES 
? 5 
1 NTRODUI SEZ ·LES IJN ITES EN SEQlJENCE CLOTUREES PAR * 
? pres 
? ~i 
? ad j 
?ne 
? "*" 
LE I\! 1 VE d.lJ EST -1 D4 . ,, 
~ " 1 ' A i RE 6 AR i) f U N f\ f F-'\v F t &.. H · • · 
DETER1v1INl\TION DU NIVEAU DE LA PHRASE SUIVANTE 
LA PI-IRd.SE SIJI\/ANTE EST-ELLE UNE TENTATIVE DE PROLONGd.TION 
DE Là. PHRd.SE PRECEDENTE?OUI-NON 
?non 
LA PH Rd.SE EST-ELLE RIGI DE-V 1 \/ l\NTE? 
?viv::mt8 
PRELl:VER LE 1ER GROUPE SIJJET DE LA PHRASE 
DECOIIPEZ-LE EN UN -~TES QUI SO~lT LES I'10TS ET GROUPE 
DE MOTS SIJIVd.NTS: COMPLEMENT DETERfv1INATIF- CO î'1PLEMENT 
APPOSE - PRESENTATIF - GERONDIF ANTEPOSE 
INTRODUISEZ LE NOMBRE D'UNITES 
'l 2 
1 NTROD IJI SEZ LES UNITES EN SEQIJENCE CLOTIJREES PAR * 
? pp 
? "*" 
NI VE t\lJ DIJ GROUPE S IJJET 1 = 2 B 
Y-A-T-IL ENCORE IJN GROUPE SIJJET A ANALYSER?OUI-NON 
?non 
LA PHRASE EST-ELLE : ENONCI ATI\/E - NEGATIVE - IMPERATIVE 
- PASSIVE - EMPHASEE - INTERROGATIVE? 
? enonci ati ve 
LA Pl-lRASE EST-ELU:: Sl iv1PLE(1J~!E PROPOSITION PRINCIPALE) 
OIJ iv1 1JL TI PLE ( PLUS I E IJRS) ? 
? s i rn!') Le 
LA PHRASE COl'1PORTE-ELLE DES PROPOSITIONS 
SIJBORDONNEES ? OU I-NON 
? non 
LA PHR!i.SE CO fv1PORTE-ELLE PLUSIEURS COMPLE l'1ENTS? OUI-NON 
? non 
DECOIJPEZ LA PHRASE-EN UNITES ()lJI SONT LES MOTS ETGROUPES 
DE iv10TS SIJI \/ ANTS : CO iv1PLE i"ENT DETE RMI NATIF - ATTRI AIJT DU 
SUJl:T - AIJXILIAIRE DU \/ERRE -ADVERBE 
1 NTRODIJI SEZ LE NOMBRE D'UN! TES 
? 6 
1 NTRODIJ I SEZ LES UN 11=ES EN SEQIJENCE - S' 1 L SE PRESENTE IJN 
COMPU: ;'1ENT EN TETE, FAITES SUIVRE SES UNITES PAR LES 
C AR ,V:TE RES ST QIJ NST SELON QU' 1 L EST STEREOTYPE OU NON 




? ad j 
? ne 
?"*" 
~I IVEAIJ DIJ GROUPE PREDICAT= 3A 
~ '' AV i' t \) e S S o&. j) IQ T S " 
DETERMINATION T)IJ NIVEAIJ DE LA PHRASE SIJI\/ANTE 
LA PHRI\SE SIJI\/ANTE EST-ELLE UNE TENTATIVE DE .PROLONGATION 
DE LI\ PHR!i.SE PRECEDENTE?OUI-NON 
? oui 
REVET-ELLE LA FORi"1E D-UN COMPLEMENT, D' IJNE PROPOSITION 
SUBORDONNEE 0IJ D'IJNE PROPOSITION PRINCIPALE? OUI-NON 
?oui 
REGRO UPER LA PHRASE ORALE PRECEDENTE ET LA PHRASE 
PRESENTE E"l IJNE 
Y-A-T- IL DE NOINEAIJX GROUPES SUJET ? OU I-NON 
?non 
LA PHRASE EST-ELLE: ENONCIATIVE - NEGATIVE - IMPERATIVE 
- Pti.SSIVE - Ei--1PHASEE - INTERROGATIVE? 
? enonci ati ve 
LA PHRASE EST-ELLE: SIMPLE(UNE PROPOSITION PRINCIPALE) 
OU MIJLTIPLE(PLUSIEURS)? 
? s i 11'.J Le 
LA PHRfi.SE COMPORTE-ELLE DES PROPOSITIONS 
SIJ80RDONNEES? OUI-NON 
?non 
LA PHRASE C0 Iv1PORTE-ELLE PLUSI EIJRS COl'1PLF.:MENTS ? OUI-NON 
? oui 
DECOIJPEZ LA PH RASE EN UNI TES '1 IJ I SONT LES COMPLEMENTS -
CONJONCTION - VERRE 
1 NTRODIJ I SEZ LE NOMBRE D' IJN I TES 
?4 
K 





NI VE4IJ DIJ GROUPE P~DI CAT = 5A 
'' G,e-Nr-1'4- fH~T,, 
DETERMINATION DU NIVEAU DE LA PHRASE SUIVANTE 
LA Pl-1R ASE SUI V ANTE EST-ELLE IJN E TENTATIVE DE PROLONGATION 
DE LA PHRASE PRECEDENTE?OUI-NON 
?non 
LA Pl-1RASE EST-ELLE RIGIDE-VIVANTE? 
?rigide 
DECOIJPER L 1\ PH RASE EN UNI TES QIJ I SONT LES MOTS 
ET GROUPES DE MOTS SUIVANTS: PRESENTATIF -
FOR1 E !~PERSONNELLE - COMPLEMENT DETERMINAT!~ 
1 NTRODIJI SEZ LE N0f"113RE D'liNITES 
?3 
1 NTRODIJI SEZ LES IJN !TES EN SEQIJENCE CLOTtJREES PAR * 
? a d j 
? ne 
?"*" 
LE Ci\S N-EST PAS DEFINl:TAALE = T,E = 1 = 12 ,, 
• "~\.o(t.~ 1'&. S' S' fTR,·~,vT ~Ar,.u Ç., ~t.-o<l! ;1,.ç ~NT tTF DAN~'-~ M~t'S°•W 
DETER iv11NATION DIJ NIVEAIJ DE LA PHRASE SUIVANTE 
LA PHRASE SUIVANTE EST-ELLE UNE TE~ITATIVE DE PROLONGATION 
DE LA PHRASE PRECEDENTE?OUI-NON 
?non 
LA Pl-l RASE EST-ELLE RIGI DE-VI VANTE? 
?viv ::rnt8 
PRELEVER LE 1ER GROUPE SUJET DE LA PHRASE 
DECOtl PEZ-LE EN IJN -~TES QIJI SONT LES i"10TS ET GROUPE 
DE MOTS SUIVANTS : COf~PLEMENT DETER iv11 NAT! F - COMPLEMENT 
APPOSE - PRESENTATIF - GERONDIF ANTEPOSE 
1 NTRODIJI SEZ LE N0i"113RE D' NITES 
? 2 
1 NTRODtJI SE Z LES UNITES EN SEQUENCE CLOTUREES PAR * 
? pp 
? "* Il 
NIVE4IJ DtJ GROUPE StJJET 1 = 2A 
Y-A-T-1 L ENCORE IJN GROUPE SUJET A ANALYSER?OtJI-NON 
?oui 
DECOIJPEZ-LE EN U~! ~TES QIJI SONT LES MOTS ET GROUPE 
DE MOTS SUIVANTS: COMPLEMENT DETERMINAT!~ - COMPLEMENT 
APPOSE - PRESENTATIF - GERONDIF ANTEPOSE 
1 NTR . DIJI SEZ LE NOfv18RE D' ' N !TES 
? 2 
1 NTRODIJI SEZ LES IJN ITES EN SEQtJENCE CLOTIJREES PAR * 
? PP 
?"*" 
NI VEI\IJ T)IJ GROUPE SIJJET 2 = 28 
Y-A-T-IL ENCORE tJN GROUPE SIJJET A A~JALYSER?OUI-NON 
?non 
LA Pl-!R ASE EST-ELLE : ENONCI ATI\/E - NEGATIVE - IMPERATIVE 
- Pt\SSIVE - Eiv1PHASÉE - INTERROGATIVE? 
? en orici ~ti ve 
LA P~RASE EST-ELLE: SIMPLE(UNE PROPOSITION PRINCIPALE) 
OIJ MIJLTIPLE(PLIJSIEIJRS)? 
? mu L-i:ip Le 
DEC0 1JPEZ Li\ PH RASE EN IJ\11 TES QIJI SONT LES PHRASES ET CONJONCTION 
INTRODUISEZ LE NOMl3RE D'UNITES 
?4 









Nous voyons avec quelle facilité nous avons pu programmer 
cette application, grâce à 11utilisation des tables séquentielles. 
Nous n 1avons dÛ établir, pour cette application, qu 1un petit organi-
gramme pour la consultation. 
4. Annexe: Echelle de structures pour une évaluation du langage oral. 
PARTIE 1. 
Structures rigides ou semi-rigides. (le groupe sujet ne se distingue 
pas du groupe prédicat). 
NIVEAU-1 
PARTIE Il. 
a. mot phrase : ~- chien, pomme 
b. SN (syntagme nominal =article+ nom(N) 
1. article indéfini : ~- un chien 
2. article défini : ~- le chien 
3. article partitif: ex. du pain 
c. présenta tif : 
1. + N propre voilà Pierre 
2. + SN (article + nom commun) : c 1est un chien 
3. + SN (déterminant + nom commun) : c'est mon 
chien 
4. + SN (déterminant + N + exp ans ion : adjectif, 
complément déterminatif) 
c 1est la maison de Pierre. 
d. Tours impersonnels : i I pleut. 
Structures de phrases vivantes. (groupe sujet + groupe prédicat) 
Groupe du su jet. 
NIVEAU O Pas de sujet. 
NIVEAU Sujet= SN (nom propre locuteur) 
NIVEAU Il a. SN (nom propre f locuteur). 
1. incorporé dans un tour présentatif : 
c 1est Pierre qui 
2. repris par un pronom relais : 
Pierre, il .••• 
3. non repris, ni incorporé. 
b. S pronominal :je, tu, il, on ••• 
V. 70 
NIVEAU Ill SN(déterminant (article, possessif, démonstratif) + 
N commun). 
1. incorporé dans un tour présentatif 
c 1est le chien •••. 
2. repris par un pronom relais : 
1 e ch i en, i 1 • • • 
3. ni repris, ni incorporé. 
NIVEAU IV SN+ expansion. 
NIVEAU V 
a. déterminant+ adjectif+ N : la petite fille 
b. déterminant+ N + complément déterminatif 
le chat du voisin 
c. déterminant+ post-article + N le même homme 
ou 
pré-article+ déterminant+ N : tous les gens 
d. déterminant + N + SN apposé : un garçon, 
mon ami 
e. structures précédentes combinées entre el les 
la petite fille du voisin. 
Pour chacune de ces structures : 
1. incorporé dans tous présentat if 
2. repris par pronom relais 
3. ni repris, ni incorporé. 
f. plusieurs sujets 'simples 
h. plusieurs sujets expansés. 
SN+ expansion par une proposition 
a. relative introduite par QUI: 11homme qui arrive 
b. relative introduite par QUE: 11homme que je vois 
c. relative introduite par d 1autres relatifs. 
V. 71 
NIVEAU VI Mise en relief d 1un élément du groupe sujet 
a. gérondif antéposé : en chantant, je .••• 
b. participe antéposé : arrivés, ils •••• 
c. tour démonstratif: c 1est lui qui •••• 
d. extraction du sujet : ce type-là, c 1est un drôle. 




SV (syntagme verbal) = V (verbe) je danse 
ou 
(auxiliaire+ infinitif): j 1ai été voir 
SV= V+ SN 
a. SN= COD, CC sans préposition, attribut 
b. SN= syntagme prépositionnel + COI, CC complé-
ment de verbe : je frappe à la porte 
c. SN= syntagme prépositionnel+ infinitif: 
il vient pour jouer 
d. SN= syntagme pronominal devant le verbe 
je le vois 
e. SN = CC de phrase mobile mais stéréotypé 
dans son emploi : le soir, je rentre 
ou 
CC sous forme d 1adverbe: je mange vite. 
NIVEAU Ill SV= V+ SN+ expansion 
a. SN= déterminant+ adjectif+ N (+ adjectif) 
b. SN= déterminant+ N + complément déterminatif 
c. SN= syntagme prépositionnel+ infinitif+ SN 
(CO, CC) : nous venons pour voir la maison 
d. SN= déterminant+ N + attribut du complément 
j 1appel le mon chat Poussy. 
NIVEAU IV SV= V+ SN+ SN (voir la nature des SN ci-dessus) 
NIVEAU V 
a. compléments différents hiérarchisés 
b. compléments coordonnés 
c. double pronomalisation. 
SV = V + SN [ + expansion J + SN [ + expansion] 
(une seule des expansions) 
a. second complément expansé : avec son père et 
son petit frère 
v. 72 
b. premier complément expansé: il a frappé le chat 
noir avec un bâton. 
NIVEAU VI : SV= V+ SN+ expansion+ SN+ expansion. 




NIVEAU VIII une structure d 1un des types précédents avec 
expansion= proposition subordonnée. 
a. relative introduite par QUI 
b. relative introduite par QUE 
c. conjonctive introduite par QUE 
d. infinitive avec SN sujet : je vois le chien courir 
e. infinitive avec syntagme pronominal antéposé 
sujet : je le vois courir 
f. interrogative indirecte: je sais commen t on fait 
g. circonstantielle. 
NIVEAU IX: phrase d 1un des typ.es précédents avec CC de phrase 
mobile non stéréotypé : avec mon frère et ma soeur 
nous avons joué. 
NIVEAU X a. interrogation avec inversion 
c. emphase 
d. phrase passive. 
V. 73 
APPLICATION V : Procédure de gestion des échanges en télétraite-
ment par caractères de contr61e. 
Le_ .. problème de la transmission correcte des informations 
entre ordinateurs et/ ou terminaux nécessite fi introduction de caractères 
spéciaux, dans le message et dans la procédure. lis sont destinés à 
assurer une bonne compréhension du dialogue qui va s 1établir entre les 
deux stations. 
Nous cons i dérerons le cas de la transmission en mode de 
contention. Ce mode de transmission ne peut s 1opérer qu'en point à 
point : lorsqu'un des deux ordinateurs/terminaux désire obtenir la 
ligne pour envoyer un message à 11autre, il envoie le caractère de 
contrôle 1EN0.1 et prend le statut de "maître". L 1ordinateur/terminal 
récepteur prend le statut d 111 esclave 11 • 











précède tout bloc de message 
termine tout message · 
termine tout bloc de message 
fin de transmission 
demande 11état d 1une station; la répétition de 
transmission. 
(En cas de conflit entre des ENQ transmis simulta-
nément, un test de priorité déterminera quel le station 
a le droit de transmettre). 
accusé de réception positif pour les blocs pairs 
accusé de réception positif pour les blocs impairs 
accusé de réception négatif 
demande d 1un délai de la part du récepteur 
demande d 1un délai de la part de 11émetteur. 
Parmi I es séquences que peuvent s'échanger les deux 
stations, nous _trouvons un certain nombre de séquences types; rele-
vons-en quelques unes. 
V. 74 
1. %,nvoi d 1un mess~ de la station A (maîtr~ vers la station B (esclave). 
















ETBf-loc no 1 ISTX 


















A demande à B s 1il 
est prêt à recevoir 
B répond qu 1 il est 
prêt 
Transmission du 
bloc n° 1 
Réponse 11 bien reçu" 
Transmission du 
bloc n° 2 
Réponse 11mal reçu" 
(erreur de parité 
longitudinale) 
Retransmission du 
bloc n° 2 
Réponse 11 bien reçu" 
Transmission du 3ème 
et dernier bloc 
Réponse 11 bien reçu" 
Fin de transmission 
et déconnect ion 
En cas de mauvais accusé de réception, un bloc peut être retransmis 
jusqu 1à 3 fois; au -delà, un caractère EOT est envoyé par l'émetteur 
et la I igne déconnectée. 
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- A demande à B s 'i l 
est prêt à recevoir 
1 
délai de 3 secon-
des (= temporisa- B ne répond pas 






Fin de transmission 
et déconnection après 
3 essais 












ETB ploc no l STX 
ENQ 






A demande à B s'il 
est prêt à recevo i r 
Best prêt 
Transmission du bloc 
n° 1 
! délai maximum de 2 secondes 
WAST B demande un déla i 




A demand I tétat de B 
B est prêt à recevoir 
et signale que le der-
nier bloc a été b i en 
reçu 
Transmission du 2èm e et 
dernier bloc 
Réponse "bien reçu" 
Fin de transmiss ion 
et déconnect ion. 













délai m ximum 















A demande à B s 1il est 
prêt à recevoir 
B est prêt 
A demande un délai 
avant de transmettre 
le bloc suivant 
B attend 





Réponse "bien reçu" 
Fin de traRsm i ss ion 
et 9éçonnect ion. 
Nous allons mettre en page cette procédure d•échange entre 
deux stations dans une table de décision séquentielle. En réalité, nous 
devons en établir deux: une qui rend compte de ce qu 1émet et re.:;oit le 
maître et une autre de ce qu 1émet et reçoit ! •esclave. Nous n 1établirons 
que la première, la deuxième pratiquement s 1en déduit, étant son complé-
ment. 
Les séquences qui seront enregistrées dans ces 2 tables sont 
caractérisées par le fait qu'elles contiennent chacune en alternance une 
opération d 1écriture (caractère de contrôle et/ou message) suivie d 1une 
opération de lecture (accusé de réception). 
1 Table M (table du maître). 
Nous commençons par y enregistrer les séquences définies 
ci-dessus. Ensuite, examinons les cases libres : el les peuvent être 




moyennant une analyse plus poussée, nous pouvons découvrir certaines 
séquences ou sous-séquences nouvel les. En tous cas, i I est souhaitable 
de combler certaines cases vides susceptibles d 1être sollicitées acci-
dentellement. Elles le seront au moyen d 1un symbole qui conduira le 
système vers un état d'alarme. 
Montrons comment les séquences sont enregistrées dans la 
table en parcourant une séquence particulière: la phase initiale provo-
que I 1envoi du caractère de contrôle 1ENQ1 avec basculement en phase 2 
de façon à réceptionner normalement un ACKO. S 1il s 1agit bien de ce 
caractère, le premier bloc peut être transmis (phase 27) mais dans des 
conditions de contrôle différentes selon que le test indique qu 1il se 
termine par ETB ou ETX. Cette opération d 1écriture sera suivie d 1une 
lecture de caractère (en phases 28, 29, 30); selon le caractère reçu 
la poursuite de la séquence sera différente. Ainsi, si un ETB/ETX a 
été transmis et' qu 1un caractère invalide a été reçu, un test du nombre 
d 1ENQ émis aura lieu en phases 31, 32. Si ce nombre est inférieur à 3, 
une nouvel I e interrogation par ENQ (en phases 33, 34) aura pour but de 
demander à la station distante, d •accuser réception. Et ainsi de suite. 
N 1oubl ions pas de remarquer que cette table contient les 
phases équivalentes suivantes : 
11 = 27, 
31 37, 
12 = 28, 
32 = 38, 
13 = 29, 
33 = 39, 
14 = 30 
34 = 40 
Ces phases définissent un seul et même état de la procédure et permet-
tent de réduire la table en fusionnant leur ligne. 
Ocr•Jlné'r d 'ob1en1ion d f' l.i l lg, c pou r 
..,..,o.,.er un me•s•ge 
AHe'"lte de le r-4ponse à la demande d 1occupatlon 
C:e l lgne 
L ·esclave est prêt à recevo ir le message 
F in d e tranarn lssion 
Les 2 •t•lions dem•ndent I• ligne 
Pas de r,foonse ou rlp<,nse Inval Ide à la demande 
d'H', o i dr messoge 
Un b loc Pllir PeYI rire envoy6 
A u e,,- : e de 11accusl de r,keptlon pou,- un bloc pa ir 
clôturl par ETB 
Aue,.·,t e de l'accus6 de r4ceptlon pour un bloc pair 
clôturl par ETX 
OJl• I de-mandl par 11imctteur 
Acc1.1•I de rlce-olion Invalide pour lM'1 bloc pair 
c lô turl P•r ETB 
A=-c:vd de rlc~t lon '"'' •l it.le pour un bloc pair 
c l.;h..r6 pu• ET>< 
O ctr1~•-w:! e de l'acC\.ls/. de r~ceptlon pour un bloc 
c,,. ir clôtur6 par ETB 
Oem.1nde d• l 1accus4 de r6ceptlon pour un bloc 
JMir c lô tur4 par ET>< 
Aco.i sf C• r,ceptlon nfgetlf poyr un bloc 
Le- b loc: p•lr peut i1re r44:nl• 
~ta= defflend6 o•r le r4ce-i,teur •v•nt l'envol 
de l ' .J C'Cus6 d• r4ceptlon d'un bloc pair 
c:ôt1.,rf p.,-• ET a 
°''•i demend, p,.r le réce-i, 1.ur •van1 l ' •nvo l 
d• Jr4cc1.1s, de rfccptlon d'un bloc pa Ir 
c lôturf par ETX 
Ot1'!'1 ~:"td• al Ir r,c~!eur est prêt à .nvoyer 
1·i1.:c•..1•i d• riCt-f)llon d 'un bloc P• lr 
c :ô1u· ~ ~•r !!Ta 
Demande al le Ncepteur est prêt à envoyer 
l'ace~•• de ricep1ion dtun bloc pelr 
clôwr, ~r ETX 
A.tient• aca,af de ,-,ceptlon pour un bloc pair 
ckitur4 par ETB 
Auen1e •ccu•6 de rfcept lon pour un bloc pelr 
clÔ&ur-6 p•r ET>< 
041al demandf P•r flfmeUNr 
Acc-uH de r4ceptlon Invalide pour 1.1n bloc Impair 
clôtur-4 par ETB 
Acc1.1a4 de r4cepllon lnvelide pour un bloc Impair 
clÔlur-4 par ET)( 
Oem•nde de 11accua6 de r4cept Ion POIJt" lM'1 bloc 
lm~lr cJô11..,,-4 par ETB 
Demande de toaccud de r4ceptlon pour un bloc 
&,np.lr clÔIMr-4 par ETX 
Accuaf de r4ceptlon n4ga1tr pour un bloc Impair 
Le bloc Impair peut êtra r44ml• 
041•1 d9"1"1and4 par le rfcepteur • ..,.,,, P-,vol de 
l •accus6 de r6cep1ion d'un bloc Impair clôtur, 
par ETS 
041•1 d..-nandf par le r4cepteur av•nt l'envol de 
l'•ccuM oe r4ceptlon d'un bloc lmp•lr clô1urf 
par ET>< 
O""'..,,"• "- 11accuM de rfceptlon d 1un bloc lmpolr 
c1Ôlur4 par ETB 
o.,,ancf• de PecaJa4 de rkep1lon d'Un bloc Impair 
c101ur4 por 11:TX 




























C O N D 1 1 1 0 N S ---- -1 
c1:1 ra c 1l• re con- comp!eur com:,:<!ur trst - - , 
lrÔle l•nls caro111c1èrt.' con1 r ôle rt"ÇU E:-.1~ bl !>c :ir•or, · r- ... 
D E CIS IONS 
!---"-.C.-,--'--"r--t--r--,----,,---r--.---f--""-:-'-f-"---'7--+:.;....,cc__: ' 
O. 1. CTO ETX 1"T LJ (;.N Q ACKO ACK I N,\J,( \"IA:);" ln,•~ lidt" <J , _3 <J ;J r,. : E ~u., 1 
<:ml•slori Cc '!.NO' , 
ln ltla tl lit:r el 1.ance 
T l 
Augnenttir le comp -
tf'Vr ENQ d'une 
un/16. 
Oascul e r dans Plia 
réception 
27 
Em ission de •EOT• FIN 
Emission d 1un bloc 
de mesaage, 
lnlllell1er e t lancer 
Tl 
Mellre le compteur 
ENQ à O, 
Mott re le compta.,r 
bloc à 1 . 
Basculer dans 1'6ta 
réception 
Basculer dans 1 •ét• 
r~cept lon 
O:uculer dans 11.S1a 
r écep t ion 
Emission d e •ENQ•, 8 
lnlt l•llser et lancer 
T 1' 
Aug-nenter le comp-
teur ENQ de 1 • 
Emission de 1ENQ•, 9 
ln itl al lser en lancer 
T,, 
AugmentPr le comp-
teur ENQ de 1. 
Réémlulon du der-
nier b loc, 
Initial lser et lancer 
T1, 
AuSJTlenler le comp-
teur bloc de 1, 
Emission de •ENQ 1 , e 
ln ll lallHr el lancer 
Tl 
~~en ter le cornp 
leur ENQ de 1, 
Emission de •ENQ • 9 
lnil i•llser e t lancer 
Tl 
Aug,,en1er le comp-
1eur ENQ de 1, 
Em l••lon d'un bloc 
d e message 
lnlt io llaer et lancer 
T,, 
Mettre le compteur 
ENQ à. 0, 
Mettre la compteur 
bloc à. 1. 
Bosculer dan• Jl4ta 
rlcep1 lon 
Basculer dans l'lla 
r4cepll~ 
Ba•culer dan• 11,1a 
r6cepllon 
EmlHlon de 1ENQ•, 28 
lnltlallaer et 161"\cer 
T,, 
Augmen1er le comp-
teur ENQ de 1 
EmlHIOt\ de •ENQ• 25t 
lnltlall•er el 1..,,cer 
T,, 
Aùs,nenter le comp-
leur ENQ da 1, 
R4'1nlsslon du der-
nier bloc. 
lnhlallser et lancer 
~s,n.,,ler le comp-
teur bloc de 1. 
Emlu lon de •ENQ• 28 
In iti al lser el lar,,er 
Tl 
Aus,nanler le comp-
teur ENQ de 1. 
Em la•lon de •ENQ• 29 
lnhlellHr et 1.ncer 
T, 
Ai:is,nenler le comp-
teur de 1 
10 
9 10 
28 29 JO 



































Nous avons présenté la table de décision séquentielle et nous 
l'avons étudiée en tant qu 1out i I de synthèse des procédures séquentielles. 
Au terme de ce travai 1, i I nous paraît bon d 1émettre quelques critiques 
la concernant. Initialement, el le nous était inconnue, à présent jugeons-
la: 
- la table.1.. outil de mise en pa9._e: 
nous avions annoncé que nous cherchions un outil de mise en page plus 
manipulable et plus concis que l'organigramme. La table de décision 
séquentiel I e satisfait-el I e ces deux points ? 
D 1une part, de par sa forme tabulaire, elle est plus manipulable que 
11organigramme. 
D'autre part, elle peut revêtir deux formes : détaillée ou condensée. 
La forme détaillée de la table prend de l'ampleur aussi rapidement que 
l 1organigramme; el le n 1est qu 1une image de ce dernier exprimé en 
terme de phase. De plus, quel que soit le nombre de conditions qui 
articulent la procédure, chaque ligne n 1occupe que deux colonnes; 
ceci entraîne une perte de place considérable. Si la procédure s 1y 
prête (cas par exemple, des procédures dont I es traitements à exécuter 
sont fonction de symboles ou caractères lus ou apparaissant successi-
vement), il y a avantage à 11enregistrer dans une table condensée. 
Celle-ci est toujours plus concise que l'organigramme; pensez à la 
mise en r>age sous forme d 1organigramme de la procédure de gestion des 
échanges au télétra i tement. La table, dans sa forme condensée, permet 
de présenter de manière claire et concise certaines procédures qui 
nécessitent plusieurs page_s de définition ou plusieurs pages d 1organi-
gramme. 
La justification de la table en tant qu'outil de mise en page est donc 
sa forme condensée. 
Elle possède également 11avantage d 1être lisible et compréhensible par 
tous., informaticiens et non informaticiens. 
- la tableL,2util d 1ana_!yy;e: 
grâce à la théorie des graphes et au graphe qu 1il est toujours possible 
de définir à partir d 1une table, il est aisé de développer toutes les 
séquences et branches de la procédure enregistrée dans cette table. 
La table d 1elle-même fait également ressortir tous les cas omis. 
Par contre, i I est malaisé de vérifier si dans un organigramme toutes 
les possibilités ont été envisagées ou de déterminer tous les chemins 
possibles de la procédure. 
Si, après analyse, des modifications sont à apporter à la procédure 
et/ou à la table, il n 1y aura aucune difficulté à introduire dans la table 
de nouvel les phases et de les raccrocher aux phases déjà définies, ou 
d 1en supprimer. 
- la tablei....outil de si,nplification: 
une procédure enregistrée, dans une table de décision séquentielle, 
peut donner naissance à des phases équivalentes. Celles-ci détec-
tées peuvent être fusionnées afin de s imp I ifier la procédure et ré-
duire la table. 
- la table1.-outil d 1aide à la grq_~r:ammation: 
la table de décision séquentielle permet non seulement de présenter 
au programmeur une synthèse claire et précise du problème, elle 
lui permet également de programmer d 1une manière soignée et 
avantageuse pour 11exploitation, la maintenance et les corrections 
d'erreur. 
11 est normal de comparer la table de décision séquentiel le 
à l 1organigramme, seul outil connu pour la synthèse des procédures 
séquentiel les en logique enregistrée. 
Notre but n 1est pas de détrôner 11organigramme mais de 
montrer que : 
- dans certains cas, i I est plus avantageux de mettre en 
page les procédures séquentielles dans une table sé-
quentiel le; 
- la table séquentielle est un meilleur outil d'analyse et 
de simplification que 11organigramme; 
- elle permet de procéder à une programmation . soignée, 
modulaire et classique. 
La notion fondamentale qui a permis de développer l'idée 
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