A modified covariance Frobenius norm (MCFN)-based spectrum sensing algorithm is proposed for cognitive radio systems with correlated multiple antennas. With some transformation, the MCFN detector can be regarded as a weighting version of the covariance Frobenius norm (CFN) detector. Consequently, the MCFN sensing algorithm is capable of achieving an improvement in detection performance.
Introduction
Cognitive radio (CR) is a potential way to resolve spectrum scarcity problem [1] . Spectrum sensing is one of the kernel components in cognitive radio systems. Three classical blind detectors, including energy detector [2, 3] , eigenvalues base detector [4] and covariance based detectors [5, 6] , have been studied for sensing primary signals. In these detectors, the performance of the energy detector will degrade significantly while there is noise uncertainty. The eigenvalues based detector has high implementation complexity. Different from the energy detector and the eigenvalues based detector, the covariance based detectors, including covariance absolute value (CAV) detector and covariance Frobenius norm (CFN) detector [5, 6] , have low implementation complexity and robust to noise uncertainty. It has been shown [5, 6] that the covariance based detectors can be applied to both time domain and spatial domain cases by exploiting time correlation and spatial (or antenna) correlation, respectively.
In this paper, we present a modified covariance Frobenius norm (MCFN)-based sensing algorithm. The proposed algorithm outperforms the CFN detector. It has been shown in [5] that the CAV and CFN detectors have the same sensing performance. Therefore, our algorithm also outperforms the CAV detector.
System model
Consider a secondary user with antennas. Let denotes the discrete-time signal received from the antennas. With the binary hypothesis, the received signal from M antennas can be described by the following expression [7] 
where x(k) ∈ C M ×1 is the received signal at the kth sampling instant; h(k) ∈ C M ×1 denotes the channel gains, it is assumed that the channel gains are correlated between antennas, but independent and identically distributed over time. Here h(k) is assumed to has zero mean and covariance R h , whose (m, n)th element is ρ |m−n| with ρ being the channel gain correlation coefficient between adjacent antennas [7] . The term n(k) ∈ C M ×1 denotes independent and identically distributed zero mean white Gaussian noise, i.e., n(k) ∼ CN (0, σ 2 n I M ) with σ 2 n being the noise power; And s(k) denotes primary signal with power σ 2 s . Without loss of generality, h(k), n(k) and s(k) are assumed to be independent of each other.
Proposed method
With finite samples, the sample covariance matrix is given bŷ
where r m,n (K) denotes the (m, n)th element from K samples.
In ideal case (i.e., infinite samples case), the covariance matrix should be diagonal in primary signal free environment and be non-diagonal in primary signal present environment. Based on these observations, Zeng et al. has proposed CAV and CFN detectors [5, 6] . The test-statistics of the CAV and CFN detectors are respectively given by
The steps of the proposed algorithm are concluded as follows:
Step 1) Compute the sample covariance matrix with the received signals from M antennas;
Step 2) Compute the test-statistic value using (10);
Step 3) Compare the value of T MCF N and threshold λ. If T MCF N > λ, the signal exists; otherwise, the signal does not exist.
Note that here the threshold λ is just related to the required probability of false alarm (P f ) and the sample number K. Hence its value can be predetermined through simulation for any given P f and K.
Numerical results
The proposed algorithm is evaluated in this section. Assuming that four antennas are deployed in a secondary user and the channel gain correlation coefficient between adjacent antennas is set to be 0.5. The number of samples is selected as K = 100 and let the signal to noise ratio (SNR) be −5 dB. Fig. 1 shows the relative operating characteristic (ROC) curves of the CFN and the MCFN algorithms from 10000 Monte Carlo simulations. It can be seen that the MCFN method outperform the CFN detector. While the P f is 0.1, the detection probability (P d ) of MCFN is over 0.8, however the P d of CFN is below 0.7. Next let the antenna correlation increase from 0.5 to 0.7, and keep other conditions unchanged. The ROC curves of the detectors are shown in Fig. 2 . It shows that the P d of MCFN detector achieves 0.9 with P f being 0.01, and The simulations imply that the proposed algorithm has better performance than the CFN detector, especially when the required P f is low.
Conclusion
In this paper, a modified covariance Frobenius norm (MCFN)-based spectrum sensing algorithm is proposed. Compared with the CFN detector, the proposed algorithm achieves a better performance, especially when the required probability of false alarm is low.
