A recent development in the derivation of soliton solutions for initial-boundary value problems through Darboux transformations motivated us to reconsider solutions to the nonlinear Schrödinger (NLS) equation on two half-lines connected via integrable defect conditions. Thereby, the Darboux transformation to construct soliton solutions is applied, while preserving the spectral boundary constraint with a time-dependent defect matrix. In this particular model, soliton solutions vanishing at infinity for N = 1 and N = 2 are constructed.
Introduction
As an important physical equation the NLS equation was subject to a great number of research works. Over time various methods to deal with integrable nonlinear partial differential equations (PDEs) in different settings have been formulated. One of these methods, the Unified Transform, announced in [6] was successfully applied to initialboundary value problems of linear and integrable nonlinear PDEs of one space and one time variable. To this end, the Unified Transform was used to yield results for the NLS equation regarding various spatial domains like the half-line, a finite interval and even a star-graph [3] . As in the case for initial value problems, it is based on the representation of the equation through a Lax pair which consists of two matrices usually referred to as the x part and the t part. However, the structural innovation of the Unified Transform is the simultaneous use of x and t part in the direct scattering process.
In some cases which mainly depend on the boundary condition, the Unified Transform is for initial-boundary value problems as efficient as the inverse scattering transform for initial value problems. These so-called linearizable boundary conditions make use of a natural symmetry relation to linearize the problem on the spectral side. Having identified linearizable boundary conditions, it is a priori not clear that they are also integrable boundary conditions. Though, most of the known examples conveniently fit both classes. Finding formulae for long-time asymptotics [5] and for explicit solutions [1, 9] for the NLS equation on the half-line with certain and linearizable boundary conditions, respectively, has been well addressed in the literature.
Nevertheless, the study of a defect or impurity at a fixed point which preserves integrability is still of interest in rather recent studies by several authors, not only for the NLS equation, but also for other PDEs. In one of these studies [4] , the authors illuminate the Lagrangian description of "jump-defects", integrability preserving discontinuities with two fields u, v, where the conditions relating the fields on the sides of the defect are Bäcklund transformations frozen at the defect location. For the NLS equation on the two half-lines they established the following defect at x = 0:
where Ω(t) = β 2 − |v(t, 0) − u(t, 0)| 2 , α and β real parameters (α was added in [2] ). Our aim is to take up this specific integrable model which consists of two half-lines connected via the defect conditions and compute exact solutions through a method which already yielded results for other integrable models. To the best knowledge of the author, combining boundary conditions corresponding to a time dependent boundary matrix with the latest method of computing exact solutions of initial-boundary value problems [9] extended to a star-graph N = 2 is a novel approach.
Using the aforementioned natural symmetry, a method called mirror-image technique was developed to tackle initial-boundary value problems on the half-line by extending it to the whole axis, which may seem like an unnatural approach. On the other hand, there was recently a development for the Unified Transform [9] incorporating the Darboux transformation and hence the construction of exact solutions. For the NLS equation with Robin boundary conditions both methods were successfully applied, see [1] for the mirror-image technique.
For integrable PDEs, the Darboux transformation [7] is a powerful method for constructing solutions. In particular, the well-known soliton solution appearing in many physical motivated PDEs like the NLS equation can be computed thereby. The crucial part of the new approach is to supplement the Darboux transformation with the boundary conditions without destroying the integrability of the system, which was realized for the Robin boundary conditions in [9] and was called "dressing the boundary". Now let us comment on our contribution. For the relevant model, we adapted the method of dressing the boundary to encompass two half-lines which are connected via defect conditions. However, the structure of the defect conditions on the spectral side leads to an additional hurdle and as a consequence, we settled for computing N -soliton solutions of order up to N = 2.
In Section 2, we introduce the NLS equation and its equivalent spectral part for which the Darboux transformation is discussed. Then, in Section 3 of this paper, we specify the model we want to solve: the NLS equation on two half-lines connected via defect conditions at x = 0. After establishing the spectral side of this model, we give the motivation to dress zero seed solutions. Propositions 1 and 2 realize dressing the boundary for one-and two-soliton solutions. These will be visualized in the last section and thereby we will point out some observations. Finally, we gather further information and directions in the Conclusion.
Darboux transformation for the NLS equation
In this section, we will outline a direct method to obtain soliton solutions of the NLS equation, the Darboux transformation. Indeed, Darboux transformations are known to provide an algebraic procedure to derive soliton solutions of various integrable PDEs. The method by itself is not grounded on the focusing NLS equation
for u(t, x) : R × R → C and the initial condition u 0 (x), but it can be incorporated in an equivalent compatibility condition of the following linear spectral problems
where Ψ(t, x) : R × R → C 2 and
as well as
In this context, the 2 × 2 matrices U and V form a so-called Lax pair, depending not only on x and t, but also on a spectral parameter λ. For a solution ψ of the Lax system (2.2) the compatibility condition ψ tx = ψ xt with constant spectral parameter λ is equivalent to u(t, x) satisfying the NLS equation (2.1). Furthermore, we will refer to U and V as the x and t part of the Lax pair, respectively. In this paper, we only consider the class of solutions which are sufficiently smooth and decay as 
Darboux transformation
The Darboux transformation can be viewed as gauge transformation acting on forms of the Lax pair U , V . Here, it is meant to be applied while preserving certain constraints to transform an "old" solution into a "new" solution. For that, the undressed Lax system (2.2) will be written as U Suppose that it is possible to construct a gauge-like transformation
such that the structure of matrices
is identical with the structure of 
where 1 is the identity and P [1] is a projector matrix. Here, ψ 1 and ψ † 1 denote the transpose and the transpose complex conjugate of ψ 1 , respectively. The important point of this method is that the solution u [1] can be reconstructed through the first line of (2.4) or in terms of matrices
which is called reconstruction formula. Technically, the Darboux transformation can be summarized in the following way: Suppose we have a system, of which we know the solution. Then, transforming the system via the dressing matrix allows to construct the solution to a different system. Especially, if both systems correspond to the same PDE, the reconstruction formula lets us obtain a new solution to the PDE. Therefore, in advance a good understanding of the set of solutions of the NLS equation is instrumental, since they are decisive when it comes to solutions of the Lax system. However, there is only a limited number of cases known, e.g. the zero solution. In this regard, using the zero solution as seed solution, i.e. u[0] = 0, one can construct among other solutions a one-soliton solution u [1] . This will be of interest in the following studies.
Given N distinct solutions ψ j = (µ j , ν j ) of the undressed Lax system (2.2) evaluated at λ = λ j , j = 1 . . . N , the basic dressing matrix D [1] may be iterated in the following sense
where P [j] are projector matrices defined by
Analogously to N = 1, for the reconstruction formula we need to insert
into the transformed Lax system
and extract the information of the coefficient of λ N −1 of the first line. Therefore, we need the coefficient of
Then, the reconstruction formula can be computed as
Note that, the method can also be applied to more general domains than (t, x) ∈ R × R.
Dressing
In what follows, we will present the model for which we want to compute exact solutions. Working on half-lines, a new method has been applied to the NLS equation with Robin boundary conditions [9] , which we want to adapt here. Contrary to the mirror-image technique [1] , this new method remains on the half-line when constructing exact solutions. However, since we will have two half-lines whose solutions communicate with each other through the boundary conditions, we need to adapt the method to this simple graph structure.
NLS equation with defect conditions
First, we will generalize the NLS equation (2.1) to the NLS equation on two half-lines
for u(t, x) : R + × R + → C and initial condition u 0 (x) and
In that context, taking for example u(t, 0) =ũ(t, 0) and u x (t, 0) =ũ x (t, 0) as boundary conditions, the two half-lines are connected such that there is no reflection and trivial transmission and by redefining the initial condition accordingly we end up with the NLS equation as in (2.1). However, we want to work with slightly more complicated yet integrable boundary conditions, with so-called defect conditions
at x = 0. In particular, we have Ω = β 2 − |ũ − u| 2 and defect parameter α, β ∈ R. Like before, we are interested in the equivalent relation of this model in the form of a Lax system. For (t, x, λ) ∈ R + × R + × C the solution u yields the Lax pair U , V and for (t, x, λ) ∈ R + × R − × C the solutionũ yields the Lax pair U , V , each pair of the form (2.3) and subject to a Lax system
on the corresponding domain. The compatibility condition ψ xt = ψ tx for a solution ψ, ψ to the respective Lax systems with constant spectral parameter λ is equivalent to the requirement that u(t, x),ũ(t, x) satisfy the NLS equations (3.1), (3.2), respectively. Moreover, the defect conditions can be written as a matrix equality of U , V , U , V and a defect matrix G dependent on t, x and λ which is called boundary constraint
where the defect matrix is given by
Here, it is important to note that Ω is real. This fact follows from the symmetry U (λ * ) * = KU (λ)K −1 which transfers to G(t, x, λ), where
Remark. The connection of the defect conditions (3.3) to the boundary constraint (3.4) has been discussed, among other publications, in [2] and [4] . Therein, the authors additionally prove the existence of an infinite set of modified conservation laws, which means that the defect conditions are indeed integrable boundary conditions.
The defect conditions being integrable establishes the possibility to apply the Darboux transformation to this model in order to produce soliton solutions.
Dressing the defect
For the purpose of constructing soliton solutions, we need to incorporate the boundary constraint into the Darboux transformation. Therefore, suppose we have two special solutions ψ 1 (λ 1 ) and ψ 2 (λ 1 ) of the undressed Lax systems
, respectively, which comply with the following equality
we can conclude that the seed solutions u[0] andũ[0] satisfy the defect conditions (3.3) or to be more precise the boundary constraint. Take the x part of the Lax systems at x = 0 and λ = λ 1 8) and insert (3.6) into (3.8) to obtain
which can be combined with (3.7)
to infer that the x part of the boundary constraint for the seed solutions holds. Analogously, the t part of the Lax systems infers that the t part of the boundary constraint holds. The two special solutions are, moreover, crucial ingredients in the Darboux transformation. 
and
In particular, for every j = 1, . . . , N the following holds
With this information, we can proceed to use the dressing procedure and calculate soliton solutions of the presented model. 
be special solutions of the corresponding undressed Lax system associated with the spectral parameter λ 1 such that
satisfying the boundary constraint
Moreover, the so-constructed u[1] andũ [1] solutions to the NLS equations on the half-lines satisfy the defect conditions. 
Then, one can show using the structure of the matrices in the dressing procedure:
that equations (3.11) hold. To proof (3.12), we write the l.h.s. and r.h.s. multiplied by λ as matrix polynomials
Since the highest order term of each factor
is the identity matrix, so are L 2 and R 2 and thus L 2 = R 2 . Now, for the other matrix coefficients we look at the zeros and the associated kernel vectors of L(λ) and R(λ). By construction we have
whereby these equalities hold for x ∈ R + and x = 0, respectively. Here, the symmetry of the Lax pair provides another vector
, which is orthogonal to ψ(λ 1 ) and suffices
Again, these equalities hold for x ∈ R + and x = 0, respectively. Now, due to the structure of G[0], c.f. If we compare these formulae (3.14) and (3.15), we can derive easy, but helpful relations
In fact, the conditions (3.13) for R(λ) after multiplication with −iψ † 1 ψ 1 can be written as
and as
2 . Now, making use of the relations (3.16) and keeping in mind that β as well as Ω are real, we obtain by complex conjugating (3.18) the following
Since the first and the second entry of (3.19) is equal to the second and minus one times the first entry of (3.17), respectively, we only need to proof one pair of conditions. Not only that, but if the first entry of (3.17) is zero, the second entry of (3.17) is zero and vice versa. For that, suppose the first entry of (3.17) is zero, then we can rearrange the equation to obtain an expression for d 11
and insert this into the second entry of (3.17) to obtain
which is zero by definition of Ω [1] . Taken together, we reduced the conditions (3.13) to the first line of (3.17). So, we need to show that
The 
In this case, a quick computation using (3.10) can be done to obtain the difference of the solutions in a convenient form
and a similar calculation for the β − Ω [1] gives
Altogether, the equations (3.14), (3.20) and (3.21) fulfill the desired condition:
At this point, we have shown that L(λ) and R(λ) share the same four zeros and associated kernel vectors, implying that also the two remaining matrix coefficients of the matrix polynomials are the same and hence L(λ) = R(λ), which finishes the proof for N = 1.
Hereby, we have shown how to use "dressing the boundary" to compute a one-soliton solution to the NLS equation on two half-lines (3.1) and (3.2) with defect conditions (3.3). There are three important points we want to emphasize. Firstly,
is the key equality of the proof. Secondly, the condition for special solutions of the Lax systems, i.e. ψ 1 (λ 1 ) = G[0](t, 0, λ 1 )ψ 1 (λ 1 ), is solely assumed to hold for the key equality and thereby restricting the solution space. Lastly, considering zero seed solutions u[0],ũ[0] lets us not only obtain an easy expression for the solutions of the Lax pair (3.9), but more importantly identify the contribution to the kernel vectors and associated zeros of the key equality, due to the resulting diagonal structure of G[0].
Remark. The structure of this proof can theoretically be generalized to construct Nsoliton solutions. However, since specific information of the N -fold Darboux transformations need to be taken into account while dealing with the key equality, some of the steps need to be treated separately.
Nevertheless, our next step will be constructing higher order soliton solutions in the context of dressing the boundary. Proposition 2. Consider the NLS equation on two half-lines (3.1) and (3.2) with defect conditions (3.3). Let u[0],ũ[0] be zero seed solutions and ψ j (λ j ) = (µ j , ν j ) , ψ j (λ j ) = (μ j ,ν j ) be special solutions of the corresponding undressed Lax system associated with the spectral parameter λ j , for j = 1, 2, such that
Then, two two-fold Darboux transformations D [2] , D [2] using the corresponding special solutions lead to
Moreover, the so-constructed u[2] andũ [2] solutions to the NLS equations on the half-lines satisfy the defect conditions.
Proof. Analogous to the proof for N = 1, the proof is based on the key equality
Again, we write the l.h.s. and r.h.s. multiplied by λ as matrix polynomials
Since the highest order term of each factor is the identity matrix, so are L 3 and R 3 and thus L 3 = R 3 . Now for the other matrix coefficients we look at the zeros and the associated kernel vectors of L(λ) and R(λ). Instead of two kernel vector from the solutions of the undressed Lax systems, here we have four. Thus,
at x ∈ R + and x = 0, respectively, for j = 1, 2. With ϕ j (λ * j ) = σ 2 ψ j (λ j ) * , one has also
at x ∈ R + and x = 0, respectively, for j = 1, 2. Then, the structure of G[0] gives an additional pair of zeros and associated kernel vectors at λ = −(α ± iβ)/2 together with the unit vectors (1, 0) , (0, 1) , i.e.
so we need to proof that R(λ) satisfies the same conditions
At this point, the proof will deviate from the proof for N = 1 to a larger extent, since the explicit formulae for the expressions are different. However, it should be noted that
still arise in the entries of R(λ). Even though, these expressions are harder to handle. For the entries of (ψ †
, we look at
Then, for λ = − α+iβ 2 extract-multiplication with (1, 0) -the (11) and the (21)-entry
And, for λ = − α−iβ 2 extract-multiplication with (0, 1) -the (12) and the (22)-entry
by the special solution ψ 2 , cf. (2.5), and analogously for ψ 2 [1] . As for N = 1, we obtain the relations (3.16) for entries of D [2] , which implies that if we show that one entry of (3.22) is zero, so are the other three. Moreover, we need the formulae for u [2] andũ [2] , such as of a Bäcklund transformation, the solution was assumed to be an individual soliton on each side of the defect, it was checked with an algebra program that these functions indeed solve the defect conditions, however only with α = 0. Furthermore, the relations (3.10) are not as straightforward, but emerge as a result of a property cleverly enforced on Ω.
The author is of the opinion that the framework used here has some advantageous to the one operating only on the solution side. One of them is that the only equation that needs to be checked is of the form
instead of the defect conditions (3.3) which contains space and time derivatives. Moreover, adding another real parameter α to the defect, which is slightly more general than the defect conditions considered in [4] , would add another summand to the defect conditions. In our framework, the parameter α has no significant influence on the proof and the calculation (3.23), it just appears in the quotient of the norming constants of special solutions (3.10). Furthermore, we believe that this framework can be adapted more easily to other models. To give the reader a visual impression of the defect conditions, we plotted the computational results. 
Soliton solutions
Let us briefly mention in which way the complex parameter u 1 , v 1 and λ 1 = ξ + iη, for ξ, η ∈ R, control the one-soliton solution on the half-line. Here, the well known one-soliton takes the form
Particularly, we have
where
= 1 corresponds to x 0 = 0 and φ 0 = 0. Visually, a spatial shift of the one-soliton solution at the defect conditions x = 0 can be seen. This can be confirmed by calculating the initial positionx 0 and initial phaseφ 0 of the solution on the negative half-lineũ [1] . For that, keeping in mind that the spectral parameter λ 1 is relevant on both half-lines, we look at the quotient of the remaining complex parameterṽ
Utilizing (4.1) for this quotient, we deducẽ
Therefore, not only is there a spatial shift of the one-soliton through the defect conditions, but also a phase shift, which can not be seen in the absolute value of v [1] . The illustrated example can be recalculated with v 1 = u 1 = 1, λ 1 = − The expression 2λ 1 +α−iβ 2λ 1 +α+iβ lets us state some facts about the behaviour of the spatial and phase shift ofũ [1] . Letting β → 0, the quotient goes to 1, which indicates that the discontinuity at x = 0 disappears, suggesting that α by itself can not maintain it. Whereas letting |β| → ∞, the quotient goes to −1, which means no considerable spatial shiftx 0 → 0 and essentially a shape inversionφ 0 → π. However, if we take β = 0 and let |α| → ∞, the effect of discontinuity also disappears, i.e.x 0 → 0 andφ 0 → 0. Hence, the second defect parameter may be understood as a means to smooth out the discontinuity in the presence of the defect conditions (β = 0). Therefore, the discontinuity reaches its full potential when α = 0. Unlike in [4] , there are cases where the soliton vanishes after interacting with the defect, since for α ± iβ → −2λ 1 the quotient goes to ∞ and 0, respectively.
Remark. To translate the expressions into the notation used in [4] , first off we need to take β = 0, but with the addition that Ω = α 2 − |ũ − u| 2 . Then, for the one-soliton consider v 1 u 1 = 1, a = 2η, c = −2ξ, p = e −2ηx 0 and finally q = e −iφ 0 to recover the same result. Even the interaction of a two-soliton solution with the defect conditions is in essence the interaction of each individual soliton with the defect conditions as can be seen in Figure 2 . Fundamentally, the same argument we gave for the behaviour of the onesoliton can be taken over to this case resulting in v [2] , though the formulae become lengthy. A spatial and phase shift after interacting with the defect could be worked out.
However, we will omit that and present in Figure 3 for the convenience of the reader the two-soliton solution u [2] of the NLS equation (2.1) with the same parameter as with the defect conditions.
Conclusion
In this work, we presented the method of dressing the boundary applied to the NLS equation on two half-lines connected via defect conditions. The defect conditions, unlike previously treated boundary conditions, e.g. Robin boundary conditions [9] , correspond to a time dependent gauge transformation (3.5). The degree of the gauge transformation with respect to the spectral parameter λ and the time dependence complicated dressing the boundary. Whereas, encompassing two half-lines instead of one was straightforward. Due to this, computations for higher order soliton solutions are generally going to be difficult. Since in spite of being able to reduce it to one formula (3.23), explicit expressions of the solution and entries of the dressing matrix are required therein. Nevertheless, we proved the existence of one-and two-soliton solutions and discussed how the complex parameter of the defect conditions influence the solutions.
The defect conditions were recently used to implement new linearizable and integrable boundary conditions for the NLS on the half-line, see [8] . Based on this paper, it is planned to apply the refined method for the new boundary conditions, which also correspond to a time dependent gauge transformation on the spectral side. Therefore, the computation of higher order soliton solutions is probably not so simple. Since the new boundary conditions belong to the same category of soliton preserving boundary conditions as the Robin boundary conditions, et al., the soliton will normally not disappear, but be reflected at the boundary of the spatial domain. For this kind of soliton and "mirror" soliton solution to the model on the half-line, two-soliton solutions need to be computed and therefore, the instructional one-soliton has to be omitted.
