Abstract
Introduction
Data clustering is an important technique for data analysis which can be used to discover the similarity or dissimilarity between groups of items in a dataset such that items in one group are more similar than other groups and vice versa [11] . Mathematically the clustering problem can be defined by number of attributes and number of partitions in the dataset.
For a given dataset (X, P), X is number of attributes can be defined as:
and P is number of partitions on the dataset can be defined as:
So, the clustering problem can be viewed as searching problem that can searches a particular partition with minimum criterion function. Sum of squared error is the most  Lack of knowledge how to treat with inappropriate and clatter attributes.
 Lack of universal method how to choose the initial location of cluster centroids.
 No information about number of clusters in the dataset.
 Stuck in local optima.
To overcome the drawbacks of K-Means algorithm a lot of works have been done by various researchers. To enhancement and feature weighting in K-Means algorithm, a lot of work has been done by Modha and Spangler [39] ; Dhillon and Modha [5] ; Modha and Spangler [18] . To overcome the attribute selection problem in K-Means algorithm Huang et al., [33] have proposed an automated weighted method for attribute selection and called it weighted K-Means algorithm. The sum of within cluster dispersion is used to calculate the weight of attributes and the attributes with lower weight is removed from the set of attributes. Another issue related to the K-Means algorithm is how many numbers of clusters exist in a dataset and initialization of initial cluster centers. In real life clustering problems it is quite difficult to choose the number of clusters present in final result [27, 7] . A large numbers of procedures have been developed to determine the number of clusters present in the dataset [6, 37, 20] . These procedures are divided in various categories such as variance based approach [26, 13, 23] , structural approach [9, 17, 22] , consensus distribution approach [19, 28, 14] , hierarchical approach [25, 38, 34, 32] and resampling approach [28, 4, 40] .
In this study, a new method is proposed to enhance the initialization problem of K-Means algorithm because the convergence result of K-Means algorithm is highly dependent on the initial cluster centers. If the initial cluster centers are not chosen properly then the local optimum problem will be exist in K-Means. The good convergence result is directly proportional to the good cluster centers. Hence the proposed method addresses the initialization as well as local optimum issues of K-Means. Rest of paper is structured as background and related work in Section 2; Section 3 describes the proposed algorithm; result and discussion in Section 4 and conclusion of the paper is summarized in Section 5.
Background and Related Work
De Amorim and Mirkin [3] have developed Minkowaski Weighted K-Means (MW KMeans) algorithm and intelligent Minkowaski Weighted K-Means (iMWK-Means) algorithm to address the attribute selection and initial location of cluster center problems in which minkowski metric is used as distance measure and initial cluster center is specified using anomalous clusters. De Amorim and Komisarczuk [27] have used six different centroid initialization methods with minkowski weighted K-Means (MWK-Means) algorithm to evaluate which method gives better performance. These methods are compared on the behalf of the accuracy and processing time in which Ward method provides good results. To reduce the dependency of the K-Means on initial centroid Chan et al., [2] (2006) have applied the greedy elimination method with K-Means to generate consistent and optimal clusters center in gene expression data and this method produces better results as compare to standard K-Means and fast greedy incremental method. To initialize the k clusters points in K-Means algorithm Bradley and Fayyad [29] have used minimizing concave function as bilinear program to evaluate the k number of clusters centers. A heuristic function based on the mode of the joint probability density function has applied by Bradley et al., [30] with K-Means algorithm to generate good initial clusters points. Cao et al., [1] have proposed a new method based on the cohesion and coupling degree between adjacent items using rough set model to determine the initial clusters center using K-Means. To overcome the dependency of K-Means algorithm on the initial clusters centroids (instead of random generation) Likas et al., [15] have developed a global K-Means algorithm based on the deterministic global optimization and K-Means in which K-Means implemented as local search algorithms. To generate good initial cluster centers Lu et al., [16] have applied the hierarchical clustering approach with K-Means algorithm and this method required less iteration time and higher convergence speed but the method has some drawback such that the values of attributes must be numeric if the values are non-numeric then these values must be converted into numeric values. According to Meila & Heckerman [36] and De Amorim & Komisarczuk [31] , there are large number of methods exist to refine and initialization of the clusters centers in K-Means but at present there is not a single method that can be recognized as universal method to generate initial cluster centers. Table 1 provides the list of well-known different initialization methods that are used with KMeans algorithm as well as criteria to generate the initial cluster centers.
Table1. Different initialization method for K-Means Algorithm

Initialization Method
Cluster center Random A random function is used to generate the cluster center, i.e., rand ().
Hartigan
Generate the cluster center using the following equation:
Where, k=1, 2, 3 ……….. K N = numbers of instance and the numbers of instance must be sorted according to center of gravity.
Ward
Generate the initial center based on the ward criteria:
Where , = number of points in cluster a, = number of points in cluster b =cluster points of cluster a, = cluster points of cluster b
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Build Algorithm
Generate the initial center based on the following equation:
Where , C={ } is the close to median, D= set of all instances = Maximum value of data instance for Astrahan Generate the initial cluster using the density of data. The density of data is calculated by given equation in the dataset.
Proposed Initialization Method
In this section an initialization method is proposed for K-Means algorithm. The proposed method is used to generate the initial cluster centers rather than random or user specified cluster centers. The proposed initialization method is based on the algorithm developed by Hatamlou [8] to obtain most favorable cluster points but this method is used here to generate the initial cluster centers for K-Means algorithm. In our proposed method, the initial cluster points are generated by using the unique property of binary search algorithm to find the value of middle item in a given list, i.e.,
The above property of binary search is modified to generate the initial cluster point for KMeans algorithm. 
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The generalization of the equation (2) can be written as
The equation (3) is used to calculate the value of the variable M that specifies the range of initial cluster centers but not give the cluster centers. The cluster centers for K-Means algorithm are generated using given equation.
Consider an example dataset D that is given in Table 2 . The given dataset is applied with proposed method to get the initial cluster points. This dataset is consist total number of instances (N) = {14}, no. of attributes (i) = {2} and no. of Clusters (K) = {3}. The working of proposed method is given below: 
Algorithm: Input (Dataset (D) and k)
Step 1: Set the number of clusters (k) where k=1, 2, 3… m.
Step 2: Generate the range of the initial centroids using following: M = (max (D j )-min (D j ))/k where j = 1, 2, 3 ……….n.
Step 3: Obtain the initial cluster centers using the following equation:
Step 4: Calculate the Euclidean distance as similarity measure of each attribute x j and assigned to cluster center Ck using following equation:
Step 5: Recalculate the centers for each cluster centers using the equation in step 4 until the cluster centers are changed.
Step 6: Quit and return the final cluster centers.
Results and Discussion
The results have taken on a system with Intel core i3 processor and windows 8 operating system. Matlab 2010 (a) (Math works) environment is used to code the proposed initialization method with simple K-Means and Minkowaski weighted K-Means (WKM) as well as Random, Hartigan, Ward, Build algorithm and Astrahan initialization methods with fifty runs of each algorithm. To ensure the efficiency of the proposed initialization method Iris, wine and Pima Indian diabetic datasets [24] are used and the performance of proposed method is evaluated using accuracy, intra cluster distance and processing time parameters. Accuracy: Accuracy is the ratio of correctly predicted instances divided by total number of instances. In clustering problem accuracy is defined as: Intra cluster distance: It is a quality parameter for clustering problem that can be defined as the sum of distances between instances within a cluster to the center points of cluster. Minimum sum of intra cluster distance indicates the good quality of cluster. Processing time: Processing time is defined as the amount of time required to execute a given algorithm.
a. Dataset Information
 Iris dataset
Iris dataset contains the three class of iris flower: setosa, versicolour and virginica. This dataset contains 150 instances and three classes. In iris dataset, each class contains 50 instances with four attributes: sepal length, sepal width, petal length, and petal width.
 Wine dataset
This dataset contains the chemical analysis of wine in the same region of Italy but three different cultivators. The dataset contains 178 instances and three classes with 13 attributes. The attributes of dataset are alcohol, phenols, proanthocyanins, color intensity malic acid, ash, alcalinity of ash, magnesium, total phenols, hue, OD280/OD315 of diluted wines flavanoids, nonflavanoid and proline.
 Pima Indians diabetes dataset
This dataset contains 768 records of female diabetic patients which belong to indian origin. The dataset contains 768 data instance and two classes (tested positive for diabetes and tested negative for diabetes) with 8 attributes. Each class contains 500 and 268 data instances respectively. The attributes of datasets are Number of times pregnant, Plasma glucose concentration a 2 hours in an oral glucose tolerance test, Diastolic blood pressure, Triceps skin fold thickness, 2-Hour serum insulin, Body mass index, Diabetes pedigree function and Age. Table 3 provides the list of initial cluster centers calculated by the proposed method for iris, wine and diabetic datasets which are used as initial clusters points for K-means algorithm instead of random cluster centers. The Figure 2 shows the distribution of data instances within three classes of iris dataset using proposed method with K-Means. Table 4 shows the comparison of proposed method and other five initialization methods with simple K-Means algorithm using accuracy and intra cluster distance parameters. From the table 4, it is noticed that the proposed approach is obtained high accuracy rate (82.93, 68.94, and 67.7) and low intra cluster distance (105.72, 18059.81 and 52071.4) for iris, wine and pima Indian diabetic datasets that shows the significance of proposed method to initialization of centroid for K-Means algorithm. On the analysis of other methods, it is found that the Build and Hartigan & Wang methods provide less accuracy with iris, diabetic (81.67 and 65.8) and wine (68.27) datasets respectively and these methods also have high intra cluster distance (18062.37, 52083.36 for wine and diabetic datasets, 107.46 for iris dataset) as compared to others methods. From the above discussion, it is concluded that proposed method has significant merit than other methods. To ensure the effectiveness of the proposed method, it is also tested on the Minkowaski weighted K-Means algorithm. Table 5 provides the comparison of proposed method and six other initialization methods with Minkowaski WKM algorithm using accuracy, value of P and time parameters. From the Table 5 , it is observed that proposed method obtains high accuracy rate (95.8 and 70.3) with wine dataset using Minkowaski WKM algorithm while with iris dataset all initialization algorithms exhibits same behavior in terms of accuracy. On the analysis of time parameter, it is concluded that minkowaski ward method require less processing time (0.43 and 1.19) among all methods for iris and wine datasset while hartigan and wang method require less processing time (10.31) for diabetic dataset. While, the Arthsan method takes more time (1.7, 3.29 and 16.48 ) with all of datasets. From this table, it is also noticed that proposed method takes less time as compare to most of algorithms for execution. Hence from the above study, it is concluded that proposed approach provides good results among all other initialization methods with simple K-Means as well as Minkowaski WKM and from the above discussion, it is also stated that the proposed approach is applied with partition based algorithms for initialize the initial clusters points instead of random initialization.
Conclusion
This study focuses on the initialization problems in K-Means algorithm. The initialization problem of K-Means algorithm is formulated by two ways; first, how many clusters required for clustering task and second, how to initialize initial cluster centers for K-Means algorithm. This paper addresses the second issue of the initialization problem. To resolve it, a binary search based initialization method is proposed to initialize the initial cluster points for KMeans algorithm. In proposed algorithm, initial cluster centers are obtained with the help of binary search based method and after that K-Means algorithm is applied. Performance of the proposed algorithm is evaluated with some datasets that are downloaded from UCI repository and compared with five well known cluster centers initialization methods for K-Means algorithm. The performance of the proposed algorithm is better than all other methods. The binary search based method is also used with Minkowaski WKM algorithm to generate the initial cluster points and the performance of this method is compared with six cluster centers initialization methods in which proposed method performs better.
