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THE INJECTIVE AND PROJECTIVE LEAVITT COMPLEXES
HUANHUAN LI
Abstract. For a certain finite graph E, we consider the corresponding finite
dimensional algebra A with radical square zero. An explicit compact generator
for the homotopy category of acyclic complexes of injective (resp. projective)
modules over A, called the injective (resp. projective) Leavitt complex of E,
was constructed in [18] (resp. [19]). We overview the connection between the
injective (resp. projective) Leavitt complex and the Leavitt path algebra of
E. A differential graded bimodule structure, which is right quasi-balanced,
is endowed to the injective (resp. projective) Leavitt complex in [18] (resp.
[19]). We prove that the injective (resp. projective) Leavitt complex is not left
quasi-balanced.
1. Introduction
Let A be a finite dimensional algebra over a field k. We denote byKac(A-Inj) the
homotopy category of acyclic complexes of injective A-modules which is called the
stable derived category of A in [16]. This category is a compactly generated trian-
gulated category such that its subcategory of compact objects is triangle equivalent
to the singularity category [4, 22] of A.
In general, it seems very difficult to give an explicit compact generator for the
stable derived category of an algebra. An explicit compact generator, called the
injective Leavitt complex, for the homotopy category Kac(A-Inj) in the case that
the algebra A is with radical square zero was constructed in [18]. This terminology
is justified by the following result: the differential graded endomorphism algebra of
the injective Leavitt complex is quasi-isomorphic to the Leavitt path algebra in the
sense of [2, 3]. Here, the Leavitt path algebra is naturally Z-graded and viewed as
a differential graded algebra with trivial differential.
We denote by Kac(A-Proj) the homotopy category of acyclic complexes of pro-
jective A-modules. This category is a compactly generated triangulated category
whose subcategory of compact objects is triangle equivalent to the opposite category
of the singularity category of the opposite algebra Aop. An explicit compact gener-
ator, called the projective Leavitt complex, for the homotopy category Kac(A-Proj)
in the case that A is an algebra with radical square zero was constructed in [19]. It
is show that the opposite differential graded endomorphism algebra of the projec-
tive Leavitt complex of a finite quiver without sources is quasi-isomorphic to the
Leavitt path algebra of the opposite graph [19].
We recall the constructions of the injective and projective Leavitt complexes.
We overview the connection between the injective and projective Leavitt complex
and the Leavitt path algebra of the given graph. A differential graded bimodule
structure, which is right quasi-balanced, is endowed to the injective and projective
Leavitt complex in [18] and [19]. We prove that the injective and projective Leavitt
complex is not left quasi-balanced.
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2. Preliminaries
In this section we recall some notations on compactly generated triangulated
categories and differential graded algebras.
2.1. Triangulated categories. The construction of derived categories for an ar-
bitrary abelian category goes back to the inspiration of Grothendieck in the early
sixties in order to formulate Grothendieck’s duality theory for schemes [10]. The
formulation in terms of triangulated categories was achieved by Verdier in the sixties
and an account of this is published in Verdier [29]. Happel [11, 12] investigated the
derived category of bounded complexes of the category of modules over a finite di-
mensional algebra. Rickard introduced the concept of tilting complex [24, 25, 26] in
order to investigate the derived category. Now triangulated categories and derived
categories have become an important tool in many branches of algebraic geometry,
in algebraic analysis, non-commutative algebraic geometry, representation theory,
and so on.
For the definition of a triangulated category, refer to [12, §1.1], [21, §1.3],etc.
Homotopy categories and derived categories over an abelian category are classical
examples of triangulated categories (refer to [12, §1.3] etc).
We recall the triangulated structure for the homotopy category. We first recall
that a complex X• = (X i, diX)i∈Z over an abelian category A is by definition a
collection of objects X i in A and morphisms diX : X
i −→ X i+1 in A such that
di+1X ◦ d
i
X = 0 for all i ∈ Z. Usually we write a complex X
• = (X i, diX)i∈Z as
· · · −→ X i−1
di−1
X−→ X i
diX−→ X i+1 −→ · · · .
Let A be a finite dimensional algebra over a field k. Denote by A-Mod the
category of left A-modules and K(A-Mod) its homotopy category. For a complex
X• = (X i, diX)i∈Z of A-modules, the complex X
•[1] is given by (X•[1])i = X i+1
and diX[1] = −d
i+1
X for i ∈ Z. For a chain map f
• : X• −→ Y • , its mapping
cone Con(f•) is a complex such that Con(f•) = X•[1] ⊕ Y • with the differential
diCon(f•) =
(
−di+1X 0
f i+1 diY
)
. Each triangle in K(A-Mod) is isomorphic to
X•
f•
−−−−→ Y •

0
1


−−−−→ Con(f•)
(
1 0
)
−−−−−→ X•[1]
for some chain map f•.
2.2. Compactly generated triangulated categories. For a triangulated cate-
gory T , a thick subcategory of T is a triangulated subcategory of T which is closed
under direct summands. Let S be a class of objects in T . We denote by thick〈S〉
the smallest thick subcategory of T containing S. If T has arbitrary coproducts,
we denote by Loc〈S〉 the smallest triangulated subcategory of T which contains
S and is closed under arbitrary coproducts. By [6, Proposition 3.2] we have that
thick〈S〉 ⊆ Loc〈S〉.
For a triangulated category T with arbitrary coproducts, an object M in T is
compact if the functor HomT (M,−) commutes with arbitrary coproducts. Denote
by T c the full subcategory consisting of compact objects; it is a thick subcategory.
A triangulated category T with arbitrary coproducts is compactly generated [14,
20] if there exists a set S of compact objects such that any nonzero object T satisfies
that HomT (S, T [n]) 6= 0 for some S ∈ S and n ∈ Z. Here, [n] is the n-power of the
shift function of T . This is equivalent to the condition that T = Loc〈S〉, in which
case we have T c=thick〈S〉; see [20, Lemma 3.2]. If the above set S consists of a
single object S, we call S a compact generator of T .
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Let A-Inj be the category of injective A-modules. Denote by K(A-Inj) the ho-
motopy category of complexes of injective A-modules, which is a triangulated sub-
category of K(A-Mod) that is closed under coproducts. By [16, Proposition 2.3(1)]
K(A-Inj) is a compactly generated triangulated category.
Denote by Kac(A-Inj) the full subcategory of K(A-Inj) formed by acyclic com-
plexes of injective A-modules. The homotopy category Kac(A-Inj) is called the
stable derived category of A in [16]. This category is a compactly generated trian-
gulated category such that its subcategory of compact objects is triangle equivalent
to the singularity category [4, 22] of A.
We denote by Kac(A-Proj) the homotopy category of acyclic complexes of pro-
jective A-modules. This category is a compactly generated triangulated category
whose subcategory of compact objects is triangle equivalent to the opposite category
of the singularity category of the opposite algebra Aop.
In the last decade, Leavitt path algebras of directed graphs [2, 3] were introduced
as an algebraisation of graph C∗-algebras [17, 23] and in particular Cuntz–Krieger
algebras [8].
For a finite directed graph E, S. Paul Smith [28] describes the quotient category
QGr(kE) := Gr(kE)/Fdim(kE)
of graded kE-modules modulo those that are the sum of their finite dimensional
submodules in terms of the category of graded modules over the Leavitt path algebra
of Eo over a field k. Here, kE is the path algebra of E and Eo is the graph without
sources or sinks that is obtained by repeatedly removing all sinks and sources
from E. The full subcategory qgr(kE) of finitely presented objects in QGr(kE) is
triangulated equivalent to the singularity category of the radical square zero algebra
kE/kE≥2; see [28, Theorem 7.2].
The homotopy categoriesKac(A-Inj) andKac(A-Proj) were described as derived
categories of Leavitt path algebras, in the case that A is an algebra with radical
square zero associated to a certain finite directed graph; see [7, Theorem 6.1] and
[7, Theorem 6.2] .
In general, it seems very difficult to give an explicit compact generator for the
stable derived category of an algebra or the homotopy category of acyclic complexes
of projective modules over an algebra. An explicit compact generator for the ho-
motopy categories Kac(A-Inj) and Kac(A-Proj), were constructed in [18] and [19]
respectively, in the case that the algebra A = kE/kE≥2 is with radical square zero,
where E is a finite directed graph without sources or sinks.
2.3. Differential graded algebras. Differential graded (dg for short) algebras
appeared in [15]. They found applications in the representation theory of finite-
dimensional algebras in the seventies; see [9, 27]. The idea to use dg categories
to ‘enhance’ triangulated categories goes back at least to Bondal-Kapranov [5],
who were motivated by the study of exceptional collections of coherent sheaves on
projective varieties.
We recall from [14] some notation on differential graded modules. Let A =⊕
n∈ZA
n be a Z-graded algebra. For a (left) graded A-module M =
⊕
n∈ZM
n,
elements m in Mn are said to be homogeneous of degree n, denoted by |m| = n.
A differential graded algebra (dg algebra for short) is a Z-graded algebra A with
a differential d : A −→ A of degree one such that d(ab) = d(a)b + (−1)|a|ad(b) for
homogenous elements a, b ∈ A.
A (left) differential graded A-module (dg A-module for short) M is a graded
A-module M =
⊕
n∈ZM
n with a differential dM :M −→M of degree one such that
dM (a·m) = d(a)·m+ (−1)
|a|a·dM (m) for homogenous elements a ∈ A and m ∈M .
A morphism of dg A-modules is a morphism of A-modules preserving degrees and
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commuting with differentials. A right differential graded A-module (right dg A-
module for short) N is a right graded A-module N =
⊕
n∈ZN
n with a differential
dN : N −→ N of degree one such that dN (m · a) = dN (m) · a+ (−1)
|m|m · d(a) for
homogenous elements a ∈ A and m ∈ N . Here, we use central dots to denote the
A-module action.
Let B be another dg algebra. Recall that a dg A-B-bimodule M is a left dg
A-module as well as a right dg B-module such that (a ·m) · b = a · (m · b) for a ∈ A,
m ∈M and b ∈ B.
Let M,N be (left) dg A-modules. We have a Z-graded vector space
HomA(M,N) =
⊕
n∈Z
HomA(M,N)
n
such that each component HomA(M,N)
n consists of k-linear maps f :M −→ N sat-
isfying f(M i) ⊆ N i+n for all i ∈ Z and f(a ·m) = (−1)n|a|a · f(m) for all homoge-
nous elements a ∈ A. The differential on HomA(M,N) sends f ∈ HomA(M,N)
n to
dN ◦f−(−1)
nf ◦dM ∈ HomA(M,N)
n+1. Furthermore, EndA(M) := HomA(M,M)
becomes a dg algebra with this differential and the usual composition as multipli-
cation. The dg algebra EndA(M) is usually called the dg endomorphism algebra of
M .
We denote by Aopp the opposite dg algebra of a dg algebra A. More precisely,
Aopp = A as graded spaces with the same differential, and the multiplication “ ◦ ”
on Aopp is given by a ◦ b = (−1)|a||b|ba.
Let B be another dg algebra. Recall that a right dg B-module is a left dg Bopp-
module via bm = (−1)|b||m|m · b for homogenous elements b ∈ B,m ∈M . For a dg
A-B-bimodule M , the canonical map A −→ EndBopp(M) is a homomorphism of dg
algebras, sending a to la with la(m) = a ·m for a ∈ A and m ∈ M . Similarly, the
canonical map B −→ EndA(M)
opp is a homomorphism of dg algebras, sending b to
rb with rb(m) = (−1)
|b||m|m · b for homogenous elements b ∈ B and m ∈M .
A dg A-B-bimoduleM is called right quasi-balanced provided that the canonical
homomorphism B −→ EndA(M)
opp of dg algebras is a quasi-isomorphism; see [7,
2.2]. Dually a dg A-B-bimodule M is called left quasi-balanced provided that the
canonical homomorphism A −→ EndBopp(M) of dg algebras is a quasi-isomorphism.
Denote byK(A) the homotopy category and byD(A) the derived category of left
dg A-modules; they are triangulated categories with arbitrary coproducts. For a dg
A-B-bimodule M and a left dg A-module N , HomA(M,N) has a natural structure
of left dg B-module.
Recall that Loc〈M〉 ⊆ K(A) is the smallest triangulated subcategory of K(A)
which contains M and is closed under arbitrary coproducts. If M is a compact
object in Loc〈M〉 and a dg A-B-bimodule which is right quasi-balanced, then we
have a triangle equivalence
HomA(M,−) : Loc〈M〉
∼
−→ D(B),
see [7, Proposition 2.2]; compare [14, 4.3] and [16, Appendix A].
3. The injective Leavitt complex of a finite graph without sinks
In this section, we recall the construction of the injective Leavitt complex of a
finite graph without sinks and prove that the injective Leavitt complex is not left
quasi-balanced.
3.1. The injective Leavitt complex. Let E = (E0, E1; s, t) be a finite (directed)
graph. A path in the graph E is a sequence p = αn · · ·α2α1 of edges with t(αj) =
s(αj+1) for 1 ≤ j ≤ n − 1. The length of p, denoted by l(p), is n. The starting
vertex of p, denoted by s(p), is s(α1). The terminating vertex of p, denoted by
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t(p), is t(αn). We identify an edge with a path of length one. We associate to each
vertex i ∈ E0 a trivial path ei of length zero. Set s(ei) = i = t(ei). Denote by E
n
the set of all paths in E of length n for each n ≥ 0. Recall that a vertex of E is a
sink if there is no edge starting at it.
Let E be a finite graph without sinks. For any vertex i ∈ E0, fix an edge γ with
s(γ) = i. We call the fixed edge the special edge starting at i. For a special edge
α, we set
S(α) = {β ∈ E1 | s(β) = s(α), β 6= α}. (3.1)
We mention that the terminology “special edge” is taken from [1].
The following notion is inspired by a basis for Leavitt path algebra (refer to [1]
and [13] for the basis).
Definition 3.1. For two paths p = αm · · ·α1 and q = βn · · ·β1 in E with m,n ≥ 1,
we call the pair (p, q) an admissible pair in E if t(p) = t(q), and either αm 6= βn, or
αm = βn is not special. For each path r in E, we define two additional admissible
pairs (r, et(r)) and (et(r), r) in E. 
For each vertex i ∈ E0 and l ∈ Z, set
Bli = {(p, q) | (p, q) is an admissible pair with l(q)− l(p) = l and s(q) = i}. (3.2)
The above set Bli is not empty for each vertex i and each integer l; see [18, Lemma
1.2].
Let E be a finite quiver without sinks. Set A = kE/kE≥2 to be the corresponding
finite dimensional algebra with radical square zero. Indeed, A = kE0 ⊕ kE1 as a
k-vector space and its Jacobson radical radA = kE1 satisfying (radA)2 = 0.
Denote by Ii = D(eiA) the injective left A-module for each i ∈ E
0, where (eiA)A
is the indecomposable projective right A-module and D = Homk(−, k) denotes the
standard k-duality. Denote by {e♯i} ∪ {α
♯|α ∈ E1, t(α) = i} the basis of Ii, which
is dual to the basis {ei} ∪ {α|α ∈ E
1, t(α) = i} of eiA.
For a set X and an A-module M , the coproduct M (X) will be understood as⊕
x∈XMζx, where each component Mζx is M . For an element m ∈ M , we use
mζx to denote the corresponding element in Mζx.
For a path p = αn · · ·α2α1 in E of length n ≥ 2, we denote by p̂ = αn−1 · · ·α1
and p˜ = αn · · ·α2 the two truncations of p. For an edge α, denote by α̂ = es(α) and
α˜ = et(α).
Definition 3.2. Let E be a finite graph without sinks. The injective Leavitt com-
plex I• = (Il, ∂l)l∈Z of E is defined as follows:
(1) the l-th component Il =
⊕
i∈E0 Ii
(Bli);
(2) the differential ∂l : Il −→ Il+1 is given by ∂l(e♯iζ(p,q)) = 0 and
∂l(α♯ζ(p,q)) =
e
♯
s(α)ζ(p̂,es(α)) −
∑
β∈S(α)
e♯
s(α)ζ(βp̂,β),
if q = ei, p = αp̂
and α is special;
e♯
s(α)ζ(p,qα), otherwise,
for any i ∈ E0, (p, q) ∈ Bli and α ∈ E
1 with t(α) = i. Here, the set S(α) is
defined in (3.1). 
Each component Il is an injective A-module. The differentials ∂l are A-module
morphisms. Indeed, I• is an acyclic complex of injective A-modules; see [18, Propo-
sition 1.9].
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Example 3.3. Let E be the following graph with one vertex and n loops with
n ≥ 2.
• α1dd
α2
QQ
α3
DD
αn

We choose α1 to be the special edge. Let e be the trivial path corresponding the
unique vertex. Set Bl to be the set of admissible pairs (p, q) in E with l(q)− l(p) = l
for each l ∈ Z. A pair (p, q) of paths lies in Bl if and only if l(q)− l(p) = l and p, q
do not end with α1 simultaneously. In particular, the set B
l is infinite.
The corresponding algebraA with radical square zero has a k-basis {e, α1, · · · , αn}.
Set I = D(AA). Then the injective Leavitt complex I
• of E is as follows.
· · · −→ I(B
−1) ∂
−1
−→ I(B
0) ∂
0
−→ I(B
1) −→ · · ·
We write the differential ∂−1 explicitly: ∂−1(e♯ζ(p,q)) = 0, ∂
−1(α♯iζ(p,q)) = e
♯ζ(p,qαi)
for 2 ≤ i ≤ n and
∂−1(α♯1ζ(p,q)) =
{
e♯ζ(e,e) −
∑n
i=2 e
♯ζ(αi,αi), if q = e and p = α1;
e♯ζ(p,qα1), otherwise,
for (p, q) ∈ B−1.
Recall that the Leavitt path algebra Lk(E) of a finite graph E is the k-algebra
generated by the set {v | v ∈ E0} ∪ {e | e ∈ E1} ∪ {e∗ | e ∈ E1} subject to the
following relations:
(0) vw = δv,wv for every v, w ∈ E
0;
(1) t(e)e = es(e) = e for all e ∈ E1;
(2) e∗t(e) = s(e)e∗ = e∗ for all e ∈ E1;
(3) ef∗ = δe,f t(e) for all e, f ∈ E
1;
(4)
∑
{e∈E1 | s(e)=v} e
∗e = v for every v ∈ E0 which is not a sink.
Here, δ is the Kronecker symbol. The relations (3) and (4) are called Cuntz-
Krieger relations. The relation (3) is called (CK1)-relation and (4) is called (CK2)-
relation. The elements α∗ for α ∈ E1 are called ghost arrows.
If p = en · · · e2e1 is a path in E of length n ≥ 1, we define p
∗ = e∗1e
∗
2 · · · e
∗
n. For
convention, we set v∗ = v for v ∈ E0. We observe by (2) that for paths p, q in E,
p∗q = 0 for t(p) 6= t(q).
Recall that the Leavitt path algebra is naturally Z-graded by the length of paths.
In what follows, we write B = Lk(E)
op, which is the opposite algebra of Lk(E).
Then B is a Z-graded algebra. We view B as a dg algebra with trivial differential.
Consider A = kE/kE≥2 as a dg algebra concentrated on degree zero. Recall
the injective Leavitt complex I• =
⊕
l∈Z I
l, which is a left dg A-module. By [18,
Proposition 3.6], I• is a right dg B-module and a dg A-B-bimodule.
The following theorem demonstrates the role of the injective Leavitt complex
in the stable category and establishes a connection between the injective Leavitt
complex and the Leavitt path algebra, which justifies the terminology.
Theorem I Let E be a finite graph without sinks, and let A = kE/kE≥2 be the
corresponding algebra with radical square zero.
(1) The injective Leavitt complex I• of E is a compact generator for the homo-
topy category Kac(A-Inj).
(2) The dg A-B-bimodule I• is right quasi-balanced. In particular, the dg endo-
morphism algebra EndA(I
•) is quasi-isomorphic to the Leavitt path algebra
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Lk(E). Here, Lk(E) is naturally Z-graded and viewed as a dg algebra with
trivial differential.
For the proof of Theorem I, refer to [18, Theorem 2.13] and [18, Theorem 4.2].
There is a unique right B-module morphism ψ : B −→ I• with
ψ(1) =
∑
i∈E0
e♯iζ(ei,ei).
Here, 1 is the unit of B. For each edge β ∈ E1, there is a unique right B-module
morphism ψβ : B −→ I
• with ψβ(1) = β
♯ζ(et(β),et(β)). Let (p, q) be an admissible pair
in E. We have
∑
i∈E0 e
♯
iζ(ei,ei) · p
∗q = e♯
s(q)ζ(p,q) and β
♯ζ(ei,ei) · p
∗q = δi,s(q)β
♯ζ(p,q)
for each edge β ∈ E1 with t(β) = i. It follows that
ψ(p∗q) = e♯
s(q)ζ(p,q) and ψβ(p
∗q) = δs(q),t(β)β
♯ζ(p,q). (3.3)
It follows that ψ is injective and Imψβ ∼= et(β)B for each β ∈ E
1. Consider the
gradings of B and I•. We have that ψ and ψβ for β ∈ E
1 are right graded B-module
morphisms.
Set Ψ =
(
ψ (ψβ)β∈E1
)
: B ⊕ B(E
1) −→ I•. The map Ψ is a graded right
B-module morphism.
Lemma 3.4. The above morphism Ψ is surjective and the injective Leavitt complex
I• of E is a graded projective right B-module.
Proof. For each i ∈ E0, l ∈ Z and (p, q) ∈ Bli, we have that e
♯
iζ(p,q) = ψ(p
∗q) and
α♯ζ(p,q) = ψα(p
∗q) for each edge α ∈ E1 with t(α) = i. Then Ψ is surjective and
I• = ImΨ. Observe that ImΨ = Imψ+
∑
β∈E1 Imψβ = Imψ⊕(⊕β∈E1Imψβ). Then
ImΨ ∼= B ⊕ (⊕β∈E1et(β)B) and we are done. 
The following observation implies that the dg A-B-bimodule I• is not left quasi-
balanced. In other words, the canonical dg algebra homomorphismA −→ EndBopp(I
•)
is not a quasi-isomorphism. Indeed, we infer from the observation that the dg en-
domorphism algebra EndBopp(I
•) is acyclic.
Proposition 3.5. We have that I• = 0 in the homotopy category of right dg B-
modules.
Proof. Recall from (3.3) the right B-module morphisms ψ and ψβ for β ∈ E
1. For
each l ∈ Z, the set {e♯iζ(p,q), α
♯ζ(p,q) | i ∈ E
0, (p, q) ∈ Bli and α ∈ E
1 with t(α) = i}
is a k-basis of Il. We define a k-linear map hl : Il −→ Il−1 such that{
hl(α♯ζ(p,q)) = 0;
hl(e♯iζ(p,q)) =
∑
{β∈E1 | s(β)=i} ψβ(p
∗qβ∗),
for each i ∈ E0, l ∈ Z, (p, q) ∈ Bli, and α ∈ E
1 with t(α) = i. Here, p∗qβ∗ is the
multiplication of p∗q and β∗ in Lk(E). For any element b ∈ Lk(E)
lei, we have
hl(ψ(b)) =
∑
{β∈E1 | s(β)=i}
ψβ(bβ
∗).
Recall that ψ and ψβ for β ∈ E
1 are right B-module morphisms. Then we have
that h = (hl)l∈Z is right graded B-module morphisms of degree −1. In other words,
we have h ∈ EndBopp(I
•)−1.
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It suffices to prove that ∂l−1 ◦ hl + hl+1 ◦ ∂l = IdIl for each l ∈ Z. For each
i ∈ E0, l ∈ Z and (p, q) ∈ Bli, we have that
(∂l−1 ◦ hl + hl+1 ◦ ∂l)(e♯iζ(p,q))
=
∑
{β∈E1 | s(β)=i}
(∂l−1 ◦ ψβ)(p
∗qβ∗)
=
∑
{β∈E1 | s(β)=i}
ψ(p∗qβ∗β)
= e♯iζ(p,q),
where the second equality uses [18, Lemma 3.7] and the last equality uses the
(CK2)-relation for the Leavitt path algebra. Similarly, we have
(∂l−1 ◦ hl + hl+1 ◦ ∂l)(α♯ζ(p,q))
= hl+1((∂l ◦ ψα)(p
∗q))
= hl+1(ψ(p∗qα))
=
∑
{β∈E1 | s(β)=s(α)}
ψβ(p
∗qαβ∗)
= α♯ζ(p,q)
for α ∈ E1 with t(α) = i. Here, the last equality uses the (CK1)-relation for the
Leavitt path algebra. 
3.2. The independence of the injective Leavitt complex. We show that the
definition of the injective Leavitt complex of E is independent of the choice of
special edges in E.
Denote by S and S′ two different sets of special edges of E. For each i ∈ E0 and
l ∈ Z, let Bli and (B
l
i)
′ be the corresponding sets of admissible pairs with respect
to S and S′ respectively; see (4.2). Define a map Φli : B
l
i −→ (B
l
i)
′ such that for
(p, q) ∈ Bli
Φli((p, q)) =
{
(αp̂, αq̂), if p = α′p̂, q = α′q̂ and α′ ∈ S′;
(p, q), otherwise,
where α ∈ S with s(α) = s(α′). The map Φli : B
l
i −→ (B
l
i)
′ is a bijection. In fact,
the inverse map of Φli can be defined symmetrically.
Denote by I• = (Il, ∂l)l∈Z and I
•′ = (Il
′
, (∂l)′)l∈Z the injective Leavitt com-
plexes of E with S and S′ sets of special edges, respectively. Let Λ′ be the k-basis
of Lk(E) given by [1, Theorem 1] and [13, Corollary 17] with S
′ the set of special
edges.
Recall that B = Lk(E)
op. The maps ψ′ : B −→ I•′, p∗q 7→ e♯
s(q)ζ(p,q) and
ψ′β : B −→ I
•′, p∗q 7→ δs(q),t(β)β
♯ζ(p,q) for p
∗q ∈ Λ′ and β ∈ E1 are graded right
B-module morphisms.
For each l ∈ Z, define a k-linear map ωl : Il −→ (Il)′ such that ωl(e♯iζ(p,q)) =
ψ′(p∗q) and ωl(α♯ζ(p,q)) = ψ
′
α(p
∗q) for i ∈ E0 and (p, q) ∈ Bli and α ∈ E
1 with
t(α) = i. Let ω• = (ωl)l∈Z : I
• −→ I•′. By definitions we have ω• ◦ ψ = ψ′
and ω• ◦ ψβ = ψ
′
β for each edge β ∈ E
1. Then we have ω• ◦ Ψ = Ψ′ with Ψ′ =(
ψ′ (ψ′β)β∈E1
)
: B ⊕B(E
1) −→ I•′ a morphism of graded right B-modules.
Proposition 3.6. (1) The above map ω• : I• −→ I•′ is an isomorphism of com-
plexes of A-modules.
(2) The above map ω• : I• −→ I•′ is an isomorphism of right dg B-modules.
Proof. (1) We can directly check that ωl is an A-module map for each l ∈ Z. The
inverse map of ωl can be defined symmetrically. We have that ωl is an isomorphism
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of A-modules for each l ∈ Z. It remains to prove that ω• is a chain map of
complexes. For each i ∈ E0, l ∈ Z and (p, q) ∈ Bli, since ((∂
l)′ ◦ ωi)(e♯iζ(p,q)) = 0 =
(ωl+1◦∂l)(e♯iζ(p,q)), it suffices to prove that ((∂
l)′◦ωl)(α♯ζ(p,q)) = (ω
l+1◦∂l)(α♯ζ(p,q))
for α ∈ E1 with t(α) = i. By [18, Lemma 3.7], we have that ((∂l)′ ◦ ωl)(α♯ζ(p,q)) =
(∂l)′(ψ′α(p
∗q)) = ψ′(p∗qα) and (ωl+1 ◦ ∂l)(α♯ζ(p,q)) = ω
l+1(ψ(p∗qα)) = ψ′(p∗qα).
Then we are done.
(2) It remains to prove that ω• is a graded rightB-module morphism. By Lemma
3.4, there exists a graded right B-module morphism Ξ : I• −→ B ⊕ B(E
1) such
that Ψ ◦Ξ = IdI• . Since ω
• ◦Ψ = Ψ′, we have that ω• = ω• ◦ (Ψ ◦Ξ) = Ψ′ ◦Ξ is a
composition of graded right B-module morphisms. 
4. The projective Leavitt complex of a finite graph without sources
In this section, we recall the construction of the projective Leavitt complex of a
finite graph without sources and prove that the projective Leavitt complex is not
left quasi-balanced.
4.1. The projective Leavitt complex. Let E be a finite graph without sources.
For a vertex i ∈ E0, fix an edge γ with t(γ) = i. We call the fixed edge the
associated edge terminating at i. For an associated edge α, we set
T (α) = {β ∈ E1 | t(β) = t(α), β 6= α}. (4.1)
Definition 4.1. For two paths p = αm · · ·α2α1 and q = βn · · ·β2β1 with m,n ≥ 1,
we call the pair (p, q) an associated pair in E if s(p) = s(q), and either α1 6= β1,
or α1 = β1 is not associated. In addition, we call (p, es(p)) and (es(p), p) associated
pairs in E for each path p in E. 
For each vertex i ∈ Q0 and l ∈ Z, set
Λli = {(p, q) | (p, q) is an associated pair with l(q)− l(p) = l and t(p) = i}. (4.2)
The set Λli is not empty for each vertex i and each integer l; see [19, Lemma 2.2].
Recall that A = kE/kE≥2 is a finite dimensional algebra with radical square
zero. Denote by Pi = Aei the indecomposable projective left A-module for i ∈ E
0.
Definition 4.2. Let E be a finite quiver without sources. The projective Leavitt
complex P• = (P l, δl)l∈Z of E is defined as follows:
(1) the l-th component P l =
⊕
i∈E0 Pi
(Λli).
(2) the differential δl : P l −→ P l+1 is given by δl(αζ(p,q)) = 0 and
δl(eiζ(p,q)) =
{
βζ(p̂,q), if p = βp̂;∑
{β∈E1 | t(β)=i} βζ(es(β),qβ), if l(p) = 0,
for any i ∈ E0, (p, q) ∈ Λli and α ∈ E
1 with s(α) = i. 
Each component P l is a projective A-module and the differential δl are A-module
morphisms. P• is an acyclic complex of injective A-modules; see [19, Proposition
2.7].
Example 4.3. Let E be the following graph with one vertex and n loops with
n ≥ 2.
• α1dd
α2
QQ
α3
DD
αn

We choose α1 to be the associated edge. Let e be the trivial path corresponding the
unique vertex. Set Λl to be the set of associated pairs (p, q) in E with l(q)− l(p) = l
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for each l ∈ Z. A pair (p, q) of paths lies in Λl if and only if l(q)− l(p) = l and p, q
do not begin with α1 simultaneously. In particular, the set Λ
l is infinite.
The corresponding algebraA with radical square zero has a k-basis {e, α1, · · · , αn}.
Set P = A. Then the projective Leavitt complex P• of E is as follows.
· · · −→ P (Λ
0) δ
0
−→ P (Λ
1) δ
1
−→ P (Λ
2) −→ · · ·
We write the differential δ1 explicitly: δ1(eζ(p,q)) =
{
βζ(p̂,q), if p = βp̂;∑n
i=1 αiζ(e,qαi), if l(p) = 0,
,
δ1(αjζ(p,q)) = 0 for 1 ≤ j ≤ n and (p, q) ∈ Λ
1.
For notation, Eop is the opposite graph of E. For a path p in E, denote by pop
the corresponding path in Eop. The starting and terminating vertices of pop are
t(p) and s(p), respectively. For convention, eopj = ej for each vertex j ∈ E
0.
In what follows, we write B = Lk(E
op), which is a Z-graded algebra. We view
B as a dg algebra with trivial differential.
Consider A = kE/kE≥2 as a dg algebra concentrated on degree zero. The
projective Leavitt complex P• =
⊕
l∈ZP
l is a left dgA-module. By [19, Proposition
4.6], P• is a right dg B-module and a dg A-B-bimodule.
The following theorem establishes a connection between the projective Leavitt
complex and the Leavitt path algebra, which justifies the terminology.
Theorem II Let E be a finite graph without sources, and let A = kE/kE≥2 be the
corresponding algebra with radical square zero.
(1) The projective Leavitt complex P• of E is a compact generator for the ho-
motopy category Kac(A-Proj).
(2) The dg A-B-bimodule P• is right quasi-balanced. In particular, the opposite
dg endomorphism algebra of the projective Leavitt complex of E is quasi-
isomorphic to the Leavitt path algebra Lk(E
op). Here, Eop is the opposite
graph of E; Lk(E
op) is naturally Z-graded and viewed as a dg algebra with
trivial differential.
For the proof of Theorem II, refer to [19, Theorem 3.7] and [19, Theorem 5.2].
There is a unique right B-module morphism φ : B −→ P• with
φ(1) =
∑
i∈E0
eiζ(ei,ei).
Here, 1 is the unit of B. For each edge β ∈ E1, there is a unique right B-module
morphism φβ : B −→ P
• with φβ(1) = βζ(es(β),es(β)). Let (p, q) be an associated pair
in E. We have
∑
i∈E0 eiζ(ei,ei) ·(p
op)∗qop = et(p)ζ(p,q); and βζ(es(β),es(β)) ·(p
op)∗qop =
δs(β),t(p)βζ(p,q) for each edge β ∈ E
1; see [19, Lemma 4.5]. It follows that
φ((pop)∗qop) = et(p)ζ(p,q) and φβ((p
op)∗qop) = δt(p),s(β)βζ(p,q). (4.3)
It follows that φ is injective and Imφβ ∼= es(β)B for each β ∈ E
1. Consider the
gradings of B and P•. We have that φ and φβ for β ∈ E
1 are right graded B-module
morphisms.
Set Φ =
(
φ (φβ)β∈E1
)
: B ⊕ B(E
1) −→ P•. The map Φ is a graded right
B-module morphism.
Lemma 4.4. The above morphism Φ is surjective and the projective Leavitt complex
P• of E is a graded projective right B-module.
Proof. For each i ∈ E0, l ∈ Z and (p, q) ∈ Λli, we have that eiζ(p,q) = φ((p
op)∗qop)
and αζ(p,q) = φα((p
op)∗qop) for each edge α ∈ E1 with s(α) = i. Then Φ is
surjective and P• = ImΦ. Observe that ImΦ = Imφ +
∑
β∈E1 Imφβ = Imφ ⊕
(⊕β∈E1Imφβ). Then ImΦ ∼= B ⊕ (⊕β∈E1es(β)B) and we are done. 
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We prove that the dg A-B-bimodule P• is not left quasi-balanced. In other
words, the canonical dg algebra homomorphism A −→ EndBopp(P
•) is not a quasi-
isomorphism. Indeed, we infer from the observation that the dg endomorphism
algebra EndBopp(P
•) is acyclic.
Proposition 4.5. We have that P• = 0 in the homotopy category of right dg
B-modules.
Proof. Recall from (4.3) the right B-module morphisms φ and φβ for β ∈ E
1. For
each l ∈ Z, the set {eiζ(p,q), αζ(p,q) | i ∈ E
0, (p, q) ∈ Λli and α ∈ E
1 with s(α) = i}
is a k-basis of P l. We define a k-linear map hl : P l −→ P l−1 such that hl(eiζ(p,q)) = 0
and
hl(αζ(p,q)) =
et(α)ζ(et(α) ,q˜) −
∑
β∈T (α) et(α)ζ(β,q˜β);
if l(p) = 0, q = q˜α
and α is associated;
et(α)ζ(αp,q), otherwise.
for each i ∈ E0, l ∈ Z, (p, q) ∈ Λli, and α ∈ E
1 with s(α) = i. It follows that
hl(φα((p
op)∗qop)) = φ((pop)∗qop). For any element b ∈ eiLk(E)
l, we have
hl(φα(b) = φ((β
op)∗b). (4.4)
Here, (βop)∗b is the multiplication of b and (βop)∗ in B = Lk(E
op). Recall that φ
and φβ for β ∈ E
1 are right B-module morphisms. Then we have that h = (hl)l∈Z
is right graded B-module morphisms of degree −1. In other words, we have h ∈
EndBopp(P
•)−1.
It suffices to prove that δl−1 ◦ hl + hl+1 ◦ δl = IdPl for each l ∈ Z. For each
i ∈ E0, l ∈ Z and (p, q) ∈ Λli, we have that
(δl−1 ◦ hl + hl+1 ◦ δl)(eiζ(p,q))
= 0 + hl+1(δl(eiζ(p,q)))
=
{
hl+1(βζ(p,q)); if p = βp̂;
hl+1(
∑
{γ∈E1 | t(γ)=i} γζ(es(γ),qγ)), if l(p) = 0.
= eiζ(p,q)
where the last equality uses the definition of hl+1. Similarly, we have
(δl−1 ◦ hl + hl+1 ◦ δl)(αζ(p,q))
= (δl−1 ◦ hl)(αζ(p,q))
= δl−1
(
(hl ◦ φα)((p
op)∗qop)
)
= δl−1(φ((αop)∗(pop)∗qop))
=
∑
β∈E1 | t(β)=t(α)
φβ(β
op(αop)∗(pop)∗qop)
= αζ(p,q)
for α ∈ E1 with s(α) = i. Here, the third equality uses (4.4), the fourth equality
uses [19, Lemma 4.7], and the second last equality uses the (CK1)-relation for the
Leavitt path algebra Lk(E
op). 
4.2. The independence of the projective Leavitt complex. We show that
the definition of the projective Leavitt complex of E is independent of the choice
of associated edges in E.
Denote by H and H ′ two different sets of associated edges of E. For each i ∈ E0
and l ∈ Z, let Λli and Λ
l
i
′
be the corresponding sets of associated pairs with respect
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to H and H ′ respectively; see (4.2). Define a map τli : Λ
l
i −→ Λ
l
i
′
such that for
(p, q) ∈ Λli
τli((p, q)) =
{
(p˜α, q˜α), if p = p˜α′, q = q˜α′ and α′ ∈ H ′;
(p, q), otherwise,
where α ∈ H with t(α) = t(α′). The map τli : Λ
l
i −→ Λ
l
i
′
is a bijection. In fact, the
inverse map of τli can be defined symmetrically.
Denote by P• = (P l, δl)l∈Z and P
•′ = ((P l)′, (δl)′)l∈Z the projective Leavitt
complexes of E with H and H ′ sets of associated edges, respectively.
Recall that B = Lk(E
op). The maps φ′ : B −→ P•′, (pop)∗qop 7→ et(p)ζ(p,q) and
φ′β : B −→ P
•′, (pop)∗qop 7→ δt(p),s(β)βζ(p,q) with (p, q) an associated pair and β ∈ E
1
are graded right B-module morphisms.
For each l ∈ Z, define a k-linear map θl : P l −→ (P l)′ such that θl(eiζ(p,q)) =
φ′((pop)∗qop) and θl(αζ(p,q)) = φ
′
α((p
op)∗qop) for i ∈ E0 and (p, q) ∈ Λli and α ∈ E
1
with s(α) = i. Let θ• = (θl)l∈Z : P
• −→ P•′. By definitions we have θ• ◦ φ = φ′
and θ• ◦ φβ = φ
′
β for each edge β ∈ E
1. Then we have θ• ◦ Φ = Φ′ with Φ′ =(
φ′ (φ′β)β∈E1
)
: B ⊕B(E
1) −→ P•′ a morphism of graded right B-modules.
Proposition 4.6. (1) The above map θ• : P• −→ P•′ is an isomorphism of com-
plexes of A-modules.
(2) The above map θ• : P• −→ P•′ is an isomorphism of right dg B-modules.
Proof. (1) We can directly check that θl is an A-module map for each l ∈ Z. The
inverse map of θl can be defined symmetrically. We have that θl is an isomorphism of
A-modules for each l ∈ Z. It remains to prove that θ• is a chain map of complexes.
For each i ∈ E0, l ∈ Z and (p, q) ∈ Λli, since ((δ
l)′ ◦ θi)(αζ(p,q)) = 0 = (θ
l+1 ◦
δl)(αζ(p,q)), it suffices to prove that ((δ
l)′ ◦ θl)(eiζ(p,q)) = (θ
l+1 ◦ δl)(eiζ(p,q)) for
α ∈ E1 with s(α) = i. By [19, Lemma 4.7], we have that
((δl)′ ◦ θl)(eiζ(p,q)) = (δ
l)′(φ′((pop)∗qop)) =
∑
{β∈E1 | t(β)=i}
φ′β(α
op(pop)∗qop))
and
(θl+1 ◦ δl)(eiζ(p,q)) =
{
φ′α1(α
op
1 (p
op)∗qop)), if p = α1p̂;∑
{β∈E1 | t(β)=i} φ
′
β(α
op(pop)∗qop)), if l(p) = 0.
=
∑
{β∈E1 | t(β)=i}
φ′β(α
op(pop)∗qop)).
Then we are done.
(2) It remains to prove that θ• is a graded right B-module morphism. By Lemma
4.4, there exists a graded right B-module morphism Ω : P• −→ B ⊕ B(E
1) such
that Φ ◦ Ω = IdP• . Since θ
• ◦ Φ = Φ′, we have that θ• = θ• ◦ (Φ ◦ Ω) = Φ′ ◦ Ω is a
composition of graded right B-module morphisms. 
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