ABSTRACT As more and more parallel programs are migrating to shared computing platforms, bounding their parallel execution times under resource constraints is particularly important for their efficient executions. The parallel program is often modeled as a task graph, which is composed of a collection of control or data-dependent sub-tasks organized as a directed acyclic graph (DAG) for scheduling. In this paper, we propose a simple yet effective method to bound the parallel execution time of a task graph when the memory resources are constrained. The essence of this method is to extend Brent's theorem by incorporating the memory factor. To this end, we introduce a concept of range of concurrent tasks (RCT) and leverage it to estimate an upper bound on the parallel execution time of task graph with respect to work-conserving scheduling algorithm. And also we exploit the estimated bound to develop a metric to help determine optimal memory capacity for a given task graph. Through an empirical study, we evaluate how good the estimated bound is via a designed scheduling algorithm and demonstrate the effectiveness of the metric in the selection of optimal memory capacity for a task graph.
I. INTRODUCTION
As multicores, with their increasing levels of parallelism, have been being under a growing spotlight to high performance computing, the interest in deploying a wide range of applications on multicores has kept ever-growing over the past years, such as the earthquake simulations in verylarge scale [1] , the genomics research [2] , the linear algebra [3] , and so on. In practice, a parallel program is often modeled as a task graph, which is composed of a set of control or data-dependent sub-tasks, forming a weighted directed acyclic graph (DAG), to carry out a complex computation process [4] , here, the nodes in the graph represent sub-tasks (e.g., executables or scripts), each accomplishing a certain amount of work in the process, and the edges denote the data channels used to transfer data between nodes. System configuration, sub-task duration, and required resources are often varied from execution to execution of the graph.
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A typical example of the task graph is the 2-phased MapReduce job often-adopted in big data analytics [5] .
When a task graph is deployed on a multicore, each subtask of the graph is typically scheduled to a processor core and executed there by communicating with other sub-tasks via the shared memory as the data channel. Since the multicore platform is in general shared by multiple users in practice, and the cost of program is usually proportional to its execution time, the bounds on the parallel execution times of task graphs are highly desired for users to make a budget plan for their computational task, and also for the scheduler to make judicious allocation for the task graphs.
There are a lot of works in history on scheduling of parallel programs on multiprocessors and multicores, each adopting different approaches for different goals [6] - [11] . In the early days, compute resources are always the scarce resources for optimization in the scheduling as the number of processors as well as their associated cores are quite limited, and their performance is also relatively low. As such, the execution times of parallel programs are generally bounded based on the processor resources such as Amdahl's law [12] and Brent's results [13] , which either specify the potential speed-up or the bounds on the execution times of parallel programs in terms of the number of processors or cores.
Nowadays, this landscape is being experienced a great change, shifting from multicore resources to memory resources. Consequently, with the ever-growing interest in deploying diverse data intensive applications on multicore platforms, it is reasonable to derive that the executions of these applications are always in memory-constrained environments, and the time bounds based on the memory capacity, instead of the number of processors or cores, are highly indispensable. Unfortunately, the currently available results cannot be directly applied to this requirement as they all lack the notions of memory with an assumption that the memory resources are unbounded [12] , [13] . Therefore, we have to develop new method to fulfill this requirement.
However, compared to using the number of cores, it is extremely difficult for programmers to predict the parallel program behaviors in terms of memory capacity since it has long been observed that the memory requirements of parallel program may be spectacularly larger than those required by its sequential counterpart, and exhibit fluctuations over a wide range of time scales [14] . To overcome these challenges, we propose a simple yet effective approach in this paper that can bound the parallel execution times of arbitrary task graphs based on the given memory capacity. The essence of our approach is to extend the Brent's theorem [13] by allowing it to integrate memory capacity for trading off the performance gains. To this end, we compute the range of concurrent tasks (RCT) for arbitrary task graph in general and tree in particular, that could be scheduled at the same time by a class of work-conserving algorithms within the given memory capacity 1 , and then leverage it to derive an upper bound on the parallel execution times of task graphs on multi-cores with global memory constraints. We exploit the estimated bound to develop a metric to help determine optimal memory capacity for a given task graph. Through an empirical study, we evaluate how good the estimated bound is via a designed scheduling algorithm, and also demonstrate the effectiveness of the metric in selection of optimal memory capacity for a task graph.
In particular, we make the following contributions in this paper.
1) We propose a concept of RCT for task graph to quantify its concurrent sub-tasks for maximum performance, and design algorithms to find it for task graph with arbitrary shape in general and tree in particular. 2) We extend the Brent's theorem [13] to the case where the memory capacity is considered to bound the expected execution times of task graphs. 3) We implement the bounding model (algorithm) and apply it to a bounded memory scheduling algorithm for task-graph computation and advocate a metric to select a cost-effective memory capacity for task graph execution. 4) We evaluate, through an empirical study, the proposed concept and its derived bounding method to show their values in task-graph computation. The remainder of the paper is organized as follows. We review some related work in the next section and describe the problem model in Section III. We introduce our approach to bounding the parallel execution times of task graphs in Section IV, including the concept of RCT and its computation methods, and a selection metric to validate the bounding model. We evaluate the proposed approach via a designed memory-bounded scheduling algorithm, through a simulation study, in Section V, and conclude the paper in Section VI.
II. RELATED WORK
Since the parallel computing became firmly established as one of the primary means to achieve high performance computing, its performance issues subject to various resource constraints have been undergoing a large amount of research from both the industry and the scientific community [4] , [14] - [17] .
Given the processor resources are often the performance bottleneck, the research efforts were made intensively to improve the processor utilization of parallel programs in early days of the studies, where a variety of scheduling algorithms were proposed for different performance goals. A comprehensive survey to summarize the progresses in this aspect can be found in [4] . As with the processor, another often considered resource is the memory. Due to the ''memory wall'' problem [18] , a large portion of the research are oriented to the optimization of memory intensive programs [19] and as well the memory sub-systems themselves [20] . The main reason to account for this status quo, in our opinion, is simply the evolution of memory technology that renders the relevance of memory capacity for applications gradually decreased while the memory speed is the hinge.
However, as a large number of in-memory computing systems are designed to support various applications [21] - [23] , this situation is gradually changed, and the memory capacity is also an equally important factor that would adversely affect the performance [14] , [24] . Burton [14] found a simple basis for predicting the memory footprint of a parallel program and ensured that the prediction holds for all valid executions of the program. Simpson followed up this research and designed a simple, locally depth-first, scheduling algorithm for space efficient execution of deterministic parallel programs [24] . In contrast, Jacquelin et al. [15] and Sbîrlea et al. [16] studied the bounded memory scheduling algorithms for tree-shaped workflows and dynamic task graphs, respectively. Recently, He et al. [25] proposed a concept of minmax memory claim (MMC) to achieve costeffective workflow computation in in-memory computing by avoiding the deadlock problem, and such a concept was later exploited by Marchal et al. [26] to minimize the crit-ical path of the task graph for high performance by a nonworkconserving scheduler.
As with the studies on memory constraints, the research on bounding execution times of parallel programs also possesses a long history [27] - [29] . However, most of early works achieved such a bound based on the number of processors [12] , [13] , [30] . For example, Eager et al. [30] investigated the trade-off in terms of the number of processors that is made between speedup and efficiency inherent to the parallel program, and gave bounds for the location of the ''knee'' of the execution time-efficiency profile, where the benefit per unit cost is maximized. Later, with an assumption of unlimited number of processors, Yazici-Pekergin and Vincent obtained stochastic bounds on execution times of parallel programs, which consist of interdependent tasks with synchronization constraints [28] . Sun and Ni pioneered the studies on memory constraints for parallel computing by proposing a memory-bounded speedup model, also known as Sun-Ni's law [27] , which reveals that data access is the key factor of performance, and scalable computing is bounded by memory capacity.
Unlike the early studies, which always try to give an explicit formulation for the bound, another class of works in this area, especially most of recent works, often focus on estimating or predicting the parallel execution times by adopting some analytical modeling framework with simulation or small-scale execution as a support [29] , [31] - [33] , or exploiting machine learning techniques to generate performance models for automatic prediction across program executions [34] , [35] .
Although these works are highly relevant to task graph computation in terms of resource utilization and scheduling efficiency, few of them investigates the concurrent task behaviors restricted by the constrained memory in a simple way, and thereby studying the corresponding bounds in a formula form on the parallel execution times of task graphs is highly desired for both users and platforms, which is the theme of this paper.
III. PROBLEM MODEL
In this section, we introduce the models used in this research from two aspects. One is the task graph model and the other is its execution model.
A. TASK GRAPH MODEL
We adopt the same task graph model G(V , E) in [25] to present a parallel program, where V represents a set of nodes and E a set of edges. A node in the graph models a sub-task, which allocates memory, performs computation, and then deallocate memory in a sequential order without preemption. We also assume that the memory required by each sub-task can be determined, either by analysis or experimentation. As such, the weight of a node v ∈ V as the memory footprint is denoted by m(v). An edge e ij ∈ E represents a dataflow from node i to node j, j ∈ Out(i), here Out(i) is i's outedge neighbors; its weight w(e ij ) indicates the size of the data volume. As with the memory footprint, the size of this data volume can also be obtained in advance. Therefore, the communication between sub-tasks is achieved by following the producer-consumer model. Given this fact, each node v is associated with a read set and a write set, denoted respectively as
The claim on the required dataflow resources by node v i is, therefore, known a prior and can be computed as
where |r| and |w| represent the sizes of the set r and w, respectively, and the total memory required by node v can thus be written as
The execution orders of the nodes are strictly constrained by the precedence between nodes, which means a node cannot be scheduled to execute until all its inputs have arrived, and no outputs are available until the node has finished. As with node and edge weights, the shape of the task graph are also determined by application and arguably not changed during the computation.
Without loss of generality, we also assume there are a single source sub-task and a single sink sub-task in the graph. These two nodes always act as the sub-tasks in the graph that stage in the initial inputs and stage out the result outputs, respectively. Hereafter, we use the terms node and sub-task interchangeably.
B. EXECUTION MODEL
Our execution model is based on a multicore system, composed of a collection of cores (aka. nodes) that possess a shared memory as shown in Fig. 1 . In our model, the life cycle of a sub-task may experience several states.
Initially, all the sub-tasks in the graph are in blocked state. A sub-task becomes free when its dependency restrictions have been resolved, and enters ready state for execution if its required memory can be satisfied. Otherwise, they will be in pending state until sufficient memory resources are available, and at that time some of them will enter the free state again.
With this strategy, we can always ensure that a sub-task with required memory will be eventually executed no matter how long a task queue is associated with each core. The subtask in the running state will first read in its inputs and reserve memory space for its outputs, and then execute until the computation is completed. After a sub-task has completed, it enters done state after writing out its outputs. A completed sub-task will release the occupied memory resources immediately, which can be reclaimed for subsequent sub-tasks' executions.
In this research, we are particularly interested in taking the off-chip storage as a data buffer to implement the data channels as it prevents from the deadlock problem as discussed in [25] , given its potentially infinite size. However, for performance optimization, we can still consider to use part of the shared memory as the data channels, instead of using the underlying file system. As such, how to effectively partition the shared memory is a great challenge. Fig. 2 is an example to show how a simple diamond shaped task graph is executed in three steps, denoted by T 1 , T 2 , and T 3 , on a dual core system. Each sub-task v is allocated memory req(v) = m(v) + c(v), for example, req(A) = 5 + (3 + 2) = 10. The data channels are implemented via an offchip hard drive disk managed by a file system.
IV. BOUNDS ON PARALLEL EXECUTION TIMES
In this section, we present our approach to bounding the parallel execution times of task graphs. Our basic idea is to extend the Brent's result, which bounds the execution times of parallel programs in terms of the number of processors [13] . The hinge of this extension is to determine the number of active cores, subject to the constrained memory during the execution, and then exploit the Brent's inequality to obtain an upper bound for the execution times of task graphs. Unfortunately, such number is not fixed when considering the complex patterns of the memory requirements in task graphs, instead, it is dynamically changed during the computation. To address this issue, we first characterize the range of concurrent tasks (RCT) by computing, for arbitrarily shaped graph and tree in particular, the lower and upper bounds on the maximum number of concurrent tasks that could be executed at the same time within the bounded memory during the computation, and then derive an upper bound on the expected execution times of task graphs. Finally, a memory-constrained algorithm is designed to maximize the performance of task graphs, and also a cost-effective memory capacity is determined for the given task graph by using a proposed metric.
A. RANGE OF CONCURRENT TASKS
Given the potentials of a large number of concurrent subtasks in a task graph, each with different memory requirements, it is unlikely to schedule the graph to have a good execution time while reaching good memory performance as well [36] . In this section, we study how the range of the maximum number of concurrent sub-tasks (i.e., RCT) for work-conserving scheduling algorithm is changed when the memory is bounded, here, the work-conserving algorithm means the available memory will be immediately allocated, instead of reserved by the algorithm for subsequent sub-tasks.
The RCT concept is useful for making trade-off between the memory resources and the computation performance. We first give a formal definition of RCT, and then develop algorithms to find it for both general task graph and tree graph in particular.
1) BASIC DEFINITION
The concept of RCT is characterized by the lower-and upper-bounds on the maximum number of concurrent subtasks during the execution of the task graph without breaking the memory capacity given as M . Both bounds can be obtained by examining each clique in the derived graph of task graph
, which is generated by complementing G(V , E) 2 and re-assigning node weight by req(v), v ∈ V . Suppose C denotes a clique in a connected component C of the derived graph, we can define the bounds for component C as follows:
where m i = req(i) is the memory footprint of task i in S. In both definitions, S(C) is used to specify the selected subset of clique C, whose required memory fills in M as much as possible. 3 However, depending on the bounds to compute, the selection strategy in each definition is slightly different. For the lower bound, we select the sub-tasks from C in such a way that the memory capacity M is filled up by those ''big'' sub-tasks in terms of memory footprint. In contrast, the selection strategy is opposite for the upper bound definition in the sense that the memory capacity M is filled up by those ''small'' sub-tasks from C that use the largest number of cores (marked by C ↑). Given the definitions of S(C), the subset S with the smallest (largest) numbers of concurrent sub-tasks |S(C)| across all cliques in the component C (i.e., C ∈ C) is selected as the lower (upper) bound of RCT for the component. Fig. 3 is an example to illustrate the definitions of the RCT bounds. In this figure, three cliques of the connected component are identified. Given memory bound of 18, the lower bound of RCT for this component is defined by the subset of sub-tasks in Clique2 as it has the smallest size, which is 2, even though the subset of sub-tasks in Clique1 is more effective to fill up the memory. In contrast, the upper bound is defined by the subset of sub-tasks in Clique3 as it has the largest size of 9.
Given the definitions of the lower and upper bounds of RCT for each connected component, we can then define the RCT under memory bound M for the derived graph
where h(M ) min C∈D {h(M , C)} and h(M ) max C∈D {h(M , C)}, in which D is the set of connected components of the derived graph. As discussed previously, it is possible that a connected component contains only a single sub-task, say the sub-tasks for synchronization purpose or the sub-tasks in pipeline graphs. But, in this research we focus squarely on those components which are not triangle free, instead of the pathological cases.
2) RCT COMPUTATION
We follow the definition of RCT to design an exact algorithm to find it out. Our algorithm is an extension of the CP algorithm (short for Carraghan and Pardalos' algorithm [37] ), which is a basis for most published algorithms to compute maximum clique of general undirected graph. We extend the CP algorithm by considering the memory bound, and in the meantime, identifying the cliques that satisfy the definitions of h(M , C) and h(M , C). Fig. 1 is the recursive procedure to show how the lower and upper bounds of RCT for a component C are computed.
Algorithm 1
V is vertex set of C, C is a found clique 3: h and h are global variables 4: if (V = ∅) then
5:
S c ← arg min
h ← min{l, h} 10: h ← max{u, h} 11 :
end if 13: while (V = ∅) do 14: i ← min{j|v j ∈ V } V has been sorted 15:
end while 18: end procedure
The algorithm starts with sorting the vertices of a component C in ascending order of their degrees, and examines them one by one in a recursive manner (Line 13-17). The set of vertices adjacent to vertex v is denoted by N (v), and the examined sub-graph, reduced by V ∩ N (v), only contains v's neighbors used to recursively find the clique which has v as an element, in the next step. A clique C is found whenever V = ∅, and at this time, the algorithm tires to find the corresponding sub-cliques that satisfy the definitions of the lower and upper bounds, respectively as shown in Line 4-10.
The global variables h and h, initialized by +∞ and 0, respectively, give the lower and upper bounds of RCT for the component graph. Note that we remove the pruning strategy in the original algorithm as we need to go through every single clique of the graph to select the sub-cliques.
The selection strategies for the sub-cliques S of clique C can be achieved by selecting the sub-tasks from C in descending order or ascending order of their memory footprints. Only in these ways can we select sub-tasks for S ⊆ C ↓ (S ⊆ C ↑) as few (many) as possible to fill up the given memory.
3) RCT FOR TREE GRAPH
Due to the intractability of finding the maximum weighted clique (MWC) in general graphs, in this section we consider to efficiently compute the RCT for tree graphs in an optimal way. Tree is a commonplace task graph often studied in various computations [15] , [38] . A real-live example is the elimination-tree graph, which is developed to represent the memory requirements and the computational dependencies in the Cholesky and LU factorization of sparse matrices [15] .
We compute the upper bound of RCT by designing an optimal algorithm based on dynamic programming (DP) techniques. The algorithm distributes the given memory capacity M among as many as concurrent sub-tasks in the tree. More specifically, given memory bound c, 0 < c ≤ M , we have the following recurrence to compute the maximum number of concurrent sub-tasks that could be executed at the same time, represented by N [u, c], during the computation of the sub-tree rooted at node u ( Fig. 4(a) ):
where 4
is the function returning the number of cores required by node u subject to memory capacity m. This recurrence indicates that N [u, c] is achieved by allocating the memory either to node u or to its sub-trees, whichever enables more concurrent sub-tasks. To solve recurrence (2), we transform a general tree graph into a binary form by adding two dummy nodes u and u recursively, as shown in Fig. 4(a) and Fig. 4(b) .
here, v is u's (also u 's) left-most child sub-task in the tree graph. T [u , c − q] is the largest number of concurrent subtasks in all the subtrees of node u held by the remaining memory capacity of c−q. First, the left-most child of u is assigned capacity q, and then all its sibling subtrees, which hang on a dummy node to use the remaining c − q. Dummy nodes are added to only ease the algorithm presentation; they are not capacity consumers. The algorithm alternately computes two tables N [u, c] and T [u, c], respectively, to complete the computation, and finally, N [root, M ] is our solution to h(M ) for the tree graph. By following the same arguments, we can also compute h(M ) where, instead of looking for the maximum number of concurrent (small) sub-tasks, we try to find the least number of concurrent (big) sub-tasks in the tree to fill up the given memory as much as possible.
Theorem 1: Subject to memory capacity M , recurrence (3) yields an optimal solution to h(M ) within pseudo-polynomial time of O(nM 2 ) for n-node tree graphs.
Proof: Two tables N and T are alternatively created to compute recurrence (3), each having a size of O(nM ). Each entry of N needs a constant cost while each entry of T needs at most M costs due to the max 0≤q≤c operation when c is maximum of M . Thus, the order of time complexity of (3) is O(nM 2 ).
Given the pseudo-polynomial time algorithm, we can see that if the memory capacity is a small number, i.e., M is polynomially bounded in n, then we would have a regular polynomial time algorithm.
B. THE BOUND
For any work-conserving scheduler to schedule a task graph on a multicore system with p cores, the parallel execution time of the task graph can be bounded as follows:
Theorem 2: (Brent [13] ) Given any task graph, if T 1 and T +∞ represent its sequential execution time (i.e., p = 1) and parallel execution time with an unbounded number of processors (i.e., p = +∞), we then can bound the parallel execution time of the graph as follows when the number of available processors is p ∈ [1, +∞]:
This result is based on fixed-size workload, i.e., the task graph is not increased as the number of processors grows. Also, it does not consider memory constraints. In other words, the memory capacity is assumed to be unbounded in the result.
With the concept of RCT, we can extend the result to the case for any work-conserving algorithm when the memory is bounded by M . Since the number of cores that could be used falls in the range of [h(M ), h(M )], we can have the following result with respect to the expected parallel execution time of the task graph:
Theorem 3: Given any task graph, if T m and T +∞ represent its respective execution time with sequential memory (i.e., M = m) and parallel execution time without memory constraints (i.e., M = +∞), we then can bound the expected parallel execution time of the task graph as follows when the available memory is bounded by M ∈ [m, M ], where (M ) represents the minmax-memory claim of the graph computed by He et al. [25] :
Proof: Assuming the numbers of concurrent sub-
Algorithm 2 Memory-Bounded Scheduling Algorithm
enqueue source onto Q Event Sched: 
As the nth harmonic number is about as large as the natural logarithm of n, we then conclude
The amount of used memory at a given execution step strongly depends upon the ordering in which the sub-tasks are executed, and particularly, T m is determined by the maximum requirement of sub-task in our context. In reality, it is possible that h(M ) is equal to h(M ) when the given M is small enough, say T m , in this case, we still have Brent's result that
C. BOUNDED MEMORY SCHEDULING
To validate our bounding model in the last section, we improve the list scheduling to identify a schedule that not only fits the memory bound, but also has the potentials to cover a class of task-graph schedulers for short scheduling length. In particular, we consider the following characteristics in our design of the algorithm:
• breadth-first schedule (BFS) usually leads to more parallelisms and memory, while depth-first schedule (DFS) goes by contraries;
• each sub-task v ∈ V has different ratio λ v :
Our basic idea is to leverage the above information to prioritize the ready-to-run sub-tasks in the list in such a way that trades the parallelisms for lower memory requirements. Our algorithm is illustrated in Algorithm 2 where two major scheduling events are processed after the initialization. The main while loop is designed to handle the event ''Sched'' where each ready sub-task is put into queue Q and dispatched to a selected core if its required memory can be satisfied. Otherwise, the ready sub-task will re-enter Q by re-setting the priority. The distinct feature of this algorithm is function u.setp(λ u ) and v.resetp(v, Q), which can combine various searching strategies in the scheduling. In our design, we set the priorities of sub-task nodes in Q, according to their λ v values in a descending order, like λ v 1 ≥ λ v 2 ≥ . . .. Of course, some other heuristics can also be applied, for example,
. ., and 3) critical path, here, deg v specifies the degree of node v in G(V , E) while cen v represents the centrality measure of node v within G(V , E), which quantifies the number of times that node v acts as a bridge along the shortest path between two other nodes (i.e., betweenness centrality). The essence of this design is not to obtain a new memory-bounded algorithm, instead, it is designed to have potentials covering a class of task-graph scheduling algorithms with memory constraints to validate our bounding model. Our solution is clearly a hybrid search that is flexible enough to combine BFS and DFS to trade off the parallelisms for memory requirements.
The processing logic is relatively straightforward, simply adding back the released memory resource v.getreq() to M . After sub-task v is complete, an event ''v done'' happens, its released memory m v is added back to M and its output edges are colored. For each child of sub-task v, it is put into Q in a certain priority only if all of its input edges are colored to show that all its input data are available. Note that in Algorithm 2, the pseudo-codes for the event processing are in two separate processes, which run independently and interact with each other by producing and consuming the M memory resources (via sub-task allocation and deallocation).
D. HOW TO SELECT M
Based on the previous discussion, we found it is very subtle to determine an appropriate M for a particular task graph, which should not be too large while guaranteeing a certain degree of parallelism. 5 We define α(G, M ) as the memory 5 The degree of parallelism is defined as a metric to measure how many operations can be or are being simultaneously executed by a computer. It is especially useful for describing the performance of parallel programs and multi-processor systems. Note that this concept is different from RCT, which is defined by an interval. efficiency factor with respect to task graph G(V , E) and memory capacity M .
where T M is the estimated upper bound on the parallel execution time with memory capacity M and m(t) denotes the total memory requirements at time t during the computation. α(G, M ) indicates how many percentages of the memory M are used by the computation per time unit. Clearly, the higher the α(G, M ) is, the better the memory is used. Note that α(G, M ) is independent of scheduling algorithm. Although α(G, M ) can represent the memory efficiency, it cannot fully reflect the computation efficiency. As a result, we cannot use α(G, M ) alone to determine an optimal value of M for a given task graph. To address this issue, we consider another computation efficiency factor, called β(G, M ), which is defined as follows:
here, CP(G) represents the critical path of graph G, which is the lower bound of the graph computation time. As with α(G, M ), the higher the β(G, M ) is, the more efficient the computation is. Thus, given task graph G(V , E), M not only determines α(G, M ), but also regulates β(G, M ). We need to jointly consider them, that is < α(G, M ), β(G, M ) >, as a selection metric to pick up the optimal M .
V. PERFORMANCE STUDIES
In this section, we evaluate the bounding model, together with its computation methods, by measuring the gaps between the computed time bound and the actual parallel execution times of the selected task graphs. During this evaluation, we also investigate how the parallel programs behave with limited memory capacity, and study the proposed scheduling algorithm in terms of its RCT, scheduling length, as well as memory efficiency through empirical studies.
A. EXPERIMENTAL SETUP
To this end, we developed a small evaluation system in Java language as shown in Fig. 5 , where a task graph scheduler is built according to the model presented in Section III, and a thread pool is maintained to mimic the processor cores. The system accepts task graphs as its input, and then exploits each task graph, together with its estimated memory resources and execution times of sub-tasks, through an execution time estimator, a core element of the scheduler, to estimate the time bound of the task graph. The scheduler dispatches the sub-tasks to the threads in the pool for execution based on the proposed scheduling algorithm. The execution of subtake is performed by the associated thread to allocate the required memory, and then sleep for a while quantified by the estimated execution time. Since the constrained memory resources are only our concern, we assume that the number of threads (cores) are unbound, and the memory capacity is M units. As such, the maximum degree of parallelism should be solely constrained by the memory size, not the number of processor cores. As for the task graphs, there are many techniques in literature to automatically generate them for research works in areas of task scheduling [39] - [41] . We adopted the task graph generator introduced in [42] to generate the task graphs in our experiments. In particular, we deliberately select three kinds of graphs: tree(size), grid(width,height), and random graph(size, p) [43] as our studied task graphs, each with different topologies and number of nodes as the size to represent a broad range of parallel programs [15] , [44] - [47] .
Both tree and grid have strictly regular structures, allowing us to observe the behaviors of the scheduling algorithms under some extreme yet predictable conditions. In contrast, the random graph does not enforce any regular structure, each pair of nodes are connected in a fixed probability (p = 0.1 in our case). This graph is considered here as a complement to model general task graphs that could be found in parallel programs.
In addition to the shape, each sub-task v of the graph is characterized by a two-element tuple < c v , m v > to represent VOLUME 7, 2019 its required memory and CPU core time. An example of grid graph is shown in Fig. 6 , where its shape is characterized by width (4) and height (5) , and the numbers inside each sub-task node represent its required memory and CPU core resources.
Given this setup, one can observe that the developed scheduler is a real task scheduler, which can schedule the tasks while containing all overheads that a real scheduler should have. On the other hand, the tasks are actually executed, rather than simulated, in the time that are scaled down proportionally for the efficiency. Given these facts, we believe in that if the required resources of the task graph are well estimated, our evaluation system can accurately reflect the situations in the real world.
B. EMPIRICAL RESULTS
In this section, we present our empirical results from two main aspects. We first evaluate how good the estimated time bound is on the parallel execution time of the task graph and then advocate how to select the memory capacity to maximize the memory efficiency for a particular task graph. In all the experiments, the number of nodes in each task graph is varied from 100 to 1500, and the required memory and CPU core time of each sub-task are uniformly distributed between 10 and 1000 space and time units. The space and time units can be selected arbitrarily only if they are used consistently in the experiments. In our experiments, we select megabytes (MB) as the space unit and milliseconds (ms) as the time unit for the efficiency of the experiments.
Our results show that the estimated time bounds are relatively accurate, and the advocated M is relatively better than other values for the task graph in terms of cost-effective computing.
1) HOW GOOD THE TIME BOUND?
In these experiments, we show the goodness of bounding model from four facets: 1) degree of parallelism; 2) memory utilization; 3) scheduling length; and 4) scalability since all these facets reflect the actual behaviors of the model from different angles.
2) DEGREE OF PARALLELISM
From Fig. 7 , one can observe that under different M s, the numbers of running sub-tasks across all the selected task graphs consistently fall into the range determined by h(M ) and h(M ) during the computation. These results demonstrate the effectiveness of the concept of RCT in quantifying the behaviors of the task graph scheduling as well as its computation.
3) MEMORY UTILIZATION
To fully understand the computation behaviors, we also measure the memory utilization in the course of the task graph executions. Fig. 8 is our results, where the active memory indicates the sizes of the memory have been allocated to the running sub-tasks. We can find that in all the cases, the given memory can be fully utilized, which validates the memorygreedy nature of the scheduling algorithm. On the other hand, the memory usage patterns are highly consistent with the changes of the number of running sub-tasks. It is not difficult 
FIGURE 10.
How good are the time bounds for the random task graph as the graph sizes are increased from 100 to 1000 nodes and the edge probability is fixed as p = 0.1 (M = 5000MB).
to understand since the more sub-tasks are running, the more resources will be consumed, even under different memory capacities.
4) SCHEDULING LENGTH
Additionally, we also compare the estimated time bounds on the selected task graphs and the actual scheduling lengths to show its goodness in Fig. 9 . Not surprisingly, as more memory resources are added to the computation, more sub-tasks can be scheduled to execute in parallel, reducing the overall execution time. As such, both the estimated bounds and the actual execution times are gradually reduced. In particular, for each task graph, after the memory capacity exceeds a certain value (say 6000MB in the tree and 4000MB in the grid), the gaps between these times become relatively stable. This is because, in these situations, the degree of parallelisms for each graph is maximized, and its actual execution time approaches to its critical path. However, for the estimated bound, an extra term in formula (3) is overpaid.
5) SCALABILITY
Finally, we investigate if the computed time bounds are scalable with respect to the size of task graph. To this end, we select the random graph as a target, gradually increase its size from 100 to 1000 nodes, and see how the time gaps behave when M is fixed by 5000MB, and the actual execution times are taken as the baseline. Fig. 10 shows our experimental results where the actual execution time and its computed bound are monotonically increased as the graph size is enlarged. Based on the figure, one can derive that the computed time bounds are not only scalable to cap the actual execution times of the random graph but also relatively accurate as a prediction for the task graph execution times.
Overall, our results demonstrate the goodness of the proposed bounding model, which gives us a relatively good estimates on the parallel execution times of task graphs in a simple yet effective way.
6) HOW TO SELECT M?
Given the goodness of the time bounds, another interesting question is how to determine M for a given task graph to make a cost-effective computing. In this experiment, we try to answer this question by studying how the selection metric < α, β > is changed with respect to the given 100-node graph when M is increasingly enlarged from 1000 to 10000 units (MBs). Fig. 11 shows our experimental results, where each M has its own selection metric < α, β >, expressing as a point in the figure. Clearly, the points located in the top-right area are better than others as they indicates high memory and computation efficiencies. In the figure, the optimal sizes of memory for each of the three task graphs are circled and recommended in reality since they strike a good balance between the memory efficiency and the computation efficiency for the specified task graph computation. The optimality of these sizes can be validated by checking Fig. 9 , where they are marked as turning points on the curves of the actual execution time of the task graphs. As an example, Fig. 10 indicates that M = 3000 units (MBs) is most effective for the given tree graph, and Fig. 9(a) clearly validates it by its actual time curve.
These results demonstrate that the proposed selection metric < α, β > is very effective in the selection of optimal M for the cost-effective uses of the memory resources with respect to the task graph. This is particularly important to those computing paradigms whose resources are provisioned in a ''pay-as-you-go'' model as in cloud computing.
VI. CONCLUSIONS
Studies on the parallel execution time of task graphs subject to memory constraints can not only help users save budget for their computational task, but also allow scheduler to make judicious allocation for the task graphs. As such, the bounds on parallel execution times of task graphs are highly desired. In this paper, we proposed a simple yet effective approach to computing upper bounds on parallel execution times of task graphs. The essence of this approach is to extend the Brent's result by incorporating the memory constraints. To this end, we introduced the concept of RCT as well as its computation methods for both general task graph and tree graph in particular, and evaluated the goodness of the bounding model through a proposed memory-bounded scheduling algorithm. Finally, we also demonstrated how to determine a value of M to balance the memory efficiency and execution times for a given task graph.
