Faces, more than other objects, are identified more accurately when upright than inverted. This inversion effect may be linked to differences in expertise. Here, we explore how stimulus characteristics and expertise interact to determine the magnitude of inversion effects. Observers were trained to identify houses or textures. Inversion effects were not found with either stimulus before training, but were found following 5 days of practice. Additionally, the learning-induced inversion effects showed partial transfer to novel exemplars. Although similar amounts of learning were observed with both types of stimuli, inversion effects were significantly larger for textures. Our results suggest that the size of the inversion effect is not a reliable index of face-specific processing.
Introduction
Objects are recognized more rapidly at their canonical orientations than when rotated within the picture plane (Jolicoeur, 1985) , or in depth (Lawson & Humphreys, 2000) . However, rotation (inversion) seems to impair face processing with particular severity, both in terms of accuracy and reaction time (e.g., Diamond & Carey, 1986; Yin, 1969 ; for a more extensive review, see Valentine, 1988) . The impairment is so much more pronounced for faces than for other objects, that the inversion effect has become a hallmark of hypothesized face-specialized processing, particularly configural processing mechanisms (e.g., Farah, Tanaka, & Drain, 1995; Leder & Bruce, 2000; Moscovitch & Moscovitch, 2000; Rhodes, Jeffery, Jacquet, Winkler, & Clifford, 2004; Tanaka & Farah, 1993) .
However, recent research suggests that the difference between upright and inverted face processing may be quantitative in nature, rather than qualitative. For example, studies using the classification image and bubbles techniques have shown that observers rely heavily on the eye and eyebrow region when identifying both upright Gosselin & Schyns, 2001; Schyns, Bonnar, & Gosselin, 2002; Sekuler, Gaspar, Gold, & Bennett, 2004) and inverted faces, but the efficiency with which observers use available information in this region is reduced when faces are inverted (Gaspar, Bennett, & Sekuler, accepted for publication; Sekuler et al., 2004) . This difference in processing efficiency between upright and inverted faces mirrors the change in processing efficiency for objects seen as a result of practice (Gold, Bennett, & Sekuler, 1999a; Gold et al., 2004) , suggesting that the superiority of upright processing may reflect greater practice identifying upright faces than inverted ones. Consistent with this idea, sizeable inversion effects have been observed for other non-face objects, when observers have developed expertise with that object class. For example, Diamond and Carey (1986) found that dog experts exhibited inversion effects when discriminating amongst breeds for which they had developed expertise (an effect that did not generalize to dogs in general), whereas novices did not perform significantly differently 0042-6989/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2007.09. 017 across orientations (but see Robbins & McKone, 2007) . Similarly, inversion effects have been reported for body position discrimination (Reed, Stone, Bozova, & Tanaka, 2003) , and inversion effects were larger when discriminating amongst bodies in biologically possible positions than in biologically impossible positions. Because observers likely have far more exposure to biologically possible positions than impossible ones, these results are consistent with the notion that inversion effects emerge for expertly processed stimuli.
Furthermore, there is some evidence that practice can induce inversion effects. The most compelling evidence comes from McLaren (1997) , who trained observers to discriminate amongst checkerboard patterns, and demonstrated a strong inversion effect after practice: not only was upright performance greater for familiar than unfamiliar checkerboards, but inverted performance was actually impaired for familiar checkerboards relative to unfamiliar exemplars. Practice-induced inversion effects also have been reported for Greebles (a specially designed class of novel stimuli; Gauthier & Tarr, 1997) . Observers who had been trained previously to recognize upright Greebles discriminated configural changes faster (though not more accurately) for upright stimuli than for inverted stimuli; observers who received no previous experience with Greebles did not differ in their performance across orientations. Similarly, in a separate task involving Greeble recognition (Gauthier, Williams, Tarr, & Tanaka, 1998) , both novices and experts initially showed a small RT advantage for upright Greebles (relative to Greebles misoriented by 60, 120 and 180 degrees). Recognition became faster with practice on the task for both experts and novices, but upright performance benefited disproportionately for experts, such that the inversion effect was enhanced for experts but lost for novices. Moreover, practice-induced inversion effects do not seem to be limited to the visual modality, because face perception and training of pattern discrimination in the tactile domain also can induce inversion effects (Behrmann & Ewell, 2003; Kilgour & Lederman, 2006; Newell, Ernst, Tjan, & Bulthoff, 2001) . Taken together, these results show that inversion effects are present for expertly processed stimuli, and can be induced through laboratory training tasks with novel stimuli.
However, many of the characteristics of practiceinduced inversion effects remain largely unexplored. For example, it is not clear whether the size of trained inversion effects depends on prior knowledge brought to the task, such as knowledge about the canonical orientation of the object class. Further, the limited number of studies that have induced inversion effects through practice have not examined whether these inversion effects transfer to novel members of that class (a characteristic of face inversion effects). Finally, there is a suggestion within this body of research that the size of the inversion effect is a direct indicator of expertise (for faces or other highly trained object classes). Yin (1969) , for example, emphasized the greater size of inversion effects for faces relative to other object classes, and studies of expertise generally have demonstrated larger inversion effects for experts than for novices (Behrmann & Ewell, 2003; Diamond & Carey, 1986; Gauthier et al., 1998; McLaren, 1997; Reed et al., 2003) . The extent to which inversion effects differ across object sets with an equal extent of practice remains unknown.
The following experiments explore some of the characteristics of learned inversion effects by comparing face inversion effects to inversion effects generated before and after practice on house and texture discrimination tasks. If knowledge of the canonical orientation is sufficient to induce an inversion effect, then houses, but not textures, should exhibit inversion effects prior to practice. Further, practice with upright houses might be expected to induce larger inversion effects than practice with inverted houses. If inversion effects that are induced by training are qualitatively similar to face inversion effects, then these inversion effects should, like faces, transfer to novel houses. Finally, if the size of the inversion effect is a direct indicator of expertise, then equivalent amounts of training on house and texture discrimination tasks should result in similarly sized inversion effects.
Experiment 1
Experiment 1 examined whether performance improvements on a house discrimination task would be specific to the trained orientation. Different sets of observers were trained across 11 days to differentiate either amongst 10 upright houses or amongst 10 inverted houses, and both sets of observers subsequently were tested at both orientations.
Methods

Observers
Twelve observers (mean age = 25.6 years; range: 19-45) were recruited from McMaster University's Vision and Cognitive Neuroscience Lab participant pool. Observers were undergraduate and graduate students at McMaster University, and received $10/h for their participation. All observers had normal or corrected-to-normal visual acuity, and all were naïve with respect to the purpose of the study.
Stimuli and apparatus
Object classes differ in their degree of structural homogeneity. For example, faces are a highly homogenous stimulus category: the relative locations of eyes, nose and mouth are consistent across all exemplars. By contrast, houses are far more heterogeneous: the numbers and locations of doors and windows usually vary significantly across exemplars. Different strategies may well be needed to differentiate members of homogenous and heterogeneous classes, because the demands are likely to differ. For example, the most distinctive differences between the stimuli are more likely to be in a spatially predictable location in a homogenous class, than in a heterogeneous class.
For these reasons, despite the typical heterogeneity of houses in the real world, the 10 houses used in this experiment ( Fig. 1) were constructed to tap into strategies used to learn to discriminate homogenous stimuli. This was accomplished by constructing all houses with a single shared template: each house possessed a door to the lower left, a large window to the lower right, and two small windows to the upper left and right. Individual houses could be differentiated on the basis of any one of these components (as with the features in faces), but the house background was identical for all stimuli. The house background and the individual windows and doors were cropped (in Adobe Photoshop 7.0) from photographs of local houses, taken with a digital camera at a front-view angle. Finally, the spatial frequency content of the images was equated by applying the average amplitude spectrum to each house, ensuring that the stimuli differed only in terms of their global phase spectra. Because the structure of images is carried largely by the global phase spectrum (Oppenheim & Lim, 1981; Sekuler & Bennett, 1996) , this manipulation preserves the discriminability of the stimuli while ensuring that observers could not rely upon differences in overall contrast, or relative contrast differences across spatial frequencies and orientations, to perform the task. Despite the structural homogeneity of the house stimuli, these stimuli display typical EEG and fMRI markers of house processing: the N170 component of the event-related potential has reduced amplitude for these houses relative to faces (Rousselet, Husk, Bennett, & Sekuler, 2005; Rousselet, Husk, Bennett, & Sekuler, 2007) , and maximal BOLD responses are located in the parahippocampal place area (Husk, Betts, O'Craven, Bennett, & Sekuler, 2006) .
All stimuli were displayed on a Sony Trinitron GDM-F520 monitor (800 · 600 pixels, 21 pixels/cm, refresh rate 85 Hz) and viewed from a distance of 1 m. The target houses (subtending 5 · 7 degrees) were presented centrally on an otherwise uniform screen. On the selection screen, the 10 houses (the target plus nine distractors) were presented in two rows above and below fixation, each house subtending 3.4 · 4.8 degrees. The position of each individual house in the selection screen was held constant across all trials, and was the same for all observers. Throughout the experiment, all stimuli were presented at a fixed contrast variance of 0.0015. Background luminance equaled 15.85 cd/m 2 and was held constant throughout the experiment.
Procedure
Observers completed 11 sessions on consecutive weekdays (with most sessions separated by 24 h, but some as much as 72 h when crossing a weekend). The first session consisted of a pre-test followed by the first practice session. Sessions 2-10 each contained a single practice session, and session 11 consisted solely of a post-test.
The general procedure employed during all phases of the experiment was a 10-alternative forced choice discrimination task. Each trial began with a fixation point, presented for 1 s, after which a house was presented for 500 ms. The selection screen, consisting of an array of 10 houses, was presented immediately afterward, and remained on the screen until the observer made a response. The observer responded by using the computer mouse to select the target house. Auditory feedback was provided during all phases of the experiment (pre-test, training, and post-test): a high-pitched tone indicated a correct selection, and a low-pitched tone, an incorrect selection. The next trial was automatically started immediately following the auditory feedback.
Pre-test
To obtain an initial comparison of upright and inverted discrimination performance, observers partook in a pretest composed of 200 trials (100 trials each of upright and inverted stimuli) separated into 10 blocks of 20 trials. The upright and inverted blocks were alternated across the session, with the order counterbalanced across observers. All houses were presented equally often in each block, and at each orientation across blocks.
Practice
Observers then were trained across 10 sessions to discriminate amongst the 10 houses (half were trained on upright houses, and half on inverted houses). For those trained in the inverted condition, the target and distractors on the selection screen were also inverted. Each practice session consisted of 400 trials (40 presentations with each 10 houses serving as a target, randomly intermixed).
Post-test
Observers were re-tested on upright and inverted performance. The post-test procedure was the same as that of the pre-test, and observers maintained the same order of exposure to upright and inverted blocks as in the pre-test.
Results
In the pre-test, observers assigned to the inverted practice condition outperformed those assigned to the upright Fig. 1 . House set employed in Experiment 1. These images are displayed in the same order as presented on the selection screen. However, during actual presentation the images were of lower contrast, and the size and spacing of the images were greater than displayed here.
practice condition (Fig. 2a) . Despite this difference, neither group showed an initial inversion effect: performance with upright and inverted stimuli did not differ either in the upright practice group (t(5) = 0.15, p = .89), or in the inverted practice group (t(5) = 0.48, p = .65). As seen in Fig. 3 , although performance in both groups was significantly greater after training than before (main effect of session: F(1, 10) = 118.95, p < .001), the improvement in the upright group was somewhat greater, so that the difference in performance between the groups was smaller by the tenth day of practice than it was on the first day (Group · Session interaction: F(1, 10) = 6.01, p < .05). Following practice with upright houses, a significant inversion effect was observed (Fig. 2b) : upright houses were identified with 14% greater accuracy than inverted houses (t(5) = 8.37, p < .001). Practice with inverted houses induced a reversed inversion effect of approximately the same magnitude: inverted houses were identified with 13% greater accuracy than upright houses (t(5) = À3.62, p < .02; Fig. 2b ).
Because the upright and inverted groups performed differently at pre-test, Fig. 2c represents the performance on upright and inverted houses before and after learning in terms of improvement (i.e., the change from baseline performance), illustrating the striking cross-over Group · Orientation interaction (F(1, 10) = 14.73, p < .01): performance was better with the trained orientation, regardless of whether observers were trained with upright or inverted stimuli. It is important to note, though, that performance improved substantially from baseline for both the trained and untrained orientations. Thus, there seems to be partial, but incomplete, transfer of learning across orientations.
Practice improved performance in both groups. Hence, it is possible that the inversion effects that were found after practice were associated with a change in task difficulty (i.e., response accuracy), rather than practice per se. We evaluated this possibility by testing eight novice observers with upright and inverted houses at five different levels of contrast variance (0.001, 0.0015, 0.003, 0.01, 0.02). By varying stimulus contrast, it was possible to manipulate task difficulty independently of the amount of practice. Observers completed a single session consisting of 5 blocks of 80 trials. Each block presented houses at a different contrast level, with order counterbalanced across observers. The results are shown in Fig. 4 : response accuracy increased monotonically with contrast and, averaged across contrasts, was 3.4% higher for upright than inverted houses. A repeated-measures ANOVA found significant main effects of contrast (F(4, 28) = 34.39, p < .001) and stimulus orientation (F(1, 7) = 8.81, p < .05). Importantly, however, the interaction between contrast and orientation was not significant (F(4, 28) = 0.65, p = .56), so the effect of stimulus orientation did not depend on contrast or on overall accuracy. These results suggest that the change in the inversion effect produced by practice was not simply due to a change in task difficulty, but rather reflects an effect of practice per se. 
Experiment 2
Face inversion effects are notable for their generalization to novel stimuli. Indeed, most studies examining the face inversion effect use face stimuli that are unfamiliar to the observers, yet face inversion effects are pronounced despite the unfamiliarity of the individual faces. Experiment 1 demonstrated that practice with houses at a given orientation can produce performance that, like faces, is impaired at novel orientations, but it is not clear whether such inversion effects generalize to novel exemplars. If so, this would suggest that observers have not only learned to recognize the individual exemplars, but have also learned characteristics about the set of stimuli that can then be applied to novel exemplars. Further, comparing the degree of impairment due to changes in orientation versus changes in exemplars can provide insight into the relative extents of stimulus-specific versus category-specific learning.
Methods
Observers
Sixteen new observers (mean age = 19.4 years; range: 18-22) were recruited from the McMaster Undergraduate Psychology participant pool (and received partial course credit for their participation) or from the Vision and Cognitive Neuroscience Lab participant pool (and received $10/h for their participation). All observers had normal or corrected-to-normal vision, and all were naïve with respect to the purpose of the study.
Stimuli
Two sets of 10 houses were employed in this experiment. Sets A and B were each composed of five houses from Experiment 1 plus an additional five novel houses (Fig. 5) . As with Experiment 1, all houses had the same amplitude spectrum.
Procedure
Observers were trained to discriminate amongst upright presentations of 10 houses using the same training procedure described in Experiment 1. To ensure that observers had no prior experience with inverted stimuli prior to testing, the pre-test was eliminated (although preliminary data on 20 additional observers confirmed that no initial inversion effect was present at the training contrast for either house set: see ''pre-test'' group in Fig. 6a ). Half the observers were trained for five sessions on Set A, and half on Set B. In the sixth session, upright and inverted performance was tested for both trained and untrained house sets (orientation and house-set order were counterbalanced across observers).
Results
The results are presented in Fig. 6 . Practice resulted in a statistically significant increase in accuracy of 29% across the 5 days of training (t(15) = 15.35, p < .001, Fig. 6b ). As seen in Fig. 6a , after practice, accuracy was greater for trained than untrained houses, (F(1, 15) = 43.38, p < .001). Consistent with the earlier experiments, a significant inversion effect was generated after practice, (F(1, 15) = 59.80, p < .001). Moreover, the size of the inversion effect did not differ from the inversion effect obtained in Experiment 1 after 10 practice sessions with upright houses (t(14.33) = 1.81, p = .092). Inversion effects were However, during actual presentation the images were of lower contrast, and the size and spacing of the images were greater than displayed here.
observed for both trained (t(15) = 6.113, p < .001) and untrained (t(15) = 2.66, p < .02) houses, but the size of the inversion effect was marginally greater for trained (10% greater accuracy for upright than inverted) than untrained (4% greater accuracy for upright than inverted) houses, (F(1, 15) = 3.96, p = .065). The superior performance for upright novel houses, compared to inverted novel houses, suggests that the advantage for upright houses is, at least in part, due to the learning of factors that are common to both sets of houses, and not specific to the individual learned houses. However, the somewhat greater magnitude of the inversion effect for the trained houses suggests some orientation-specific learning at the level of the individual houses, as well as at the level of the category. Note that the inverted familiar houses were also novel in the sense that observers had never before viewed those specific stimuli in that orientation. Nevertheless, performance on inverted familiar houses was superior to that of upright novel houses (t(15) = 3.536, p < .01), suggesting that learning transfers more to the familiar exemplars in novel orientations than it does to novel exemplars in familiar orientations.
Experiment 3
If expertise is the determining factor of inversion effect size, we should expect similarly sized inversion effects across stimulus sets, as long as observers are trained to the same extent. On the other hand, if the effect of inversion depends on stimulus structure, we should find that inversion effect size can vary across stimulus sets, even with equal training. To examine this issue, Experiment 3 replicates the house-training procedure with a different non-face stimulus: texture patches.
To compare both texture-and house-training results to inversion effects typically observed for face stimuli, Experiment 3 also tested a separate set of observers (without prior practice) on upright and inverted face discrimination.
Methods
Observers
Twenty-six new observers (mean age = 21.1 years; range: 17-26) were recruited from the Vision and Cognitive Neuroscience Lab participant pool and received $10/h for their participation. Eight observers were tested in a single session of upright and inverted texture discrimination to obtain a pre-test measure of the texture inversion effect. An additional eight observers were trained on upright texture discrimination for 5 days then tested on upright and inverted textures. The final 10 observers participated in the face discrimination task. All observers had normal or corrected-to-normal vision, and all were naïve with respect to the purpose of the study.
Stimuli and procedure
Observers in the texture training task were trained for 5 days on a set of 10 textures (Fig. 7a) . Because the textures have no canonical orientation, the training orientation was assigned arbitrarily. At post-test, textures were presented both upright and inverted (relative to the training orientation). To ensure that there was no initial advantage for either orientation, a separate group of 8 observers performed the ''pre-test'' on a single session of upright and inverted textures. The pre-test, training, and post-test followed the same procedures used in Experiment 1, with the exception that the texture pre-testing was conducted on separate observers. The textures were constructed by generating 10 Gaussian white noise patterns, then bandpass filtering each stimulus to pass only 2-4 cycles per image (the construction of these stimuli is described in more detail elsewhere: Gold, Bennett, & Sekuler, 1999a; Gold, Sekuler, & Bennett, 1999b; Gold et al., 2004) . At the viewing distance of 100 cm, target texture stimuli subtended 5 degrees · 5 degrees, and stimuli in the selection array each subtended 3.5 degrees · 3.5 degrees. Despite the apparent difficulty of identifying individual stimuli when one first views the stimulus set, pilot testing indicated The pre-test condition shows the average proportion correct for upright and inverted houses for a group of 20 observers. There was no significant effect of orientation. The Trained condition shows the average proportion correct for a second group of 16 observers using the same stimuli that they had viewed during 5 days of practice in an identification task using upright houses. The Untrained condition shows postpractice performance in the same 16 subjects using stimuli that they had not viewed during practice. (b) Learning curve for the 16 observers who received practice with one of two sets of upright houses. Error bars represent ±1 standard error of the mean.
that this task was actually slightly easier than the house identification task. Therefore, the contrast variance of the textures was reduced to 0.0005 to approximately equate the pre-practice performance on the textures to that previously obtained for houses.
A separate set of observers performed a face discrimination task, in which performance was tested on upright and inverted faces in a single session without prior training. The procedure was identical to that used in the pre-and posttests of Experiment 1. The faces ( Fig. 7b; see Gold, Bennett, & Sekuler, 1999a; Gold, Sekuler, & Bennett, 1999b , for more details about the construction of the face stimuli) subtended 5.2 degrees · 5.2 degrees in the target screen, and 3.5 degrees · 3.5 degrees in the selection screen. The contrast variance of the faces was equated to that used in Experiments 1 and 2.
Results
Practice on the texture discrimination task resulted in a statistically significant improvement in accuracy of 35% for upright textures on the final day of testing, compared to the initial day (t(7) = 8.67, p < .001, Fig. 7e ), which is similar to the amount of improvement (29%) observed for the equivalent amount of training on houses in Experiment 2. Pre-testing (with separate observers) indicated no initial significant difference in discriminating amongst upright and inverted texture patches, (t(7) = 0.56, p = .59). However, after practice, a large inversion effect emerged, (t(7) = 7.18, p < .001). Upright performance was 28% greater than inverted performance (Fig. 7d) . In fact, inverted performance after practice did not differ significantly from upright performance on the initial day of prac- Both sets are displayed in the same order as presented on the selection screen. However, during actual presentation the images were of lower contrast, and the size and spacing of the images were greater than displayed here. (c) Comparison of inversion effects for untrained faces (Exp3), trained houses (Exp2), and trained textures (Exp3). The data shown for houses and textures was obtained after observers had received 5 days of practice with upright stimuli. (d) Accuracy on texture discrimination before and after practice on upright texture discrimination (Exp3). Pre-training results are presented for upright textures only, because trained observers were not exposed to inverted textures until the post-test. Post-training results were obtained for both upright and inverted textures. (e) Learning curve for observers trained on upright texture discrimination (Exp3). Error bars represent ±1 standard error of the mean.
tice, (t(7) = À1.44, p = .19), indicating that, unlike what was found in Experiment 2 with houses, there was no significant transfer of learning across orientations. The inversion effects obtained with textures, faces, and houses were submitted to a one-way, between-subjects ANOVA. The effect of stimulus type was significant (F(2, 31)=28.58, p < .001, x 2 = 0.618). Differences among the three sets of inversion effects were evaluated by using Tukey's HSD to construct 95% confidence intervals: the difference between faces and houses (C .95 = 0.35, 0.17) and textures and houses (C .95 = 0.28, 0.09) were both significant, but the difference between faces and textures (C .95 = 0.18, À0.03) was not.
The results of practicing with textures suggest that the size of the inversion effect is neither a good indicator of the extent to which stimulus processing is ''face-like'', nor of the familiarity with the stimuli. Subjects received equal amounts of practice with textures and houses, and the amount of learning, as measured by changes in response accuracy, did not differ significantly for observers trained on houses (M = 29.2, SEM = 1.9) and textures (M = 33.9, SEM = 3.2, t(22) = 1.36, p = .19). Nevertheless, the size of the inversion effect was larger for textures than for houses (Fig. 7c) . Although overall accuracy was greater on the texture discrimination task than on the house task, this difference is unlikely to account for the difference in the inversion effects because the contrast control study in Experiment 1 established that there was no relation between overall accuracy and the size of the inversion effect for houses. Moreover, the magnitude of the inversion effect did not differ between those trained on upright and inverted houses in Experiment 1, despite the overall accuracy difference between these groups. Thus, the current findings suggest that similar practice effects can induce different inversion effects with different classes of stimuli.
After just 5 days of practice, the inversion effect obtained with textures did not differ from the inversion effect obtained with faces, and both of these inversion effects were significantly larger than the one obtained after practice with houses. Note that there is no a priori reason to expect that learned textures are processed more configurally than learned houses, and response classification results suggest that observers rely primarily on local features for texture discrimination Nagai, Bennett, & Sekuler, 2007) , thus the size of the inversion effect may not be a reliable index of configural processing. Rather, we suggest that the magnitude of an inversion effect indicates the efficiency with which a stimulus is processed in a preferred orientation (Gaspar, et al., accepted for publication; Martelli, Majaj, & Pelli, 2005; Riesenhuber, Jarudi, Gilad, & Sinha, 2004; Sekuler et al., 2004; Troje & Westhoff, 2006) .
General discussion
In accord with other studies that have generated inversion effects through training (e.g., Behrmann & Ewell, 2003; Diamond & Carey, 1986; Gauthier et al., 1998; McLaren, 1997; Reed et al., 2003) , we have demonstrated that inversion effects can be generated with relatively small amounts of practice. Training on house and texture discrimination tasks for as little as 5 days was sufficient to induce substantial differences in identification accuracy for upright and inverted stimuli. Furthermore, the inversion effect induced after 5 days of training with upright houses in Experiment 2 (10%) did not differ significantly from the inversion effect obtained after 10 practice sessions in Experiment 1 (14%). Thus, although training induced an inversion effect, the cumulative effect of training appeared to diminish after approximately 5 days. This result does not imply, however, that an existing inversion effect cannot be altered by practice: Hussain, Bennett, and Sekuler (2006) showed that the face inversion effect obtained with a particular set of faces does increase significantly with practice, and that the effect of practice did not generalize to a novel set of faces.
Inversion effects and configuration
The face inversion effect often is attributed to differences in the kind of information that observers use to discriminate amongst upright and inverted stimuli. Although individual faces vary along many potential dimensions, much of the face literature has come to dichotomize these dimensions into two overarching sets of changes: featural changes (based on the shape or appearance of the nameable face parts), and configural changes (based on variations in the spatial arrangement of nameable parts within the face). Several studies report that observers are more accurate at identifying upright faces that differ in terms of the spatial arrangement of features, but that accuracy does not differ across stimulus orientation when faces differ in terms of the individual parts (e.g., Freire, Lee, & Symons, 2000; Le Grand, Mondloch, Maurer, & Brent, 2001 ). These and similar findings are frequently regarded as a demonstration that configural information strongly influences the perception of upright, but not inverted, faces (e.g., Farah et al., 1995; Leder & Bruce, 2000; Moscovitch & Moscovitch, 2000; Rhodes et al., 2004; Tanaka & Farah, 1993) . However, the evidence supporting a qualitative, featural versus configural, distinction between processing of upright and inverted faces is decidedly mixed (for reviews, see Rakover, 2002; Valentine, 1988) . Furthermore, not all studies have found larger inversion effects for configural than parts-based manipulations (e.g., Yovel & Kanwisher, 2004) , nor is the size of the inversion effect associated with configural manipulation consistent across the face (Barton, Keenan, & Bass, 2001; Malcolm, Leung, & Barton, 2005; Rutherford, Clements, & Sekuler, 2007) . Classification image studies have not found qualitative differences in the information used to discriminate upright and inverted faces. Finally, the difference in inversion effect size for featural versus configu-ral sets can be eliminated by intermixing the two trial types (Riesenhuber et al., 2004) . For these reasons, we suggest that the role of configural information in generating inversion effects in faces and other objects remains an open question.
Inversion effects and canonical orientation
Familiar objects often have a canonical orientation. That is to say, we often have prior knowledge about an object class that permits us to identify whether a new exemplar of that class is upright or inverted. It is reasonable to suppose that having knowledge of an object's canonical orientation may lead to a processing advantage when encountering objects in their upright (or most familiar) orientation (Palmer, Rosch, & Chase, 1981) . However, the results of this study indicate this is not always the case. Faces and houses both have canonical orientations; textures do not. Yet, whereas faces resulted in an inversion effect with novel exemplars (i.e., without any specific training for these particular faces), neither houses nor textures displayed an initial upright advantage for novel exemplars. The absence of an initial inversion effect for houses is not specific to the house stimuli used in the current experiments, as a similar finding has recently been reported for other house stimuli (Leder & Carbon, 2006) . Having a life-time of prior exposure to upright houses apparently does not give observers an advantage when processing upright, as opposed to inverted, houses, so knowledge of canonical orientation alone does not seem to result in inversion effects. Clearly, something more specific to the individual exemplars or to the object set must be learnt before inversion effects arise.
Face specificity of inversion effects
In the current study, the inversion effect varied substantially between houses and textures, but very little between textures and faces. Differences between the size of inversion effects obtained with faces and other objects have often been attributed to the effects of face-specific processing. Where substantial inversion effects have been demonstrated for non-face stimuli (e.g., Greebles or dogs), critics have suggested that these results may indicate that these stimuli are too ''face-like'' (e.g., Kanwisher, 2000) , and therefore, might come to be processed by face mechanisms after training. The current results do not support the claim that inversion effects are the result of a switch from face-specific to object-general processing. House and texture training not only induced an inversion effect, but the size of this effect for textures was large, and did not differ significantly from the effect measured with faces. Because textures bear no resemblance to faces, it is clear that large inversion effects are not restricted to stimuli that look like faces. Moreover, quantitative changes within a linear template can account for the learning of these textures , suggesting that practice increases the efficiency of a single processing strategy, rather than leading to a qualitative switch from featural to configural processing. Accordingly, the large inversion effect typically obtained with faces may not reflect a qualitative change in the types of mechanisms used to identify upright and inverted stimuli (Gaspar, et al., accepted for publication; Ikeda, Blake, & Watanabe, 2005; Sekuler et al., 2004; Troje & Westhoff, 2006) .
Conclusions
Large inversion effects are neither specific to faces nor are they likely the result of face-specific mechanisms, as they can be induced with non-face stimuli, even when no prior canonical orientation is known. Some minimal level of expertise is necessary for inversion effects to emerge, yet there does not appear to be a simple relationship between degree of training and the size of the inversion effect.
