Abstract. We study the logic FO(∼), the extension of first-order logic with team semantics by unrestricted Boolean negation. It was recently shown axiomatizable, but otherwise has not yet received much attention in questions of computational complexity.
Introduction
In the last decades, the work of logicians has unearthed a plethora of decidable fragments of first-order logic FO. Many of these cases are restricted quantifier prefixes, such as the BSR-fragment which contains only ∃ * ∀ * -sentences [30] . Others include the guarded fragment GF [1] , the recently introduced separated fragment SF [32, 34] , or the two-variable fragment FO 2 [13, 27, 31] . See also Börger et al. [3] for a comprehensive classification of decidable and undecidable cases.
The above fragments all have been subject to intensive research with the purpose of further pushing the boundary of decidability. One example is the extension of FO 2 with counting quantifiers, FOC 2 . For both logics, the satisfiability problem is NEXPTIMEcomplete [14, 29] .
Another actively studied extension of first-order logic is team semantics, first studied by Hodges [19] , which at its core is the simultaneous evaluation of formulas on whole sets of assignments, called teams. Based on team semantics, Väänänen [33] introduced dependence logic D, which extends FO by atomic formulas =(x 1 , . . . , x n , y) called dependence atoms. Intuitively, these atoms state that the value of the variable y in the team functionally depends on the values of x 1 , . . . , x n .
On the level of expressive power, D coincides with existential second-order logic SO(∃), and consequently is undecidable as well [23, 33] . Nonetheless, its two-variable fragment D 2 , as well as its ∃ * ∀ * -fragment, were recently proven by Kontinen et al. to have a decidable satisfiability problem. In particular, satisfiability of D 2 is NEXPTIME-complete due to a satisfiability-preserving translation to FOC 2 [20] . Curiously, the corresponding validity problem of D 2 is undecidable [21] , which is possible since dependence logic lacks a proper negation operator. Väänänen [33] also considered team logic TL, the extension of D by a Boolean negation ∼. This logic is equivalent to full second-order logic SO [22] , and the satisfiability problem is undecidable already for TL 2 .
We study the extension FO(∼) of FO with team semantics and negation ∼, but without dependence atoms. It was introduced by Galliani [9] , and is incomparable to D in terms of expressive power. Regarding its complexity, however, FO(∼) is much weaker than D. In particular, its validity problem is-as for ordinary FO-complete for Σ 0 1 [25] , whereas it is non-arithmetical for D and TL [33] .
In this paper, we show that its two-variable fragment FO 2 (∼) is decidable. More precisely, its satisfiability and validity problem of FO 2 (∼) are complete for the recently introduced non-elementary complexity class TOWER(poly) [26] .
Our approach for the satisfiability problem is to establish both a finite model property of FO 2 (∼) and an upper bound for model checking. In fact, the complexity of the model checking problem has received much less attention in team semantics so far; recent progress focused on the propositional [18] and modal [6, 28, 35] variants of team logic and dependence logic.
In the first-order case, Grädel [11] proved that model checking for D is NEXPTIMEcomplete. Extending this result, we show that model checking is ATIME-ALT(exp, poly)-complete for FO(∼, D), where D is any set of FO-definable dependencies. Examples for such dependencies are the aforementioned dependence atom =(·, ·), but also atoms such as independence ⊥ [16] or inclusion ⊆ [8] .
Organization. In Section 2, we introduce first-order team logic FO(∼, D) for arbitrary dependencies D, as well as the fragment FO n k (∼, D) of bounded width n and quantifier rank k. Moreover, we restate the definition of modal team logic MTL, which is used for several lower bounds. In Section 3, we prove the upper bounds for model checking by a translation to second-order logic SO, which admits model checking in ATIME-ALT(exp, poly). Afterwards, the upper bound for the satisfiability problem follows in Section 4. Finally, the lower bounds are proved in Section 5, where we propose a translation from MTL to FO 2 (∼) that extends the well-known standard translation from ML to FO 2 .
Logic Satisfiability Validity References
Model Checking
FO(∼, D) ATIME-ALT(exp, poly) Theorem 5.6 For better readability, some proofs are moved to the appendix and marked with ( ).
Preliminaries
The domain of a function f is dom f . For f : X → Y and Z ⊆ X, f Z is the restriction of f to the domain Z. The power set of X is P(X). Given a logic L, the sets of all satisfiable resp. valid formulas of L are denoted by SAT(L) and VAL(L), respectively. Likewise, the model checking problem MC(L) is the set of all tuples (A, ϕ) such that ϕ is an L-formula and A is a model of ϕ. The notation |ϕ| means the length of ϕ in a suitable encoding. ω is the cardinality of the natural numbers.
We assume the reader to be familiar with alternating Turing machines [4] . When stating that a problem is hard or complete for a complexity class C, we refer to ≤ log mreductions. We use the notation exp k for the tetration operation, with exp 0 (n) := n and exp k+1 (n) := 2 exp k (n) . We simply write exp(n) instead of exp 1 (n).
Definition 2.1 ([26]
). For k ≥ 0, ATIME-ALT(exp k , poly) is the class of problems decided by an alternating Turing machine with at most p(n) alternations and runtime at most exp k (p(n)), for a polynomial p.
Definition 2.2 ([26]
). TOWER(poly) is the class of problems that are decided by a deterministic Turing machine in time exp p(n) (1) for some polynomial p.
The reader may verify that both ATIME-ALT(exp k , poly) and TOWER(poly) are closed under polynomial time reductions (and in particular ≤ log m ).
Modal Team Logic
We fix a set Φ of propositional symbols. Modal team logic MTL, introduced by Müller [28] , extends classical modal logic ML via the following grammar, where ϕ denotes an MTL-formula, α an ML-formula, and p a propositional variable.
For easier distinction, we usually call classical formulas α, β, γ, . . . and reserve ϕ, ψ, ϑ, . . . for general formulas.
The modal depth md(ϕ) of formulas ϕ is defined as usual:
The set of propositional variables occurring in ϕ ∈ MTL is denoted by Prop(ϕ). MTL k is the fragment of MTL with modal depth at most k.
Let X ⊆ Φ be a finite set of propositions. A Kripke structure (over X) is a tuple K = (W, R, V ), where W is a set of worlds, (W, R) is a directed graph, and V : X → P(W ) is the valuation. If w ∈ W , then (K, w) is called pointed Kripke structure. ML is evaluated on pointed structures in the classical Kripke semantics, whereas MTL is evaluated on pairs (K, T ), Kripke structure with teams, where T ⊆ W is called team (in K).
The team RT := {v ∈ W | ∃w ∈ T : Rwv} is called image of T , and we write Rw instead of R{w} for brevity. A successor team of T is a team S such that S ⊆ RT and
Intuitively, every w ∈ T has at least one successor in S, and every v ∈ S has at least one predecessor in T .
The semantics of formulas ϕ ∈ MTL is defined as
A formula ϕ ∈ MTL is satisfiable if (K, T ) ϕ for some Kripke structure K over X ⊇ Prop(ϕ) and team T in K. Likewise, it is valid if it is true in every such pair. The modality-free fragment MTL 0 syntactically coincides with propositional team logic PTL [17, 18, 36] . The usual interpretations of the latter, i.e., sets of Boolean assignments, can easily be represented as teams in Kripke structures. For this reason, we identify PTL and MTL 0 in this paper.
It is easy to check that the following lower bounds due to Hannula et al. [18] are logspace reductions.
Theorem 2.3 ([18]). MC(PTL)
is PSPACE-complete.
Theorem 2.4 ([18]
). SAT(PTL) and VAL(PTL) are ATIME-ALT(exp, poly)-complete.
For each increment in modal depth, the complexity of the satisfiability problem increases by an exponential, reaching a non-elementary class in the unbounded case: Theorem 2.5 ([26] ). SAT(MTL) and VAL(MTL) are TOWER(poly)-complete. For every finite k ≥ 0, SAT(MTL k ) and VAL(MTL k ) are ATIME-ALT(exp k+1 , poly)-complete.
First-order Team Logic
A vocabulary is a (possibly infinite) set τ of function f and predicate symbols P , each with arity arity(f ) and arity(P ), respectively. τ is called relational if it contains no function symbols. We explicitly state = ∈ τ if we admit equality. Moreover, we require that a vocabulary always contains at least one predicate or =.
We fix a set Var = {x 1 , x 2 , . . .} of first-order variables. If t is a tuple of τ -terms, we let Var( t) denote the set of variables occurring in t. τ -structures are pairs A = (A, τ A ), where dom A := A is the domain of A. We sometimes briefly write A instead of dom A if the meaning is clear. If s : X → A and dom s ⊇ Var( t), then t s ∈ A is the evaluation of the terms t in A under s.
In slight abuse of notation, we sometimes identify a tuple x with its underlying set, e.g., write
Proposition 2.7 ( ). Let A be a structure, x a tuple of variables, and V := {s : x → A}. Then P(V ) is the set of all teams in A with domain x, and the mapping S → x S is an isomorphism between the Boolean lattices (P(V ), ⊆) and (P(A | x| ), ⊆).
If s : X → A and x ∈ Var, then s x a : X ∪ {x} → A maps x to a and y ∈ X \ {x} to s(y). If T is a team in A with domain X, then f :
As an alternative definition of supplementing functions, Galliani used x-variations [7] , which are teams that "agree" on all variables but x. We are now finally ready to define first-order team logic. First, the set of ordinary τ -FO-formulas is given by the grammar
where P ∈ τ is a predicate (possibly =), x ∈ Var and t 1 , t 2 , . . . are τ -terms. If t = (t 1 , . . . , t n ) and u = (u 1 , . . . , u n ) are tuples of terms, then we use the shorthand t = u for
Definition 2.9 (Dependencies). Let τ P = {P }, where P is a predicate of arity k. Then δ ∈ τ P -FO is a k-ary dependency, and 
A n t is called n-ary dependence atom and is also written =(t 1 , . . . , t n ).
In this notation, Väänänen's dependence logic D is FO(dep), and team logic TL is FO(∼, dep) [33] . Other first-order-definable dependencies include the independence atom [15] as well as the inclusion and exclusion atom [8] (see also Durand et al. [5] ).
If ϕ is a formula, Fr(ϕ) and Var(ϕ) denote the set of free resp. of all variables in ϕ, defined in the usual manner. We let Fr(A i t ) := Var(A i t ) := Var( t). The width w(ϕ) of ϕ is |Var(ϕ)|. The quantifier rank qr(ϕ) of ϕ is qr(ϕ) := 0 if ϕ is a first-order atom or a dependency atom,
The fragment of FO of formulas with width at most n ≤ ω and quantifier rank at most
, where A is a τ -structure and T a team T in A with domain X ⊇ Fr(ϕ):
A τ -formula ϕ is satisfiable if there exists a τ -structure A and team T with domain
A and teams T as above.
For α ∈ FO and ϕ ∈ TL, define α → ϕ := ¬α ∨ (α ∧ ϕ), and if T is a team in A, let
This operator was introduced by Galliani [10] and Kontinen and Nurmi [22] .
Proposition 2.11. (A, T ) α → ϕ if and only if
Proof. Straightforward. See also Galliani [10, Lemma 16] .
Proposition 2.12 (Locality). Let ϕ ∈ FO(∼, D) and X ⊇ Fr(ϕ). If T is a team in A with domain Y ⊇ X, then (A, T ) ϕ if and only if (A, T X) ϕ.
Proof. Proven by induction on ϕ. The base case of FO-formulas and the inductive step for ∧, ∨, ∃ and ∀ works similarly as Galliani's proof for inclusion/exclusion logic [8, Theorem 4.22] , to which the ∼-case can be added in the obvious manner.
It remains to consider the dependence atoms A i t. As X ⊇ Fr(A i t) = Var( t), clearly t s = t s X for any s ∈ T , and consequently, t T = t T X . Hence,
Second-Order Logic
Second-order logic τ -SO (or simply SO) extends τ -FO by an infinite set of function and predicate variables disjoint from τ and corresponding quantifiers:
In second-order logic, Var(α) resp. Fr(α) refers to the set of all (free) element, function and predicate variables in α. Formulas are evaluated on pairs (A, J ), where A is a structure and J is a second-order assignment, i.e., it maps first-order variables x ∈ Fr(α) to elements J (x) ∈ A, function variables f ∈ Fr(α) to functions J (f ) : A arity(f ) → A, and predicate variables P ∈ Fr(α) to relations J (P ) ⊆ A arity(P ) . The notations J x a , J f F and J P R are defined like s x a in the first-order setting. Based on this, the semantics of SO are defined in the usual manner. Instead of (A,
Second-order model checking, MC(SO), is straightforwardly decidable by evaluating formulas in recursive top-down manner, and using non-deterministic guesses for the quantified elements, functions and relations, which may be of at most exponential size. 
Proposition 2.13 ( ). MC(SO) is decidable in time

From FO(∼) to SO: Upper bounds for model checking
In this section, we present complexity upper bounds for the model checking problem of team logic. On that account, we assume all first-order structures A and teams T to be finite. Instead of deciding MC(FO(∼, D)) directly, we reduce to the corresponding problem of second-order logic, MC(SO). For this purpose, we use a result of Väänänen [33] , which states that, roughly speaking, TL-formulas can be translated to SO. As a consequence, the upper bounds of SO carry over to TL.
Väänänen's original translation [33, Theorem 8.12 ] from TL to SO assumes that all variables in a formula are quantified at most once. However, since we also consider fragments FO n k (∼, D) of finite width n, re-quantification of bound variables may be necessary. In what follows, we generalize the translation accordingly, and also extend it to include generalized dependence atoms.
and R is a n-ary predicate. Then we recursively define the SO-formula η x ϕ (R) as shown below. In order to avoid repetitions in the tuple x, we define the notation x;y as x if y = x i for some 1 ≤ i ≤ n, and as (x 1 , . . . , x n , y) if y / ∈ {x 1 , . . . , x n }. Next, we state the translation recursively.
• If ϕ is first-order, then η x ϕ (R) := ∀ x(R x → ϕ).
• If ϕ = ∼ψ, then η x ϕ (R) := ¬η x ψ (R).
• 
Proof of Theorem. Note that (A, T )
ϕ ⇔ (A, T x) ϕ by Proposition 2.12, and x T = x T x . For this reason, we can assume that T has domain x. The proof is now by induction on ϕ.
• If ϕ is first-order, clearly (A,
T ). We prove that this is again equivalent to A ∃S ρ(R, S) ∧ δ i (S), where R = x T and ρ(R, S)
However, this is the case iff t s = a for some s ∈ T , i.e., a ∈ t T .
• The cases ϕ = ∼ψ and ϕ = ψ ∧ θ immediately follow by induction hypothesis.
•
Let R := x T . Then due to Proposition 2.7, the above is equivalent to the existence of P, Q ⊆ A n such that R = P ∪ Q and A η x ψ (P ) ∧ η x θ (Q), and consequently to ensures that the supplementing function is constant and f (s) = dom A. 
Bounded quantifier rank or width
The complexity of the model checking problem of team logic significantly drops if either the number of variables or the quantifier rank is bounded by an arbitrary constant. To prove this, we require a special fragment of SO that corresponds to such fragments. We call this fragment sparse second-order logic, which uses sparse quantifiers ∃ p and ∀ p : Remarkably, the translation from team logic with bounded width or quantifier rank to SO takes place in this fragment. For p : N → N, define the SO[p]-formula ζ x,p ϕ similarly to η x ϕ , but with all second-order quantifiers replaced by ∃ p . Intuitively, every quantified relation in η x ϕ is either dividing or supplementing an existing team resp. relation. For this reason, they grow at most by a factor of |dom A| for every quantifier. 
We distinguish two cases.
Proof for p(n) ≥ |T | · n qr(ϕ)
. Assume A, T as above, let m := qr(ϕ) and p(n) ≥ n m . The idea of the proof is to show that η x ϕ and ζ x,p ϕ agree on (A, J ) for all "sufficiently sparse" J (cf. Theorem 3.1).
Formally, let ≤ m and let (A, J ) be a second-order interpretation such that |J (R)| ≤ |T | · |A| for all relations R ∈ dom J . Then we prove for all ϕ ∈ FO(∼, D) with qr(ϕ) ≤ m − and tuples x ⊇ Fr(ϕ) that it holds (A, J ) η x ϕ ⇔ (A, J ) ζ x,p ϕ . For = 0, this yields the theorem, since | x T | ≤ |T | · |A| 0 . The proof is by induction on ϕ. We distinguish the following cases.
• If ϕ ∈ FO, then η x ϕ = ζ x,p ϕ .
• If ϕ = ∼ψ or ϕ = ψ ∧ θ, then the inductive step is clear.
The other direction is trivial. On that account, suppose A ρ(R, S) for some S ⊆ A k . We construct an injection f : S → R, which implies |S| ≤ |R|.
Consequently, A ∃ p S ρ(R, S), as by assumption, |R| ≤ |T | · |A| ≤ |T | · |A| m ≤ p(|A|).
For every a ∈ S, define f ( a) as some b ∈ R such that t { x → b} = a. By ρ(R, S), such b must exist. Clearly, f is injective.
Suppose |R| ≤ |T | · |A| and qr(ϕ) ≤ m − . Clearly qr(ψ) = qr(θ) = qr(ϕ).
Let A η x ϕ (R), i.e., A ρ (R, S, U ) for some S, U ⊆ A | x| . But ρ enforces that |S|, |U | ≤ |R|. Since |R| ≤ |T | · |A| by assumption, we can apply the induction hypothesis to η x ψ (S) and η x θ (U ) and obtain A ρ(R, S, U ). Since in particular |S|, |U | ≤ p(|A|), we conclude A ∃ p S ∃ p U ρ. The other direction is similar.
Suppose |R| ≤ |T | · |A| and qr(ϕ) ≤ m − . We show that A η x ϕ (R) implies A ζ x,p ϕ (R). The other direction is again similar. Assuming A η x ϕ (R), there exists S ⊆ A | x;y| such that A ρ (R, S). As a first step, we erase unnecessary elements from S. Note that S occurs in ρ only in atomic formulas S x;y, i.e., with a fixed argument tuple x;y. Let (v 1 , . . . , v r ) := x;y. If now v i = v j for some 1 ≤ i < j ≤ r, then every tuple (a 1 , . . . , a r ) with a i = a j can be safely deleted from S. Formally, if S * := x;y V ∩ S, where V = {s : x ∪ {y} → A}, then A ρ (R, S) if and only if A ρ (R, S * ), which can be showed by straightforward induction.
Note that qr(ψ) = qr(ϕ) − 1 ≤ m − ( + 1). Consequently, to apply the induction hypothesis, we prove |S * | ≤ |R| · |A| ≤ |T | · |A| +1 by presenting some injective
If y / ∈ x, let f be the identity, as ρ ensures that ( a, b) ∈ S * implies a ∈ R. However, if y ∈ x, then we define f ( a) as follows. By construction, a ∈ S * equals x s for some s : x → A. Again by ρ , there isŝ : x → A such that x ŝ ∈ R and s =ŝ Hence, by induction hypothesis, we can replace η x ϕ by ζ x,p ϕ and obtain A ρ(R, S * ).
ρ(R, S).
• The case ϕ = ∀y ψ is proven similarly to ϕ = ∃y ψ.
Proof for p(n) ≥ n w(ϕ)
. We can apply the same argument as in the ∃-case of the previous proof. Suppose S is a second-order variable. Then S appears in η x ϕ only in atomic formulas of the form S t for a fixed t. Accordingly, it suffices to let ∃S range over subsets of t V , where y := Var( t) and V := {s : y → A}.
(We consider terms t instead of only variables to account for the translations of dependencies, where S can have terms as arguments.)
Since y contains at most w(ϕ) distinct variables, |V | ≤ |A| w(ϕ) ≤ p(|A|). Consequently, every second-order quantifier ∃S can be replaced by 
From FO 2 (∼) to FO 2 : Upper bounds for satisfiability
In this section, we prove that the satisfiability problem of FO 2 (∼) is decidable, and in fact, complete for TOWER(poly).
Our approach is to establish a finite model property for FO 2 (∼). However, instead of attacking FO 2 (∼) directly, we reduce the logic to FO 2 , which has the exponential model property [13] . As a first step, we expand FO 2 (∼)-formulas into disjunctive normal form with respect to ∧ and ∼, using the laws depicted in the next lemma.
We use the abbreviations ϕ ψ := ∼(∼ϕ ∧ ∼ψ) (Boolean disjunction) and Eβ := ∼¬β ("at least one assignment in the team satisfies β").
Lemma 4.1. The following laws hold for FO(∼):
Proof. For (1), (2) and (6) 
Lemma 4.2. Every τ -FO n k (∼)-formula ϕ is equivalent to a formula of the form
In the following, disjunctive normal form (DNF) refers to formulas in the above form.
Proof. Proof by induction on ϕ.
• If ϕ is a Boolean combination of FO n k -formulas (over ∼ and ∧), then we obtain a DNF of size ≤ |ϕ| · 2 |ϕ| similarly as for ordinary propositional logic.
• (3) and (4)) (2)) where the final DNF has size polynomial in |ϑ 1 | + |ϑ 2 | ≤ |ϕ|.
• If ϕ = ∃x ϑ for ϑ in DNF, then (5) and (6))
which is again a DNF of polynomial size.
• Finally, the ∀ case is due to (8) and (9) of Lemma 4.1.
Theorem 4.3. If τ is a relational vocabulary, then every satisfiable
Proof. Let ϕ ∈ τ -FO 2 (∼) be satisfiable. By Lemma 4.2, ϕ is equivalent to a DNF of size exp O(|ϕ|) (1), which then has at least one satisfiable disjunct
We show that ψ, and hence ϕ, has a model (B, T ) of size 2 O(|ψ| 2 ) .
Observe that A satisfies the classical FO 2 -sentence
since for every i, (A, T ) α∧Eβ i , which implies that there is s ∈ T such that (A, s) α∧β i , i.e., A ∃x∃yα ∧ β i . By Grädel et al. [13] , if δ is a satisfiable FO 2 -formula over a relational vocabulary, then δ has a model of size 2 O(|δ|) (in Tarski semantics). Let B the corresponding model of γ of size 2 O(|γ|) ⊆ 2 O(|ψ| 2 ) . Then for every i there existsŝ i : {x, y} → B such that
Corollary 4.4. If τ is a relational vocabulary, then SAT(τ -FO
Proof. By Corollary 3.7, model checking for FO 2 (∼) is possible in alternating polynomial time, and hence in deterministic exponential time. In order to obtain a TOWER(poly)-algorithm for SAT(τ -FO 2 (∼)), given a formula ϕ ∈ τ -FO 2 (∼), we can now iterate over all interpretations (A, T ) of size exp O(|ϕ|) (1) and perform model checking on (A, T, ϕ).
From MTL to FO 2 (∼): Lower bounds
For the lower bounds, we reduce from the model checking and the satisfiability problem of MTL and its fragments. As a part of the reduction, in this section we present a semantics-preserving translation from MTL to FO 2 (∼). The standard translation embeds modal logic ML into FO 2 with the relational vocabulary τ M = (R, P 1 , P 2 , . . .), where arity(R) = 2 and arity(P i ) = 1. The standard translation of an ML-formula is denoted by st x (ϕ) resp. st y (ϕ) and defined recursively:
with st y (α) defined symmetrically via st x (α). The corresponding first-order interpretation of a Kripke structure In this section, we lift this result to team semantics and translate MTL to FO 2 (∼). On the model side, the first-order interpretation of a team T in a Kripke structure becomes
The standard translation for MTL now extends that of ML by the final ∼-case and also implements the -case with → instead of →:
with st y (ϕ) again defined symmetrically. It is easy to see that the "classical" translation of ϕ to ∀y Rxy → st y (ϕ) = ∀y (¬Rxy ∨ st y (ϕ)) is unsound under team semantics, and using ∀y Rxy → st y (ϕ) = ∀y (¬Rxy ∨ Rxy ∧ st y (ϕ)) is indeed required.
Theorem 5.2. For all Kripke structures with team (K, T ), all ϕ ∈ MTL and any firstorder variable x it holds (K, T ) ϕ if and only if
Proof. Proof by induction on ϕ. Here, we omit K and A(K) and write, e.g., T ϕ.
• ϕ ∈ ML: We have (K, T ) ϕ iff ∀w ∈ T : (K, w) ϕ by definition of the semantics of MTL, which by Theorem 5.1 is equivalent to
However, as st x (ϕ) ∈ FO, the latter is equivalent to (A(K), T x ) st x (ϕ) by the semantics of FO(∼).
• ϕ = ψ ∧ ϑ and ϕ = ∼ψ are clear.
For the other direction, suppose T x st x (ψ ∨ θ) = st x (ψ) ∨ st x (θ) by the means of some subteams S ∪ U = T x such that S st x (ψ) and U st x (θ). Then S = S x and U = U x for some suitably chosen S, U ⊆ T . By induction hypothesis, S ψ and U θ. In order to prove T ψ ∨ θ, it remains to show T ⊆ S ∪ U . For this purpose, let w ∈ T . As then w x ∈ T x , as least one of w x ∈ S or w x ∈ U holds. But then w ∈ S or w ∈ U .
• ϕ = ψ: We define subteams S and U of the duplicating team (T x ) • ϕ = ♦ψ: Suppose T ♦ψ, i.e., S ψ for some successor team S of T . By induction hypothesis, S y st y (ψ). In order to prove T x ∃y Rxy ∧ st y (ψ), we define a supplementing function f : 
For the other direction, suppose T x ∃y Rxy ∧ st y (ψ) by the means of a supplementing function f :
Rxy ∧ st y (ψ).
We define S := w∈T f (w x ), and first prove that it is a successor team of T , i.e., that every v ∈ S has a predecessor in T and that every w ∈ T has a successor in S.
Let v ∈ S. Then there exists w ∈ T such that v ∈ f (w x ). As a consequence, the assignment s given by s(x) = w and s(y) = v is in (T x ) y f , and hence satisfies Rxy. In other words, v has a predecessor in T . Conversely, if w ∈ T , then f (w x ) is non-empty, i.e., contains an element v. As before, v is a successor of w. Since v ∈ f (w x ), v ∈ S, so w has a successor in S.
By a similar argument as above, y (T x ) y f = S = y S y , hence S y st y (ψ), and consequently S ψ by induction hypothesis.
Next, we prove that the standard translation carries several complexity lower bounds into the first-order setting. Proof. We reduce from SAT(PTL) (see Theorem 2.4). Given ϕ ∈ PTL, suppose Prop(ϕ) = {p 1 , . . . , p n }. The idea is that a team of worlds, or rather its induced set of Boolean assignments to p 1 , . . . , p n , is simulated by a corresponding team of first-order assignments s : X → B, where X = {z, x 1 , . . . , x n } and B := {0, 1}. Here, the auxiliary variable z plays the role of the constant 1.
i.e., the team {∅} after n + 1 supplementations with {b} resp. B.
By definition of vocabulary, either = ∈ τ or τ contains a predicate. First, we consider the case = ∈ τ . We map ϕ to (A, {∅}, ψ), where dom A = B, ψ := ∃z ∀x 1 · · · ∀x n ∨ ϕ * , and ϕ * is obtained from ϕ by replacing each p i by x i = z. We prove that the reduction is correct.
To begin with, observe that
Here, "⇒" is clear. We prove "⇐": If (A, {∅}) ψ, then (A, U ) ϕ * for some U ⊆ V 0 ∪V 1 , but for each s ∈ U ∩V 0 we can simply flip all values of s. It is easily proven with Lemma 4.2 that this does not change the truth of the quantifier-free formula ϕ * .
Next, assume that ϕ is satisfiable, i.e., (K, T ) ϕ for some Kripke structure with team (K, T ). For each world w ∈ T , define s w : X → B by s w (z) = 1 and s w (
and by induction on the syntax of ϕ we obtain (A, U ) ϕ * , where U := {s w | w ∈ T }. Since U ⊆ V 1 , ( ) yields (A, {∅}) ψ. The other direction is similar.
Next, consider the case where = / ∈ τ ; then τ contains a predicate P . We define A as above, but let P A := {(1, . . . , 1)}. Furthermore, ψ := ∀x 1 · · · ∀x n ∨ ϕ * , and ϕ * is now ϕ with p i replaced by P (x i , . . . , x i ). The remaining proof is similar to the previous one.
Clearly, the standard translation of satisfiable formulas is itself satisfiable. A converse result holds as well. Loosely speaking, from a first-order structure (with team) satisfying st x (ϕ) we can reconstruct a Kripke model (with team) for ϕ. 
Completeness results
Theorem 5.6. Let D be a p-uniform set of dependencies and τ a vocabulary.
• MC(τ -FO ω ω (∼, D)) is ATIME-ALT(exp, poly)-complete, with hardness also on sentences and for a fixed τ -structure A with domain {0, 1} and a fixed team {∅}.
• If τ contains infinitely many relations and at least one of
Proof. The upper bounds are due to Corollary 3.4 and 3.7, since alternating polynomial time coincides with PSPACE [4] . The lower bounds are due to Lemma 5.3 and 5.4.
In particular, the model checking problem for first-order team logic, independence logic, inclusion and exclusion logic with Boolean negation is ATIME-ALT(exp, poly)-complete. Likewise, their two-variable fragments are PSPACE-complete. This implies a straightforward generalization of a result of Lohrey [24, Proposition 33]:
Corollary 5.7. MC(τ -SO) is ATIME-ALT(exp, poly)-complete for all vocabularies τ , with hardness also on sentences and with a fixed τ -interpretation A with dom A = {0, 1}.
Proof. By Proposition 2.13, and reduction from MC(τ -FO(∼)). Let R be a 0-ary relation variable. In the spirit of Corollary 3.4, we map (A, {∅}, ϕ) to (A, ∅, ∃R η ∅ ϕ (R) ∧ R).
The next theorem states the main result of this paper.
Theorem 5.8. Let τ contain at least one binary predicate, infinitely many unary predicates, and no functions.
• SAT(τ -FO 2 (∼)) and VAL(τ -FO 2 (∼)) are TOWER(poly)-complete.
Proof. The upper bound for τ -FO 2 (∼) is by Corollary 4.4. For the lower bounds, the mapping ϕ → st x (ϕ) is a reduction from SAT(MTL) resp. SAT(MTL k ) (see Theorem 2.5 and Lemma 5.5). The validity case is similar.
Conclusion
In this paper, we proved that the logic FO 2 (∼) is complete for the class TOWER(poly) and hence decidable (Theorem 5.8). In particular, it has the finite model property (Theorem 4.3), but exhibits non-elementary succinctness compared to classical FO 2 , which enjoys an exponential model property [13] .
Since validity is undecidable for two-variable dependence logic D 2 [21] but not for FO 2 (∼), we conclude that team semantics with the dependence atom =(·, ·) leads to undecidability, but with the Boolean negation ∼ it leads only to non-elementary blowup.
For FO n k (∼, D), where n ≥ 1 and k ≥ 0, we proved a dichotomy regarding its model checking complexity (Theorem 5.6): It is ATIME-ALT(exp, poly)-complete if n = k = ω, and otherwise PSPACE-complete. However, both results hold for arbitrary sets of dependence atoms that are (polynomial time uniformly) definable in FO.
In particular, MC(TL) is ATIME-ALT(exp, poly)-complete, which naturally extends the result of Grädel [11] that MC(D) is NEXPTIME-complete. However, the former model checking problem stays ATIME-ALT(exp, poly)-complete even without the dependence atom, while ordinary MC(FO) becomes PSPACE-complete for both classical and team semantics [11] .
In order to prove some of the lower bounds, we introduced a "standard translation" from MTL to FO 2 (∼) that extends the usual translation from ML to FO 2 , and also established ATIME-ALT(exp k+1 , poly)-hardness of the satisfiability problem of FO 2 k (∼). Here, the upper bound is still missing. In the modal setting, every satisfiable MTL k -formula has a (k + 1)-fold exponential model. It would be interesting to learn whether FO 2 k (∼) has a similar small model property. Together with Corollary 3.7, a positive answer would immediately yield a matching ATIME-ALT(exp k+1 , poly) upper bound.
A. Proof details
Proposition 2.6. Let A be a structure, t a tuple of terms, X ⊇ Fr( t ). For i ∈ {1, 2}, let T i be a team in A with domain X i ⊇ X. Then T 1 X = T 2 X implies t T 1 = t T 2 . Furthermore, for any tuple x ⊆ X of variables, x T 1 = x T 2 iff T 1 x = T 2 x.
Proof. For the first part of the proposition, we assume T 1 X = T 2 X, and (exploiting symmetry) show that t T 1 ⊆ t T 2 . Let a ∈ t T 1 be arbitrary. Then a = t s for some s ∈ T 1 . By assumption, there is s ∈ T 2 such that s X = s X. Since Fr( t) ⊆ X, clearly t s = t s . Consequently, a ∈ t T 2 .
For the second part, suppose x T 1 = x T 2 and let s ∈ T 1 x be arbitrary. We show s ∈ T 2 x, which suffices due to symmetry. First, s = s x for some s ∈ T 1 . Then x s = x s ∈ x T 1 = x T 2 , and consequently, x s ∈ x T 2 . But then x s = x s for some s ∈ T 2 , which implies s = s x, and accordingly s ∈ T 2 x. Now we run Algorithm 1, which performs at most |α| recursive calls, and clearly at most |α| alternations. Furthermore, the i-th recursive call is of the form check(α i , A, J i ) with |α i | ≤ |α| and, by the same argument as before, |J i | ≤ |α| · |A| |α| . For this reason, it is easy to see that the overall runtime is polynomial in |J | and |A| |α| . 
