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Abstract
In stochastic bandit problems, a Bayesian
policy called Thompson sampling (TS) has
recently attracted much attention for its ex-
cellent empirical performance. However, the
theoretical analysis of this policy is difficult
and its asymptotic optimality is only proved
for one-parameter models. In this paper we
discuss the optimality of TS for the model
of normal distributions with unknown means
and variances as one of the most fundamental
example of multiparameter models. First we
prove that the expected regret of TS with the
uniform prior achieves the theoretical bound,
which is the first result to show that the
asymptotic bound is achievable for the nor-
mal distribution model. Next we prove that
TS with Jeffreys prior and reference prior
cannot achieve the theoretical bound. There-
fore the choice of priors is important for
TS and non-informative priors are sometimes
risky in cases of multiparameter models.
1 INTRODUCTION
In reinforcement learning a tradeoff between explo-
ration and exploitation of knowledge is considered.
The multiarmed bandit problem is one formulation of
the reinforcement learning and is a model of a gambler
playing a slot machine with multiple arms. A dilemma
for the gambler is that he cannot know whether the ex-
pectation of an arm is high or not without pulling it
many times but he suffers a loss if he pulls suboptimal
(i.e., not optimal) arms many times.
This problem was formulated by Robbins (1952) and
its theoretical bound was derived by Lai and Rob-
bins (1985) for single parametric models, which was
extended to multiparameter models by Burnetas and
Katehakis (1996). These theoretical bounds show that
any suboptimal arm has to be pulled at least logarith-
mic number of rounds and its coefficient is determined
by the distributions of suboptimal arms and the ex-
pectation of the optimal arm.
Along with the asymptotic bound for this problem,
achievability of the bound has also been considered
in many models. Lai and Robbins (1985) proved the
asymptotic optimality of a policy based on the notion
of upper confidence bound (UCB) for Laplace distri-
butions (which do not belong to exponential families)
and some exponential families including normal dis-
tributions with known variances. The achievability of
the bound was later extended to a subclass of one-
parameter exponential families (Garivier & Cappe´,
2011).
On the other hand in multiparameter or nonpara-
metric models, Burnetas and Katehakis (1996) and
Honda and Takemura (2010) proved the achievability
for finite-support distributions and bounded-support
distributions, respectively. However, the above two
models are both compact and achievability of the
bound is not known for non-compact multiparame-
ter models, which include normal distributions with
unknown means and variances. Since the normal dis-
tribution model is one of the most basic settings of
stochastic bandits, many researches have been con-
ducted for this model (Burnetas & Katehakis, 1996;
Auer et al., 2002; Kaufmann et al., 2012a). However,
to the authors’ knowledge, only the UCB-normal pol-
icy (Auer et al., 2002) assures a (non-optimal) loga-
rithmic regret for this model1.
In this paper we discuss the asymptotic optimality of
Thompson sampling (TS) (Thompson, 1933) for this
normal distribution model with unknown means and
variances. TS is a Bayesian policy which chooses an
arm randomly according to the posterior probability
with which the arm is the optimal. This policy was
1The theoretical analysis of UCB-normal contains con-
jectures verified only numerically and the logarithmic re-
gret is not assured in the strict sense.
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recently rediscovered and is researched extensively be-
cause of its excellent empirical performance for many
models (Chapelle & Li, 2012). The theoretical analy-
sis of TS was first given for Bernoulli model (Agrawal
& Goyal, 2012; Kaufmann et al., 2012b) and was later
extended to general one-parameter exponential fami-
lies (Korda et al., 2013).
The asymptotic optimality of TS under uniform prior
is proved for Bernoulli model in Kaufmann et al.
(2012b), whereas it is proved for a more general model,
one-parameter exponential family, under Jeffreys prior
in Korda et al. (2013). Therefore, TSs with uniform
prior and Jeffreys prior are asymptotically equivalent
at least for the Bernoulli model. Nevertheless, we
prove for the normal distribution model that TS with
uniform prior achieves the asymptotic bound whereas
TS with Jeffreys prior and reference prior cannot. Fur-
thermore, TS with Jeffreys prior cannot even achieve
a logarithmic regret and suffers a polynomial regret in
expectation. This result implies that TS may be more
sensitive to the choice of priors than expected and non-
informative priors are sometimes risky (in other words,
too optimistic) for multiparameter models.
This paper is organized as follows. In Sect. 2, we for-
mulate the bandit problem for the normal distribution
model and introduce Thompson sampling. We give the
main result on the optimality of TS in Sect. 3. The re-
maining sections are devoted to the proof of the main
result. In Sect. 4, we derive inequalities for probabil-
ities which appear in the normal distribution model.
We prove the optimality of TS with conservative pri-
ors in Sect. 5 and prove the non-optimality of TS with
optimistic priors in Sect. 6.
2 Preliminaries
We consider the K-armed stochastic bandit problem
in the normal distribution model. The gambler pulls
an arm i ∈ {1, · · · ,K} at each round and receives a
reward independently and identically distributed by
N (µi, σ2i ), where N (µ, σ2) denotes the normal dis-
tribution with mean µ and variance σ2. The gam-
bler does not know the parameter (µi, σ
2
i ) ∈ R ×
(0,∞). The maximum expectation is denoted by
µ∗ = maxi∈{1,2,··· ,K} µi. Let J(t) be the arm pulled
at the t-th round and Ni(t) be the number of times
that the arm i is pulled before the t-th round. Then
the regret of the gambler at the T -th round is given
for ∆i = µ
∗ − µi by
Regret(T ) =
T∑
t=1
∆J(t) =
∑
i
∆iNi(T + 1) .
Let Xi,n be the n-th reward from the arm i. We define
x¯i,n =
1
n
n∑
m=1
Xi,m ,
Si,n =
n∑
m=1
(Xi,m − x¯i,n)2 =
n∑
m=1
X2i,m − nx¯2i,n ,
that is, x¯i,n and Si,n denote the sample mean and the
sum of squares from n samples from the arm i, respec-
tively. We denote the sample mean and the sum of
squares before the t-th round by x¯i(t) = x¯i,Ni(t) and
Si(t) = Si,Ni(t). It is well known that
x¯i,n ∼ N (µi, σ2i /n) ,
Si,n
σ2i
∼ χ2n−1 , (1)
where the chi-squared distribution χ2n−1 with degree
of freedom n− 1 has the density
χ2n−1(s) =
s
n−3
2 e−
s
2
2
n−1
2 Γ(n−12 )
.
2.1 Asymptotic Bound
It is shown in Burnetas and Katehakis (1996) that
under any policy satisfying a mild regularity condition
the expected regret satisfies
lim inf
T→∞
E[Regret(T )]
logT
≥
∑
i:∆i>0
∆i
inf(µ,σ):µ>µ∗ D(N (µi, σ2i )‖N (µ, σ2))
, (2)
where D(·‖·) is the KL divergence. Since the KL di-
vergence between normal distributions is
D(N (µa, σ2b )‖N (µa, σ2b ))
=
1
2
(
log
σ2b
σ2a
+
σ2a + (µb − µa)2
σ2b
− 1
)
,
the infimum in (2) is expressed for µi < µ
∗ as
1
2
log
(
1 +
(µ∗ − µi)2
σ2i
)
.
Therefore, by letting
Dinf(∆, σ
2) =
1
2
log
(
1 +
∆2
σ2
)
,
we can rewrite the theoretical bound in (2) as
lim inf
T→∞
E[Regret(T )]
logT
≥
∑
i:∆i>0
∆i
Dinf(∆i, σ2i )
. (3)
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Algorithm 1 Thompson Sampling
Parameter: α ∈ R.
Initialization: Pull each arm n0 = max{2, 3− ⌈2α⌉}
times.
Loop:
1. Sample µ˜i(t) from the posterior πi(µi|θˆi(t)) un-
der prior π(µi, σ
2
i ) ∼ (σ2i )−1−α for each arm i.
2. Pull an arm i maximizing µ˜i(t).
2.2 Bayesian Theory and Thompson
Sampling
Thompson sampling is a policy based on the Bayesian
viewpoint. We mainly consider the prior π(µi, σ
2
i ) ∼
(σ2i )
−1−α, or equivalently, π(µi, σi) ∼ σ−1−2αi . Since
the density of the inverse gamma distribution is
βα
Γ(α)
x−1−αe−
β
x ,
the above prior for σ2i corresponds to this distribu-
tion with parameters (α, β) = (α, 0). The cases
α = −1,−1/2, 0, 1/2 correspond to uniform for pa-
rameter σ2i , uniform for parameter σi, reference and
Jeffreys priors, respectively (see, e.g. Robert (2001)
for results on Bayesian theory given in this section).
Under this prior, the posterior distribution is
π(µi|θˆi,n) ∼
(
1 +
n(µi − x¯i,n)2
Si,n
)−n2−α
,
where θˆi,n = (x¯i,n, Si,n). Since the density of t-
distribution with degree of freedom ν is
fν(x) =
Γ(ν+12 )√
νπΓ(ν2 )
(
1 +
x2
ν
)− ν+12
, (4)
we see that
π
(√
n(n+ 2α− 1)
Si,n
(µi − x¯)
∣∣∣∣∣θˆi,n
)
= fn+2α−1 . (5)
Thompson sampling is the policy which chooses an
arm randomly according to the probability with which
the arm is the optimal when each µi is distributed
independently by the posterior π(µi|θˆi(t)) for θˆi(t) =
(x¯i(t), Si(t)). This policy is formulated as Algorithm
1. Note that we require max{2, 2− ⌈2α⌉} initial pulls
to avoid improper posteriors. We use n0 = max{2, 3−
⌈2α⌉} for simplicity of the analysis.
3 Regret of Thompson Sampling
In this section we give the main result of this paper.
First we show that TS achieves the asymptotic bound
for the prior (σ2i )
−1−α with α < 0.
Theorem 1. Let ǫ > 0 be arbitrary and assume that
there is a unique optimal arm. Under Thompson sam-
pling with α < 0, the expected regret is bounded as
E[Regret(T )] ≤
∑
i:∆i>0
∆i logT
Dinf(∆i, σ2i )
+ O((logT )4/5) .
See Lemma 6 for the specific representation of the re-
minder term O((logT )4/5). We see from this theorem
that TS with α < 0 is asymptotically optimal in view
of (3).
Next we show that TS with α ≥ 0 cannot achieve
the asymptotic bound. To simplify the analysis we
consider a two-armed setting more advantageous to
the gambler in which the full information on the arm
2 is known beforehand, that is, the prior on the arm
2 is the unit point mass measure δ{(µ2,σ22)} instead of
π(µ2, σ
2
2) ∼ (σ22)−1−α.
Theorem 2. Assume that there are K = 2 arms such
that µ1 > µ2. Then, under Thompson sampling such
that µ˜1(t) ∼ π(µ1|θˆ1(t)) with α ≥ 0 and µ˜2(t) = µ2,
there exists a constant ξ > 0 independent of σ2 such
that
lim inf
T→∞
E[Regret(T )]
logT
≥ ξ . (6)
In particular, if α > 0 then there exist ξ′ > 0 and
η > 0 such that
lim inf
N→∞
E[Regret(T )]
T η
≥ ξ′ . (7)
Eq. (7) means that TS with α > 0 suffers a polynomial
regret in expectation. Also note that the asymptotic
bound in (3) approaches zero for sufficiently small σ2 in
the above two-armed setting since Dinf(∆i, σ
2
i ) → ∞
as σi → 0. Nevertheless, the LHS of (6) does not go
to zero as σ2 → 0 because ξ > 0 is independent of
σ2. Therefore TS with α = 0 also does not achieve the
asymptotic bound at least for sufficiently small σ2.
Recall that Jeffreys and reference priors correspond
to α = 1/2 and α = 0, respectively. Therefore this
theorem means that TS with these non-informative
priors does not achieve the asymptotic bound.
Remark 1. Probability that the sample mean satis-
fies x¯i < µ for any µ < µi becomes large when σ
2
i
is large. Therefore the posterior probability that the
true expectation µi is larger than µ > x¯i becomes large
when the prior has heavy weight at large σ2i , that is,
α is small. As a result, as α decreases, TS becomes a
“conservative” policy which chooses a seemingly sub-
optimal arm frequently. Theorems 1 and 2 mean that
the prior should be conservative to some extent and
non-informative priors are too optimistic.
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Remark 2. Although TS with non-informative priors
does not achieve the asymptotic bound in the sense of
expectation, this fact does not necessarily mean that
these priors are “bad” ones. As we can see from a
close inspection of the proof of Theorem 2, the ex-
pected regret of TS with these priors becomes large
because an enormously large regret arises with fairly
small probability. Therefore this policy performs well
except for the case arising with this small probability,
and the authors think that TS with these priors also
becomes a good policy in the probably approximately
correct (PAC) framework. In any case, we should be
aware that these non-informative priors are “risky” in
the sense of expectation.
4 Inequalities for normal distributions
and t-distributions
In this section we derive fundamental inequalities for
distributions appearing in Thompson sampling for the
normal distribution model. We prove them in Ap-
pendix.
First we give a simple inequality to evaluate the ratio
of gamma functions which appears in the densities of
normal, chi-squared and t-distributions.
Lemma 3. For z ≥ 1/2
e−2/3 ≤ Γ(z +
1
2 )
Γ(z)
≤ e1/6√z .
Next we give large deviation probabilities (see, e.g.,
Dembo and Zeitouni (1998)) for empirical means and
variances.
Lemma 4. For any µ > µi
Pr[x¯i,n ≥ µ] ≤ e
−
n(µ−µi)
2
2σ2
i (8)
and for any σ2 > σ2i
Pr[Si,n ≥ nσ2] ≤ e
−nh
(
σ2
σ2
i
)
(9)
where h(x) = (x− 1− log x)/2 ≥ 0.
Remark 3. It is well known that Mill’s ratio (Kendall
& Stuart, 1977, Chap. 5) gives a tighter bound for the
tail probability of normal distributions, and similar
technique can also be applied to the tail weight of χ2
distributions. However, we use bounds in Lemma 4
based on the large deviation principle because they
are simpler and convenient for our analysis.
Finally we evaluate the posterior distribution of the
mean for Thompson sampling. Probability that the
sample from the posterior is larger than or equal to µ,
which is formally defined as
pn(µ|θˆi,n) =
∫ ∞
µ
π(x|θˆi,n)dx ,
is bounded as follows.
Lemma 5. If µ > x¯i,n and n ≥ n0 then
pn(µ|θˆi,n) ≥ An,α
(
1 +
n(µ− x¯i,n)2
Si,n
)−n−12 −α
(10)
and
pn(µ|θˆi,n) ≤
√
Si,n
µ− x¯i,n
(
1 +
n(µ− x¯i,n)2
Si,n
)−n2−α+1
,
(11)
where
An,α =
1
2e1/6
√
π(n2 + α)
. (12)
5 Analysis for Conservative Priors
In this section we show that Thompson sampling
achieves the asymptotic bound if α < 0. The main
result of this section is given as follows.
Lemma 6. Fix any α < 0 and assume that (µ1, σ
2
1) =
(0, 1) and the arm 1 is the unique optimal arm. Then,
for any ǫ < mini:∆i>0∆i/2,
E[Regret(T )]
≤
∑
i:∆i>0
∆i
(
logT
Dinf(∆i − 2ǫ, σ2i + ǫ)
+ 2− 2α
+
√
σ2i + ǫ
∆i − 2ǫ +
1
1− e−
ǫ
2σ2
i
+
1
1− e−h(1+
ǫ
σ2
i
)
)
+∆max
(
1
1− e− ǫ22
+
1
1− e−h(2) +
B(1/2,−α)
(1 − e− ǫ22 )2
+
2
√
2
ǫ
(
1 + ǫ2/8
)1−α
1− (1 + ǫ2/8)−1/2
)
=
∑
i:∆i>0
∆i logT
Dinf(∆i − ǫ, σ2i + ǫ)
+ O(ǫ−4) ,
where ∆max = maxi∆i and B(·, ·) is the beta function.
Corollary 7. Under the same assumption as Lemma
6,
E[Regret(T )] ≤
∑
i:∆i>0
∆i logT
Dinf(∆i, σ2i )
+ O((logT )4/5) .
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This corollary is straightforward from Lemma 6 with
ǫ := O((log T )−1/5).
Note that Dinf(µ
∗ − µi, σ22) is invariant under the lo-
cation and scale transformation, that is,
Dinf(µ
∗ − µi, σ2i ) = Dinf
(
µ∗ − a
b
− µi − a
b
,
σ2i
b2
)
.
Thus Theorem 1 easily follows from Corollary 7 by the
transformation ((µ1, σ
2
1), (µ2, σ
2
2), · · · , (µK , σ2K)) 7→
((0, 1), ((µ2 − µ1)/σ1, σ22/σ21), · · · , ((µK − µ1)/σ1,
σ2K/σ
2
1)).
Proof of Lemma 6. Define events
A(t) = {µ˜∗(t) ≥ −ǫ} ,
Bi(t) = {x¯i(t) ≤ µi + δ, Si(t) ≤ n(σ2i + ǫ)} ,
where µ˜∗(t) = maxi µ˜i(t). Then the regret at the
round T is bounded as
Regret(T )
=
T∑
t=1
∆J(t)
≤ ∆max
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t)]
+
K∑
i=2
∆i
(
n0 +
T∑
t=Kn0+1
1[J(t) = i, A(t)]
)
≤ ∆max
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t)]
+
K∑
i=2
∆i
(
T∑
t=Kn0+1
1[J(t) = i, A(t), Bi(t)]
+
T∑
t=Kn0+1
1[J(t) = i, Bci (l)] + n0
)
, (13)
where 1[·] is the indicator function and the superscript
“c” denotes the complementary set. In the following
Lemmas 8–10 we bound the expectation of the above
three terms and the proof is completed.
Lemma 8. If α < 0 then
E
[
T∑
t=Kn0+1
1[J(t) 6= 1 ∪ Ac(t)]
]
≤ 1
1− e− ǫ28
+
1
1− e−h(2) +
2
√
2
ǫ
(
1 + ǫ
2
8
)1−α
1− (1 + ǫ28 )−1/2
+
B(1/2,−α)(
1− e− ǫ22
)2
= O(ǫ−4) .
Lemma 9. For any i 6= 1,
E
[
T∑
t=Kn0+1
1[J(t) = i, A(t), Bi(t)]
]
≤ logN
Dinf(∆i − 2ǫ, σ2i + ǫ)
+ 2− 2α+
√
σ2i + ǫ
∆i − 2ǫ
=
logN
Dinf(∆i − 2ǫ, σ2i + ǫ)
+ O(1) .
Lemma 10. For any i 6= 1,
E
[
T∑
t=Kn0+1
1[J(t) = i, Bci (t)]
]
≤ 1
1− e−
ǫ2
2σ2
i
+
1
1− e−h
(
1+ ǫ
σ2
i
) = O(ǫ−2) .
We prove Lemma 10 in Appendix and prove Lemmas
8 and 9 in this section.
Whereas the second term of (13) becomes the main
term of the regret, the evaluation of the first term is
the most difficult point of the proof, which corresponds
to Lemma 8. In fact, it is reported in Burnetas and
Katehakis (1996) that they were not able to prove the
asymptotic optimality of a policy for the normal dis-
tribution model because of difficulty of the evaluation
corresponding to this term. Also note that this is the
term which does not become a constant in the case
α ≥ 0 and is considered in the proof of Theorem 2.
In this paper we evaluate this term by first bounding
this term for a fixed statistic θˆi,n = (x¯i,n, Si,n) and fi-
nally taking its expectation, whereas a probability on
this statistic is first evaluated in Burnetas and Kate-
hakis (1996). By leaving the evaluation on the distri-
bution of θˆi,n to the latter part, we can significantly
simplify the integral by variable transformation.
Proof of Lemma 8. First we bound the summation as
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t)]
=
T∑
n=n0
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t), N1(t) = n]
=
T∑
n=n0
T∑
m=1
1
[
m ≤
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t), N1(t) = n]
]
.
Note that
m ≤
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t), N1(t) = n]
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implies that µ˜1(t) ≤ µ˜∗(t) ≤ −ǫ occurred for the first
m elements of {t : Ac(t), N1(t) = n}. Therefore,
Pr
[
m ≤
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t), N1(t) = n]
]
≤ (1− pn(−ǫ|θˆ1,n))m
and we have
E
[
T∑
t=Kn0+1
1[J(t) 6= 1 ∪ Ac(t)]
]
≤ E
[
T∑
n=n0
T∑
m=1
(1 − pn(−ǫ|θˆ1,n))m
]
≤
T∑
n=n0
E
[
1− pn(−ǫ|θˆ1,n)
pn(−ǫ|θˆ1,n)
]
. (14)
Since pn(−ǫ|θˆi,n) ≥ 1/2 for −ǫ ≤ x¯i,n from the sym-
metry of t-distribution, this expectation is partitioned
into
E
[
1− pn(−ǫ|θˆ1,n)
pn(−ǫ|θˆ1,n)
]
≤ 2E
[
1[−ǫ ≤ x¯1,n] (1− pn(−ǫ|θˆ1,n))
]
+ E
[
1[x¯1,n ≤ −ǫ]
pn(−ǫ|θˆ1,n)
]
≤ Pr [−ǫ < x¯1,n ≤ −ǫ/2]
+ Pr [−ǫ/2 < x¯1,n, S1,n ≥ 2n]
+ 2E
[
1[−ǫ/2 < x¯i,n, S1,n ≤ 2n] (1− pn(−ǫ|θˆi,n))
]
+ E
[
1[x¯1,n ≤ −ǫ]
pn(−ǫ|θˆ1,n)
]
. (15)
From Lemma 4, the first and second terms of (15) are
bounded as
Pr [−ǫ < x¯i,n ≤ −ǫ/2] ≤ e−nǫ
2
8 ,
Pr [−ǫ/2 < x¯1,n, S1,n ≥ 2n] ≤ e−nh(2) , (16)
respectively. Next, recall that θˆ1,n = (x¯i,n, Si,n).
Then, from the symmetry of t-distribution
1− pn(−ǫ|x¯i,n, Si,n) = 1− pn(−x¯1,n − ǫ|0, S1,n)
= pn(x¯1,n + ǫ|0, S1,n)
= pn(2x¯1,n + ǫ|x¯1,n, S1,n)
and the third term of (15) is bounded from (11) as
E
[
1[−ǫ/2 < x¯i,n, S1,n ≤ 2] (1− pn(−ǫ|θˆi,n))
]
= E
[
1[−ǫ/2 < x¯i,n, S1,n ≤ 2] pn(2x¯i,n − ǫ|θˆi,n)
]
≤ 2
√
2
ǫ
(
1 +
ǫ2
8
)−n2−α+1
. (17)
Finally we evaluate the fourth term of (15). From (1)
and (10), we have
E
[
1[x¯1,n ≤ −ǫ]
pn(−ǫ|θˆ1,n)
]
≤ 1
An,α
∫ −ǫ
−∞
∫ ∞
0
(
1 +
n(x+ ǫ)2
s
)n−1
2 +α
·
√
n
2π
e−
nx2
2
s
n−3
2 e−
s
2
2
n−1
2 Γ(n−12 )
dsdx
≤ e
−nǫ2/2
An,α
∫ −ǫ
−∞
∫ ∞
0
(
1 +
n(x+ ǫ)2
s
)n−1
2 +α
·
√
n
2π
e−
n(x+ǫ)2
2
s
n−3
2 e−
s
2
2
n−1
2 Γ(n−12 )
dsdx (18)
by x2 ≥ (x+ ǫ)2 + ǫ2 for x ≤ −ǫ ≤ 0. By letting
(x, s) =
(
−ǫ−
√
2zw
n
, 2z(1− w)
)
,
we have
dxds = det
( −√ w2nz 2(1− w)
−√ z2nw −2z
)
dzdw
=
√
2z
nw
dzdw
and (18) is rewritten as
E
[
1[x¯i,n ≤ −ǫ]
pn(−ǫ|θˆi,n)
]
≤ e
−nǫ2/2
An,α
∫ 1
0
∫ ∞
0
(
1 +
w
1− w
)n−1
2 +α
·
√
n
2π
e−zw
(z(1− w))n−32 e−z(1−w)
2Γ(n−12 )
√
2z
nw
dzdw
=
e−nǫ
2/2
2
√
πAn,αΓ(
n−1
2 )
∫ 1
0
w−1/2(1− w)−1−αdw
·
∫ ∞
0
e−zz
n
2−1dz
=
e−nǫ
2/2
2
√
πAn,αΓ(
n−1
2 )
B(1/2,−α)Γ(n/2)
≤ e
1/3
√
(n+ 2α)(n− 1)
2
e−nǫ
2/2B(1/2,−α)
(by Lemma 3 and (12))
≤ ne−nǫ2/2B(1/2,−α) . (by e1/3 ≤ 2 and α < 0)
(19)
By combining (14), (15), (16), (17) with (19), we ob-
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tain
E
[
T∑
t=Kn0+1
1[J(t) 6= 1, Ac(t)]
]
≤
T∑
n=n0
(
e−
nǫ2
8 + e−nh(2) +
2
√
2
ǫ
(
1 +
ǫ2
8
)−n2−α+1
+ ne−nǫ
2/2B(1/2,−α)
)
≤ 1
1− e− ǫ28
+
1
1− e−h(2) +
2
√
2
ǫ
(
1 + ǫ
2
8
)1−α
1− (1 + ǫ28 )−1/2
+
B(1/2,−α)(
1− e− ǫ22
)2
= O(ǫ−2) + O(1) + O(ǫ−3) + O(ǫ−4) = O(ǫ−4) .
Proof of Lemma 9. Let ni > 0 be arbitrary. Then
T∑
t=Kn0+1
1[J(t) = i, A(t), Bi(t)]
≤
T∑
t=Kn0+1
1[µ˜i(t) ≥ −ǫ, Bi(l)]
≤ ni +
T∑
t=Kn0+1
1[µ˜i(t) ≥ −ǫ, Bi(t), Ni(t) ≥ ni] .
(20)
Under the condition {Bi(t), Ni(t) = n}, the probabil-
ity of the event µ˜i(t) ≥ −ǫ = µ∗ − ǫ is bounded from
Lemma 5 as
pn(−ǫ|θˆi,n) ≤
√
σ2i + ǫ
∆i − 2ǫ
(
1 +
(∆i − 2ǫ)2
σ2i + ǫ
)−n2−α+1
=
√
σ2i + ǫ
∆i − 2ǫ e
−(n+2α−2)Dinf (∆i−2ǫ,σ
2
i+ǫ).
Therefore the expectation of (20) is bounded as
E
[
T∑
t=Kn0+1
1[J(t) = i, A(t), Bi(t)]
]
≤ ni +
T∑
t=Kn0+1
Pr [µ˜i(t) ≥ −ǫ, Bi(t), Ni(t) ≥ ni]
≤ ni + T
√
σ2i + ǫ
∆i − 2ǫ e
−(ni+2α−2)Dinf (∆i−2ǫ,σ
2
i+ǫ)
and we complete the proof by letting ni = (logT )/
Dinf(∆i − 2ǫ, σ2i + ǫ) + 2− 2α.
6 Analysis for Optimistic Priors
In this section we prove Theorem 2. As mentioned be-
fore, the evaluation in the proof corresponds to Lemma
8, in which α < 0 is required so that B(1/2,−α) be-
comes finite. We show in the following proof that
this requirement is actually necessary to achieve the
asymptotic bound.
Proof of Theorem 2. We assume (µ1, σ
2
1) = (0, 1)
without loss of generality. Fix any n ≥ n0 and let
T1,n ∈ N∪{+∞} be the first round at which the num-
ber of samples from the arm 1 is n, that is, we define
T1,n = min{t : N1(t) = n}. Since T1,n = t implies that
the arm 2 is pulled t − n − 1 times through the first
t− 1 rounds, we have
E[Regret(T )]
= ∆i
∞∑
t=1
Pr[T1,n = t]E
[
2T∑
m=1
1[J(m) = 2]
∣∣∣∣∣T1,n = t
]
≥ ∆i
T∑
t=1
Pr[T1,n = t]E
[
2T∑
m=1
1[J(m) = 2]
∣∣∣∣∣T1,n = t
]
+∆i
∞∑
t=T+1
Pr[T1,n = t](T − n) . (21)
Now we consider the case t ≤ T . The conditional
expectation in (21) is bounded as
E
[
2T∑
m=1
1[J(m) = 2]
∣∣∣∣∣T1,n = t
]
≥ E
[
T+t−1∑
m=t
1[J(m) = 2, N1(m) = n]
∣∣∣∣∣T1,n = t
]
Note that if {J(m) 6= 2, N1(m) = n} then N1(m′) > n
for any m′ > m. Therefore, for any m ≥ T1,n,
{J(m) = 2, N1(m) = n} ⇔
m−T1,n⋃
k=0
{J(T1,n + k) = 2}
⇐
m−T1,n⋃
k=0
{µ˜1(T1,n + k) < µ2}
since µ˜2(t) = µ2 always holds. By defining p¯n(µ2|θˆ1,n)
= 1− pn(µ2|θˆ1,n) we have
E
[
T+t−1∑
m=1
1[J(m) = 2]
∣∣∣∣∣T1,n = t
]
≥ E
[
T+t−1∑
m=t
1
[
m−t⋃
k=0
{µ˜1(t+ k) < µ2}
] ∣∣∣∣∣T1,n = t
]
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= E
[
T+t−1∑
m=t
(p¯n(µ2|θˆ1,n))m−t+1
]
≥ E
[
T∑
m=1
(p¯n(µ2|θˆ1,n))m
]
= E
[(
1− (p¯n(µ2|θˆ1,n))T
) p¯n(µ2|θˆ1,n)
pn(µ2|θˆ1,n)
]
≥ 1
2
E
[
1
[
(p¯n(µ2|θˆ1,n))T ≤ 1/2
] p¯n(µ2|θˆ1,n)
pn(µ2|θˆ1,n)
]
≥ 1
2
E

 1
[
(p¯n(µ2|θˆ1,n))T ≤ 1/2
]
pn(µ2|θˆ1,n)

− 1
2
. (22)
(by (1− p)/p = 1/p− 1)
Here we obtain from (10) that
(p¯n(µ2|θˆ1,n))T ≤ 1/2
⇔ pn(µ2|θˆ1,n) ≥ 1− 2− 1T
⇐
(
1 +
n(µ2 − x¯1,n)2
S1,n
)−n−12 −α
≥ 1− 2
− 1
T
An,α
⇐
(
1 +
n(µ2 − x¯1,n)2
S1,n
)−n−12 −α
≥ log 2
An,αT
(by 2x ≥ 1 + x log 2)
⇔ n(µ2 − x¯1,n)
2
S1,n
≤
(
An,αT
log 2
) 1
n−1
2
+α − 1 =: CT .
(23)
Therefore the expectation in (22) is bounded from (11)
as
E

 1
[
(p¯n(µ2|θˆ1,n))T ≤ 1/2
]
pn(µ2|θˆ1,n)


≥
∫∫
x≤µ2, s≥0,
n(µ2−x)
2
s
≤CT
µ2 − x√
s
(
1 +
n(µ2 − x)2
s
)n
2+α−1
·
√
n
2π
e−
nx2
2
s
n−3
2 e−
s
2
2
n−1
2 Γ(n−12 )
dxds
=
√
ne−µ
2
2/2√
π2
n
2 Γ(n−12 )
∫∫
x≤µ2, s≥0,
n(µ2−x)
2
s
≤CT
e−
n(µ−x)2
2 +2µ2(µ2−x)
· (µ2 − x)
(
1 +
n(µ2 − x)2
s
)n
2 +α−1
s
n
2−2e−
s
2 dxds .
By letting
(x, s) =
(
µ2 −
√
2zw
n
, 2z(1− w)
)
,
we obtain in a similar way to (19) that
E

 1
[
(p¯n(µ2|θˆ1,n))T ≤ 1/2
]
pn(µ2|θˆ1,n)


≥ e
−µ22/2
2
√
πnΓ(n−12 )
∫ 1
1+ 1
CT
0
∫ ∞
0
e−ze2µ2
√
2zw
n
· z n2−1(1 − w)−1−αdzdw
≥ e
−µ22/2
2
√
πnΓ(n−12 )
∫ ∞
0
e2µ2
√
2z
n e−zz
n
2−1dz
·
∫ 1
1+ 1
CT
0
(1− w)−1−αdw . (by µ2 < µ1 = 0)
Here note that∫ 1
1+ 1
CT
0
(1− w)−1−αdw =
{
log(1 + CT ), α = 0,
(1+CT )
α−1
α , α > 0.
Then there exists a constant Bn,α,µ2 such that
E

 1
[
(p¯n(µ2|θˆ1,n))T ≤ 1/2
]
pn(µ2|θˆ1,n)


≥
{
Bn,α,µ2 log(1 + CT ), α = 0,
Bn,α,µ2((1 + CT )
α − 1), α > 0. (24)
Finally by putting (21), (22) and (24) together we ob-
tain for α = 0 that
E[Regret(2T )]
≥ ∆2min {T − n, (1/2)Bn,α,µ2 log(1 + CT )− 1/2} .
Eq. (6) follows since n ≥ n0 is fixed and CT defined in
(23) is polynomial in T . Eq. (7) for α > 0 is obtained
in the same way.
7 Conclusion
We considered the stochastic multiarmed bandit prob-
lem such that each reward follows a normal distribu-
tion with an unknown mean and variance. We proved
that Thompson sampling with prior π(µi, σ
2
i ) ∼
(σ2i )
−1−α achieves the asymptotic bound if α < 0 but
cannot if α ≥ 0, which includes reference prior α = 0
and Jeffreys prior α = 1/2.
A future work is to examine whether TS with non-
informative priors is risky or not for other multipa-
rameter models where TS is used without theoretical
analysis (see e.g., Chapelle and Li (2012)). Since the
analysis of this paper heavily depends on the specific
form of normal distributions, it is currently unknown
whether the technique of this paper can be applied
to other models and this generalization remains as an
important open problem.
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Appendix: Proof of Lemmas
We prove Lemmas 3, 4, 5 and 10 in this appendix.
First we prove Lemma 3 on the ratio of gamma func-
tions.
Proof of Lemma 3. Since
√
2πzz−1/2e−z ≤ Γ(z) ≤
√
2πe1/6zz−1/2e−z
for z ≥ 1/2 from Stirling’s formula (Olver et al., 2010,
Sect. 5.6(i)), we have
Γ(z + 12 )
Γ(z)
≥ e−2/3√z
(
1 +
1
2z
)z
≥ e−2/3
√
1/2
(
1 +
1
2 · 1/2
)1/2
= e−2/3 .
Similarly we have
Γ(z + 12 )
Γ(z)
≤ e−1/3√z
(
1 +
1
2z
)z
≤ e1/6√z ,
which completes the proof.
Next we prove Lemma 4 based on Crame´r’s theorem
(Dembo & Zeitouni, 1998) given below.
Proposition 11 (Crame´r’s theorem). Let Z1, Z2, · · ·
be i.i.d. random variables on Rd. Then, for Z¯ =
n−1
∑n
m=1 Zm ∈ Rd and any convex set C ∈ Rd,
Pr[Z¯ ∈ C] ≤ exp
(
− inf
z∈C
Λ∗(z)
)
,
where
Λ∗(z) = sup
λ∈Rd
{λ · z − log E[eλ·Z1 ]} .
Proof of Lemma 4. Eq. (8) is straightforward from
Crame´r’s theorem with Zm := Xi,m (see also
e.g. Dembo & Zeitouni, 1998, Ex. 2.2.23).
Now we show (9). Let Zm = (Z
(1)
m , Z
(2)
m ) :=
(Xi,m, X
2
i,m) ∈ R2. Then it is easy to see that the
Fenchel-Legendre transform of the cumulant generat-
ing function of Zi is given by
Λ∗(z(1), z(2))
=
{
h
(
z(2)−(z(1))2)
σ2i
)
+ (z
(1)−µi)
2
2σ2i
, z(2) > (z(1))2,
+∞, z(2) ≤ (z(1))2.
Eq. (9) follows from
Pr[Si,n ≥ nσ2]
= Pr[Z¯(2) − (Z¯(1))2 ≥ σ2]
≤ exp
(
−n inf
(z(1),z(2)): z(2)−(z(1))2≥σ2
Λ∗(z(1), z(2))
)
≤ exp
(
−nh
(
σ2
σ2i
))
,
where the first and the second inequalities follow be-
cause {(z(1), z(2)) : z(2)− (z(1))2 ≥ σ2} is a convex set
and h(x) is increasing in x ≥ 1, respectively.
Next we prove Lemma 5 based on Lemma 3.
Proof of Lemma 5. Letting
A˜ =
Γ(n2 + α)√
π(n+ 2α− 1)Γ(n−12 + α)
,
x0 =
√
n(n+ 2α− 1)
Si,n
(µ− x¯i,n) ,
we can express pn(µ|θˆi,n) from (4) and (5) as
pn(µ|θˆi,n) = A˜
∫ ∞
x0
(
1 +
x2
n+ 2α− 1
)−n2−α
dx. (25)
This integral is bounded from below by
pn(µ|θˆi,n)
= A˜
∫ ∞
x0
(
1 +
x2
n+ 2α− 1
) 1
2
·
(
1 +
x2
n+ 2α− 1
)−n+12 −α
dx
≥ A˜
∫ ∞
x0
x√
n+ 2α− 1
(
1 +
x2
n+ 2α− 1
)−n+12 −α
dx
(by
√
1 + u2 ≥ u)
=
A˜√
n+ 2α− 1
(
1 +
x20
n+ 2α− 1
)−n−12 −α
.
From Lemma 3
A˜√
n+ 2α− 1 =
Γ(n2 + α)
2
√
πΓ(n+12 + α)
≥ 1
2e1/6
√
π(n2 + α)
and we obtain (10) .
On the other hand, the integral (25) is bounded from
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above by
pn(µ|θˆi,n)
= A˜
∫ ∞
x0
1
x
· x
(
1 +
x2
n+ 2α− 1
)−n2−α
dx
= A˜
[
1
x
·
n−1
2 + α
n−2
2 + α
(
1 +
x2
n+ 2α− 1
)−n2−α+1]x0
∞
− A˜
∫ ∞
x0
2
x2
n−1
2 + α
n−2
2 + α
(
1 +
x2
n+ 2α− 1
)−n2−α+1
dx
≤ A˜
x0
n−1
2 + α
n−2
2 + α
(
1 +
x20
n+ 2α− 1
)−n2−α+1
.
From Lemma 3
A˜
x0
n−1
2 + α
n−2
2 + α
=
Γ(n−22 + α)
2
√
πnΓ(n−12 + α)
√
Si,n
µ− x¯i,n
≤ 1
2
√
πne−2/3
√
Si,n
µ− x¯i,n
≤
√
Si,n
µ− x¯i,n
and we complete the proof.
Finally we prove Lemma 10 for the proof of Lemma 6.
Proof of Lemma 10. First we have
T∑
t=Kn0+1
1[J(t) = i, Bci (t)]
=
T∑
n=n0
1
[
T⋃
t=Kn0+1
{J(t) = i, Bci (t), Ni(t) = n}
]
≤
T∑
n=n0
1
[
x¯i,n ≥ µi + δ or Si,n ≥ n(σ2i + ǫ)
]
.
Therefore, from Lemma 4,
E
[
T∑
t=Kn0+1
1[J(t) = i, Bci (t)]
]
≤
T∑
n=n0
(
e
−n ǫ
2
2σ2
i + e
−nh
(
1+ ǫ
σ2
i
))
≤ 1
1− e−
ǫ2
2σ2
i
+
1
1− e−h
(
1+ ǫ
σ2
i
)
= O(ǫ−2) + O(ǫ−2) = O(ǫ−2) .
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