In their 2008 paper Gau and Wu conjectured that the numerical range of a 4-by-4 nilpotent matrix has at most two flat portions on its boundary. We prove this conjecture, establishing along the way some additional facts of independent interest. In particular, a full description of the case in which these two portions indeed materialize and are parallel to each other is included.
Introduction
We consider the space C n endowed with the standard scalar product ., . and the norm . associated with it. Elements x ∈ C n are n-columns; however, to simplify the notation we will write them as (x 1 , . . . , x n ). For an n-by-n matrix A, its numerical range, also known as the field of values, is defined as F (A) = { Ax, x : x ∈ C n , x = 1}.
The classical Toeplitz-Hausdorff theorem claims that the set F (A) is always convex; this and other well-known properties of the numerical range are discussed in detail, e.g., in monographs [6, 7] . As was observed by Kippenhahn ([9] , see also the English translation [10] ), F (A) can be described in terms of the homogeneous polynomial Namely, F (A) is the convex hull of the curve C(A) dual (in projective coordinates) to p A (u, v, w) = 0. So, it is not surprising that, starting with n = 3, the boundary ∂F (A) of F (A) may contain line segments (sometimes also called flat portions), even when the polynomial p A is irreducible. For a unitarily irreducible 3-by-3 matrix there is at most one such flat portion, as was first observed in the same paper [9] , with constructive tests for its presence provided in [8, 13] . The phenomenon of flat portions in higher dimensions was further studied in [3] . For convenience of reference, we restate here Theorem 37 from [3] .
Theorem 1.
[Brown-Spitkovsky] Any 4-by-4 matrix has at most 4 flat portions on the boundary of its numerical range (3, if it is unitarily irreducible).
Of course, the upper bounds may be lower if an additional structure is imposed on A. In this paper, we will tackle the case of nilpotent matrices. For reducible 4-by-4 nilpotent matrices it is easy to see that the maximum possible number of flat portions is one; for the sake of completeness, this result is stated with a proof in Section 2 (Proposition 3). Unitarily irreducible 4-by-4 nilpotent matrices were considered by Gau and Wu in [4] , where in particular examples of such matrices A with two flat portions on ∂F (A) were given and it was also conjectured that three flat portions do not materialize. This conjecture was supported there by the following theorem, which is a special case of their result for n-by-n matrices [4, Theorem 3.4] .
Theorem 2. [Gau-Wu] If
A is a 4-by-4 nilpotent matrix which has a 3-by-3 submatrix B with W (B) a circular disk centered at the origin, then there are at most two flat portions on the boundary of F (A).
In this paper we prove the Gau-Wu conjecture. This is done in Section 5. As a natural preliminary step, necessary and sufficient conditions for a 4-by-4 nilpotent matrix to have at least one flat portion on the boundary of its numerical range are derived in Section 2. A special family of nilpotent matrices that is important for the proof of the main theorem is analyzed in Section 3. Section 4 contains necessary and sufficient conditions for a nilpotent matrix to have two parallel flat portions on the boundary of its numerical range. In addition, we show there that for a nilpotent 4-by-4 matrix A with two non-parallel flat portions on the boundary of F (A) that are on lines equidistant from the origin, these are the only flat portions. The latter result is also used in Section 5, where in Theorem 16 it is shown that if A is a 4-by-4 nilpotent matrix, then ∂F (A) contains at most 2 flat portions. The proof follows from an analysis of the locations of the singularities of the boundary generating curve (1.1). In the final Section 6 we use Theorem 16 to tackle the case of 5-by-5 unitarily reducible matrices.
Matrices with a flat portion on the boundary of their numerical range
We start with an easy case of unitarily reducible matrices.
Proposition 3. Let A be an 4-by-4 unitarily reducible nilpotent matrix. Then its numerical range F (A) has at most one flat portion on the boundary.
Proof. Let A be unitarily similar to a direct sum B 1 ⊕ · · · ⊕ B k , with k > 1. The blocks B j are of course also nilpotent, and the following cases are possible. Case 1. k = 2. If B 1 is a 3-by-3 unitarily irreducible nilpotent matrix and B 2 = [0], then F (A) = F (B 1 ). According to [8, Theorem 4 .1], F (B 1 ) either has no flat portions on the boundary or exactly one such portion. Thus, so does F (A). If there are two nilpotent 2-by-2 blocks, then the numerical range of each block is a circular disk centered at the origin, and F (A) is the largest of these disks and hence has no flat portion on its boundary. If A is not supposed to be unitarily reducible, the situation becomes more complicated. Let us establish the criterion for at least one flat portion to exist on ∂F (A). To this end, some background terminology and information is useful. First, recall the notion of an exceptional supporting line of F (A) which for an arbitrary matrix A was introduced in [11] . Namely, let θ be the supporting line of F (A) having slope − cot θ and such that e −iθ F (A) lies to the right of the vertical line e −iθ θ . Then this supporting line is exceptional (and, respectively, θ is an exceptional angle) if at least one z ∈ θ ∩ F (A) is multiply generated, that is, there exist at least two linearly independent unit vectors x j for which Ax j , x j = z. For a given A, the angle θ is exceptional if and only if the hermitian matrix Re(e −iθ A) has a multiple minimal eigenvalue [11, Theorem 2.1]; denote by L the respective eigenspace. The above mentioned value z is unique if and only if the compression of Im(e −iθ A) (equivalently: A) onto L is a scalar multiple of the identity; z is then called a multiply generated round boundary point of F (A). On the other hand, all points in the relative interior of a flat portion on the boundary of F (A) are multiply generated. So, flat portions occur only on exceptional supporting lines, and for them to materialize it is necessary and sufficient that the the compression A|L of A onto L is not a scalar multiple of the identity. In our setting we will have to deal with 2-dimensional L. The following test is useful in this regard.
Proposition 4.
Let A be such that for some θ ∈ [0, 2π) there exist two linearly independent vectors y 1 , y 2 corresponding to the same eigenvalue λ of Re(e −iθ A), and let L = Span{y 1 , y 2 }. Then the compression of A onto L is a scalar multiple of the identity if and only if 
Observe also that (2.4) means exactly that
where y 2 is a unit vector in L orthogonal to y 1 . So, we just need to show that A|L is a scalar multiple of the identity if and only if (2.3) and (2.5) hold. The necessity of (2.3), (2.5) is trivial, and even holds for an arbitrary subspace L, not consisting of eigenvectors of Re(e −iθ A). As for their sufficiency, note that Re(e −iθ A)|L, being a scalar multiple of the identity, commutes with Im(e −iθ A)|L. Thus, A|L is normal. As such, condition (2.5) implies that the matrix of A|L with respect to the orthonormal basis {y 1 , y 2 } is diagonal. Consequently, y 1 is an eigenvector of A|L corresponding to its eigenvalue µ = Ay 1 , y 1 , and the latter is an endpoint of F (A|L). On the other hand, (2.3) shows that this value is attained at two linearly independent unit vectors, y 1 and y 2 . This is only possible if A|L = µI.
We return now to the nilpotent matrix setting. Let us first establish the criterion for an exceptional supporting line to exist, independent of whether or not it contains a proper flat portion.
Theorem 5. Let A be a 4-by-4 nilpotent matrix. Then F (A) has an exceptional supporting line if and only if A is unitarily similar to
where α ∈ C, |a j | ≤ 1 for j = 1, 2, 3, (2.7)
Note that all three arguments in (2.11) are defined only if the inequalities in (2.7) are strict. If this is not the case, we agree by convention that condition (2.11) is vacuous.
Proof. The result obviously holds for A = 0. Indeed, then A is in the form (2.6), and every supporting line of F (A) = {0} is exceptional. So, in what follows we will suppose that A = 0. Necessity. Suppose A = 0 is nilpotent, and (at least) one of the supporting lines of F (A) is exceptional. Multiplying A by a unimodular scalar if needed, we may without loss of generality suppose in addition that the exceptional supporting line is vertical. Let d(≥ 0) be its distance from the origin. Then Re A + dI is a positive semi definite matrix with rank at most 2. If d = 0, then Re A is positive semidefinite with zero trace, and thus zero diagonal. This is only possible if Re A = 0. But then Im A differs from A by a scalar multiply only, and is therefore nilpotent along with A. Being hermitian, it is also zero. We arrive at a contradiction with A being non-zero, implying that d > 0. Multiplying A by another scalar, this time positive, we may without loss of generality suppose that d = 1/2, that is, A + A * + I is positive semi definite of rank at most 2. We will show that for such matrices the statement holds with α = 1. To this end, use unitary similarity to put A in upper triangular form (2.6) with α = 1, and observe that then
(2.12)
The matrix in the right hand side of (2.12) is congruent to [1] ⊕ G, where
So, G must be positive semi definite of rank at most 1. The former property implies the inequalities in (2.7), while due to the latter the three 2-by-2 principal minors of G are equal to zero. This is equivalent to (2.8)-(2.10). In its turn, if |a 1 | < 1, then due to (2.8), (2.9) G is congruent to
where
So, in this case
which implies (2.11).
Sufficiency. Without loss of generality, let A be given by (2.6) with α = 1. Then (2.12) and (2.13) hold.
If 15) and the second summand in (2.15) is singular due to (2.10). So, the minimal eigenvalue −1/2 of Re A has multiplicity 2. For the case |a 1 | < 1, the same conclusion follows from the congruence of G and (2.14), since (2.8)-(2.11) imply w = 0.
Note that the exceptional supporting line , the existence of which is established by Theorem 5, is the vertical line x = −1/2 scaled by α. Consequently, is at the distance |α|/2 from the origin, and has the slope − cot arg α. Also, conditions (2.8)-(2.10) can be rewritten in an equivalent form
where r j = 1 − |a j | 2 , j = 1, 2, 3, and
Consequently, the matrix (2.6) that satisfies the conditions in Theorem 5 can be represented more explicitly as
where θ 3 = θ 2 − θ 1 . We will now use Proposition 4 to establish the additional conditions on A under which a flat portion of F (A) on actually materializes. (ii) r 1 = 0, r 2 = r 3 = 0, and arg(a 3 ) = arg(a 2 ) + θ 3 .
(iii) r 2 = 0, r 1 = r 3 = 0, and arg(a 3 ) = arg(a 1 ) + θ 2 + π.
(iv) r 3 = 0, r 1 = r 2 = 0, and arg(a 2 ) = arg(a 1 ) + θ 1 .
Proof. Without loss of generality we may suppose that A is in the form (2.17), not just unitarily similar to it, and that α = 1. Then 2) holds exactly when τ 2 = 0. Therefore, by Proposition 4, the line x = − 1 2 will contain a proper line segment of F (A) if and only if at least one of τ 1 or τ 2 is nonzero. This agrees with the statement of the theorem. Case 2. At least two of r j are equal to zero, j = 1, 2, 3. To be consistent with the statement of the theorem, we need to show that F (A)∩ is a proper line segment. But this is indeed so. For example, if r 1 = r 2 = 0, then it immediately follows that the vectors y 1 = (−a 1 , 1, 0, 0) and y 2 = (−a 2 , 0, 1, 0) are linearly independent eigenvectors of Re A corresponding to − 1 2 . Since Ay 1 = (a 1 , 0, 0, 0) and Ay 2 = (a 2 , 0, 0, 0), both sides of (2.1) equal −2. However, (2.2) is not satisfied because
Therefore, the flat portion will exist. All other cases where at least two r j values are zero are treated in the same manner. Case 3. Exactly one of r j is equal to zero. For the sake of definiteness, let r 1 = 0, r 2 r 3 = 0. Then y 1 = (−a 1 , 1, 0, 0) and y 2 = (a 2 r 3 e iθ 3 − r 2 a 3 , 0, −r 3 e iθ 3 , r 2 ) are linearly independent eigenvectors of Re A corresponding to − 1 2 . It still holds that y 1 2 = 2 and Ay 1 , y 1 = −1. Now we also have
and Ay 2 = (−a 2 r 3 e iθ 3 + r 2 a 3 , −a 1 a 2 r 3 e iθ 3 + a 1 a 3 r 2 , r 2 a 2 a 3 + r 2 2 r 3 e iθ 3 , 0).
Therefore, we can can compute the remaining quantities from Proposition 4:
and Ay 2 , y 1 = 0. Equation (2.1) holds if and only if − y 2 2 = 2 Ay 2 , y 2 . Substituting into the latter equation yields
which simplifies to a 2 a 3 r 2 r 3 e −iθ 3 − a 2 a 3 r 2 r 3 e iθ 3 = 0. The situations when r 2 = 0, r 1 r 3 = 0 and r 3 = 0, r 1 r 2 = 0 can be treated similarly. The only difference will be in the specific choice of the eigenvectors, namely,
in the former, and
in the latter. Direct computations show that a flat portion does not materialize if and only if, respectively, (iii) or (iv) holds.
Conditions (i)-(iv) of Theorem 6 simplify somewhat if the entries a j in (2.6) are real. Indeed, then θ j = 0 mod π, and the argument conditions in (ii)-(iv) boil down to
respectively. In its turn, τ 1 in (i) is zero automatically, while
(2.22)
Example 7. Let A be of the form (2.6) with α = 1 and
2 , and
. A direct substitution into (2.22) reveals that τ 2 = 0. So, F (A) has no flat portion on the supporting line x = − However, the conditions in Theorem 6 are not as useful when considering a given (even triangular) matrix with the number and orientation of flat portions not known a priori. We present now one such case, to illustrate this point, and also since it plays an important role in Section 5.
where a 1 , a 2 , and a 3 are real and a 1 = 0. The boundary of F (A) contains a vertical flat portion if and only if |a 1 | = |a 3 | and |a 2 | ≥ |a 1 |. In this case, this is the only flat portion on ∂F (A).
Proof. As is well-known (see, for example, [5] ), the boundary ∂F (A) of the numerical range of A contains a portion of the line cos(θ)x + sin(θ)y = d if and only if d is the maximum (or minimum) eigenvalue of Re e −iθ A and there are two eigenvectors y 1 and y 2 associated with d such that either condition (2.1) or (2.2) in Proposition 4 fails to hold. A straightforward calculation shows that the characteristic polynomial of Re e −iθ A is
This polynomial factors as
Therefore the roots of q θ , which are the eigenvalues of Re e −iθ A, can be explicitly calculated as
When θ = 0, the eigenvalues of ReA simplify to
where relabeling may have occurred based on absolute values. Furthermore, in this case it is straightforward to verify that corresponding eigenvectors of ReA are
, and y 4 = (1, 1, 1, 1). Notice that
The values y j 2 = 4 and Ay j , y j = 4λ j for j = 1, 2, 3, 4. Therefore for all 1 ≤ j, k ≤ 4, if there is a repeated eigenvalue λ j = λ k (extremal or not), we have
Hence (2.1) will always hold, and a vertical flat portion will exist exactly when there is an extremal eigenvalue where (2.2) fails. When j = k, the eigenvectors y j and y k are orthogonal. Accordingly, (2.2) fails to hold for a case where λ j = λ k if and only if
All possible cases to consider can be studied with the following inner products.
3) There are never two vertical flat portions on ∂F (A) because that would require both a repeated maximal and a repeated minimal eigenvalue of ReA, which implies a 1 = a 3 and a 1 = −a 3 and we assumed a 1 = 0. To see that a vertical flat portion never coexists with any other flat portion, assume there is a vertical flat portion and there is also a flat portion on the line cos θx + sin θy = d for some real d and θ ∈ (0, 2π) with θ = π. It suffices to show that there is not a repeated maximal eigenvalue at θ, because if there was a repeated minimal eigenvalue at θ there would also be a repeated maximal eigenvalue at θ ± π. In the list of the eigenvalues of Re e −iθ A in (3.1), λ 2 (θ) < λ 4 (θ) and λ 1 (θ) < λ 3 (θ). Therefore the only possibility of a repeated maximal eigenvalue is when λ 3 (θ) = λ 4 (θ). Setting |a 1 | = |a 3 | in this equality yields
The extreme values of sin( A sketch of the numerical range of A when a 1 = 1, a 3 = −1, and a 2 = 2 is shown in Figure 3 .
Matrices with two flat portions
Proposition 9. A 4-by-4 matrix A is nilpotent, with two parallel flat portions on the boundary of its numerical range, if and only if it is a product of a scalar α ∈ C \ {0} and a matrix unitarily Note that the general form of A has entries with double subscripts, but we will gradually simplify A so that it has the form (4.1). Multiplying matrix (4.2) by an appropriate scalar (of absolute value one, if desired), we may also suppose that the parallel flat portions on the boundary of F (A) are horizontal. Yet another unitary similarity, this time via a diagonal matrix, allows us to adjust the arguments of the entries a i,i+1 any way we wish (i = 1, 2, 3) without changing the absolute values. Let us agree therefore to choose these entries real and non-negative. Having agreed on the above, we now introduce H = Re A and K = Im A as the hermitian matrices from the representation A = H + iK, so in particular For a matrix B of any size, two horizontal flat portions on the boundary of F (B) can materialize only if the maximal and minimal eigenvalues of Im B both have multiplicity at least 2. For our 4-by-4 matrix A it means that K has two distinct eigenvalues, say λ 1 and λ 2 , each of multiplicity two. In addition, Tr K = 0, and so λ 1 = −λ 2 (:= λ). Consequently,
In particular, the diagonal entries of K 2 are all equal. From here and (4. On the other hand, from (4.2) and (4.4):
which, when combined with the second equation in (4.5), yields
But A 2 = 0, since otherwise F (A) would be a circular disk (see e.g. [14] ) exhibiting no flat portions on the boundary. So, a 1 , a 3 > 0. The solution to (4.5) is then given by
So, A is indeed in the form (4.1) up to unitary similarity and scaling. Sufficiency. The scalar multiple α is inconsequential, so without loss of generality A is given by (4.1).
The eigenvalues of K = Im A are then ±λ, each of multiplicity two, where λ = a 2 1 + a 2 2 + a 2 3 /2. Let us apply a unitary similarity, putting K in the form λI 0 0 −λI , and denote by
result of applying the same unitary similarity to Re A. Since A is real, its numerical range F (A) is symmetric with respect to the x-axis, and thus there are either two or no horizontal flat portions on its boundary. But the latter is possible only if H 1 and H 2 are scalar multiples of the identity. Applying yet another (block diagonal) unitary similarity, we can reduce A to 
where σ 1 , σ 2 are the s-numbers of Z. The matrix (4.6) is unitarily (and even permutationally) reducible, which is in contradiction with the fact that A has just one Jordan block. So, there are indeed two parallel flat portions on the boundary of F (A).
Remark. From the proof of Proposition 9 it is clear that the parallel flat portions of ∂F (A) are on lines that are at an equal distance |α| a 2 1 + a 2 2 + a 2 3 /2 from the origin, forming the angle arg α with the positive direction of the x-axis. Of course, |α| can be changed arbitrarily via absorbing it (or part thereof) by the a j entries in (4.1).
Corollary 10. If A is a 4-by-4 nilpotent matrix with two parallel flat portions on the boundary of its numerical range, then these are the only flat portions of the boundary.
Proof. Without loss of generality, A is in the form (4.1), and thus there are two horizontal flat portions on the boundary of F (A). We also know A is irreducible from Proposition 3. Any other flat portion of ∂F (A), if it exists, cannot be horizontal. Suppose it is not vertical either. Then, due to the symmetry of F (A) with respect to the x-axis, ∂F (A) would have to contain the complex conjugate of as well, bringing the number of flat portions to (at least) four. But any 4-by-4 matrix with four flat portions on the boundary of its numerical range is unitarily reducible, as stated in Theorem 1, while A is not. It remains to consider the case of vertical . In order for it to exist, the matrix H = Re A should have a multiple eigenvalue. This eigenvalue would then have to be common for 3-by-3 principal submatrices of H. A direct computation shows, however, that the characteristic polynomials of these submatrices up to a constant multiple equal
−4λ
3 + λ(a Proof. Multiplying A by a non-zero scalar we may without loss of generality suppose that the given flat portions of ∂F (A) lie on lines intersecting at some point on the negative real half-axis and that the distance from each line to the origin equals 1/2. Then for some unimodular ω = ξ + iη (ξ = 0, η > 0) the imaginary part of both ωA and −ωA will have a multiple eigenvalue −1/2. With this notation, these lines will be ηx ± ξy = − Since A is real, the third flat portion of ∂F (A), if it exists, must be vertical. Indeed, otherwise its reflection with respect to the real axis would be the fourth flat portion of ∂F (A), implying by Theorem 1 the unitary reducibility of A. But this would contradict Proposition 3. So, suppose now that a vertical flat portion of ∂F (A) is indeed present. Then its abscissa, which it is convenient for us to denote by −x/2, is a multiple eigenvalue of Re A. Equivalently, the matrix and either a 12 a 13 a 23 = 0 or 1 = 2 = 3 . Since the former case is covered by Theorem 2, we may concentrate on the latter. Moreover, applying a unitary similarity via the diagonal matrix diag[1, 1, 1, −1], we may change the signs of all j simultaneously, and thus to suppose that they are all equal to 1. In other words, it remains to consider
with a j ∈ R and a 1 = 0. By Lemma 8, the numerical range of a matrix of this form can only have a vertical flat portion on its boundary if that is the only flat portion. Therefore the original matrix has only the two flat portions on lines which are equidistant from the origin.
Proof of the main result
In this section, we show there are at most two flat portions on the boundary of the numerical range of a 4-by-4 unitarily irreducible nilpotent matrix. This result follows from an analysis of the singularities of the polynomial p A defined in (1.1), so some facts about algebraic curves are reviewed next for convenience. Define the complex projective plane CP 2 to be the set of all equivalence classes of points in C 3 − {(0, 0, 0)} determined by the equivalence relation ∼ where (x, y, z) ∼ (a, b, c) if and only if (x, y, z) = λ(a, b, c) for some nonzero complex number λ. The complex plane can be considered a subset of CP 2 if the point (x, y, 1) for (x, y) ∈ R 2 is identified with x + iy. An algebraic curve C is defined to be the zero set of a homogeneous polynomial f (x, y, z) in CP 2 . If f (x, y, z) has real coefficients, the real affine part of the curve C is defined to be all (x, y) ∈ R 2 such that f (x, y, 1) = 0.
There is a one-to-one correspondence between points (u, v, w) ∈ CP 2 and lines L in CP 2 given by the mapping that sends (u, v, w) to the line (x, y, z) ∈ CP 2 : ux + vy + wz = 0 .
Therefore, (u, v, w) could denote either a point or a line. In the latter case, the coordinates are called line coordinates.
Let f (x, y, z) be a homogeneous polynomial. Let C be the algebraic curve defined by f in point coordinates. That is,
The curve C which is dual to C is obtained by considering f in line coordinates. That is, C = (u, v, w) ∈ CP 2 : ux + vy + wz = 0 is a tangent line to C .
The dual curve is an algebraic curve [2] [15] except in the special case where the original curve is a line and the dual is a point; we will assume this is not the case. Therefore there exists a homogeneous polynomial p(u, v, w) such that (u, v, w) ∈ C if and only if p(u, v, w) = 0. The references just noted also show that the dual curve to the dual curve is the original curve. Therefore a point on C corresponds to a tangent line to C and vice versa.
A singular point of a homogeneous polynomial p is a point (u 0 , v 0 , w 0 ) on the curve C defined by
If (u 0 , v 0 , w 0 ) is not a singular point, then the curve C has a well-defined tangent line at (u 0 , v 0 , w 0 ) with line coordinates (
is a singular point of C , then the line u = u 0 + λt, v = v 0 + µt for t ∈ C intersects the curve C at t = 0. If the second order partial derivatives of p are not all zero at (u 0 , v 0 , 1), then the Taylor expansion of p(u 0 + λt, v 0 + µt, 1) shows that
and in this case the curve C has two tangent lines (counting multiplicity) at
If the minimum order for which all the partial derivatives at (u 0 , v 0 , 1) of order r are not identically zero is r > 2, we similarly obtain r tangent lines to C at (u 0 , v 0 , 1), counting multiplicities. Conversely, any point at which p = 0 has two (or more) tangent lines is a singular point of p. Since p A (u, v, w) defined in (1.1) is a homogeneous polynomial, its zero set is an algebraic curve in CP 2 . Recall that Kippenhahn [9] showed that the convex hull of the real affine part of the curve C(A) which is dual to p A (u, v, w) = 0 is the numerical range of A. In terms of the description above, Kippenhahn showed that p A (u, v, w) is the polynomial p above, while the curve C(A) is given by C above. He called C(A) the boundary generating curve of F (A). In the proof below, C (A) is the curve given by p A (u, v, w) in point coordinates.
Lemma 12. Let A be an n-by-n matrix. If the line
contains a flat portion on the boundary of F (A), then the homogeneous polynomial p A (u, v, w) defined by equation (1.1) has a singularity at (u 0 , v 0 , 1).
Proof. Any flat portion on the boundary of F (A) is a line L defined by real numbers u 0 , v 0 such that p A (u 0 , v 0 , 1) = 0. Furthermore, L is tangent to two or more points on C(A). Since the dual to the dual is the original curve, these points of tangency are both tangent lines to the dual curve C (A) at (u 0 , v 0 , 1). Therefore (u 0 , v 0 , 1) is a singular point of p A since the tangent line there is not unique.
Therefore the singularities of p A help determine how many flat portions are possible on the boundary of F (A). In order to study the flat portions on the boundary of a general nilpotent 4 × 4 matrix, we will show that the associated polynomial p A has a special form where many of the coefficients are either zero or are equal to each other. The points at which singularities occur correspond to equations in a system of linear equations in the coefficients.
Lemma 13. Let A be a 4 × 4 nilpotent matrix. The boundary generating curve for A is defined by
where the coefficients c j are given below.
Proof of Lemma 13: Let M be an n × n matrix with characteristic polynomial
By Newton's Identities (see [1] ), if q 0 = 1, then the remaining coefficients (m = 1, . . . , n) satisfy
Applying these identities to M = zA * + zA will yield the coefficients of the polynomial
where each q j will be a polynomial in u and v. The polynomial p A will then be defined by
The calculations below are also simplified with the identity Tr(M N ) = Tr(N M ) for all n × n matrices M and N .
Thus q 0 = 1 and q 1 = Tr(zA * + zA)q 0 = 0. Next,
Finally,
Now p A (u, v, w) = w 4 + 0w 3 + q 2 w 2 + q 3 w + q 4 , and from this expression we can identity the coefficients of each of the degree 4 homogeneous terms in u, v, and w as stated in the lemma. The w 4 term has coefficient 1 and all of the terms containing w 3 have coefficient 0. The terms containing w 2 are obtained from q 2 and clearly the u 2 w 2 and v 2 w 2 coefficients are both c 5 = − Tr(AA * )/4, while there is no uvw 2 term. The terms containing w are obtained from q 3 . Note that the coefficients of u 3 w and uv 2 w are equal to each other with the value c 3 , while the coefficients of u 2 vw and v 3 w are equal to each other with the value c 6 . For the terms without w, note that c 1 is the coefficient of u 4 in q 4 and c 4 is the coefficient of v 4 in q 4 . In addition, the coefficient of u 2 v 2 in q 4 is exactly c 1 + c 4 . Finally, the coefficients of u 3 v and uv 3 are both equal to c 2 . Now we consider the condition where p A has a singularity.
The above condition is necessary for F (A) to have a flat portion at x = −1/2. This system can be rewritten as
We can use this necessary condition to eliminate certain possibilities involving other flat portions.
Theorem 16. If A is a 4-by-4 unitarily irreducible nilpotent matrix, then ∂F (A) has at most two flat portions.
Proof. Assume A is a 4-by-4 unitarily irreducible nilpotent matrix. The associated polynomial p A thus has the form given by Lemma 13. If there is at least one flat portion on the boundary of F (A), we may rotate and scale A so that there is a flat portion on the line x = − 
(2u , then there will only be these two flat portions. Therefore in the remainder of the argument, we will assume that any singular points satisfy u = 0 and v = 0. To simplify row reductions in (5.4), put c 4 in the first column and c 1 in the third column. If the resulting matrix is row reduced using only the extra assumption that neither u nor v is zero then we get the matrix
If u 2 + v 2 − u = 0, the system described above is inconsistent unless
2 u = 0, but the combination of those equations implies u = 0 which has already been ruled out. Therefore we may assume u 2 + v 2 − u = 0 and thus obtain the row-equivalent matrix
The matrix (5.5) corresponds to an inconsistent system unless either u 2 + v 2 = 4 or v 2 = u(u−2) 2 4−u . Any point (u, v) corresponding to a flat portion must satisfy at least one of these conditions so if there are two flat portions besides the one on x = − 1 2 , both must satisfy at least one of these conditions. When u 2 +v 2 = 4 the line ux+vy +1 = 0 is a distance of 
Note that M has the form
from which it follows that
Therefore,
Simplifying and removing the common factor
from both terms in parentheses shows that
= v 2 2 and hence the singular points (u 1 , v 1 ) and (u 1 , v 2 ) result in flat portions that are the same distance 1/ u 2 1 + v 2 1 from the origin. Therefore these two flat portions cannot coincide with the original flat portion at x = −1/2 by Proposition 11. So the only remaining case that could lead to three flat portions on the boundary of F (A) is if det(M ) = 0 because
Squaring both sides of (5.6) and replacing
and this implies that
However, the left side of the expression above is 4(u 1 − u 2 ) 3 , and as mentioned previously, u 1 = u 2 leads to a contradiction of Proposition 11.
Case of unitarily reducible 5-by-5 matrices
With Theorem 16 at our disposal, it is not difficult to describe completely the situation with the flat portions on the boundary of F (A) for nilpotent 5-by-5 matrices A, provided that they are unitarily reducible.
Theorem 17. Let a 5-by-5 matrix A be nilpotent and unitarily reducible. Then there are at most two flat portions on the boundary of its numerical range. Moreover, any number from 0 to 2 is actually attained by some such matrices A. , and since f θ (λ 0 ) ≤ 0 due to the inequality between the arithmetic and geometric means of r 2 j , the maximal root λ(θ) of f θ is bigger than λ 0 . If cos θ 1 < cos θ 2 , then f θ 1 (λ(θ 2 )) > 0, and so λ(θ 1 ) < λ(θ 2 ). In other words, the maximal root of f θ is a strictly monotonic function of θ both on [0, π] and [−π, 0]. So, the disk F (A 1 ) will have exactly two common supporting lines with F (A 2 ) when r/2 lies strictly between the minimal and maximal distance from the points of ∂F (A 2 ) to the origin, and none otherwise. Further reasoning depends on whether or not the parameters r j are all equal. Case 1. Among r j at least two are distinct. According to already cited Theorem 4.1 from [8] , F (A 2 ) has the so called "ovular shape"; in particular, there are no flat portions on its boundary. Then the flat portions on the boundary of F (A) are exactly those lying on common supporting lines of F (A 1 ) and F (A 2 ), and so there are either two or none of them. To be more specific, the distance from the origin to the supporting line at θ discussed above is (using Viète's formula) Consequently, ∂F (A 2 ) itself has a (vertical) flat portion, and we need to go into more details. To this end, suppose (without loss of generality) that r 1 = r 2 = r 3 = 3, and invoke formula on p. 130 of [8] , according to which C(A 2 ) is given by the parametric equations x(θ) = 2 cos θ + cos 2θ, y(θ) = 2 sin θ + sin 2θ, θ ∈ [−π, π].
Proof. Suppose first that ker
2)
The boundary of F (A 2 ) is the union of the arc γ of (6.2) corresponding to θ ∈ [−2π/3, 2π/3] with the vertical line segment connecting its endpoints. The remaining portion of the curve (6.2) lies inside F (A 2 ). Observe also that |x(θ) + iy(θ)| = √ 5 + 4 cos θ is an even function of θ monotonically decreasing on [0, π]. Putting these pieces together yields the following: For r ≤ 3, the disk F (A 1 ) lies inside F (A 2 ). Thus, F (A) = F (A 2 ) has one flat portion on the boundary. For 3 < r ≤ 2 √ 3 the circle ∂F (A 1 ) intersects ∂F (A 2 ) at two points of . This results in two flat portions on ∂F (A). For 2 √ 3 < r < 6 the circle ∂F (A 1 ) intersects ∂F (A 2 ) at two points of γ, while lies inside F (A 1 ). This again results in two flat portions on ∂F (A). Finally, if r ≥ 6, then F (A 2 ) lies in F (A 1 ), so F (A) = F (A 1 ) is a circular disk, and there are no flat portions on its boundary.
The case where r 1 = r 2 = r 2 = 3 and r = 3.3, which results in two flat portions caused by intersections between the circular disk and the numerical range of the 3-by-3 nilpotent matrix, is shown in Figure 4 . The case where r 1 = r 2 = r 3 = r = 3.3, which results in one flat portion from the numerical range of the 3-by-3 block, with the circular disk tangent inside is shown in Figure 5 . In all cases the cardiod boundary generating curve and the boundary of the numerical range of the 2-by-2 matrix is included. 
