Objectives Quadrant impressions are commonly used as alternative to full-arch impressions. Digital impression systems provide the ability to take these impressions very quickly; however, few studies have investigated the accuracy of the technique in vivo. The aim of this study is to assess the precision of digital quadrant impressions in vivo in comparison to conventional impression techniques. Materials and methods Impressions were obtained via two conventional (metal full-arch tray, CI, and triple tray, T-Tray) and seven digital impression systems (Lava True Definition Scanner, T-Def; Lava Chairside Oral Scanner, COS; Cadent iTero, ITE; 3Shape Trios, TRI; 3Shape Trios Color, TRC; CEREC Bluecam, Software 4.0, BC4.0; CEREC Bluecam, Software 4.2, BC4.2; and CEREC Omnicam, OC). Impressions were taken three times for each of five subjects (n = 15). The impressions were then superimposed within the test groups. Differences from model surfaces were measured using a normal surface distance method. Precision was calculated using the Perc90_10 value. The values for all test groups were statistically compared. Results The precision ranged from 18.8 (CI) to 58.5 μm (TTray), with the highest precision in the CI, T-Def, BC4.0, TRC, and TRI groups. The deviation pattern varied distinctly depending on the impression method. Impression systems with single-shot capture exhibited greater deviations at the tooth surface whereas high-frame rate impression systems differed more in gingival areas. Triple tray impressions displayed higher local deviation at the occlusal contact areas of upper and lower jaw. Conclusions Digital quadrant impression methods achieve a level of precision, comparable to conventional impression techniques. However, there are significant differences in terms of absolute values and deviation pattern. Clinical relevance With all tested digital impression systems, time efficient capturing of quadrant impressions is possible. The clinical precision of digital quadrant impression models is sufficient to cover a broad variety of restorative indications. Yet the precision differs significantly between the digital impression systems.
Introduction
In dental practice, single unit restorations and small fixed partial dentures (FPDs) are common indications. For these cases, quadrant impression techniques can be used to produce dental casts. The dual-arch quadrant impression technique was introduced in 1971, and its accuracy has been thoroughly demonstrated [1] [2] [3] [4] [5] [6] [7] [8] [9] .
The basic principle is to capture the preparation site, the neighboring teeth, and the opposing arch in a single impression step. This technique is restricted to posterior regions of the dental arch and requires a well-established interocclusal relationship [10] . This reduces the number of impressions to one and fixes the interocclusal relationship of the upper and lower dental arch in a single impression tray. The conventional dual-arch tray technique can produce dental casts with comparable accuracy to full-arch impressions [1, 4, 10, 11] .
The digital intraoral impression was introduced for the indication of single unit restorations [12] . The capture of the intraoral situation by means of 3D cameras made the immediate creation of a digital model and on-site production of restoration possible [13, 14] .
In recent years, the accuracy of these impression systems has improved to capture larger areas up to full-arch impressions with acceptable accuracy [15] [16] [17] .
The advantage of digital impression is the time saved, especially when capturing smaller parts of the dental arch. Restricting the impression to quadrants significantly reduces the time needed compared to full-arch impressions [18] . The intraoral capture of the occlusal relationship is highly reproducible [19] . In addition, registration of the interocclusal relationship without placing impression material inside the patient's mouth reduces the possibility of eccentric movements.
The accuracy of dental impressions is particularly crucial in restorative dentistry [1, 20, 21] . To date, few investigations have addressed the impression accuracy of digital impressions in vivo [22] , although several in vitro studies have described the accuracy of digital impression [15, 16, 23, 24] . For accuracy measurements, trueness is difficult to measure in vivo. For trueness measurements, the real dimensions of the test subject must be known (ISO 5725-1) [21, 25] . This is possible for small geometrical parts, which are machined with a high trueness, or for real dental geometry, obtained with high accuracy reference scanners. Inside the patient's mouth, however, these methods are not applicable. Therefore, in vivo investigations are typically performed as precision measurements from repeated impressions [23, 24, 26] . Precision is the second parameter of accuracy and reflects the reproducibility of different impression methods [24, 27] . However, in combination with in vitro trueness and precision measurements, it is possible to characterize the accuracy of the impression method.
In vivo evaluations of accuracy are often performed by measuring the fit of the final restoration [22, [27] [28] [29] [30] [31] . In these studies, digital impression systems show equal or superior fit compared to conventional restorations. This kind of accuracy measurement takes the entire production process of the restoration into account and does not necessarily indicate exclusive impression accuracy.
The accuracy of digital impression systems is best assessed by superimposing the entire model surface [16, [32] [33] [34] . In this procedure, deviations between the impressions at each surface point are determined from computed 3D distances [15, 16, 23, 34, 35] .
Based on earlier studies, the aim of this study was to evaluate the precision of several impression methods for generating quadrant dental impressions in a clinical in vivo situation. To determine the typical deviation pattern associated with each impression method, the deviations were visually analyzed. The null hypothesis was that there were no significant differences between the precision of the impression methods for quadrant impressions.
Materials and methods

Subject recruitment
Five subjects with full dentition were selected from a voluntary collective. Written informed consent was obtained from all study participants. The ethical commission approved the study. Each impression method was tested in each subject's upper or lower jaw, chosen at random. Three jaw impressions were made for each impression method. Table 1 summarizes the impression methods and associated procedures.
Conventional impressions
Two groups of conventional impression methods were used. First, full-arch metal stock impression trays (ASA Permalock, ASA Dental, Bozzano, Italy) were used with a vinylsiloxanether impression material (Identium, Kettenbach, Eschenburg, Germany) in a heavy body/ light body sandwich impression technique (CI). Second, stock triple trays (Triple Tray, Premier Dental Products, Plymouth Meeting, USA) were used to simultaneously capture upper and lower quadrants in maximum intercuspidation with a vinylsiloxanether impression material (Identium) via a sandwich impression technique.
All impressions were disinfected for 10 min (Impresept, 3 M ESPE, Seefeld, Germany), stored for 8 h at ambient room temperature, and then cast with type IV dental stone (Fujirock EP, GC Europe, Leuven, Belgium). Impression trays were removed from the stone model after 40 min. The models were stored at room temperature (23°C) and ambient humidity for 48 h and then scanned with an extraoral reference scanner (inEOS X5, Sirona Dental Systems, Bensheim, Germany). The scanned model files were exported in the STL data format.
Digital impressions
The following digital impression systems were evaluated: True Definition Scanner The impressions were generated according to manufacturer instructions (T-Def, LAV, ITE, TRI, and TRC) or using inhouse protocols (CER and OC). The impression methods were applied consecutively for all patients at three separate appointments. The first appointment involved all systems with surface pre-treatment (BC 4.0, BC 4.2, COS, and T-Def). The oral surfaces were pre-treated using a matting powder (Sirona OptiSpray, Sirona Dental Systems) in the BC 4.0 and BC 4.2 groups and a dusting powder (Lava COS Powder, 3 M ESPE) in the LAV and T-Def group. This was done separately for each scan. The second appointment included all scans for non-powder systems (TRC, TRI, ITE, and OC). At the third appointment, conventional impressions were taken for the CI and T-Tray groups. The sequence of patients was random for every test group. In groups BC 4.0 and BC 4.2, all captured images were checked for visibly blurred images. These images were removed and retaken during the impression procedure.
The scan data were directly exported from the acquisition unit (BC 4.0, BC 4.2, and OC), exported after being uploaded to a communication portal (TRI and TRC), or exported after being subjected to post-processing (ITE, LAV, and T-Def). Finally, all scan data were available as STL data files (Table 1) .
Precision measurement
The STL data from each test group were pre-superimposed using CAD software (Geomagic Qualify 12, 3DSYSTEMS, Rock Hill, SC, USA) according to a best-fit algorithm in order to align the orientations of the coordinate systems. The models were trimmed to the dental arch, including the tooth surface and about 1 mm of attached gingiva. The trimmed models were again saved in STL file format.
For deviation measurements, the impression data within each test group were superimposed using special diagnostic software (OraCheck 2.01, Cyfex AG, Zürich, Switzerland), which uses a best-fit algorithm to align two surfaces. The software calculates the distance and direction between the STL vertex point of model 1 and the closest surface point of model 2 using a signed normal surface neighbor method. BSigned^means that the measured distance is negative if the surface of model 2 is inside the surface of model 1 and positive if it is outside. This procedure was repeated for each STL triangle point in model 1. Depending on the STL resolution of the digital models, the software computes between 25,000 and 50,000 distances per superimposition. With three impressions in every test group, three superimpositions were made for each impression method per patient. The distance data were saved as a CSV file and imported into a statistical program (SPSS21, IBM Corp, IL, USA). The 10th and 90th percentiles of the measured distances were calculated as a measure for the deviation between two aligned models. The highest 10 % and lowest 10 % of values were ignored. The positive and negative limits of the remaining 80 % surface distance values were totaled and then divided by 2. After computing the Perc90_10 value of all superimpositions (n = 15) for each test group, the means, medians, and standard deviations were calculated (SPSS21, IBM Corp.). In addition, a color difference map of each superimposition was saved as a screenshot for visual analysis of the deviation pattern. Table 2 , and boxplots of each group are shown in Fig. 1 . The precision of all groups is shown in Table 2 and Fig. 2 . Group CI had a mean precision of 18.8 ± 7.1 μm, the statistically highest precision of all groups, followed by group T-Def (21.7 ± 7.4 μm), TRI (25.7 ± 4.9 μm), TRC (26.1 ± 3.8 μm), and group BC 4.0 (34.2 ± 10.5 μm). Groups BC 4.2 ( 4 3 . 3 ± 1 9 . 6 μ m ) , O C ( 3 7 . 4 ± 8 . 1 μ m ) , C O S (47.7 ± 16.1 μm), ITE (49.0 ± 12.4 μm), and T-Tray (58.5 ± 22.8 μm) did not differ significantly. Table 3 shows the statistical differences between the test groups. Figure 2 shows the typical deviation pattern between repeated quadrant scans within the test groups. Group CI displayed few deviations across the entire model surface.
Larger local deviations were caused either by air bubbles in the impression material or the tearing effects of the impression material in the gingival area. Group T-Tray displayed completely different deviation areas. There were large local deviations at the occlusal surface of the teeth. These spots are visible in upper and lower jaw models. Figure 3 shows one impression with the corresponding deviations. This demonstrates that the larger deviations in the models are located in the contact areas with little or no impression material between upper and lower jaw. Group T-Def displayed few deviations at the interproximal parts of the teeth. No deformation of the dental arch itself is visible, with respect to the repeated scans. The same deviation pattern is visible in group COS, yet with more local deviations at the buccal and oral surface of single teeth. Group ITE revealed local spots of larger deviations up to 80 μm, especially at the cusps of the teeth. Group TRI displayed almost no deviations at the tooth surface, but some at the gingival margin. Group TRC displayed the same deviation pattern as group TRI. Group BC 4.0 displayed local deviations at certain surfaces of the teeth, but with magnitudes up to 60 μm. BC 4.0 also had artifacts at the gingival margin, causing irregular surface areas within the 3D model. This includes Bspikes^due to the triangulation process with scattered surface points. In group BC 4.2, local higher areas of deviation were visible at certain areas of single teeth, similar to group ITE. Group OC displayed high reproducibility of the tooth surface, but a higher variance in capturing the gingival area and proximal parts of the dental arch. In general, the maximum deviations in all groups did not exceed 100 μm. No deformation of the dental arch was visible, as the deviations were always located in specific parts of the quadrant. These areas were located at the tooth surface for groups COS, ITE, BC 4.0, and BC 4.2. In contrast, groups T-Def, TRI, TRC, and OC displayed deviations at the proximal areas and gingival margins. 
Discussion
The aim of this study was to assess the precision of digital quadrant impressions in vivo in comparison to conventional impression techniques. In conventional impression methods, this is possible with the use of single or double-arch trays [1] [2] [3] . However, digital intraoral impression of small parts of the dental arch in cases of individual tooth restoration is a fast procedure compared to conventional impression taking [18, 36] . Combined with a direct digital workflow, immediate restoration production is possible [37] . Based on the results of this study, it can be concluded that the null hypothesis (all impression methods are equally precise) must be rejected. The different impression systems displayed significantly different levels of precision. However, all the digital impression systems reached accuracy levels clinically sufficient for restoration production, and the clinical success of different digital impression systems has been demonstrated in several studies [22, 38, 39] .
The conventional impression method with rigid metal trays for a single arch displayed the highest precision. This confirms former in vitro evaluations of this method. Conversely, the quadrant sized impression with triple trays displayed the lowest precision. The locally large deviations are located in the contact areas of upper and lower arch (Fig. 3) . In this region, only the separating net of the tray remains as the impression boundary. The flexible net is deformed during the impression itself, when the patient closes into the maximum intercuspidation and during the pouring process, caused by the weight of the casting material. Areas with impression material between upper and lower arch do not show this deformation. Previous studies focused on the measurement of preparations or single target points [1, 4, 6] . As the prepared tooth is covered by impression material in the triple tray, this effect does not occur in these areas.
In this study, newer systems like the T-Def, TRI, and TRC delivered more precise impressions than older systems like ITE, BC, or COS, although the differences were not always significant. This demonstrates the ongoing development of the CAD/CAM technique in hardware and software.
In a former in vitro study, measurement of conventional and digital impression systems shows that trueness, precision, and their standard deviations are equivalent [16] . Therefore, it can be assumed that there is no significant systematic error inherent to digital impression systems. Both precision and trueness are statistically distributed around the real value in repeated measurements. In vivo impressions are influenced by many more co-factors than in vitro set-ups. This might lead to less accurate impressions in terms of both trueness and precision. Assuming again precision and trueness deviations has equivalent positive and negative values, and there is no systematic error inherent to the impression procedure, the difference between in vitro and in vivo precision gives an approximation of the difference between in vitro and in vivo trueness, Fig. 1 Boxplot of precision deviations between all test groups related to quadrant impression. The box represents the range of 50 % of the difference measurements. The bar within the box represent the mean precision of the test group using the Perc90_10 value. Circles represent outlier difference measurements (more than 1.5 times away from box width). Asterisks represent extreme values (more than three times away from box width provided the same measurement protocol is used. However, this is naturally not proof of a linear correlation between these two variables. Several studies have evaluated the trueness and precision of digital impressions, focusing on single or FPD preparations [21, 24, 35, 40, 41] . In these smaller areas of the dental arch, digital impressions show high accuracy and are at least on a par with the conventional impression methods. The quality of the digital workflow is based on intraoral digital impression data. Both the preparation itself and the entire dental arch must be accurate. Otherwise, occlusion and fit of the restoration will be incorrect. Syrek et al. showed that both are possible with digital impression systems [22] .
The Perc90_10 value was used in this study as the range, and by definition, 80 % of the model differences were located within it. In general, maximum and minimum values are critical when comparing complex 3D surfaces. This is caused by several factors, such as (a) post processing surface data, (b) the difference analysis methods, (c) the normal vector orientation, (d) the different surface resolutions, and (e) artifacts. a) Post processing surface data: The scanned surface data are processed by different software algorithms to extract the final digital model surface. These include algorithms to align the single views, eliminate outlier points, and smooth the surface. In this study, the raw data for groups Tri, TRC, BC 4.0, BC 4.2, and OC were not changed. Conversely, for groups T-Def, COS, and ITE, the data were sent to a central processing facility belonging to the manufacturing company, where the final model was computed and checked. In these cases, it is possible the raw data were modified, e.g., removal of scattered measuring points. In total, there might exist different hints of data post processing and resolution so that the difference analysis should be treated carefully.
In addition, some scanning software fills in non-scanned areas or defects within the model. The distance measurements in those non-captured areas, filled or not, often result in an overestimation of the real surface distances. b) Difference analysis method: The OraCheck difference analysis is based on a difference measurement in normal vector direction from model 2 to model 1. For each STL triangle point from model 2, the distance in the normal direction to the STL triangle surface of model 2 is computed. In contrast, other difference analysis software calculates the distance from an STL triangle point in model 1 to the nearest STL triangle point in model 2. In both methods, distance outlier data can be computed if complex dental tooth surface is slightly displaced. These outlier data do not display the closest distance between the surfaces. c) Normal vector orientation: To define the nearest neighbor, a normal vector from the surface (perpendicular to the model surface) is computed. Especially at the margin of an STL model or at sharp edges, this normal vector can vary due to the orientation of the triangle. Additionally, trimming the digital models to 1 mm below the tooth surface does not result in a similar margin in all models, because of the different STL triangle configuration. Therefore, difference analysis in these areas often overestimate the real distance between the two models. Trimming model 1 might cut away surface areas that are closer to model 2 at the specified measurement margin. Therefore, with two trimmed models in these margin areas, larger distances can occur. d) Different surface resolution: The digital model surface is described via STL language. The size of the STL triangle is different between different scanning systems and even multiple scans with the same system. In every scan, due to the manual handling of the intraoral camera, surfaces are captured with different data density. This will lead to different STL triangle resolution at the same surface. Comparing these different STL triangle resolutions can result in false surface displacement values. e) Artifacts: All impression systems can produce artifacts, e.g., air bubbles or tearing effects in the interproximal areas in conventional impressions, outlier surface points from digital image impression, or model defects from registration errors. When assessing the global accuracy of a dental model, it is unclear whether these artifacts have to be taken into account for comparison. Focusing on the overall precision of digital and conventional quadrant impressions in this study, these artifacts were deemed less important. Of course, this can be changed when investigating other aspects of dental impression, e.g., local preparation accuracy. The handling of these factors were different among the research groups. For some, the raw data were Bcleaned^be-fore creating the model surface [42] . Others used the RMS value for model differences, describing 66 % of the difference values [23] . The computing of mean positive and mean negative values has also been described [34] . The use of the 10th and 90th percentiles is based on long experience with distance measurement of large surfaces [16, 25, 35, 43] .
The results of this study can be compared to the in vitro results of previous studies. Luthard et al. showed a mean deviation (trueness) of 27.9 μm of three teeth with an RMS error computation [23] . Ender et al. reported an in vitro precision of 14.3 μm for BC [35] . The higher deviations in the in vivo study are reflective of patient-relevant factors such as powdering, patient movement, and limited space [42] .
In general, near-perfect scanning is necessary for all digital impression systems to attain optimal results [43] . The use of powder has been debated in several studies [23, 44, 45] . In terms of precision, this study revealed no negative effect of powder usage on the accuracy of digital impressions. Group T-Def, which included powder usage, showed the same high accuracy as groups TRI and TRC, where no surface pretreatment was carried out. Groups BC 4.0 and BC 4.2 with surface treatment did not show lower precision than group OC without powdering.
However, in the in vivo environment, the powdered surface is frequently disturbed mechanically by the camera or soft tissue. This can result in scanning artifacts, as seen in group BC 4.0. These artifacts might also be responsible for the very different results in the study published by Patzelt et al., who reported maximum deviations of up to 4.8 mm in group BC [15] .
The different deviation patterns of the digital intraoral scanning systems can be attributed to the capturing techniques. Single shot acquisition (ITE, BC 4.0, and BC 4.2) requires an image which is kept still for the period of data capture. During that time, the camera must be held in place. This is quite difficult in in vivo situations. Patient or dentist movement, improper support of the camera, and tongue or cheek pressure can lead to displacement of the camera during capture. This movement leads to artifacts and incorrect surface data in the single 3D image, resulting in local deviations at a specific model part. Software can notice such movement to a certain degree, rejecting the 3D image and recapturing the impression. The quality of the software is therefore very important in impression accuracy. Groups BC 4.0 and BC 4.2 showed that different software versions can lead to different results, even with the same hardware.
In contrast, high framerate impression systems like TRI, TRC, or OC display larger displacements in gingival and interproximal areas. This may be because these cameras need an optimal viewing angle to the surface for optimal data capture. Therefore, the interproximal area with small opening angles can only be acquired with reduced data quality compared to the occlusal buccal or oral tooth surface. In other areas, proper camera rotation is limited by patient anatomy. Additionally, intraoral surfaces absorb and reflect the projected light differently. Enamel has different light reflecting properties than gingival tissue. This can be an additional factor, leading to larger surface displacements with non-powder scanning systems. The use of powder, on the other hand, allows for more equal reflection of the projected light. The reflected measurement patterns are of better quality, particularly in areas with high inclinations. Among others, this effect might explain some differences between BC 4.0 and OC in the interproximal areas.
Dental companies expend a lot of effort further improving the quality of digital intraoral impression. Yet, there are specific issues for every scanning system which still need to be solved. Generating the virtual model is always a combination of the hardware of the physical scanning method itself and the software which extracts and processes the relevant data and performs the registration between the individual views. Accordingly, there is no proof or hint whether the different measuring principles are responsible for different kinds of deviation patterns or for specific intrinsic problems. Based on the present results, we guess that the algorithms used for the calculation and further processing of the raw scan data are more crucial to the effects found in this study.
Digital intraoral impression systems continue to undergo rapid development. Patients report greater comfort when digital impression systems are used, and for some indications, the time expenditure is lower compared to conventional impression techniques [18] . This shows the potential of digital intraoral impression systems as an equivalent or superior alternative to traditional conventional impression procedures.
Conclusion
Within the limitations of this in vivo study, all of the digital impression systems were capable of measuring quadrant impression with clinically satisfying precision. There are differences in precision between different digital impression systems, but while statistically significant, they all fall within a range which allows the successful production of restorations in the digital workflow.
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