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Test ANOVA
Compara la distribución de una variable continua 
normal en mas de dos poblaciones 
(niveles o categorías)
ANOVA
H0: No existen diferencias entre los k niveles
H1: La hipótesis nula no es cierta
• Parte de un conjunto de observaciones muestrales
• K niveles o categorías 
ANOVA
Hipótesis necesarias para realizar un ANOVA
a) Independencia de los valores obtenidos
b) Normalidad de la respuesta en cada nivel
c) Homogeneidad de las varianzas
Asumiendo las hipótesis previas:
H0: µ1= µ2= … = µk
H1: Al menos una igualdad no es cierta
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ANOVA
Supongamos un universo de notas de 9 alumnos 
de 3 grupos distintos
No hay diferencia ENTRE grupos
Ni DENTRO de los grupos
555
555
555
Grupo 3Grupo 2Grupo 1
Xi,j = µ
ANOVA
Supongamos que aplicamos un método de enseñanza 
(factor) que afecta: 
Donde αi = {1,2,0} efecto del factor
55+2=75+1=6
55+2=75+1=6
55+2=75+1=6
Grupo 3Grupo 2Grupo 1
Xi,j = µ + αi
El factor influye en establecer diferencias ENTRE grupos
Pero NO DENTRO
ANOVA
Donde εi,j= {-1,-2,0,2,0,1,3,4,0} efecto aleatoriedad
5+0+0 = 55+2+1 = 85+1+0 = 6
5+0+4 = 95+2+0 = 75+1-2 = 4
5+0+3 = 85+2+2 = 95+1-1 = 5
Grupo 3Grupo 2Grupo 1
Xi,j = µ + αi + εi,j
La ALEATORIEDAD influye en la variabilidad DENTRO de los 
grupos
• Por razones ALEATORIAS algunos alumnos rinden 
mas que otros
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ANOVA
Tenemos dos tipos de variabilidad:
– ENTRE grupos  (debida al factor)
– DENTRO grupos  (debida a la aleatoriedad)
Para poder afirmar que el factor produce efectos:
La variabilidad ENTRE grupos debe ser significativamente 
grande respecto a la DENTRO grupos
ANOVA
Generalizando
Xk,j...X2,jX1,jj
Xk,nk...X2,n2X1,n1n
Xk,2Xi,jX2,2X1,22
Xk,1...X2,1X1,11
kNiveles del factor21
i = 1,2,3,...,k             j = 1,2,3,..., nk (no balanceado)
Media al nivel i del factor = (1/ni) ∑Xi,j
j=1
Media general = (1/N) ∑ ∑ Xi,j Siendo N = ∑ni
ANOVA
Xi,j = µ + αi + εi,j
Asumiendo las hipótesis previas:
H0: α1= α 2= … = α k
O bien si consideramos    Xi,j = µ + αi
H0: µ1= µ2= … = µk
Se quiere comprobar la NO INFLUENCIA del factor α
? Todas las muestras proceden de la misma población
Prof. Jose Jacobo Zubcoff 4
ANOVA
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Estimación de la variabilidad TOTAL = Q/(n-1) 
Estimación de la variabilidad ENTRE = QE/(k-1) 
Estimación de la variabilidad DENTRO = QD/(n-k) 
ANOVA
H0: H0: µ1= µ2= … = µk
H1: Al menos una igualdad no es cierta
• Según la Hipótesis fijada =>  
modelo probabilístico
NO se rechaza H0 si:
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ANOVA
Prueba F : Región de mantenimiento de la hipótesis nula y región de rechazo de la 
hipótesis nula (asumimos, por simplicidad, un alpha de 0'05).
Solo hay un valor crítico. La variable F es 
una t al cuadrado, de ahí que sólo haya 
una cola.
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• NOTA (ANOVA): en caso de rechazar la hipótesis nula se hace 
necesario efectuar hipótesis específicas. 
• Hemos de efectuar contrastes entre medias. Esots pueden ser 
• Contrastes Simples (cuando involucran únicamente dos medias) 
• Contrastes Complejos (cuando involucran tres o más medias).
• Empleando otro criterio, los contrastes pueden ser:
• "a priori" (cuando se plantean antes de analizar los datos)
• "a posteriori" (cuando se plantean una vez vistos los datos)
Comparaciones múltiples
ANOVA
Al hacer varias comparaciones estamos aumentando la probabilidad de 
error de tipo I. 
Es decir, si hacemos un ANOVA, la probabilidad de rechazar la 
hipótesis nula siendo cierta es 0'05. 
Pero si en cada una de los contrastes empleamos un alpha de 0'05, ello 
quiere decir que al hacer los 3 contrastes de arriba, la probabilidad de 
cometer algún error de tipo I en el experimento es mayor de 0'05. (De 
manera análoga que comprar muchos billetes de lotería aumenta 
nuestras posibilidades de tener premio.)
Por tanto, se precisa controlar la probabilidad de error tipo I en cada 
contraste, que será menor que 0'05.
Comparaciones múltiples
ANOVA
Existen varias pruebas que permiten controlar el error tipo I en el 
experimento. Tales pruebas dependen de si los contrastes son "a priori" 
o "a posteriori", y de si los contrastes son simples o complejos.
-Cuando todos los contrastes son simples y queremos efectuar todas 
las comparaciones "a priori" (o bien algunas -o todas las-
comparaciones "a posteriori"), la prueba más popular es la prueba de 
Tukey, que el SPSS computa fácilmente.
-Cuando tenemos unos pocos contrastes "a priori" (v.g., a-1 contrastes 
o menos), la prueba recomendada es la de Bonferroni.
-Cuando tenemos contrastes "a posteriori" y alguno de ellos es 
complejo, hemos de efectuar la prueba de Scheffé.
Hay muchas otras pruebas de comparaciones múltiples, como podéis ver en el 
SPSS.
Comparaciones múltiples
ANOVA
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ANOVA
Q/N-1N – 1QTOTAL
QD/N-kN – kQDDENTRO
FQE/k-1K – 1QEENTRE
FCuadrados 
Medios
Grados de 
Libertad
Sumas de 
cuadrados
Fuentes de 
variación
P-valor
ANOVA – Problema 1
Q/N-1N – 1QTOTAL
QD/N-kN – kQDDENTRO
FQE/k-1K – 1QEENTRE
FCuadrados 
Medios
Grados de 
Libertad
Sumas de 
cuadrados
Fuentes de 
variación P-valor
=
=
=
=
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2
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X
X
X
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3
2
1
S
S
S
S5
3,67
3,33
4,5
0,8944
0,8165
1,0328
1,517
10,458
24,167
34,625
3
20
23
3,486
1,208
2,885 0,061
Test Cochran
S2max <    gn,k,α
∑S2i
[2,3/(0,8+0,67+1,067+2,3)] < 0,589
ANOVA
