Tomographic inversion is applied 10 17,659 P phase observations at 21 stations from 2023 earthquakes in the vicinity of Mount St. Helens 10 study the three-dimensional velocity structure. Block size for the inversion is 2 krn horizontally and 2 krn or more vertically. Locations of hypocenters are assumed known and are based on a reference one-dimensional, layered velocity structure. A conjugate gradient technique (LSQR) is used 10 invert the large sparse system of equations, augmented by regularization with a Laplacian roughening matrix. Resolution is estimated by computing the impulse response of the inversion for various critical locations, and uncertainties of the estimates are determined by a jackknife approach. The results of the inversion show a rernaIkable correlation with known geological and geophysical features. The Spirit Lake and Spud Mt. plutons are characterized by high-velocity regions extending to approximately 9 krn depth. The St. Helens seismic zone, a band of diffuse seismicity extending NNW from the volcano is evident as a prominent low-velocity lineation. The change in character of the velocity anomalies south of St. Helens corresponds well with the near cessation of seismic activity there.
Since the explosive eruptions of May 1980, the Mount St. Helens region (Figure 1 ) has generated intense interest and speculation regarding the nature of volcanic activity in relationship to subduction in the Pacific Northwest. It is imperative to know the location of magmatic sources, the conduits and transport systems that supply the volcanos, and their relation to adjacent geologic structure if we attempt to detemtine constraints on the placement of volcanic activity in the Cascade range. While surface geological studies [e.g., Evarts et aI., 1987; Mullineaux and Crandell, 1981; Phillips, 1987; Swanson and Clayton, 1983; Hammond, 1980] are useful in detemtining some of the features present, extensive erosion, lava coverage, and forestation impede a clear understanding of the complex structures in this region. Subtle variations in rock properties are measurable by various geophysical means, and they remain important avenues for exploring this problem.
The geology of the Mount St. Helens region is suntmarized in reports by Evarts et aI. [1987] , Finn and Williams [1987] , Williams et al. [1987] , and Stanley et al. [1987] . The region is dominated by a succession of tectonic, igneous, and erosional events that determined the present complex of basalts, andesites, and quartz-diorite that are exposed at the surface. Forearc basins were present beginning in the late Jurassic to early Cretaceous, and frontal arcs have been compressed against the continental margin since the early Miocene [Dickinson, 1976] . During the Eocene, volcanism was intermittent, but in the Oligocene and early Miocene there was a continuous span of volcanic activity [Evarts et al., 1987] resulting by mid-Miocene in a well-defined line of composite volcanos. The modern range of Cascade volcanos dates to approximately 1 Ma and Mount St. Helens itself began producing dacitic lavas about 40,000 years ago [MulCopyright 1989 by the American Geophysical Union.
Paper number 89JBOOOO8. 0148-0227189/89JB-OOOO8$05.00 lineaux and Crandell, 1981] . In the mid-Miocene there were periods of extensive plutonism when the Spirit Lake and Spud Mountain plutons of quartz-diorite were intruded north of Mount St. Helens [McBirney, 1978] . To the southwest of St. Helens there appears to be a series of dacite plug domes that predate the modem volcano [Mullineaux and Crandell, 1981] . Ten kilometers to the SSE lies the extinct Marble Mountain volcano, one of several late Pleistocene volcanos that have erupted in close vicinity to Mount St. Helens [Williams et aI., 1987] .
Several geophysical studies have recently been published focusing on the Mount St. Helens region Williams et aI., 1987; Stanley et aI., 1987; Weaver and Smith, 1983] , in attempts to clarify the tectonics and to delineate subsurface geologic features. Analysis of aeromagnetic data and gravity data [Williams et aI., 1987] indicates the presence of an anomalous, intrusive unit beneath the present volcano. Using conductivity data, Stanley et al. [1987] concluded that this anomalous unit overlies a unit of sedimentary rocks described by Dickinson [1976] . Stanley et al. [1987] further describe a large conductivity anomaly that trends north of St. Helens paralleling the so called St. Helens seismic zone (5HZ) as defined by Weaver and Smith [1983] .
In this paper, we use the vast amount of seismic data collected in the Mount St. Helens region to perform a three-dimensional tomographic inversion of P wave velocity variations. The resulting three-dimensional model shares several characteristics of the other geophysical and geological analyses mentioned above and detemtines, within the resolution limits of the data, the lateral and vertical extent of some of the anomalies cited ( 
METHODOFINvERSION
We follow the usual method for linearization and discretization that is commonly used in seismic tomography [Humphreys et al., 1984; Hearn and Clayton, 1986; Nakanishi, 1985; Aki et al., 1977] . The target region is divided into small blocks within which the slowness perturbations are assumed to be constant. and ray paths from the sources to each observing station are calculated. The quantities modeled consist of observed travel times less travel times calculated through a one-dimensional reference model (Le., a model with zero perturbations). These resulting time perturbations represent the line integrals of the slowness perturbation field along the ray paths. Denoting the length of the ith ray path in the jth block by aij' the travel time perturbation for that raypath bi becomes bi =~::aij Xj' where Xj is the slowness perturbation in the jth block. The complete inverse problem can be expressed in the form of a large but sparse system of linear equations,
Ax=b
The classical least squares solution to (1) leads to the normal equations ATAx = ATb a square, symmetric system that is guaranteed to have a solution that minimizes the squared misfit length, a functional denoted by where 11.11 represents the Euclidean norm. However, the matrix A generally has small singular values, and ATA is typically highly ill-conditioned. One approach in dealing with this is to use the Levenberg-Marquandt method [Crosson, 1976a] and augment the system in (1) by a set of additional constraints in the following marmer:
where AI is an mxm identity matrix multiplied by the constant A, m being the number of model parameters (blocks) in the target. This leads to a damped least squares solution which minimizes the functional,
IIAx -bll2 +~.,2l1xIl2W e would thus find the solution which minimizes the misfit of the data and has the smallest Euclidean length (weighted by A).
If we assume that the slowness field that we are inverting for is a discrete version of a continuously varying slowness, we will want our solutions to have a certain measure of smoothness. The procedure of imposing constraints on ill-posed least squares inverse problems is often referred to as regularization. A discussion of regularization is given by Hofmann [1986] , Baumeister [1987] , and O'Sullivan [1986] . In our case, smoothness constraints can be imposed by minimizing a measure of the roughness of the model, where we have chosen the roughness to be the second differential operator in the horizontal plane. In vector notation this is just the Laplacian operator, V2. We augment the system in (1) by replacing 1 with L in (2),
where L is the two-dimensional, finite difference Laplacian operator applied over horizontal planes in our model. Solving (3) by least squares is equivalent to a weighted minimization of the Laplacian operator at each point of the model in horizontal planes. In two dimensions this corresponds to the following equation for the jth block:
where n is the number of blocks on the side of the model. Using this augmented system, we will minimize the following functional:
The parameter A.is used to adjust the relative weight of roughness verses misfit reduction as a tradeoff parameter. A discussion of the use of differential operators as roughening constraints is given by Constable et al. [1987] , and the discrete Laplacian operator is introduced by Young [1971] .
Because the data are not all equally accurate, it is desirable to weight down data that have higher uncertainties. Following the standard approach to weighted least squares [Crosson, 1976a; Menke, 1984] , we multiply each row of Ax =b by a weight proportional to the inverse of the estimated uncertainty in the datum. If the estimated uncertainty in the ith observed datum is ai, the weighting matrix W is defined by
, a"
Finally, the system we are left to solve is (3) modified by W:
and the functional we minirnize is
The uncertainties are estimated by a seismic analyst when the arrival time is picked. It should be noted that the errors in the data do not have a strictly normal distribution nor are they completely independent. There are several methods available for finding solutions to large, sparse linear sets of equations that arise in problems of tomography. Humphreys et ai. [1984] , Hearn and Clayton [1986] , and Nakanishi [1985] have all used various modifications of ART-backprojection techniques to successfully image parts of the upper crust in California and the South Pacific. Spakman and Nolet [1988] and Scales [1987] have recommended using a conjugate gradient method to solve the inverse problem. We have experimented with several methods and found that they produce quite similar results [Lees and Crosson, 1989] . In this study we present results using an algorithm originally proposed by Paige and Saunders [1982] called LSQR. It is based on a bidiagonalization of the system using Lanczos methods developed by Golub and Kahan [1965] , fol-(3) lowed by a QR decomposition to find the solution. The method is outlined by Golub and Van Loan [1983] and Spakman and Nolet [1988] . In principle, a nonlinear inversion could be obtained by using the laterally heterogeneous velocity model derived above to recalculate ray paths and then to relocate the hypocenters relative to the perturbed model. The process could then be iterated until the changes in the model, locations and ray paths become small. However, the amount of computation required to recalculate the three-dimensional ray paths is extremely large, and this step was not attempted. The question of whether such a nonlinear inversion converges is therefore beyond the scope of this study, and our results can be thought of as a first-order approximation.
The resolution of the inversion is prinlarily a function of the ray distribution. In the context of classical least squares, if A is the matrix that describes the way the rays sample the model blocks, the resolution matrix is R =(ATAt1 ATA [Crosson, 1976a] .
For our modified version of least squares, R =(ATWTWA+ A.2LTLt1ATWTWA. However, the sheer volume of data used in an inversion of this sort makes the calculation of the resolution matrix prohibitive. For this reason we resort to estimating the resolution by other means. One way to estimate the resolution is to examine the impulse response of the system for a typical block in critical regions [Humphreys and Clayton, 1988] . This is done by placing a unit perturbation in only the block of interest and performing forward modeling using the ray paths from the real data set. This synthetic data set is then inverted (using the same procedure as the real data inversion), and the result is the impulse response of the combined data set and inversion process for the given block. The impulse response relates how an anomaly present in a given block is spread into neighboring blocks. Ray coverage diagrams were used in conjunction with impulse responses of selected blocks to estimate the resolution at critical regions in the model. For the same reasons outlined above, the model covariance matrix is also unavailable from a practical standpoint. In this case we applied a statistical technique called "jackknife" to estimate the standard errors of model parameters. Jackknife (4) involves breaking the data set down into subsets, performing inversions on the subsets and calculating a standard error from the set of image vectors that result [Mosteller and Tukey, 1977; Efron, 1982] . The process is described as follows. First, an inversion is performed using all the data and the result is stored as a vector, Sail, Then the data is divided into k sets, each set leaving out a random lIkth portion of the data without replacement. A separate inversion is performed for each of the k subsets and the slowness image derived from each inversion is denoted Sj. From these "mini-inversions" a "pseudo-inversion," sj. is formed by the following linear combination:
The pseudo-inversions thus represent information about the model that is explained by that portion of the data that was removed. Since each of the k subsets have a different nonoverlapping set of excluded data the variability of the model due to all the data is contained in the pseudo-inversions. The jackknife From this the standard error is Eo =-fi). This will be an estimate of the variability of the model and can be used to project how large the errors are in each block of the target. This approach is similar to the bootstrap technique suggested by Willmott et at. [1985] only in the bootstrap case one samples from the data with replacement, and variability is estimated from mini-inversions as opposed to pseudo-inversions. For the classical jackknife, k would be the number of rays in the data set, meaning, leaving out one ray for each pseudoinversion [Mosteller and Tukey, 1977] . However, this would involve performing thousands of inversions, a very time consumestimate of the slowness is simply the average of the pseudoinversions: ing operation. A compromise can be struck if we assume that the variability in the pseudo-inversions will be represented in far fewer partitions of the data. Unfortunately, there is no known general method for choosing the number of partitions. Ie, that should be used to adequately encompass the variability of the data. In this study, for example, only 30 pa£!itions were used. This represented 3.3% of the total or roughly 580 rays excluded per mini-inversion.
An alternative to this approach [Humphreys and Clayton, 1988] is to assume a distribution of noise for the data and to create artificial data with these noise characteristics. These data are inverted, and the outcome is inspected as a representation of the model uncertainty. The advantage of the jackknife approach is that it is nonparametric; that is, we are using the data themselves to estimate the covariance and have made no assumptions about how the data are distributed. The data used in this study were gathered for the time period 1972-1987 from the western Washington seismic network operated by the University of Washington. Short-period seisInic stations are located within the target region surrounding Mount St. Helens shown in Figure 1 . Station density has been sufficient since the 1980 eruption for detailed inversion studies. The following criteria were used for choosing events from the data base: (1) locations within the target volume (excluding events located in a small region centered on the Mount St. Helens crater to prevent heavy biasing from highly localized, shallow data associated with eruptions and aftershocks of 1980); (2) azimuthal gap < 180°; (3) Ininimum source-receiver distance < 50 km; (4) rms residual < 0.5 s; and (5) number of picks> 5 for each event. Station corrections must be determined to remove the effect of structure in the immediate vicinity of the stations. Since our models are adjusted to a constant elevation datum, the station correction will include the effects of variation in elevation between stations. To deterInine station corrections, we plotted histograms of travel time residuals from all the data in the data base (including data outside of our target volume). Because the distribution of residuals at each station was often skewed or bimodal, the histograms were inspected visually, and a time delay was chosen by inspection to remove the average of the largest clusters of residuals. Station corrections were then incorporated in the location procedure and residuals recalculated and plotted. This process was iterated until a stable set of residuals was deterInined (approximately five iterations). Four examples of residual histograms are presented in Figure 2 . On the left are residual distributions calculated with locations using no station correction and the right hand side shows the same residuals after the final station correction has been applied. Notice the the shift and narrowing of the distributions after station corrections have been accounted for. The event locations using the final station corrections were considered fixed (or known) for the subsequent velocity inversions. Figure 3a shows the areal distribution of the sources, and Figure 3b is a projection of the hypocenters onto the east-west vertical cross section. We excluded all rays that did not lie entirely within the target model. Approximately 98% of the residuals were less than 1 s; however, some rays had unrealistically large residuals (>2 s) which were considered outliers and excluded from the data set. Some stations had so .few rays (<30) that they were also excluded. The remaining data set included 17,659
Based on least squares model developed by Crosson [1976b] . The velocities and boundaries used in the inversion routine were interpolated from this model. rays recorded at 21 stations from 2023 hypocenters. The heaviest coverage was in the range of 2-10 km depths, and the deepest event used was at 40 km depth. The.earthquake coverage was not homogeneous due to the preponderance of events located in the SHZ. This was partially compensated for by weighting as described in the previous section.
The initial reference model (fable 1) was derived from a least squares model [Crosson, 1976b] that was interpolated to a finer depth spacing to increase the parameterization in the shallow layers. This also made the blocks nearly cubical for the top layers. The velocities for these layers were interpolated from the least squares model by taking weighted averages. The onedimensional interpolated model (Figure 4 ) was used to relocate all the earthquakes in the selected data set as well as a starting model for the~inversion. We found by experiment with other models that the end result was not highly sensitive to the assumed reference model provided new station corrections and hypocenter locations were computed.
REsULTSOFINvERSION
In Figure 5 we show the results of the tomographic inversion. Each figure represents the slowness perturbation in a horizontal layer of the model. Note that the layers are of slightly different thickness, although each block is 2 km x 2 km horizontally. The gray shading represents levels of percent perturbation from the reference slowness of the layer. Since velocity is the reciprocal of slowness, dark areas (high slowness) represent low velo- Anomalies present in the top layer ( Figure Sa) have the appearence of shorter wavelength than we believe are resolvable. This is due to the fact that all the rays must terminate at one of the stations at the surface and very local anomalies are generated in the immediate vicinity of the stations where rays are clustered together. Anomalies in the top layer therefore represent local structure beneath the station that has not been accounted for in the station correction described in the previous section. For this reason the discussion below emphasizes the structure below the surface layer. An impulse response kernel for a block located in layer three directly north of St. Helens is displayed in Figure 6 . A spike of value 1 was put into the block that is outlined in white ( Figure  6b ) and artificial data were generated using the rays of the real data. The output was then inverted in the same fashion as the actual data. The result indicates that the lateral resolution in layer three (Figure 6b ) is excellent (three blocks) near the center of the model. Because there are relatively few layers, resolution in the vertical dimension is more difficult to achieve. The anomaly is spread into the layers above and below in a NNE direction. This is due to the high seismicity located in the SHZ where blurring has occurred. Note, however, that the amplitude of the anomaly in the layers above and below the spike are attenuated by about a third of the height of the center block. This resolution is typical of the central portion of the model in layers 2-5. On the edges the resolution is degraded.
In general, the errors in this model (Figure 7) are not large enough to change the sign of the gross anomalies apparent in the inversion. For example, the anomaly at the Spirit Lake pluton (46°30'N-122°W) is about -6.3%. But the predicted standard error here is very small, less than 0.8%. If the errors are assumed to be uncorrelated, this would indicate that at least the sign of the velocity structure is well constrained by the three dimensionl inversion. Since the errors are correlated in our case (through, for example, earthquake mislocations), we expect the model errors to be slightly higher.
DISCUSSION AND CONCLUSIONS
The prominent anomalies apparent in the three dimensional model show a remarkable correlation with the surface geology and other geophysical measurements. Evarts et aI. [1987] has mapped out surface expressions of such features as the Spirit Lake pluton trending NNE from the crater of St. Helens and the Spud Mountain pluton which trends NNW. A lineation of plug domes and extinct vents runs in an east-southeast direction from the crater and takes a slight bend to the northwest north of St. Helens. These features are apparent on the aeromagnetic map of Finn and Williams [1987] (reproduced here as Figure 8 ) where high magnetic anomalies are recorded at Spirit Lake and Spud Mountain, and a low trough is evident in between, at the location of the St. Helens seismic zone (SHZ) [Weaver and Smith, 1983] . The seismic anomalies in the first three layers (0-6 km, Figures 5a-5c ) of the three dimensional model presented here reflect the same structures. A high-velocity zone maps directly into the two plutons located north of St. Helens with a prominent low-velocity zone at the SHZ separating them. The Goat Mountain complex is evident as a low-velocity region. An enlarged version of Figure 5b is provided in Figure 9 , showing these features superimposed on the slowness anomalies for clarity. At the crater of St. Helens a high-velocity anomaly of 2.1% contrasts with a low-velocity anomaly of 2.5% directly to the north. A similar pattern has been observed by Fehler [1985] in a joint inversion of earthquake locations and station delays using 32 shallow events near the crater. The anomaly appears to have reversed by a depth of 6-9 km ( Figure Sa) where a 0.6% lowvelocity is evident. In the deeper layers (9-16 km depth) there is a strong low velocity anomaly beneath the crater which may be indicative of modern magma accumulations. The low-velocity anomaly that runs along the SHZ is apparent at virtually all depths. In the deeper layers it is the major outstanding feature in the model. This slower zone coincides with high seismicity and is presumed to be the lineation of a crustal zone of weakness characterized by strike-slip faulting extending north-northwest from Mount St. Helens [Weaver et al., 1987] . Weaver et al. [1987] suggest that Mount St. Helens is situated at the comer of a bend in the SHZ where it trends to the southeast toward Marble Mountain. The velocity anomalies in our model below the first layer do not reflect such a trend.
There is strong evidence that the boundaries delineated by the seismic velocity inversions represent important subsurface inter- faces separating rocks of significantly varying properties. These structures are evident in the surface exposure and in other geophysical studies, such as the aeromagnetic and gravity surveys. If we assume that zones of low velocity reflect the presence of fracturing, magmatic intrusion, fluids, or high heat source, then the SHZ north of Mount St. Helens may be the major tectonic feature of this region. We speculate that this zone is a weak boundary, separating distinct geologic terrains, that is reactivated under regional tectonic stress. This would explain the affinity of both earthquakes and volcanic conduits (e.g., Mount St. Helens) for this zone. The vents and plug domes of the Goat Mountain complex also appear to exhibit low velocities; however, the Marble Mountain region exhibits low-velocity structure only in the shallowest zones (0-2 km). At depth (6-12 km) the low-velocity anomaly appears immediately south of the crater and shows little evidence of bending to the southeast. The high-velocity plutons at Spirit Lake and Spud Mountain represent consolidated, brittle material that is significantly more impervious to fluid injection. These plutons are separated by the strike-slip faulting of the SHZ. Because the presence of the quartz-dioritic plutons appears to be consistent in the deeper layers they may constrain the zone of weakness in the crust that produces the SHZ. In other localities, this technique of using local earthquakes for tomographic imaging may prove to be useful in locating areas of crustal weakness and thus potential seismic hazards. Such information should also prove of great value in studying the processes and structure of volcanic systems.
