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Abstract—Stochastic Processing Networks (SPNs) model
manufacturing, communication, or service systems. In such
a network, service activities require parts and resources to
produce other parts. Because service activities compete for
resources, the scheduling in a SPN requires deciding which of
a set of conﬂicting activities should be performed at any given
time. The goal is to achieve throughput optimality or maximize
the net utility of the production. This paper proposes a deﬁcit
maximum weight (DMW) algorithm for the problem.
Index Terms—Stochastic processing networks, scheduling,
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I. INTRODUCTION
Stochastic Processing Networks (SPNs) are models of ser-
vice, processing, communication, or manufacturing systems
[18]. In such a network, service activities require parts and
resources to produce new parts. Thus, parts ﬂow through a
network of buffers served by activities that consume them
and produce new ones. Typically, service activities compete
for resources, which yields a scheduling problem. The goal of
the scheduling is to maximize some measure of performance
of the network, such as the net utility of parts being produced.
As SPNs are more general than queuing networks, one
may expect the scheduling that minimizes an average cost
such as total waiting time to be complex. Indeed, the optimal
scheduling of queuing networks is known only for simple
cases, such as serving the longest queue or the Klimov
network [17]. For SPNs, one approach has been to consider
these networks under heavy-trafﬁc regime [4]. In such a
regime, a suitable scheduling may collapse the state space.
For instance, when serving the longest queue, under heavy
trafﬁc the queue lengths become equal. It is then sometimes
possible to analyze the SPN under heavy trafﬁc as in [7].
Using this approach, in [1], the authors prove the asymptotic
optimality under heavy trafﬁc of maximum pressure policies
for a class of SPNs. It may also happen that the control of the
heavy trafﬁc diffusion model is tractable while the original
problem is not [16].
Another line of investigation explores a less ambitious
formulation of the problem. Instead of considering the
Markov decision problem of minimizing an average cost, this
approach searches for controls that stabilize the network or
that maximize the utility of its ﬂows. This approach has been
followed successfully for communication networks.
Tassiulas and Ephremides [15] proposed a maximum
weight scheduling algorithm (MWS) that schedules the in-
dependent set (non-conﬂicting nodes) with the maximum
sum of queue lengths. The authors prove that this algorithm
achieves the maximum possible throughput. The central idea
of considering the maximization of the sum of the user
utilities is due to [8]. See also [10], [11]. Combining this
objective with the scheduling appears in [12], [13]. In these
works, it is shown that maximum backpressure algorithms
maximize the total utility of the ﬂows in the network.
This paper follows a similar approach. The objective is
to achieve throughput optimality or maximize the total net
utility of ﬂows of parts that the network produces. However,
the scheme proposed in the paper differs from previous
work. For instance, simple examples show that the maximum
weight algorithm is not stable for some SPNs and that a new
approach is needed. The basic difﬁculty is that the maximum
weight and related algorithms are too greedy and may lead
some service activities to starve other service activities. The
paper proposes a deﬁcit scheme that automatically makes
certain service activities wait instead of always grabbing the
parts they can use.
Dai and Lin [2] also discussed the problem of instability
caused by starvation. They show that MWS is throughput
optimum if the network structure satisﬁes a certain assump-
tion (for example, in a limited class of networks where each
service activity consumes parts from a single queue). Without
the assumption, instability may occur with MWS.
The paper is organized as follows. Section II illustrates
the basic difﬁculties of scheduling SPNs on examples and
describes the operations of the deﬁcit maximum weight
algorithm. Section III deﬁnes the basic model. Section IV
describes the DMW scheduling algorithm and proves that it
stabilizes the network. Section V explains that the algorithm,
combined with the control of the input activities, maximizes
the sum of the utilities of the service activities. Section VII
provides a number of simulation results to conﬁrm the results
of the paper.
II. EXAMPLES
This section illustrates critical aspects of the scheduling of
SPNs on simple examples. Figure 1 shows a SPN with one
input activity (IA) represented by the shaded circle and four2
service activities (SAs) represented by white circles. SA2
needs one part from queue 2 and produces one part that
leaves the network, similarly for SA4. SA3 needs one part
from queue 2, 3 and 4 and produces one part that leaves the
network. SA1 needs one part from queue 1 and produces one
part which is added to queue 4. Each service activity takes
one unit of time. There is a dashed line between two SAs if
they cannot be performed at the same time due to resource
constraints. The parts arrive at the queues as follows: at even
times, IA1 generates one part for queue 1, 2 and 3; at odd
times, no part arrives.
One simple scheduling algorithm for this network is as
follows. At time 0, buffer the parts that arrive at queues 1, 2
and 3. At time 1, perform SA1 which removes one part from
queue 1 and adds one part to queue 4, and do not perform
SA2. At time 2, use the three parts in queue 2, 3, 4 to perform
SA3 and buffer the new arrivals. Repeat this schedule forever,
i.e., perform SA1 and SA3 alternately. This schedule makes
the system stable.
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Fig. 1: A network unstable under MW
Interestingly, the maximum weight algorithm makes this
system unstable (in a similar way to a counter example in
[2]). By deﬁnition, at each time, this algorithm schedule the
SAs that maximize the sum of the backpressures. Accord-
ingly, at time 1, one part has arrived in queue 1, 2 and 3 (at
time 0). Since queue 4 is empty, SA3 and SA4 cannot be
scheduled, so this algorithm schedules SA1 and SA2, after
which one part remains in queue 3 and queue 4. At time
2, the algorithm schedules SA4, and buffers new arrivals,
after which two parts remain in queue 3, and one part in
queue 1 and queue 2. Continuing in this way, the number of
parts in queue 3 increases without bound since the algorithm
never schedules SA3 and never serves queue 3. (In fact, any
work-conserving algorithm leads to the same result in this
example.) The deﬁcit maximum weight algorithm that we
propose in this paper addresses this instability.
Fig. 2 provides another example of instability, this time
due to randomness. There, SA1 processes each part in queue
1 in one unit of time and then puts one part into queue 2 or
queue 3, each with probability 0.5. Each activation of SA2
takes one unit of time and assembles one part from queue
2 and one part from queue 3. If the parts arrive at queue 1
at rate λ1 < 1, then one would expect the SPN to be able
to process these parts. However, the difference between the
number of parts that enter the queues 2 and 3 is null recurrent.
Thus, no scheduling algorithm can keep the backlogs in the
queues 2 and 3 bounded at the same time. In this paper, we
are only interested in those networks which are feasible to
stabilize.
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Fig. 2: An infeasible example
Figure 3 shows another SPN. IA1 produces one part
for queue 1. IA2 produces one part for queue 2 and one
part for queue 3. The synchronized arrivals generated by
IA2 correspond to the ordering of a pair of parts, as one
knows that such a pair is needed for SA2. This mechanism
eliminates the difﬁculty encountered in the example of Figure
2. In Figure 3, we say that each IA is “source” of a “ﬂow” of
parts (which is a generalization of a “ﬂow” in data networks).
SA1 and SA2 in this network conﬂict, as indicated by the
dashed line between the SAs. This conﬂict may be due to
common resources that the SAs require. Similarly, SA2 and
SA3 conﬂict. One may consider the problem of scheduling
both the IAs (ordering parts) and the SAs to maximize some
measure of performance. Our model assumes the appropriate
ordering of sets of parts to match the requirements of the
service activities.
Fig. 3: Arrivals and conﬂicting service activities
We explain the deﬁcit maximum weight (DMW) scheduling
algorithm on the example of Figure 1. In that example,
we saw that the maximum weight algorithm is unstable
because it starves SA3. Speciﬁcally, the maximum weight
algorithm schedules SA2 and SA4 before the three queues
can accumulate parts for SA3. The idea of the algorithm is to
pretend that certain queues are empty even when they have
parts, so that the parts can wait for the activation of SA3. The
precise algorithm is maximum weight but where the weight
of each SA is computed from the “virtual queue lengths”
qk = Qk − Dk,∀k. Here, Qk is the actual length of queue
k and Dk ≥ 0 is called “deﬁcit”. The algorithm does not
schedule a service activity whose weight is not positive.
The DMW algorithm automatically ﬁnds the suitable val-
ues of the deﬁcits Dk. To do this, the algorithm uses a
maximum weight schedule, with the possibility of using
ﬁctitious parts and letting the virtual queue lengths q become
negative. In particular, when the algorithm activates a service
activity while some input queue k of the SA does not
have enough parts, the activity produces ﬁctitious parts,
decreases qk as usual and increases the deﬁcit of queue
k. This algorithm produces the sequence of virtual queue
lengths q shown in Table I. For deﬁcits, only D4 is shown
since the deﬁcits of all other queues are 0. In the table,
SA0 means that no service activity is scheduled because all3
Activity→ SA0+IA1 SA3+SA1 SA0+IA1 SA3+SA1 ...
q1 0 1 0 1 0 ...
q2 0 1 0 1 0 ...
q3 0 1 0 1 0 ...
q4 0 0 0 0 0 ...
D4 0 0 1 1 1
TABLE I: Maximum weight scheduling with negative queues
the weights of the activities are non-positive. The sequence
(SA0+IA1, SA3+SA1) repeats forever. The key observation
is that, although the queues lengths are allowed to become
negative, they remain bounded. Consequently, by adjusting
D, the actual queue lengths Q = q + D are always non-
negative and bounded using DMW.
III. BASIC MODEL
In this paper, we assume that a service activity consumes a
number of parts from each queue in an input set and produces
a deterministic number of parts for each queue in a ﬁxed
output set. The service times are equal to one unit of time. (In
section VI, we will discuss the case when different activities
have different durations.) Also, each input activity produces
a deterministic number of parts for each of a ﬁxed set of
queues. The determinism of the productions eliminates the
difﬁculty encountered in Figure 2. We also assume that the
arrivals can be matched by some service activities. Without
this condition, there is no hope to stabilize the system. For
instance, if twice as many parts arrive at queue 1 than at
queue 2 and there is only one service activity that needs one
part from each queue, then the ﬁrst queue grows without
bound.
A set of M input activities are deﬁned such that each
IA is the “source” of a “ﬂow” of parts (or “jobs”), like in
Figure 3. In other words, the jobs generated by IA m can
be exactly served by activating some SA’s and eventually
produce a number of products that leave the network. So there
are M ﬂows. Jobs in different ﬂows are buffered in separate
queues. Assume there are K such queues in total. A service
activity n takes jobs from a set of queues In, processes them,
and produces jobs which are added to another set of queues
On. (Due to the way we deﬁne the queues, the ﬂows are
served by disjoint sets of SAs.) Assume there are N such
SAs.
For simplicity, assume a time-slotted system. In each slot,
a set of IA’s and SA’s are activated. As mentioned before,
assume that each activity lasts one slot for the ease of
exposition. In each activation of the IA m, ak,m jobs are
added to queue k. Deﬁne the “input matrix” A ∈ RK∗M
where Ak,m = −ak,m,∀m,k. (If IA m does not add jobs to
queue k, then Ak,m = 0). In each activation of the SA n, bk,n
jobs from queue k in the “input set” In are consumed, and
b
′
k,n jobs are produced and added to queue k in the “output
set” On. Assume that In ∩ On = ∅. Accordingly, deﬁne the
“service matrix” B ∈ RK∗N, where Bk,n = bk,n if k ∈ In,
Bk,n = −b
′
k,n if k ∈ On, and Bk,n = 0 otherwise. Assume
that all elements of A and B are integers. Also assume that
the directed graph that represents the network has no cycle.
Deﬁne a(t) ∈ {0,1}M,t = 0,1,2,... be the “arrival
vector” in slot t, where am(t) = 1 if IA m is activated and
am(t) = 0 otherwise. Let λ ∈ RM be the vector of (average)
arrival rates. Deﬁne x(t) ∈ {0,1}N as the “service vector” in
slot t, where xn(t) = 1 if SA n is activated, and xn(t) = 0
otherwise. Also let s ∈ RN be the vector of (average) service
rates.
According to our deﬁnition of ﬂows, for any activation rate
λm > 0 of ﬂow m, there exists sm ∈ RN such that
Am   λm + B   sm = 0 (1)
where Am is the m’th column of A. The vector sm is the
service rate vector for ﬂow m that can serve λm. We also
make the reasonable assumption that sm is unique given λm.
Summing up (1) over m gives
A   λ + B   s = 0. (2)
where s =
 
m sm. Note that since each ﬂow is associated
with a separate set of queues and SA’s, equation (2) also
implies (1) for all m.
Due to resource sharing constraints among the SA’s, not
all SA’s can be performed simultaneously at a given time.
Assuming that all queues have enough parts such that any
SA can be performed, let ˜ x ∈ {0,1}N be a feasible service
vector, and X be the set of such ˜ x’s. (We also call ˜ x an
independent set since the active SA’s in ˜ x can be performed
without conﬂicts.) Denote by Λ be the convex hull of X, i.e.,
Λ := {s|∃p < 0 :
 
˜ x∈X
p˜ x = 1,s =
 
˜ x∈X
(p˜ x   ˜ x)}
and let Λo be the interior of Λ. (That is, for any s ∈ Λo,
there is a ball ˜ B centered at s with radius r > 0 such that
˜ B ⊂ Λ.)
We say that λ is strictly feasible if given λ, the (unique) s
that satisﬁes (2) is in Λo. Note that s ≻ 0 due to our deﬁnition
of Λo. There is no loss of generality since if certain SA’s do
not need to be activated in the network, we can remove these
SA’s from the problem, so that s ≻ 0 remains true.
In a more general setting, the output jobs of a certain SA
can split and go to more than one output sets. The split can
be random or deterministic. For example, in a hospital, after
a patient is diagnosed by a doctor, he may go to different
rooms based on the result. One can use a probabilistic model:
the patient goes to different rooms with certain probabilities
after the SA (i.e., the diagnosis). The split can also be
deterministic. For example, in manufacturing, the output jobs
of a SA may be put into two different queues alternately.
In both cases, we can deﬁne the element Bk,n in the matrix
B to be the average rate that SA n consumes (or adds) jobs
from (to) queue k. However, note that in the random case, it
may not be feasible to stabilize all queues by any algorithm,
even if there exist average rates satisfying (1). Fig. 2 decribed
earlier is such an example. For simplicity, here we mainly
consider networks without splitting.4
IV. DMW SCHEDULING
In this section we consider the scheduling problem with
strictly feasible arrival rates.
Let the actual queue lengths at time t be Qk(t), k =
1,2,   ,K. Deﬁne a “deﬁcit” Dk(t) ≥ 0. The algorithms
below use the “virtual queue length” qk(t) = Qk(t)−Dk(t)
to compute the schedule in each slot. The basic idea is that
if qk(t) is bounded for all k at all time in the algorithm, then
there exist ¯ Dk ≥ 0,∀k such that by setting Dk(t) = ¯ Dk,
Qk(t) = qk(t) + Dk(t) is always non-negative, i.e., there
are always jobs in the queues to process, thus avoiding
the instability problem caused by starvation. We design the
following DMW (Deﬁcit Maximum Weight) algorithm which
ﬁnds the proper deﬁcits and achieves throughput optimality.
Deﬁnition: DMW Scheduling
Initially (at time 0), set q(0) = Q(0) = D(0) = 0. Clearly,
Q(0) = q(0) + D(0).
(i) Update of virtual queues q(t): In each time slot t =
0,1,2..., the set of SA’s with the maximal backpressure is
scheduled:
x∗(t) ∈ argmax
x∈X
dT(t)   x. (3)
where d(t) ∈ RN is the vector of backpressure, deﬁned as
d(t) = BTq(t), (4)
and X is the set of independent sets including non-maximal
ones. Recall that an independent set is a set of SA’s that can
be performed simultaneously assuming that all input queues
have enough parts. So, it is possible that SA n is scheduled
(i.e., x∗
n(t) = 1) even if there are not enough parts in some
input queues of SA n. In this case, SA n is activated as a
“null activity” (to be further explained in (ii)). Then, update
q as
q(t + 1) = q(t) − A   a(t) − B   x∗(t) (5)
where (recall that) a(t) is the vector of actual arrivals in
slot t (where the k’th element ak(t) corresponds to the
input activity k). In this paper, x∗(t) and x∗(q(t)) are
interchangeable.
(5) can also be written as
qk(t + 1) = qk(t) −  out,k(t) +  in,k(t),∀k
where  out,k(t) and  in,k(t) are the number of parts coming
out of or into virtual queue k in slot t, expressed below. (We
use v+ and v− to denote the positive and negative part of
v. That is, v+ = max{0,v} and v− = max(0,−v}. Clearly,
v = v+ − v−.)
 out,k(t) =
N  
n=1
[B
+
k,nx∗
n(t)]
 in,k(t) =
M  
m=1
[A
−
k,mam(t)] +
N  
n=1
[B
−
k,nx∗
n(t)].
(ii) Update of actual queues Q(t) and deﬁcits D(t): If SA
n is scheduled in slot t but there are not enough parts in
some of its input queues (or some input parts are ﬁctitious,
further explained below), SA n is activated as a null activity.
Although the null activity n does not actually consume or
produce parts, parts are removed from the input queues and
ﬁctitious parts are added to the output queues as if SA n
was activated normally. So for t = 0,1,..., the actual queue
length
Qk(t + 1) = [Qk(t) −  out,k(t)]+ +  in,k(t). (6)
Then the deﬁcit is computed as
Dk(t + 1) = Qk(t + 1) − qk(t + 1). (7)
The following is a useful property of Dk(t).
Lemma 1: Dk(t) is non-decreasing with t, and satisﬁes
Dk(t + 1) = Dk(t) + [ out,k(t) − Qk(t)]+.
Proof: By (7), (5) and (6), we have
Dk(t + 1) = Qk(t + 1) − qk(t + 1)
= {[Qk(t) −  out,k(t)]+ +  in,k(t)}
−{qk(t) −  out,k(t) +  in,k(t)} (8)
= [Qk(t) −  out,k(t)]+ − qk(t) −  out,k(t)
= Qk(t) −  out,k(t) + [ out,k(t) − Qk(t)]+
−qk(t) −  out,k(t) (9)
= Dk(t) + [ out,k(t) − Qk(t)]+, (10)
which also implies that Dk(t) is non-decreasing with t.
Proposition 1: If ||q(t)||2 ≤ G at all time t for some
constant G > 0, then
(i) D(t) is bounded. Also, only a ﬁnite number of null
activities occur. So in the long term the null activities do not
affect the average throughput.
(ii) Q(t) is bounded.
Proof: Since ||q(t)||2 ≤ G, we have −G′ ≤ qk(t) ≤
G′,∀k,t where G′ := ⌈
√
G⌉,. We claim that Dk(t) ≤ G′ +
 out,∀k,t where  out is the maximum number of parts that
could leave a queue in one slot. By the deﬁnition of the
DMW algorithm, Dk(t) is non-decreasing with t and initially
Dk(t) = 0. Suppose to the contrary that Dk(t) is above
G′ +  out for some k and t. Then there exists t
′
which is
the ﬁrst time that Dk(t
′
) is above G′+ out. In other words,
Dk(t
′
) > G′ +  out and Dk(t
′
− 1) ≤ G′ +  out.
By (10) and (7), we have
Dk(t + 1) = Dk(t) + [ out,k(t) − Qk(t)]+
= Dk(t) + max{0, out,k(t) − Qk(t)}
max{Dk(t),Dk(t) +  out,k(t) − Qk(t)}
= max{Dk(t),−qk(t) +  out,k(t)}
So Dk(t
′
) = max{Dk(t
′
− 1),−qk(t
′
− 1) +  out,k(t′ −
1)}. Since qk(t
′
− 1) ≥ −G′,  out,k(t) ≤  out, we have
Dk(t
′
) ≤ G′+ out. This leads to a contradiction. Therefore,
Dk(t) ≤ G′ +  out,∀t,k.
Note that when a queue underﬂow (i.e., when  out,k(t) >
Qk(t) for some k,t) occurs, Dk is increased. Also, the
increase of Dk is a positive integer. Since D(0) = 0, D(t) is5
non-decreasing and remains bounded for all t, the number of
queue underﬂows must be ﬁnite. Since we have assumed that
the directed graph which represents the network has no cycle,
it is clear that each underﬂow only “pollutes” a ﬁnite number
of ﬁnal outputs (i.e., the products). Therefore, in the long
term the queue underﬂows (and the resulting null activities)
do not affect the average throughput.
Part (ii) is obvious since Qk(t) = qk(t)+Dk(t) ≤ 2G′ +
 out,∀k,t.
In the next subsection we will show that q(t) is bounded
under certain conditions on the arrivals. By Proposition 1,
Q(t) is bounded and the maximal throughput is achieved.
But before that, we need to identify some useful properties
of the system. Our analysis differs from existing analysis of
Maximum-Weight-like algorithms, e.g., in [15], [12], since
we allow qk(t) to be negative, and an activity generally
involves multiple input and output queues.
Lemma 2: Assume that initially q(0) = 0. Then at any
time t, if d(t) = 0, then q(t) = 0.
Proof: Let zm(t) be the number of times that IA m has
been performed until time t, and wn(t) be the number of
times that SA n has been performed until time t. Write z(t)
and w(t) as the corresponding vectors. Since q(0) = 0 and
all activities are always feasible, the queue lengths at time t
is
q(t) = −A   z(t) − B   w(t). (11)
For λm = 1, there exists sm = s′
m such that (1) holds. So
Am = −B   s′
m. Using this and (11),
q(t) =
 
m
[B   s′
mzm(t)] − B   w(t)
= B   v
where v :=
 
m[s′
mzm(t)] − w(t). By assumption,
d(t) = BTq(t)
= BTB   v = 0.
Thus, vTBTB  v = ||B  v||2 = 0. So, B  v = q(t) = 0.
The above proof has used the fact that for any t, q(t) is
always in the subspace B := {u|u = B   v for some v}.
Assume that λ is a strictly feasible vector of arrival rates.
So, there exists y ∈ Λo such that
A   λ + B   y = 0. (12)
Then we have the following result.
Lemma 3: If q  = 0, then dTx∗(q) > dTy, where
x∗(q) ∈ argmax
x∈X
qTB   x (13)
and y satisﬁes (12). Also, there exists δ > 0 such that
qTB   [x∗(q) − y] ≥ δ||q||. (14)
Proof: Since q  = 0, by Lemma 2, we have d  = 0.
Since y ∈ Λo, y + ǫ   d is also in Λo for some ǫ > 0. Then
we have
dT(y + ǫ   d) = dTy + ǫ||d||2 > dTy
since d  = 0. Also, by (3), dTx∗ ≥ dT(y+ǫ d). Combining
the two inequalities gives dTx∗(q) > dTy.
Let
δ := min
||q||=1,q∈B
qTB   [x∗(q) − y] > 0. (15)
Consider any q  = 0. Let ˆ q := q/||q||, then ||ˆ q|| = 1.
Note that if x∗(ˆ q) ∈ argmaxx∈X ˆ qTB   x, then x∗(ˆ q) ∈
argmaxx∈X qTB   x by linearity, so qTB   x∗(ˆ q) = qTB  
x∗(q). Therefore qTB   [x∗(q) − y] = qTB   [x∗(ˆ q) − y] =
||q||   ˆ qTB   [x∗(ˆ q) − y] ≥ δ||q||, proving (14).
A. Arrivals that are smooth enough
Recall that λ is strictly feasible and (12) is satisﬁed. First
consider a simple case when the arrival rates are “almost
constant” at λ. Speciﬁcally, assume that am(t) = ⌊λm   (t +
1)]−⌊λm t],∀m,t. Then
 t−1
τ=0 am(τ) = ⌊λm t] ≈ λm t,∀t,
so that the arrival rates are almost constant. Later, we all show
that q(t) is bounded under such arrivals. By Proposition 1,
Q(t) is bounded and the maximal throughput is achieved.
However, since the “almost constant” assumption is quite
strong in practice, it is useful to relax it and consider more
general arrival processes. In particular, we show that under
either of the following (mild) smoothness conditions, q(t)
are still bounded.
Condition 1: There exists ǫ1 ∈ [0,δ) (where δ is deﬁned
in (15)) and a positive integer T such that
||A   (
t+T−1  
τ=t
a(τ)/T − λ)|| ≤ ǫ1 (16)
for t = l   T,l = 0,1,2,.... In other words, there exists
a large enough time window T such as the time average  (l+1) T−1
τ=l T a(τ)/T is close enough to λ.
Condition 2: A weaker condition is that the average arrival
during any time window of T can be supported by a service
vector in Λo and uniformly bounded away from the boundary
of Λ. More formally, there exists an integer T > 0, such that
for t = l   T,l = 0,1,2,..., there exists y(t) that satisﬁes
A  
t+T−1  
τ=t
a(τ)/T + B   y(t) = 0 (17)
and
min
||q||=1,q∈B
qTB   [x∗(q) − y(t)] ≥ ¯ δ (18)
for some ¯ δ > 0, where x∗(q) is deﬁned in (13).
Condition 2 is weaker than condition 1 because condition
2 does not require that
 (l+1) T−1
τ=l T a(τ)/T be always close
to λ. Instead, it can vary with different l. A formal proof of
the fact is given in Appendix A.
So, we only show that q(t) is bounded under Condition 2,
which implies the same under Condition 1.
Theorem 1: q(t) is bounded for all t under Condition 2.
The proof is in Appendix B.
Corollary 1: With the “almost constant” arrivals, q(t) is
bounded for all t.6
Proof: Since
 t−1
τ=0 am(τ) = ⌊λm   t], we have
|
 t−1
τ=0 am(τ)−λm t| ≤ 1,∀t. So |
 (l+1) T−1
τ=l T am(τ)/T −
λm| = (1/T)   |[
 (l+1) T−1
τ=0 am(τ) − λm   (l + 1)T] −
[
 l T−1
τ=0 am(τ) − λmlT]| ≤ 2/T. Therefore there exists a
large enough T to satisfy Condition 1, and thus Condition 2.
B. More random arrivals
Assume that am(t) ∈ Z+ is a random variable with
bounded support, and satisﬁes
E(am(t)) = λm,∀t. (19)
For simplicity, also assume that the random variables
{am(t),m = 1,2,...,M,t = 0,1,2,...} are independent.
(This assumption, however, can be easily relaxed.) Suppose
that the vector λ is strictly feasible.
In general, this arrival process does not satisfy the smooth-
ness condition (although when T is large,
 t+T−1
τ=t a(τ)/T
is close to λ with high probability). With such arrivals, it
is not difﬁcult to show that q(t) is stable, but may not be
bounded. As a result, the deﬁcits D(t) may increase without
bound. In this case, we show that the system is still “rate
stable”, in the sense that in the long term, the average output
rates of the ﬁnal products converge to the optimum output
rates (with probability 1). The intuitive reason is that as D(t)
becomes very large, the probability of generating ﬁctitious
parts approaches 0.
Theorem 2: With the arrival process deﬁned above, the
system is “rate stable”.
The formal proof is given in Appendix C.
Although the system is throughput optimum, with D(t)
unbounded, the actual queue lengths Q(t) = q(t) + D(t)
may become large when D(t) is large. An alternative to avoid
large Q(t) is to set an upper bound of Dk(t), denoted by ¯ D.
In this alternative, we do not increase Dk(t) once it hits
¯ D. But q(t) still evolves according to part (i) of the DMW
algorithm. Let the actual queue length be Qk(t) = [qk(t) +
Dk(t)]+. Fictitious parts are generated in slot t as long as
qk(t) −  out,k(t) < −Dk(t) (or, Qk(t) −  out,k(t) < 0).
Given a ¯ D, one expects that the output rates are lower than
the optimum in general, since ﬁctitious parts are generated
with a certain probability after Dk(t) hits ¯ D. But one can
make the probability arbitrarily close to 0 by choose a large
enough ¯ D. The proof is similar to that of Theorem 2 and is
not included here.
V. UTILITY MAXIMIZATION
Assume that for each IA m, there is a “reward function”
vm(fm) (where fm is the activation rate), and a cost function
cmfm, where cm is the cost of the input materials of IA
m per unit rate. Deﬁne the utility function as um(fm) :=
vm(fm) − cmfm. Let f ∈ RM be the vector of input
activation rates. Assume that um( ) is increasing and concave.
The joint scheduling and congestion control algorithm (or
“utility maximization algorithm”) works as follows.
Utility Maximization Algorithm
Initially let q(0) = Q(0) = 0. In each time slot t =
0,1,2,..., besides DMW Scheduling (3), i.e.,
x∗(t) ∈ argmax
x∈X
dT(t)   x,
IA m chooses the input rate
fm(q(t)) := arg max
0≤f≤1
{V   um(f) + q(t)TAmf} (20)
where V > 0 is a constant, and Am is the m’th column of
A. Then, update the virtual queues as
q(t + 1) = q(t) − A   f(q(t)) − B   x∗(t) (21)
Since fm(q(t)) in general is not integer, we let am(t) =
⌊Fm(t + 1)⌋ − ⌊Fm(t)⌋, where Fm(t) :=
 t−1
τ=0 fm(q(τ)).
And update the actual queues in the same way as (6).
Theorem 3: With the above algorithm, q(t) and Q(t) are
bounded. Also, there are at most a ﬁnite number of null
activities which do not affect the long term throughput.
The proof is in Appendix D.
The following is a performance bound of the utility max-
imization algorithm. The bound and its proof is similar to
that in [12].
Theorem 4: We have
 
m
um( ˜ fm) ≥ U∗ − c/V (22)
where ˜ fm := liminfT→∞
 T−1
t=0 fm(q(t)) and U∗ is the
optimal total utility. That is, a larger V leads to better a
lower bound of the achieved utility (at the cost of larger
queue lengths).
VI. DISCUSSION
In the above, we have assumed that each activity lasts
one slot for the ease of exposition. Our algorithms can be
extended to the case where different activities have different
durations under a particular assumption. The assumption is
that each activity can be suspended in the middle and re-
sumed later. If so, we can still use the above algorithm which
re-computes the maximum weight schedule in each time slot.
The only difference is that the activities performed in one
time slot may not be completed at the end of the slot, but
are suspended and to be continued in later slots. (The above
assumption was also made in the “preempted” networks
in [2]. There, whenever a new schedule is computed, the
ongoing activities are suspended, or “preempted”.)
In this case, the algorithms are adapted in the following
way. The basic idea is the same as before. That is, we
run the system according to the virtual queues q(t). Let
the elements in matrices A and B be the average rates of
consuming (or producing) parts per slot from (or to) different
queues. Even if an activity is not completed in one slot, we
still update the virtual queues q(t) according to the above
average rates. That is, we view the parts in different queues
as ﬂuid and q(t) reﬂects the amount of ﬂuid at each queue.
However, only when an activity is completed, the actual7
parts are removed from or added to different queues. Note
that when an activity is suspended, all parts involved in the
activity are frozen and are not available to other activities.
When there are not enough parts in the queues to perform a
scheduled activity, ﬁctitious parts are used instead (and the
corresponding deﬁcits are increased).
On the other hand, if each activity cannot be suspended in
the middle once it is started, then the problem of scheduling
is more complicated. Study of this issue is out of the scope
of the paper, and please refer to [2] for more discussions.
It was shown there that a Maximum-Weight-like algorithm
is still throughput-optimal under a class of resource-sharing
constraints.
VII. SIMULATIONS
A. Scheduling
We simulate a network similar to Fig. 1, but with a
different input matrix A and service matrix B below.
A =




−3
−2
−1
0



,B =




1 0 0 0
0 1 1 0
0 0 1 0
−1 0 2 1




It is easy to check that if λ1 = 1/3, we have A λ1+B s =
0 where s := [1,1/3,1/3,1/3]T ∈ Λ (and s is unique). So,
any λ1 ∈ (0,1/3) is strictly feasible.
In the simulation, IA1 is activated in slot 5k,k =
0,1,2,..., . So the input rate λ1 = 1/5 which is strictly
feasible. Since SA 3 requires enough parts from several
queues to perform, it is not difﬁcult to see that normal
Maximum Weight Scheduling fails to stabilize queue 3. Fig.
4 (a) (b) shows that DMW stabilizes all queues and have
bounded deﬁcits.
Now we make a change to the arrival process. In time
slot 4k,k = 0,1,2..., IA 1 is independently activated with
probability 0.8. As a result, the expected arrival rate is
strictly feasible and also satisﬁes the smoothness condition
(Condition 2) with T = 4. Fig. 5 (a) (b) show that our
algorithm stabilizes all queues. As expected, Dk(t) stops
increasing after some time since q(t) is bounded.
B. Utility Maximization
Consider the network in Fig. 6 (a). Recall that a dashed line
between two service activities means conﬂict relationship.
The utility functions of both ﬂows are um( ) = log( ).
We simulate the network with the utility maximization
algorithm with V = 50. Fig. 6 (b) (c) show Qk(t),Dk(t)
respectively. As expected, Dk(t) stops increasing after some
time due to the boundedness of qk(t). The average throughput
of ﬂow 1 and 2 is 0.4998 and 0.4998, which are very close to
the theoretical optimal throughput computed by solving the
utility maximization problem numerically.
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Fig. 4: Scheduling (with deterministic arrivals)
VIII. CONCLUSION
We have proposed a “Deﬁcit Maximum Weight” (DMW)
scheduling algorithm for SPN. It has been shown that the
algorithm overcomes the instability issue of the Maximum
Weight algorithm in many cases. Speciﬁcally, under different
assumptions of the arrival processes, the algorithm achieves
the maximum throughput in different senses. We have also
combined DMW scheduling with input rate control in order
to approach the optimum utility of the SPN.
The performance of DMW could be further improved. For
example, with null activities, a queue may receive ﬁctitious
parts in some slots and drop normal parts in other slots. So,
one could store the dropped parts and replace the ﬁctitious
parts later when they arrive. The performance improvement
with such schemes is an interesting problem for future
research.
The current algorithm achieves bounded queues when the
arrival processes are smooth enough, and guarantees rate
stability otherwise. Rate stability is a weaker form of stability
than positive recurrence of the queues. We are also interested
to enhance the current algorithm or design new algorithms
to achieve positive recurrence under such arrival processes.
APPENDIX
A. Proof of the fact that Condition 1 implies Condition 2
Write A 
 t+T−1
τ=t a(τ)/T = −B y(t) and A λ = −B y
for some y(t) and y. If condition 1 is satisﬁed, i.e., (16)8
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Fig. 5: DMW Scheduling (with random arrivals)
holds, then
||B   (y(t) − y)|| = ||A   (
t+T−1  
τ=t
a(τ)/T − λ)|| ≤ ǫ1
for t = l T,l = 0,1,2,.... So for any q satisfying ||q|| = 1,
by Cauchy-Schwarz inequality, we have
|qTB   (y(t) − y)| ≤ ||q||   ||B   (y(t) − y)|| ≤ ǫ1.
By (15), qTB   [x∗(q) − y] ≥ δ,∀q : ||q|| = 1, so
qTB   [x∗(q) − y(t)]
= qTB   [x∗(q) − y] − qTB   (y(t) − y)
≥ δ − ǫ1 > 0.
Deﬁne ¯ δ := δ − ǫ1, then (18) holds.
B. Proof of Theorem 1
To analyze the queue dynamics, consider the Lyapunov
function L(q(t)) = ||q(t)||2. We have
∆(q(t)) : = L(q(t + 1)) − L(q(t))
= ||q(t) − A   a(t) − B   x∗(q(t))||2 − ||q(t)||2
= −q(t)TA   a(t) − q(t)TB   x∗(q(t))
+||A   a(t) + B   x∗(q(t))||2
≤ −q(t)TA   a(t) − q(t)TB   x∗(q(t)) + c (23)
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where c > 0 is a constant, deﬁned as
c :=
 
k
( 2
k,in +  2
k,out)
where  k,in and  k,out are, respectively, the maximum
amount of jobs that can enter or leave queue k in one time
slot.
Lemma 4: Assume that q(0) = 0. If for any t,
L(q(t + 1)) − L(q(t)) ≤ −δ||q(t)|| + c (24)
where δ > 0 is a constant, then q(t) is always bounded. In
particular, L(q(t)) ≤ c2/δ2 + c.
Proof: We prove this through the principle of mathe-
matical induction. First, L(q(0)) = 0 ≤ c2/δ2 + c. Next, as
the induction hypothesis, assume that L(q(t)) ≤ c2/δ2 + c.
Consider two cases. (i) If L(q(t)) ∈ [c2/δ2,c2/δ2+c], then
||q(t)|| ≥ c/δ. By (24), we have L(q(t + 1)) ≤ L(q(t)) ≤
c2/δ2 + c. (ii) If L(q(t)) < c2/δ2, since L(q(t + 1)) −
L(q(t)) ≤ −δ||q(t)|| + c ≤ c, we also have L(q(t + 1)) ≤
c2/δ2 + c.9
So we can conclude that
L(q(t)) ≤ c2/δ2 + c
at all time t. Thus, q(t) is bounded.
Lemma 5: Assume that the maximum change of any
queue in one time slot is bounded by α. And the absolute
value of every element of A and B is bounded by ¯ b. Then
L(q((l + 1)T)) − L(q(l   T))
≤ −T   ¯ δ||q(l   T)|| + c2
where c2 > 0 is a constant, deﬁned as
c2 := T   c + KT2α   (M + K)¯ b.
Proof: From (23), we have
L(q((l + 1)T)) − L(q(l   T))
≤ −
(l+1)T−1  
τ=l T
q(τ)TA   a(τ)
−
(l+1)T−1  
τ=l T
q(τ)TB   x∗(q(τ)) + T   c.
For any τ ∈ {l   T,...,(l + 1)T − 1},
q(τ)TB   x∗(q(τ))
≥ q(τ)TB   x∗(q(l   T))
= q(l   T)TB   x∗(q(l   T)) +
[q(τ) − q(l   T)]TB   x∗(q(l   T)).
Since |qk(τ) − qk(l   T)| ≤ T   α, and each element of
x∗(q(l   T)) is bounded by 1, we have
|[q(τ) − q(l   T)]TB   x∗(q(l   T))| ≤ KN¯ bTα.
Therefore,
q(τ)TB   x∗(q(τ))
≥ q(l   T)TB   x∗(q(l   T)) − KN¯ bTα. (25)
Also, q(τ)TA   a(τ) ≥ q(l   T)TA   a(τ) − KM¯ bTα.
Denote ˜ al :=
 (l+1) T−1
τ=l T a(τ)/T as the vector of average
arrival rates from l   T to (l + 1)   T − 1, then
L(q((l + 1)T)) − L(q(l   T))
≤ T   {−q(l   T)TA   ˜ al + KM¯ bTα
−q(l   T)TB   x∗(q(l   T)) + KN¯ bTα} + T   c
= −T   q(l   T)TB   [x∗(q(l   T)) − y(l   T)] + c2
≤ −T   ¯ δ||q(l   T)|| + c2
where the last two steps have used (17) and condition (18).
Now Theorem 1 can be proved as follows.
Proof: By Lemma 5 and Lemma 4, we know that q(l  
T) is bounded for all l. Because each queue has bounded
increments per slot, we conclude that q(t) is bounded for all
t.
C. Proof of Theorem 2
By (23), L(q(t+1))−L(q(t)) ≤ −q(t)TA a(t)−q(t)TB 
x∗(q(t)) + c. So
E[L(q(t + 1)) − L(q(t))|q(t)]
≤ −q(t)TA   E[a(t)] − q(t)TB   x∗(q(t)) + c
= −q(t)TA   λ − q(t)TB   x∗(q(t)) + c
= q(t)TB   y − q(t)TB   x∗(q(t)) + c
≤ −δ||q(t)|| + c. (26)
Let E0 := {q(t)|||q(t)|| ≤ (c + 1)/δ. Then if q(t) / ∈
E0, E[L(q(t + 1)) − L(q(t))|q(t)] ≤ −1; if q(t) ∈ E0,
E[L(q(t + 1)) − L(q(t))|q(t)] < ∞ due to the bounded
change of queue lengths in each slot. Therefore, by Foster’s
criteria as used in [15], q(t) is stable.
Also, we claim that given a set E, with probability 1,
the time average P(E) := limT→∞
 T−1
t=0 I(q(t) ∈ E)/T
exists. To see this, partition the state space of q(t) into set
T ,R1,R2,... where Rj,j = 1,2,... are closed sets of
communicating states and T is the set of states not in ∪jRj.
If q(0) = 0 ∈ Rj for some j, then q(t) will not leave the set
and all states in Rj are positive recurrent. Therefore there is
a well deﬁned stationary distribution in Rj, so P(E) exists
w. p. 1. If q(0) = 0 ∈ T , by Foster’s criteria as used in
[15] (Theorem 3.1), the negative drift implies that w. p. 1,
q(t) enters some Rj in ﬁnite time. After that there is a well
deﬁned time average of I(q(t) ∈ E) w. p. 1. Therefore, the
overall time average P(E) exists. In both cases,
P(E) = πj(E) (27)
where πj( ) is the stationary distribution on the Rj, and Rj is
the closed set of communicating states q(t) eventually enters.
To show the rate stability, consider two kinds of queues.
WLOG, let U be the set of queues whose deﬁcits go
unbounded. According to Proposition 1, the queues outside
the set only induce a ﬁnite number of null activities.
Consider queue k ∈ U. For any C > 0, since Dk(t) → ∞,
there exists ﬁnite time tk such that Dk(t) ≥ C,∀t ≥ tk. For
t ≥ tk, queue k induces null activities at slot t − 1 only
when qk(t) < −Dk(t) ≤ −C. So the total number of null
activities induced by queue k is not more than N   [tk +  ∞
t=tk I(qk(t) < −C)] ≤ N   [tk +
 ∞
t=0 I(qk(t) < −C)],
since queue k at most induces N null activities in one time
slot. Therefore, the average rate the queue k induces null
activities is
rk ≤ N  lim
T→∞
1
T
[tk+
T−1  
t=0
I(qk(t) < −C)] = N Pr(qk < −C).
(28)
where the marginal probability on the RHS is induced by
the stationary distribution πj( ) on the set Rj which q(t)
eventually enters. So limC→+∞ Pr(qk < −C) = 0. Since
(28) holds for any C > 0, letting C → +∞ yields rk = 0.
Therefore, the average rate of null activities is 0 in the
long term w. p. 1. So the system is rate stable.10
D. Proof of Theorem 3
Lemma 6: q(t) is bounded.
Proof: Choose any f′ ∈ Rm and y′ > 0 in Λo such that
the ﬂow conservation constraint is satisﬁed:
A   f′ + B   y′ = 0,
and such that |
 
m um(f′
m)| < ∞,∀m. The latter is feasible
by letting f′
m = ǫ > 0,∀m where ǫ is small enough.
By (14), we have for any q  = 0,
qTB   [x∗(q) − y′] ≥ δ′||q|| (29)
where
δ′ = min
||q||=1,q∈B
qTB   [x∗(q) − y′] > 0.
Also, since f′
m ∈ [0,1], by (20),
V   um(f′
m) + q(t)TAm   f′
m
≤ V   um(fm(q(t))) + q(t)TAmfm(q(t)),∀m.
Therefore
V  
 M
m=1 um(f′
m) + q(t)TA   f′
≤ V  
 M
m=1 um(fm(q(t))) + q(t)TA   f(q(t)).
Since |
 
m um(f′
m)| < ∞, we have  M
m=1 um(fm(q(t))) −
 M
m=1 um(f′
m) ≤
 M
m=1 um(1) −  M
m=1 um(f′
m) ≤ C1 for some positive constant C1. So
−q(t)TA   f(q(t)) ≤ −q(t)TA   f′ + V   C1. (30)
Similar to (23), the Lyapunov drift in the algorithm is
∆(q(t)) ≤ −q(t)TA f(q(t))−q(t)TB x∗(q(t))+c. (31)
Plugging (29) and (30) into (31) yields
∆(q(t))
≤ −q(t)TA   f′ + V   C1 − q(t)TB   y′ − δ′||q(t)|| + c
= −q(t)T[A   f′ + B   y′] − δ′||q(t)|| + V   C1 + c
= −δ′||q(t)|| + V   C1 + c.
Using Lemma 4, the above implies that for all t,
L(q(t)) ≤ [(V   C1 + c)/δ′]2 + V   C1 + c.
So q(t) is bounded.
Deﬁne ˜ q(0) = 0, and for t = 0,1,..., deﬁne
˜ q(t + 1) = ˜ q(t) − A   a(t) − B   x∗(t). (32)
Lemma 7: For all t, ||˜ q(t)−q(t)|| ≤ Z for some constant
Z > 0.
Proof: By (21) and q(0) = 0, we have
q(t) =
 t−1
τ=0[−A   f(q(τ)) − B   x∗(τ)]
= −A
 t−1
τ=0 f(q(τ)) − B  
 t−1
τ=0 x∗(τ).
By (32) and ˜ q(0) = 0, we have
˜ q(t) =
 t−1
τ=0[−A   a(τ) − B   x∗(τ)]
= −A⌊
 t−1
τ=0 f(q(τ))⌋ − B  
 t−1
τ=0 x∗(τ).
So, ||˜ q(t) − q(t)|| = ||A   {
 t−1
τ=0 f(q(τ)) −
⌊
 t−1
τ=0 f(q(τ))⌋}||. Since each element of
 t−1
τ=0 f(q(τ))−
⌊
 t−1
τ=0 f(q(τ))⌋ is between 0 and 1, and each element of A
is bounded, we conclude that ||˜ q(t) − q(t)|| ≤ Z for some
constant Z > 0.
Now we are ready to complete the proof.
Since ||˜ q(t)|| ≤ ||q(t)|| + ||˜ q(t) − q(t)||, combining the
previous two lemmas, we know that ||˜ q(t)|| ≤ G,∀t for some
G > 0. Deﬁne D(t) = Q(t)−˜ q(t). Comparing the dynamics
of Q(t) and ˜ q(t), it is clear that we can apply Proposition 1
to ˜ q(t),Q(t) and D(t) to complete the proof.
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