The delay difference model was implemented to fit 21 years of brown tiger prawn (Penaeus esculentus) catch in Moreton Bay by maximum likelihood to assess the status of this stock. Monte Carlo simulations testing of the stock assessment software coded in C++ showed that the model could estimate simultaneously natural mortality in addition to catchability, recruitment and initial biomasses. Applied to logbooks data collected from 1990 to 2010, this implementation of the delay difference provided for the first time an estimate of natural mortality for brown tiger prawn in Moreton Bay, equal to 0.031 ± 0.002 week −1 . This estimate is approximately 30% lower than the value of natural mortality (0.045 week −1 ) used in previous stock assessments of this species.
Introduction
In fisheries science, estimates of mortality rates are essential to evaluate the status of exploited marine resources. The magnitude of natural mortality affects our predictions of stock productivity, making this parameter one of the most important to fisheries management (Lee et al., 2011) . Natural mortality is notoriously difficult to estimate from catch and effort data (Wang, 1999; Zhou et al., 2011) . Contemporary fisheries science approaches advocate estimation of natural mortality within stock assessment models using catch data to separate fishing mortality from estimates of total mortality instead of using inaccurate indirect methods (Maunder and Piner, 2014) . In practice, many researchers are cautious about estimating this population dynamic parameter using stock assessments because model mis-specifications and poor data quality have often led to un-realistic estimates (Francis, 2012) . As a consequence, the standard practice is to use an externally estimated value of natural mortality as a fixed input parameter to fit stock assessment models.
The stock assessment of brown tiger prawn (Penaeus esculentus) in Moreton Bay (Kienzle et al., 2014 ) applied a standard approach by borrowing natural mortality estimates from the Northern Prawn Fishery (Dichmont et al., 2003) . The value of natural mortality (0.045 week −1 ) estimated by Wang (1999) using a depletion method has been widely used for over four decades without validation. Extending this approach to combine estimates of catchability and natural mortality for the Northern Prawn Fishery (NPF), (Zhou et al., 2014 ) reached a substantially lower value for natural mortality (approx. 0.03 week −1 ) suggesting natural mortality might not have been as high as previously thought and providing some incentive for further research into this topic. The logic of Wang (1999) 's approach was to subset catch and effort data using the period when recruitment could be assumed to be negligible. But it was based on a single year of data from a single stock region and therefore lacked generality. This method would have required substantial modifications before being applicable to Moreton Bay fishery to account for targeted effort and temperature-driven variations of availability, two processes identified as having major influences on this fishery (Kienzle et al., 2014) . The cost and effort of customizing Wang's method to estimate natural mortality for tiger prawn in Moreton and possibly integrate it to the stock assessment to account for negative correlations between fishing and natural mortality might have been greater, if at all possible, than developing the stock assessment itself.
Therefore, in this paper, we propose to use a different approach to the problem of estimating natural mortality by maximum likelihood for tiger prawn in Moreton Bay. The delay difference model (Schnute, 1985; Deriso, 1980) used for stock assessment was substantially enhanced since Kienzle et al. (2014) to account for additional sources of known variability in this fishery, including environmental factors, that improved the predictions of observed variations of catch from 1990 to 2010. The delay difference model, implemented in C++, was submitted to an extensive set of tests to check the quality of this program and ensure that it performed according to expectations (Stroustrup, 2009) . These tests involving simulations of datasets over parameters ranges consistent with the biology of this species revealed that the model could provide an accurate estimate of simulated natural mortality as well as all the other parameters required for stock assessment, excluding those pertaining to somatic growth. Therefore we estimated natural mortality using real data which provided a realistic value for tiger prawn and suggested to use this approach in future assessments.
Materials and methods

Stock assessment model
Population dynamics
A Schnute-Deriso delay-difference model (Schnute, 1985; Deriso, 1980; Hilborn and Walters, 1992 ) was used to estimate weekly variations in biomass (B t ) of brown tiger prawns in Moreton
Bay between 1990 and 2010
Sex-combined growth parameters (ρ, w k−1 and w k ), derived from von Bertalanffy estimates (Gribble and Dredge, 1994) , were fixed in the model (Tab. 1). This model assumed all prawns were fully recruited to the fishery (knife-edged selectivity) at an age of 22 weeks (k = 22), weighing 19.5 grams. w k−1 , the pre-recruitment weight was interpreted as a parameter rather than the actual weight at age k − 1 and was estimated according to Schnute (1985) . Survival (s t ) varied as a function of a fixed natural mortality rate (M, Tab. 1) and fishing mortality (F t )
proportional to effort (F t = qE t )
where catchability (q) was estimated.
This model estimated the magnitude of recruitment in each week (R t ) using 1 parameter to describe total recruitment in each 21 years (R y ) between 1990 and 2010 and 2-22 parameters (constant and year specific µ, κ) from the von Mises probability density function (Mardia and Jupp, 1999) to allocate a proportion of the total recruitment within each year to each 52 weeks
where I 0 (x) is the modified Bessel function of order 0.
Monte Carlo simulations
The program that simulated fisheries data was originally developed for quality control purposes, to ensure that the stock assessment software coded in C++ (Kienzle et al., 2014) could be relied on to do what it was supposed to do with an acceptable error rate (Stroustrup, 2009) .
It was designed with Moreton Bay brown tiger prawn fishery in mind, drawing parameters values from ranges consistent with this stock (Tab. 2). The dynamics of the fishery was simulated with an age-structured model which alleviated the criticism raised by Francis (2012) about validity of simulation testing using the same model to generate datasets and estimate parameters. Age (a) varied between 22 and 156 weeks (1 ≤ a ≤ p, p = 135). Each simulated dataset consisted of 4 years of data at weekly timesteps ( 1 ≤ t ≤ n, n = 4 × 52).
Individual's weight at age a ≥ k (where k = 22 weeks is the age at recruitment to the fishery) was calculated according to Schnute (1985) Eq. 1.14:
where w t−1,k−1 , w t,k and ρ where parameters fixed to 17.756, 19.5 and 0.96328 to represent brown tiger prawn somatic growth. Weight at age were kept constant between time steps and represented using a matrix (W ) with dimension n × p having identical rows.
The value of several parameters were generated at random including catchability, natural mortality, von Mises parameters for the recruitment distribution, magnitude of recruitment in each year (Tab. 2). The matrix of effort (E with dimension n × p) had identical columns made of a vector of effort (E t ) randomly generated from observed weekly effort in Moreton Bay fishery. F is the fishing mortality matrix defined as F = qE where q is a randomly generated scalar representing the catchability (Tab. 2). M is a constant matrix with dimension n × p.
Natural mortality was generated using a uniform distribution varying between 0.025 and 0.065
Recruitment to the population (N .,1 ) was generated using the product of a random yearly magnitude of recruitment (Tab. 2) and distributing across 52 weeks using a von Mises distribution with randomly generated mean and standard deviation (Tab. 2).
The matrix of number at age in the population (N) was filled simulating the dynamic of n + p − 1 cohorts, applying the declining in abundance along each cohort:
Hence the matrix of population biomass (B) was calculated using:
And the vector of biomass for each timestep:
The matrix of catch at age (C, with dimension n × p) was calculated using Baranov's catch equation (Quinn and Deriso, 1999 )
Finally the time series of catch were calculating summing across columns the following
The time series of catch and effort were altered by "white noise" multiplying each element by a random factor uniformly distributed between 0.9 and 1.1 to introduce ± 10% error into the dataset passed to the stock assessment.
This simulator was written in R (R Core Team, 2013). The code is available from M.
Kienzle.
Tiger prawns in Moreton Bay
Water temperature data
Moreton Bay is a shallow body of sea water, with an average depth of 6.8 m and a maximum of 36 m (Davie et al., 2011 Hill (1985) measured experimentally the effect of temperature (T ) on the duration of emergence (y) of brown tiger prawn. This author assumed a linear relationship between these variables whereas he used a sigmoid function for this relationship in crab Scylla serrata (Hill, 1980) . Biologically, an asymptotic relationship makes more sense as nocturnal emergence time cannot increase infinitely with time. As a consequence, a sigmoid function was fitted to Hill (1985) 's experimental data
Duration of emergence
in place of a linear relationship using the non-linear regression functions in R (R Core Team, 2013). Goodness of fit was assessed with a χ 2 statistics (Brandt, 1998 ). An index of availability (γ(T ) varying between 0 and 1 at a given temperature, in o C, was calculated using the predicted duration of emergence (ŷ(T )) divided by the asymptote of the sigmoid model
This index of availability was used as a multiplier to effort in the stock assessment model (Kienzle et al., 2014) to test the assumption that emergence time affected catchability.
Refining the model to estimate natural mortality
The present work extended the delay difference model presented in Kienzle et al. (2014) .
For consistency, model numbers were kept identical and the reader is referred to the previous study for details on model 1 to 7.
The first area investigated concerned the prawn emergence model: model 8 replaced the linear model in model 4 by a sigmoid relationship. Model 9 used estimated daily water temperature rather than averaged monthly temperature off Cape Moreton. Model 10 was identical to model 9 but estimated natural mortality rather than fixing it to 0.045 week −1 . Finally model
Results
Monte Carlo simulations
Monte Carlo simulations showed that the implementation of the delay difference in C++ was capable of estimating natural mortality, catchability, von Mises parameters mean and standard deviation and initial biomasses (Fig. 2) . Simulated values for natural mortality over the range 0.025-0.065 week −1 (Tab. 2) containing realistic values for tiger prawn could be estimated with less than 31% discrepancy from simulated values in all cases; less than 15% discrepancy in 95%
of cases and less than 4% discrepancy in 50% of cases. By comparison, catchability estimates were up to 67% different than their simulated value with 95% of cases within 18% discrepancy and 50% within 2.5%.
The AIC was used to measure the benefit of estimating natural mortality: the larger the discrepancy between fixed natural mortality (0.045) and simulated values, the larger the improvement in AIC obtained by fitting the model that estimated natural mortality compared to the one that did not (Fig 3(a) ).
Fixing natural mortality in the stock assessment to a specific value influenced estimates of catchability: fixed over-estimates of natural mortality produced under-estimates of catchability and vice-versa (Fig 3(b) ). The negative correlation between these 2 variables was ρ = −0.86.
Daily temperature estimates and trends
The maximum daily air temperature, collected by the BOM at Cape Moreton, decreased slightly from 1957 to the mid 1980s and increased in average by 1 o C from the mid 1980s to the end of 2011 (Fig. 4(a) by an estimated 0.6 o C using yearly averages in each of the two decades 1990-1999 and 2000-2011.
Model for emergence duration
The sigmoid model fitted well the experimental data on emergence time (χ 2 9 df = 6.81, P = 0.34,â = 444.5 ± 61.11,b = 9.650 ± 2.394 andĉ = 0.4702 ± 0.1306, Fig 4(d) ). The estimated index of availability (γ(T )) varied periodically over 12 months, reached its lowest values in southern hemisphere winter and highest in summer (Fig. 4(e) ). Its amplitude encompassed differences in availability of 90% between the warmest summer and the coldest winter.
Stock assessment model
Allowing the timing of recruitment to vary from year to year (model 11) provided the largest stock assessment model improvement (∆AIC = -272.21, Tab. 5) compared to the second best model (model 10). Mean recruitment was estimated to vary from Jan to March (Fig. 3(d) ).
Previous work had found that temperature-driven behavioural response that changes catchability seasonally provided large improvements in fitting the delay difference to catch data (models 5-6 and models 3-4, Tab. 5). The sigmoid model for emergence duration was slightly better than the linear model (compare models 8-3 and 4-3, ∆AIC = -168.97 and ∆AIC = -164.71 resp.). On the other hand, using daily estimates of bottom temperature provided a slight improvement compare to using average monthly temperatures (compare model 9-4 and 9-8, ∆AIC = -49.86 and ∆AIC = -45.6) but the introduction of larger variations in the availability index decreased catchability estimates by nearly half, for both targeted and non-targeted effort.
Estimating natural mortality improved further the fit of the delay difference (model 10 in Tab. 5). In this case, natural mortality was estimated to be equal to 0.035 ± 0.002, about 25%
lower than its assumed value of 0.045 wk −1 in other model. This additional degrees of freedom in the delay difference also narrowed the distribution of the recruitment (Fig. 3(d) ), probably because higher survival meant reduced recruitment magnitude required to explain observed catches. Finally, the model that best fitted the data (model 11) estimated natural mortality equal to 0.031 ± 0.002.
Discussion
Monte Carlo simulations showed that natural mortality could be estimated within this stock assessment model. The model that best fitted brown tiger prawn data from Moreton Bay estimated natural mortality to be equal to 0.031 ± 0.002 week −1 . This estimate is consistent with that for common banana prawns (Penaeus merguiensis) obtained by Zhou et al. (2014) using a depletion method. Both these estimates are approximately 30% lower than the value of natural mortality commonly used in brown tiger prawn stock assessment (0.045 week −1 ) based on the analysis by Wang (1999) who concluded that natural mortality is at least 0.03 week
and no more than 0.065 week −1 . Zhou et al. (2014) attributed this discrepancy to differences in behaviour between tiger and banana prawns: the latter forming large aggregations which could improve their chance of surviving predators attacks. An alternative explanation of the difference between natural mortality estimates might be that Wang (1999) used data covering a smaller area and shorter period of time, October to November in a single year, than Zhou et al. (2014) , evidencing spatial or temporal variations of natural mortality rates of prawns across their habitat due for example to increased predation in spring. Finally, this discrepancy could also have arisen from the difficulty of estimating both catchability and natural mortality simultaneously reported by Wang (1999) , who resorted to fix catchability: in this situation, an under-estimate of catchability could have led to over-estimating natural mortality. At present the information about natural mortality estimates is too sketchy to draw firm conclusions.
Further research focused on developing additional independent estimates of natural mortality should help identify the cause(s) of such discrepancy.
The conclusion that Moreton Bay brown tiger prawn dataset seems to allow estimation of natural mortality within its stock assessment is difficult to generalize because a big impediment to progressing fisheries science is the availability of good quality data. That Moreton Bay offers, as far as we can see, a reliable logbooks dataset for tiger prawn that is easily fitted by the delay difference model is a meagre consolation against the backdrop of many fisheries which data quality varies from questionable to unusable. Stock assessments scientists often resort to external parameter estimates when data can't provide a reasonable estimate of important aspects of the dynamic of the stock. To a large extent, all assessment models are mis-specified when dealing with real data: they are simplification of a complex reality described only partially by available data. That is, they include many assumptions that we know are false in the real world, but that are needed to make estimation tractable (e.g., it is often assumed that neither fishery selectivity nor natural mortality vary from year to year). We cannot avoid mis-specification because the real world is complex and heterogeneous in ways that we can never expect to reproduce in our models (Francis, 2012) . "Essentially, all models are wrong but some are useful" (George E.P.
Box). There are no doubts that the present model is also mis-specified: for example, trawl selectivity have surely changed throughout the period investigated in an unknown (and impossible to know) fashion, yet this implementation of the delay difference model assumes constant knife-edge selectivity fixed throughout the time-series. Ignoring this change in the fishery has certainly had an effect on natural mortality estimates of an unknown magnitude and direction.
But the fundamental question raised by this paper is whether to use mortality estimates that ignore all we have learned about the dynamic of this fishery and use, without questioning, a value borrowed from another fishery. Or to allow the stock assessment model to estimate it simultaneously and work at removing as many mis-specifications as we can in order to converge toward a model that provides the best values to parameterize the dynamic of this fishery.
Natural mortality is regarded as one of the most influential quantities in fisheries stock assessment and management. The magnitude of natural mortality relates directly to the productivity of the stock, the yields that can be obtained, optimal exploitation rates, and reference points (Lee et al., 2011) . Since information on total mortality is contained in the catch data, any error in the chosen value of natural mortality, within limits, is compensated by an error in opposite direction on fishing mortality rates: an over-estimate of natural mortality leads to under-estimate catchability and the resulting F will be under-estimated and stock biomasses over-estimated. The stock may appear to be better than it truly is, and fishing mortality appears less of a concern than it should be. For some data poor fisheries, the target fishing mortality is often linked to M (e.g., setting F msy = M), in such cases over-estimating M will cause stock being over-fished. Reference points estimates, such as maximum sustainable yield, were shown to be robust to natural mortality mis-specifications in a simple age-structure stock assessment (Clark, 1999) , a modest over-estimate of the natural mortality can result in quota recommendations that represent very high real harvest rates. This author recommended to use a conservative (low) estimate of natural mortality for management purposes because underestimating natural mortality rate carry little penalty in terms of long term yield. Investigating the effects of using erroneous natural mortality rate in the delay-difference model on reference points was beyond the scope of this work. But such study would clarify whether using these most recent, smaller, estimates of natural mortality has a significant impact on harvest deci- Hill (1985) and used in previous stock assessment models (Kienzle et al., 2014) and (e) estimated weekly index of availability. 
