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Abstract 
We present pseudo-polynomial time algorithms for fixed topology Steiner tree problems with 
various time-delay constraints. We study the spanning forest problem with bandwidth constraint. 
A polynomial-time algorithm is given. Those problems have applications in network communi- 
cations. @ 1999 Published by Elsevier Science B.V. All rights reserved 
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1. Introduction 
Multicast is a one-to-many communication which simultaneously transmits a message 
(originating from a source) to a group of destinations. It is one of the most fundamental 
tools for building distributed systems. Many applications rely on the multicast services. 
Multicast routing is an important issue in multicast communications. The goal here is 
to find a routing tree which is rooted from the source and contains all the destinations. 
Most networks have the feature of bandwidth sharing when transmitting the same 
message to multiple destinations along common segments of paths. The cost of a 
multicast routing tree is therefore the sum of the cost of all edges on the tree. Many 
network applications require guaranteeing some quality of service (QoS) parameters, 
such as bandwidth reservation, real-time delivery, and so on. In order to meet these QoS 
parameters at application level, multicast routing should satisfy some of the constraints 
in addition to the optimal network cost. Jia [7] proposed some Steiner tree problems 
with time-delay constraints, and Steiner and spanning forest problems with bandwidth 
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constraint. Some simulations have been done to demonstrate the relationships between 
the network costs and various constraints. 
1.1. Steiner tree problems with time-delay constraints 
Given a graph G = (V,E), each edge e E E has a cost c(e) and a time-delay 
delay(e). The delay of a path is the sum of the delays of edges in the path. The 
problem here is to construct a minimum cost Steiner tree which satisfies some time- 
delay constraints. Three versions are considered, bounded longest delay, bounded delay 
variation and minimum average delay [7]. Some similar problems are studied for rec- 
tilinear plane for VLSI layout applications. See [lo] for details. 
A traditional way to study Steiner tree problems is to consider a special case, where 
the topology as well as the position of leaves are given. Sankoff and Rousseau gave a 
polynomial time algorithm for rectilinear space when an arbitrary topology is given [9]. 
For Euclidean space, if the given topology is a full Steiner tree there is a linear time 
algorithm [5]. Following the traditional methods to attack the Steiner tree problems, 
we study fixed topology Steiner tree problems with various time-delay constraints. We 
give pseudo-polynomial-time algorithms for the three variations of the problem. 
1.2. Routing probelm for group multicast 
Given a network graph G = (V, E), suppose there is a group of processes D C V 
and a bandwidth requirement of the group multicast is B. B is specified by the user at 
the request of group multicast. The routing for the group multicast is to find a set of 
routing trees F = {TI, Tz,. . . ,7’1~1}, one for each member of D. In general, Ti contains 
all nodes in D as well as some nodes in V - D. We want to minimize the total cost 
of the set of trees in F subject to the bandwidth constraint 
IDI 
B C Xi <b, where X: = 
1 if edge (i,j) E Tk, 
k=l 0 otherwise. 
(1) 
We refer this problem as the Steiner forest problem with bandwidth constraints. Ob- 
viously, this problem is a generalization of Steiner tree problem. Since the Steiner tree 
problem is NP-hard [3], this problem is also NP-hard. There are some approximation 
algorithms for Steiner tree problems. One of the methods is to compute a minimum 
spanning tree. It was shown that the minimum spanning tree method gives guaranteed 
error bounds for Steiner trees in different spaces, e.g., 2/a for Euclidean plane [2], 
1.5 for rectilinear plane [4], and 2 for any metric [3]. Following the same line, here we 
study the spanning forest problem with bandwidth constraint. That is, we further re- 
strict that each Ti contains every node in D, but no node in V-D. This problem needs 
to compute a spanning tree for each node in D. In this paper, we give a polynomial 
time algorithm to solve the spanning forest problem with bandwidth constraints. 
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One may expect that the spanning forest problem with bandwidth constraint gives a 
good approximation to the Steiner forest problem with bandwidth constraints. However, 
this is not true. In fact, it was recently shown that Steiner forest problem with bandwidth 
constraints cannot be approximated within any ratio [S]. 
2. Fixed topology Steiner trees with time-delay constraints 
Let G = (V,E) be a graph. Each edge e E E has a cost c(e) and time-delay parameter 
rleluy(e). For simplity, we assume that delay(e)‘s are integers. The delay of a path 
is the sum of the delays of edges in the path. Although optimizing network cost is 
the main goal of multicast routing, many applications have the primary requirement of 
time-delay. Here we assume that we are given a graph G, a cost and a time-delay on 
each edge of G, a destination set D (DC V) and a topology (a rooted tree) T rooted 
at a node s in V with ]D( leaves and the leaves in T are the nodes in D. The problem 
is to assign a node u E V to every internal node in T such that the network cost is 
minimized and the time-delay parameters Delay(T) are bounded by some pre-defined 
constants B. We will discuss three ways to define Delay(T). 
Throughout this paper, we use deg(i) to denote the degree of node i in T and idey 
the deg-th child of i. 
2.1. Bounded longest delay 
In many real-time applications, there often exists a real-time constraint and it is 
required the communication to any destination should be done within the constraint. 
Let s be the source and v be one of the destinations, and d(s, u) be the time-delay for 
the path from s to u in T. The time-delay constraint is then defined as 
Deluy( T) = III:; d(s, v) <B, (2) 
where B is the maximum delay specified by users. 
We will use a dynamic programming algorithm to solve the problem. Let D[i, j, d] 
be the minimum cost of the subtree (of T) rooted at node i such that node j E V is 
assigned to i and the longest delay for the subtree is d. Let T(i,deg) be a subgraph of 
T that contains the subtree rooted at node i’s deg-th child ic/ry, and the edge (i,&,). 
Fig. 1. (a) T(i,&). (b) f(i,deg) 
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(See Fig. 1 (a).) Let F[i,j,deg,d] be the minimum cost of the component T(i,deg) 
such that node j E V is assigned to the node i E T and the longest delay is d. Define 
MF[1‘, j, deg, d] = ~YIJ F[i, j, deg, d’]. 
We have 
Lemma 1. 
F[i, j, deg, d] = ,s, {D[i+, L dll + co’, 0). (3) 
d, +d&y(j.l)=d 
dq( i ) 
ii 
dw(i) 
D[i, j,d] = II&I C MF[i, j, deg, d] 
I 
- MF[i, j, k,d] + F[i, j, k, d] (4) 
dcy=l 
Proof. Note that, D[ideg, Z,dl] is the cost of the subtree rooted at i&y such that I E V 
is assigned to i&q and the total delay is dl. If we assign node j E V to i, the cost of 
edge (i, i&y) is c(i, 1). Thus, D[idrg, 1, dl] + c(j, 1) is the cost of the component T(i, deg) 
such that i is assigned j E V and i&g is assigned I E V. To get F[i, j,deg,d], we have 
to select all possible 1 E V such that dl + deluyCj, 1) = d in Eq. (3). 
Eq. (4) comes from the observation that D[i, j,d] equals to the total cost of the 
deg(i) components T(i, l), T(i,2), . ., T(i,deg(i)). Moreover, we have to make sure 
that the delay of all those deg(i) components must be less than or equal to d and there 
exists at least one of the components whose delay is exactly d. 0 
From Eqs. (3) and (4), we can compute D[i, j, d], MF[i, j, deg, d] and F[i, j, deg, d] 
bottom up. Let 1 V 1 be the number of nodes in V, 
MAX = IVI x uEv;;x,EV d(u>u), 
the maximum possible delay, and n the number of internal nodes in T. The algorithm 
is given in Fig. 2. 
The computation of each F[i, j, deg, d] requires 0( 1 VI) time. The computation of each 
D[i, j,d] requires d2 time, where d is the degree of the tree. Thus, the running time of 
the algorithm is O(nlVl(dlVI +d*)MAX). The running time is polynomial in terms of 
II, (VI and d, but exponential in the input size of MAX. So, it is a pseudo-polynomial 
time algorithm. 
2.2. Bounded deluy aariution 
There are some network applications which require that the time of any two recipients 
seeing a multicast message shall not exceed a maximum bound. In this case, the time 
constraint is that 
(5) 
for some constant 6. 
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Fig 
for i= 1 to n do 
for j= 1 to IV1 do 
for d = 0 to MAX do 
begin 
for deg = 1 to i(deg) do 
compute F[i,j, deg,d] as in (3). 
compute D[i,j,d] as in (4). 
end 
Output D[ 1, s, d] for a specified d. 
end. 
2. Algorithm 1: the algorithm for longest time-delay constraint 
For computational purpose, we define the shortest and the longest delays of T to be 
n$; d(s,u) and rn:t d(s,u), (6) 
respectively. Again, we can use dynamic programming algorithm to solve the problem. 
However, we need two indices to describe the time-delay. Let D[i,j,d~,d~] be the 
minimum cost of the subtree rooted at node i E T such that j E V is assigned to i, 
the shortest and the longest delays for the subtree are dl and df, respectively. Let 
F[i,j, deg,dl,dz] be the minimum cost of the component T(i, deg) such that j E V is 
assigned to i E T, and the shortest and the longest delays are dl and dz, respectively. 
Define 
MF[&j,deg,dl,dz] = min{F[i,j,deg,d’,,di],MF[i,j,deg,dl - l,dl - 11, 
MQkLdeg,dl,dz - ll,MF[i,j,deg,dl - l,d21}, 
MMF[i,j,deg,dl,dz] = min{MMF[i,j, deg,dl - l,d2],F[i,j, deg,d,,d2]}, 
MFF[I’,j, deg,dl,dZ] = min{MFF[i,j, deg,dl,dZ - l],F[i,j,deg,d,,d2]}. 
Lemma 2. 
Qi,j,deg,dl,&l = min 
IE V s.t. d:+delay( j,l)=d, 
D[idey, 1, d’, , d;] + cost(j, 2). 
dry(i) deg(i) 
D[i,j,dl,dd = yn ~3 
iC 
deg(i) 
C MF[ki,deg,dl,&l 
deg=l 1 
+ MMF[i,j,k,dl,dz] - MF[i,j,l,dl,dz 
- MF[i,j,k,dl,&l 
1 + MFF[i,j, 1, dl, d21 
(7) 
(8) 
(9) 
(10) 
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for i=l ton do 
for j= 1 to IV] do 
for d, = 0 to MAX do 
for d2 = 0 to MAX do 
begin 
for deg = 1 to i(rley) do 
compute F[i,j,deg,dl,dI] as in (10). 
compute MFEi,j, deg, dt, dzl, MMF[i, _i,dq, dl, 4, 
and MFF[i,,j,deg,dl,dJ as in (7-9). 
compute D[i,j,dt ,dJ as in (11). 
end 
Select the smallest D[l,s,dl,d2] for any d, and d2 with Id\ - dll<c5 
for the specified 6. 
end. 
Fig. 3. Algorithm 2: the algorithm for bounded delay variation 
Proof. Note that, D[i+ l,d’,,di] is the cost of the subtree rooted at &, such that 
1 E v is assigned to &,, the shortest delay of the subtree is d{ and the longest delay 
of the subtree is d;. If we assign node j E V to i, the cost of edge (i, idea) is c(i, 1). 
Thus, D[&,, l,d{,dk] + c(j, 1) is the cost of the component T(i,deg) such that i is 
assigned j E V and i,l,, is assigned 1 E V. To get F[i, j, deg, dl,d2], we have to select 
all possible 1 E V such that d’, + delay(j, I) = dl and dl, + delay(j, 1) = di in Eq. (10). 
Eq. (11) comes from the observation that D[i,j,dl,d~] equals to the total cost of 
the deg(i) components T(i, 1 ), T(i, 2) _ . ., T(i, deg(i)). Moreover, we have to make 
sure that the shortest and longest delays of all those deg(i) components must be within 
the range [dl,dz], there exists at least one of the components whose shortest delay 
is exactly dl and there exists at least one of the components whose longest delay is 
exactly dl. 0 
From Lemma 2 and Eqs. (7)-(9) we can compute the D[i,j,dl, dz]‘s bottom up and 
select the smallest D[ l,j,dl,dz] for each dl and d2 among all j’s. The complete algo- 
rithm is in Fig. 3. The computation for each F[i,j,deg,dl, d2] requires O/VI) time. The 
computation for each MF[i,j,deg,dl,d2], MMF[i,j,deg,d~ ,d2] , or A4FF[i,,j, deg,d,,dI] 
requires 0( 1) time. The computation for each D[i,j,dl, d2] requires 0(d3) time. Thus 
the total running time of the algorithm is O(nIVIMAX2(dlV + d3)). This is again a 
pseudo-polynomial time algorithm. 
2.3. Average Delay 
The average time-delay constraints is defined as follows: 
AveDeluy(T) = & &d(s,u). (12) 
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For simplity, we compute the total delay 
Total(T) = c d(s, u). 
UED 
(13) 
Let D’[i,j,d] be the minimum cost of subtree rooted at i such that j E V is assigned 
to node i and the total delay of the subtree is d. The computation of D’[i,j,d] seems 
to be difficult, especially, when the degree of the tree is unbounded, since it requires 
the information of all i’s children. In order to avoid trying all combinations, we define 
some auxiliary variables. Let F’[i,j,d,deg] be the minimum cost of f[i,deg], the sub- 
component rooted at i which contains the deg subtrees rooted at the first deg children 
of i, such that the total delay is d. (See Fig. 1 (b).) Let G[i,j,d,deg] be the minimum 
cost of T(i,deg), the sub-component rooted at i which contains the subtree rooted 
at the idCcl-th child of i such that the total delay is d. (See Fig. 1 (a).) Obviously, 
d[i,j,d] = F[i,j,d,deg(i)]. 
Lemma 3. 
G[i,j, d, deg] = min 
IE v s.t. {D’[ideq, 1,d’l + co.Qti, I>>, 
d=d’+d&y(j,l) x counf[i~~,~] 
lvhere count[id,,] is the number of leaves in the subtree rooted ut i,tC,,. 
F’[i,j,d, l] = G[i,j,d, 11. 
(14) 
(15) 
F’[i,j,d,deg] = yF{F”[i,j,d,,deg - l] + G[i,j,d - dl,deg]}. (16) 
Proof. D’[i&g, l,d’] is the minimum cost of subtree rooted at i&, such that 1 E V 
is assigned to i,t,, and the total delay is d’. D’[i&, I, d’] + c(j, 1) is the cost of the 
component T(i,deg) such that i is assigned j E V , i&y is assigned 1 E V and the total 
delay is d’ + delay(j, 1) x count[i&]. To get G[i, j,d,deg], we have to select all the 
possible 1 E V such that d = d’ + delay(j, 1) x count[i&] in Eq. (14). 
Eq. (15) comes from the definitions. 
F’[i,,j,dl, deg - l] is the minimum cost of ?‘[i,deg - l] such that the total delay is 
dl. F’[i,j,dl,deg - l] + G[i,j,d - dl,deg] is the cost of f[i,deg] such that the total 
delay for f[i, deg- l] is dl and the total delay for f[i,deg] is d. To get F’[i, j,dl,deg], 
we have to try all dl <d in (16). 0 
Again, Lemma 3 allows us to do the computation bottom up. The algorithm is 
given in Fig. 4. The computation of G[i, j,d,deg] in (14), and F’[i, j,d,deg] in 
(16) need 0( ( VI) and O(MAX) time, respectively. Thus, the total time required is 
0( / V InMAX(d( V ( + MAX)), where d is the degree of the tree. 
2.4. NP-hardness of the three variutions 
The algorithms designed in the above three subsections are pseudo-polynomial time 
algorithm. In this section, we show that the three versions are in fact NP-hard. 
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for i = 1 to n do 
for j= 1 to IVJ do 
for d = 0 to MAX do 
begin 
for dey = 1 to i(deg) do 
compute G[i,j, d, deg] as in (14). 
assign G[i,j,d, l] to F’[i,j,d, I] as in (15). 
compute F’[i,j,d,deg] as in (16). 
assign F’[i,j,d,deg(i)] to d[i,j,d]. 
end 
output D[ 1, s, d] for a specified d. 
end. 
Fig. 4. Algorithm 3: the algorithm for average/total delay constraint. 
mo*o 
S --I 
Fig. 5. The given fixed topology T’ 
Theorem 4. Fixed topology Steiner tree problem under the three constraints, bounded 
longest delay, bounded delay variation, and average delay, is NP-hard. 
Proof. The construction is from the shortest weight-constrained path problem, which 
is NP-hard [3]. The problem is as follows: 
Shortest Weight-constrained Path Problem (SWP) 
Instance: Graph G = (V,E), costc(e) E Z+ and weight w(e) E Z+ for each e E E, 
specified vertices s, t E V, positive integers K, and W. 
Question: Is there a simple path in G from s to t with total weight W or less and 
total cost K or less? 
First, we give a construction for longest delay. Note that the solution (path) of an 
instance of S WP could contain 2, 3, . . ., 1 VI nodes. Correspondingly, we give 1 VI - 1 
topologies T2, T3,. . . , Tl”l as shown in Fig 5. Each T’ is a chain with the two ends 
assigned s and t, respectively. It is easy to see that if for some T’ there is a solution 
with cost K and weight W, then there is a solution for SWP with cost K and weight W. 
Again, it is easy to see that the construction works for the other two versions. 0 
3. Spanning forests with bandwidth constraints 
In multicast routing, there are two types of constraints: delay related constraints 
and bandwidth related constraints. Given a graph G = (V, E), each edge e E E has a 
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Fig. 6. (a) The graph. (b) The first few spanning trees. (c) The 4th spanning tree. (d) The 5th spanning 
tree. 
positive costc(e) and a bandwidth b(e). In group communication, each group member 
can be a multicast source as well as a destination. Routing for group communication is 
to find a set of routing trees, one for each group member so that each member can use 
its routing tree to multicast messages. In general, we are given a group of processes 
D C V and the bandwidth requirement of the group connection B, the problem is to 
find a set of routing trees R = {T,, Tz,. . . , Tpl}, one Ti for each Ui E D, the total 
bandwidth used for edge e is at most b(e), and the total cost of the trees in R is 
minimized. The general problem is too hard to try. In this paper, we consider a special 
case, where D = V. In this case, we want to find a set of spanning trees instead. We 
call this problem the spanning forest problem. 
Now, let us consider the computation of the spanning forest problem. At the first 
glance, one may think this problem is very simple. One may compute the set of 
spanning trees one by one using the standard greedy algorithm [l], each time a spanning 
tree is constructed, the bandwidth of every edge can be modified accordingly and the 
next spanning tree can be constructed from the modified graph until ID( spanning 
trees are obtained. We can show that the above method does not work. Consider the 
following example. 
Example 1. Let G = (V,E), where V = {v1,v~,v3,v4,us} and E = {(v1,v2), (u2,v3), 
(v~,v~),(vI,v~), (v~,vs),(u~, 05)). The costs of the edges are shown in Fig. 6 (a). The 
bandwidth constraints are 5 for edges with cost 2 and 4 for edges with cost 1. Then 
the first 4 minimum spanning trees created by the above method are shown in Fig. 6 
(b). The modified graph after the construction of the first 4 minimum spanning trees is 
not connected. Thus, we can not construct the 5th spanning tree. However, the optimal 
solution is that the first 3 spanning trees are as in Fig. 6 (b), and the 4th and the 5th 
spanning trees are shown as in Fig. 6 (c) and (d), respectively. 
The basic idea of our algorithm is also the greedy strategy. Without loss of generality, 
we assume that b(e)3B for each edge e E E. (Otherwise, we can delete edge e with 
b(e) f B.) At the beginning, each Ti E R contains no edge. We sort the edges in E 
with their costc(e). We will select the edge e with the smallest cost and try to add it 
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Fig. 7. (a) TI. (b) T?. (c) Modified Ti. (d) Modified T2. 
to some K t R. If we are successful, we modify the bandwidth of e as follows: 
b(e) = b(e) - B. (17) 
If we cannot add the edge to R, we then consider the next edge. It seems that our 
algorithm is almost the same as that for minimum spanning tree problem. However, 
deciding whether an edge e can be add to R is quite different. 
One may think that we can simply try to add e to every c E R and if there is 
a cycle after adding e to Ti we should try Ti+l until all trees in R are eliminated. 
However, if we do so, we may not be able to get the optimal solution. Consider the 
following example. 
Example 2. Suppose that the graph contains 5 nodes. At some stage, Ti and T2 contain 
the edges shown in Fig. 7 (a) and (b). If we add edge (a,b) to TI and T2, there are 
cycles in both cases. However, we can still add (a,b) to the forest without creating 
any cycle. The way is to add (a,b) to Ti and move (a,e) in Tl to T2. In this way, 
we can get two trees as shown in Fig. 7 (c) and (d). 
Example 2 hints us to use the following function (See Fig. 8.) to decide whether 
an edge can be added to the forest R. For simplity, we treat E as a multiset. That is 
e E E with bandwidth constraint b(e) appears min{n, [b(e)/Bj} times. 
We can use the disjoint-set data structure [l] to test if a cycle exists in constant 
time. Obviously, each edge in R can be marked once. Thus, function f() is called at 
most O(CjE\ JTjI) times, which is bounded by 0(n2). Therefore, the running time of 
f() is 0(n2). 
Now, we give our algorithm for spanning forest problem in Fig. 9. Each edge in 
E may appear in R at most IZ times. Thus, we have to call f() at most IEln times. 
Therefore, the running time of Algorithm 3 is 0(IEJn3). 
Theorem 5. Algorithm 3 is correct. 
Proof. First, we will show the following claim. 
Claim 6. Let T, and Tz be spanning trees. [f‘e E TI and e 6 Tz, there exists an edge 
e’ in Tz such that TI U {e’} - {e} and Tz U {e} - {e’} ure both trees. 
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Function f( TI, Tz, . ..T., e) 
1. foreach TiERdo 
2. add e to T, 
3. if there is no cycle then exit with success 
4. else 
5 for all the cycles created by adding e do 
6 for every unmarked edge e’ in the cycles do 
7. begin 
8. mark e’ 
9. suppose e’ is from Ti 
10. set 7; = I; U {e} - {e’} 
11. call f(Tr, Tz,...T,,e’) 
12. end 
13. return: e can not be added. 
end. 
Fig. 8. Function ,f() that decides if e can be added to R. 
1. set T; = for i= 1,2 ,..., IZ 
2. set count = 0; 
3. sort the edges in E in the increasing order based on their cost c(e). 
4. for every edge e in E with the smallest cost first 
5. cullf(T1, T2, . ..T.,e) 
6. if f() is successful then 
7. count = count + 1 
8. b(e) = b(e) -B 
9. if count = n(n - 1) then output a spanning forest 
10. else there does not exist any spanning forest 
end. 
Fig. 9. Algorithm 3: The algorithm for the spanning forest problem. 
Proof. Suppose e = (u, u). Deleting e from Tr divides T1 into two components A and 
B. Adding e to T, creates a cycle C. Since C contains the nodes u and v, there exists 
an edge in C - {e} whose one end is in A and another end is in B. Denote this edge 
as e’, we know that both TI U {e’} - {e} and T2 U {e} - {e’} are trees. q 
Let R = { TI, T2, . . . . Tn} be an optimal solution and R’ = { Ti, Ti, . . . . T,‘} be the solution 
produced by Algorithm 3. Note that an edge may appear more than once in R or R’. 
We give each occurrence of an edge a unique name. Let edge(R) and edge(R’) be the 
sets of all (occurrences of) edges in the trees in R and R’, respectively. If an edge 
appears x times in R and y times in R’, edge(R) and edge(R’) have min{x, y} names 
in common for the edge. 
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Claim 7. The edges in R ccnd R’ cun be re-arranged into n trees each such that fbr 
each (occurrence of) edge e if e is in edge(R) n edge(R’), e must be in both T, and 
q’ for some i. 
Proof. Suppose that e is in 7; and e is in 7” for some j # i. By Claim 6, one can 
switch e with an edge e’ in T,’ so that the new T/ contains e. 0 
Now, we want to show that we can modify R into R’ without increasing the cost. 
Let e be an (occurrence of) edge with the smallest cost such that e E edge(R’) and 
e @ edge(R). Without loss of generality, assume that e E r: and e @ Ti. From Claim 7, 
e # Tj for any Tj E R. (Notice that each occurrence of an edge has its unique name.) 
Adding e to K, we have a cycle C. Obviously, there exists an edge e’ in C - {e} 
which is not in T/. From Algorithm 3, c(e’) >c(e). Thus, we can substitute e’ in T, 
with e without increasing the cost. Now, R and R’ have one more (occurrence of) edge 
in common. We repeat the process until R and R’ are identical. 0 
4. Remarks 
It is interesting to study the directed case for the spanning forest problem. 
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