INTRODUCTION
The neurophysiological approach, using extracellular intracortical microelectrodes to record neuronal activity within the brain of behaving primates (see Box 1), has been used to ask two major questions about bimanual coordination. The first is "what part of the brain is responsible for bimanual coordination?" To answer this question, researchers have sought modulation of neural activity that is specific to bimanual movements, and considered this to be evidence that the neurons generating the modulated activity are involved in bimanual coordination. The stronger the modulation, the stronger the evidence is considered to be. If one region of the brain shows modulation specific to bimanual movements and another region does not show such modulation, this is considered evidence that the first area is involved in bimanual coordination and the second area is not. Of course, the logic of this approach is relatively weak, and so such evidence will not be considered ultimately conclusive without converging evidence from lesion studies, stimulation studies, or anatomical studies.
The second question is "how is bimanual coordination achieved?" To answer this question, it is not enough to find neurons whose activity is modulated during bimanual movements. One must discover which parameters of neuronal activity are modulated, and then relate this modulation to parameters of the movement. For instance, it has been suggested that temporal correlation between the activity of different neurons may serve to bind the activity of different neurons together. One may similarly hypothesize that correlations between neurons in different cortical hemispheres bind the actions of the limbs to produce bimanual coordination.
While current research has not provided full answers to either of these questions, this chapter will summarize the current partial answers to each of the two questions in turn.
Our focus is on behaving primate neurophysiology, but we will briefly review other relevant literature. For a more extensive discussion of findings from other techniques, the readers are referred to the other chapters of this book, especially the chapter on imaging by Wenderoth et al.
WHICH BRAIN AREAS ARE INVOLVED IN BIMANUAL COORDINATION?
Early electrophysiological research focused on the supplementary motor area (SMA, see box 2) -located in the medial aspect of the frontal cortexas a strong candidate for mediating bimanual coordination. This focus grew out of early clinical reports of bimanual deficits following lesions of medial frontal cortex (for review see Brust, 1996) and an influential study of bimanual deficits following similar, controlled, lesions in primates (Brinkman, 1984) . Furthermore, the SMA possesses dense interhemispheric connections that could facilitate interactions between the activities of neurons controlling both arms , Wiesendanger et al., 1996 . EEG (Lang et al., 1990) and imaging studies have shown that the SMA of humans is activated during interlimb coordination. Since bimanual coordination is a complex task especially refined in primates and higher motor cortical areas are particularly evolved in primates, it seems natural to assume that higher motor cortical areas are involved in this task in bimanual coordination.
In the first effort to test this hypothesis electrophysiologically, a monkey was trained to press buttons with the fingers of either hand separately or both hands together (Tanji et al., 1988) . A large fraction of neurons in SMA were active during the bimanual movements and not during movements of either hand separately, suggesting that there are some neurons that seem to be 'specific' for bimanual movements. Neuronal activity in SMA specific to bimanual movements has now been described by a number of groups using different tasks, although this specificity has been defined slightly differently by different groups. Donchin et al. (1998) used a task in which the monkey performed unimanual and bimanual movements involving the whole arm moving in different directions (Fig. 1) . These authors were not only interested in units exclusively activated during bimanual movements. Instead, they defined a 'bimanual specificity' index characterizing the extent to which bimanual activity could be explained by the activity of the neuron during unimanual movements. Figure 2 demonstrates this notion. The figure shows two examples of 'bimanual specific' units where the specificity arises either from increased activity or decreased activity during the bimanual movements. Donchin et al. (1998) reported that more than 50% of neurons in SMA showed bimanual specificity. In another task involving whole-arm movements, where the monkey was required to open a drawer with one hand and retrieve a raisin from it with the other hand, such bimanual specific SMA activity has also been described (Kermadi et al., 1998) , although a different study on the same task reported that only a small percentage of neurons was exclusively activated during bimanual movements . The drawer pulling task is particularly interesting because the monkey performs it naturally and interlimb synchronization is achieved without specific training . In the tasks used by and Tanji (1988) , extensive training was required before the monkeys could perform the required movements simultaneously. It is possible, even likely, that this training had an effect on the neural activity. A bimanual reaching task for primates. The monkey controls two cursors (black crosses) on a computer monitor using two manipulanda. The task is to move the two cursors simultaneously from central origins (red and green central circles) to peripheral targets (lighter circles, red targets for the left hand, green targets for the right hand). The choice of targets allowed for movements of the two hands in the same direction or in different directions.
Despite these encouraging single-unit studies, a number of attempts to replicate the human bimanual deficits after SMA lesion in monkeys have failed (Kazennikov et al.,1998 . One possibility is that studies of human lesions involved damage to areas beyond the SMA. Indeed, even in the experimental lesions in monkeys it is possible that damage extended beyond the SMA and spread into additional areas. It may be possible, therefore, that SMA is not the only area involved in bimanual coordination, and a more widely distributed network, involving multiple cortical and subcortical areas, is involved in this task. This picture is also compatible with recent imaging work on human subjects (see chapter of Wenderoth et al. in this book). In the following section, we will review the electrophysiological evidence supporting this hypothesis. In contrast to the secondary motor cortical areas, the primary motor cortex (MI, see box 2) was long seen as a relatively simple structure containing essentially 'upper motor neurons' that directly control the muscles. In this view, it was assumed that MI in each hemisphere was responsible for controlling the movements of the contralateral limb. Despite this long standing understanding, every single unit study of MI since 1966 (Evarts, 1966) has reported that a significant proportion of the neurons in each hemisphere are activated during movements of the ipsilateral arm (e.g.: Tanji et al., 1988 , 2002 , Kermadi et al., 1998 , Cisek et al., 2003 . One study has even suggested that there is a specific region of MI which has an especially dense representation of the ipsilateral hand (Aizawa, 1990) . However, this finding has yet to be replicated and most researchers report a mixture of ipsilaterally and contralaterally activated neurons all over MI. It is worth noting, however, that many studies used whole arm movements, while the Aizawa (1990) study used movements of the hand and fingers. Perhaps distal and proximal representations of the ipsilateral limb are organized differently. Indeed, whole arm studies finding ipsilateral activation in MI must contend with the possibility that these findings are tainted by postural adjustments or spurious contralateral activation (Cisek et al., 2003) and the ipsilateral activation during distal movements in the Aizawa study could be considered more compelling evidence of an ipsilateral representation in MI.
A few studies compared the extent of bilateral activation in MI and SMA, but the results of these comparisons have been inconclusive. Some studies have reported that SMA has more neurons related to ipsilateral movements (Tanji, 1988; Wiesendanger, 1996) while others have reported a similar percentage in the two areas , Kermadi et al., 1998 . Thus, while it is not clear whether the SMA is more ipsilaterally activated than MI, the single unit studies do seem to indicate that MI plays some role in the generation of ipsilateral movements. This idea has also found support in human subjects, as reviewed by Chen et al. (1997) . To summarize this evidence briefly, fMRI confirms ipsilateral activation of MI in humans for movements of the elbow, wrist and fingers (Alkadhi et al., 2002) , strokes or trans-magentic stimulation (TMS) induced inactivation of MI cause deficits in interlimb coordination on the ipsilateral side of the lesion (Debaere et al., 2001b , Chen et al., 1997 , and TMS-induced activation of MI causes ipsilateral muscle activation (Wassermann et al., 1994) .
If each MI can be activated during movements of both arms, it seems possible that this area may also be involved in bimanual coordination. While an early study reported that bimanual specific units were restricted to the SMA (Tanji, 1988) , more recent studies found bimanual specific units in similar quantities in both MI and SMA Donchin et al., 2002; Kermadi et al., 1998) . Also, local field potential amplitude in bimanual movements was increased compared to unimanual movements in both SMA and MI ). These more recent findings indicate that MI may well be part of a network participating in bimanual control. The differences between these latter results and those of Tanji (1988) could arise for a number of reasons. The most probable, it seems, is that MI is involved in bimanual coordination in certain tasks but not in others. The task used by Tanji (1988) required only small movements of the fingers, while the tasks used by and Kermadi (1998) involved larger, whole limb movements. Maybe MI plays a larger role in ipsilateral movements of the whole limb than in ipsilateral movements of the fingers (Brinkman and Kuypers, 1973) , and perhaps this distinction extends to bimanual movements as well. It is also possible that postural adjustments or uncontrolled changes in the way movements the component unimanual movements are performed occur more frequently with proximal movements. These may lead to an appearance of bimanual specific activity (Kazenikov et al., 1999) . Donchin et al. (2002) addressed this possibility directly, performing a number of statistical analyses to test whether differences in movement details might explain the difference between unimanual and bimanual neural activation. Their conclusion was that differences in the movements could not explain the bimanual activations. On the basis of these results, it seems safe to assume that bimanual specific activity in MI reflects neuronal processes that are specifically related to bimanual coordination. A replication of these results by other groups and an adaptation of the methods to different bimanual tasks would help to further prove this point.
However, other cortical areas may also play a role in bimanual coordination. For instance, we suggested that early lesion results implicating SMA in bimanual coordination may have arisen because of additional damage to neighboring cortical areas. These neighboring areas in medial and frontal cortex may thus be implicated in bimanual control. Indeed, lesions involving the cingulate cortex do result in bimanual deficits (Stephan et al., 1999) . Further, the single-unit study of Kermadi et al. (2000) found substantial bimanual-specific activity also in the cingulate cortex (see box 2). fMRI has also quite recently shown bimanual activation of cingulate cortex in humans (Immisch et al., 2001 ).
In addition, the study of Kermadi et al. (2000) also reported bimanual specific activity in the dorsal premotor cortex (see box 2), an area where Tanji (1988) had previously shown that cells specifically responded to bilateral finger movements. This area has also been implicated in human studies. For example, a PET study (Sadato et al., 1997) showed activity in this area that seemed related to the complexity of the bimanual synergy. Similarly, lesions involving the dorsal premotor cortex lead to deficits in bimanual rhythm production (Halsband et al., 1993) . Kermadi et al. (2000) also showed bimanual specific activity is the posterior parietal cortex (see box 2), an area that had been previously unexplored using electrophysiology and bimanual tasks. Again, this is consistent with data in humans where posterior parietal cortex of humans is activated during bimanual movements (Nair et al., 2003) , and damage to the parietal cortex of humans impairs bimanual coordination (Serrien et al., 2001) . While posterior parietal is classically considered the home of the visual associative areas, its relation to eye-hand coordination and reaching movements (e.g., Batista et al., 1999) seem to indicate that it plays a role in motor function as well.
There is also the possibility that subcortical structures may be involved in bimanual coordination. For instance, patients suffering from diseases originating from the basal ganglia (see box 2), such as those with Parkinson's disease (Johnson et al., 1998 , Van den Berg et al., 2000 and Huntington's disease (eg., Johnson et al., 2000) show deficits in bimanual coordination. This has lead to the suggestion that the basal ganglia are involved in bimanual coordination. However, the output of the basal ganglia indirectly also affects, through thalamocortical loops, a number of cortical areas, including M1 and premotor cortex, and has especially heavy projections to the SMA. Therefore, deficits observed may be an indirect effect caused by disruption of the cortical network. Recent evidence of single unit activity specific to bimanual movements (Orlov et al., 1999; Wannier et al., 2002 ) might be considered a more direct indication the the basal ganglia play a role in the coordination of bimanual movements. Additionally, because neurosurgical techniques are often used to treat Parkinson's, electrophysiological evidence from human beings is also available. In humans, the amplitude of oscillatory activity in the globus pallidum (the output nucleus of the basal ganglia) is strongly correlated with bimanual task duration . This convergent evidence from monkey and human studies strongly suggests that the basal ganglia play a role in bimanual coordination.
The cerebellum (see box 2) is another motor control area that should be considered a potential candidate for involvement in bimanual control. Cerebellar injury in humans has been shown to result in deficits in bimanual coordination (Brown et al., 1993; Serrien & Wiesendanger, 2000) , and recent imaging studies revealed an activation of the cerebellum during bimanual movements (eg., Tracy et al., 2001 , for more references, see the chapter of Wenderoth et al. in this book). However, we are not aware of any single unit experiments that test for a cerebellar role in bimanual coordination.
Finally, its clear involvement in the bilateral control of gait (see the chapters of Dietz et al. in this book) makes the spinal cord (see box 2) an area that might well have a role during voluntary bimanual movements. However, techniques for spinal cord single unit recording in awake behaving primates have only recently been developed (Prut and Fetz, 1999) , and data about non-locomotor bimanual activations in primates are still missing.
Taken together, the above mentioned evidence seems to indicate that coding of bimanual movements is most probably not accomplished by a single structure, but by a distributed network of cortical and subcortical regions (Swinnen, 2002 ). This assumption is also supported by imaging studies in human subjects showing widespread bimanual related activation. Such a multi-level organization also offers the possibility of some functional specialization, i.e. that certain aspects of bimanual interactions and bimanual control are dealt with in certain areas. Researchers have yet to compare different bimanual tasks in single unit studies, but this may well be the key to sorting out the functional roles of the different areas implicated in bimanual control.
POSSIBLE NEURONAL MECHANISMS OF BIMANUAL COORDINATION
The movements of the two hands couple spontaneously. This constrains bimanual behavior by making some forms of bimanual coordination easier than others (see the chapters of Heuer & Spijkers, and Ivry et al. in this book). With training, spontaneous coupling can be partially overcome, and a wider bimanual behavioral repertoire can develop. What are the neurophysiological mechanisms underlying the spontaneous coupling, and how is it regulated in a task-dependent way? While there are a number of possibilities, we explore the hypothesis that interhemispheric interactions through the corpus callosum (see box 2) are at the root of at least some aspects of bimanual coupling, and, further, that modulating these interactions enables different modes of bimanual coordination. This hypothesis is supported by reported abnormalities of bimanual coordination in patients with impaired callosal function. Abnormalities caused by callosal section have been clearest in spatial coordination (Preilowski 1972 , Tuller & Kelso 1989 , Franz et al., 1996 , Eliassen et al., 1999 , Stephan et al., 1999 , but there have also been reports of deficits in temporal coupling, as well (Eliassen et al., 2000 , Kennerley et al., 2002 . Also, an intact corpus callosum seems to be necessary to acquire new bimanual skills (Franz et al., 2000) . A recent EEG study on human subjects has provided a functional explanation for this finding. Andres et al. (1999) have suggested that the interhemispheric communication through the corpus callosum may be reflected in correlations between the activities of the two hemispheres. They investigated learning in a task that required fusion of two unimanually learned sequences into a bimanual one. They found that during the initial learning process, interhemispheric task-related coherence of sensorimotor cortices transiently increased and decreased again when learning was complete. Thus, the the corpus callosum may mediate interhemispheric communication necessary for bimanual learning.
The hypothesis is also supported by recent electrophysiological evidence. Cardoso de Oliveira et al (2001) recorded simultaneously from multiple electrodes in the primary motor cortex of both hemispheres of monkeys performing bimanual and unimanual whole-arm reaching movements (Fig.  3) . The bimanual reaching movements were either symmetric -both hands moving the same distance in the same direction -or unsymmetric -different distances or different directions of movement. The study analyzed synchronization of the local field potential (LFP, Box 1) on electrodes within the same hemisphere and in both hemispheres. Frequently, interhemispheric correlation increased for LFPs when the monkey was beginning a movement. Most interestingly, these increases were stronger for symmetric movements than for unsymmetric or unimanual movements. These stronger increases in interhemispheric interactions during symmetric bimanual movements coincided with higher correlations of movement velocities in the symmetric movements. Thus, interactions between the hemispheres may directly contribute to the coupling between the arms. EEG studies in humans support the notion that interhemispheric synchronization may have some direct connection to bimanual performance. Serrien & Brown (2002) showed for cyclical movements that increasing cycling frequency induces a progressive decrease in bimanual coupling. They found that this decrease in bimanual coupling was accompanied by decreased task-related interhemispheric coherence between the sensorimotor cortices. Furthermore, when subjects learn to move the arms at different frequencies, the ability to decouple the arms correlated with decreased task-related interhemispheric coherence in sensorimotor and midline cortical areas .
So, Physiological evidence suggests that temporal synchronization of activity in the cortical hemispheres functions to bind the movements of the two arms. This idea is similar to the binding hypothesis proposed for resolving ambiguities in visual scenes (see box 4). The hypothesis suggests that neuronal assemblies exploit the temporal relations between neuronal activities as a coding dimension that can be used in addition to and in parallel with the firing rates of individual neurons. Here, however, it is the different components of the movement that are being bound together rather than the objects in the visual field. Indeed, one of the compelling aspects of the recent findings is that they suggest that sensory and motor areas of cortex rely on similar mechanisms to solve different problems. This is intuitively appealing because researchers have long believed that the similarity of circuitry across all cortical areas must be related to functional similarities between different regions that are related to very different parts of the system.
Is it possible that bimanual coordination is reflected both in the bimanual specific changes in single unit firing rate and in temporal coupling? Since a temporal code and a firing rate code rely on independent dimensions of neuronal activity, it seems possible that reasonable that the two could coexist (Riehle et al., 1997) . It remains to be seen whether the synchronization and the bimanual specific activity code different aspects of bimanual coordination, or whether they are redundant. Both the bimanual specific activity and neural representations of the movements of each arm seem to rely on firing rate. Does this lead to a problem in coding the individual movements of each arm? Steinberg et al (2002) found that the bimanual specific changes in firing rate do not prevent the two hemispheres from successfully using a rate coding strategy to represent the directions of movement for both arms simultaneously. That is, it is possible for population vectors computed from the two hemispheres to produce good predictions of symmetric and unsymmetric bimanual movements as well as unimanual movements all using a single code (Steinberg et al., 2002, box 3, Fig. 4 ). Thus, it is possible for the rate changes to exist, without compromising a rate coding strategy for direction of movement. An alternative is that the bimanual specific changes in rate are a reflection, on the single unit level, of the changes necessary to produce interhemispheric synchronization at the network level. This possibility remains to be explored as multiple electrode recording techniques make it possible to include increasingly large numbers of neurons and, thus, characterize the single unit behavior and the network behavior simultaneously. 
CAN STUDIES ON NON-HUMAN PRIMATES TEACH US ABOUT THE MECHANISMS OF BIMANUAL COORDINATION IN HUMANS?
Electrophysiological techniques in monkeys are a sort of 'gold standard' in understanding the functional role of neural activity. However, it is important to ask whether the behavior in question is the same in monkeys and humans. Can we draw inferences from the studies reviewed here about bimanual coordination in humans? It is certainly possible that the mechanisms through which monkeys coordinate their limbs are different from ours. There are a number of reasons to think this might be the case.
Perhaps the most striking of these reasons is that motor control in humans seems to be significantly more lateralized than it is in monkeys. While individual monkeys may have hand preferences for specific tasks, these preferences do not seem to be as strong as they are in humans (Ettlinger, 1988 , MacNeilage et al., 1987 , Westergaard et al., 2000 , and species-wide lateralization in monkeys still has not been conclusively demonstrated despite numerous efforts to do so (Hopkins et al., 1992 , Rigamonti et al. 1998 , Westergaard et al., 2001 . This difference in laterality is not the only reason to assume that bimanual coordination may be different in monkeys and humans. It also seems that biomechanical differences in the upper limbs (Christel & Billard, 2002) and also differences in typical body posture (Westergaard et al., 1998) can result in differences in motor coordination in general. Furthermore, particularly with control of the distal musculature, humans are capable of more precise voluntary control over individual muscles than monkeys. Again, this could play a critical role in the mechanisms of coordination.
There is another difficulty in comparing electrophysiological experiments in monkeys to data collected from human subjects. Electrophysiology is almost exclusively done on over-trained monkeys while human subjects are usually only tested once. Over-training is used in monkey experiments in order to facilitate stable behavioral conditions for the days and months of data collection. Humans are only tested once for almost exactly the same reason: to prevent learning on one day from influencing behavior on the next. Gribova et al. (2002) have, in fact, demonstrated subtle differences in motor performance in overtrained monkeys as compared to naïve human subjects: while in humans bimanual movements took more time than unimanual ones, movement times of bimanual movements in monkeys were even shorter than unimanual ones. There is mounting evidence that training has profound effects on the motor system (Karni, 1998 , Rioult-Pedotti, 2000 . Thus, one might suspect that over-training could influence the mechanisms of bimanual coupling and coordination, leading to difficulties interpreting the physiological findings. This possibility has to be taken into account while trying to extrapolate from electrophysiological recordings in monkeys during a bimanual activity to the neuronal basis of the same behavior in man.
On the other hand, recent studies that compared the performances of humans and monkeys in the same task have revealed considerable similarities. Basic psychophysics of bimanual coordination can be replicated in monkeys, at least for arm movements. Thus, monkeys show the same temporal and spatial bimanual binding that people do. For instance, natural movements like opening a drawer and reaching into to it in order to retrieve a reward have some markedly similar properties in monkeys and humans (Kazennikov et al., 2002 , Perrig et al., 1999 . In both monkeys and humans, there is significant trial-to-trial variability in the timing of the movements, but specific points of the movement (such as the end of the drawer pull and the end of the reach towards the drawer) are always highly synchronized. These points of natural synchronization are preserved across species.
In a more structured reaching task, another study compared temporal aspects of bimanual coupling in monkeys and humans and also found marked similarities . It was found that, in both monkeys and humans, reaction times in bimanual movements were not longer than the reaction times for the slower arm in unimanual movements. In both species, movement initiation was highly correlated between the arms, but temporal correlation progressively declined after movement initiation. These behavioral findings seemed to be a manifestation of observable neural processes in the monkey. For instance, decorrelation of movements over time was reflected in a net decorrelation of the neuronal population activity in MI and SMA. Such a similarity between inter-manual coupling and activity coupling in the two hemispheres was also observed in humans. Serrien & Brown (2002) found that, in a cyclic task, progressive deterioration of coupling between the arms with increasing cycling frequency was related to decreasing task-related coherence between the primary sensorimotor cortices. Furthermore, during learning of a cyclical task in which the hands had to be moved at different frequencies, taskrelated coherence between the primary sensorimotor and midline areas decreased, while coupling between the arms also continuously decreased. Thus, it seems that, while monkeys' bimanual coordination is probably not identical to human bimanual coordination, it is also not completely different. The use of converging evidence is probably the best way to determine which findings are relevant to both species and which are not.
SUMMARY
To summarize, the last years have revealed many details about the electrophysiological basis of bimanual coordination. Bimanual specific activity has been found in a number of cortical and also subcortical areas, suggesting that a widespread network of multiple brain areas is involved in this task. Future research will have to clarify whether different areas control different aspects of bimanual coordination. Convergent evidence from monkey and man supports the idea that the interactions between the movements of the two arms may employ temporal interactions between the hemispheres of motor cortex. Although species-specific differences may exist between human and non-human primates, electrophysiological studies in monkeys may offer insight into the neuronal basis of bimanual coordination in humans.
Box 1: Intracortical electrode recording techniques
Thin, sharp metal electrodes are introduced through a small hole made in the skull of the animal. These electrodes are insulated along their shafts, usually with either glass or enamel, leaving only the tip exposed. The electrodes are not used to penetrate neurons. Instead, they record extracellular voltage changes, referenced to a ground electrode usually attached to the animals skull.
These voltage changes are caused by currents into or out of neurons that arise during both synaptic activation and action potentials. Synaptic activation produces a much slower signal than action potentials, so the two components of the signal can be separated by appropriate filtering. The local field potential (LFP) is acquired by filtering the signal from 1-140 Hz, and is thought to reflect primarily synaptic activity. The spiking activity is usually filtered from 300-10,000 Hz. Typically, an electrode is only sensitive to neurons in a volume of about 0.5 -1 mm 3 near its tip. This may include many neurons, and so the spiking activity recorded from a single electrode is usually called multi unit activity (MUA). However, the shape of extracellularly recorded action potentials depends on the size and distance of the recorded cell, so spike shapes and amplitudes from different cells can be isolated (see blue and green spike shapes) and the activity of individual neurons recorded, resulting in so-called single unit activity (SUA). All data generated by simulation. 
CBL
Motor Cortex (MI): Also called primary motor cortex because it is the main cortical area directly controlling movements. Damage to this area induces paralysis or paresis of the affected body part. MI, like other motor cortical areas, has a topographic representation of the body. In MI, electrical stimulation at very low thresholds (5-10 µA) elicits muscle twitches or small movements in corresponding body parts. Neuronal activity in MI is closely related to the characteristics of upcoming movements.
Supplementary Motor Area (SMA): Supplementary motor area. Stimulation of this area also evokes movements, but higher thresholds are necessary (40-80 µA) and evoked movements are less consistent, and can also be multi-jointed or bilateral. Lesions of this area do not cause paresis, but frequently specific deficits in bimanual coordination have been described. The hypothesis that the SMA is involved in bimanual coordination is supported by dense interhemispheric connectivity. It has also been suggested that SMA is involved in self-generated movements and postural control (Weisendanger et al., 1996) . Cingulate Cortex (Cing): Cortical area that classically was considered to be part of the limbic system. Recent studies showed that neurons in this area also show clear movement-related activity (Dum & Strick, 2002) .
Dorsal Premotor Area (DPM:
Secondary motor area, with less dense direct corticospinal projections, and from which movements can be elicited only at high current intensities.
Parietal Cortex (PC):
Cortical area considered to belong to the associative visual cortex. Neurons in this area respond to stimuli that elicit movements. Lesions in this area produce deficits in controlling goal-directed movements under visual control.
Basal Ganglia (BG, not shown): Basal part of the forebrain subserving a complex set of limbic, cognitive and motor functions. Diseases affecting the basal ganglia cause a number of major motor disorders including Tourette syndrome, Parkinson's and Huntington's disease. The basal ganglia receive their input from the cortex and connected back to cortical areas through projections to the thalamus.
Corpus Callosum (CC):
Thick band of fibers connecting the two cortical hemispheres. Because each hemisphere reacts to and controls mainly the contralateral half of the body, severing these connections causes typical 'split-brain' syndromes, e.g., having trouble reaching with the left hand to an object presented in the right visual hemifield. Also, coordination between the two arms is altered.
Spinal Cord (not shown):
The nervous tissue within the spine contains all the neurons that have direct connections to muscles. No voluntary or reflexive movement is possible without the spinal cord or when the connection between the spinal cord and the muscles is severed (as, e.g, in the case of hemi-or tetraplegia). Spinal mechanisms are strongly implicated in interlimb coordination of gait for all species studied so far.
Cerebellum (CBL):
Large brain area overlying the brainstem. The cerebellum is known to mediate involuntary motor functions such as motor coordination and motor learning. Many studies have shown that the rate of action potentials per time unit (discharge rate) of single neurons in motor cortex is related to parameters of an upcoming movements, such as force, joint torque, direction, velocity and acceleration (e.g., Kakei et al., 1999) . The most extensively studied movement parameter, however, is movement direction. Neurons in motor cortex display typically a cosine shaped tuning to movement directions, with highest discharge rates at the preferred direction (PD) and lowest rates at the opposite direction. The movement direction of an upcoming movement can be inferred by the 'population vector' method (Georgopoulos et al., 1982) . To this end, the activities of single neurons are interpreted as vectors pointing into the preferred direction of each cell, with the length of each vector corresponding to the momentary discharge rate. The sum of all these vectors results in the population vector (PV) that points in the direction of the upcoming movement.
A. Dot diplays (plotted in the same way as in Fig. 2) show the activity of a model neuron during movements in 8 different directions, arrow magnitude shows mean activities for each direction, and the red arrow indicates the preferred direction. B. Directional tuning curve for the neuron in A. Green line: data from A, black line: fitted cosine function. C. The activity of many neurons is displayed as vectors pointing into the PD, with a length of the vector indicating the discharge rate (w). In order to create a PV for a given movement direction, the vector sum of all these vectors is calculated. Data generated by simulation.
Box 4: Temporal coding and the binding hypothesis
It is now well accepted that firing rate -the number of action potentials generated by neurons per unit time -is a basic component of neural coding. However, the temporal relation between the activity of different neurons could also be an important information carrier. This idea has received growing interest over the last two decades. One suggestion, first made by a group recording in visual cortex, is that while firing rates record the details of the visual scene, the temporal relations among the neurons provide information about how the different parts of this visual scene are connected to each other. This group showed that, when two bars are perceived as parts of a single bar (because they move in parallel and in the same directions and speed), the neuronal activity in visual cortex was more tightly temporally coupled than when the they were perceived as separate objects (Kreiter & Singer, 1992) . This observation led to the hypothesis that when a number of visual features (e.g., see the red and green marks on the above sketch) are perceived as being part of the same object (1 vase), the activity of the neurons responding to them should be synchronized, while if they are seen as parts of different objects (2 faces), their activities should be temporally independent of each other. In this way, synchronous neuronal activity could solve the so called 'binding problem', by binding together activities of neurons that code for stimulus features that form a perceptual unity.
In the motor system, an analogous 'binding' problem occurs: How are individual movement components that are simultaneously executed bound into a single, coordinated movement pattern? A mechanism that generates precise temporal relations between neuronal activities seems especially attractive to account for the generation of precise temporal relations between movement components in a coordinated movement.
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