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Abstract
Let H and K be real Hilbert spaces and T ∈ B(H,K) an injective operator with closed
range and Moore-Penrose inverse T †. Based on the well-known characterization of proximity
operators by Moreau, we prove that for any proximity operator Prox: K → K the operator
T †ProxT is a proximity operator on the linear space H equipped with a suitable norm. In
particular, it follows for the frequently applied soft shrinkage operator Prox = Sλ : ℓ2 → ℓ2
and any frame analysis operator T : H → ℓ2, that the frame shrinkage operator T † Sλ T is a
proximity operator in a suitable Hilbert space.
1 Introduction
Wavelet and frame shrinkage operators became very popular in recent years. A certain starting
point was the ISTA algorithm in [10] which was interpreted as a special case of the forward-
backward algorithm in [9]. For relations with other algorithms see also [3, 15]. Let T ∈ Rn×d,
n ≥ d have full column rank. Then, the setting
argmin
y∈Rd
{1
2
‖x− y‖22 + λ‖Tx‖1
}
, λ > 0 (1)
is known as analysis point of view, while the ,,opposite” case T ∈ Rn×d with n ≤ d can be
seen as synthesis approach, see [11]. For orthogonal T ∈ Rd×d, the frame soft shrinkage operator
T † Sλ T = T
T Sλ T is the solution of the above problem. In the synthesis case, with the additional
assumption TTT = In, the solution of problem (1) is given by (Id − T
TT )x + TTSλT , see [2,
Theorem 6.15]. For arbitrary T ∈ Rn×d, n ≥ d, there do not exist analytic expressions for the
solution of (1) in the literature.
Recently, some authors of this paper considered the question, whether the frame soft shrinkage
operator can itself be seen as a proximity operator, see [12]. They showed that the set-valued
operator (T †SλT )
−1 − Id is maximally cyclically monotone, which implies that it is a proximity
operator with respect to some norm in Rd. In this short paper, we prove that for any injective
operator T ∈ B(H,K) with closed range and any proximity operator Prox: K → K, the new
operator T † ProxT : H → H is also a proximity operator on the linear space H, but equipped
with another inner product. This includes the above mentioned finite dimensional setting as a
special case. In contrast to [12], we directly approach the question using a classical result of
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Moreau [14]. Moreover, we explicitly provide the function for the definition of the proximity
operator.
There are several fields where our results may be of interest. So different norms in the
definition of the proximity operator were successfully used in variable metric algorithms, see [5].
Recently, it was shown that many activation functions appearing in neural networks are indeed
proximity functions [8]. Here we concatenate proximity operators with a linear operators and
stay within the set of proximity operators just in different Hilbert spaces. Finally, our findings
may be of interest in connection with so-called Plug-and-Play algorithms [4, 17, 16].
Our paper is organized as follows: We start with preliminaries on convex analysis in Hilbert
spaces in Section 2. In Section 3, we prove our general results on the interplay between proximity
and certain linear operators. As a special case we emphasize that the frame soft shrinkage
operator is itself a proximity operator.
2 Preliminaries
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. By Γ0(H) we denote
the set of proper, convex, lower semi-continuous functions on H mapping into (−∞,∞]. For
f ∈ Γ0(H) and λ > 0, consider the proximity operator proxλf : H → H and its Moreau envelope
Mλf : H → R defined by
proxλf (x) := argmin
y∈H
{1
2
‖x− y‖2 + λf(y)
}
,
Mλf (x) := min
y∈H
{1
2
‖x− y‖2 + λf(y)
}
.
Clearly, the proximity operator and its Moreau envelope depend on the underlying space H,
in particular on the chosen inner product. Recall that an operator G : H → H is called firmly
nonexpansive if for all x, y ∈ H the following relation is fulfilled
‖Gx −Gy‖2 ≤
〈
x− y,Gx−Gy
〉
.
Obviously, firmly nonexpansive operators are nonexpansive.
For a Fre´chet differentiable functions Φ: H → R, the gradient ∇Φ(x) at x ∈ H is defined as
the vector satisfying for all h ∈ H,
〈∇Φ(x), h〉 = DΦ(x)h,
where DΦ: H → B(H,R) denotes the Fre´chet derivative of Φ, i.e., for all x, h ∈ H,
Φ(x+ h)− Φ(x) = DΦ(x)h+ o(‖h‖).
Note that the gradient crucially depends on the chosen inner product in H. The following results
can be found, e.g., in [1, Props. 12.27, 12.29].
Theorem 2.1. Let f ∈ Γ0(H). Then the following holds true:
i) The operator proxλf : H → H is firmly nonexpansive.
ii) The function Mλf is (Fre´chet) differentiable and has a Lipschitz-continuous gradient given
by
∇Mλf (x) = x− proxλf (x).
Clearly, ii) implies that
proxλf (x) = ∇
(
1
2
‖ · ‖2 −Mλf (x)
)
= ∇Φ(x), (2)
where Φ := 12‖x‖
2−Mλf is convex since proxλf is nonexpansive [1, Prop. 17.10]. Further, it was
shown by Moreau that also the following (reverse) statement holds true [14, Cor. 10c].
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Theorem 2.2. The operator Prox: H → H is a proximity operator if and only if it is nonexpan-
siveand there exists a function Ψ ∈ Γ0(H), such that for any x ∈ H we have Prox(x) ∈ ∂Ψ(x),
where ∂Ψ denotes the subdifferential of Ψ
Thanks to (2), we conclude that Prox : H → H is a proximity operator if and only if it
is nonexpansive and the gradient of a convex, differentiable function Φ: H → R. Note that
recently, the characterization of Bregman proximity operators in a more general setting was
discussed in [13]. In the following example, we recall the Moreau envelope and the proximity
operator related to the soft thresholding operator.
Example 2.3. Let H = R with usual norm |x| and f(x) := |x|. Then, proxλf is the soft
thresholding operator Sλ defined by
Sλ(x) :=


x− λ for x > λ,
0 for x ∈ [−λ, λ],
x+ λ for x < −λ,
and mλ|·| is the Huber function
mλ|·|(x) =


x− λ2 for x > λ,
1
2λx
2 for x ∈ [−λ, λ],
−x− λ2 for x < −λ.
Hence, proxλf = ∇ϕ, where ϕ(x) =
x2
2 −mλ|·|(x), i.e.,
ϕ(x) =


1
2(x− λ)
2 for x > λ,
0 for x ∈ [−λ, λ],
1
2(x+ λ)
2 for x < −λ.
For H = Rd and f(x) := ‖x‖1, we can just use a componentwise approach. Then Sλ is defined
componentwise, the Moreau envelope reads as Mλ‖·‖1(x) =
∑d
i=1mλ|·|(xi) and the potential of
proxλ‖·‖1 is Φ(x) =
∑d
i=1 ϕ(xi).
3 On the interplay between proximity and linear operators
Let H and K be real Hilbert spaces with inner products 〈·, ·〉H and 〈·, ·〉K and corresponding
norms ‖ · ‖H and ‖ · ‖K, respectively. By B(H,K) we denote the space of bounded, linear
operators from H to K with domain H. In this section, we show that for any injective operator
T ∈ B(H,K) with closed range R(T ) and any proximity operator Prox: K → K, the operator
T † Prox T : H → H is itself a proximity operator on the linear space H equipped with a suitable
(equivalent) norm ‖ · ‖HT , i.e., there exits a function f ∈ Γ0(H) such that
T † ProxT (x) = argmin
y∈H
{1
2
‖x− y‖2HT + f(y)
}
.
We prove our main result in the next subsection and consider the important case of frame soft
shrinkage subsequently.
3.1 Main Result
For any injective T ∈ B(H,K) with closed range, the Moore-Penrose inverse (generalized inverse,
pseudo-inverse) T † ∈ B(K,H) is explicitly given by
T † = (T ∗T )−1T ∗.
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It satisfies
T †T = Id, TT † = PR(T ), T
† = T †PR(T ),
where PR(T ) is the orthogonal projection onto R(T ), see [1, Ex. 3.27 & Prop. 3.28].
Every injective T ∈ B(H,K) gives rise to an inner product in H via 〈x, y〉HT = 〈Tx, Ty〉H and
corresponding norm ‖x‖HT = ‖Tx‖H. In general this defines a pre-Hilbert space. Since T has
additionally closed range, the norms ‖ · ‖H and ‖ · ‖HT are equivalent on H due to
‖T‖−1B(H,K)‖x‖HT ≤ ‖x‖H = ‖T
†Tx‖H ≤ ‖T
†‖B(K,H)‖x‖HT
for all x ∈ H. The norm equivalence also ensures the completeness of H equipped with the new
norm. To emphasize that we consider the linear space H with this norm we write HT .
For a Fre´chet differentiable function Φ: H → R, the gradient ∇HTΦ(x) at x ∈ H in the space
HT is given by the vector satisfying
〈∇HTΦ(x), h〉HT = DΦ(x)h = 〈∇HΦ(x), h〉H
for all h ∈ H. Hence, the gradient depends on the chosen norm through
∇HT Φ(x) = (T
∗T )−1∇HΦ(x).
Now, the desired result follows from the next theorem.
Theorem 3.1. Let T ∈ B(H,K) be injective with closed range and Prox: K → K a proximity
operator on K. Then, the operator T † ProxT : HT →HT is a proximity operator.
Proof. In view of Theorems 2.1 and 2.2, it suffices to show that T † ProxT is nonexpansive and
that there exists a convex function Ψ: HT → R with T
† ProxT = ∇HTΨ.
1. First, we show that T † ProxT is firmly nonexpansive, and thus nonexpansive. Using that
TT † = PR(T ), it follows
‖T † Prox Tx− T † ProxTy‖2HT = ‖TT
† ( ProxTx− Prox Ty) ‖2K ≤ ‖Prox Tx− Prox Ty‖
2
K.(3)
Now, we obtain
〈
T † ProxTx− T † Prox Ty, x− y
〉
HT
=
〈
TT †
(
Prox Tx− ProxTy
)
, Tx− Ty
〉
K
=
〈
T ∗TT †
(
ProxTx− ProxTy
)
, x− y
〉
H
=
〈
ProxTx− Prox Ty, Tx− Ty
〉
K
,
and since Prox is firmly nonexpansive with respect to ‖ · ‖K and by (3) further
〈
T † Prox Tx− T † Prox Ty, x− y
〉
HT
≥ ‖Prox Tx− Prox Ty‖2K
≥ ‖T † Prox Tx− T † Prox Ty‖2HT .
Thus, T † ProxT is firmly nonexpansive.
2. It remains to prove that there exists a convex function Ψ: HT → R with∇HTΨ = T
† ProxT .
Since Prox is a proximity operator, there exists Φ: H → R with Prox = ∇KΦ. Then, a natural
candidate is given by Ψ = ΦT . Using the definition of the gradient and the chain rule, it holds
for all x, h ∈ H that
〈∇HΨ(x), h〉H = DΨ(x)h = DΦ(Tx)Th = 〈∇KΦ(Tx), Th〉K = 〈T
∗ ProxTx, h〉H.
Hence, we conclude ∇HTΨ = (T
∗T )−1∇HΨ(x) = (T
∗T )−1T ∗ Prox Tx = T † Prox Tx. Finally, Ψ
is convex since it is the concatenation of a convex function with a linear function.
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For Prox := proxg with g ∈ Γ0(H), we are actually able to explicitly compute f ∈ Γ0(H) such
that T † ProxT = proxf on HT . Clearly, this also gives an alternative proof for Theorem 3.1.
Theorem 3.2. Let T ∈ B(H,K) be an injective operator with closed range and Prox := proxg
for some g ∈ Γ0(K). Then T
† proxg T : HT →HT is the proximity operator on HT of f ∈ Γ0(H)
given by
f(x) := g
(
1
2‖ · ‖
2
K + ιN (T ∗)
)
(Tx), (4)
where N (T ∗) denotes the kernel of T ∗. For bijective T ∈ B(H,K) this expression simplifies to
f(x) = g(Tx).
Proof. Since R(T ) is closed, we have the orthogonal decomposition H = R(T )⊕N (T ∗). Then,
we get
T † proxg (Tx) = T
† argmin
z∈K
{
1
2‖z − Tx‖
2
K + g(z)
}
= T †PR(T ) argmin
z=z1+z2,z1∈R(T ),z2∈N (T ∗)
{1
2
‖z1 + z2 − Tx‖
2
K + g(z1 + z2)
}
= T † argmin
z1∈R(T )
inf
z2∈N (T ∗)
{1
2
‖z1 − Tx‖
2
K +
1
2
‖z2‖
2
K + g(z1 + z2)
}
= T † argmin
z1∈R(T )
{
1
2
‖z1 − Tx‖
2
K + inf
z2∈N (T ∗)
{1
2
‖z2‖
2
K + g(z1 + z2)
}}
= T †T argmin
y∈H
{
1
2
‖Ty − Tx‖2K + inf
z2∈N (T ∗)
{1
2
‖z2‖
2
K + g(Ty + z2)
}}
= argmin
y∈H
{
1
2
‖y − x‖2HT + inf
z2∈N (T ∗)
{1
2
‖z2‖
2
K + g(Ty + z2)
}}
(5)
= argmin
y∈H
{
1
2
‖y − x‖2HT + g
(
1
2‖ · ‖
2
K + ιN (T ∗)
)
(Ty)
}
,
where fg(x) := infy∈H f(y) + g(x − y) denotes the infimal convolution of f, g ∈ Γ0(H) and
x 7→ ιS(x) is the indicator function of the set S taking the value 0 if x ∈ S and +∞ otherwise.
Hence, we conclude that T † proxg T is the proximity operator on HT of f in (4). In particular,
we conclude for bijective T by (5) that
T † proxg (Tx) = argmin
y∈H
{1
2
‖x− y‖2HT + g(Ty)
}
.
Note that, in general f is a weaker regularizer than g, i.e., f ≤ g. This is necessary since for
the latter we would get using the same reasoning as in (5)
argmin
y∈H
{1
2
‖x− y‖2T + g(Ty)
}
= T † argmin
z∈K
{1
2
‖z − Tx‖2K + g(z) + ιR(T )(z)
}
6= T †proxg(Tx).
3.2 Frame Soft Shrinkage
In this section, we investigate the frame soft shrinkage as a special proximity operator. Let
K = ℓ2 be the Hilbert space of quadratic summable sequences c = {ck}k∈N with norm ‖c‖ℓ2 :=
(
∑
k∈N |ck|
2)
1
2 and assume further that H is separable. A set {xk}k∈N, xk ∈ H is called a frame
of H, if there exist constants 0 < A ≤ B <∞ such that for all x ∈ H,
A‖x‖2H ≤
∑
k∈N
|〈x, xk〉H|
2 ≤ B‖x‖2H.
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Given a frame {xk}k∈N of H, the corresponding analysis operator T : H → ℓ2 is defined as
Tx = {〈x, xk〉H}k∈N, x ∈ H.
Its adjoint T ∗ : ℓ2 → H is the synthesis operator given by
T ∗{ck}k∈N =
∑
k∈N
ckxk, {ck}k∈N ∈ ℓ2.
By composing T and T ∗, we get the frame operator
T ∗Tf =
∑
k∈N
〈x, xk〉Hxk, x ∈ H.
The frame operator T ∗T is invertible on H, see [6], such that
f =
∑
k∈N
〈x, xk〉(T
∗T )−1xk, x ∈ H.
The sequence {(T ∗T )−1xk}k∈N is called the canonical dual frame of {xk}k∈N. Note that T
† is
indeed the synthesis operator for the canonical dual frame of {fk}k∈N. The relation between
linear, bounded, injective operators of closed range and frame analysis operators reads as follows:
Proposition 3.3. An operator T ∈ B(H, ℓ2) is injective and has closed range if and only if it
is the analysis operator of some frame of H.
Proof. If T is the analysis operator for a frame {xk}k∈N, then T is bounded, injective and has
closed range, see [6]. Conversely, assume that T ∈ B(H, ℓ2) is injective and that R(T ) is closed.
By the closed range theorem, it holds R(T ∗) = H. Let {δk}k∈N be the canonical basis of ℓ2
and set {xk}k∈N := {T
∗δk}k∈N. Since
∑
k∈N |〈x, xk〉H|
2 = ‖Tx‖2ℓ2 , we conclude that {xk}k∈N is
a frame of H and T is the corresponding analysis operator.
The soft shrinkage operator Sλ on ℓ2 (applied componentwise) is the proximity operator
corresponding to the function g := λ‖ · ‖1, λ > 0. Then we obtain as immediate consequence of
Theorem 3.2 the following corollary.
Corollary 3.4. Let T : H → ℓ2 be an analysis frame operator and Prox : ℓ2 → ℓ2 an arbitrary
proximity operator. Then T † ProxT is itself a proximity operator on H equipped with the norm
‖ · ‖HT . In particular, it holds for Prox := Sλ, λ > 0 that
T † Sλ T (x) = argmin
y∈H
{
‖x− y‖2HT + f(y)
}
, f(y) := λ‖ · ‖1
(
1
2‖ · ‖
2
ℓ2
+ ιN (T ∗)
)
(Ty).
Finally, let us have a look at the finite dimensional setting with H := Rd, K := Rd, n ≥ d.
Then we have for any T ∈ Rn,d with full rank d and an arbitrary proximity operator on Rn that
T † Prox T (x) = argmin
y∈Rd
{
1
2
‖x− y‖2T + f(y)
}
, f(y) := λ‖ · ‖1
(
1
2‖ · ‖
2
ℓ2
+ ιN (TT)
)
(Ty). (6)
Example 3.5. We want to compute f for the matrix T : R1 → R2 given by T =
(
1 2
)T
and
and the soft shrinkage operator S1 on R
2. Note that this example was also considered in [12].
By (6) and since x = (x1, x2)
T ∈ N (T ∗) if and only if x1 = −2x2 we obtain
f(y) = ‖ · ‖1
(1
2
‖ · ‖22 + ιN (T ∗)(·)
)
(Ty)
= min
Ty=z+x
{
‖z‖1 +
1
2‖x‖
2
ℓ2
+ ιN (TT)(x)
}
= min
x
{
‖Ty − x‖1 +
1
2‖x‖
2
ℓ2
+ ιN (TT)(x)
}
= min
x∈R2
∥∥(y, 2y)T − (x1, x2)T∥∥1 + 12‖x‖22 + ιN(TT)(x)
= min
x2∈R
|y + 2x2|+ |2y − x2|+
5
2
x22.
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Consider the strictly convex function gy(x2) = |y + 2x2|+ |2y − x2|+
5
2x
2
2. For |y| ≤
2
5 , it holds
0 ∈ ∂x2gy
(
−
y
2
)
= [−2, 2] − sgn(y)−
5
2
y.
Hence, by Fermat’s theorem, the unique minimizer of gy(x2) is given by −
y
2 . Consequently, we
have for |y| ≤ 25 that
f(y) =
5
2
|y|+
5
8
y2.
For |y| > 25 , the function gy is differentiable in −
1
5sgn(y) and it holds
∂x2gy(−
1
5
sgn(y)) = 2sgn(y)− sgn(y)− sgn(y) = 0.
Therefore, for |y| > 25 , the minimizer of gy is −
1
5sgn(y) and
f(y) = 3|y| −
1
10
.
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