Unfortunately, the design process is often tedious for several reasons. It may be very difficult to extend existing Integrated Engineering Development Environments (IEDEs) due to their being closed source. Exporting some parts of the design process to controllable external tools and applying new algorithms is time-consuming. We try to remedy this shortcoming by providing the open source basis for an IEDE embedded in Mathematica.
‡ Introduction
The IMTEK Mathematica Supplement (IMS) is a downloadable open source add-on package for Mathematica [1] . The supplement provides several hundred functions in about 40 packages. At IMTEK (the Institut für Mikrosystemtechnik) we encounter a variety of engineering tasks. The tasks range from modeling to analysis and culminate in the ultimate engineering goal-good design.
Unfortunately, the design process is often tedious for several reasons. It may be very difficult to extend existing Integrated Engineering Development Environments (IEDEs) due to their being closed source. Exporting some parts of the design process to controllable external tools and applying new algorithms is time-consuming. We try to remedy this shortcoming by providing the open source basis for an IEDE embedded in Mathematica.
In order to evaluate this notebook, IMS must be installed. Although IMS is a growing environment, we try to maintain the functionality between different versions. Sometimes, however, obsolete warning messages may appear. This means that a specific function has been replaced by a newer one. The code, however, should still work correctly. A typical engineering application would be the components of an electrical circuit such as resistors, inductors, capacitances, and sources. These elements are connected to each other via "nodes" (Figure 2 ). The elements and nodes reside in a graph. The elements are not restricted to circuit elements, but can be elements such as finite elements that the engineer might need.
The system of equations is a system of second-order ODEs. The coefficients are the mass, damping, and stiffness matrices. The load is a vector of a list of multiple load vectors. The connectivity in engineering applications can be captured with graphs consisting of nodes and elements, where the different element types come from different application areas. In IMS the data structure representing graphs is called imsNexus. The system of ODEs is represented by a system of second-order ODEs with matrix coefficients. The underlying data structures are matrices.
In this article we show how we use the graph data structure, apply finite element operators in the elements in the graph, and obtain a system of equations ( Figure 3) . The finite element operators are taken from the classical scalar partial differential equations (PDEs). The concept, however, is general, and for different engineering domains different operators can assemble a system of equations.
In this article we show how we use the graph data structure, apply finite element operators in the elements in the graph, and obtain a system of equations ( Figure 3 ). The finite element operators are taken from the classical scalar partial differential equations (PDEs). The concept, however, is general, and for different engineering domains different operators can assemble a system of equations. Figure 3 . An operator can be applied to each of the elements in a graph. Every operator returns an element matrix (an imsElementMatrix data structure). This is then assembled into a global matrix by the assembler routine. The operators can come from a wide range of engineering areas. ‡ Heat Anemometer Application Example
Here we model a heat flow anemometer. Figure 4 shows a schematic of the device. In a piece of bulk silicon we have embedded a small heater device. To the right and left are two temperature sensors. If the heater is switched on, both sensors will measure the same temperature. Once a flow field is flowing over the silicon device, the temperature distribution will shift and the left sensor will be cooler than the right sensor. From the temperature difference we can calculate the speed of the flow field. This is the principle of an anemometer. More about thermal measurements in fluids can be found in [5] .
In a piece of bulk silicon we have embedded a small heater device. To the right and left are two temperature sensors. If the heater is switched on, both sensors will measure the same temperature. Once a flow field is flowing over the silicon device, the temperature distribution will shift and the left sensor will be cooler than the right sensor. From the temperature difference we can calculate the speed of the flow field. This is the principle of an anemometer. More about thermal measurements in fluids can be found in [5] .
In the next section we calculate the temperature distribution in the device and its surrounding area. ‡ The Equation
In the most general assumption, we wish to model the following equation:
The heater element will be modeled with a load matrix and the airflow with the convection term. The general heat transfer is modeled with the diffusion term. ‡ Loading Predefined Mesh
We begin by loading the Imtek`Interfaces`EasyMesh` package. 
· Creating the Nodes
First we load the following packages.
In[88]:=
Needs"Imtek'Graph'" Needs"Imtek'MeshElementLibrary'" Then we take the raw nodes and make IMS nodes from them. Each of the raw nodes is a list of a unique node identification number (id), the coordinates 8x, y<, and a marker. This marker was inserted by the mesh generator and indicates whether the node belongs to one of the domain segments or not.
We also divide the nodes into boundary nodes and interior nodes. Boundary nodes are the nodes on the simulation domain boundary that specify the boundary conditions. In the mesh input file we have specified that markers 1, 2, and 3 are on the simulation boundary. All other nodes are interior nodes. Either they belong to interior domain segments (and carry the marker 7) or they do not belong to any segment at all (and carry the marker 0).
The IMS nodes we create also carry a unique identification number (id), the coordinates 8x, y<, the marker, a value of the solution (initially set to 0), and the type of the boundary condition.
In Here we select from the list of all mesh nodes those entries where the marker is 0 or 7.
This displays all the nodes that have a marker of 7.
The boundary nodes are those nodes that have a fourth entry not equal to 0 or 7. Additionally we set boundary conditions in the nodes according to the markers for the specific node. The nodes now carry the id, the coordinates, the marker, the boundary condition value, and the boundary condition type. 
· Creating the Elements
Now we set up the elements. Dirichlet boundary conditions are only set up in the nodes. Neumann boundary conditions also need an entry in the elements. Each element consisting of two Neumann boundary nodes will additionally carry the boundary values for the nodes involved.
First we join all nodes and obtain the Neumann boundary node ids. 

To construct the elements, we choose those elements that have a count of two Neumann boundary nodes and insert the Neumann values of the boundary nodes into the elements. All other elements are constructed in such a way that they carry their identification id, the incident ids (i.e., the ids of the nodes making up the specific element), and the element marker.
The element marker, in contrast to the node marker, states to which of the four parts of the simulation device the element belongs. Marker 1 is for the silicon device, marker 2 is the heater, marker 3 is the free cut, and marker 4 is the flow box.
In 
Each element has a marker similar to the markers in a node. The element markers can later be used to specify the behavior of finite element functions in different areas of the mesh.
· Creating the Mesh
Now we generate the mesh. Since each node belongs to several triangles, we have more triangles than nodes.
· Displaying the Mesh
Here we display the mesh. The finite element operator functions need some further specifications. For example, the diffusion operators need some information about the isotropy of the material underneath, and each finite element operator needs a function to specify its behavior. Setting the function values to 0 will turn off the operator in that region. The functions obtain the marker of the element they are currently computing and the coordinates of the center of mass of this element. This information should be enough to specify complex functions in complex regions.
We have not spoken about the dimensions of the device. For meshing it was convenient to set the dimensions to 10 -6 (i.e., a micrometer scale). That implies, however, that we have to scale the material data accordingly. This is what the xyScale values do.
We have four markers for the elements. Depending on where an element is physically situated in the simulation domain, it may have different properties. We have four parts in our simulation domain. The silicon parts (silicon device and heater) have different material data than the air parts (free cut and flow box). The convection part of the equation is only active in the flow box part of the simulation domain. Thus, in the other parts we set the convection function to 0. The heater is similar. With this mechanism we can switch different parts of the PDE on and off in different parts of the simulation domain.
· Anisotropy
We assume the heat conduction of silicon to be 148 W/(K m) and that of air to be 23.9 * 10 -3 W/(K m).
· Convection
The specific heat of air is approximately 1000 J/(Kg K) and the density is 1.29 Kg ê m 3 .
· Load
We have a heat source of 10 10 Kg ê Hs 2 mL. The assembly of the global matrix is divided into several steps. First we need to initialize the required global matrices, the stiffness matrix, and the load vector. The element dimension specifies the size of the element stiffness matrix and the element right-hand side vector. We want to loop over all elements. First we get the element (let us call it i) from the mesh and get this element's nodes. We also need the rows and columns that this element contributes to in the global matrix.
First we create two matrices with 0 entries-one for initializing each element stiffness matrix (elementSMEmpty) and one for initializing the element righthand side (elementRHSEmpty).
In the main computation each operator is applied to each element i. The input to each operator is an element matrix and an element right-hand side matrix. Each operator also returns those two matrices, now occupied by the values computed for this element. The order in which the operators are applied does not matter. In the last step the element matrix is assembled into the global matrix. 
· Dirichlet Boundary Conditions
The last step before solving the system of equations is to build in the Dirichlet boundary values. For this we load the Imtek`BoundaryConditions` package. The Dirichlet operators get a matrix (stiffness), a vector (flattLoad), and the position and value of the Dirichlet boundary condition. We create a list of position (node id) and value pairs. To solve the system of equations we load the Imtek`SystemAnalysis` package. 
· Initialize Post Process
Now we look at the result. We then sort them into boundary and interior nodes. Here we create a new graph with the new nodes that carry the solution. 
· Contour Plot
To visualize a contour plot of the solution, we sort the nodes and obtain their coordinates. Next we obtain the incidents.
In[135]:= incidents  imsGetIncidentsIds imsGetElements solutionMesh  ;
Then we load the Imtek`UnstructuredPlot` package.
In[136]:=

Needs"Imtek'UnstructuredPlot'"
To set the contours we find the minimum and maximum values. Here is the result. 
The new term is the partial time derivative.
· The Physics
In order to scale the damping function correctly, we need to set the damping function. 
· The Damping Matrix Assembly
Since the stiffness matrix has already been assembled, we now devote our attention to the damping matrix matC. This approach is exactly the same as for the stiffness matrix. Now, however, we use the FEMTransient operator.
First we create an empty sparse array for the damping matrix. Next we obtain the element dimension and create an empty element damping matrix and an empty right-hand side matrix. While assembling the stiffness matrix, we used a Do loop. Now we look at a more functional programming style. First we get all elements for the mesh. Next we obtain all element nodes, element rows, and columns. We create all empty element matrices with the correct row and column entries. In the last step we assemble the filled local damping and right-hand side matrices into the global damping matrix and the global right-hand side vector. 
· Model Order Reduction
To perform a transient simulation, it is useful to reduce the order of the equation system and to thus accomplish the transient solution in a short time.
First we load the Imtek`Arnoldi` package.
In[155]:=
Needs"Imtek'Arnoldi'" Then we reduce our original system to the dimension we want. 
· Transient Solution
As an excitation we choose a unit step.
To compute the transient behavior we use TransientSolve. 
· Transient Contour Plot
The minimum of the solution value should be around zero. We have shown that the concept of using graphs, operators, and system assembly can be used to create an Integrated Engineering Development Environment. Thus we have an environment in which to create different engineering domains as well as to extend and solve them. It is just a matter of plugging in new domains. We have added numerical capabilities to Mathematica in the sense that we can solve some classical PDEs on arbitrary formed domains. With model order reduction, a transient solution can be found in less time than many designated commercial software tools.
