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Abstract Videos have become a predominant part of users’
daily lives on the Web, especially with the emergence of on-
line video sharing systems such as YouTube. Since users can
independently share videos in these systems, some videos
can be duplicates (i.e., identical or very similar videos). De-
spite having the same content, there are some potential con-
text differences in duplicates, for example, in their associ-
ated metadata (i.e., tags, title) and their popularity scores
(i.e., number of views, comments). Quantifying these differ-
ences is important to understand how users associate meta-
data to videos and to understand possible reasons that in-
fluence the popularity of videos, which is crucial for video
information retrieval mechanisms, association of advertise-
ments to videos, and performance issues related to the use of
caches and content distribution networks (CDNs). This work
presents a wide quantitative characterization of the context
differences among identical contents. Using a large video
sample collected from YouTube, we construct a dataset of
duplicates. Our measurement analysis provides several in-
teresting findings that can have implications for how videos
should be retrieved in video sharing websites as well as for
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advertising systems that need to understand the role that
users play when they create content in services such as
YouTube.
Keywords Video duplicates · Metadata association · Social
network · YouTube
1 Introduction
Content is rapidly moving towards more video. The signs
are evident. According to Comscore [9], a measurement
company, 161 million US Internet users watched online
video during the month of August 2009 and viewed more
than 25 billion videos. Another Comscore report indicates
that the total number of videos viewed online in the UK in
April 2009 was 4.7 billion videos [10]. Video search also be-
came a popular service on the Web, and YouTube accounts
for a large fraction of all Google search queries in the US,
generating 3.5 billion searches in August 2009 [10]. Video
is now mainstream and users can find an online video on
virtually any topic.
However, the exponential explosion of video data com-
bined with the user participatory model of the Web 2.0
created a large fraction of duplicated or near-duplicated
videos on the Web. Duplicated videos bring problems to
both users and content producers. Several aspects of the Web
are affected by the growing presence of duplicated content,
such as copyright enforcement, video clustering, recommen-
dation, annotation propagation, multimedia authoring, and
video search. Most video search engines rely exclusively on
text keywords or user-supplied tags to select video content.
As a result, a typical search on a popular topic often returns
many duplicated and near-duplicated videos in the top re-
sults. Figure 1 shows three identical results in terms of the
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Fig. 1 Illustrative example of a
search on YouTube for the
words “Susan Boyle”
video content for a search on YouTube using the query “Su-
san Boyle”. We can see that not only do these videos have
differences in terms of the metadata associated to them, but
they also present different statistics that indicate popularity.
In fact, Cha et al. [7] pointed out that duplicated videos can
negatively impact the performance of caching mechanisms
and content distribution networks (CDNs).
Due to the practical importance of detecting duplicates,
the literature has focused on techniques to identify and re-
move duplicates in video sharing services [15, 29]. Although
these efforts are essential to improve the quality of service,
they do not explore important aspects of duplicates. It is im-
portant to understand what is behind the creation of dupli-
cate content.
Despite having similar content, duplicated videos may
exhibit different metadata (e.g., tags and categories) and
may have different popularity indicators (e.g., number of
views and ratings). The same content can be viewed in com-
pletely different ways by different users. Quantifying the
different perceptions of the social community is important
for two reasons. The first one refers to the need for under-
standing how users associate metadata to videos on video
sharing services, such as YouTube. Such understanding is
crucial for video information retrieval mechanisms since the
current systems rely mostly on tags and other metadata as-
sociated by users. The second reason is associated with un-
derstanding possible reasons that influence the popularity
of videos, which is important to the association of adver-
tisements to videos and to performance issues related to the
use of caches and CDNs. Moreover, it is also important to
increase the understanding of factors that contribute to the
creation of duplicated videos.
This paper presents a thorough characterization of the
differences that exist in duplicated videos. The differences
are analyzed from different viewpoints, i.e., from the con-
tent creator’s viewpoint and from the content consumer’s
viewpoint. We are particularly interested in answering the
following questions: (1) Do users associate similar meta-
data to identical videos? (2) Do users agree on the topic as-
signed to identical videos? (3) Do users agree on the ratings
given to identical videos? (4) What is the impact of the own-
ers’ characteristics on the popularity of their videos? (5) Is
there any evidence of opportunistic behavior in the creation
of duplicates on YouTube?
To answer these questions, we crawled and created
a large collection of videos considered as duplicates by
YouTube. Our measurement analysis provides several inter-
esting findings that can have implications for how duplicated
videos should be retrieved in video sharing websites as well
as for advertising systems that need to understand the role
of duplicated videos in services such as YouTube.
The rest of the paper is organized as follows. Section 2
discusses our main findings. Section 3 discusses related
work. Section 4 describes how we collected and created a
dataset of duplicates. Section 5 presents a characterization
of differences among duplicates. Section 6 investigates how
users create duplicates. Lastly, Sect. 7 concludes the paper
and discusses some directions towards which this work can
evolve.
2 Main findings
In this work we provide insights towards understanding why
some videos became more popular than others, comparing
the popularity of identical videos. This is the first work we
know of that considers this strategy to analyze video popu-
larity in video sharing systems. Another novel contribution
of this work is the understanding of how different users per-
ceive similar content, which is important to many applica-
tions such as video recommendation and video search. We
also analyze factors related to the creation of duplicates,
which may help in the development of methods to detect
and avoid identical videos in the system. Our main findings
are summarized below:
• About 39% of the duplicates were created less than a
month after the creation of the oldest content, and 1%
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were created more than one year after the first content
appeared in the system.
• Most duplicates receive similar user evaluation (e.g., star
rating feature). Only a small fraction of the videos are
evaluated in a discrepant manner.
• Duplicates have few metadata (tags, description and ti-
tle) in common, which can be an indicator of the different
perceptions that users have of a video content.
• A significant fraction of the duplicates do not share the
same user-defined category, falling into different prede-
fined topics on YouTube.
• Duplicate videos exhibit different degrees of popularity.
Duplicates created by owners of popular videos tend to be
more popular, suggesting that characteristics of the own-
ers may influence the video popularity. For example, users
with many friends tend to have duplicates that are more
popular.
• In 8% of the groups of duplicates there are videos in
which the owners create more than one duplicate. By an-
alyzing these videos, we noted the existence of video re-
sponse promotion (i.e., a large number of video responses
posted to a unique target video in an attempt to promote
the target video to lists of most responded videos) as well
as videos containing tag spamming.
3 Related work
The existence of duplicates is a problem in other systems
such as blogs [1] and photo sharing systems [31]. In [30],
the authors propose a mechanism to filter near-duplicates re-
sults from the video search. They create a collection of near-
duplicates based on 24 search queries to YouTube, Google
Video, and Yahoo! Video. Using a hierarchical clustering
algorithm, they are able to find 27% of near-duplicates of
the most popular video resulting from a search. In [15], the
same authors propose to combine contextual information
regarding time duration, number of views, and thumbnail
images with content analysis derived from color and local
features to achieve real-time near-duplicate elimination 164
times faster than the effective hierarchical method proposed
in [30], with a slight loss of effectiveness. More recently, Tan
et al. [29] proposed a new method to detect near-duplicates
which focuses on the scalable detection and localization of
partial near-duplicate videos by jointly considering visual
similarity and temporal consistency. Huang et al. [17] de-
veloped a Web-based integrated platform which performs
online detection of near-duplicates over continuous video
streams, as well as retrieval of near-duplicate clips from seg-
mented video collections.
A recent study from Cherubini et al. [8] highlights the
importance of studying duplicates from a human-centric
perspective. They study the different definitions of near-
duplicates and show that some near-duplicates that add vi-
sual content to the original video are not perceived as near-
duplicates by users. In another work [25], the same authors
conducted a study with 217 users of video sharing websites
and reported that participants had a preference for one video
when compared to its duplicates. Additionally, their study
revealed that users were more tolerant to changes in the au-
dio than in the video channel. Our work is complementary
to these efforts as it has a different focus, which is to char-
acterize the contextual differences of videos with identical
contents.
There are several recent efforts that characterize differ-
ent aspects of video sharing systems, especially YouTube. In
particular, [13] presents a characterization of YouTube traf-
fic from the point of view of a university campus, compar-
ing their results with those previously reported for the Web
and traditional video servers. Another characterization of
YouTube, based on a traffic collected in a university, is pre-
sented in [32]. The authors also perform simulations show-
ing that client and proxy caching and P2P distribution can
reduce network traffic and improve response time in video
sharing systems. Another important effort that characterizes
video sharing systems is presented in [7]. The authors ana-
lyze the popularity distribution, evolution, and characteris-
tics of YouTube videos. Additionally, they present evidence
of the existence of duplicates through a manually built dupli-
cate database. They analyze the popularity of duplicates and
discuss the potential problems that duplicates can cause to
the system. The properties of a social network created by in-
teractions through video responses on YouTube are analyzed
in [3, 6], revealing the existence of malicious users who post
video responses to unrelated discussion topics aiming at pro-
moting some content such as advertisers and pornography.
Recently, we have approached the problem of identifying
these users using a machine learning approach [4, 5]. The
present work studies the existence of possible malicious be-
havior associated with the creation of duplicates.
Lastly, Suchanek et al. [28] quantified two common as-
sumptions about social tagging in Web pages: that tags are
“meaningful” and that the tagging process is influenced by
tag suggestions. Their analysis was based on a corpus of
search keywords, contents, titles, and tags applied to several
thousand popular Web pages. Their results showed that the
most popular tags of a page tend to be the most “meaning-
ful”. They also developed a model to measure the influence
of tag suggestions. Another relevant related work, presented
in [23], proposes an approach to discover social interests
based on user-generated tags. Based on a large analysis of
real data extracted from del.icio.us [11], the authors showed
that, in general, user-generated tags are consistent with the
Web content associated to them. Marshall [24] compared
the characteristics of public tags with other forms of de-
scriptive metadata (titles and narrative captions) that users
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have assigned to a collection of very similar images gath-
ered from Flickr [12], a popular photo sharing service. Her
work showed that narrative metadata may be more effective
than tags for capturing certain aspects of images that may in-
fluence their subsequent retrieval and use. Our work is com-
plementary to these previous studies since we quantify the
similarity of the metadata associated by different users to
videos with the same content.
In a previous work [27], we provide a set of analy-
sis about contextual differences of duplicated videos. The
present work greatly builds on our first effort not only by
providing a much more thorough, richer, and solid investiga-
tion of contextual differences of duplicated content, but also
by studying the social perception of duplicate content from
the viewpoint of the content producer (i.e., creator/owner)
and from the consumer’s viewpoint (i.e., user).
4 Data collection
In order to study the characteristics of duplicates, we col-
lect data from YouTube, aiming to obtain different groups
of identical videos. The strategy used to collect duplicates is
based on searching random words on YouTube and collect-
ing videos which appear as search results. When YouTube
shows the search results, it currently filters the duplicates
out, showing only one video per group of duplicates. How-
ever, YouTube used to offer links to these groups. Our
crawler followed these links, collecting information on du-
plicates and their owners. From this point on, we refer to the
sets of duplicates grouped by YouTube on the search results
as groups of duplicates.
Our crawler was built in a distributed fashion (1 server
and 10 clients). The server selects random words from an
English dictionary obtained from an open source tool called
ispell [18]. The server sends one word at a time to each
client. The clients execute Algorithm 1 in a loop until the
server stops sending words. For each video and its dupli-
cates, we collected a number of pieces of information avail-
able, including video identifier, video contributor identifier,
title, category, description, tags, upload time, video duration,
Algorithm 1 Crawler to collect duplicates
1: Obtain word W from server
2: Search YouTube using W
3: for each video v that appears on the search results do
4: if v has a list of duplicated videos DV then
5: for each video d in DV do
6: Collect information on d
7: Collect information on d owner’s u




number of ratings, average rating, number of views, number
of users who set the video as favorite, number of comments
received, number of video responses received, etc. Table 1
shows an example of information collected about a video d
uploaded by user u. We also collected characteristics of the
other videos of the duplicate owners.
After running for one week, our crawler found more than
100 thousand duplicates, grouped into 9,178 groups. In total,
we collected 100,373 videos from 80,297 users. We noted
that some groups have videos with different durations (i.e.,
a full version of a video and another with only some of the
scenes are considered duplicates by the YouTube algorithm).
Thus, since our goal is to have a dataset of groups of iden-
tical content, we filtered videos with duration differing by
more than 2% of the mean duration of the group. In total,
we filtered 31,709 duplicates, which reduced the number of
groups to 7,330 since some groups had all duplicates fil-
tered. Table 2 presents a summary of the data collected and
the data filtered. Groups of duplicates are, in general, small.
About 51% of the groups have only 2 duplicates and only
13% have more than 10 videos. The largest group, com-
posed of duplicates of a popular video, contains 947 dupli-
cates.




Title Susan Boyle—Britains Got Talent 2009
Tags singer, episode, dreamed, talent, 2009
Number of views 37,788,942
Duration 5:50
. . . . . .
User u information
User name userchannel
Number of videos 49
Number of subscribers 1,519
Number of friends 823
Country Scotland
. . . . . .
Table 2 Summary of the duplicate dataset
Collected After filtering
Crawling period 05/24/08 – 05/31/08 –
# words searched 319 –
# groups 9,178 7,330
# duplicates 100,373 68,664
# owners 80,297 58,922
# videos collected 1,844,611 1,321,407
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Fig. 2 (Color online) Differences between pairs of video duplicates in terms of ratings
Since our approach to create a dataset of duplicates relies
on the YouTube algorithm to filter duplicates, it is possible
that there are some videos which are not duplicates in our
dataset. In order to verify this, we created a script to ran-
domly selected 154 groups of videos for manual inspection.
This sample size was calculated in order to obtain a confi-
dence interval of 7.8% with a 95% confidence level, using
the equation:
ss = Z2 ∗ p ∗ (1 − p)/c2
where Z is the Z-value, p is the percentage of picking a
choice, and c is the confidence interval. This equation is pre-
sented in [19]. In total, we watched 1,059 videos.
The videos were analyzed and flagged as correctly
or incorrectly identified as duplicate by YouTube. In or-
der to minimize the impact of human error, three volun-
teers were used. All groups were analyzed and indepen-
dently classified by two volunteers. The third volunteer
was used as a tie-breaker. We considered the definition of
duplicates presented in [30], which says that videos with
small differences, such as changes in color, quality, or au-
dio operations and small differences in size, are consid-
ered duplicates. The volunteers were instructed to, in case
of doubt, flag incorrectly classified videos as duplicates,
thus adopting a conservative strategy. With 95% of con-
fidence, only 5 ± 3.4%, were considered incorrectly clas-
sified as duplicates by YouTube. Thus, in the following
sections, we assume that the percentage of videos classi-
fied erroneously as duplicates by YouTube does not have a
strong impact on our analysis. All the videos classified erro-
neously as duplicates that we found were removed from the
dataset.
5 Contextual analysis
Duplicates can present differences in several aspects, such
as in the indicators of popularity and quality (i.e., number
of views, ratings, comments, etc.) and in their metadata in-
formation. Additionally, differences in the characteristics of
the owners of the duplicates may influence the popularity of
these videos. Next we analyze these contextual differences
among duplicates, providing insights into their impact on
the popularity of videos as well as on how users associate
metadata to content. The analysis of contextual differences
is based on a quantitative characterization of the collective
view of duplicate content. It also gives insight into the social
behavior of users that create and consume duplicate content.
5.1 Quality and popularity
In this section, we analyze the differences among duplicates
in each group of our dataset with respect to different indica-
tors of content quality and popularity.
In YouTube, registered users may evaluate a video af-
ter watching it, giving a rate that varies from 1 (the low-
est/worst) to 5 (the highest/best). Thus, we start our analysis
by comparing the ratings assigned by users to different du-
plicates in each group. For each pair of duplicates within
a group, we compute the absolute difference between their
average ratings. Videos without ratings are not considered
in this analysis. Intuitively, we would expect very small dis-
crepancies in these differences, since the videos have similar
or identical content. Figure 2(a) shows the cumulative dis-
tribution function (CDF) of these differences. We note that
23% of the pairs of ratings do not differ and, in 95% of them,
the difference is at most 2. This result shows, as expected,
that the majority of the duplicates are evaluated similarly by
users. However, there is a small fraction of pairs (about 3%)
with differences of ratings larger than 3. One possible expla-
nation for such large differences could be related to the num-
ber of people who rated each video. For example, if a dupli-
cate A was evaluated by a single person and another dupli-
cate of the same video, say B , was evaluated by 100 persons,
we are comparing the perception or opinion of one unique
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Fig. 3 Post interval between duplicates
person against the average rating given by 100 people, which
may result in a large difference. In order to verify if this is
the case, we calculate the ratio between the numbers of users
who evaluated each pair of duplicates. Figure 2(b) shows the
CDF of these ratios, in which pairs of duplicates are sep-
arated in certain fixed ranges based on the corresponding
ratings differences. We observe that about 32% of the pairs
with differences of ratings larger than 3 have ratio 1, i.e.,
their videos were evaluated by basically the same number
of people. This value is higher than that for pairs whose dif-
ferences of ratings are smaller than 1, which is about 10%.
Thus, we can conclude that such large differences are not
caused by large variations in the number of user ratings but
rather reflect different user perceptions about the same con-
tent. Interestingly, similar results were found in systems of
movie recommendation and evaluation [14]. As one might
expect, it is quite possible that the same video (at a theater
or on YouTube) may receive very different evaluations by
different people.
Figure 3 shows the CDF of the time between successive
posts of videos with the same content, i.e., the time between
successive posts of videos in a group of duplicates. Tak-
ing the duplicates within each group ordered by their up-
load time, we can see that around 39% of the duplicates are
posted on the same day of their corresponding predecessor
in their group. Moreover, 83% of the duplicates are posted
in less than 30 days after the predecessor, while only 1% is
uploaded more than 1 year after it. This graph shows that
the majority of the duplicates appear in the system within
a short period of time after the last post of the content, al-
though, in some cases, a long time passes until the content
reappears in the system. Thus, a mechanism that compares
videos to detect duplicates could compare an uploaded video
with only recent videos and still be able to detect most of the
duplicates. We also found that approximately 11% of the
videos were uploaded on the same day as the original video
or within a week, and about 21% were uploaded within a
month.
Now we turn to the analysis of potential differences
among duplicates in terms of some indicators of content
popularity that may be influenced by the age of a video in
the system. These indicators are the number of comments
received, the number of times the video was added as a fa-
vorite, and the number of views. In order to minimize tem-
poral factors, we consider in Fig. 4(a) the difference between
the ratios of each popularity indicator divided by the age (in
days) of the duplicate, i.e., the ratio between average daily
popularity estimated by each popularity indicator. We cal-
culate the age of a duplicate as the difference between the
day it was crawled and the day it was uploaded. As an ex-
ample, if a video a is on the system for 10 days and re-
ceived 1200 views in this period, its ratio is 120 views per
day. In the same way, if a video b is on the system for 5
days and received 1000 views in this period, its ratio is 200
views per day. The difference of ratios between videos a
and b is 80 views per day. Figure 4(a) shows that 71% of
the pairs of duplicates differ by at most 0.1 in the number
of comments received per day, while 32% of them received
the same number of comments per day (i.e., no difference).
Moreover, around 1% of the pairs differ by more than 1 com-
ment received per day. The largest observed difference was
around 1,094 comments per day. The figure also shows that,
in terms of differences in the number of times added as fa-
vorite per day, 87% of the pairs differ by less than 0.1 (21%
do not differ at all), 3% differ by more than 1, and the largest
observed difference was around 798. Finally, more than 62%
of the pairs of compared duplicates differ in the number of
daily views by more than 1, 50% differ by more than 2, and
the largest observed difference was almost 261,667 views
per day.
We note, however, that two duplicates with different daily
ratios may still have the same aggregated values for a deter-
mined indicator, say, the number of views. As an example,
if a 5-day old video has a ratio of 2 views per day, it has,
in total, 10 views. Similarly, a 10-day old video with a ra-
tio of 1 view per day has also received 10 views since its
upload. Among other typical uses, online video sharing sys-
tems such as YouTube use aggregated values of indicators
to rank videos in lists of top videos and as an option to sort
search results, so it is also interesting to analyze the differ-
ences of duplicates in terms of their aggregated values for
each content popularity indicator. However, comparing ag-
gregated values using the absolute difference between them
may not be very significant. For example, a difference of 1
view between duplicates A and B may reflect quite different
scenarios depending on whether their corresponding num-
bers of views are 1 and 2, or 999 and 1000.
In order to verify if there exists a significant difference in
the indicators of (aggregate) content popularity among du-
plicates within a group, we calculated, for each pair of du-
plicates and each indicator of content popularity, the ratio of
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Fig. 4 Differences between pairs of duplicates: comments, favorites, and views
the highest aggregated indicator value to the lowest one. If
both indicators were 0, we considered the ratio as 1, and if
only one of them was equal to 0, we considered the value
of the nonzero indicator as the ratio. This ratio shows the
number of times a duplicate is more popular, in aggregate
terms, than another, considering each of the popularity in-
dicators previously studied: number of comments received,
number of times added as a favorite, and number of views.
Figure 4(b) shows the CDF of the ratio for each popularity
indicator. Starting with the number of comments, we note
that 50% of the compared pairs of duplicates do not differ,
i.e., have a ratio equal to 1. Interestingly, only 2% of the
pairs differ by a factor larger than 100, and the largest reg-
istered ratio was 288,855. Analyzing the number of times
added as a favorite, we observe that 36% of the compared
pairs of duplicates do not differ, and 5% differ by more than
100 times. The largest observed ratio was 163,722. Lastly,
we investigate the ratios of the total number of views. Only
2% of the pairs of duplicates did not exhibit any difference,
33% differed by less than 3 times, and 12% differed by more
than 100 times. The largest observed ratio was for a pair of
duplicates in which one of them had received 48,728,567
times more views than the other one.
In summary, we observed that some video duplicates,
in spite of their similar content, may receive quite differ-
ent evaluations as well as reach quite different popular-
ity levels among users. These contextual differences among
videos with similar contents may impact the system in sev-
eral ways. Multiple copies of the same content dilute pop-
ularity, directly impacting the design of recommendation
and ranking systems, since it is no longer straightforward
to track the popularity of that content based on a single pop-
ularity indicator [7]. Another possible impact is related to
the usage of caching systems and content distribution net-
works (CDNs), since the same content may be very popular
but this popularity may be diluted among multiple videos
that are not, individually, nearly as popular.
One intriguing and important question that arises from
these analyses of popularity differences among duplicates
is: what factors influence the popularity of a video? In the
next section we analyze if the characteristics and actions of
the duplicate owners can drive the popularity of their videos.
5.2 Duplicate owners
In the previous section we showed that there are differences
in popularity indicators between videos with the same con-
tent. In this section we analyze if these differences may
be (partially) caused by differences in characteristics of the
owners of the videos.
Research has shown that many users access content
through social networks [22]. Thus, one could think that
popular users (e.g., users with many friends or owners of
popular videos) tend to attract more visibility and popular-
ity to their own duplicates, in comparison with other dupli-
cates in the same group. In order to verify if such a trend
exists, we consider the ranking of duplicates of each group
in terms of the number of views, and we compute the Pear-
son correlation coefficient of this ranking with the ranking
of their owners according to six different user characteris-
tics: (1) number of views of all other videos (i.e., exclud-
ing the duplicate analyzed) owned by the user; (2) number
of comments received by all other videos of the user; (3)
sum of the ratings received by all other videos of the user;
(4) number of times all other videos of the user were added
as a favorite; (5) number of friends of the user, and (6) total
number of videos uploaded by the user. For example, for a
group of 2 videos, C = 1 if the owner of the most viewed
video is the most popular user of the group (in terms of one
of the aforementioned characteristics), and C = −1 other-
wise. When a user had more than one duplicate in a group,
we considered the average views of her videos in this group
to calculate the video ranking.
Figure 5 shows the CDF of the measured correlations
for each of the six aforementioned user characteristics.
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We clearly note weaker correlations when considering the
number of uploads done by the duplicate owners. In fact,
26% of the groups have significant negative correlation
(lower than −0.5), and 26% have significant positive corre-
lation (higher than 0.5). The remaining groups (48%) have
weak (positive/negative) correlations. We also note that,
considering the number of friends of the duplicate owners,
the correlations between the two rankings are clearly more
biased towards positive values. Illustrating, only 17% of the
groups have strong negative correlations (<−0.5), while
36% of them have positive correlations higher than 0.5.
Lastly, we observe that the distributions of correlations con-
sidering the remaining four characteristics are quite similar.
Taking the total number of views as an example, only 15% of
the groups present strong negative correlations, while 44%
of them have correlations higher than 0.5. These results in-
dicate that, in general, users with other popular videos tend
to have the most popular duplicates. Intuitively, if a user has
attracted a larger audience to her videos in the past, her au-
dience would tend to have a certain degree of loyalty to new
videos that she posts. Moreover, the number of friends of a
user also has some impact (though weaker) on the popular-
ity of her videos, indicating that part of their accesses may
Fig. 5 (Color online) Distribution of correlations between duplicate
popularity ranking (in number of views) and duplicate owner ranking
according to different user characteristics
come from interactions established among users in the social
network, similarly to observations performed in Flickr [22].
In the previous analysis, we cannot observe how the cor-
relation varies with the size of the groups. Small groups have
few possible values for the correlation coefficient, suggest-
ing that the group size should also be considered. Accord-
ingly, Fig. 6(a) shows the ranking correlations for different
group sizes considering the ranking of users (duplicate own-
ers) in terms of the number of views of all of their other
videos. In fact, considering only groups with more than 10
duplicates, 92% of them have positive correlations. More-
over, the correlation is higher than 0.5 for 21% of them. The
correlations considering the number of comments and the
sum of ratings of all other videos of the duplicate owners are
very similar across different group sizes. Considering only
groups with more than 10 duplicates, 85% have a positive
correlation, and this correlation is higher than 0.5 in 35% of
them. Considering the ranking of duplicate owners based on
the number of times that their videos were added as favorites
in the system, 87% of the groups with more than 10 videos
have a positive correlation, and about 32% have a correla-
tion higher than 0.5. These last curves are omitted due to
space constraints.
The correlations of rankings considering the number of
friends of the duplicate owner for different group sizes are
shown in Fig. 6(b). Considering the groups with more than
10 duplicates, around 84% have positive correlation, with
about 9% having correlations higher than 0.5. As mentioned
before, the correlations are somewhat weaker, particularly
for large group sizes, if compared to those measured for the
ranking based on the total number of views of the owner’s
videos.
Lastly, we analyze the ranking of users according to the
number of videos uploaded. The correlation of this ranking
with the ranking of duplicates, shown in Fig. 6(c), is even
more skewed towards small and negative values than the cor-
relations observed for the other metrics, as discussed before.
For groups with more than 10 duplicates, 66% have positive
correlations, while only 4% of them have correlations higher
than 0.5.
Fig. 6 Correlation between user characteristics and number of views of duplicated videos as a function of group size
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This analysis revealed that, in general, users with other
popular and qualified videos tend to have the most popular
videos within a group of duplicates. In other words, a user
with popular videos tends to gain a certain visibility in the
system, which might reflect in the popularity of her new
videos. Such information is important not only to the asso-
ciation of advertisements to videos, but also for the creation
of mechanisms of caching and video prefetching.
5.3 Metadata
One of the most common ways for finding videos in video
sharing systems is through search engines. According to
Comscore [10], if YouTube was a standalone site, it would
be the second largest search engine after Google in terms of
search volume. Most current information retrieval mecha-
nisms for video content (search, in particular) rely primarily
on metadata (e.g., tags) that users associate with each object,
typically to describe its content. The more accurate the de-
scription of the video content provided by the user in its as-
sociated metadata, the better its chance to be found by other
users and thus, the more popular the video may become.
YouTube allows video owners to independently associate
three basic types of metadata to their videos, namely, a ti-
tle, a text describing the video, and tags. Moreover, the user
necessarily needs to associate one predefined category to her
videos. In the following, we analyze the degree of similarity
in the contents of tags, descriptions, and titles of video du-
plicates (Sect. 5.3.1) as well as the similarity between their
assigned categories (Sect. 5.3.2).
5.3.1 Tags, title, and description
We start by providing a brief description of the procedures
used to prepare our dataset. First, we took the words that
make up the content of tags, title, and description of each du-
plicate in our dataset, considering only numbers and letters,
and discarding special characters such as hyphens and punc-
tuation marks. Moreover, we also reduced each word to its
radical, using the well-known Porter stemming method [20]
(available at http://tartarus.org/~martin/PorterStemmer). We
also filtered stop words, i.e., words with no semantic mean-
ing (e.g., “the”, “of”, “for”, etc.), obtained from a list avail-
able on reference [26]. Although the searches performed as
part of our crawling strategy were done with random words
from an English dictionary, there might be words written in
other languages in the metadata fields. For this reason, we
considered only videos in which the owners are from the
United States, Canada, United Kingdom, and Australia for
this analysis. These videos correspond to 33% of the total
number of videos in our dataset.
Next, we characterized the contents of each metadata
field (i.e., tags, title, and description) associated with the
Fig. 7 Distribution of the sizes of the set of terms
Table 3 Statistics on the sizes of the set of terms
Metadata Median Avg Max Min Zeros
Tags 5 5.7 50 1 192 (0.8%)
Title 2 3.4 13 1 151 (0.6%)
Description 5 5.6 341 1 3,379 (13.6%)
analyzed duplicates with respect to the number of unique
terms. We refer to it as the size of the set of terms of the
metadata field. Figure 7 shows the CDFs of the sizes of the
set of terms of tags, title, and description associated with
the analyzed duplicates. Titles have a stronger bias towards
fewer terms, with a significantly shorter tail. Tags and de-
scription have somewhat similar distributions, with signif-
icant differences only at the tail. In particular, 87% of the
titles have fewer than 6 terms, while around 68% of the
duplicates have fewer than 6 terms in their associated tags
as well as in their descriptions. Table 3 summarizes these
findings, presenting median, average, minimum, and maxi-
mum values for each distribution. While titles have on aver-
age only 3.4 terms, tags and descriptions have very similar
average (5.7 and 5.6, respectively) and median (5) values,
although descriptions have a much larger maximum size of
set of terms (341 against only 50).
The last column of Table 3 shows the number of sets
with size equal to zero (i.e., no term). We observed that
the removal of words with no semantic meaning and con-
taining only special characters, in the preparation of our
dataset, reduced some of the metadata of several videos to
an empty set. In particular, fewer than 1% of the duplicates
have empty sets of terms in their associated tags and titles,
while almost 14% of them have no terms in their descrip-
tions. These videos are not considered in the analyses pre-
sented in this section. Moreover, before the preparation of
our dataset, all duplicates had at least one word in their title,
while 24 duplicates had no tags, and 3.112 duplicates had
empty descriptions.
We are now ready to analyze the similarity between meta-
data fields associated with pairs of duplicates of the same
210 J Braz Comput Soc (2010) 16: 201–214
Fig. 8 Metadata analyses: tags, title, and description
video. We start by analyzing the similarity in the number
of terms used by the user in each metadata field across dif-
ferent duplicates in each group. We thus calculate, for each
pair of duplicates, the differences between the sizes of the
sets of terms in their associated tags, titles, and descriptions.
The CDFs of these differences, shown in Fig. 8(a), indicate
that both tags and description exhibit similar trends, with
a stronger bias towards more significant differences (larger
values) if compared to title. In particular, almost 28% of the
pairs of duplicates do not differ with regards to the size of
the set of terms in their title, while only 19% of the pairs
have the same number of terms in either their tags or de-
scriptions. Moreover, only approximately 1% of the pairs of
duplicates differ by more than 4 terms in their titles, while
this number is approximately 15% for tags and description.
Thus, in general, we do observe some degree of dissimilar-
ity in the number of terms used by different users to describe
the same content, and this degree is more significant in the
metadata fields that typically contain more terms (i.e., tags
and description).
Next, we analyze the similarity of the contents (i.e., the
set of terms) of the same metadata field across different du-
plicates. To that end, we use the Jaccard coefficient [2], de-
fined as follows. Let A and B be the sets of terms in a given
metadata (say, tags) of two duplicates in the same group.
The Jaccard coefficient, J (A,B), between A and B is given
by the number of terms in common in A and B divided by
the total number of terms in the union of both sets:
J (A,B) = |A ∩ B|/|A ∪ B| (1)
A Jaccard coefficient J equal to 0 means that the two sets of
tags have no term in common, whereas J close to 1 indicates
that both sets share most of the terms.
Figure 8(b) shows the CDFs of the Jaccard coefficients of
all pairs of duplicates within the same group, for all groups
in our dataset, considering, separately, tags, description, and
title of each pair. We note that a significant fraction of the
pairs of duplicates have no term in common in their tags
(about 56%), and 87% of them have a J value smaller than
0.3. Only 1.2% of the pairs share all tags. We also note that
the Jaccard coefficients tend to larger values for title, indi-
cating a stronger similarity in the contents of this metadata
field in different duplicate pairs. In fact, 30% of the pairs of
titles of duplicates have J values greater than 0.3, and 7%
have J values equal to 1. Description presents the lowest
levels of content similarity: 7% of the pairs have J values
greater than 0.3, and only 0.5% have the entire description
in common.
In conclusion we note that, in general, duplicates have
low similarity in terms of metadata. Titles present a higher
degree of similarity among duplicates, which indicates that
different users better agree on the terms chosen for the title
to represent the same content. In addition, although tags and
description have similar distributions of the sizes of their
sets of terms, description presents the lowest degree of con-
tent similarity (i.e., Jaccard coefficients), which may be ex-
plained by the nature of this metadata field. For tags, users
are just supposed to choose a set of (not necessarily) related
words to represent the content, while for description users
are supposed to write some meaningful structured text de-
scribing the content of the video.
5.3.2 Categories
YouTube allows users to choose among 14 predefined cate-
gories. Table 4 lists these categories as well as the abbrevia-
tions used in this paper.
Figure 9 shows the distribution of categories across all
duplicates. As we can see, Music and Comedy are the most
popular categories, with 23.8% and 23.6% of the duplicates,
respectively. Entertainment and People & Blogs are the fol-
lowing most popular, covering 16.3% and 9.1%, respec-
tively. The other 10 categories account, in total, for 27% of
our collected duplicates.
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In order to understand the differences in the categories of
duplicates, we compared the categories of each pair of du-
plicates within a group, for all groups, counting the occur-
rences of each possible combination of categories. Table 5
shows this distribution. Each line refers to the distribution of
videos of one specific category and reports the fractions of
their duplicates falling into each of the 14 categories (each
line sums up to 100%). As we can see, around 89% of dupli-
cates of videos in category Travel & Events are also associ-
ated with Travel & Events, indicating that users from these
categories usually agree on its association with their videos.
However, for most of the categories, there is a nonnegligible
fraction of the duplicate pairs that are associated with dif-
ferent categories. Particularly, the categories Howto & Style,
Table 4 List of YouTube predefined categories
Abbreviation Category name
Com Comedy
N&P News & Politics
H&S Howto & Style
Ent Entertainment
Edu Education
S&T Science & Technology
Mus Music
A&V Auto & Vehicles
P&A Pets & Animals
T&E Travel & Events
P&B People & Blogs
F&A Film & Animation
N&A Nonprofits & Activism
Spo Sports
Education, and Nonprofits & Activism have low fractions of
duplicate pairs associated with the same category (12.7%,
5.4%, and 1.5%, respectively), indicating that users do not
agree about them. In general, duplicates from these cate-
gories are associated with Comedy, Entertainment, Music,
and People & Blogs, which are the categories most popu-
lar in our database, as shown in Fig. 9. In fact, observing
the columns of Table 5, we note that these categories are
very popular in terms of occurrences of pairs of duplicates
in common.
Generally speaking, our results reflect how users perceive
the same content differently. In fact, the categorization of
videos is subjective, and a video might be naturally associ-
ated with different categories. For example, one of the most
viewed videos of all time in YouTube, named “Evolution of
Dance,” shows a man dancing famous songs which were hits
in different decades. This video was associated with the cat-
egory Comedy but could be naturally associated with other
categories, such as Entertainment and Music.
Fig. 9 Distribution of categories
Table 5 Distribution of categories of pairs of duplicates in the same group
Com N&P H&S Ent Edu S&T Mus A&V P&A T&E P&B F&A N&A Spo
Com 61.8 1.4 0.4 14.4 0.1 0.0 3.3 2.1 2.0 0.4 8.3 4.2 0.0 1.6
N&P 35.4 17.7 1.9 10.8 1.7 0.5 3.0 6.7 0.7 1.0 14.1 4.1 0.4 2.0
H&S 21.0 4.0 12.7 21.5 1.6 2.2 3.2 10.1 1.1 1.2 11.1 5.5 0.1 4.6
Ent 33.7 1.0 0.9 33.8 0.3 0.2 4.9 3.5 1.5 0.5 7.9 8.9 0.0 3.0
Edu 14.4 6.3 2.9 14.5 5.4 1.5 5.6 13.5 0.6 0.8 24.4 7.4 0.4 2.3
S&T 7.8 3.3 7.2 17.9 2.9 45.2 1.2 3.7 0.1 1.0 5.7 3.2 0.1 0.6
Mus 18.3 0.6 0.3 11.4 0.3 0.0 50.6 0.6 1.0 0.3 6.5 8.4 0.0 1.5
A&V 21.6 2.7 1.9 15.4 1.4 0.2 1.2 38.1 0.3 2.4 9.8 3.6 0.1 1.2
P&A 38.9 0.5 0.4 11.9 0.1 0.0 3.5 0.5 30.4 0.3 5.1 7.5 0.0 0.9
T&E 3.2 0.4 0.2 2.0 0.1 0.0 0.5 2.1 0.1 89.5 1.0 0.6 0.0 0.5
P&B 40.8 2.7 1.0 16.8 1.2 0.2 5.8 4.7 1.3 0.5 15.7 5.1 0.1 4.1
F&A 27.6 1.1 0.6 25.2 0.5 0.1 10.2 2.3 2.6 0.4 6.8 20.8 0.0 1.7
N&A 4.0 22.5 3.1 10.2 5.8 0.8 5.6 14.0 0.5 1.6 23.4 6.3 1.5 0.7
Spo 7.4 0.4 0.4 6.1 0.1 0.0 1.3 0.6 0.2 0.2 3.8 1.2 0.0 78.3
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6 Duplicate content creation
In the previous section we showed that, although duplicates
have similar or identical content, they present several con-
textual differences. Some of these differences are usually
associated with the degree of subjectivity and the different
perceptions that multiple users may take from the same con-
tent either when they watch it or when they associate meta-
data to it. In this section we focus on possible reasons that
lead users to create duplicates.
6.1 Users and their duplicates
Since users can freely create content in online video sharing
systems, some accidental creation of duplicates is expected.
In fact, most of the videos of the users in our dataset are
not duplicates. Only 7% of the users have more than 50%
of their videos as duplicates. By computing the ranking of
users ordered according to the number of duplicates created
(here we consider duplicates from all groups in our dataset),
we note that most of the users post few duplicates (98% post
less than 3 duplicates), as expected when duplicate creation
is accidental. However, there are users who create a large
number of duplicates, i.e., the first and second users of the
ranking have 714 and 103 duplicates.
So, who are these users who create so many duplicates?
We manually inspected the first two users of the ranking and
found that all the duplicates created by each of them refer, in
fact, to the same content (all duplicates belong to the same
group). Moreover, we also found that the first user of the
ranking is what we refer to as a video response promoter,
who exploits the video response feature [5, 6]. The YouTube
video response feature allows users to video respond to an-
other user’s video contribution. A user willing to promote a
certain video may post a large number of video responses to
her target aiming to promote it quickly to the lists of most
responded videos. The duplicates posted by the first user of
the ranking consist of videos of short duration (i.e., less than
5 seconds).
The second user of the ranking, on the other hand, created
several duplicates of the same advertisement, but assigned
different tags (as well as title and description) to each du-
plicate. This kind of behavior is known as tag spamming
[16, 21], and it is used to fool search engines with nonre-
lated tags in order to promote some content. The actions of
these two users are examples of suspicious (i.e., opportunis-
tic) behavior associated with the creation of duplicates ob-
served in our dataset. In the following, we further investigate
the presence of suspicious creation of multiple duplicates by
the same user.
6.2 Suspicious duplicate creation
In order to investigate if there are more duplicates of the
same content created by the same user, we define a set of
suspicious videos as follows. If, for a group of duplicates,
the ratio between the number of duplicates to the number of
unique duplicate owners is smaller than one, it means that
at least one user created two duplicates in that group. We
call suspicious videos all duplicates of a group created by
a single user. Suspicious users are the owners of suspicious
videos.
We found that 92% of the groups of duplicates in our
dataset do not have suspicious videos. In total, 2,668 videos
created by 608 different users were considered suspicious.
For comparison purposes, the rest of the duplicates are re-
ferred to as legitimate videos. Since we are interested in
studying the metadata of suspicious videos, we again focus
on the English language, restricting our dataset to videos
in which the owners are from the United States, Canada,
United Kingdom, and Australia.
We manually analyzed 1,032 suspicious videos from 71
randomly selected users. As a result, the suspicious videos
were divided into three sets: (1) 714 videos used for promo-
tion (these are the videos created by the user who posts more
duplicates in our dataset); (2) 159 videos with tag spam, cre-
ated by 26 different users, including the second of the rank-
ing; and (3) near-duplicates. By near-duplicates we mean
similar or identical videos with different quality or with sub-
titles in a different language, identical videos with different
comments embedded, and identical videos with different au-
dio. Interestingly, we noted that most of the near-duplicates
complement the original material with additional informa-
tion, which can be valuable to some users. In total, we have
159 videos from 44 users in the near-duplicate group.
Next, we compare the similarity in the tags, description,
and title among pairs of duplicates from the selected suspi-
cious videos. Figure 10 shows the CDF of the Jaccard coef-
ficient for each type of metadata. We compare, for each type
of metadata, three sets of duplicates: videos used for promo-
tion, videos with tag spam, and near-duplicates. For each set
of videos, we compare all possible pairs of duplicates within
the same group.
Observing Fig. 10(a), we note that the set of videos used
for promotion presents the lowest degree of tag similarity.
As an example, fewer than 8% of the videos have a Jaccard
coefficient higher than 0.1. By analyzing the duplicates used
for promotion, we noted that each video has only a small set
of tags which seem to be generated automatically, since most
of them do not exist in an English dictionary and do not seem
to have a real meaning. This observation may explain the
low degree of similarity encountered. At the other extreme,
the set of near-duplicates presents the highest Jaccard coef-
ficients in comparison with other sets of suspicious videos.
For instance, 64% and 80% of the videos have Jaccard coef-
ficients higher than 0.3 and 0.1, respectively. In other words,
users who create videos with only differences in quality, or
with embedded comments or subtitles, tend to assign basi-
cally the same tags to the videos. Interestingly, most of the
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Fig. 10 Similarity between metadata of suspicious videos
videos used for tag spamming present a high concentration
of Jaccard coefficient between 0.3 and 0.6 (90% of them).
By analyzing some videos with tag spam we noted that most
of them have a set of tags which really describes the content
of the video and is used for all duplicates of a single tag
spam attack.
We also made the same comparison for description and ti-
tle, depicted in Figs. 10(b) and 10(c), respectively. Generally
speaking, the same observations for tags hold for description
and title.
7 Concluding remarks
This paper offers a novel analysis of duplicates in video
sharing systems. It focuses on understanding the social per-
ception of duplicate content represented by videos marked
as duplicate by YouTube algorithms. We analyze duplicated
videos from the viewpoints of both the content producer
(i.e., creator/owner) and the consumer (i.e., user). We show
that owners of high quality and popular videos tend to make
their duplicates more popular. We also show that there is a
correlation between popularity of duplicates and the number
of friendship links a owner has, indicating the importance of
the network to attract views to a video. These findings can
be useful to support several mechanisms, such as advertising
placement schemes and caching approaches.
From the users’ viewpoint, we quantify the degree of sim-
ilarity of different types of metadata associated by different
users to videos with the same content. This is important to
show that there are differences in the way users view and
describe a video content. Video is a rich media full of infor-
mation, which is hard to describe using only words. Video
retrieval mechanisms rely on the metadata that users asso-
ciate to describe the content of a video, so the low similarity
encountered in this work can contribute to support the design
of more effective multimedia content retrieval algorithms.
Our results also unveil the existence of opportunistic be-
havior in the creation of some duplicates. By analyzing a set
of specific videos, we found videos that are uniquely used
for promotion and also videos containing tag spam. The
analysis of the similarity between tags of suspicious videos
uncovers intrinsic characteristics of the metadata used in op-
portunistic activities.
We envision a couple of directions towards which this
work can evolve in the future. The first one should focus
on a deeper analysis of opportunistic behavior detected in
our collection of duplicates. This can be expanded to detect
offending or controversial videos. The second one relates
to understanding the temporal evolution of the popularity
of duplicates. Duplicate analysis is also useful to shed light
on understanding the process adopted by users to associate
metadata to video objects.
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