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Using molecular dynamics simulations we compare the motion of a nano-swimmer based on Pur-
cell’s suggested motor with a time asymmetrical cycle with the motion of the same molecular motor
with a time symmetrical cycle. We show that Purcell’s theorem still holds at the nanoscale, despite
the local structure and the medium’s fluctuations. Then, with the purpose of both orienting the
swimmer’s displacement and increasing the breakdown of the theorem, we study the effect of an
electric field on a polarized version of these swimmers. For small and large fields, the time asym-
metrical swimmer is more efficient, as suggested by Purcell. However we find a field range for which
Purcell’s theorem is broken for the time symmetric motor. Results suggest that the breakdown of
the theorem is arising from the competition of the orientation field and Brownian forces, while for
larger fields the field destroys the effect of fluctuations restoring the theorem.
INTRODUCTION
Since the emergence of nanotechnology, the design and
properties of synthetic molecular motors and machines
are the subjects of active research[1–26]. Molecular mo-
tors applications range from medicine to engineering,
sensing, the control of transport mechanisms, crystalliza-
tion, hydrophobicity, optical properties, and actuation to
name a few. Among molecular motors, nano-swimmers
are of particular interest for medical applications. Bi-
ological molecular motors are quite complex molecular
systems. Synthetic molecular motors that have been cre-
ated up to date are also still relatively complex. Creating
simpler motors is however of large interest as it will per-
mit to produce them more easily in large number, and
can lead to more stable motors.
Due to Brownian motion and low Reynolds number,
creating nano-swimming molecular motors is quite a chal-
lenge. Brownian motion hinders directional motor’s mo-
tion by incessant interactions with the medium, and in-
duces fluctuations in the environment local structure and
dynamics. Moreover, because the Reynolds number Re is
proportional to the characteristic length-scale of the sys-
tem, at the nanoscale Re is small. As Re measures the
ratio of kinetic to viscous forces, at the nanoscale vis-
cous forces govern the dynamics, hindering the motor’s
displacements. Eventually, low Reynolds number lead to
Purcell’s theorem[27, 28] that forbids the motion of time
symmetrical nano-swimmers.
While Brownian motion introduces some breakdown
[28] of the theorem due to fluctuations in the environ-
ment, previous studies found nevertheless that the theo-
rem mostly holds at the nanoscale[29, 30]. Any attempt
to create a simple mono-molecular motor will have to
breakdown [28] the Purcell theorem to be efficient. Var-
ious breakdowns of the theorem were reported [29–43].
A few of these breakdowns appear for rapid flapping
motors[33, 36, 42, 43] while most others are due to spe-
cific environments. Diffusion of the motor can also occur
due to fluidization of the medium by the motor’s flaps,
the medium diffusion then carrying the motor[44–49].
This effect called photofluidization [50–53] for azoben-
zene motor molecules is of particular interest due to its
relation with the long standing problem of the glass-
transition [54, 55].
Purcell suggests in his paper[27] more complicated
mechanisms to bypass the theorem. These mechanisms
need at least two hinges, with foldings that have to be
non-symmetrical in a time reversal transformation. In
this paper we test the effect of time symmetry, comparing
two nano-swimmers based on Purcell’s suggested motor.
One of our swimmers uses the time asymmetrical succes-
sion of flaps proposed by Purcell to break the theorem,
and the other one uses time symmetrical succession of
flaps[56].
We describe our two nano-swimming motors in Fig-
ures 1 and 2. Our swimmers are adapted from Pur-
cell’s motor, so that they can be experimentally engi-
neered from two attached azobenzene molecules, that do
have the property of photo-izomerization[57–67]. They
are constituted of three parts, with the parts at the two
extremities moving periodically in four steps. The only
difference between the two motors is the order of the suc-
cessive motions of the flapping parts. In contrast to the
time asymmetric motor, for the time symmetric motor
the successive motions are the same if time is reversed.
As suggested by Purcell, the asymmetrical motor dis-
placement is much larger due to the theorem.
Molecular dynamics and Monte Carlo simulations[68–
71] are invaluable tools, together with model systems[72–
76], theoretical calculations and experimental data to in-
crease our understanding of unsolved problems in con-
densed matter physics[46, 77–91]. We study in this work
the possible breakdown of the theorem on the time sym-
metrical motor, with molecular dynamics simulations, us-
ing an external electric field on a polarized motor. The
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2purpose of the electric field is to both breakdown the the-
orem and induce a preferential direction in the motor’s
displacement. We then compare the effect of various elec-
tric fields on our two motors to understand the effect of
time symmetry on the displacements. Our medium is a
model system based on Lennard-Jones potentials so that
most quantities (temperature, molecules sizes, etc.) can
be tuned to approximately represent a number of vis-
cous media, with our results scaled by the corresponding
factors.
CALCULATION
The reader will find details on our simulation proce-
dure in previous papers[25, 29, 92], however for conve-
nience we will resume the simulation procedure. We use
the Gear algorithm with the quaternion method[68] to
solve the equations of motions with a time step ∆t =
10−15s. Due to the release of energy from the motor, sim-
ulations where the motor is active are out of equilibrium.
We evacuate the energy created by the motor’s folding,
from the system with a Berendsen thermostat[93]. We
use the NVT canonic thermodynamic ensemble as ap-
proximated by that simple thermostat (see ref.[94] for an
evaluation of the effect of the thermostat on our calcula-
tions). Our simulations use one motor molecule imbed-
ded inside a medium constituted of 500 linear molecules,
in a cubic box 30.32 A˚ wide. We use periodic boundary
conditions. The molecules of the medium (host)[92] are
constituted of two rigidly bonded atoms (i = 1, 2) at the
fixed interatomic distance lh= 1.73A˚. These atoms in-
teract with atoms of other molecules with the following
Lennard-Jones potentials:
Vij = 4ij((σij/r)
12 − (σij/r)6) (1)
with the parameters[92]: 11 = 12 = 0.5KJ/mol,
22 = 0.4KJ/mol, σ11 = σ12 = 3.45A˚, σ22 = 3.28A˚.
The mass of the motor is M = 420g/mole (constituted
of 14 atoms, each one of mass 30g/mole) and the mass
of the host molecule is m = 1000g/mole (2 atoms with
a mass of 500g/mole each). We model the motor with
14 atoms in a rectangular shape constituted of two rows
of 7 rigidly bonded atoms. The width of the swimmer is
Ls = 4.4A˚ and its length ls = 15.4A˚. It is constituted of
two flapping rigid parts of length la0 = la1 = 5.7A˚ and a
central rigid non mobile part of length d = 4A˚ on which
we apply the opposite force fields polarized in the X di-
rection of sum null. Notice that the flapping parts and
the central part are three rigid bodies in the simulations.
The length of the host molecule is lh = 5.09A˚ and its
width Lh = 3.37A˚. The motor’s atoms interact with the
medium’s atoms using mixing rules and a Lennard-Jones
interatomic potential on each atom of the motor, defined
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FIG. 1: (color online) (a) Picture of the flat nano-swimmer
before any arm’s motion. Local coordinates x and y define
the plane of the motor. The external forces are applied on
the 4 atoms of the rotation axis in the −X and X direc-
tions of the laboratory coordinates, so that the sum of the
forces on the motor is null. For large fields, the motor even-
tually orients itself on the direction of the field and the x
motor’s axis is then superimposed on the X laboratory axis.
The arrows indicate the external force field in that configu-
ration. Note that when the force field is applied, the motor’s
reversed orientation in the −X direction is unstable. (b) The
4 steps, beginning from an initially flat swimmer are described
in the Figure. The order of the flaps is (abcd) for the time
asymmetric nano-swimmer and (abdc) for the time symmet-
ric one. The time asymmetric swimmer is based on the motor
suggested by Purcell to break his theorem due to time asym-
metry while the other one is the same motor but with time
symmetry; that is reversing time leads to the same succession
of steps for the time symmetric motor but not for the time
asymmetric one. The swimmers are adapted from Purcell’s
motor, so that they can be experimentally engineered from
two attached photo-isomerizing azobenzene molecules. As ex-
plained by Purcell[27] the motor main direction of motion is
the x local axis.
by the parameters: 33 = 1.355KJ/mol, σ33 = 3.405A˚.
We use the following mixing rules [95, 96]:
ij = (ii.jj)
0.5;σij = (σii.σjj)
0.5 (2)
for the interactions between the motor and the host
atoms. The medium (host) is a fragile liquid[97, 98]
3(a)
(b)
FIG. 2: (color online) Snapshots of the motor and molecules
surrounding it at a distance r < 10A˚, with arbitrary colors.
(a) The motor is in its flat configuration. (b) The two motor’s
arms are folded.
that falls out of equilibrium in our simulations below
T = 38K, i.e. T = 38 K is the smallest temperature
for which we can equilibrate the system when the mo-
tor is not active. As a result above that temperature
the medium behaves as a viscous supercooled liquid in
our simulations and below that temperature it behaves
as a solid (as tsimulation < τα). The simulations of this
work correspond to T = 30K, therefore a temperature
for which the medium behaves as a solid when the motor
is not active. Notice however that when active, the mo-
tor’s motions induce a fluidization of the medium around
it. We evaluate the glass transition temperature Tg to be
slightly smaller Tg ≈ 28K, from the change of the slope
of the potential energy as a function of the temperature.
However as they are modeled with Lennard-Jones atoms,
the host and motor potentials are quite versatile. Due to
that property, a shift in the parameters  will shift all the
temperatures by the same amount, including the glass-
transition temperature and the melting temperature of
the material.
The two motors and their different folding steps are
described in Figures 1 and 2. Each folding is modeled as
continuous, using a constant quaternion variation, with
a folding time τf = 0.5ps. The total cycle period is con-
stant and fixed for both motors at τp = 600ps. Each of
the 4 steps described in the Figure 2 has the same dura-
tion equal to τp/4 = 150ps including the 0.5ps folding or
unfolding.
Our simulations are out of equilibrium, as the mo-
tor releases periodically some energy into the medium
surrounding it. That released energy is then extracted
from our system by the Berendsen thermostat, and thus
doesn’t increase the mean temperature of our medium.
However our system, while out of equilibrium, is in a
steady state and is not aging. That behavior is ob-
tained because the energy released by the motor into the
medium is small enough and the time lapse between two
stimuli large enough for the system to relax before a new
stimuli appears. In other words we are in the linear re-
sponse regime[25].
Through this work we use the mean square displace-
ments of the motor to measure its ability to diffuses.
The mean square displacement is defined as[68]:
< r2(t) >=
1
N.Nt0
∑
i,t0
| ri(t+ t0)− ri(t0) |2 (3)
From the time evolution of the mean square displace-
ment we then calculate the diffusion coefficient D for dif-
fusive displacements using the Stokes-Einstein equation:
lim
t→∞ < r
2(t) >= 6Dt (4)
Notice that the external field induces a preferential di-
rection of motion for the motor leading to super-diffusive
displacements. Therefore the displacements have a dif-
fusive and a super-diffusive component. However, due
to symmetry for the time symmetric motor we expect
the super-diffusive behaviors to disappear for larger time
scales. To evaluate diffusion coefficients when super-
diffusive behaviors are present, we use the diffusive (in-
termediate times) part of the mean square displacement
instead of the long time limit. To be complete, we also
calculate in our study the super-diffusive interpolation of
the motor’s motion.
To quantify the breakdown of Purcell’s scallop theo-
rem, following ref.[29] we define a coefficient  that we
call the efficiency of the motor’s motion:
 =
< r2(nτp) >
2n < r2(τp/2) >
(5)
where τp is the period, τp/2 the time lapse for only 2
steps as described in Figure 2, and n the number of pe-
riods considered. In this paper we have used n = 3. The
motion’s efficiency  compares the motor’s mean square
4displacement (MSD) after a number n of periods (i.e. af-
ter the theorem has applied) to the motor’s MSD after
half a period (i.e. before the theorem can apply). In
other words  is the ratio of the observed displacement
of the motor, to the displacement expected without the
Purcell theorem effect. With  definition, if the scallop
theorem holds the efficiency  = 0, while with a ran-
dom motion we will obtain  = 1, and a larger value of
 will mean that the motion is not random but has a
preferential direction. Unless otherwise mentioned, the
results displayed in this paper correspond to a temper-
ature T = 30 K in our model, a temperature for which
the medium would be solid without the motor’s stimuli.
However the motor’s stimuli induce a fluidization of the
medium around it. The fluidization mechanism[46, 50–
53] is of particular importance due to its relation with the
glass-transition problem[46]. The effect of this fluidiza-
tion on the motor’s motion has been studied in previous
papers [30, 31]. A motor carried by the medium due to
fluidization will have an efficiency  = 1 as it will not
be subject to the Purcell theorem. From the ratio of the
motor’s and medium’s thermal diffusion coefficients at
various temperatures, we estimate the part of the mo-
tor’s motion due to the fluidization to be ≤ 20 percent,
leading to a minimum value for the efficiency different
from zero.
The motor is subject to an external force field, leading
to two opposite forces that apply in our calculations on
the edges of the central part of the motor, apart from
a distance d (see Figure 1). The physical parameter of
importance in our system is thus the force moment (or
torque) M = dxF applied on the motor. However as
this moment evolves with the motor’s orientation, in our
Figures we use the maximum moment (Mmax =| F | d)
as parameter. Notice that the applied forces are equiva-
lent experimentally to the effect of an external electric (or
magnetic) field to a motor with a permanent dipolar elec-
tric (or magnetic) moment. We show a typical motor’s
moment time evolution in Figure 3. The larger peaks
correspond to the flaps of the motor, while the Brown-
ian noise stays mainly around 100pN .A˚, with some larger
fluctuations.
RESULTS AND DISCUSSION
Does Purcell’s theorem still hold at the nanoscale ?
Purcell’s theorem was established for a continuous
medium, with Navier-Stokes hydrodynamic equations.
However at the nanoscale the medium is no longer con-
tinuous, because the medium’s molecules are no longer
small in comparison to the motor. Also, at that length
scale fluctuations in the environment are important, aris-
ing both from Brownian noise and from the motor’s
flapping arms perturbations. Eventually, for amorphous
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FIG. 3: (color online) Time evolution of the y component in
the motor reference frame (see Figure 1) of the force moment
My = −Fz < d > for a time symmetric motor without exter-
nal force field. The Brownian force moment is approximately
equal to 100pN.A˚ in the Figure, with some larger fluctuations.
The periodic large peaks correspond to the force moments in-
duced by the motor’s flaps.
soft matter and supercooled liquids, cooperative fluctu-
ations (called dynamic heterogeneities) arise, increasing
at low temperature. For all these reasons, Purcell’s theo-
rem should be intrinsically broken at the nanoscale. We
will however see now that the theorem still holds at the
nanoscale.
We will now use the two motors diffusion coefficients
displayed in Figure 4 to measure the breakdown of the
scallop theorem. The asymmetric motor is not con-
strained by the theorem, while the symmetric motor is.
Therefore a comparison between the diffusion behavior
of the two motors shows the domain of departure from
the theorem by the symmetric motor. Note also that the
presence of diffusion is in itself a proof of breakdown of
the theorem.
Figure 4a shows the diffusion coefficient D and Figure
4b the mean velocity κ (for super-diffusive motions) of
the two motors as a function of the external force field
torque. There is a threshold on the external force below
which the time symmetric (i.e. reversible in time) motor
doesn’t move while the time asymmetric motor does. As
the only difference between the two motors is the intrinsic
breakdown of Purcell’s theorem by the asymmetric mo-
tor, these results show that Purcell’s theorem still holds
at the nanoscale in our conditions of study.
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FIG. 4: (color online) (a) Diffusion coefficient D versus the
maximum moment F.d for the time symmetric and time asym-
metric motors. The diffusion coefficients displayed here, are
obtained from fits of the mean square displacement in the
time range for which it is approximately linear. The small
line shows the value of the Brownian noise (see Figure 3). (b)
Interpolation of the square of the mean motor’s velocity κ for
super-diffusive displacements.
Field-induced breakdown of Purcell’s theorem
In the first part of this section we use the comparison
between the two motors diffusion coefficients to measure
the breakdown of the scallop theorem. Then in the sec-
ond part of the section we use the efficiency of motion for
a more precise investigation of the breakdown domains.
Figure 4 shows that for small force field moments, the dif-
fusion coefficient D and the coefficient κ are very small
for the time symmetric motor and roughly constant for
the time asymmetric motor. As discussed in the previ-
ous section for these force fields the scallop theorem is
not broken for the symmetric motor and the diffusion
is roughly independent on the field for the asymmetric
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FIG. 5: (color online) Mobility efficiency coefficient
 =
< r2(nτp) >
2n < r2(τp/2) >
with n = 3, versus the maximum mo-
ment for the time symmetric motor. The small line at
100pN.A˚ shows the value of the Brownian noise (see Figure
3).
motor. We then observe a moment threshold around
100pN.A˚ above which the diffusion increases. Figure 3
shows that the threshold is of the order of magnitude
of the Brownian noise on the moment. As a result, the
threshold corresponds to the external force value that
counterbalance the Brownian forces fluctuations at the
temperature of study. Around the threshold the diffu-
sion is the same for both motors. Because the difference
between the two motors is related to the Purcell theo-
rem, the equivalence of the diffusion coefficients shows
that the field induces a breakdown of the Purcell theo-
rem for the time symmetric motor. The field evolution
of the symmetric motor’s efficiency in Figure 5 confirms
that picture. These results suggest that when the exter-
nal forces are comparable to the Brownian forces on the
motor, it induces a fluctuating asymmetry that breaks
the theorem.
Then around 500pN.A˚ the diffusion stabilizes to D ≈
1A˚2/ns for the time symmetric motor and D ≈ 3A˚2/ns
for the time asymmetric motor. That difference between
the two saturation values suggests a decrease of the effi-
ciency of the symmetric motor for large fields, in agree-
ment with the results displayed in Figure 5. To resume
that picture, for small force fields the sum of Brownian
fluctuations and of the field leads to an asymmetry of
motion that induces the breakdown of the Purcell the-
orem, while for large fields, the field finally induces a
one dimension motion, leading to a saturation and the
observed flat curves.
We verify this picture in Figure 5 that shows the mo-
tion’s efficiency  (a quantity that quantifies the break-
down of Purcell’s theorem)[29] versus the force field mo-
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FIG. 6: (color online) Mobility efficiency coefficient
 =
< r2(nτp) >
2n < r2(τp/2) >
with n = 3, versus the maximum mo-
ment for the time asymmetric motor. Values larger than 1
imply that the motor has a preferential direction.
ment for the time symmetric motor. The efficiency of the
time symmetric motor in figure 5 first increases at the
threshold value (for a moment M ≈ 100pN.A˚) and then
decreases for large fields to its zero field value. There-
fore the scallop theorem holds approximately ( = 0.3)
for small fields then is broken above a threshold field
value and finally is restored for large fields. As a re-
sult, as observed in Figure 5, the efficiency is maximum
when the force field is of the same order of magnitude
than the Brownian force fluctuations, while large and
small fields do not modify the efficiency. To conclude,
for small fields, the effect of the field acts as a small per-
turbation inside the Brownian motion while large fields
destroy the fluctuations restoring the scallop theorem for
the symmetric motor. Only for fields of the same order
of magnitude than the Brownian fluctuations, the field
perturbation induces a significant breakdown of the scal-
lop theorem. However for large force fields the motor’s
diffusion nonetheless increases in Figure 4 due to the ori-
entation of the motor’s motion.
The time asymmetric motor’s efficiency behaves differ-
ently (see Figure 6). It increases at the same threshold
value, but do not decreases for large fields saturating in-
stead to  ≈ 2.6. As the breakdown of the scallop the-
orem for the time asymmetric motor doesn’t relies only
on Brownian motion but on the time asymmetry of the
motor, the scallop theorem is not restored for large fields,
explaining the large efficiency for large fields. The large
values are here due to the orientation of the motor to-
wards the field. Eventually, this difference between the
motor’s efficiencies explains the difference between the
motor’s diffusion coefficients observed in Figure 4.
Comparison of the two motor’s displacements
In Figure 7 we show the two motor’s mean square dis-
placements (MSD) for different force fields and tempera-
tures. Figure 7a corresponds to a temperature for which
the medium is solid when the motor is off. The dark-
green curve (bottom) is flat showing that the medium is
actually solid when the motor is off. At very short time
scales, the ballistic regime gives us the average tempera-
ture of the motor. Figure 7a shows that the motor’s tem-
perature is 15% larger when the motor is active than in-
active while we didn’t find any difference for the medium
around it. However the ballistic part of the curves (giving
the temperature) was calculated during the foldings only
and do not take into account the long relaxation. There-
fore the motor’s temperature is actually smaller than the
ballistic regime suggests in the Figure.
The Figure shows that the time asymmetric motor
is the more efficient of the two motors, for weak and
large fields, but not for fields in between. The blue and
dark blue curves superimpose, showing that for the cor-
responding field range the time asymmetric and symmet-
ric motors are equivalent. We observe the same results
at a larger temperature in Figure 7b when the medium
is liquid. These results are in agreement with the time
symmetric motor’s maximum efficiency for intermediate
fields observed in Figure 5, and with the comparison be-
tween diffusive coefficients in Figure 4.
When the external field gives a privileged direction to
the motor, we observe displacements larger than diffusive
(see for example the end of the black curve on the top)
as expected for a directional motion. For the time sym-
metric motor, we expect these super-diffusive behaviors
to disappear for larger time scales, due to symmetry (as
the X and −X directions are equivalent for that motor).
The super-diffusive behavior demonstrates that the mo-
tor moves by its own, as a motor carried by the medium
would be purely diffusive.
Elementary displacements of the nano-swimmer
In this section we describe the motors displacements
following each arm flap. The elementary displacements
after the first to the fourth flaps of the motors are dis-
played respectively in Figures 8, 9, 10 and 11. After
the first motor’s flap in Figure 8, the time symmetric
and time asymmetric motors behave the same way as the
time asymmetry didn’t still act. < r2(τp/4) > is small
and constant below the force field moment threshold and
then increases continuously above the threshold.
After the second flap, we observe a small difference
between the two motors average displacements in Figure
9. Notice that due to the averaging on the time ori-
gin, the second flap is not similar in the displacement
calculations for the two motors. While for the time sym-
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FIG. 7: (color online) Motor’s mean square displacement
< r2(t) > (a) At a temperature for which the medium with-
out stimuli is solid T=30K, (b) the medium is a viscous liquid
T=50K. In each Figure, from bottom to top the curves cor-
respond to: The motor off and no field (dark green curve);
the motor on: no field (F.d=0), time symmetric motor (red
curve), then asymmetric (dark red curve); F.d = 6.6 102pN.A˚
: symmetric (blue curve), then asymmetric (dark blue curve)
these two curves superimpose almost perfectly for both tem-
peratures; F.d = 6.6 103pN.A˚ time symmetric (gray curve)
then asymmetric (black curve).
metric motor the displacements are only slightly larger
than after the first flap, for the time asymmetric motor
the displacements are larger even at zero field. The dif-
ference between the displacements of the two motors is
approximately constant on the Figure.
After the third flap in Figure 10, the displacement of
the time symmetric motor increases and becomes ap-
proximately equal to the time asymmetric motor dis-
placement around the threshold. For large fields in con-
trast the time asymmetric motor displacement increases
rapidly to values much larger than the time symmetric
motor’s displacements. The alignment of the motor to-
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FIG. 8: (color online) Mean square displacement of the mo-
tors after one flap (∆t = τp/4) versus the maximum moment.
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FIG. 9: (color online) Mean square displacement of the mo-
tors after the second flap (∆t = τp/2) versus the maximum
moment.
wards the field leads to much larger displacements for the
time asymmetric motor, as the scallop theorem begins to
apply for that third step on the symmetric motor leading
to backward motions.
Eventually after the fourth and last flap in Figure 11,
the mean square displacements of the two motors is sim-
ilar up to the threshold field’s value and separate for
large fields, the time asymmetric motor displacement be-
ing much larger. Notice that the time symmetric mo-
tor’s displacement for large field after the last flap is ap-
proximately equal to its displacement after the first flap
(2.5A˚2), showing that the scallop theorem applies on the
time symmetric motor.
Notice that Brownian noise forces are rather large in
our conditions, leading to a large external force field to
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FIG. 10: (color online) Mean square displacement of the mo-
tors after the third flap (∆t = 3τp/4) versus the maximum
moment.
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FIG. 11: (color online) Mean square displacement of the mo-
tors after the last flap (∆t = τp) versus the maximum mo-
ment.
counterbalance it. The Brownian noise forces can be low-
ered using a medium at lower pressure, but it will also
increase at higher temperature. The threshold external
torque in our system is around 100pN.A˚. It corresponds
in an example motor molecule (A typical azobenzene
molecule is approximately 15 A˚ long) to opposite forces
of 10pN separated by a 10 A˚ distance. We used a shorter
distance d = 4A˚ in our simulations in order to put the
forces on non moving parts of the molecule (to insure the
observed effects are not generated by the work induced
by external forces on motor’s moving parts). For an
electric charge q = e, 10pN forces correspond to an elec-
tric field of 6.107V/m. Fields of that magnitude or larger
can be encountered near polarized interfaces for example.
The motor’s alignment can also be generated by the envi-
ronment if the long motor is embedded inside a nematic
or smectic liquid crystal (see for example ref.[99–101]),
the interactions with the liquid crystal molecules orient-
ing the motor. Eventually, the alignment can also be
generated by confinement inside nanopores or on surface
walls[102].
For application purposes our motor can be created
with two chemically bounded azobenzene molecules or
derivatives. That flat molecule in its trans conforma-
tion has the property of photo-isomerization, folding into
its cis conformation when subjected to a light stimu-
lus. The molecule then relaxes to its trans conformation,
a relaxation that can be accelerated by a second light
stimulus. For further information on azobenzene photo-
isomerization properties and applications, see the sound
authoritative review by Natansohn and Rochon ref.[58]
and recent applications [50–52, 99, 102, 103].
CONCLUSION
In this work we have used molecular dynamics simula-
tions to study the effect of an electric field on the motion
of a polarized molecular motor (nano-swimmer). Our
objectives were to induce a breakdown of the scallop the-
orem from the anisotropic motion induced by the electric
field and to orient the motion of the swimmer in the di-
rection of the field. To evaluate the extent of the scallop
theorem breakdown, we compared the motions of a nano-
swimmer with a time reversible sequence of flaps, with
the motion of the same swimmer with a non-reversible
sequence of flaps.
We found a field threshold for the orientation of the
swimmer’s motion that is the same for both swimmers.
The two swimmers share the same displacements around
the threshold, showing that the Purcell’s theorem is also
broken for the time symmetric swimmer in that field
range. In agreement with that interpretation, the mobil-
ity efficiency  measuring the extent of the breakdown of
the theorem displays a wide peak around that field range
for the time symmetric swimmer. Therefore there is a
field range for which, due to the competition of the ori-
entation field and Brownian forces, Purcell’s theorem is
broken for the time symmetric motor. For larger fields,
the motion of the swimmer is oriented in the direction
of the field, increasing the displacements even for the
time symmetrical swimmer hindered by Purcell’s theo-
rem. Then the swimmer’s orientation saturates as the
swimmer tends to be totally oriented in the direction of
the field. For small and large fields, the time asymmetri-
cal swimmer is more efficient, as expected by Purcell[27].
Eventually, our results suggest a development in nano-
swimmers embedded inside liquid crystals with and with-
out electric fields.
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