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Abstract
In this paper we prove the propagation of chaos property for an ensem-
ble of interacting neurons subject to independent Brownian noise. The
propagation of chaos property means that in the large network size limit,
the neurons behave as if they are probabilistically independent. The model
for the internal dynamics of the neurons is taken to be that of Wilson and
Cowan, and we consider there to be multiple different populations. The
synaptic connections are modelled with a nonlinear ‘electrical’ model. The
nonlinearity of the synaptic connections means that our model lies outside
the scope of classical propagation of chaos results. We obtain the propa-
gation of chaos result by taking advantage of the fact that the mean-field
equations are Gaussian, which allows us to use Borell’s Inequality to prove
that its tails decay exponentially.
1 Introduction
Activity in the human brain results from the activity of billions of interacting
neurons [29, 30, 2, 12]. Ensembles of neurons can often produce coherent be-
haviour at macroscopic levels, and therefore it is desirable to use mathematical
techniques to rigorously understand how the macroscopic description emerges
out of the neuron-level description [3, 5, 21, 11, 10, 27, 24, 20]. The macro-
scopic phenomenon we are interested in studying is propagation of chaos. This
describes the situation where a large ensemble of neurons is heavily intercon-
nected and subject to a lot of external noise, resulting in the neurons behaving
randomly, with the activity of any two neurons probabilistically uncorrelated.
These models are often described as ‘mean-field’ models, because as a conse-
quence of the uncorrelated behaviour of the neurons, their average activity is
well-approximated by the mean activity of any particular neuron [9].
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Mean-field models of neurons are typically a stochastic differential equation
with three components: an internal dynamics term b(Xjt ), an interaction term
1
N
∑N
k=1 g(X
j
t , X
k
t ) and a noise term W
j
t , so that the evolution of the state
variable Xj is given by the following
dXjt =
(
b(Xjt ) +
1
N
N∑
k=1
g(Xjt , X
k
t )
)
dt+ dW jt
=
(
b(Xjt ) + g¯(X
j
t , µˆ
N (Xt))
)
dt+ dW jt , (1)
where µˆN (Xt) =
1
N
∑N
k=1 δXkt is the empirical measure and g¯(x, µ) := E
µ[g(x, ·)].
The above model is also often referred to as an interacting diffusion model. The
noise terms (W jt ) are taken to be probabilistically independent. As long as
the functions b and g are suitably well-behaved, the propagation of chaos result
dictates that in the limit as N →∞, the law of (Xjt )t∈[0,T ] converges probabilis-
tically to the law of some process (X¯t)t∈[0,T ] which is the same for all j. This
result was first proven by Sznitman [26], and later by many others, including
[14, 23, 28, 4, 7, 17]. These works typically prove the convergence over fixed
time intervals [0, T ], but sometimes the convergence is uniform in time [25].
There is a large variety of neuronal models, including those of Hodgkin-
Huxley [16], FitzHugh-Nagumo [4] and Wilson-Cowan [30, 29, 2]. We employ
the Wilson-Cowan model in this paper. The Wilson-Cowan model was originally
developed to model the interaction between excitatory and inhibitory neurons
in a population [29]. It is simpler than the other models: it was developed to
capture some of the qualitative features of the dynamics of interacting neurons,
without being too complicated. It is sufficient for our purpose because we are
more interested in the effect of the synaptic connections on the behaviour of the
neural network than the internal neuronal dynamics.
Our model for the synaptic connections is that of an electrical synapse,
which is more sophisticated than many other models of synaptic connections.
They have previously been employed to model mean-field behaviour in neuronal
networks in [4]. In electrical synapses, neurons are extremely close, so that
current is able to directly flow through specialised structures called gap junctions
[18]. Gap junctions consist of precisely aligned channels in the presynaptic and
postsynaptic neuron. These channels allow ions and other molecules to flow,
thereby inducing an electric current. Often the current is induced by an action-
potential, so that it is natural to model the current to be proportional to the
difference between the activity of the presynaptic and postsynaptic neurons
(since by Ohm’s Law electrical current is proportional to the voltage difference)
multiplied by the maximal conductance. We take the maximal conductance to
be proportional to the activity of the presynaptic neuron, which we represent
by a sigmoidal function. In conclusion, if Xpre is the state variable of the pre-
synaptic neuron and Xpost is the state variable of the post-synaptic neuron,
then we take the total effect of the pre-synaptic neuron on the post-synaptic
neuron to be proportional to
g(Xpost, Xpre) = Cg
(
Xpost −Xpre
)
S(Xpre), (2)
2
for some sigmoid S and constant Cg [4].
Most proofs of propagation of chaos either assume that g is globally Lipschitz
in both of its variables, or that
sup
x,y∈R
|g(x, y)| <∞. (3)
The above condition unfortunately excludes the model of electrical synapses in
(2). We must therefore prove the propagation of chaos result from first prin-
ciples, adapting the proof of Sznitman [26]. The proof works in our specific
situation because, just as with [28], we can exploit the fact that the internal
dynamics term b is linear, which allows us to use the theory of Gaussian Pro-
cesses to prove the existence and uniqueness of the mean-field limit. However
our model of the synaptic interactions is more complicated than that of [28]
and we are forced to develop different methods. In more detail, we reduce the
problem of existence and uniqueness of the mean-field limit to an existence and
uniqueness problem for the ordinary differential equations governing the mean
and variance. The Gaussian nature of the mean-field limit also allows us to use
Borell’s Inequality to bound the tails of X¯jt . In the classical theory, it has been
proven that the rate of convergence of the Wasserstein Distance is O(N−
1
2 ):
however in our model we do not obtain a specific rate (it is probably slower
than O(N−
1
2 )). It should be noted that [7], like us, also do not assume (3).
Another feature of our work is that we consider a multipopulation model.
Classically, multipopulations models are typically composed of activator and
inhibitor neurons, but in our work the number of populations may be arbitrarily
high. The ratio of the number of neurons in each population is kept fixed. Mean-
field multipopulation models have already been studied in the original work of
Wilson and Cowan [29], but also in that of [13], [8], [28] and [4], amongst others.
Multipopulation models can admit much richer dynamics: as an example it is
well-known that activator-inhibitor models can admit limit-cycle solutions [28].
One of the basic reasons to obtain mean-field equations is that the unreduced
system is too complicated to study. However even the mean-field equations are
frequently difficult to study, because the drift term is a function of the law µ¯t of
the limit; so that often there is not an elegant way of characterising the solution.
However in our specific case, the mean-field equations are Gaussian, and so
their behaviour can be further reduced to the ODEs governing the mean and
variance. The strength of our paper is that we have reduced the seemingly very
complicated question of studying the dynamics of a large system of interacting
neurons subject to noise, to the much-more tractable problem of studying the
dynamics of a set of coupled ODEs. We note that [28] have already studied a
similar problem. They obtain mean-field equations for a system of interacting
Wilson-Cowan neurons. They also reduce the mean-field equations to a set
of ODEs governing the mean and variance, and study the bifurcations of these
ODEs. Our work is different because our interaction term is that of an electrical
synapse (our interaction term is not bounded).
The structure of this paper is as follows. In Section 2 we outline a general
multipopulation model of interacting Wilson-Cowan neurons, coupled by elec-
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trical synapses and subject to noise. In Section 3 we introduce the mean-field
equations for our system and prove the propagation of chaos property, namely
that the finite-size system converges to the mean-field limit as the number of
neurons asymptotes to infinity. In Section 4 we give an example of a neural
network which contains two populations, and perform a numerical simulation
of the mean-field equation.
2 Mathematical Model And Assumptions
In this section we outline our model and our assumptions. As we have already
noted in the introduction, our model is that of a multipopulation model of
Wilson-Cowan neurons, connected by electrical synapses and subject to Brow-
nian noise. We introduce and explain our model further below. However before
we do this, we must introduce some notation.
We assume that the number of populations P is fixed, and that the ratio of
neurons in each population is fixed. We fix the integer constants s1, . . . sP > 0
which give the relative proportion of neurons in each population. We organise
the neurons into (2n + 1) groups, with each group containing neurons from all
of the populations. In the mean-field limit as n → ∞, we will find that the
behaviour of a single group of neurons is characteristic of the behaviour of the
entire ensemble. Within each group i ∈ [−n, n], we specify that there are 2sα+1
neurons from population α. We accordingly index each neuron by (i, α, p), for
i ∈ [−n, n], α ∈ [1, P ] and p ∈ [−sα, sα]. Observe that the total number of
neurons across all of the groups in population α ∈ [1, P ] is (2sα + 1)× (2n+ 1).
Our goal is to asymptote n→∞, while keeping the other parameters fixed.
We work in a complete probability space (Ω,F ,P), endowed with a filtration
(Ft) and satisfying the usual conditions. The set of all probability measures on
some topological space X (endowed with the Borelian sigma-algebra) is written
as P(X ). The state variable for any single neuron is assumed to be in R. Let
s¯ =
∑P
α=1(2sα + 1). We write T := Rs¯ to be the state space for a single
group of populations, using the indexing (for i ∈ [−n, n]): Xit ∈ T , where
Xit := (X
i,α,p
t )α∈[1,P ],p∈[−sα,sα]. In general, when Y ∈ Rq for some q > 0,
‖Y ‖ = supr∈[1,q] |Y r|. Throughout this article, we work over the time interval
[0, T ], for some fixed T > 0.
Let (W i,α,p)i∈[−n,n],α∈[1,P ],p∈[−sα,sα] be mutually independent Wiener Pro-
cesses on [0, T ]. The general evolution equation of our neural network is of the
form
dXi,α,pt = −
1
τ
Xi,α,pt + I
α(t)+
1
2n+ 1
n∑
j=−n
P∑
β=1
sβ∑
q=−sβ
J¯αβ
(
Xi,α,pt −Xj,β,qt
)
S(Xj,β,qt )dt+ σ
αdW i,α,pt , (4)
with X0 = Xini (a constant). We will often neglect the summation limits if they
are clear from the context. Here Iα ∈ C(R) is the deterministic input current; it
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is assumed to be continuous and bounded and homogeneous across populations.
τ and σα are positive constants: τ gives the magnitude of the decay due to the
internal dynamics, and σα the relative strength of the noise.
We have already noted in the introduction that we model the synaptic con-
nections as electrical. It can be seen that the strength of connection from a
presynaptic neuron in population α to a postsynaptic neuron in population β
is scaled by the constant J¯αβ ∈ R. S is a sigmoid function: monotonically
increasing, twice differentiable everywhere and satisfying 0 < S(x) < 1. We
assume that there exists a positive constant CS such that
sup
x∈R
|S′(x)x| ≤ CS and that
sup
x∈R
∣∣∣∣xd2Sdx2
∣∣∣∣ <∞.
Write σmin = supα∈[1,P]σ
α (this is assumed to be strictly greater than zero),
σmax = supα∈[1,P]σ
α and J¯max = supα,β∈[1,P ]
∣∣J¯αβ∣∣. The empirical measure is
defined to be
µˆn(X) :=
1
2n+ 1
n∑
i=−n
δXi ∈ P(C([0, T ], T )). (5)
The evolution equation (1) may thus be written as
dXi,α,pt =
[
−1
τ
Xi,α,pt + I
α(t)
]
dt+ σαdW i,α,pt +∫
T
P∑
β=1
sβ∑
q=−sβ
J¯αβ
(
Xi,α,pt − Y β,qt
)
S(Y β,qt )dµˆ
n(X)(Y )
 dt, (6)
where the integration in the second line is performed with respect to the empiri-
cal measure. The following theorem guarantees strong existence and uniqueness
to the evolution equations.
Theorem 1. There exists a unique strong solution to (4).
Proof. This follows from a direct application of [22, Theorem 3.5].
3 Mean-field description and propagation of chaos
In this section we prove the propagation of chaos property. There are two
key theorems. In the first theorem (Theorem 2), we prove that there exists a
unique solution to the mean-field equation given just below in (7). In the second
theorem, Theorem 3, we prove that the expectation of the distance between the
solution of the mean-field equation and the solution of a single group Xi (for
some fixed i) from (4) goes to zero as n → ∞. We could not use classical
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propagation of chaos results such as those in [26] because the interaction due to
the electrical synapses is not uniformly Lipschitz. Neither does our model fit in
the framework of more recent results such as those in [6]. As we note in Remark
1, this result implies that the 1st Wasserstein distance between the probability
laws goes to zero.
Let (Wα,p)α∈[1,P ],p∈[−sα,sα] be independent Wiener processes. Define X¯ to
be the solution of
dX¯α,pt = σ
αdWα,pt +−X¯α,pt
τ
+ Iα(t) +
∫
T
P∑
β=1
sβ∑
q=−sβ
J¯αβ
(
X¯α,pt − Y β,q
)
S(Y β,q)dµ¯t(Y )
 dt, (7)
for α ∈ [1, P ] and X¯0 := Xini ∈ T . Here µ¯ ∈ P(C([0, T ], T )) is the law of X¯,
with time marginal µ¯t ∈ P(T ). The existence and uniqueness of the solution X¯
is proved in the following section. We note that by symmetry, the law of X¯α,p
is the same as the law of X¯α,q for any p, q ∈ [−sα, sα].
Our first main theorem is the following.
Theorem 2. There exists a unique strong solution X¯ (with law
µ¯ ∈ P(C([0, T ], T ))) to (7) which satisfies
E
[
sup
t∈[0,T ]
∥∥X¯t∥∥2] <∞. (8)
The propagation of chaos (our second main result) is the following.
Theorem 3.
lim
n→∞E
[
sup
t∈[0,T ]
∥∥X1t − X¯1t ∥∥
]
= 0.
Remark 1. This result implies that
lim
n→∞ d
W (µ1, µ¯) = 0, (9)
where µ1 ∈ P(C([0, T ], T )) is the probability law of
X1 := (X1,α,p)α∈[1,P ],p∈[−sα,sα] in (4). Here d
W is the 1st Wasserstein Dis-
tance, a metric on P(C([0, T ], T )) given by
dW
(
ν, γ) = inf
ζ∈Γ(ν,γ)
Eζ
[
sup
t∈[0,T ]
‖x(t)− y(t)‖
]
, (10)
where Γ(ν, γ) is the set of all probability measures on C([0, T ], T )× C([0, T ], T )
with marginals ν and γ which are (respectively) the laws of the processes x(t)
and y(t).
Remark 2. We have assumed for notational convenience throughout this paper
that the initial condition is a constant. In fact this paper easily generalises to
the situation where the initial condition of each Xi is Gaussian, as long as Xi0
is independent of Xj0 for i 6= j.
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3.1 Existence and Uniqueness of Solution to the Mean
Field Equations
Classically, [26] showed existence and uniqueness to the mean-field equations by
using a fixed-point argument. It is not immediately clear how one might adapt
this method to our context because the interaction terms are not uniformly
Lipschitz. Instead, we proceed by noting that any solution of the mean-field
equations must be Gaussian. We may then reduce the problem of existence and
uniqueness of a solution to (7) to the problem of existence and uniqueness of a
solution to the ordinary differential equation governing the mean and variance
of the Gaussian solution.
Proof of Theorem 2. The existence and uniqueness is a direct consequence of
Lemmas 1 and 2 (below). Equation (8) follows from the fact that the solution
(X¯t)t∈[0,T ] is continuous and Gaussian with bounded mean and variance and
Borell’s Inequality (see [1, Theorem 2.1]).
We start by proving Lemma 1, i.e. that the existence and uniqueness to the
SDE reduces to the question of existence and uniqueness to the ODEs governing
the mean and variance.
We must first introduce some new notation. Using the fact that
(
X¯α,p
)
p∈[−sα,sα]
are identically distributed, we may write (7) as
dX¯α,pt =
(
Fα(µ¯t)X¯
α,p
t + f
α(t, µ¯t)
)
dt+ σαdWα,pt (11)
where for some γ ∈ P(T ),
Fα(γ) := −1
τ
+
p∑
β=1
(2sβ + 1)
∫
T
J¯αβS
(
yβ,0
)
dγ(y)
and
fα(t, γ) := Iα(t)−
P∑
β=1
(2sβ + 1)
∫
T
J¯αβyβ,0t S(y
β,0)dγ(y).
Let X¯t := (X¯
α,p
t )α∈[1,P ],p∈[−sα,sα].
Let (ξt)t∈[0,T ] ⊂ P(T ) such that t 7→ F (ξt) and t 7→ f(t, ξt) are continuous
in t. In particular, if there exists ξ ∈ P(C([0, T ], T )) with marginals (ξt)t∈[0,T ]
such that Eξ(y)
[
supt∈[0,T ] ‖yt‖2
]
<∞, then this property would be satisfied. To
see this, let t(m) → t as m→∞. Then since yt(m) → yt for any y ∈ C([0, T ], T ),
by the dominated convergence theorem for any α, β ∈ [1, P ] and p ∈ [−sα, sα]
and q ∈ [−sβ , sβ ],
Eξ(y)
[
yα,pt(m)y
β,q
t(m)
− yα,pt yβ,qt
]
→ 0, and Eξ(y)
[
yα,pt(m) − yα,pt
]
→ 0,
as m → ∞. In any case, the solution of the following stochastic differential
equation is Gaussian (see for instance [19, Section 5.6]),
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dY α,pt = [F
α(ξt)Y
α,p
t + f
α(t, ξt)] dt+ σ
αdWα,pt . (12)
It is clear that the drift of (12) is linear in Yt, which means that there exists
a unique Gaussian Solution [19, Section 5.6]). To see this, notice that we can
write the solution as
Y α,pt = φα(t)
(
Xα,pini +
∫ t
0
φ−1α (s)f
α(s, ξs)ds+
∫ t
0
φ−1α (s)σ
αdWα,ps
)
,
where φα satisfies
dφα(t)
dt = F
α(ξt)φα(t) and φα(0) = 1. One may see that the
marginals of the process
∫ t
0
φ−1α (s)σ
αdWα,ps are Gaussian by approximating the
integrand using simple functions and then taking limits (see [19, Section 5.6]).
This means that the marginals of (Y α,pt )t∈[0,T ] are also Gaussian.
As a particular application of the above theory, any solution of (11) must
be Gaussian (since it comes from substituting ξt = µ¯t, the law of the mean field
process ∈ P(C([0, T ], T )), into (12)) and can be characterized by the evolution
of its mean and covariance.
Assuming for the moment that there is a unique solution, let m(t) :=
(mα(t))α∈[1,P ] be the mean, where for any p ∈ [−sα, sα], mα(t) = E[X¯α,pt ] and
Q(t) := (Qαβpq (t)) the covariance, where for any p ∈ [−sα, sα] and q ∈ [−sβ , sβ ],
Qαβpq (t) = E
[
(X¯α,pt −mα(t))(X¯β,qt −mβ(t))
]
.
It follows from (12) that the mean and variance must satisfy the differential
system (see for instance [19, Section 5.6]). For all α, β ∈ [1, P ], p ∈ [−sα, sα]
and q ∈ [−sβ , sβ ]
d
dt
mα(t) =Fα(µ¯t)m
α(t) + fα(t, µ¯t) (13)
d
dt
Qαβpq (t) =
(
Fα(µ¯t) + F
β(µ¯t)
)
Qαβpq (t) + δ(p, q)δ(α, β)
(
σα
)2
(14)
with m(0) = Xini and Q
αβ
pq (0) = 0. It may be seen that Q
αβ
pq (t) = 0 if α 6= β or
p 6= q, and that Qααpp (t) = Qααqq (t) for all p, q ∈ [−sα, sα]. Thus we only need to
determine
(
Qαα00 (t)
)
α∈[1,P ].
For w > 0 and r ∈ R, let ρ(r, w, y) = (2piw)− 12 exp
(
− (y−r)22w
)
be the Gaus-
sian density. It may be seen that if Qββ00 (t) > 0 for all β ∈ [1, P ], then
Fα(µ¯t) = −1
τ
+
P∑
β=1
(2sβ+1)J¯
αβ
∫
R
S(y)ρ(mβ(t), Qββ00 (t), y)dy := F¯
α(m(t), Q(t))
(15)
and
fα(t, µ¯t) = I
α(t)−
P∑
β=1
(2sβ+1)J¯
αβ
∫
R
yS(y)ρ(mβ(t), Qββ00 (t), y)dy := f¯
α(t,m(t), Q(t)).
(16)
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If Qββ00 (t) = 0 in the above expressions for (possibly several) β ∈ [1, P ], then we
replace the integrals in the above summations by∫
R
S(y)ρ(mβ(t), Qββ00 (t), y)dy → S
(
mβ(t)
)
∫
R
yS(y)ρ(mβ(t), Qββ00 (t), y)dy → mβ(t)S
(
mβ(t)
)
.
Thus we may consider f and F to be functions f¯ , F¯ of m(t) and Q(t), which
are well-defined and continuous for Qββ00 (t) ≥ 0 and mβ(t) ∈ R.
Lemma 1. There exists a unique solution µ¯ of the SDE (11) if and only if
there exists a unique solution (for all time) of the following system of ordinary
differential equations
d
dt
mα(t) =F¯α(m(t), Q(t))mα(t) + f¯α(t,m(t), Q(t)) (17)
d
dt
Qαα00 (t) =2F¯
α(m(t), Q(t))Qαα00 (t) + (σ
α)2, (18)
for all α ∈ [1, P ] with m(0) = X¯ini and Qαα00 (0) = 0.
Proof. We have already seen the necessity of (17)-(18). For the sufficiency,
suppose that we have a solution (m,Q) to (17)-(18). For each t ≥ 0, we then
define ξt ∈ P
(T ) to be a Gaussian distribution with mean m(t) and variance
Q(t). More precisely, we define Eξt(y)[yα,p] := mα(t), for all α ∈ [1, P ] and
p ∈ [−sα, sα], Eξt(y)
[
(yα,p−mα(t))2] := Qαα00 (t) and Eξt(y)[(yα,p−mα(t))(yβ,q−
mβ(t))
]
:= 0 if α 6= β or p 6= q. We note that this is a well-defined covariance
function which is positive definite, because Qαα00 (t) ≥ 0 for all t ∈ [0, T ] (since if
Qαα00 (t) = 0 then
d
dtQ
αα
00 (t) > 0).
We substitute this definition of ξt into (12). Using this definition of ξt, (12)
becomes a linear SDE with coefficients which are continuous in time, for which
there is a unique strong solution, as noted in [19, Section 5.6]. This solution
is Gaussian, and we write its law as µ¯ ∈ P(C([0, T ], T )). The marginal µ¯t has
mean m(t) and variance Q(t). This means that the strong solution must also
satisfy (11).
Let R = (mα, Qαα00 )α∈[1,P ] be the solution space of (17)-(18), with Qαα00 ≥
0. We have left out of the definition of R the covariances Qαβpq if α 6= β or
p 6= q because they are trivially zero. We use the supremum norms ‖m‖ =
supα∈[1,P ] |mα| and
‖Q‖ = sup
α∈[1,P ]
|Qαα00 |.
Lemma 2. There exists a unique solution (m,Q) ∈ C([0, T ],R) to (17) and
(18).
Proof. The right hand sides of (17) and (18) satisfy a locally Lipschitz condition
thanks to Lemma 3 below (note also the definitions in (15) and (16)). This
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locally Lipschitz property extends to the case Qαα00 = 0 (for any α ∈ [1, P ])
thanks to the continuity of f¯ and F¯ as functions of Q(t).
We proceed inductively to prove that there exists a unique solution over
the time interval [0, T ]. Suppose that we have a unique solution (m(t), Q(t))
for t ∈ [0, γ] for some γ ∈ [0, T ). Write mγ := m(γ) and Qγ := Q(γ). Let
 = max{‖mγ‖ , ‖Qγ‖} and
B = {(m,Q) ∈ R : ‖m−mγ‖ ≤ max(, 1), ‖Q−Qγ‖ ≤ max(, 1)}.
It follows from this that if (m,Q) ∈ B, then
‖m‖ ≤ ‖mγ‖+ + 1 ≤ 2+ 1 (19)
‖Q‖ ≤ ‖Qγ‖+ + 1 ≤ 2+ 1. (20)
From Lemma 4 (below) and (19)-(20), we observe that for all α ∈ [1, P ] and
t ∈ [0, T ],
sup
(m,Q)∈B
∣∣F¯α(m,Q)mα + f¯α(t,m,Q)∣∣ ≤ A(4+ 3) (21)
sup
(m,Q)∈B
∣∣2F¯α(m,Q)Qαα00 + (σα)2∣∣ ≤ A(2+ 2). (22)
Let
υ = inf
≥0
{
T − γ, max(, 1)
A(4+ 3)
,
max(, 1)
A(2+ 2)
}
. (23)
Observe that υ > 0. By the Cauchy-Peano Theorem [15, Theorem 2.1], there
exists a solution over the time interval [γ, γ + υ] to (17) and (18) with the
initial condition such that (m(γ), Q(γ)) = (mγ , Qγ). This solution is unique
because the right hand side of (17)-(18) is locally Lipschitz over B. Since υ is
independent of , we may continue iteratively until we find that there exists a
unique solution for all t ∈ [0, T ].
Lemma 3. There exists a constant K such that for all m,m2 ∈ R and all
V,V2 > 0,∣∣∣∣∫
R
S(y) (ρ(m,V, y)− ρ(m2,V2, y)) dy
∣∣∣∣ ≤ K (|V−V2|+ |m−m2|) , (24)∣∣∣∣∫
R
yS(y) (ρ(m,V, y)− ρ(m2,V2, y)) dy
∣∣∣∣ ≤ K (|V−V2|+ |m−m2|) . (25)
Here ρ(r, w, y) := (2piw)−
1
2 exp
(
− (y−r)22w
)
is a Gaussian kernel.
Proof. We prove the second of the above identities (the first follows very simi-
larly). Assume without loss of generality that V2 ≥ V. Define yt to satisfy the
following 1-dimensional SDE. Let y0 be Gaussian, with mean m and variance
V, and (Wt) a standard Wiener Process, such that
dyt = (m2 −m)dt+
√
V2 −VdWt.
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Using standard theory we see that yt possesses a unique strong solution possess-
ing Gaussian marginals. For any t ≥ 0, yt has mean m+ t(m2−m) and variance
V + t(V2 −V). Using Ito’s Lemma,∫
R
yS(y) (ρ(m2,V2, y)− ρ(m,V, y)) dy = E [y1S(y1)− y0S(y0)]
= E
[∫ 1
0
(
(m2 −m) d
dyt
(ytS(yt)) +
1
2
(V2 −V) d
2
dy2t
(ytS(yt))
)
dt
]
= (m2 −m)E
[∫ 1
0
d
dyt
(ytS(yt))dt
]
+
1
2
(V2 −V)E
[∫ 1
0
d2
dy2t
(ytS(yt))dt
]
.
Now, by Lemma 5 (below) and the assumptions on S, there is a constant K2
such that supy∈R | ddy
(
yS(y)
)| < K2 and supy∈R ∣∣∣ d2dy2 (yS(y))∣∣∣ < 2K2. We thus
see that∣∣∣∣∫
R
yS(y) (ρ(m,V, y)− ρ(m2,V2, y)) dy
∣∣∣∣ ≤ K2 (|m2 −m|+ |V2 −V|) .
Lemma 4. There exists A > 0, such that for all (m,Q) ∈ R, and all α ∈ [1, P ],∥∥F¯α(m,Q)mα + f¯α(t,m,Q)∥∥ ≤ A (‖m‖+ ‖Q‖+ 1)∥∥2F¯α(m,Q)Qαα + (σα)2∥∥ ≤ A (‖Q‖+ 1) .
Proof. It is clear that the bounds hold if Qαiαi00 = 0 for some {αi} ⊂ [1, P ] (since
the Gaussian Integration converges to a δ-function). We therefore assume that
for all α ∈ [1, P ], Qαα00 > 0. We note the following bounds (making use of the
triangle inequality)
∣∣f¯α(t,m,Q)∣∣ ≤ |Iα(t)|+ P∑
β=1
(2sβ + 1)J¯
max
∫
R
∣∣y∣∣(2piQββ00 )− 12 exp
(
− (y −m
β)2
2Qββ00
)
dy
≤ ‖I(t)‖+
P∑
β=1
(2sβ + 1)J¯
max
(
|mβ |+
∫
R
|y −mβ |(2piQββ00 )−
1
2 exp
(
− (y −m
β)2
2Qββ00
)
dy
)
= ‖I(t)‖+
P∑
β=1
(2sβ + 1)J¯
max
(
|mβ |+
√
2√
pi
√
Qββ00
)
,
using a standard Gaussian identity. Hence, recalling that s¯ =
∑P
β=1(2sβ + 1),∥∥f¯(t,m,Q)∥∥ ≤ ‖I(t)‖+ s¯J¯max (‖m‖+ ‖Q‖+ 1) . (26)
We also observe that ∣∣F¯α(m,Q)∣∣ ≤ 1
τ
+ J¯maxs¯,
from which the second bound quickly follows.
11
Lemma 5. The function x 7→ xS(x) is globally Lipschitz in x.
Proof. We have that ddx
(
xS(x)
)
= xS′(x) +S(x). This is bounded (by assump-
tion on S). Therefore by the Mean Value Theorem, xS(x) must be globally
Lipschitz.
3.2 Propagation of Chaos
In this section we prove the propagation of chaos property. This is stated in
Theorem 3, and amounts to proving that the first Wasserstein distance between
the laws of X¯j and Xj (considered as random variables on C([0, T ], T ) goes to
zero as n→∞. Here, for j ∈ Z,
dX¯j,α,pt = −
X¯j,α,pt
τ
+Iα(t)+
∫
T
P∑
β=1
sβ∑
q=−sβ
J¯αβ
(
X¯j,α,pt − yβ,q
)
S(yβ,q)µ¯t(dy)dt
+ σαdW j,α,pt . (27)
The Wiener Processes (W j,α,p) are the same as in (4). Clearly the law of X¯j is
the same as the law of X¯k, and these laws are the same as the law of X¯ in (7).
As we have already noted, we cannot directly use the proofs in [26] because
the interaction terms are not uniformly Lipschitz. Instead, we will exploit the
fact that X¯ is Gaussian, so that we may use Borell’s Inequality to show that
the tails of sups∈[0,T ] |X¯α,ps | decay exponentially.
Proof of Theorem 3. Throughout this proof, when summing over indices, the
ranges are always such that i, j ∈ [−n, n], α, β ∈ [1, P ], p ∈ [−sα, sα] and
q ∈ [−sβ , sβ ]. We observe that for any i ∈ [−n, n], α ∈ [1, P ] and p ∈ [−sα, sα],
Xi,α,pt − X¯i,α,pt =
∫ t
0
[
− τ−1 (Xi,α,ps − X¯i,α,ps )+
(2n+1)−1
∑
j,β,q
J¯αβ
( (
Xi,α,ps −Xj,β,qs
)
S(Xj,β,qs )−Eµ¯s
[ (
X¯i,α,ps − yβ,q
)
S(yβ,q)
])]
ds
=
∫ t
0
(
− τ−1 (Xi,α,ps − X¯i,α,ps )+
(2n+ 1)−1
∑
j,β,q
J¯αβ
[(
Xi,α,ps −Xj,β,qs
)
S(Xj,β,qs )−
(
X¯i,α,ps −Xj,β,qs
)
S(Xj,β,qs )
+
(
X¯i,α,ps −Xj,β,qs
)
S(Xj,β,qs )−
(
X¯i,α,ps − X¯j,β,qs
)
S(X¯j,β,qs )
+
(
X¯i,α,ps − X¯j,β,qs
)
S(X¯j,β,qs )− Eµ¯s
[ (
X¯i,α,ps − yβ,q
)
S(yβ,q)
]])
ds.
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For any g ∈ C([0, t],R), let |g|∗t = sups∈[0,t] |gs|. We thus find that
∣∣Xi,α,p − X¯i,α,p∣∣∗
T
≤
∫ T
0
(
τ−1
∣∣∣Xi,α,pt − X¯i,α,pt ∣∣∣+
(2n+ 1)−1
∑
j,β,q
J¯max
( ∣∣∣Xi,α,pt − X¯i,α,pt ∣∣∣+ ∣∣∣X¯i,α,pt ∣∣∣ ∣∣∣S(Xj,β,qt )− S(X¯j,β,qt )∣∣∣+∣∣∣Xj,β,qt S(Xj,β,qt )− X¯j,β,qt S(X¯j,β,qt )∣∣∣+
+
∣∣∣(X¯i,α,pt − X¯j,β,qt )S(X¯j,β,qt )− Eµ¯t [(X¯i,α,pt − yβ,q)S(yβ,q)]∣∣∣ )) dt.
Let S(Xj) ∈ C([0, T ), T ) be defined as S(Xj)β,qt := S(Xj,β,qt ). Now by Lemma
5, the function xS(x) is globally Lipschitz in x. Thus summing over i, we find
that for some constant L > 0,
∑
i
∣∣Xi,α,p − X¯i,α,p∣∣∗
T
≤
∫ T
0
(
L
∑
i
∣∣Xi,α,p − X¯i,α,p∣∣∗
t
+
(2n+ 1)−1
∑
i,j,β,q
J¯max
( ∣∣X¯i,α,p∣∣∗
t
∣∣S(Xj,β,q)− S(X¯j,β,q)∣∣∗
t
+
∣∣∣(X¯i,α,pt − X¯j,β,qt )S(X¯j,β,qt )− Eµ¯t(y) [(X¯i,α,pt − yβ,q)S(yβ,q)]∣∣∣ ))dt.
Write ‖X‖∗T = supα,p |Xα,p|∗T . Taking expectations, and using symmetry, we
find that
(2n+ 1)E
[∥∥X0 − X¯0∥∥∗
T
]
≤
∫ T
0
[
(2n+ 1)LE
[∥∥X0 − X¯0∥∥∗
t
]
+
s¯J¯max
∑
j
E
[∥∥X¯0∥∥∗
t
∥∥S(Xj)− S(X¯j)∥∥∗
t
] ]
dt+B(T ).
Here,
B(T ) =
T J¯max sup
t∈[0,T ]
sup
α,p
∑
β,q
E
∑
j
∣∣∣(X¯i,α,pt − X¯j,β,qt )S(X¯j,β,qt )− Eµ¯t [(X¯i,α,pt − yβ,q)S(yβ,q)]∣∣∣

≤ T J¯max sup
α,p
sup
t∈[0,T ]
∑
β,q
E
(∑
j
Rt(i, j, α, p, β, q)
)2 12 ,
through Jensen’s Inequality, where
Rt(i, j, α, p, β, q) =
(
X¯i,α,pt − X¯j,β,qt
)
S(X¯j,β,qt )− Eµ¯t
[(
X¯α,pt − yβ,q
)
S(yβ,q)
]
.
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Now if j 6= k, E [Rt(i, j, α, p, β, q)Rt(i, k, α, p, β, q)] = 0, since the integrands
are independent and of zero mean. By (8), E
[
Rt(i, j, α, p, β, q)
2
]
possesses an
upper bound which is uniform for all t ∈ [0, T ] and all indices. This means that
there exists a constant K(T ) such that B(T ) ≤ K(T )(2n+ 1) 12 .
For some M > 0, let AM = {X ∈ C([0, T ], T ) : ‖X‖∗T ≥M} and
κM =
∫
AM
∥∥X¯0∥∥∗
T
dP(X¯0). (28)
We thus find that, since
∥∥S(Xj)− S(X¯j)∥∥∗
t
< 1,
E
[∥∥X¯0∥∥∗
t
∥∥S(Xj)− S(X¯j)∥∥∗
t
]
≤ME
[∥∥Xj − X¯j∥∥∗
t
]
+ κM .
Therefore
E
[∥∥X0 − X¯0∥∥∗
T
]
≤∫ T
0
[
(Ms¯J¯max + L)E
[∥∥X0 − X¯0∥∥∗
t
]
+ s¯J¯maxκM
]
dt+ (2n+ 1)−
1
2K(T ).
Through Gronwall’s Inequality, since trivially E
[∥∥X0 − X¯0∥∥∗
0
]
= 0,
E
[∥∥X0 − X¯0∥∥∗
T
]
≤
(
(2n+ 1)−
1
2K(T ) + T s¯J¯maxκM
)
exp(T (Ms¯J¯max + L)).
By Lemma 6, as M →∞,
T s¯J¯maxκM exp(T (Ms¯J¯
max + L))→ 0. (29)
Thus by taking M,n→∞, such that (2n+ 1)− 12 exp(T (Ms¯J¯max + L))→ 0,
E
[∥∥X0 − X¯0∥∥∗
T
]
→ 0.
For the following lemma, note that κM is defined in (28). This Lemma is
needed for (29) in the previous proof.
Lemma 6. There exist constants δ,M0 > 0 such that for all M > M0,
κM ≤ exp
(−δM2) .
Proof. Let δ = 18
(
sups∈[0,T ] ‖Q(s)‖
)−1
, where (m,Q) is the solution of the
mean field equations (17)-(18). We saw in the previous section that the law
of X¯ (which is the same as the law of X¯j) is Gaussian. Moreover the means
mα,p(s) and variances Qααpp (s) are continuous in s, and therefore bounded for
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s ∈ [0, T ]. Let Y¯ α,ps := X¯α,ps −mα,p(s) and Q˜αp = sups∈[0,T ]Qααpp (s). By Borell’s
Inequality (see [1, Theorem 2.1]), E
[∣∣Y¯ α,p∣∣∗
T
]
<∞ and for all λ > 0,
P
(∣∣∣Y¯ α,p − E [∣∣Y¯ α,p∣∣∗
T
]∣∣∣∗
T
> λ
)
≤ 2 exp
(
− 1
2Q˜αp
λ2
)
.
Since sups∈[0,T ] |mα,ps | <∞ for all α ∈ [1, P ] and p ∈ [−sα, sα], there must exist
an M0 such that for all M ≥M0
P
(‖X‖∗T ≥M) ≤ (M + 1)−1 exp (−2δM2) .
Hence
κM ≤
∞∑
k=0
(M+k+1)P
(
‖X‖∗T ≥ (M+k)
)
≤
∞∑
k=0
exp
(−2δ(M + k)2) ≤ exp(−δM2),
for M0 sufficiently large.
4 Numerical simulation of the mean-field equa-
tion and discussion
In this section we perform a numerical simulation of the mean-field equations
(7).
We consider two populations of neurons, with the first one denoted by α and
the second one denoted by β. The ratio of neurons in the populations is fixed
at 1:1, with s1 = s2 = 0. We take the initial condition Xini = (0.2,−0.35), the
currents are fixed at Iα = 0.2, Iβ = −0.2, the noise intensity is σα = σβ = 0.2,
and the sigmoid function is S(x) = (1 + exp(−x))−1. The synaptic weights are
set to Jαα = −0.11, Jαβ = −1.1, Jβα = 0.44 and Jββ = −0.11. The results are
displayed in Figure 1.
As we noted in the introduction, mean-field equations are useful because
they reduce the dynamics of large-scale ensembles of neurons to a scale which is
more easily studied. We have seen that the mean-field equations for our system
reduce to a system of ordinary differential equations in the mean and covari-
ance. One can therefore apply dynamical systems techniques (in particular,
bifurcation analysis) to study the properties of the mean-field equations. The
above example demonstrates an ergodic convergence in time. However one could
straightforwardly apply the theory in this paper to investigate more complicated
examples. For example, one could search for two-population activator-inhibitor
systems where the means and covariances oscillate in time (a well-known result).
One could also investigate systems of three or more populations of neurons and
search for other types of bifurcations. We plan to perform a detailed bifurcation
analysis of the mean-field equations in future work.
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Figure 1: In the bottom two figures we plot the evolution of the means mα and
mβ of the mean-field equations. The covariances Qαα00 and Q
ββ
00 are not plotted
but display a similar asymptotic convergence in time. In the top two figures we
plot Monte-Carlo simulations of X¯α,0 and X¯β,0.
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