Misinterpretation of uncertainty in the measurement of the electromagnetic field (EMF) strength may lead to an underestimation of exposure risk or an overestimation of required measurements. The Guide to the Expression of Uncertainty in Measurement (GUM) has internationally been adopted as a de facto standard for uncertainty assessment. However, analyses under such an approach commonly assume unrealistic static models or neglect relevant prior information, resulting in non-robust uncertainties. This study proposes a principled and systematic framework for uncertainty analysis that fuses information from current measurements and prior knowledge. Such a framework dynamically adapts to data by exploiting a likelihood function based on kernel mixtures and incorporates flexible choices of prior information by applying importance sampling. The validity of the proposed techniques is assessed from measurements performed with a broadband radiation meter and an isotropic field probe. The developed framework significantly outperforms GUM approach, achieving a reduction of 28 % in measurement uncertainty.
INTRODUCTION
In recent years, some people and organisations have become more concerned about the effects of exposure to electric and magnetic fields (EMFs) on human health from both power and radiofrequency sources (1, 2) . Power EMFs are generated, for example, in the production, transport, distribution and use of electricity (3, 4) . Radiofrequency EMFs are produced, for example, by microwave ovens, cordless phones, broadcasting transmissions or medical applications (5, 6) . As a consequence, official governments and international organisations have unevenly developed optional recommendations and binding policies that establish maximum levels of exposure to EMFs.
In Europe, Recommendation 1999/519/EC (7) and Directive 2013/35/EU (8) establish guidelines on maximum exposure levels for general public and workers, respectively. The former is based on action and limit values from the 1998 Guidelines for limiting exposure to time-varying EMF by International Commission on Non-Ionising Radiation Protection (ICNIRP) (9) . The latter is derived from action and limit values in the 2010 Guidelines for limiting exposure to time-varying EMF by ICNIRP (10) . To ensure compliance with such frequency-dependent limits, recommendations and policies commonly describe measuring procedures to evaluate the field levels by means of EMF sensors (11, 12) . Broadband measurements with isotropic and true root-mean-square (RMS) field probes are often sufficient when they throw values far from reference levels. Conventional probes determine the RMS of the incident field strength on their partial sensors. Their root-sum-of-squares is compared with the minimum reference level at the frequency range of operation.
Narrowband measurements with fast-Fourier transform or superheterodyne spectrum analyzers are more convenient when broadband readings are close to reference levels. Omnidirectional antennas measure the field strength in three mutually perpendicular polarisations. Their root-sum-of-squares is compared with the reference level in the corresponding frequency band.
Regardless of the type of procedure carried out, broadband or narrowband, all measurement data are subject to some uncertainty and a measurement result must be given in association with some quantitative indication of its quality (13, 14) . Without such an indication, measurement results cannot be compared, either among themselves or with reference levels.
The Guide to the Expression of Uncertainty in Measurement (GUM), originally published by the International Organization for Standardization (ISO) (15) , has been a staple in uncertainty analysis for nearly two decades (16, 17) . However, its inaccuracy when tackling non-linear systems and the inconsistency between Type A (frequentist) and Type B (Bayesian) assessment processes shown herein have lead to a vast variety of uncertainty analysis alternatives (18 -21) . Supplement 1 to the GUM (GUMS1) was concerned to overcome its limitations by means of a Monte Carlo (MC) method suitable for non-linear models (22) . Alternatively, Bayesian-like approaches treat unknown parameters as random variables facilitating the combination of prior knowledge with information from observed data (23) . Most authors have adopted the GUM framework for uncertainty analysis in EMF measurements (24 -30) .
Only a few references concerning electromagnetic compatibility testing can be found following a GUMS1 approach (31, 32) . Besides the aforementioned drawbacks, the assessment of EMF exposure implies two additional circumstances that require a different approach. First, the lack of inclusion of pertinent prior information may generate an uncertainty overestimation that requires the acquisition of additional measurements (12, 33) . Secondly, the dynamic nature of propagation channel in urban, suburban, residential and rural areas may cause a misinterpretation of exposure risk when the involved distributions are modelled with static models (34 -36) . The aim of this study is 4-fold: † to show the suitability of Bayesian perspective for the expression of uncertainty in the assessment of EMF exposure; † to find prior information from measurement equipment or surrounding environment that may reduce such uncertainty; † to dynamically adapt the involved distributions to observed data by non-parametric models such as kernel mixtures; † to develop a generalised method for uncertainty analysis in EMF measurements that facilitates the integration of the above-mentioned points within a unified framework.
Notations: f (x), F(x) and Efxg denote the probability density function (PDF), the probability distribution function and the expected value of the random variable x, respectively.
MATERIALS AND METHODS
The following sections describe conventional uncertainty propagation techniques in comparison with the proposed adaptive Bayesian framework for uncertainty analysis. Next, they likewise outline the experimental set-up along with the uncertainty components introduced by the EMF measurement equipment.
Uncertainty propagation
Conventional GUM and GUMS1 approaches are based on a model,
such that the information regarding the set of input quantities x ¼ fx n g n[1,. . .,N is propagated through the model to the output quantity of interest, y, in this case the EMF field strength (see Figure 1 ) (31) . The main difference between GUM and its Supplement lies in that the former propagates uncertainties through the model, whereas the latter propagates PDFs (37) .
The basic steps for uncertainty propagation are summarised as follows (15, 22) :
, relating the quantity intended to be measured, y, to the set of input quantities, x ¼ fx n g n[1,. . .,N . † Propagation: propagate the uncertainties, u(x n ), or PDFs, f(x n ), through the model to obtain the combined uncertainty, u c (y), or PDF, f( y). † Summarising: use the combined uncertainty, u c ( y), or PDF, f( y), to obtain a coverage interval containing y with a specified probability.
For the completion of the preceding steps, the GUM exploits the law of propagation of uncertainty, which expresses the idea that uncertainties in the inputs beget uncertainties in an output calculated from them. For example, in the case of N uncorrelated input quantities, the law of propagation of uncertainty takes the form,
where the partial derivatives are named sensitivity coefficients (38) . After obtaining the combined standard uncertainty, u c (y), the GUM recommends to give an expanded uncertainty about the measurement result that encompasses a fraction p of the density f( y), characterised by such a result and its combined standard uncertainty. For practical considerations, the most common is to consider an interval [ y2ku c (y), y þ ku c (y)]. Note that if f ( y) is Gaussian and the effective number of degrees of freedom of u c ( y) is of significant size, k ¼ 1.96 and k ¼ 2.58 produce an interval with a confidence level of 95 and 99 %, respectively.
For the same uncertainty computation, the GUMS1 utilises an alternative approach based on the MC method. It basically consists of randomly generating a number M of MC trials in which a sample vector is drawn from the known PDFs of the inputs. Each drawn vector is propagated to the output through g(x), obtaining a set of M samples of f ( y). For example, in the case of N independent input random variables, the MC method takes the form,
where x m ¼ fx ðmÞ n g n[1;...;N is a realisation of the set of input quantities x ¼ fx n g n[1;...;N (39) . In Equation (3), KðÁÞ is a function called kernel and h is a positive number called bandwidth (40, 41) . The GUMS1 utilises a uniform kernel to approximate f ( y) by a histogram; however, more flexible choices, such as a standard Gaussian kernel, can achieve better accuracies (42) . After obtaining the empirical PDF for y, f ( y), the GUMS1 seeks to provide a 100p % coverage interval from the distribution function, 
Uncertainty propagation methods are well suited to handle situations where there exists exact knowledge of the input quantities and their distributions, and of their relationship with the output quantity. However, such methods suffer from the absence of a unified framework to incorporate prior knowledge about the quantity of interest, in this case prior knowledge about the EMF distribution. Moreover, uncertainty propagation techniques lack a systematic methodology to dynamically adapt to observed data in a changing propagation environment. On the contrary, the Bayesian point of view is particularly advantageous to tackle such problems. As shown below, importance sampling under such an approach facilitates a generalised fusion of observed data and prior information. Moreover, the proposed methodology permits the use of more flexible choices to model observed data and prior information such as adaptive kernel mixtures.
Bayesian uncertainty
As stated in the GUM, one can assume that the combined standard uncertainty is a reliable estimate of possible error in the measurement if there is a sound basis that all influence factors are properly characterised (15) . This section considers the Bayesian approach for optimal modelling of all error sources in the output, enabling the use of this modelling as a reliable measure of uncertainty.
Within the Bayesian framework, all model parameters involved in the measurement process are regarded as random variables, not as a description of their variability but as a description of the uncertainty about their true values (23) . Under such a paradigm, given a prior distribution, f(y), and the likelihood function, f(zjy), the main task is to infer the posterior distribution, f(yjz). The prior distribution expresses the uncertainty about the output, y, before seeing the data. The likelihood function conveys the information provided by the observed data, z. The posterior distribution accounts for the uncertainty about the output, y, after seeing the data, z.
The prior knowledge about the output can come from several avenues. Next sections describe different choices suitable for measuring the levels of exposure to EMF.
The likelihood function models the probability of the observed data given the field strength, y. Next sections develop an adaptive likelihood that considers both the measurement bias (systematic effects) and the dynamic nature (random errors) of the EMF measurements.
The posterior distribution summarises all the information regarding y collected by the prior knowledge and the likelihood. From the Bayes' rule, the posterior density is immediately obtained as
From f (yjz), one can evaluate the measurement uncertainty where the most common is to provide the shortest 100p % credible interval or 100p % highest probability density interval, with p [ [0, 1] (22, 43, 44) . Calling F(yjz) the posterior distribution function associated with f(yjz), the shortest 100p % credible interval is [F (21) (ajz), F 
The basic steps of the Bayesian method for uncertainty analysis can be summarised as follows: † Initialisation: obtain the prior PDF, f ( y). If the prior knowledge is conveyed by the input quantities, x ¼ fx n g n[1,. . .,N , use the GUMS1 method to propagate the priors, f (x n ), through the model to obtain f( y). † Update: correct the difference between f ( y) and f ( yjz) in light of the observed data via the likelihood, f (zjy). † Summarising: use the posterior, f ( yjz), to obtain a coverage interval containing y with a specified probability.
The resulting interval is often difficult to calculate analytically and it must be approximated numerically from samples of f ( yjz). However, it is possible to obtain samples from the posterior, f ( yjz), by implementing an importance sampling approach in which the prior, f( y), plays the role of importance function (45) . The idea behind this approach is to correct the difference between the posterior and the sampled prior by adding a weight to each sample. This weight is the result of evaluating the corresponding sample in the likelihood, f (zjy). Finally, a resampling step produces a set of M samples, fy m g m[1,. . .,M , that leads to an approximation to the posterior of the form,
from which it is straightforward to obtain the 100p % credible interval in a similar fashion to GUMS1. A possible implementation of resampling can be the generation of a sample from the uniform distribution Uð0; 1Þ and the selection of y c such that the generated sample is greater than the cumulative sum of the weights fv m g m[1,. . .,M up to c but not up to (c 2 1) (45) . If sampling from the prior distribution is not possible, the use of an importance distribution, p (y), allows drawing samples and obtaining weights as the algorithm in Appendix A shows. Note that the proposed implementation avoids the computation of the normalising constant in Equation (5) . In order to implement such an algorithm, it is mandatory to completely define the prior density and the likelihood function. Next two sections develop such models.
Prior information for EMF measurements
As aforementioned, the additional information provided by prior knowledge contributes to better interpret the risks of exposure to EMF and avoid unnecessary extra measurements. Such prior knowledge can come from several avenues, e.g. vague knowledge, manufacturer specifications or past experiences. This study considers the following types of prior distributions:
(1) Reference prior: a default no informative prior that is the same as the Jeffreys' prior for the presented univariate problem (33) . The Jeffreys' prior is defined as,
where I ðyÞ is the Fisher information given by the variance of the score function:
I ðyÞ ¼ ÀE @ 2 log fðzjyÞ
(1) Vague prior: a prior density of high spread that incorporates vague knowledge such as the range of operation of the measuring device. For example, if the manufacturer specifications provide lower and upper limits of operation, a and b, respectively, the vague prior can be given by a uniform distribution:
(2) Informative prior: a prior that conveys information from the modelling of the propagation channel and EMF sources or from historical EMF data collected in a similar environment to the one being assessed. For example, an informative prior may harbor statements such as 'the received EMF strength at a ground level in urban areas generally falls below a given threshold' or 'the measured EMF strength in the vicinity of schools is commonly under a certain level'. The former requires an exhaustive study of all influence factors in a three-dimensional space that is neither cost-effective nor resilient to environmental changes (46) . The latter accommodates prior distributions from measurements performed in analogous areas (urban, rural, etc.), inside the same facility type (hospital, school, etc.), and with similar surroundings (transmitting antennas, skyscrapers, etc.) (35) . Following this second approach, this study fits historical data stored in the same facility with a three-component Gaussian mixture. A three-component Gaussian mixture is well suited for EMF strength measurements since each component corresponds to a different type of traffic (at night, working or rush hours) (47) . The data consisted of thousands of uncorrelated values measured in tens of points during different time slots. Such data were fitted with the ExpectationMaximization (EM) algorithm with starting values obtained through k-means clustering (48) ,
Adaptive likelihood for EMF measurements
Conventional uncertainty budgets in EMF measurements include an uncertainty component accounting for the random error (or repeatability) in the measurements. This component has traditionally been modelled by a zero-mean Gaussian distribution (28, 32) or neglected (25) . However, these assumptions do not hold for small sample sizes or fast-changing propagation environments. Lognormal, Rice, Rayleigh, Suzuki, Nakagami, Weibull, extreme-value or Gaussian mixture distributions have demonstrated to fit more accurately fading data in urban, suburban or indoor areas (47, 49 -51) . As illustrated in the following, the random error contribution to uncertainty is better captured by a non-parametric approach based on a mixture of kernels.
Let z be the measured EMF strength in a given time instant and the measurements, z ¼ fz i g i[1,. . .,S , a set of S i.i.d. samples from such a random variable and assume that the set of measurements is obtained under the same propagation conditions, method and equipment. Consequently, the S measurements are affected by the same EMF strength, y, and systematic effects, b, that may change for any set of samples collected in a different time instant if measurement conditions, method or equipment is altered (12) . Callingz the sample mean of the set of measurements, the likelihood function of the EMF strength can be approximated as (see Appendix B)
Equation (12) has no closed-form solution except for very specific cases such as a Gaussian bias. Nevertheless, the general procedure shown in Appendix A does not require a closed-form expression for the likelihood but only its evaluation in the generated samples, fỹ m g m[1;...;M : To this aim, Appendix C proposes a systematic MC algorithm to approximate the value of the likelihood for a given sample,ỹ m ; that enables the use of intricate bias distributions.
Measurement equipment and procedure
The validity of the proposed method was assessed with broadband electric field (E-field) measurements performed by a radiation meter and an isotropic field probe (whereas the application of the proposed model to narrowband measurements is straightforward). This section briefly describes the experimental equipment and measurement procedure utilised in such a process.
The broadband radiation meter used was the Wandel and Goltermann EMR-300. This high-frequency monitoring device measures the EMF from 100 kHz to 60 GHz (52) . It is used for high-sensitivity and highdynamic range surveys. The EMR-300 instrument can be operated with a wide range of different probe types.
The isotropic field probe selected to work with the EMR-300 was the Wandel and Goltermann nondirectional E-field probe type 8.3. This wideband probe allows measurements of EMF strengths from 100 kHz to 3 GHz (52) . It is used for high-linear response and high-sensitivity measurements. The E-field probe type 8.3 provides typically a minimum reading of 0.5 V m 21 with a dynamic range of 60 dB. The probe was mounted on the Agilent 11968C antenna tripod at 150 cm high and 50 cm away from obstacles (e.g. walls or vehicles) to guarantee the first Figure 2 . Measurements taken both outside and inside an office building recreated common circumstances found during a typical campaign of assessment of exposure levels to EMF.
UNCERTAINTY ANALYSIS IN ELECTROMAGNETIC FIELD MEASUREMENTS
Fresnel zone clearance. As Figure 2 reflects, two mobile phone base stations were emitting 260 and 430 m away from the building, respectively. Outdoor points and one of the indoor points were in line-ofsight to base stations. All indoor points were collected on the second floor (15 m from the ground) where there were three IEEE 802.11 access points along the corridor. In the following, two cases are considered: † Individual measurements: measurements collected at Points 1-6 in Figure 2 and sampled with the minimum time interval, 0.4 s, to guarantee similar conditions (52) . † Averaged measurements: measurements stored at Point 7 in Figure 2 and averaged over the recommended 0.1-h interval (9) . Each averaged value is obtained by the radiation meter from a different set of measurements, guaranteeing the independence among averaged measurements.
Uncertainty contributions in EMF measurements
The most relevant contributions to the uncertainty budget in broadband measurements are associated with the repeatability of indication, the radiation meter, the probe and the location. Except for the repeatability of indication, which accounts for the random error, all other influence factors will be treated as systematic effects (12) . The results of this study are obtained by assuming independence among all the uncertainty components contributing to the bias. This represents a mild assumption since the thorough selection of measurement equipment and procedure can ensure that possible dependencies are avoided or minimised. Table 1 summarises such contributions that are presented afterwards.
Uncertainties associated with the repeatability of indication gather all random errors in a set of measurements collected in a short distance of time, under the same propagation conditions, by the same operator and with the same instrumentation. The repeatability is then connected with the sole source of random uncertainty. This type of uncertainty is encoded by the density f(zjy, b), typically a zero-mean Gaussian (a kernel mixture in this study).
Uncertainties associated with the radiation meter are as follows: † Resolution: the uncertainty is a function of the least significant digit in the display readout or the ability to distinguish between two close but different values of the measurand (15) . It is usually modelled by means of a uniform distribution of length the resolution of the radiation meter centred at zero. † Modulation error: the waveform of the field source may provoke the diode detector to leave the square-law region when driven at higher signal levels and no longer operate as a true RMS rectifier. The distribution of this component is commonly assumed to be uniform with boundaries obtained from manufacturer tests (53) .
Uncertainties associated with the probe are as follows: † Frequency response: the flatness within the frequency range of operation becomes a key factor in situations with emissions from multiple or unknown frequencies (in such cases, it is not possible to correct the measurement through correction factors). In this study, a uniform distribution models the worst flatness in frequency as a contributor to the measurement uncertainty. The term sðÁÞ accounts for the sample standard deviation, while S denotes the number of measurements. a In the proposed Bayesian uncertainty analysis, the repeatability of indication is modelled with the adaptive density, f (zjy,b), in Appendix B. 
UNCERTAINTY ANALYSIS IN ELECTROMAGNETIC FIELD MEASUREMENTS † Magnetic field suppression:
in the E-field mode, the contribution of the undesired magnetic field components must be eliminated. Without additional information, this uncertainty component is modelled as a uniform random variable of length reported in the specification (52) . † Non-linearity: the variability in the response of the radiation meter to changes in the E-field strength is closely tied to the diode detector. Such variability is assumed to follow a uniform distribution limited by the minimum and maximum linearity correction factors provided in the calibration certificate. † Anisotropy: the anisotropy is the maximum deviation from the radiation pattern of an isotropic antenna (54) . It is commonly represented by a uniform distribution parametrised by values specified in the calibration certificate. † Temperature variation: the technical specification of the sensor reports the highest deviation related to the minimum and maximum temperature of operation (52) . This component is characterised by a uniform distribution limited by such a deviation.
Uncertainties associated with the location of the probe arise when conducting objects or high-dielectricconstant elements are placed near the point of measurement (11) . Objects such as metal fences, motor vehicles or house wiring play the role of reradiators or scatterers that alter the impedance match between the probe's antenna and its detector. Under the described measuring conditions, if the distance between the field probe and small perturbing objects is .20 cm the contribution of this uncertainty component is no .10 % of the measured EMF strength (11) . Such value provides the semi-amplitude of the uniform distribution that conveys this uncertainty contribution.
RESULTS AND DISCUSSION
This section compares the performance of the uncertainty analyses provided by GUM, GUMS1 and the proposed adaptive Bayesian approach. It first assesses the case of reporting the uncertainty from a set of individual measurements. Afterwards, it provides a parallel study when the measurements are averaged over the recommended 0.1-h interval.
Individual measurements
In order to illustrate how the proposed framework operates, Table 2 summarises the results of an uncertainty analysis carried out at Points 1 -6 in Figure 2 . It includes the expected value, standard deviation and 95 % coverage intervals estimated with 5, 10, 50 and 100 measurements. It calls: † GUM: the conventional uncertainty analysis detailed at GUM. All sensitivity coefficients were set to 1 and the coverage factor to k ¼ 1.96 (15) . Table 2 reports confidence intervals for the most optimistic case in which the coverage factor is obtained from a Gaussian distribution. The Student's t-distribution would provide wider intervals for small sample sizes. † GUMS1: the MC approach outlined in the Supplement 1 to the GUM. The number of MC experiments was fixed to 10 000 (22) . † Reference: the proposed adaptive framework based on the Jeffreys' prior. For the sake of simplicity, the Jeffreys' prior was obtained considering a Gaussian random error and a uniform systematic error. The importance sampling was accomplished with 10 000 MC realisations (see Appendix A). † Vague: the proposed adaptive framework with a uniform prior that models the range of operation of the measurement equipment. The importance sampling was carried out with 2000 MC trials (see Appendix A). † Informative: the proposed adaptive framework with a prior mixture obtained by the EM algorithm above explained. The importance sampling was performed with 1000 MC experiments (see Appendix A). The three Bayesian analyses approximated the likelihood with 5000 MC samples (see Appendix C). Notice that in natural units the greatest difference among all mean values in Table 2 is 0.23 V m 21 and that differences between reference and vague priors come from approximation. For large sample sizes, such high-spread priors offer similar results to GUMS1 due to the reduction of the uncertainty associated with repeatability. Figure 3 illustrates the density functions utilised by the above methods to calculate the uncertainty, i.e. a Gaussian density for the GUM approach and a Gaussian mixture for the MC sampling methods. Note that Figure 3 does not include the posterior density function obtained with the reference prior due to its similarity to the result achieved with the vague prior.
From Table 2 and Figure 3 one can point out that: (1) the proposed adaptive likelihood handles the dynamic nature of EMF measurements in a better fashion than conventional GUM and GUMS1 methods, particularly in indoor areas; (2) the fusion of such likelihood with prior information always produces mean estimates with a remarkable reduction of measurement uncertainty, especially for small sample sizes and (3) these improvements result in an overall reduction in GUM and GUMS1 95 % coverage intervals .11 % when using vague or reference priors, and .28 % when applying informative priors. Moreover, vague priors achieve a performance similar to that with reference priors and reduce the number of samples required to approximate the posterior.
Averaged measurements
Analogously to the uncertainty analysis for individual measurements, Table 3 contains the results for averaged measurements collected at Point 7 in Figure 2 (noon) to 2 p.m. in five different working-days to recreate the traffic in rush hours. † Mixed: data sampled with replacement from a set of 100 measurements from each type of traffic to simulate areas with changing EMF sources.
Notice that in natural units the greatest difference among all mean values in Table 3 is 0.08 V m 21 . In concordance with previous section, Figure 4 displays the density functions utilised by the assessed uncertainty analysis methods.
In light of Table 3 and Figure 4 , one can conclude that: (1) averaging the measurements reduces their variability, however, the proposed adaptive likelihood still reflects their residual dynamic behavior, significantly appreciable for working traffic; (2) the reduction in measurement uncertainty is more noticeable if such likelihood is combined with an informative prior, independently of the sample size and (3) the use of the proposed likelihood dwarfs the limits of GUM and GUMS1 95 % coverage intervals .4 % when endowed with vague and reference priors, and .11 % when coupled with informative priors. Furthermore, estimating posterior distributions with the proposed approach facilitates a more natural interpretation of uncertainty credible intervals since the latter contain the variable of interest with the specified probability.
CONCLUSION
This study has presented a new framework to deal with uncertainty in EMF measurements. Such a framework dynamically adapts to measurement data, which is undoubtedly valuable in areas with pulsed emissions or discontinuous EMF sources. Moreover, it establishes a principled methodology to incorporate measurement bias and prior information in an optimal way from a Bayesian point of view. In addition, the presented techniques are extensible to other types of measurement and multivariate input or output quantities. The developed framework entails several advantages concerning conventional uncertainty analysis techniques: (1) it utilises a non-parametric representation of EMF measurements to capture their dynamic nature, which is hindered by conventional uncertainty analyses; (2) it furnishes a systematic approach to incorporate prior information provided by historical data and previous knowledge, which is accomplished by means of importance sampling; (3) it enables the use of flexible prior densities such as kernel mixtures estimated by EM algorithm, which exhibit an outstanding performance in comparison with no informative priors; (4) it enhances the effectiveness of traditional methods specially for small sample sizes, which is often the case in the appraisal of exposure to EMFs.
The proposed adaptive techniques demonstrate a remarkable improvement in uncertainty analysis corroborated by actual broadband measurements of the E-field strength. Under the proposed framework, it is observed a significant uncertainty reduction that may play a crucial role in many related branches of science such as electromagnetic compatibility testing and prospective epidemiological studies. 
where KðÁÞ and h are a kernel function and its bandwidth (42) . By selecting a standard Gaussian kernel, it follows that Efzg ¼z; wherez is the sample mean of the set z ¼ fz i g i[1;...;S . Therefore, the distribution of a specific measurement, z j , given y and b, turns into 
