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Abstract
In this paper, we establish a version of the large sieve with square
moduli for imaginary quadratic extensions of rational function fields of
odd characteristics.
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1 Function fields
In this section, we introduce some basic notations and provide facts on rational
function fields which will be used throughout this paper. We follow [5].
By Fq we denote a field with q elements of characteristic p. Let Tr : Fq → Fp
be the trace map and Fq(t) the function field in one variable over Fq. Let k∞
1
be the completion of k = Fq(t) at ∞ (i.e. k∞ = Fq((1/t))). The absolute value
| · |∞ on k∞ is defined by∣∣∣∣
n∑
i=−∞
ait
i
∣∣∣∣ = qn, if 0 6= an ∈ Fq.
The non-trivial additive character E : Fq → C× is defined by
E(x) = exp
{
2πi
p
Tr(x)
}
,
where the map e : k∞ → C× is defined by
e
( n∑
i=−∞
ait
i
)
= E(a−1).
This map e is also a non-trivial additive character of k∞.
Given f = (f1, f2, · · · , fn) ∈ kn∞, we define the additive character Ψf :
kn∞ → C× as
Ψf ((g1, g2, · · · , gn)) = e(f1g1 + f2g2 + · · · , fngn)
=
n∏
i=1
e(figi)
for any (g1, g2, · · · , gn) ∈ kn∞. Suppose f = (f1, f2, · · · , fn) ∈ kn∞. We define a
norm | · |∞ on kn∞ by
|f |∞ = sup{|f1|∞, |f2|∞, · · · , |fn|∞}.
Given any N ∈ R, the N -ball Bn(f,N) is defined by
Bn(f,N) = {g ∈ kn∞ : |g − f |∞ ≤ qN}.
We view An := Fq[t]
n ⊂ kn∞ as a lattice of rank n over A = Fq[t] and define the
n-torus to be Tn = k
n∞/An. The induced metric on Tn is given by
‖h‖∞ = inf
h′∈h+An
|h′|∞.
Note that Tn is a compact Hausdorff space and for all h ∈ Tn, ‖h‖∞ ≤ 1/q.
2 Imaginary quadratic extensions
In this sections, we introduce imaginary quadratic extensions of Fq(t) and con-
tinue with notations and basic facts. For more details on algebraic extensions
of function fields, see [7].
First, let K be a general finite separable extension of k = Fq(t) of degree n.
We denote the integral closure of A = Fq[t] in K by A and let (θ1, ..., θn) be an
integral basis of K, so that every integer ξ ∈ A is representable uniquely as
ξ = f1θ1 + ...+ fnθn,
2
where f1, ..., fn belong to A. For any integral ideal a of K, let σ(ξ) be an
additive character modulo a. Such a character is called proper if it is not an
additive character modulo an ideal b which divides a properly. If ξ = ξ′ mod a
and η ∈ A/DKa, where DK is the different of the field K, then
ξη − ξ′η ∈ D−1K = {a ∈ K | Tr(a) ∈ Fq[t]},
so that
Tr(ξη) = Tr(ξ′η) mod A
and therefore
e(Tr(ξη)) = e(Tr(ξ′η)).
Here Tr denotes the trace map Tr : K → k.
Now we restrict ourselves to imaginary quadratic extensions. We further
assume that q is odd. Let α ∈ A be a square-free polynomial which is of odd
degree or whose leading coefficient is not a square in Fq and set
K := k
(√
α
)
.
Then we say that the field extension K : k is imaginary quadratic. Let A be
the integral closure of A in K. We know that A is equal to A + A
√
α and
DK equals (2
√
α). In general, A is not necessarily a principal ideal domain,
but in the sequel, we will restrict ourselves to principal ideals in A. By the
above considerations for general extensions, the proper additive characters for
the ideal a = (f) take the form
σ(ξ) = e
(
Tr
(
ξr
2
√
αf
))
for some r with (r, f) = 1.
Norm and trace of an element f = a+ b
√
α ∈ K are given as
Norm(f) = a2 − b2α and Tr(f) = 2a.
We fix a place in K above ∞ and denote it by ∞ as well. Note that the
place ∞ splits completely in K. Let K∞ be the completion of K at this place.
The absolute value on k∞ extends uniquely to an absolute value on K∞ which
we also denote by |.|∞. Henceforth, we write
N(f) := |f |2∞
for f ∈ K∞. We note that
N(f) := qdeg(a
2−b2α) if f = a+ b
√
α ∈ A.
For any given integer N ∈ R, we write
B(f,N) := {g ∈ K∞ : N(g − f) ≤ qN} = {g ∈ K∞ : |g − f |∞ ≤ qN/2},
which may be viewed as the N/2-ball with center f in K∞. We view A ⊂ K∞
as a lattice and define the corresponding torus to be T = K∞/A. The induced
metric on T is given by
‖h‖T,∞ := inf
h′∼h
|h′|∞.
We set
NT(h) := ‖h‖2T,∞. (1)
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3 Main results
The goal of this paper is to establish large sieve inequalities for K = k(
√
α),
extending earlier work for rational function fields k in [3] and [5]. We first
prove the following analogue of the classical large sieve inequality for imaginary
quadratic extensions of function fields.
Theorem 3.1. Let Q,N ∈ N and (ag)g∈A be any sequence of complex numbers.
Then
∑
f∈Ar{0}
N(f)=qQ
∑
r mod f
(r,f)=1
∣∣∣∣∣∣
∑
g∈B(0,N)∩A
ag · e
(
Tr
(
gr
2
√
αf
))∣∣∣∣∣∣
2
≪ (q2Q + qN) ∑
g∈B(0,N)∩A
|ag|2,
where the implied constant depends only on q and deg(α).
Then we restrict ourselves to square moduli. We imitate the procedure
in [4], where a version of the large sieve with square moduli was obtained for
Q(i). This procedure itself is based on L. Zhao’s work [6] on the large sieve
with square moduli for Q. Here, we shall establish the following.
Theorem 3.2. Let Q,N ∈ N and (ag)g∈A be any sequence of complex numbers.
Assume that char(K) = p > 2. Then
∑
f∈Ar{0}
N(f)=qQ
∑
r mod f2
(r,f)=1
∣∣∣∣∣∣
∑
g∈B(0,N)∩A
ag · e
(
Tr
(
gr
2
√
αf2
))∣∣∣∣∣∣
2
≪
(
q3Q + 2(N−Q)/2
(
qQ/2+N + q2Q+N/2
)) ∑
g∈B(0,N)∩A
|ag|2,
(2)
where the implied constant depends only on q and deg(α).
For comparison, the large sieve with square moduli for Q(i) established in [6]
is the following inequality.
Theorem 3.3. Let Q,N ≥ 1 and (an)n∈Z[i] be any sequence of complex num-
bers. Then
∑
q∈Z[i]r{0}
N(q)≤Q
∑
r mod q2
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N(n)≤N
an · e
(
ℜ
(
nr
q2
))∣∣∣∣∣∣∣∣
2
≪m,ε(QN)ε
(
Q3 +NQ1/2 +N1/2Q2
) ∑
n∈Z[i]
N(n)≤N
|an|2.
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4 Preliminaries
In this section, we provide the tools needed in this paper. First, we shall use
the following general large sieve inequality for higher dimensions due to the
authors. In fact we will need this result only for the two-dimensional case.
Theorem 4.1. Let R,N ∈ N, X1, · · · ,XR ∈ kn∞ and (ag)g∈An be any sequence
of complex numbers. Then
R∑
i=1
∣∣∣∣ ∑
g∈Bn(0,N)∩An
ag e(g ·Xi)
∣∣∣∣
2
≪ qn(N+1) ·K ·
∑
g∈Bn(0,N)∩An
|ag|2, (3)
where
K := max
1≤i1≤R
#
{
1 ≤ i2 ≤ R : ‖Xi1 −Xi2‖∞ ≤ q−(N+2)
}
and ‖ · ‖∞ is the induced distance on the torus Tn = kn∞/An.
Proof. This is found in [1, section 5].
Remark: Recently, in [2], we pointed out an error in [1]. This error, how-
ever, does neither affect the above result nor any of the results stated below.
We further use the Poisson summation formula for lattices in kn∞.
Theorem 4.2 (Poisson Summation Formula). Let Λ be a complete lattice in
kn∞ and let
Λ′ =
{
g ∈ kn∞
∣∣∣ f · g ∈ A for all f ∈ Λ}
be the lattice dual to Λ. Let Φ : kn∞ → C be a function such that∑
y∈Λ
|Φ(h+ y)|
is uniformly convergent on compact subsets of kn∞ and∑
x∈Λ′
|Φˆ(x)|
is convergent. Then
∑
y∈Λ
Φ(y) =
1
vol (kn∞/Λ)
∑
x∈Λ′
Φˆ(x),
where vol (kn∞/Λ) is the volume of a fundamental mesh of Λ.
Proof. This is [1, Theorem 3.2.].
A simple consequence of this is the following extended version of the Poisson
summation formula.
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Theorem 4.3 (Poisson Summation Formula). Under the conditions of Theo-
rem 4.2, we have
∑
y∈h+Λ
Φ
( y
tL
)
=
qnL
vol (kn∞/Λ)
∑
x∈Λ′
e(h · x)Φˆ (tLx)
for all h ∈ kn∞ and L ∈ Z.
Proof. This follows from Theorem 4.2 using a linear change of variables.
We will work with the characteristic function of the unit ball B(0, 1). For our
application of the Poisson summation formula, we need the Fourier transform
of this function, which was also calculated in [1].
Lemma 4.4. Let Φ : kn∞ → C be defined as
Φ(y) :=
{
1, if |y|∞ ≤ 1,
0, otherwise.
(4)
Then the Fourier transform Φˆ of Φ satisfies
Φˆ(x) = qnΦ
(
t2x
)
=
{
qn, if |x|∞ ≤ q−2,
0, otherwise.
Proof. This is found in [1, section 5].
5 Application of the two-dimensional large sieve
Now we return to the large sieve for K = k (
√
α). We begin with restricting
the moduli f to subsets S of A. Further, we write
S(Q) := {f ∈ S : N(f) = qQ}.
Thus, we are interested in estimating the quantity
T :=
∑
f∈S(Q)
∑
r mod f
(r,f)=1
∣∣∣∣∣∣
∑
g∈B(0,N)∩A
ag · e
(
Tr
(
gr
2
√
αf
))∣∣∣∣∣∣
2
. (5)
We shall later confine ourselves to the cases when S equals A or the set of
squares.
In the following, we write
g = s+w
√
α, r = x+ y
√
α, f = u+ v
√
α,
where s,w, x, y, u, v ∈ A. Then
gr
2
√
αf
=
s(xu− yvα) + wα(yu − xv) + (w(xu − yvα) + s(yu− xv))√α
2
√
α · Norm(f) .
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It follows that
Tr
(
gr
2
√
αf
)
=
w(xu− yvα) + s(yu− xv)
Norm(f)
=
(
yu− xv
Norm(f)
,
xu− yvα
Norm(f)
)
· (s,w).
Hence, we can re-write T in the form
T =
∑
f∈S(Q)
∑
r mod f
(r,f)=1
∣∣∣∣∣∣
∑
g∈B(0,N)∩A
ag · e
((
yu− xv
Norm(f)
,
xu− yvα
Norm(f)
)
· (s,w)
)∣∣∣∣∣∣
2
.
The condition
g = s+ w
√
α ∈ B(0, N) ∩A
is equivalent to deg(s2 −w2α) ≤ N, which in turn is equivalent to
max{deg s2,deg(w2α)} ≤ N
since we assume that α is of odd degree or the leading coefficient of α is a non-
square in Fq. Further, the above inequality implies that (s,w) ∈ Bn(0, N/2) ∩
A2. It follows that
T =
∑
f∈S(Q)
∑
r mod f
(r,f)=1∣∣∣∣∣∣
∑
(s,w)∈B2(0,N/2)∩A2
ag · e
((
yu− xv
Norm(f)
,
xu− yvα
Norm(f)
)
· (s,w)
)∣∣∣∣∣∣
2
,
where we set ag := 0 if 2 deg(w) + deg(α) > N .
Employing Theorem 4.1 with n = 2, we deduce that
T ≪ qN+2 ·K ·
∑
g∈B(0,N)∩A
|ag|2, (6)
where
K := max
r1∈A, f1∈S(Q)
(r1,f1)=1
#
{
(r2, f2) : f2 ∈ S(Q), (r2, f2) = 1,
∥∥∥∥
(
y1u1 − x1v1
Norm(f1)
,
x1u1 − y1v1α
Norm(f1)
)
−
(
y2u2 − x2v2
Norm(f2)
,
x2u2 − y2v2α
Norm(f2)
) ∥∥∥∥
∞
≤ q−(N/2+2)
}
(7)
with the conventions that
fj = uj + vj
√
α, rj = xj + yj
√
α
for j = 1, 2. Thus, the remaining task is to bound the quantity K .
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6 General bounds for K
We observe that in the definition of K in (7), the distance ||.||∞ on T2 can be
replaced by the distance |.|∞ on k2∞. Moreover,
rj
fj
=
xjuj − yjvjα
Norm(fj)
+
(yjuj − xjvj)
Norm(fj)
· √α
for j = 1, 2. It follows that
K ≤ max
r1∈A, f1∈S(Q)
(r1,f1)=1
#
{
(r2, f2) : f2 ∈ S(Q), (r2, f2) = 1, N
(
r1
f1
− r2
f2
)
≤ qℓ−(N+4)
}
,
where
ℓ := deg(α).
Moreover, since N(fj) = q
Q for j = 1, 2, the inequality
N
(
r1
f1
− r2
f2
)
≤ qℓ−(N+4)
above is equivalent to
deg (Norm (r1f2 − r2f1)) ≤ 2Q+ ℓ− (N + 4).
Therefore,
K ≤ max
r1∈A, f1∈S(Q)
(r1,f1)=1
#
{
(r2, f2) : f2 ∈ S(Q), (r2, f2) = 1, D (r1f2 − r2f1) ≤M
}
,
where
M := 2Q+ ℓ− (N + 4), (8)
and for c = a+ b
√
α ∈ A, we set
D(c) := deg(Norm(c)).
We write the above in the form
K ≤ max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
h∈A
D(h)≤M
∑
f2∈S(Q)
r1f2≡h mod f1
1
≤ max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
f2∈S(≤Q)
∑
h∈A
D(h)≤M
h≡r1f2 mod f1
1,
(9)
where in the last line, we have extended the summation over f2 to the set
S(≤ Q) := {f ∈ S : N(f) ≤ qQ} = {f ∈ S : D(f) ≤ Q},
which will later turn out to be convenient.
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7 Poisson summation
If M < 0, then the innermost sum over h in the second line of (9) satisfies
∑
h∈A
D(h)≤M
h≡r1f2 mod f1
1 =
{
1 if f2 ≡ 0 mod f1
0 otherwise
since (r1, f1) = 1. To see this, note that if h 6= 0, then D(h) ≥ 0. Since
(D)(f1) = Q, the number of polynomials f2 such that D(f2) ≤ Q and f2 ≡
0 mod f1 is bounded by q. It follows from (9) that
K ≤ q if M < 0. (10)
IfM ≥ 0, we transform the sum over h in question using Poisson summation.
Any multiple of
f1 = u1 + v1
√
α (11)
by an element of A takes the form
(p+ q
√
α)(u1 + v1
√
α) = (pu1 + qv1α) + (pv1 + qu1)
√
α.
This corresponds to a lattice of the form
Λ =
{
p
(
u1
v1
)
+ q
(
v1α
u1
)
: (p, q) ∈ A2
}
in the sense that the multiples of f1 are precisely of the form a+ b
√
α, where(
a
b
)
∈ Λ.
Let
r1f2 = c+ d
√
α. (12)
Then it follows that∑
h∈A
D(h)≤M
h≡r1f2 mod f1
1 ≤
∑
y∈(c,d)+Λ
max{deg(c),deg(d)}≤[M/2]
1 =
∑
y∈(c,d)+Λ
Φ
( y
t[M/2]
)
,
(13)
where Φ is defined as in (4). Using the Poisson summation formula, Theorem
4.3, and Lemma 4.4, we get
∑
y∈(c,d)+Λ
Φ
( y
t[M/2]
)
=
q2[M/2]+2
vol (k2∞/Λ)
∑
x∈Λ′
|x|∞≤t−([M/2]+2)
e((c, d) · x).
In our case, the dual lattice takes the form
Λ′ =
1
Norm(f1)
· Λˆ := 1
Norm(f1)
·
{
p
(
u1
−v1α
)
+ q
(−v1
u1
)
: (p, q) ∈ A2
}
,
9
and the volume of a fundamental mesh of Λ is
vol
(
k2∞/Λ
)
= N(f1) = q
Q.
Taking into account that N(f1) = q
Q, it follows that∑
y∈(c,d)+Λ
Φ
( y
t[M/2]
)
=q2[M/2]+2−Q
∑
xˆ∈Λˆ
|xˆ|∞≤qQ−([M/2]+2)
e
(
(c, d) · xˆ
Norm(f1)
)
=q2[M/2]+2−Q
∑
(p,q)∈A2
deg(pu1−qv1)≤Q−([M/2]+2)
deg(−pv1α+qu1)≤Q−([M/2]+2)
e
(
(cpu1 − dpv1α) + (−cqv1 + dqu1)
Norm(f1)
)
=q2[M/2]+2−Q
∑
q+p
√
α∈A
deg(pu1−qv1)≤Q−([M/2]+2)
deg(−pv1α+qu1)≤Q−([M/2]+2)
e
(
Tr
(
(q + p
√
α)(c+ d
√
α)(u1 − v1
√
α)
2Norm(f1)
√
α
))
.
Recalling (11) and (12), and writing j = q + p
√
α,
ℜ(a+ b√α) = a, ℑ(a+ b√α) = b, a+ b√α = a− b√α for a+ b√α ∈ A
and
M1 := 2[M/2] + 2−Q and M2 := Q− ([M/2] + 2), (14)
we arrive at∑
y∈(c,d)+Λ
Φ
( y
t[M/2]
)
=qM1
∑
j∈A
deg(ℜ(jf1))≤M2
deg(ℑ(jf1))≤M2
e
(
Tr
(
jr1f2f1
2Norm(f1)
√
α
))
=qM1
∑
j∈A
deg(ℜ(jf1))≤M2
deg(ℑ(jf1))≤M2
e
(
Tr
(
jr1f2
2f1
√
α
))
.
(15)
Combining (9), (13) and (15), exchanging summations, and using (8) and (14),
we get
K ≤qM1 max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
f2∈S(≤Q)
∑
j∈A
deg(ℜ(jf1))≤M2
deg(ℑ(jf1))≤M2
e
(
Tr
(
jr1f2
2f1
√
α
))
≤qM1 max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
j∈A
D(j)≤2(M2−Q)+l
∣∣∣∣∣∣
∑
f2∈S(≤Q)
e
(
Tr
(
jr1f2
2f1
√
α
))∣∣∣∣∣∣
≤qQ+l−(N+2) max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
j∈A
D(j)≤N+1−Q
∣∣∣∣∣∣
∑
f2∈S(≤Q)
e
(
Tr
(
jr1f2
2f1
√
α
))∣∣∣∣∣∣
(16)
10
if M ≥ 0.
8 Linear exponential sums
Suppose that X ≥ ℓ. In the following, we estimate linear exponential sums of
the form
Σ(X,h) :=
∑
x∈A
D(x)≤X
e
(
Tr
(
h · x
2
√
α
))
,
where h ∈ K. Let
h = a+ b
√
α with a, b ∈ k.
Then
Σ(X,h) :=
∑
(u,v)∈A2
deg(u)≤[X/2]
deg(v)≤[(X−l)/2]
e (sb+ ta)
=

 ∑
u∈A
deg(u)≤[X/2]
e(ub)

 ·

 ∑
v∈A
deg(t)≤[(X−l)/2]
e(va)


=
(∑
u∈A
e(ub) · Φˆ
(
t−[X/2]u
))
·
(∑
v∈A
e(va) · Φˆ
(
t−[(X−ℓ)/2]v
))
,
where
Φˆ(x) =
{
1, if |x|∞ ≤ 1,
0, otherwise.
Using Lemma 4.4 for n = 1, we have
Φ(−y) = ˆˆΦ(y) = qΦ (t2y) =
{
q, if |y|∞ ≤ q−2,
0, otherwise.
Hence, using Theorem 4.3 for n = 1, we have∑
u∈A
e(ub) · Φˆ
(
t−[X/2]u
)
=q[X/2]+1
∑
y∈b+A
Φ
(
−t2+[X/2]y
)
=
{
q[X/2]+1 if ||b||∞ ≤ q−(2+[X/2])
0 otherwise
and ∑
u∈A
e(va) · Φˆ
(
t−[X/2]v
)
=q[(X−ℓ)/2]+1
∑
y∈a+A
Φ
(
−t2+[(X−ℓ)/2]y
)
=
{
q[(X−l)/2]+1 if ||a||∞ ≤ q−(2+[(X−ℓ)/2])
0 otherwise,
11
where ||.||∞ is the metric on T1 induced by |.|∞. Recall the definition of NT(h)
in (1). We observe that if NT(h) ≤ qℓ−X−1, then ||a||∞ ≤ q−(2+[(X−ℓ)/2]) and
||b||∞ ≤ q−(2+[X/2]). We deduce the following.
Lemma 8.1. If X ≥ ℓ, then
|Σ(X,h)| ≤
{
qX+2 if NT(h) ≤ qℓ−X−1
0 otherwise.
Next we bound sums of the form
U(X,Y ; f, r) :=
∑
γ∈Ar{0}
N(γ)≤qY
∣∣∣∣Σ
(
X,
γr
f
)∣∣∣∣ .
We prove the following.
Lemma 8.2. Suppose that X ≥ ℓ, Y ≥ 0, r, f ∈ A, N(f) = qQ and (r, f) = 1.
Then
U(X,Y ; f, r)≪q,ℓ qQ + qY .
Proof. By Lemma (8.1), we have
U(X,Y ; f, r) = qX+2 · ♯
{
γ ∈ Ar {0} : N(γ) ≤ qY , NT
(
γr
f
)
≤ qℓ−X−1
}
.
It follows that
U(X,Y ; f, r) ≤ qX+2
∑
s∈Ar{0}
N(s)≤qQ+ℓ−X−1
∑
γ∈A
N(γ)≤qY
γ≡sr mod f
1≪ℓ qQ
(
1 + qY−Q
)
= qQ + qY .
Now assume that S = A r {0). Then combining (16) and Lemma 8.2, we
obtain
K ≪q,ℓ 1 + q2Q−N if M ≥ 0. (17)
Further, combining (6), (10) and (17) proves Theorem 3.1.
9 Square moduli
We now turn to the case of square moduli, i.e. the situation when
S := {f2 : f ∈ Ar {0}},
and char(K) = p > 2. Then we may write
∑
f2∈S(≤Q)
e
(
Tr
(
jr1f2
2f1
√
α
))
= 2
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jr1f
2
2f1
√
α
))
. (18)
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To bound the above expression, we perform a Weyl shift. We bound the mod-
ulus square by∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jr1f
2
2f1
√
α
)) ∣∣∣∣∣
2
=
∑
f,f˜∈A
1≤N(f)≤qQ/2
1≤N(f˜ )≤qQ/2
e
(
Tr
(
jr1(f˜ − f)(f˜ + f)
2f1
√
α
))
=
∑
f∈A
1≤N(f)≤qQ/2
1 +
∑
f,h∈A
1≤N(f)≤qQ/2
1≤N(h)≤qQ/2
e
(
Tr
(
jr1h(h+ 2f)
2f1
√
α
))
≪qQ/2 +
∑
h∈A
1≤N(h)≤qQ/2
∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jh(2r1)f
2f1
√
α
)) ∣∣∣∣∣.
(19)
Now assume M ≥ 0. Then from (16) and (18), we deduce that
K ≪q,ℓq3Q/2−N + max
r1∈A, f1∈S(Q)
(r1,f1)=1
∑
j∈A
1≤N(j)≤qN+1−Q
∣∣∣∣∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jr1f
2
2f1
√
α
))
∣∣∣∣∣∣∣∣∣
.
where the term q3Q/2−N comes from the contribution of j = 0. Further, apply-
ing the Cauchy-Schwarz inequality, and using (18) and (19), we obtain
K ≪q,ℓ q3Q/2−N + qQ+l−(N+2) max
r1∈A, f1∈S(Q)
(r1,f1)=1
( ∑
j∈A
1≤N(j)≤qN+1−Q
1
)1/2
×
( ∑
j∈A
1≤N(j)≤qN+1−Q
∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jh(2r1)f
2f1
√
α
)) ∣∣∣∣∣
2)1/2
≪q,ℓ q3Q/2−N + q(Q−N)/2 max
r1∈A, f1∈S(Q)
(r1,f1)=1
( ∑
j∈A
1≤N(j)≤qN+1−Q
(
qQ/2+
∑
h∈A
1≤N(h)≤qQ/2
∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
jh(2r1)f
2f1
√
α
)) ∣∣∣∣∣
))1/2
,
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which implies
K ≪q3Q/2−N + qQ/4 + q(Q−N)/2 max
r1∈A, f1∈S(Q)
(r1,f1)=1( ∑
l∈A
1≤N(l)≤qN+1−Q/2
τ(l)
∣∣∣∣∣
∑
f∈A
1≤N(f)≤qQ/2
e
(
Tr
(
l(2r1)f
2f1
√
α
)) ∣∣∣∣∣
)1/2
,
where τ(l) is the number of divisors of l in A. We note that
τ(l)≪q 2D(l).
Using this bound and Lemma 8.2, we deduce that
K ≤q,ℓq3Q/2−N + qQ/4 + q(Q−N)/2
(
2N−Q/2
(
qN−Q/2 + qQ
))1/2
≪q3Q/2−N + 2N/2−Q/4
(
qQ/4 + qQ−N/2
)
if M ≥ 0.
(20)
Combining (6), (10) and (20), we obtain
∑
f∈Ar{0}
N(f)=qQ
f=
∑
r mod f
(r,f)=1
∣∣∣∣∣∣
∑
g∈B(0,N)∩A
ag · e
(
Tr
(
gr
2
√
αf
))∣∣∣∣∣∣
2
≪
(
q3Q/2 + qN + 2N/2−Q/4
(
qQ/4+N + qQ+N/2
)) ∑
g∈B(0,N)∩A
|ag|2,
where f =  indicates that f is a square in A. This implies Theorem 3.2 upon
changing Q into 2Q.
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