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Equivalence between the normal form (NF) and the Carleman linearization of a 
nonlinear dynamic system is established. The near-identity nonlinear coordinate 
transformation which brings a system to its NF is shown to be the similarity trans- 
formation bringing a Carleman system to a Jordan canonical form. It is shown that 
the steady-state multiplicity is given by the nullity of the first Carleman matrix with 
noncomplete nullspace. The stability of the limit cycles at Hopf bifurcation is deter- 
mined by the direction of the &generalized eigenvector of the first odd order 
Carleman matrix which has a noncomplete iw-eigenspace. The coefficients of the 
resonant terms that are retained in the NF are explicitly determined. 0 1989 
Academic Press. Inc. 
1. INTRODUCTION 
The normal form of a nonlinear dynamic system in the vicinity of a 
critical point x,,, is obtained by a smooth coordinate transformation that 
reduces the original system to a simpler (linear if possible) form, which yet 
retains the qualitative dynamic behavior in the neighborhood of x0. A 
systematic procedure for constructing NFs by use of Lie brackets is given 
in [6]. A key notion in NF reduction is that of resonance. In particular, 
the Jacobi matrix of the system, evaluated at x0 determines which 
monomials in the formal expansion of the system are resonant and cannot 
be removed by any smooth coordinate transformation [2,6, 73. These 
monomials appear in the NF of the system and thus constitute limiting 
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factors to how “linear” the system can become by a smooth near-identity 
coordinate transformation in the neighborhood of x0. 
NF theory has been successfully applied in detecting “robust” or 
structurally stable modes of behavior of dynamic systems in the various 
subdomains of the parameter space, each one associated with a different 
qualitative evolution. Structural changes (bifurcations) occur when 
parameters varied continuously along a parametric path, cross the 
boundary (bifurcation hypersurface) between these subdomains. Of 
particular interest are the points at which bifurcation hypersurfaces 
intersect themselves or lose their smoothness. At these (singular) points the 
NF is structurally rich enough to encompass the full variety of the adjacent 
parametric regimes so that the singular corners can be considered as 
organizing centers for the qualitatively different subdomains. 
In this vein the theory of NFs has been recently [l, 9, 121 applied to 
study the dynamics of chemical reactors. The equations that describe the 
dynamic behavior of chemical reaction systems include both polynomial 
vector fields (arising from isothermal mass action kinetics) and non- 
polynomial ones (arising from the temperature dependence of reaction rate 
expressions or from fast equilibrium and/or quasi-steady-state assumptions 
employed in the determination of appropriate reaction rate expressions). In 
general reduction of a physical system model to its NF is a complicated 
task often warranting the use of symbolic manipulators. 
In this work we present a new method for the determination of the NF 
of a dynamic system and the coordinate transformation that is needed for 
the NF reduction. It can be argued that for physical applications, the deter- 
mination of this transformation is at least as important as the NF itself. 
The method is based on the diagonalization of a Carleman linear 
approximation to the original nonlinear system. 
The Carleman linearization, introduced in [S] has been used in [3] to 
obtain approximate solutions to nonlinear systems, in [ 1 l] to derive 
rapidly converging series solutions in parametric regimes of highly non- 
linear behavior, in [ 151 to analyze the Lotka-Volterra system for 
predator-prey dynamics, and in [4, 8, 13, 161 to compute Volterra kernels 
for bilinearization. Recently, steady-state multiplicity of bifurcating solu- 
tions [ 173 and an analysis of Hopf bifurcation for 2-dimensional systems 
[lo] were presented in terms of the Carleman linearization. State feedback 
was analyzed and an explicit inversion of nonlinear control systems was 
given via the Carleman linearization in [18]. 
The present work demonstrates the equivalence between the Carleman 
linearization and the NF of a general nonlinear dynamic system. Both the 
nonresonance and resonance cases are examined. Bifurcations are viewed 
as special cases of resonance and the theorems of [lo, 171 are recovered as 
example cases and strengthened. A geometric approach is followed 
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demonstrating once more how simple geometric ideas can provide insight 
and facilitate the analysis of actual problems. Section 2 briefly reviews the 
basics of NFs. Section 3 reviews the Carleman linearization, presenting in 
addition a classification of the various types of bifurcation and the corre- 
sponding conditions to be satisfied by the coefficients of the characteristic 
polynomials of the Carleman matrices. The main theorems are given in 
Sections 3 and 4 whereas Section 5 analyzes the special but important cases 
of steady-state and Hopf bifurcations. 
2. NORMAL FORMS 
With f(x, p) a CK vector field, f: R” x R” -+ R”, x the n-state, and p the 
m-parameter vector, let the system be described by 
~=f(x,P)=n(p)x+g(p,x). (1) 
If an eigenvalue A,, s E { 1,2, . . . . u) of the nxn Jacobi matrix of (1). A = 
df/iJxI,, at a steady state x0 can be written as 
A,y= (m, A) gf i mjAj, mj>,% 
j= 1 
j$, m,=mbZ (2) 
where the mi are integers, then A, is a resonant eigenvalue of order m. 
Resonance is only a necessary condition for loss of hyperbolicity and bifur- 
cation when f(x, p) is real valued. It becomes also sufficient for the system 
that results by complexification. With e, the eigenbasis of ,4 and x, the 
corresponding coordinates, the monomial xmes =def xylx;1* . . x:e, is said 
to be resonant if A, = (m, A), m 2 2. We have [2]: 
THEOREM (Poincare-Dulac). Zf f(x) = Ax + . . . is a formal series, (1) 
can be reduced to the canonical form j = Ay + z( y) by means of a formal 
transformation x = y + h(y), where the vector z contains only the resonant 
monomials. 
In practice one uses the PD theorem to remove the inessential terms 
from the series up to some degree, say ZV, i.e., to obtain 
j=Ay+z(y)+o(IylN+‘). (3) 
Given the formal series off one can immediately write down form (3). 
Determination of h(y) as well as of the coefficients of the resonant terms 
is more complicated. The transformation is needed in most practical 
applications while the NF coefficients often characterize the local stability. 
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Classically, determination of h(y) and of the coefficients of z is accom- 
plished by solving the homological equation 
g Ax - Ah(x) = g(x), (4) 
where g(x) contains the part of the expansion off of degrees 2, 3, . . . . N. In 
case of a holomorphic right-hand side, the normal form as well as h are 
polynomials in the absence of resonance. If resonance is present then one 
obtains polynomials again, if the convex hull of Ai, A,, . . . . 1, does not 
contain the zero point. 
3. CARLEMAN LINEARIZATION 
A brief discussion of the Carleman linearization and a relevant classifica- 
tion of the various bifurcation types is in order. With @ denoting the 
Kronecker product (i.e., ijth block of A @B is a9B) and xc2’ = x0 x, 
xt3] = XC’] Ox, etc. a formal series of (1) around the steady state x,, is 
i= f A,jz[jl , (6) 
j=l 
where 1= x - x,, and A,j contains partial derivatives off of jth order; e.g., 
A,, is the Jacobian off at x0. The fth order Carleman linearization of (1) 
is the linear system 
where 
i = 2, 3, . . . . 1 
j= 1, 2, . ..) I-i+ 1. 
3 (7) 
(8) 
For convenience we will drop the - and write (7) as 
2; = c/x;. (9) 
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EXAMPLE. For the system 
x,=x2-x1x2 
x2= -x,+x,x, 
around x,, = 0, we have 
xc*1 = (xf 
XIX2 x2x1 x3’, 
Then C, = A,,, 
+l 
0 
0 
-1 
A,* 
+1 
0 
0 
-1 
0, j> 2. 
Remark. A Carleman system, Cl, of lower dimensions is obtained if we 
do not consider the same monomial(s) more than once (i.e., if we do not 
distinguish between x1x2 and x2x,). To this end, C; can be obtained by 
differentiation of XiXj and use of the chain rule. If one still wants to use the 
Kronecker recursive formulae (7), (8), e.g., for a computer program, then 
C; is obtained from C, by adding the columns of the same monomials to 
one column and obviously considering only one of the rows of the same 
monomial. Note that the dimension of C; is pl x p,, where 
p,= i n(n+l).;.l(n+j-l)= ’ 
I( 
n+/-1 
j= 1 i= I .I ) 
(equivalent to that given in [16]), which is significantly smaller than the 
order of C,, rl ( =n + n2 + ... + n’) for 13 3. For the above example, 
c;= I Al, A;2 0 0+2 0 
-1 0 +l 
I ’ Aiz=[i -; i]. 
o-2 0 
The following theorem is fundamental for what follows and shows that the 
Carleman linearization is a natural setting for analyzing resonance. It is 
assumed that n = diag{ Aj}, j= 1, 2, . . . . n. 
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Let the eigenvalues and corresponding eigenvectors of C1 be respectively 
/2,i and wli, i = 1, 2, . . . . r,. Let also XQ be the jth component of x; (i.e., if 
x’.=xy’x’;2...x 0 2 then m,+m,+ ... +m,=I). Then we have 
THEOREM 1. The eigenvalues of C, are given by lli = Cr=, mVAj, where 
in the Jordan canonical form coordinates, 
mi2 4n x;i=xyx* “‘X, . (11) 
Proof (by induction on 1). First note that l,i are the eigenvalues of Ai,, 
A A/,* 21 7 . ..Y From (8) for i = 1, j= 1 and, using the Kronecker product 
properties [14] or theorem (1) of [15], we obtain that the eigenvalues of 
A,, are the pairwise sums 1,- l,i + lj, i = 1, 2, . . . . r,- , and j = 1, 2, . . . . n. 
For I= 2, (11) follo&s directly from this observation, the eigenvalues of 
A,, being the pairwise sum of 1;s. Also, the eigenvalues of Al1 are of the 
form 
I ) -  1.k + l ’ Aj forsomek,j, 1 <kGr,-,, 1 <j<n, (12) 
where 
(13) 
By the induction hypothesis, 
and then (11) follows directly using (12), (13). This completes the proof. 
Note that according to the theorem and since A ,i = .4 is in Jordan form, 
C, will be upper triangular and the eigenvalue on the ith diagonal position, 
r,--l <i< r,, will be the integral relation xi=, m&&, where mlk are read 
off from the ith monomial-Carleman coordinate xii = x~‘x~~ . . . x7; e.g., if 
xT = (x,, x2, xX) then the monomial x:x2x3 corresponds to the eigenvalue 
A,, = 21, + 1, + 1,. Using the theorem, the various types of bifurcation can 
be characterized by the vanishing or not of coefficients of the characteristic 
polynomials of Carleman matrices. One can use Table I and a numerical 
search for zero coefficients instead of numerical search for the spectrum of 
the Jacobi matrix for detection of a bifurcation type. The characteristic 
equation of C, is denoted by A” + . . . + d,, 1+ d,, = 0 and the characteristic 
equation of Cl; by lp’ + . . . + d;, 1+ d;, = 0. Note that dlj = dij, for all j. 
Bifurcation 
type 
Jacobi matrix 
Jordan structure 
D, co1 
F, 0 1 I I 0 0 
0 -0J 0 
F2 
I I 
wo 0 
00 0 
TABLE I 
Eigenvalue 
structure Condition 
+ 
d,cl=O, d,, #O 
t 
d,,=02#0,d,,=0 
dz,, = d2, = 0, dz, # 0 
d;,=d;, #0 
-I-- 
d”‘=Oi=l 2 ,I 3 > 
j= 1,2 3 . . . . I,- 1, (Pt. 1) 
/ 
dj,, = 0, d,, = a~* # 0, d,* = 0 
4, = d,, = d,, = d2, = 0, d,, # 0 
d;, = d;, = d;* = 0, d,, # 0 
F3 
0 -WI 0 0 
t 
d,, = w:co: # 0, d,, = d,, = d,, = 0 
01 0 0 0 
0 0 0 -co2 & = d,, = d,, = d,, = 0, dz4 # 0 
0 0 02 0 d;, = d;, = d;, # 0 
0 1 0 
GI I I 001 0 0 0 
G, 
--+ 
d”‘=O, i= 1 2 i, , 3 
j=l,2 7 . . . . r,- 1, (P,- 1) 
+ 
d,, = d # 0, d,, = dlz = d,, = 0 
d,, = d,, = = d,, = 0, d,, # 0 
d;,=d;,=d;,=d;,=O,d;,#O 
G3 
-I- 
d,, = d,, = d,, = d,, = 0 
d,, = d,, = = d,, = 0, d,, # 0 
d;, = d;, = d;, = d;, = 0, d;., # 0 
I29 
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4. NORMAL FORMS VIA CARLEMAN LINEARIZATION 
4.1. The Nonresonance Case 
Assume that /i = A i1 is in Jordan canonical form with no multiple eigen- 
values. With Q,= (w,, w2, . . . . w,,) the eigenvectors of Cl, where wi 
corresponds to the eigenvalue Li let yT = (y,, y,, . . . . y,) and y;‘= 
(Y, YC2’, . . . . y”‘]) Then we have . 
THEOREM 2. The substitution 
&=Q,Y; (14) 
in (9) leads to the normal form 
~=~Y+o(IYl’+% (15) 
where x and y are related by a near identity transformation x = y + h( y), h 
containing terms of 0( 1 ~1’). 
Proof: First we show that CI is diagonalizable. Indeed since ii, 
i = 1, 2, . . . . n, are distinct and due also to nonresonance, multiple eigen- 
values will appear only at the positions corresponding to same monomials, 
which have been considered more than once according to the Carleman 
notation. Since these same monomials correspond to different coordinates 
in the Carleman system, CI is diagonalizable (note that CT’ has no multiple 
eigenvalues at all). Then from (9) one obtains 
Jv=~Y;+o(lYl’+l), (16) 
where 
D = d:ag {&}. 
i= 1 
Since now A ii = diag;, , { lj}, (8) implies that each Ai,, i = 1,2, . . . . Z, is 
diagonal. Therefore CI is upper triangular implying that the eigenvector 
matrix is upper triangular and can be normalized to have diagonal 
elements equal to one. Furthermore the upper n x n principal minor of Q, 
is identity since it leaves the upper n x n principal minor of C, invariant. 
Thus the first n among the I,,,s are the original system eigenvalues and the 
first n-equations (16) give (14) with x = y + h(y) an almost identity trans- 
formation. In particular, 
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x= (I, H,) yC3’ j_l; i.e.,h(y)=H, [if], (17) 
where Q,= [‘n H’ O U,], U, upper triangular, with identity Z,,Z, I,], . . . . I,, 
diagonal blocks. Theorem 2 shows that in the absence of resonance all 
terms of order 61 except the linear ones are removed from the Taylor 
series by diagonalizing CI or C;. 
4.2. The Resonance Case 
Again we assume that A ,, is in Jordan form and has no multiple eigen- 
values. 
LEMMA. (a) Resonance of order m occurs if and only if A,, and A,,, , 
of the Carleman matrix C, in (7) have common eigenvalues (the resonant 
ones, 1,) 
(b) xz will be a resonant monomial zff Amj = i,y. 
Proof (a) Follows immediately from (2) and (11). 
(b) Follows from the definition of a resonant monomial since XL, = 
xyxy ‘. . x?, I”= I I mi = m, and 1, = ll,j = x1= r mili. 
THEOREM 3. (a) If the dimension of the eigenspace ( = geometric multi- 
plicity) of 2, in C, is one, then the normal form (15) results again as in 
Theorem 2. 
(b) If nullity (C, - i,Z) > 1, i.e., the geometric multiplicity of A,, is 
greater than one, then the term x4 cannot be removed and the NF 
3=~Y+4Y)+wYlm+') 
is obtained in the natural eigenbasis of C,. 
(18) 
Proof (a) Take Q, = (w,, w2, . . . . w,,) so that the ordering of the eigen- 
values in D is maintained; i.e., if e,xhj is the resonant monomial let the 
reappearing eigenvalue I, occupy the jth diagonal position in D. The rest 
of the proof is as in Theorem 2. Note that this situation is degenerate since 
it essentially requires the coefficients of the resonant monomials in (18) to 
be zero. A small (resonance preserving) perturbation results in (b). 
(b) Qm now contains a generalized eigenvector WI of I, satisfying 
cc, - 4Z) w; = Y,W,, for some y, (19) 
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and which we order as in (a), i.e., &, = (wr, . . . . w,, w,+ r, . . . . w,!, 
w  1. 
$ml;-“;J(,;“IM+l 
The transformation XL = Qmvk leads to j:,= 
), where A = D + N, D as before and N nilpotent with ySj 
at the sjth position. Therefore taking the first n relations again we obtain 
li=AY+Ce,Y~jY~j++O(IYl"+') 
s 
which is (18). Again (17) is valid, and the transformation x = y + h(y) is 
read off from the first n rows of Q,. Note that the coefficient ySj of a 
resonant monomial was determined by (19) and the requirement that the 
jth element of w,! is one, so that Q, is a near identity transformation. 
EXAMPLE. The system 
f, = 2x, + +0x: + UllXlX2 + uo2x: 
i2 =x2 + b,,x: + b,,x,xz + b,2x: 
(20) 
at the origin has /i = diag{ 2, 1 } and since 1,=2.1,+0.2,, m=2 and 
x:e, = (x: O)T is the resonant monomial. We find 
2 0 ; a20 a11 0 a02 
0 1 1 b20 b,, 0 602 
_------------ 
c,= I 4 0 0 0 
I O 
3 0 0 
010 0 3 0 
I O 0 0 2 
and indeed Jr = 2 reappears in Cz in the position (66) corresponding to the 
resonant coordinate x:. Checking the nullspace of (C, - 21) we find it 
2-dimensional iff uo2 = 0 and in this case the transformation 
Xl 
x2 
2 
Xl 
XIX2 
x2x1 
4 
1 0 y 0 a,, 
0 1 $’ b,,/2 0 
:Q2Y;= ; :, ; ; 
0 001 
0 000 
0 
bo: 
0 
0 
0 
1 
Yl 
Y2 
Y: 
YlY 
Y2Y 
. Y: 
2 
1 
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leads to p’=diag(2, 1,4, 3, 3, 2) y’+ O(ly13) from which the first two 
equations read j = Ay + 0( 1 ~1’). If now a,, # 0 then the last column of 
Q2 is the generalized eigenvector of I = 2 satisfying ( Cz - 21) wb = y,6 w,. 
We find that yi6=uo2 in order that w& = 1. Then wd= (0 6,, 0 0 0 1)’ 
and thus the transformation x; = (w,, w2, . . . . w5, wk) y; gives I;; = 
diag(2, 1,4,3,3,2} Y; + ao2e1 Y: from which the first two equations 
constitute the NF of (20), namely 
In both cases the nonlinear (quadratic, here) part of the near identity 
transformation ( 17) is 
h(y)= a2o/2 alI 
0 0 c21 
hoI3 b,,P 0 bo, ’ 1 ’ 
5. APPLICATIONS 
5.1. Steady State Multiplicity 
In [17] it was shown that in case of one zero eigenvalue, i.e., D, of 
Table I, the local steady state multiplicity is equal to the order of the lirst 
Carleman matrix with noncomplete nullspace. We now obtain this theorem 
as a corollary to Theorem 3. Let Ai be the only zero eigenvalue. Then, by 
Lemma 1, I, = 0 reappears at the upper corner position of each A,, and 
thus in each successive CI for all 1. Therefore it is a resonant eigenvalue of 
arbitrary order and all monomials xi of the first equation are resonant. 
Similarly, the rest of the eigenvalues are resonant and all monomials xix:, 
i = 2, 3, . . . . n are resonant in the second, third, . . . . nth equation, respectively. 
Let now C, be the first Carleman matrix with noncomplete nullspace. Then 
by Theorem 3 the system (at equilibrium) can be locally transformed to 
O=cy::+o(Iyl~+'), c#O 
0=&y,+ 1 yiy:, 
(21) 
i = 2, 3, . . . . n. 
k,l 
In view now of the implicit function theorem and Ai # 0, i = 2, 3, . . . . n, yi are 
locally uniquely determined in terms of y,, and (21) together with the fact 
(from (17)) that xi= yi+ O(l y12), i= 1, 2, . . . . n imply that the multiplicity 
of the steady state x0 is exactly p. 
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5.2. Hopf Bifurcation 
Consider now the case D, (Hopf) of Table I, i.e., A =diag{ fro}. 
Since for any integer m > 2, A, = ml, + (m - 1)1,, 1, = (m - 1)1, + ml,, 
A, ( = iw), and A,( = -io) reappear in every CZ,- i at the positions 
corresponding to the monomials x;” xy ~ i and x7 - ’ xy , respectively. Thus 
the NF is 
(22) 
If fact y2 = j,, yzj= ‘yv, [7], and bringing (22) to polar coordinates shows 
that if Re(y,,) ~0, the amplitude of the cycles is descreasing while if 
Re(y,,) > 0, it is increasing. If Re(y ,,) = 0 the same conclusions can be 
drawn from yiJ. 
Now from our previous analysis iff yiZ = 0 the + iw eigenspaces of C; are 
complete (each one 2-dimensional) and the resonant monomials x:x,, 
xi xi will not appear in the NF (degenerate case). The requirement y i2 # 0 
is equivalent to requiring the f io eigenspaces of C; to be noncomplete 
and the fiw generalized eigenvectors of C; determined from 
1 
0 
(C;-iol,) w;=y,, . II 0 
(23) 
0 
1 
(C;+iwZ,)w~=y,, 0 II i 
point inside the stability region of the original steady state if Re(y,,) < 0; 
if Re(y,,) > 0 they point outwards and if Re(y,,) = 0 they are tangential to 
the boundary of the stability region. Note that yi2 (or yi2) is also com- 
pletely determined from (23), since we require the Q3 matrix to have 1 on 
the main diagonal, i.e., (w;), = 1. The case n > 2 is treated similarly. 
The procedure is illustrated in detail below for n = 2. In this case 
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etc. In the Jordan coordinates, A ii = diag( + io} and if Mp IA;, M = A,, 
then A,, = M-‘A;,M[j]. The matrices Al*, A,, are given in the Appendix. 
Using the reduced Carleman we find 
io 0 a20 all a02 1 a3o a21 al2 ao3 
0 -iQl ho b,, boz ) ho b2, b 12 b 03 
-+-------------- 
2iw 0 0 / 2a20 2a1, 2a02 0 
0 0 c;= 0 0 I ho b,, +azo alI +~OZ ao2 
0 0 -2io 1 0 2b,, 261, 2boz 
I 
-- 
__-- 
I 
j 3iw 0 0 0 
’ 0 iw 0 0 
0 I 0 0 -iw 0 
1 0 0 0 -3iw 
Clearly the io-generalized eigenvector w; has w& = w& = wh9 = 0 and there- 
fore it satisfies 
0 a20 alI a02 a21 
--XO b20 b,, bo, b,, 
0 io 0 0 
0 0 - io 0 b,, + a20 
0 0 0 -3iw 2a,, I 2b,, 
42 43 
11 
w;d = 
45 47 
(24) 
For completeness of the +iw-eigenspaces the determinant d of the above 
matrix should be zero, i.e., 
dA 6~3[a2,0+i(a,,a,o-a,,b,,-:ao,b~~)]=0. (25) 
If d# 0, from (23) and w;, = 1, it follows that 
1 2 
~~=a21 +--i ana,,-a,,b,, --aozbzo . 
Co [ 3 1 
Substituting for ati, b, in terms of c(~, /Iii from the Appendix we obtain 
Wy,J = %k, + k20), 
where 
k,= -2~20820+~~~~20+~~I~02-P1L820-811802+2802~02 
k2 = 3a3, + aI2 + B2i + 3/L. 
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6. CONCLUSIONS 
The normal form of an autonomous dynamic system was shown to be 
equivalent to the Carleman linearization system of order equal to the 
resonance order of the nonlinear system. Thus it was established that this 
(finite order) Carleman linearization of a nonlinear system retains all the 
essential local nonlinearities. The coefficients of the resonant monomials 
are determined from the Carleman matrix of order equal to the order of 
resonance. Steady state and Hopf bifurcations constitute special resonance 
cases and the conditions for steady state multiplicity and limit cycle 
stability were determined only in terms of the first Carleman matrix with 
noncomplete eigenspace for the corresponding resonant eigenvalue. Among 
the open problems to be considered next is the effect of multiple eigen- 
values and in particular multiple zero eigenvalues in the original system 
Jacobian. 
APPENDIX 
1 ’ 
where 
*** a30 a& a,*,* a:2 a;,** a&* a,, a03 
b30 b;, b&* br2 b&* * bE* b,*;* b ’ 03 1 
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where 
a30 = a30 - a12 - PO3 + P21+ it%03 - a21 + P30 - B12) 
4 = a30 - a12 - 821 + PO3 + 4% - a03 + P30 - Pl2) 
a2, ** = a30+ a,,+ B21+ PO3 + it-~21 --a03 + P30+ B12) 
a72 = LY3o + CC12 - B2l - 803 + 4u21 + a03 + 830 + 812) 
a21 ***=c130+cl12+lj21+803+i(-(x21+~03+830+~12) 
a;“z* = a3o + al2 - Bzl - bo3 + 4a2, + ao3 + P30 + B12) 
*** - 
aI2 - a30-a12 + B2, -PO3 + i(-azl + ao3 + 830-B12) 
a03 = a3o - aI2 - 821+ 803 + 4a2, - ao3 + 830 - P12) 
b3, = ajo - aI2 + 803 - B2, + itao - azl - B30 + B12) 
G = a3o - al2 + P21 - 803 + 4a2, - x03 - /j30 + B12) 
El* = ujo + al2 + 021 + 80~ + 4 -~2, - ao3 - 830- B12) 
62 = a3o + al2 + Al+ PO3 + 4a2, + ao3 - 830 - B12) 
G** = a3o + aI2 -IL + P03 + 4 -azl + No3 - 830 - B12) 
b;C;” = a3o + al2 + L + bo3 + ita,, + ao3 - 830 - B12) 
bf2** = a 30 - aI2 - P21 + bo3 + 4 -azl + MO3 - P30 + b12) 
603 = a3o - aI2 + Al- PO3 + 4a2, - No3 - B30 + P12). 
Starred coefficients correspond to same monomials and have to be added 
to obtain the coefficient in the reduced form, i.e., u21 = a:, + a;,* + a;,**. 
REFERENCES 
1. R. ARIS, The mathematical background of chemical reactor analysis. II. The stirred tank, 
in “Reacting Flows: Combustion and Chemical Reactors, Part 1” (G. S. S. Ludford, Ed.), 
Lectures in Applied Mathematics Vol. 24, pp. 75-107, Amer. Math. Sot., Providence, RI, 
1980. 
2. V. I. ARNOLD, “Geometrical Methods in the Theory of Ordinary Differential Equations,” 
Springer-Verlag, New York, 1983. 
3. R. BELLMAN AND J. M. RICHARDSON, On some questions arising in the approximate 
solution of nonlinear differential equations, Quart. Appl. Math. 20 (1963), 333-339. 
4. R. BROCKETT, Functional expansions and higher order necessary conditions in optimal 
control, in “Mathematical System Theory” (G. Marchesini and S. Mitter, Eds.), Lecture 
Notes in Economics and Mathematical Systems Vol. 131, pp. 111-121, Springer-Verlag, 
New York, 1976. 
5. T. CARLEMAN, Application de la theorie des equations integrates lineaires aux systemes 
d’equations differentielles nonlineaires, Acta Mafh. 59 (1932), 63-68. 
138 TSILIGIANNIS AND LYBERATOS 
6. S. N. CHOW AND J. K. HALE, “Methods of Bifurcation Theory,” Springer-Verlag, New 
York, 1982. 
7. J. GUCKENHEIMER AND P. HOLMES, “Nonlinear Oscillations Dynamical Systems and 
Bifurcations of Vector Fields,” Springer-Verlag, New York, 1983. 
8. A. KRENER, Linearization and bilinearization of control systems, in “Proceedings, 1974 
Allerton Conference, Electrical Engineering Dept., University of Illinois, Urbana 
Champaign, Illinois, 1974,” pp. 834-843. 
9. G. LYBERATOS, B. KUSZTA, AND J. E. BAILEY, Versa1 matrix families, normal forms and 
higher order bifurcations in dynamic chemical systems, Chem. Eng. Sci. 40 (1985), 
1177-1189. 
10. G. LYBERATOS AND C. A. TSILIGIANNIS, A linear algebraic method for analyzing Hopf 
bifurcation of chemical reaction systems, Chem. Eng. Sci. 42 (1988), 1242-1244. 
11. E. W. MONTROLL AND R. H. G. HELLEMAN, On a nonlinear perturbation theory without 
secular terms, in AIP conference Proceedings Vol. 27, pp. 75-l 11, Amer. Inst. Phys., New 
York, 1976. 
12. L. PISMEN, Methods of singularity theory in the analysis of dynamics of reactive systems, 
in “Reacting Flows: Combustion and Chemical Reactors, (G. S. S. Ludford, Ed.), Lect. in 
Appl. Phys. Vol. 24, pp. 175-213, Amer. Math. Sot., Providence, RI, 1980. 
13. W. J. RUGH, “Nonlinear System Theory,” The John Hopkins University Press, Baltimore, 
1981. 
14. G. R. STANLEY, “Matrix Derivatives,” Dekker, New York, 1980. 
15. W. H. STEEB AND F. WILHELM, Nonlinear autonomous system of differential equations 
and Carleman linearization procedure, J. Math. Anal. Appl. 77 (1980), 60411. 
16. S. A. SVORONOS, G. STEPHANOPOLJLOS, AND R. ARIS, Bilinear approximation of general 
nonlinear dynamic systems with linear inputs, Internat. J. Control 31 (1980), 104106. 
17. C. A. TSILIGIANNIS AND G. LYBERATOS, Steady state bifurcation and exact multiplicity 
conditions via Carleman linearization, J. Math. Anal. Appl. 126 (1987), 143-160. 
18. C. A. TSILIGIANNIS, State transformations and feedback equivalence via the Carleman 
approximation, IEEE Trans. Automat. Control., in press. 
