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Abstract
Liquid is the least understood state of matter from theoretical point of view
among solids, liquids and gases. This is due to the strong interactions and
large displacement in liquids compared to solids and gases and, consequently,
the absence of a small parameter in liquids. The aim in this thesis is to gain
some fundamental understanding of liquids and supercritical fluids on the
basis of extensive molecular dynamics simulations.
The work begins with revisiting the solid-like approach to liquid thermody-
namics based on collective modes. The simulations provide the direct evidence
that liquid energy and specific heat are well described by the temperature
dependence of the Frenkel frequency. The agreement between predicted and
calculated thermodynamic properties is seen in both subcritical and supercriti-
cal states. I subsequently detect the structural crossover of the medium-range
order at the Frenkel line seen from the behaviour of the peaks of the pair dis-
tribution function. The results offer insights into inter-relationships between
structure, dynamics and thermodynamics in liquids and supercritical fluids.
I subsequently calculate the Grüneisen parameter (GP) in the supercritical
state and find that it decreases with temperature from 3 to 1 on isochores
depending on the density. The wide range GP results which includes the
solid-like values - an interesting finding in view of the common perception of
the supercritical state as being an intermediate state between gases and liquids.
GP is also found nearly constant at the Frenkel line above the critical point.
Collective modes above the Frenkel line at extreme supercritical conditions
are studied. Direct evidence is presented for propagating longitudinal phonon-
like excitations with wavelengths extending to interatomic separations deep
in the supercritical state. Finally, I address the thermodynamic crossover seen
as the change of most important system properties such as energy and heat
3
4capacity at the Frenkel line.
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Chapter 1
Introduction
1.1 Challenge in studying liquid theory
It is an interesting fact that the liquid state has proven to be difficult to
describe theoretically throughout the history of condensed matter research
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].
In a weakly-interacting system such as a dense gas, the potential energy is
much smaller than the kinetic energy. These systems are amenable to perturba-
tion treatment giving corrections to the non-interacting case [5]. Perturbation
approaches have been widely studied in calculating liquid thermodynamic
properties but have not been able to agree with experiments. For example,
the analysis of tractable models such as van der Waals or hard-spheres sys-
tems returns the gas-like result for the liquid constant-volume specific heat
cv = 32 kB [12, 13, 14]. This is in contrast to experimental results showing that
cv of monatomic liquids close to the melting point is nearly identical to the
solid-like result, cv = 3kB and decreases to about 2kB at high temperature
[15, 16]. As expected on general grounds, the perturbation approach does not
work for strong interacting systems.
Strong interactions are successfully treated in solids, crystals or glasses,
16
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where the harmonic model is a good starting point and gives the most of the
system’s energy. However, this approach requires fixed reference points around
which the energy expansion can be made. With small vibrations around mean
atomic positions, solids meet this requirement but liquids seemingly do not:
liquid ability to flow implies that the reference lattice is not existing.
Therefore, liquids seemingly have no simplifying features such as small in-
teractions of gases or small displacements of solids [12]. In other words, liquids
have no small parameter that could simplify their theoretical description.
1.2 History of liquid research
In view of the liquid fluidity, the thermodynamic properties of liquids was
first approached from the gas state. This approach combines the kinetic energy
of the gas and the potential energy calculated by the perturbation theory
where using liquids interatomic potentials. As we all know, one of the most
difficulties in understanding liquids is that the interactions in liquids are strong
and system-dependent. For this reason, it is impossible to derive a general
equation of liquid thermodynamics from this approach [17].
The approach from the gas state is destined as a failure, therefore liquids
was treated as general strong interacting disordered systems. A lot of work
was focused on the structure and dynamics of liquids afterwards. In the phase
diagram, liquids not far from the melting points have the similar properties
as in solids. These properties include density, heat capacity, bulk moduli,
and other main properties. Among these solid-like liquids research, Frenkel’s
phonon theory plays a significant role in the history of liquid research. In
1932, Frenkel used the term phonon as the first time in his publications. As
mentioned in [17], many liquid theories when stripped in details, are essentially
due to Frenkel to a large amount.
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In this work, based on Frenkel’s ideas, we use phonon theory to calculate
liquid thermodynamics and study supercritical fluids.
1.3 Supercritical fluids
1.3.1 Motivation of studying supercritical fluids
A supercritical fluid is any substance at its temperature and pressure exceed
the critical point [18]. No differences between liquids and gases are believed to
exist in the supercritical state and the supercritical fluids show the properties
of both liquids and gases.
Since the discovery in 1822 of supercritical state, supercritical fluid tech-
nology has been widely used in extraction and purification in the food and
pharmaceuticals industry and for techniques such as removing actinides in
nuclear waste. It is widely considered that more efficient use of supercritical
fluids is limited by the lack of fundamental understanding of the supercritical
state and theoretical guidance [18, 19]. To enhance the use of supercritical
liquids as effective cleaning and dissolving agents in the future, we need to un-
derstand atomic dynamics in the supercritical region. Such an understanding
has been absent until now.
1.3.2 The idea of Frenkel line
It was generally agreed that in supercritical region a distinction between liquid
and gas phases does not exist, and that changing pressure or temperature
gives monotonic property changes only. It was proposed that this is not the
case and there is a new dynamical line above the critical point [13, 20]. This
new line separates two states with qualitatively distinct physical properties.
The new line is called the "Frenkel line (FL)" and it exists at arbitrarily high
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pressure and temperature above the critical point. This will be discussed in
more details later on.
Frenkel line corresponds to the qualitative changes of the particle dynamics.
It changes from combined oscillatory and diffusive motion below the line to
purely diffusive motion above the line. Some key physical properties change
as well across the Frenkel line in the supercritical region, including diffusion,
viscosity, thermal conductivity, specific heat and speed of sound as well as
structure. In addition, the combination of gas-like dynamics and high density
on the new Frenkel line gives the largest diffusion constants and dissolution
rates, and therefore near the Frenkel line the supercritical fluids have the most
effective cleaning and dissolving ability [18, 19].
This work focuses on the thermodynamic, dynamical and structural prop-
erties change across the Frenkel line including heat capacity, pair distribution
function and so on.
1.3.3 Widom line
Another popular study in the supercritical state is the Widom line. Some
thermo-physical properties have maxima in the vicinity of a critical point, for
example, heat capacity, isothermal compression, heat expansion coefficients
etc [21]. These maxima define a line emanating from the critical point, named
the "Widom line" [22]. The Widom line is the continuation of the line of
maxima and was proposed to demonstrate the crossover between liquid-like
and gas-like behaviour in the supercritical fluids [23].
From the study of inelastic X-ray scattering (IXS) and molecular dynamics
simulation, the Widom line can only be measured by 2 to 3 times the critical
temperature and pressure [23]. On the other hand, the Frenkel line can exist
on the phase diagram above the critical point at arbitrarily high pressure and
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temperature [13] as long as the chemical bonding does not change (e.g. due to
ionization).
1.4 Thesis outline
The work in this thesis aims to gain some fundamental understanding of
liquids and supercritical fluids. This is mostly achieved by classical molecular
dynamics (MD) simulation.
Molecular dynamics simulation is introduced in Chapter 2. Firstly, I briefly
introduce the simulation package DL_POLY which is used in my simulations.
This is followed by the discussion of algorithms, ensembles and interatomic
potentials in DL_POLY.
In Chapter 3, I revisit the solid-like approach to liquid thermodynamics
based on collective modes. I perform molecular dynamics simulations of noble,
molecular and metallic liquids and provide the direct evidence that liquid
energy and specific heat are well described by the temperature dependence of
the Frenkel frequency. I demonstrate the agreement between predicted and
calculated thermodynamic properties in a wide range of temperature spanning
tens of thousands of Kelvin. The simulated temperature range includes both
subcritical liquids and supercritical fluids.
In Chapter 4, I detect the structural crossover of the medium-range order
at the Frenkel line. I observe the slope change of the peaks height of the pair
distribution function (PDF) and the disappearance of the higher order peaks of
the PDF in different systems. The results offer insights into inter-relationships
between structure, dynamics and thermodynamics in liquids and supercritical
fluids.
I subsequently study the thermo-mechanical properties of matter at ex-
treme conditions deep in the supercritical state. In Chapter 5, I calculate the
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Grüneisen parameter γ in the supercritical state and find that on isochores it
decreases with temperature from 3 to 1, depending on the density. The wide
range of γ includes the solid-like values, which is an interesting finding in view
of the common perception of the supercritical state as being an intermediate
state between gases and liquids. This result is rationalized by considering the
relative weights of oscillatory and diffusive components of the supercritical
system below the Frenkel line. γ is also found nearly constant at the Frenkel
line above the critical point and this universality has been explained in terms
of pressure and temperature scaling of system properties along the lines where
the particle dynamics changes qualitatively.
In Chapter 6, I extend the work to study the collective modes above the
Frenkel line at extreme supercritical conditions. Direct evidence is presented
for propagating solid-like longitudinal phonon-like excitations with wave-
lengths extending to interatomic separations deep in the supercritical state at
temperatures up to 3,300 times the critical temperature. I observe a crossover
from the phonon regime to the mean free path (MFP) regime of particle motion
which moves to lower k-points with temperature.
In Chapter 7, the evidence has been provided for the thermodynamic
crossover seen as the change of the energy and heat capacity in liquids and
supercritical fluids and attribute the crossover to the Frenkel line.
In Chapter 8, I make a conclusion of the presented results in this thesis and
list some remaining questions to explore in the future.
Chapter 2
Molecular dynamics simulation
Molecular dynamics is the method based on solving classical equations of mo-
tion (Newton’s equations) for a set of molecules. This was first accomplished
by Alder and Wainwright (1957, 1959) for a system of hard spheres [24, 25, 26].
Computer simulation developed rapidly afterwards. In 1964, Rahman achieved
the next major advance by using a realistic potential for liquid argon for the
first time [27]. This is extended to more complicated systems such as water by
Rahman and Stillinger in 1974 [28]. The first protein simulations was reported
in 1977 with the simulation of the bovine pancreatic trypsin inhibitor [29].
Computer simulation of liquid state is important in view of the difficulties
of their theoretical description [11]. One of the major topics in this study is the
supercritical state where the temperature and pressure can be extremely high.
It would be difficult or impossible to carry out experiments under extremes of
temperature and pressure. Therefore, physical properties from experimental
point of view are limited. Computer simulations can provide microscopic
details and macroscopic properties directly even at very high temperature and
pressure.
22
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2.1 DL_POLY
There are two forms of DL_POLY MD packages available, DL_POLY Classic
and DL_ POLY 4. DL_POLY 4 is a general purpose MD package developed
at Daresbury Laboratory by W. Smith and I. T. Todorov. The most important
difference between DL_POLY Classic and DL_ POLY 4 is that their parallelism
are achieved by different strategies. DL_POLY Classic parallelism is based on
replicated data strategy and DL_POLY 4 is based on the Domain Decompo-
sition (DD) strategy [30, 31, 32, 33, 34, 35] which makes DL_ POLY 4 more
suitable for large molecular simulations systems from 104 to 109 atoms. I use
DL_POLY 4 in my simulations.
2.2 Velocity Verlet algorithm
There are several ways to integrate classical equations of motion. I describe one
of them, the Velocity Verlet (VV) algorithm, which is the default integration
algorithm of DL_ POLY 4 and it is simple and time reversible [36]. The VV
algorithm has two steps (VV1 and VV2). At the first step the simulation
requires the initial values of position r(t), velocity v(t) and force f (t) at time t.
The first step is to calculate the velocities at half timestep t + (1/2)∆t based
on Newton’s second law:
v(t +
1
2
∆t) = v(t) +
∆t
2
f (t)
m
(2.1)
Where ∆t is the timestep, m is the mass. Substituting the above equation into
position function, gives new positions as
r(t + ∆t) = r(t) + v(t +
1
2
∆t)∆t (2.2)
The second step is to advance the velocities to a full step t + ∆t using the
new half-step velocities. Between the first and the second stage, it should be
CHAPTER 2. MOLECULAR DYNAMICS SIMULATION 24
noted that the forces have changed from f (t) to f (t + ∆t) since the positions
have changed. The velocities at t + ∆t are
v(t + ∆t) = v(t +
1
2
∆t) +
∆t
2
f (t + ∆t)
m
(2.3)
Therefore, the VV algorithm is using the half timestep method to increase
the accuracy in simulation. The timestep plays an important role in the
accuracy and should be chosen carefully. For example, if smaller timestep is
used to increase the accuracy, it would result in the increase of computational
cost.
2.3 Thermodynamic ensembles
The energy, volume and the number of particles are constant in microcanonical
(NVE) ensemble [11]. Classical mechanics conserve energy by using Newton’s
equations of motion. In microcanonical ensemble, the probability density is
proportional to
δ(H(Γ)− E) (2.4)
where Γ is the particle positions and momenta and H is the Hamiltonnian.
Another popular ensemble is isothermal-isobaric (NPT) ensemble where
pressure is constant [11]. The probability density for the NPT ensemble is
proportional to
exp(−(H+ PV)/kBT) (2.5)
2.4 Interatomic potentials
The interatomic forces are the cause of atoms moving around [37]. The details
of all liquid properties depend on the intermolecular potential. There are two
main methods to derive an interatomic potential. One method is fitting to
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experiment data, and the other one is to the results of ab initio simulations.
Three types of potentials have been used in my simulation, Lennard-Jones (LJ)
potential [38], Buckingham potential [39] and embedded atom model (EAM)
potential [40].
The Lennard-Jones potential is commonly used for simple solids such as
Argon and has been proved to work well in liquid state:
φ(rij) =
A
r12ij
− B
r6ij
(2.6)
where A and B are parameters and rij is the distance between atoms i and
j. The first term in Eq. (2.6) is the short-ranged repulsive term due to Pauli
exclusion and the second term is the long-ranged attractive term.
In Buckingham potential, the repulsive term is replaced by the more accu-
rate Born-Mayer term:
φ(rij) = Aexp(
−rij
ρ
)− B
r6ij
(2.7)
where ρ is an adjustable parameter.
EAM potential is one type of density dependent potentials where each
interaction depends on the local environment. EAM potential is designed to
simulate metallic systems. The general form of the EAM potential is as follows
[40]:
Ei =
1
2
N
∑
j=1,j 6=i
φ(rij) + F(ρi) (2.8)
with
ρi =
N
∑
j=1,j 6=i
ρ(rij) (2.9)
where N is the number of atoms, Ei is the potential energy of atom i, φ(rij) is the
pairwise potential function between atoms i and j, rij is the distance between
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them, F is the embedding function describing the energy of embedding an
atom, and ρ(rij) is another pairwise interaction leading to the density term ρi.
It should be noted that the density is calculated by the coordination number of
the atom defined by pairs of atoms, which makes the metal potential depend
on the local density.
2.5 Ewald Sum
Ewald Sum is one of the several techniques for dealing with long ranged elec-
trostatic potentials. It is the best method of choice for periodic systems while
other techniques can be used with either periodic or non-periodic systems. The
Ewald method divides the Coulomb interaction into short-range term which is
calculated in real space and long-range term which is calculated in reciprocal
space.
In Ewald model, firstly, each ion is effectively neutralised by a spherical
gaussian cloud with opposite charge centred on the ion. The combined
gathering of point ions and gaussian charges is the real space term of the
Ewald sum. Secondly, a gaussian cloud with the same charges as the original
point ions centres on the point ions. This is the model of the reciprocal space
term in Ewald sum [41].
The Coulomb energy can be calculated by:
EC =
1
2∑l
∑
i,j
QiQj
2pi3/2e0
∫ ∞
0
exp(−r2ij(l)ρ2)dρ (2.10)
where rij is the distance between atoms i and j. Q is the charge of that atom
and l is the label of the periodic configuration. We separate the integral into
two parts:
∫ ∞
0
exp(−r2ρ2)dρ =
∫ g
0
exp(−r2ρ2)dρ+
∫ ∞
g
exp(−r2ρ2)dρ (2.11)
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where g is the convergence parameter, we can rewrite Eq. (2.11) with so called
complementary error function er f c(m) as:
∫ ∞
0
exp(−r2ρ2)dρ =
∫ g
0
exp(−r2ρ2)dρ+
√
pi
2
er f c(gr)
r
(2.12)
er f c(m) =
2√
pi
∫ ∞
m
exp(−n2)dn (2.13)
The first term in Eq. (2.12) demonstrates that a gaussian cloud with the
same charges of the point ions centres on the point ions. The second term
represents the point ion surrounded by the opposite charge cloud, which
decreases to zero quickly with increasing r. We transform the first term into
the reciprocal space:
2√
pi
∑
l
exp(−r2ij(l)ρ2) =
2pi
V ∑G
ρ−3exp(−G2/4ρ2)exp(iG · rij) (2.14)
The integral in the first term of Eq. (2.12) gives:
∫ g
0
ρ−3exp(−G2/4ρ2)exp(iG · rij)dρ = 2exp(−G
2/4g2)
G2
exp(iG · rij) (2.15)
where rij is the vector between atoms i and j, V is the volume of the box, and
G is a reciprocal lattice vector.
The above calculations give the real space and reciprocal space term of
Ewald sum, the complete Ewald sum requires an additional correction, known
as the self-energy correction. The self-energy term arises from a gaussian
acting on its own site. The self-energy term can write as:
Esel f = − 14pie0 ∑i
gQi2√
pi
(2.16)
CHAPTER 2. MOLECULAR DYNAMICS SIMULATION 28
The total electrostatic energy with the self-energy term is the sum of Eq.
(2.13), Eq. (2.15) and Eq. (2.16):
EC =
1
2∑i,j
QiQj
4pie0
4pi
V ∑G
exp(−G2/4g2)
G2
exp(iG · rij)
+
1
2∑i,j
QiQj
4pie0
∑
l
er f c(grij(l))
rij(l)
− 1
4pie0
∑
i
gQi2√
pi
(2.17)
Chapter 3
Thermodynamical properties of
liquids and supercritical fluids
The discussion of liquids thermodynamic properties has remained scarce
and physics textbooks have very little to describe about liquid specific heat,
including textbooks dedicated to liquids [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].
This is because in contrast to solids and gases, the interactions in liquids are
both strong and system-dependent [12]. This meets the challenge in directly
calculating energy and other thermodynamic properties in liquids as the
interactions and structure are not known.
As recently reviewed [17], emerging evidence advances our understanding
of the thermodynamics of the liquid state. The start point is the early theoretical
idea of J. Frenkel [1] who proposed that liquids can be considered as solids
at times smaller than liquid relaxation time, τ, the average time between two
particle rearrangements at one point in space. This implies that the liquid
energy can be calculated similarly as solids. In this Chapter, I provide direct
computational evidence of the agreement in calculating liquid thermodynamics
(the energy and heat capacity) between phonon theory and MD simulation.
Part of the material in this Chapter was previously published in Ref. [42].
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3.1 Introduction
Based on the idea of Frenkel, if the observation time is smaller than the liquid
relaxation time, liquids can be considered as solids. In terms of the frequency,
the phonons in liquids will be similar to those in solids for frequencies above
the Frenkel frequency ωF:
ω > ωF =
1
τ
(3.1)
The above argument predicts that liquids are capable of supporting shear
modes, the property hitherto attributable to solids only, it should be noted that
this statement only applies for the frequencies above ωF in liquids.
Low-frequency modes in liquids, sound waves, are well-understood in
the hydrodynamic regime ωτ < 1 [43], however Eq. (3.1) denotes a distinct,
solid-like elastic regime of wave propagation where ωτ > 1. In essence, this
implies the existence of a cutoff frequency ωF above which particles in the
liquid can be described by the same equations of motion as in, for example,
solid glass. Therefore, liquid collective modes include both longitudinal and
transverse modes with frequency above ωF in the solid-like elastic regime and
one longitudinal hydrodynamic mode with frequency below ωF (shear mode
is not propagating below frequency ωF).
Recall the earlier textbook assertion [12] that a general thermodynamic
theory of liquids can not be developed because liquids have no small parameter.
How is this fundamental problem addressed here? According to Frenkel’s idea,
liquids behave like solids with small oscillating particle displacements serving
as a small parameter. Large-amplitude diffusive particle jumps continue to
play an important role, but do not destroy the existence of the small parameter.
Instead, the jumps serve to modify the phonon spectrum: their frequency,
ωF, sets the minimal frequency above which the small-parameter description
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applies and solid-like modes propagate.
It has taken a long time to verify this picture by experiments. The exper-
imental evidence supporting the propagation of high-frequency (solid-like)
modes in liquids currently includes inelastic X-ray, neutron and Brillouin
scattering experiments but most important evidence is recent and follows the
deployment of powerful synchrotron sources of X-rays [23, 44, 45, 46, 47, 48,
49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59].
Early experiments found the presence of high-frequency longitudinal acous-
tic propagating modes and mapped dispersion curves which were in striking
resemblance to those in solids [44]. These and similar results were generated at
temperature just above the melting. The measurements were later extended to
high temperatures considerably above the melting point, confirming the same
result. It is now well established that liquids support propagating modes with
wavelengths extending down towards interatomic separations, comparable
to the wave vectors of phonons in crystals at the Brillouin zone boundaries
[23, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. More recently, the same result
has been asserted for the supercritical fluids [23, 49, 55]. Importantly, the
propagating modes in liquids include acoustic transverse modes. These were
first seen in highly viscous fluids (see, e.g., Refs. [56, 57]), but were then
studied in low-viscosity liquids on the basis of positive dispersion [45, 46, 47]
(the presence of high-frequency transverse modes increases sound velocity
from the hydrodynamic to the solid-like value). These studies included water
[58], where it was found that the onset of transverse excitations coincides with
the inverse of liquid relaxation time [59], as predicted by Frenkel [1].
More recently, high-frequency transverse modes in liquids were directly
measured in the form of distinct dispersion branches and verified on the basis
of computer modelling [50, 51, 52, 53, 54], and the striking similarity between
dispersion curves in liquids and their crystalline (poly-crystalline) counterparts
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was noted. It should also be noted that the contribution of high-frequency
modes is particularly important for liquid thermodynamics because these
modes make the largest contribution to the energy due to quadratic density of
states (DOS).
The above discussion calls for an important question about liquid ther-
modynamics. In solids, collective modes, phonons, play a central role in
the theory, including the theory of thermodynamic properties. Can collective
modes in liquids play the same role, in view of the earlier Frenkel proposal and
recent experimental evidence? This question has been started to explore [60]
just before the high-frequency transverse modes were directly measured and
subsequently developed in a number of ways [17]. This involves calculating
the liquid energy as the phonon energy where transverse modes propagate
above ωF in Eq. (3.1).
The main aim of this Chapter is to provide direct computational evidence
to the phonon theory of liquid thermodynamics and its predictions. This
is achieved by calculating the liquid energy and ωF in extensive molecular
dynamics simulations. In this Chapter, I briefly discuss the main steps involved
in calculating the liquid energy. I then proceed to calculating the liquid energy
and Frenkel frequency independently from molecular dynamics simulations
using several methods which agree with each other. This is done for three
systems chosen from different classes of liquids: noble, metallic and molecular,
and find good agreement between predicted and calculated results in the
wide range of temperature and pressure. The range includes both subcritical
liquids and supercritical state below the Frenkel line where transverse modes
propagate.
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3.2 Phonon approach to liquid thermodynamics
3.2.1 Liquid energy calculation
The main result of calculation of the liquid energy on the basis of propagating
modes is summarized here. A detailed discussion can be found in a recent
review [17].
According to the previous discussion, in liquids there are two transverse
modes propagating in the solid-like elastic regime with frequency ω > ωF. The
energy of these transverse modes, together with the energy of the longitudinal
mode gives the liquid vibrational energy. In addition to vibrations, particles in
the liquids move as diffusive jumps between quasi-equilibrium positions as
discussed above. Adding the energy of these jumps to the phonon energy in
the Debye model gives the total energy of thermal motion in the liquid [17, 60]:
ET = NT
(
3−
(
ωF
ωD
)3)
(3.2)
where N is the number of particles and ωD is transverse Debye frequency and
the subscript T refers to thermal motion. Here and below, kB = 1.
At low temperature, τ  τD, where τD is the Debye vibration period, or
ωF  ωD. In this case, Eq. (3.3) gives the specific heat cv = 1N dEdT close to 3, the
solid-like result. At high temperature when τ → τD and ωF → ωD, Eq. (3.3)
gives cv close to 2. The decrease of cv from 3 to 2 with temperature is consistent
with experimental results in monatomic liquids [15, 16]. The decrease of cv is
also seen in complex liquids [61].
Eq. (3.3) attributes the experimental decrease of cv with temperature to
the decrease of the number of transverse modes above the frequency ωF = 1τ .
The comparison of this effect with experiments can be more detailed if cv is
compared in the entire temperature range where it decreases from 3 to 2. This
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meets the challenge that ωF in Eq. (3.3) is not directly available in the cases
of interest. ωF (or τ) is measured in dielectric relaxation or nuclear magnetic
resonance (NMR) experiments in systems responding to electric or magnetic
fields only. These liquids are often complex and do not include simple model
systems that are widely studied theoretically such as liquid Ar. Importantly,
the range of measured ωF does not extend to high frequency comparable to
ωD, and it is in this range where liquid cv undergoes an important change
from 3 to 2 as discussed above. ωF can be calculated from the Maxwell
relationship ωF = G∞η , where G∞ is the instantaneous shear modulus and
η is viscosity taken from a different experiment [17]. More recently, it has
been suggested [63] that taking the shear modulus at a finite high frequency
(rather than infinite frequency) agrees better with the modelling data. Apart
from rare estimations [62, 63], G∞ is not available. In practice, the comparison
of experimental cv and cv predicted as dEdT with E given by Eq. (3.3) is done
by keeping G∞ as a free parameter, obtaining a good agreement between
experimental and predicted cv and observing that G∞ lies in the range of
several GPa typical for liquids [17, 60]. In the last few years, Eq. (3.3) and
its extensions including the phonon anharmonicity and quantum effects of
phonon excitations were demonstrated to account for the experimental cv of
over 20 different systems, including metallic, noble, molecular and network
liquids [17].
In view of the persisting problem of liquid thermodynamics, it is important
to test Eq. (3.3) directly by linking the liquid energy ( and cv) on one hand
and ωF on the other and testing the theory in a precise way. This, together
with achieving consistency with other approaches (like, energy fluctuations) to
calculate the liquid energy and heat capacity, is what I will discuss later on.
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3.2.2 Thermodynamics of supercritical fluids
If the system is below the critical point (see Figure 3.1), the temperature
increase eventually results in boiling and the first-order transition, with cv
discontinuously decreasing to about 32 in the gas phase. The intervening phase
transition excludes the state of the liquid where cv can gradually reduce to
3
2 and where interesting physics operates. However, this becomes possible
above the critical point. This brings us to the interesting discussion of the
supercritical state of matter. As discussed above, theoretically, little is known
about the supercritical state, apart from the general assertion that supercritical
fluids can be thought of as high-density gases or high-temperature fluids
whose properties change smoothly with temperature or pressure and without
qualitative changes of properties. This assertion followed from the known
absence of a phase transition above the critical point. It has been recently
proposed that this picture should be modified, and that a new line, the Frenkel
line, exists above the critical point and separates two states with distinct
properties (see Figure 3.1) [13, 14, 20, 64]. Physically, the FL is not related to
the critical point and exists in systems where the critical point is absent such
as soft-sphere system (φ(rij) ∝ 1rnij
).
The main idea of the FL lies in considering how the particle dynamics
change in response to pressure and temperature. Recall that particle dynamics
in the liquid can be separated into solid-like oscillatory and gas-like diffusive
components. This separation applies equally to supercritical fluids as it does to
subcritical liquids. Indeed, increasing temperature reduces τ, and each particle
spends less time oscillating and more time jumping; increasing pressure
reverses this and results in the increase of time spent oscillating relative to
jumping. Increasing temperature at constant pressure or density (or decreasing
pressure at constant temperature) eventually results in the disappearance of the
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Figure 3.1: The Frenkel line in the supercritical region. Particle dynamics
includes both oscillatory and diffusive components below the line, and
is purely diffusive above the line. Below the line, the system is able to
support rigidity and transverse modes at high frequency. Above the line,
particle motion is purely diffusive, and the ability to support rigidity and
transverse modes is lost at all available frequencies. Crossing the Frenkel
line from below corresponds to the transition between the “rigid” liquid to
the “non-rigid” gas-like fluid.
solid-like oscillatory motion of particles; all that remains is the diffusive gas-
like motion. This disappearance represents the qualitative change in particle
dynamics and gives the point on the FL in Figure 3.1. Most important system
properties qualitatively change either on the line or in its vicinity [13, 14, 20, 64].
In a given system, the FL exists at arbitrarily high pressure and temperature,
as does the melting line.
Quantitatively, the FL can be rigorously interpreted by pressure and tem-
perature at which the minimum of the velocity autocorrelation function (VAF)
disappears [14]. The VAF is defined as:
Z(t) = 〈v(0) · v(t)〉 (3.3)
Above the line defined in such a way, velocities of a large number of particles
stop changing their sign and particles lose the oscillatory component of motion.
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Above the line, VAF is monotonically decaying as in a gas [14]. For the
purposes of this discussion, the significance of the FL is that the phonon
approach to liquids and Eq. (3.3) apply to supercritical fluids below the FL to
the same extent as they apply to subcritical liquids. Indeed, the exisence of
an oscillatory component of particle motion below the FL implies that τ is a
well-defined parameter and that transverse modes propagate according to Eq.
(3.1). The ability of the supercritical system to support solid-like rigidity at
frequency above ωF suggested the term “rigid” liquid to differentiate it from
the “non-rigid” gas-like fluid above the FL [13, 14].
Therefore, the FL separates the supercritical state into two states where
transverse modes can and cannot propagate. This is supported by direct
calculation of the current correlation functions [65] showing that propagating
and non-propagating transverse modes are separated by the Frenkel line.
Interestingly, Eq. (3.3) can serve as a thermodynamic definition of the FL: the
loss of the oscillatory component of particle motion at the FL approximately
corresponds to τ → τD (here, τD refers to Debye period of transverse modes)
or ωF → ωD. According to Eq. (3.3), this gives cv of about 2. Using the
criterion cv = 2 gives the line that is in remarkably good agreement with the
line obtained from the VAF criterion above [14].
3.3 Methods
Liquids from three important system types are considered: noble Ar, molecular
CO2 and metallic Fe. Molecular dynamics simulation package DL_POLY [31]
has been used and simulated systems with 8000 Argon, 8000 Iron and 4576
CO2 particles with periodic boundary conditions. The interatomic potential for
Ar is the pair Lennard-Jones potential [38], known to perform well at elevated
pressure and temperature. For CO2 and Fe, I have used interatomic potentials
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optimized and tested in the liquid state at high pressure and temperature.
The potential for CO2 is the rigid-body nonpolarizable potential based on a
quantum chemistry calculation, with the partial charges derived using the
Distributed Multipole Analysis method [39]. Fe was simulated using the many-
body embedded-atom potential [40]. The MD systems were first equilibrated in
the constant pressure and temperature ensemble at respective state points for 20
ps. System properties were subsequently simulated at different temperatures
and averaged in the constant energy and volume ensemble for 30 ps.
It is my purpose to study the properties of real dense strongly-interacting
liquids with potential energy comparable to kinetic energy and hence I have
chosen fairly high densities: ρ = 1.5 g/cm3 and ρ = 1.9 g/cm3 for Ar,
ρ = 8 g/cm3 and ρ = 11 g/cm3 for Fe and ρ = 1.34 g/cm3 for CO2. The
lowest temperature in each simulation was the melting temperature at the
corresponding density, Tm. The highest temperature significantly exceeded the
temperature at the Frenkel line at the corresponding density, TF, taken from
the earlier calculation of the Frenkel line in Ar [14], Fe [66] and CO2 [67]. As
discussed above, the temperature range between Tm and TF corresponds to
the regime where transverse modes progressively disappear and where Eq.
(3.3) applies. I have simulated 100− 700 temperature points at each pressure
depending on the system. The number of temperature points was chosen to
keep the temperature step close to 10 K.
As discussed above, Eq. (3.3) applies to subcritical liquids as well as to
supercritical fluids below the Frenkel line. Accordingly, my simulations include
the temperature range both below and above the critical temperature. This
will be discussed in more details below.
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3.4 Results and discussion
3.4.1 Liquid energy and heat capacity
I have calculated ωF in Eq. (3.3) from its definition in Eq. (3.1), as ωF = 1τ . τ can
be calculated in a number of ways. Most common methods calculate τ as decay
time of the self-intermediate scattering or other functions by the factor of e or
as the time at which the mean-squared displacement crosses over from ballistic
to diffusive regime [68]. These methods give τ in agreement with a method
employing the overlap function depending on the cutoff parameter ac provided
ac = 0.3a, where a is the inter-molecular distance [68]. The overlap function
is a two-point time correlation function of local density [68, 69, 70, 71, 72, 73].
Since the relaxation times calculated from intermediate scattering function,
mean squared displacement and overlap function behave very similarly, in this
Chapter I use the data calculated by the overlap function.
I use the overlap function and calculate τ at 13-20 temperature points at
each density depending on the system. At each density, I fit τ to the commonly
used Vogel-Fulcher-Tammann (VFT) temperature dependence as showed in
Eq. (3.4):
τ ∝ exp(
A
T − T0 ) (3.4)
where A and T0 are constants. I have show an example of relaxation time τ of
Ar at density ρ = 1.9 g/cm3 calculated by overlap function and fitted by VFT
function in Figure 3.2.
I then use ωF = 1τ to calculate the liquid energy predicted from the theory.
The predicted cv is calculated as cv = 1N
dE
dT where E is given by Eq. (3.3). It
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Figure 3.2: Relaxation time τ of Ar at density ρ = 1.9 g/cm3 calculated by
overlap function (black points) and fitted data by Vogel-Fulcher-Tammann
function (red points).
should be noted that ωF is a function of temperature T, this gives cv as:
cv = 3−
(
ωF
ωD
)3
− 3Tω
2
F
ω3D
dωF
dT
(3.5)
where N is the number of atoms for Ar and Fe and the number of molecules
for CO2.
The first two terms in Eq. (3.5) give cv = 2 when ωF tends to its high-
temperature limit of ωF. The last term reduces cv below 2 by a small amount
because dωFdT is close to zero at high temperature [17].
I now compare the calculated energy and cv with those directly computed
in the MD simulations. It should be noted that the energy in Eq. (3.3) is the
energy of thermal phonon motion, ET, which contributes to the total liquid
energy as
E = E0 + ET (3.6)
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where E0 is liquid energy at zero temperature and describes temperature-
independent background contribution due to the interaction energy.
In comparing the calculated ET in Eq. (3.3) with the energy from MD
simulations, I therefore subtract the constant term from the MD energy. The
comparison of cv = 1N
dE
dT is performed directly because the constant term does
not contribute to cv. I have also calculated cv using the fluctuations formula
for the kinetic energy K in the constant energy ensemble: 〈K2〉 − 〈K〉2 =
1.5(kBT)2N(1− 1.5kB/cv) [74]. Both methods agree well, as shown in Figures
3.3a and 3.3b.
There is only one adjustable parameter in Eq. (3.3), ωD, which is expected
to be close to transverse Debye frequency. ωF is independently calculated from
the MD simulation as discussed above. In Figures 3.3 and 3.4, I show the
energy and cv calculated on the basis of Eqs. (3.3) and (3.5) and compare them
with those computed in MD simulations. Blue circle in each figure represents
the critical temperature. Good agreement between predicted and calculated
properties is observed in a temperature range including both subcritical and
supercritical temperature. This involved using τD ≈ 0.6 ps (ρ = 8 g/cm3) and
τD ≈ 0.2 ps (ρ = 11 g/cm3) for Fe, τD ≈ 0.9 ps (ρ = 1.5 g/cm3) and τD ≈ 0.3
ps (ρ = 1.9 g/cm3) for Ar and τD ≈ 0.5 ps for CO2, in reasonable order-of-
magnitude agreement with experimental τD of respective crystalline systems
as well as maximal frequencies seen in experimental liquid dispersion curves
(see, e.g., [51]). It should be noted that the expected trend of τD reducing with
density.
At high temperature where ωF ≈ ωD, Eq. (3.5) predicts cv close to 2,
noting that the last term gives only a small contribution to cv because ωF
becomes slowly varying at high temperature. Consistent with this prediction,
the decrease of cv from 3 to 2 is observed in Figures 3.3 and 3.4.
The agreement between the predicted and calculated results supports the
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Figure 3.3: Energy per particle and specific heat of Ar at density ρ = 1.5
g/cm3 (a) and ρ = 1.9 g/cm3 (b). Solid and dashed lines correspond to
results from simulations and theory, respectively. The large (blue) circle
corresponds to critical temperature. The black solid curves in the insets
show cv calculated as cv = 1N
dE
dT . Solid diamonds correspond to cv calculated
from the fluctuation formula (see text). The red (dashed) line is the
theoretical result for cv.
CHAPTER 3. THERMODYNAMICAL PROPERTIES OF LIQUIDS AND
SUPERCRITICAL FLUIDS 43
	
5000 10000 15000 20000
0
10000
20000
30000
40000
50000
 Theory 
 Simulation
 TC
En
er
gy
 (K
)
Temperature (K)
(a)
0 7500 15000
1.8
2.1
2.4
2.7
3.0
3.3
 Theory
 Simulation
c v
/k
BN
T (K)
	
12500 25000 37500 50000
0
25000
50000
75000
100000
125000  Theory 
 Simulation
 TC
En
er
gy
 (K
)
Temperature (K)
(b)
0 20000 40000 60000
1.8
2.1
2.4
2.7
3.0
3.3
 Theory
 Simulation
c v
/k
BN
T (K)
Figure 3.4: Energy per particle and specific heat of Fe at density ρ = 8
g/cm3 (a) and ρ = 11 g/cm3 (b). Solid and dashed lines correspond to
results from simulations and theory, respectively. The large (blue) circle
corresponds to critical temperature. The black solid curves in the insets
show cv calculated as cv = 1N
dE
dT . The red (dashed) line is the theoretical
result for cv.
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interpretation of the decrease of cv with temperature discussed above: ωF
decreases with temperature, and this causes the reduction of the number of
transverse modes propagating above ωF and hence the decrease of cv.
For CO2, the same mechanism operates except the degrees of freedom
in a molecular system need to account for. In order to understand this, the
case of solid CO2 is considered. The MD interatomic potential treats CO2
molecules as rigid linear units, contributing the kinetic term of 2.5 to the
specific heat per molecule including 1 from the rotational degrees of freedom
of the linear molecular and 1.5 from translations (here, it should be noted that
CO2 molecules librate and rotate in the solid at low and high temperature,
respectively [75]). Noting the potential energy contributes the same term due
to equipartition, the specific heat becomes 5 per molecule. This implies that for
molecular CO2, Eq. (3.3) modifies as ET = NT
(
5−
(
ωF
ωD
)3)
, where N is the
number of molecules and ωF is related to the jump frequency of molecules and
which gives cv = 5 in the solid state where ωF is infinite. I use the modified
equation to calculate the energy and cv and compare them to those computed
from the MD simulation in Figure 3.5.
Consistent with the above discussion, it is observed that cv for CO2 calcu-
lated directly from the MD simulations is close to 5 at low temperature just
above melting. At this temperature, ωF  ωD, giving the solid-like value of cv
as in the case of monatomic Ar and Fe. As temperature increases, two trans-
verse modes of inter-molecular motion progressively disappear, resulting in
the decrease of cv to the value of about cv = 4, in agreement with cv calculated
from the theoretical equation for ET.
It should be noted that the temperature range in which I compare the
predicted and calculated properties is notably large (e.g., 200-8000 K for Ar,
and 2000-55000 K for Fe). This range is 10-100 times larger than those typically
considered earlier [17]. The higher temperatures for Fe might appear as
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Figure 3.5: Energy per particle and specific heat of CO2 at density ρ = 1.34
g/cm3. Solid and dashed lines correspond to results from simulations
and theory, respectively. The large (blue) circle corresponds to critical
temperature. The black solid curves in the insets show cv calculated as
cv = 1N
dE
dT . The red (dashed) line is the theoretical result for cv.
unusual, however it is noted that liquid iron as well as supercritical iron fluid
remains an unmodified system up to very high temperature: the first ionization
potential of Fe is 7.9 eV, or over 90,000 K. Hence the considered temperature
range is below the temperature at which the system changes its structure and
type of interactions.
The very wide temperature range reported here is mostly related to the large
part of the temperature interval in Figures 3.3-3.5 being above the critical point
where no phase transition intervenes and where the liquid phase exists at high
temperature, in contrast to subcritical liquids where the upper temperature is
limited by the boiling line. The agreement between predicted and calculated
properties in such a wide temperature range adds support to the phonon
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approach to liquid thermodynamics as proposed.
Three points are addressed below regarding the observed agreement be-
tween the calculated and predicted results. First, the collective modes con-
tributing to the thermal energy in (3.3) are considered to be harmonic. The
anharmonicity can be accounted for in the Grüneisen approximation, however
this involves an additional parameter [17]. I attempted to avoid introducing
additional parameters and sought to test Eq. (3.3) which contains only one
parameter, ωD.
Second, Eq. (3.3) involves the Debye model and quadratic density of states
(DOS). This approximation is justified since the Debye model is particularly
relevant for disordered isotropic systems such as glasses [12], which are known
to be nearly identical to liquids from the structural point of view. Furthermore,
the experimental dispersion curves in liquids are very similar to those in solids
such as poly-crystals [52, 53, 54]. Therefore, the Debye model can be used in
liquids to the same extent as in solids. One important consequence of this
is that the high-frequency range of the phonon spectrum makes the largest
contribution to the energy, as it does in solids including disordered solids. It
should be noted that liquid DOS can be represented as the sum of solid-like
and gas-like components in the two-phase thermodynamic model [76], and
the solid-like component can be extracted from the liquid DOS calculated in
MD simulations. This can provide more information about the DOS beyond
Debye approximation.
Third, Eq. (3.3) assumes a lower frequency cutoff for transverse waves,
ωF =
1
τ , as envisaged by Frenkel in Eq. (3.1). A recent detailed analysis of
the Frenkel equations shows that the dispersion relation for liquid transverse
modes is ω =
√
c2s k2 − 14τ2 , where cs is the shear speed of sound and k is
wavenumber [17]. This dispersion relation implies a gap in k-space kgap = 1cτ
(by a factor of 2). Here, ω gradually crosses over from 0 to its solid-like branch
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ω = csk when ω  ωF = 1τ . In this sense, using a lower frequency cutoff in Eq.
(3.3) might be thought of as an approximation. However, this recent PRL paper
[77] has shown that the square-root dependence of ω gives the liquid energy
that is identical to Eq. (3.3). This is because the k-gap (kgap = 1cτ ) corresponds
to ω = 1τ in the Debye model (ω = kc) which is the Frenkel frequency ωF.
Then,
ωD∫
ωF
kT 6N
ω3D
ω2dω is equal to
kD∫
kgap
kT 6N
k3D
k2dk [77].
3.5 Conclusions
As discussed in this Chapter Introduction, liquids have been viewed as in-
herently complicated systems lacking useful theoretical concepts such as a
small parameter [12]. Together with recent experimental evidence and theory
[17], the modelling data presented here and its quantitative agreement with
predictions are beginning to change this traditional perspective. Extensive
molecular dynamics simulations of liquid energy and specific heat lend sup-
port to the view that liquid thermodynamics can be understood on the basis of
high-frequency collective modes. A more general implication is that, contrary
to the prevailing view, liquids are emerging as systems amenable to theoretical
understanding in a consistent picture as is the case in solid state theory. I
have found this to be the case for several important types of liquids at both
subcritical and supercritical conditions spanning thousands of Kelvin.
Chapter 4
Structural crossover and its
relationship to dynamical and
thermodynamic properties
In the previous Chapter, the thermodynamic crossover at the Frenkel line was
studied. In this Chapter, I will discuss about the structural crossover which
also happens at the Frenkel line and its relationship to the dynamical and
thermodynamic crossover.
Molecular dynamics simulations can provide detailed pictures of the dy-
namical properties of liquids. It is learned that atoms in a liquid vibrate
near the quasi-equilibrium position and then jump to the nearby equilibrium
position-this is considered as vibrational-hopping regime. This can be seen by
viewing the atomic trajectories in the simulation. The liquid structure and its
changes can also be studied with temperature and pressure. In this Chapter,
I study about the structural crossover at the Frenkel line of Ar, Fe and CO2.
Part of the material in this Chapter was previously published in Ref. [42].
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4.1 Introduction
The insights into inter-relationships between structure, dynamics and thermo-
dynamics in liquids and supercritical fluids are discussed. The results in the
previous Chapter support the picture that the decrease of liquid cv from 3 to 2
is related to reduction of the energy of transverse modes propagating above
ωF. cv = 2 corresponds to complete disappearance of transverse modes at the
FL when ωF ≈ ωD (the disappearance is supported by the direct calculation
of transverse modes on the basis of current correlation functions [65]). Im-
portantly, cv = 2 marks the crossover of cv because the evolution of different
collective modes is qualitatively different below and above the FL [17]. Below
the line, transverse modes disappear starting from the lowest frequency ωF.
Above the line, the remaining longitudinal mode starts disappearing starting
from the highest frequency 2picL , where L is the particle mean free path (no
oscillations can take place at distance smaller than L). This gives qualitatively
different behavior of the energy and cv below and above the FL, resulting in
their crossover at the FL [17].
Interestingly, the thermodynamic crossover at cv = 2 implies a structural
crossover. Indeed, the energy per particle in a system with pair-wise interac-
tions is
E =
3
2
kBT + 4piρ
∞∫
0
r2U(r)g(r)dr (4.1)
where ρ = N/V is number density, U(r) is the interatomic potential and g(r)
is radial distribution function.
According to Eq. (3.6), the liquid energy is E = E0 + ET, where ET is
given by Eq. (3.3). If the system energy undergoes the crossover at the FL
where cv = 2, Eq. (4.1) implies that g(r) should also undergo a crossover.
Therefore, the structural crossover in liquids can be predicted on the basis of
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Figure 4.1: Schematic representation of a jump event in the liquid.
the thermodynamic properties.
It is also expected that the structural crossover at the FL would be related to
the dynamical crossover on general grounds. As discussed above, below the FL
particles oscillate around quasi-equilibrium positions and occasionally jump
between them. The average time between jumps is given by liquid relaxation
time, τ (Figure 4.1 schematically shows a local jump event from its surrounding
“cage”). This means that a static structure exists during τ for a large number
of particles below the FL, giving rise to the well-defined medium-range order
comparable to that existing in disordered solids [78]. On the other hand, the
particles lose the oscillatory component of motion above the FL and start to
move in a purely diffusive manner as in gases. This implies that the features
of g(r) are expected to be gas-like. As a result, medium-range peaks of g(r)
are expected to have different temperature dependence below and above the
FL. This behavior was observed in Ar and Fe in MD simulations [79]. More
recently, the crossover in supercritical Ne and CH4 in the medium range at
the FL was ascertained on the basis of X-ray scattering experiments [80, 81].
The experimental study is extended to supercritical CO2 by neutron scattering
recently.
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4.2 Supercritical Ar and Fe
4.2.1 Methods
I have used the molecular dynamics (MD) simulation package DL_POLY [31]
and simulated systems with 8000 Argon and 8000 Iron particles with periodic
boundary conditions. The interatomic potential for Ar is the pair Lennard-
Jones potential [38] and for Fe is the many-body embedded-atom potential
[40]. The MD systems were first equilibrated in the constant pressure and
temperature ensemble at respective state points for 20 ps. System properties
were subsequently simulated at different temperatures and averaged in the
constant energy and volume ensemble for 30 ps.
I have simulated density ρ = 1.9 g/cm3 for Ar and ρ = 11 g/cm3 for Fe.
The lowest temperature in each simulation was the melting temperature at the
corresponding density, Tm. The highest temperature exceed the temperature at
the Frenkel line at the corresponding density, TF. Using the FL criterion cv = 2
gives the temperature at the FL, TF, of about 4000 K at that density of Ar, which
is consistent with the criterion of the disappearance of the minimum of the
velocity autocorrelation function [14]. For Fe, the corresponding TF is about
50,000K. I have simulated 100 temperature points for Ar and Fe, respectively.
The number of temperature points was chosen to keep the temperature step
close to 10 K.
The PDF was calculated with the distance step of 0.05 Å, giving 600 PDF
points for Argon and 300 PDF points for Fe.
4.2.2 Results and discussion
Before discussing about the PDF features, I show the vibrational-hopping
regime in the supercritical liquids. As I have mentioned, liquid can support
CHAPTER 4. STRUCTURAL CROSSOVER AND ITS RELATIONSHIP TO
DYNAMICAL AND THERMODYNAMIC PROPERTIES 52
Figure 4.2: A jump event seen from x axis in simulation of liquid-like
supercritical Ar below the Frenkel line.
shear waves below Frenkel line, the particles have oscillatory and diffusive
motion. At the region above the FL, the particles lose the oscillatory component
of motion and start to move in a purely diffusive manner as in gases. In other
words, it is expected to see that particles in supercritical fluids below the
FL are oscillating at the quasi-equilibrium position and then jump to its
neighbourhood at low temperature. This vibrational-hopping regime is shown
in Figure 4.2. The data in Figure 4.2 was obtained from the MD simulation
directly and illustrates one atom’s trajectory over times.
Then, the PDFs of Argon are showing in Figure 4.3 and discussed below.
PDF peaks can still be observed in the medium range order up to about 20
Å at low temperature. The peaks reduce and broaden with temperature. To
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study this in more details, I plot the peak heights vs temperature in Figure
4.3b. It is observed that the medium-range third and fourth peaks persist well
above the critical temperature (Tc = 151 K for Ar): the highest temperature
simulated corresponds to 53Tc. This interestingly differs from the traditional
expectation that the structure of the matter so deep in the supercritical state
has gas-like features only. At temperature above TF, the height of the fourth
peak becomes comparable to its temperature fluctuations (calculated as the
standard deviation of the peak height over many structures separated in time
by 1 ps at each temperature) by order of magnitude. The fifth and higher-order
peaks is observed to disappear before the highest temperature in the simulated
range is reached.
The peak heights are plotted in Figure 4.3b in the double-logarithmic plot
because it is expected to see an approximate power-law decay of the peak
heights at low temperature. Indeed, PDF in solids can be represented as a
set of Gaussian functions with peaks heights h depending on temperature as
h ∝ 1√
T
exp
(− αT ) where α is a temperature-independent factor [1, 82]. This
temperature dependence of h was also quantified in MD simulations [83]. h
decrease mostly due to the factor 1√
T
whereas the effect of the exponential
factor on h is small and serves to reduce the rate at which h decrease [83]. This
implies that in solids, log h ∝ − log T approximately holds.
In supercritical fluids, the same relationship is expected to hold below
the FL where τ  τD, corresponding to a particle oscillating many times
before diffusively moving to the next quasi-equilibrium position. Indeed,
the ratio of the number of diffusing particles Ndi f to the total number of
particles N in the equilibrium state is
Ndi f
N =
τD
τ [17] at any given moment of
time.
Ndi f
N is small when τ  τD below the FL and can be neglected. Hence,
log h ∝ − log T applies to supercritical fluids at any given moment of time
below the FL where τ  τD. This also applies to longer observation times if
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Figure 4.3: (a) Pair distribution functions of Ar at different temperatures.
The temperatures correspond to the first peak decreasing from top to
bottom at 250 K, 500 K, 1000 K, 2000 K, 4000 K and 8000 K; (b) h− 1,
where h are the heights of PDF peaks at different temperatures. The lines
are linear fits to the low-temperature data range.
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Figure 4.4: (a) Pair distribution functions of Fe at different temperatures.
The temperatures correspond to the first peak decreasing from top to
bottom at 5000 K, 15000 K, 25000 K, 35000 K, 45000 K and 60000 K; (b)
h− 1, where h are the heights of PDF peaks at different temperatures. The
lines are linear fits to the low-temperature data range.
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h is averaged over τ [17]. It should be noted that the above result, h ∝ 1√
T
,
involves the assumption that the energy of particle displacements is harmonic
(see, e.g., Ref. [1]). Anharmonicity becomes appreciable at high temperature,
however the anharmonic energy terms are generally small compared to the
harmonic energy. This is witnessed by the closeness of high-temperature cv to
its harmonic result for both solids and high-temperature liquids [84, 85].
Therefore, it is expected that log(h − 1) ∝ − log T approximately holds
in the low-temperature range below the FL as in solids but deviates from
the linearity around the crossover at the FL where τ → τD and where the
dynamics becomes gas-like (the calculated PDF in Figure 4.3a is normalized
to 1 where no correlations are present at large distances; hence I plot h− 1
in order to compare it with the theoretical result h ∝ 1√
T
which tends to zero
when no correlations are present at high temperature). It should be noted that
the crossover is expected to be broad because τ  τD applies well below the
FL only. A substantial diffusive motion takes place in the vicinity of the line
where
Ndi f
N can not be neglected, affecting the linear relationship.
Consistent with the above prediction, the linear regime is observed at low
temperature in Figure 4.3b, followed by the deviation from the straight lines
taking place around 3000 K for the 2nd peak, 5000 K for the 3rd peak and
4000 K for the 4th peak, respectively. The smooth crossover in the 3000-5000
K range is centered around 4000 K, consistent with the temperature at the
Frenkel line cv = 2 discussed above.
Same behaviour is also observed in Figure 4.4 showing the PDFs of Iron.
The deviation happens at around 50000 K for the 2nd peak, 40000 K for the
3rd peak and 40000 K for the 4th peak, respectively. The crossover takes place
at around the Frenkel temperature 50000 K calculated from cv = 2.
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4.3 Supercritical CO2
This work was stimulated by my collaborators Dr S. Marinakis and Prof A.
Soper who, inspired by the idea of the FL, have recently performed neu-
tron scattering experiments in supercritical CO2. I have simulated 4000 CO2
molecules using the same potential as discussed earlier in this thesis at state
points corresponding to the experimental conditions. The MD systems were
first equilibrated in the constant pressure and temperature ensemble at respec-
tive state points for 300 ps. System properties were subsequently simulated
at different temperatures and averaged in the constant energy and volume
ensemble for 50 ps. I have simulated two pressures 500 and 590 kbar with
temperatures from 250 K to 400 K.
The static structure factor is calculated in order to compare with the experi-
mental data. The form of S(k) is [37]:
S(k) = 1 + 4piρ
∞∫
0
r(g(r)− 1) sinkr
k
dr (4.2)
where ρ is the number density and g(r) is radial distribution function and
k = 2pinL , where L is the system size.
Figure 4.5 shows Sc−c(k) and gc−c (r) calculated at 500 kbar and 250-400 K.
It is observed that the the first peak heights of Sc−c(k) and gc−c (r) decrease
with temperature. In particular, I plot the the first peak heights of Sc−c(k) and
gc−c (r) as a function of temperature in Figure 4.6. The predicted crossover
temperature at the FL at 500 kbar is about 320 K [67] from VAF calculation. In
Figure 4.6, the change of slope of first peak heights of Sc−c(k) and gc−c (r) are
both observed at temperature around 360 K which is close to the predicted
one.
Thus, similar to the Ar and Fe system, the structural crossover is detected in
supercritical CO2 at conditions close to the FL. This is interesting because CO2
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Figure 4.5: Sc−c(k) and gc−c (r) of supercritical CO2 at 500 kbar.
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supercritical CO2 at 500 kbar, red dashed lines are guides for the eye.
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is an industrially important supercritical fluid widely used in, for example,
extraction of caffein and making decaf coffee.
Moreover, preliminary experimental data of Dr S. Marinakis and Prof A.
Soper detect the same structural crossover at the conditions close the FL. This
data, in conjunction with my modelling results, is currently being prepared
for publication.
4.4 Conclusions
In this Chapter, I discussed about the structural crossover at the Frenkel line
and its relationship to the dynamical and thermodynamic crossover.
The vibrational-hopping regime has been shown by displaying the atom
trajectories in the MD simulation. The pair distribution functions of Ar, Fe and
CO2 have been plotted and static structure factor of CO2 has been calculated
in a wide temperature range and up to the temperature above the Frenkel line.
The slope change in PDFs and S(k) features support the structure crossover
observed at conditions close to the Frenkel line.
Chapter 5
Supercritical Grüneisen parameter
and its universality at the Frenkel
line
I subsequently study thermo-mechanical properties of matter at extreme con-
ditions deep in the supercritical state, at temperatures exceeding the critical
one up to four orders of magnitude. Grüneisen parameter γ is calculated and
found decreasing with temperature from 3 to 1 on isochores depending on the
density. This results indicate that from the perspective of thermo-mechanical
properties, the supercritical state is characterized by the wide range of γ which
includes the solid-like values - an interesting finding in view of the common
perception of the supercritical state as being an intermediate state between
gases and liquids. This result is rationalized by considering the relative weights
of oscillatory and diffusive components of the supercritical system below the
Frenkel line. γ is also found nearly constant at the Frenkel line above the
critical point and this universality is explained in terms of pressure and tem-
perature scaling of system properties along the lines where particle dynamics
changes qualitatively. Part of the material in this Chapter was previously
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published in Ref. [86].
5.1 Introduction
Dimensionless quantities play an important role in describing physical phe-
nomena. One such parameter, the Grüneisen parameter (GP), has been proved
to be very useful in the theory of lattice vibrations and thermodynamics of
solids. In solid state physics, the Grüneisen parameter describes the change of
system’s elastic properties in response to volume change [87]:
γ = −
(
∂ lnω
∂ ln V
)
T
(5.1)
where ω is the effective average frequency of particle vibrations, V is the
system volume.
The Grüneisen parameter can also be related to system energy and pressure
[88]:
γ = V
(
∂P
∂E
)
V
(5.2)
Eqs. (5.1) and (5.2) are equivalent in the condensed matter systems, but the
second equation is more general and applies to gases, high-temperature fluids
and plasma where individual particles do not vibrate. Eq. (5.2) leads to [88]
γ =
αPBTV
cv
(5.3)
where αP is the thermal expansion coefficient, BT is the isothermal bulk modu-
lus and cv is the constant volume heat capacity.
As follows from (5.1) and (5.2), γ is a thermo-mechanical quantity and it
is important for thermo-mechanical effects, in particular for those involving
extreme temperatures and pressures. These include shock wave effects, rapid
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expansion and heating of systems absorbing nuclear radiation and so on.
Often in this case, the GP becomes particularly important, the pulse duration is
shorter than the timescale of acoustic transport, the induced thermal pressure
is directly proportional to γ. Consequently, the GP is extensively used in
analyzing the equations of state of condensed matter and plasma at extreme
conditions.
The aim of this Chapter is to calculate and analyze the GP deep in the
supercritical state. γ has been calculated for two common model systems
(LJ model and soft-sphere model) at temperature and pressure exceeding the
critical ones by orders of magnitude.
5.1.1 Typical values for the Grüneisen parameter
The main physical meaning of the Grüneisen approach and using the Grüneisen
parameter lies in quantifying phonon anharmonicity. In general, anharmonic-
ity can be complicated and non-trivial to treat, especially when perturbation
theory is employed. The Grüneisen parameter for individual mode frequencies
is defined as the logarithmic derivative of phonon frequencies with respect
to volume change (in harmonic case, phonon frequencies do not depend on
volume). Hence the larger the Grüneisen parameter, the larger anharmonicity.
Once the Grüneisen parameter is defined in such a way, the contribution
of anharmonicity other system properties such as energy can be calculated.
In the Grüneisen approximation, the Grüneisen parameter is assumed to be
temperature-independent.
For most condensed matter systems, the range of γ is 0.5− 4. Diamond
is an “ideal” Grüneisen system with γ = 1 [89]. Systems with large pressure
derivatives of B (lattice stiffens quickly with compression) often have large γ
[88]. Interestingly, since BT and CV are positive in equilibrium, the sign of γ is
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governed by the sign of αP. Some systems such as Cu2O and ScF3 have small
negative γ in a quite large temperature and pressure range [90], accompanied
by negative αP and softening of force constants on compression. Negative γ
can also be seen in shock-wave experiments due to non-equilibrium smeared
phase transformations [91].
Compared to solids, relatively little is known about the GP in liquids
and dense gas states. For the ideal gas, γ = 23 is a constant as follows from
E = 32 PV. The same result also applies to the degenerate electron gas [92].
For the frequently discussed hard-spheres model, γ can be calculated from
the Carnahan-Starling equation Z = PVNkBT =
1+η+η2−η3
(1−η)3 , where η =
pi
6 ρσ
3 is
the packing fraction of hard spheres of diameter σ at density ρ [93]. This
gives γ = 23 f (ρ), where f (ρ) is a function of density, implying that the GP of
hard spheres is constant along isochores. For model Van del Waals system,
γ = 23 × VV−Nb , where b is the cohesion volume, the GP diverges when the
volume becomes close to the critical volume [94]. The soft-sphere interaction
with weak attraction modifies the GP, and there are analytical evaluations of
this effect [95, 96]. Based on certain assumptions and in reasonable agreement
with simulations of noble-gas systems [97], there are numerical evaluations
of the GP for the commonly-used Lennard-Jones potential [98]. For more
complicated liquids such as water and mercury, the GP was calculated using
Eq. (5.3) and was found to increase with pressure, in contrast to its usual
decrease in crystals [99]. The GP was also calculated in liquid Ar in a small
range of pressure and temperature and was found to decrease on isobaric
heating [100]. In a wider temperature and pressure range, γ in Ar in the dense
gas and liquid state increases on isothermal compression and is nearly constant
on isochoric heating [101]. γ was also calculated from ensemble averages of
fluctuations [102]. Finally, γ was evaluated using the radial distribution
function of liquids with acceptable errors [103].
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Notably, no studies or evaluations of γ were done significantly above the
critical point of matter. As discussed above, supercritical fluids has been widely
deployed in many important industrial processes [18, 19], but theoretically little
is known about the supercritical state. The supercritical fluids can be thought
of as high-density gases or high-temperature fluids whose properties change
smoothly with temperature or pressure and without qualitative changes of
properties. This picture is modified by the Frenkel line (FL) which exists above
the critical point and separates two states with distinct properties [13, 14, 20,
17, 64].
In supercritical fluids, increasing temperature at constant pressure (or
decreasing pressure at constant temperature) eventually results in the disap-
pearance of the solid-like oscillatory motion of particles; all that remains is
the diffusive gas-like motion. This disappearance represents the qualitative
change in particle dynamics and gives the point on the FL. Another criterion
for the FL which coincides with the VAF criterion is cv = 2kB [14]. Indeed, the
loss of solid-like oscillatory component of motion implies the disappearance of
solid-like transverse modes which, in turn, gives cv = 2kB [17]. The qualitative
change of particle dynamics and cv = 2kB at the FL are two important insights
that I will use below to discuss the universality of the GP at Frenkel line.
5.2 Methods
Firstly, molecular dynamics simulation package DL_POLY [31] is used to
simulate the LJ model. The simulated systems have 8000 particles with peri-
odic boundary conditions and the interatomic potential for Argon is the pair
Lennard-Jones potential [38]. Five densities have been simulated : ρ1 = 1.20
g/cm3, ρ2 = 1.35 g/cm3, ρ3 = 1.50 g/cm3, ρ4 = 1.90 g/cm3 and ρ5 = 2.20
g/cm3. The temperature in each simulation varies from melting temperature
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at the corresponding density up to 10000 K with the interval 10 K. The MD
systems were first equilibrated in NVE ensemble for 40 ps. The data were
subsequently collected at different temperatures for each density and averaged
over the period of 60 ps.
The second system, soft-sphere system is simulated in a wide range of
density and temperature. This part of simulation was carried out by our
collaborator Dr Yu. D. Fomin (Institute for High Pressure Physics, Moscow
Institute of Physics and Technology). The soft-sphere interaction potential
is U(r) = ε
(
σ
r
)n, where n is the softness parameter. n = 6 and n = 12
are considered, respectively. For n = 6, γ is calculated using Eq. (5.2) in
which energy and pressure are obtained from MD simulation. This part of the
simulation work was performed using the LAMMPS MD package [110]. A
system of 4000 particles in a cubic box with periodic boundary conditions is
simulated. The reduced densities of the system are ρ1*= 1.0 and ρ2*= 1.5 and
the temperatures vary from T*= 2.7 to 3.4 in the soft-sphere units. The Frenkel
temperature of this system at this density is TF*= 3.1. The equilibration and
production runs involved 106 steps with a timestep was set to 0.0001 ps.
5.3 Results and discussion
γ is calculated by two methods. In the first method, I use V, P and E from
the MD simulations, calculate γ using Eq. (5.2) and fit the resulting values
to the polynomial. In the second method, I first fit V, P and E to respective
polynomials and then calculate γ using Eq. (5.2). Both methods result in close
curves for γ as follows from Figures 5.1 and 5.2 discussed below.
Figure 5.1 and Figure 5.2 show the γ calculated for Ar using both methods
along 5 different isochors. It should be noted that the range of thermodynamic
parameters used here is record-high: the highest temperature and pressure
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exceed the critical ones by over one to two orders of magnitude. At each
density, the arrow shows the corresponding temperature of the FL.
It is observed that γ calculated by Eq. (5.2) decreases from 2.5 to 1 with
temperature at low density and from about 3 to 1.2 at high density. Notably,
γ = 2.5− 3.5 are characteristic of the solid state. Therefore, the results indicate
that from the perspective of thermo-mechanical properties, the supercritical
state is characterized by the range of γ which includes the solid-like val-
ues. This is an interesting finding in view of the common perception of the
supercritical state as being an intermediate state between gases and liquids
[18, 19].
The solid-like values of supercritical γ at low temperature can be explained
by considering the relative weight of the oscillatory and diffusive components
of motion in the supercritical state. This weight can be quantified by the
R-parameter [17]:
R =
ωF
ωD
(5.4)
where ωF = 1τ and ωD is Debye frequency.
Recall that the oscillatory component of particle motion disappears at the
Frenkel line. However, if the supercritical system is sufficiently below the
Frenkel line, particles spend most of their time oscillating, and diffusive jumps
between the quasi-equilibrium positions are rare. This gives R  1. In this
case the average system energy is well approximated by the energy of the
oscillatory motion [17]. This is because
Ndi f f
Ntot =
ωF
ωD
 1, where Ndi f f is the
atom number with purely diffusive motion and Ntot is the total atom number
in the system. Therefore, basic thermodynamic properties of the supercritical
system below the FL are solid-like, as are the dynamical properties related to
phonons. Hence γ is expected to be characterized by the solid-like values in
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Figure 5.1: Grüneisen parameters calculated for the Lennard-Jones (Ar)
system at two lower densities. The red dashed lines and blue solid lines are
calculated using the two methods described in text. The arrows show the
temperature at the Frenkel line.
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Figure 5.2: Grüneisen parameters calculated for the Lennard-Jones (Ar)
system at three higher densities. The red dashed lines and blue solid lines
are calculated using the two methods described in text. The arrows show
the temperature at the Frenkel line.
this regime.
The similarity between γ of the supercritical systems below the FL and their
solid-like values can be explored further, by using the solid-like equation in Eq.
(5.1). Debye frequencies ωD have been evaluated earlier for the LJ system for
two supercritical densities below the FL: ωD = 7.2 THz for ρ = 1.50 g/cm3 and
ωD = 18.4 THz for ρ = 1.90 g/cm3 [42]. Using these values and ω ∝ ργ, which
follows from Eq. (5.1), gives γ ≈ 3.8. This is in reasonable agreement with
γ calculated in the MD simulation at high density, given the approximations
involved in finding ωD.
I now address the behavior of γ at the FL and plot the GP at all five
densities and temperatures corresponding to the FL in Figure 5.3. It should
be noted that γ are plotted in the range approximately corresponding to the
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Figure 5.3: Grüneisen parameters at the Frenkel line for 5 different densities
used in Figures 5.1 and 5.2. γ are plotted in the range approximately
corresponding to the largest and smallest γ in Figures 5.1 and 5.2.
largest and smallest γ in Figures 5.1 and 5.2. It is observed that γ is nearly
constant at the FL: γ = 1.6− 1.7 Figure 5.3. This is an interesting result, given
that the corresponding temperatures at the FL varies by more than an order of
magnitude.
The following explanation is proposed for the near constancy of γ at the
FL. The universality of γ is related to scaling. At high energy (e.g. high
pressure or temperature), particle interactions mostly involve the repulsive
part of the potential. Therefore, the interatomic potential for Ar (as well as
for many other systems) becomes effectively close to the soft-sphere potential
U ∝ 1rn [104, 105], the classic example of a homogeneous potential. According
to the Klein theorem [12, 106, 107], the non-ideal part of the partition function
depends on density ρ and temperature as ρ
n
3
T rather than on ρ and T separately.
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The resulting relationship between temperature and pressure at the melting
line is Pm ∝ T
1+ 3n
m [107]. (Interestingly, the kinetic energy is also a homogeneous
function of the second order, leading to scaling of kinetic coefficients such as
viscosity and diffusion [108, 109]). Zhakhovsky extended the scaling argument
[109] and noted that, more generally, scaling always exists along those lines on
the phase diagram where particle trajectories are similar or change in a similar
way as they do at, for example, the melting line. Recall that the Frenkel line
separates the combined oscillatory and diffusive motion below the line from
purely diffusive motion above the line [13, 14, 20, 17, 64]. Therefore, the scaling
relationship PF ∝ T
1+ 3n
F is expected to hold at the FL as it does for the melting
line. Such a relationship has been indeed ascertained in the soft-sphere system
as well as LJ system at high pressure on the basis of MD simulations [14].
Then, γ = V dPdE = V
dP
dT
dT
dE ∝ VT
3
n 1cv . Using the scaling relationship V ∝ T
− 3n
from the Klein theorem, this gives γ = f (n) 1cv , where f (n) is the function of n
only. As mentioned earlier, cv is constant at the FL [14, 17]. Hence, γ at the FL
does not depend on temperature and pressure, i.e. is a universal parameter
for a system with a given n. In this picture, the constancy of the Grüneisen
parameter at the Frenkel line is the result of scaling of volume and temperature
as discussed above in detail.
To compare the results of the scaling argument with MD simulations
further, γ is calculated for the soft-sphere system in a wide range of density
and temperature. The results for n = 6 have been shown in Figure 5.4 for two
different densities ρ*= 1.0 and ρ*= 1.5. Consistent with the scaling argument
above (the soft-sphere system obeys the scaling argument), it is observed that
γ is nearly constant at the FL.
It should be noted that γ for the soft-sphere system at the FL increases
with n: using the previous data in ref [111], γ is calculated to be 1.5 for n = 12
at the FL. This is close to γ at the FL for the LJ system (see Figure 5.3). This
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Figure 5.4: The dependence of pressure on energy for the soft sphere system
with n = 6 at ρ*= 1.0. Pressure and energy are shown in soft-sphere units.
The inset shows the Grüneisen parameter at two densities at the FL: ρ*= 1.0
and ρ*= 1.5.
can be understood because the LJ potential becomes close to the soft-sphere
potential at high pressure and high temperature as discussed above.
Before concluding, two remarks are made here. First, recall the earlier
observation that γ is constant along the isochore [101]. This was related
to a narrow range of pressure and temperature where the system can be
approximated by a soft-sphere system with nearly constant effective radii and
packing fraction and whose GP is constant along the isochore as mentioned
earlier. At the same time, the results in this study involving large range of
pressure and temperature indicate that γ can vary substantially, from those
values typical of solids to the dense-gas ones.
Second, it will be interesting to evaluate the GP in the vicinity of the critical
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point. According to Eq. (5.3), γ is governed by quantities which diverge at the
critical point: compressibility, thermal expansion and heat capacity. Assuming,
as is often done in the theory of critical phenomena, that the divergences of α
and βT are equivalent, γ at the critical point is governed by the behavior of cv.
For real systems, cv has a weak power divergence at the critical point, and γ
can be predicted to be close to 0. This point warrants further investigation.
5.4 Conclusions
In summary, Grüneisen parameter of supercritical matter have been calculated
for two model systems in a very wide range of pressure and temperature. It
has been found that γ varies in a wide range which interestingly includes
the solid-like values. This result is rationalized by considering the relative
weights of oscillatory and diffusive components of the supercritical system
below the Frenkel line. γ is also found nearly constant along the Frenkel line
and rationalize this finding using the scaling of system properties along the
lines where particle dynamic changes qualitatively. It is likely that a more
general statement applies: any dimensionless parameter is universal at the line
where scaling operates.
Chapter 6
The nature of collective excitations
and their crossover at extreme
supercritical conditions
Physical properties of an interacting system are governed by collective excita-
tions, but their nature at extreme supercritical conditions is unknown. Here,
direct evidence is presented for propagating solid-like longitudinal phonon-
like excitations with wavelengths extending to interatomic separations deep in
the supercritical state at temperatures up to 3,300 times the critical tempera-
ture. It is observed that the crossover of dispersion curves develops at k points
reducing with temperature. This effect is interpreted as the crossover from the
collective phonon regime to the collisional mean-free path regime of particle
dynamics and find that the crossover points are close to both the inverse of the
shortest available wavelength in the system and to the particle mean free path
inferred from experiments and theory. Notably, both the shortest wavelength
and mean free path scale with temperature with the same power law, lending
further support to these findings. The results in this Chapter was previously
published in Ref. [112].
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6.1 Introduction
Any system with interacting agents or particles is capable of supporting waves.
The hydrodynamic approximation to liquids and gases and elastic approach to
solids, collectively known as the continuum approximation, is widely used in
many areas of physics. It predicts propagating long-wavelength longitudinal
density fluctuations, sound. As useful as it is, the continuum approximation
does not describe many important properties: for example, the solid state
theory and in particular thermodynamics of solids relies on the atomistic
description. The atomistic description relies, in turn, on the knowledge that
the range of wavelengths λ in solids varies from approximately system size
to the shortest interatomic separation a on the order of Angstroms where
atomistic effects operate.
Theoretical understanding of waves in liquids remains challenging, partic-
ularly in view that widely-used perturbation approaches do not apply [12].
Until fairly recently, this difficulty extended to experimental studies as well.
However, the deployment of next-generation synchrotron sources enabled
physicists to make the same assertion about waves in liquids as in solids:
phonon-like excitations in liquids extend up to the shortest interatomic separa-
tion as they do in solids [46, 47, 48, 50, 51, 52, 53, 54]. This solid-like property
of liquids is remarkable because traditionally, liquids have been studied in the
hydrodynamic approximation λ  a only [43]. It suggests that liquids are
amenable to understanding using solid-like concepts and their implications
[17].
The recent evidence of non-hydrodynamic solid-like waves in liquids (waves
with large k vectors) [17, 46, 47, 48, 50, 51, 52, 53, 54] prompts an intriguing
question of whether these waves can extend to the third state of matter, gases,
and thus be common to all three states. In familiar gases at ambient condi-
CHAPTER 6. THE NATURE OF COLLECTIVE EXCITATIONS AND THEIR
CROSSOVER AT EXTREME SUPERCRITICAL CONDITIONS 77
tions, this would appear impossible because the particle mean free path l
is much larger than a, implying that the system can not support solid-like
wavelengths close to a. l can be decreased by increasing pressure or lowering
the temperature but this results in the first-order gas-liquid transition well
before l approaches Angstroms. However, the supercritical state where no
gas–liquid phase transition intervenes, offers more flexibility: one can change
the density continuously, from gas-like to liquid-like values. Therefore, study-
ing the supercritical state offers an intriguing possibility to see whether the
longitudinal wave in the gas-like state (traditionally known as sound wave)
can support ever-decreasing wavelengths up to the shortest solid-like atomistic
lengths where λ becomes comparable to Angstroms. This would imply new
unanticipated properties of waves that gas-like states can support.
The theory of dilute gases is tractable due to the concept of mean free path
(MFP), based on the idea that molecules mostly move freely between binary
collisions. The theory gives specific predictions for important system properties
such as temperature dependence of viscosity and thermal conductivity [5].
For dense gases and fluids (loosely defined as systems where intermolecular
distances are comparable to molecular sizes) at moderate temperature, this
approach does not apply because a molecule continuously moves in the field
of forces of others. This involves three and higher-order encounters, and
treating these is of considerable difficulty. As a result, common gas theories
are unable to describe important properties of dense gases such as temperature
dependence of viscosity [5].
The division into dilute and dense gases has traditionally been done at
moderate pressure and temperature [5]. However, experiments have been
increasingly probing the matter at extreme conditions including deeply su-
percritical ones, calling for new theories to be developed [18]. Indeed, the
supercritical state has remained poorly understood in general, despite the
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wide deployment of supercritical fluids in important industrial applications
[18]. This has stimulated my interest in a hitherto unexplored question: what
kind of collective excitations can exist in the supercritical state of matter?
Central to my proposal is that both temperature and density (rather than
density alone as traditionally assumed) are important for the concept of the
mean free path to emerge. Indeed, let us consider a supercritical fluid at
density close to, for example, water density at the triple point where the
system would be characterized as “dense” as opposed to “dilute” in the
traditional classification. If this system is at very high supercritical temperature,
a molecule, even though it moves in the field of others, has enough energy to
move with little deflection for a certain distance. More specifically, the high
energy of the particle results in small deflection angles and small momentum
transfer in the collision integrals featuring in transport properties [5]. This
implies that the concept of the mean free path l emerges in dense systems
provided the particle energy is high, and is not limited to dilute gases as
assumed previously. In the somewhat crude picture of the mean free path in
the system with particles of size a, the increase of l ∝ 1a corresponds to the
decrease of effective a with temperature.
I can therefore develop and use theoretical predictions of dynamical and
thermodynamic properties in dense and hot supercritical fluids in the MFP
regime. Testing this idea constitutes one of the general aims of this Chapter.
Apart from the general question of the nature of collective excitations at
deep supercritical conditions, the important implication is considered of the
MFP regime for the wave propagation. In the MFP regime, the system cannot
support an oscillatory motion with wavelengths shorter than the mean free
path l. It is therefore predicted that supercritical dispersion curves should
undergo a crossover from the phonon regime at small k vectors to the MFP
regime where no phonons exist with wavelengths shorter than l.
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In this Chapter, I perform extensive molecular dynamics (MD) simulations
and obtain direct evidence for propagating solid-like longitudinal modes with
short wavelengths deep in the supercritical state at temperatures up to 3,300
times the critical temperature. It is subsequently observed that the crossover
of dispersion curves develops at k points reducing with temperature and this
effect as the crossover from the phonon to the MFP regime is interpreted on
the basis of (a) closeness of the crossover points to those corresponding to
the shortest available wavelength in the system; (b) closeness of the crossover
points to those corresponding to the particle mean free path; and (c) the same
power-law temperature dependence of the shortest wavelength and the mean
free path.
It should be noted that traditionally, the supercritical state was thought to
disallow any difference between a gas and a liquid [18]. As discussed above,
it was proposed that the supercritical state can be separated into the gas-like
and liquid-like properties by the Frenkel line (FL) [13, 14, 20]. Above the line,
particle dynamics are purely diffusive as in gases, in contrast to dynamics
below the line where particles both diffuse and oscillate. This property is
related to the ability to sustain different types of waves: only one longitudinal
mode exists above the line, whereas two transverse modes disappear [113, 114].
Hence the Frenkel line provides a guide as to where on the supercritical phase
diagram it is expected to find a gas-like state with the longitudinal mode only.
In this Chapter, the evolution of the longitudinal modes with temperature is
studied.
6.2 Simulation and results
I have performed extensive molecular dynamics (MD) simulations [31] of
supercritical liquid Ar [42] using the Lennard-Jones (LJ) potential and constant
CHAPTER 6. THE NATURE OF COLLECTIVE EXCITATIONS AND THEIR
CROSSOVER AT EXTREME SUPERCRITICAL CONDITIONS 80
volume and energy ensemble. The simulated temperature starts from 500 K
(just above the FL temperature) and increases to very high temperatures deep
in the supercritical state up to 500,000 K, corresponding to over 3,000 times the
critical temperature (Ar critical temperature is 151 K). The simulated densities
are 0.4, 0.65 and 0.8 g/cm3. I simulated 8,000 atoms in the system. The time
step varies between 1 fs at low temperature and 0.1 fs at high temperature to
account for faster dynamics.
The reason for simulating high temperature (the highest temperature is in
excess of the Ar ionization energy) is that, as discussed below, l is a slowly-
varying function of temperature at constant density. This is due to two
competing mechanisms: on one hand temperature increases l but on the
other hand the buildup of pressure with temperature at constant density
decreases l.
I have calculated the longitudinal current correlation functions [6] in order
to address the evolution of longitudinal collective modes directly:
CL(k, t) = (k2/N)〈Jx(k, t) · (Jx(−k, 0)〉 (6.1)
where J(k, t) = ∑Nj=1 vj(t)e
−ik·rj(t) is the longitudinal current, N is the number
of particles, v is the particle velocity, and the wave vector k is along the x axis.
k-points were sampled as k = 2pin/L, where L is the system size.
The spectra of longitudinal currents are calculated by the Fourier transform
of CL(k, t). In order to reduce the noise in calculating the spectra, I have
repeated my simulations 20 times for each temperature by using different
starting velocities and then the current results is averaged [77]. Examples of
intensity maps of C˜L(k,ω) are shown in Figure 6.1.
It is observed that the mode frequency increases with k up to large k-points
corresponding to wavelengths comparable to interatomic separations as is the
case in solids. In fact, the spectra look remarkably similar to those in solids.
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Figure 6.1: Intensity map of CL(k,ω) for supercritical Ar at (top panel)
500 K and (bottom panel) 100,000 K. The maximal intensity corresponds
to the middle points of the dark red areas and reduces away from them.
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The similarity of liquid and solid phonon spectra was noted earlier at low
temperature [52]. Figure 6.1 shows that this similarity extends to very high
temperature deep into the supercritical state.
The frequency at which the intensity is maximal corresponds to the mode
frequency at the corresponding k-point. Examples of C˜L(k,ω) at different k
are shown in Figure 6.2. The ratio of the peak width at half-height Γ to the
peak frequency ω is 1.1-1.3 for the intensity peaks considered in this work,
including in the examples shown in Figure 6.2. This is consistent with the
experimental findings reporting propagating modes in liquids (see, e.g., Ref.
[117]). The calculated Γω satisfies the condition
Γ
ω <
√
3 for propagating modes
derived theoretically [118].
I now focus on detailed examination of longitudinal dispersion curves and
their change with temperature. The maxima of Fourier transforms C˜L(k,ω)
give the frequencies of longitudinal excitations [6]. The resulting dispersion
curves are shown in Figure 6.3. The slope of the linear part of the dispersion
curve at small k gives the speed of sound, c, which can be compared with
experiments probing the speed of sound at small k and ω. As follows from
Figure 6.4, the calculated c agrees with the experimental c available at low
temperature [120] well. The increase of c with temperature is due to large
pressure buildup in the system at constant density. For example, the pressure
increases to 46 GPa, 80 GPa and 103 GPa at the highest simulated temperature
at three simulated densities (0.4, 0.65 and 0.8 g/cm3).
It is observed that the regime of collective phonon excitations starts to
deviate from linearity in Figure 6.3. This crossover takes place at temperatures
well above the FL. This is expected because, as discussed above, crossing the
FL from below corresponds to the regime of diffusive particle motion where
the concept of the MFP applies.
Importantly, the crossover of dispersion curves takes place at k points
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Figure 6.2: Examples of CL(k,ω) calculated at density 0.65 g/cm3 and
T = 500 K and shown at k = 0.67 Å−1 (top) and k = 1.34 Å−1 (bottom).
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Figure 6.3: Phonon dispersion curves of supercritical Ar at density ρ1 = 0.8
g/cm3 (top panel), ρ2 = 0.65 g/cm3 (middle panel) and ρ3 = 0.4 g/cm3
(bottom panel). The corresponding temperatures are (from left to right, top
to bottom of each density) are 500 K, 2000 K, 10000 K, 50000 K, 200000
K and 500000 K, respectively. The blue star points are k? calculated by
Eq.(6.3). The red star points are k-points calculated as pil , where the mean-
free path l is evaluated from experimental gas-like viscosity. The dashed
vertical lines mark the first pseudo-Brillouin zone boundary calculated as
kZB =
(
6pi2 NV
) 1
3 [12]. The straight lines starting from (0,0) guide the eye
showing the linear slope.
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Figure 6.4: The calculated speed of sound (stars) and the experimental
[120] speed of sound (open symbols) at three simulated densities.
which decrease with temperature. This behavior is consistent with previous
hypothesis: in the MFP regime above the FL where atoms move freely up
to distance l on average, the increase of l with temperature implies that the
shortest wavelength of the longitudinal phonons increases, resulting in the
decrease of their largest k points. It should be noted that the MFP regime (and
the corresponding slope of ω vs k) is intermediate between the sound regime
at small k and free-particle regime at large k discussed later.
6.3 Discussion: three methods
This interpretation is supported by three quantitative estimates. I start with
evaluating λ and note that one straightforward evaluation involves a rela-
CHAPTER 6. THE NATURE OF COLLECTIVE EXCITATIONS AND THEIR
CROSSOVER AT EXTREME SUPERCRITICAL CONDITIONS 86
tionship between λ and specific heat cv. Indeed, free motion of atoms up
to distances comparable to l in the MFP regime contributes only to kinetic
energy but not to the potential term. Then, the energy of the system with one
longitudinal mode only is the sum of the kinetic term 32 NT (kB = 1) and the
potential energy of the longitudinal mode with wavelengths longer than the
shortest wavelength in the system λ = l. Using the Debye model, this gives
the energy as [115]:
E =
3
2
NT +
1
2
NT
a3
λ3
(6.2)
where a is interatomic separation.
Eq. (6.2) gives specific heat cv = 32 +
1
2
a3
λ3
(the variation of λ with temper-
ature is neglected due to the very slow increase of l(T) as discussed below).
This gives λ as
λ =
a
(2cv − 3)1/3 (6.3)
Eq. (6.3) applies to the regime above the Frenkel line where cv < 2
[13, 14, 20] (under this condition, Eq. (6.3) implies λ > a as required). I
have calculated cv = 1N
dE
dT in a wide temperature range corresponding to the
decrease of cv from about 2 to its gas-like value 32 (see Figure 6.5). It is observed
that cv decreases very slowly at high temperature. According to Eq. (6.3), λ is
predicted to vary similarly slowly at high temperature. This will be discussed
later.
Using the calculated cv, I have evaluated the shortest wavelength λ using
Eq. (6.3). Some care is needed to find the corresponding k. In Eq. (6.2), the
shortest λ is assumed to be a, corresponding to E = 2NT and cv = 2 [115]. For
specific evaluations of λ, recall that the shortest wavelength in the system with
the shortest length scale a is 2a, therefore k at the crossover from the sound to
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Figure 6.5: Specific heat as a function of temperature for three simulated
densities.
the MFP regime, k?, is k? = 2pi2λ =
pi
a (2cv − 3)
1
3 . I plot k? in Figure 6.3 as blue
stars and observe that in most cases (particularly at higher density) k? lies close
to the deviation of the sound regime from linearity. This constitutes my first
quantitative evidence in support to previous hypothesis that the crossover of
dispersion curves is related to the shortest wavelength available in the system.
k? is plotted as a function of temperature in double-logarithmic plot in
Figure 6.6. It should be noted that Figure 6.6 shows that k? and λ obey the
power law
k? ∝
1
Tα
λ ∝ Tα
(6.4)
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Figure 6.6: Dependence of k? on temperature. The lines are fits to the
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where α is about 0.1.
The existence of a power law is important because it often implies an
underlying dynamical process leading to universal scaling relationships, as it
does in, for example, the phase transitions area. I will re-visit this point below
in my evaluation of l.
As proposed above, the crossovers in Figure 6.3 are related to the shortest
wavelength of the system governed by the mean free path l. l can be directly
evaluated from viscosity in the mean-free path regime: η = 13ρv¯l, where ρ
is density and v¯ is average velocity. Using experimental η from the NIST
database [120] at 500 K, I calculate l and the corresponding k-point as pil . I
plot the calculated k points as red stars in Figure 6.3 and observe that they
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lie close to both k? calculated on the basis of Eq. (6.3) and to the crossover of
dispersion curves. The NIST database does not extend to high temperature,
and so I fit the experimental low-temperature viscosity to the power law (see
the discussion below) and extrapolate η to high temperature. Similarly to
500 K, the calculated k-points from extrapolated viscosity remain close to k?
calculated on the basis of Eq. (6.3) and to the crossover of dispersion curves.
The increase of the distance between red and blue stars at high temperature
compared to low can be related to the reduced reliability of extrapolation to
high temperature.
The proximity of k-points evaluated from λ in Eq. (6.3) and the mean
free path l to each other and to the crossover of dispersion curves consti-
tutes my second quantitative evidence in support to the previous hypothesis
that the crossover of dispersion curves is related to the crossover from the
phonon regime to the MFP regime where the mean-free path limits the shortest
available wavelength as λ = l.
Importantly, the small value of α we observe for λ in Eq. (6.4) is the
same as the temperature exponent of the mean free path l in both experiment
and theory. Experimentally, evaluating l from the experimental supercritical
gas-like viscosity gives l ∝ Tα with α close to 0.1 [115].
Interestingly, the same result l ∝ Tα with α close to 0.1 follows from the
kinetic gas theory. Approximating the Enskog series by the first term and
considering the interatomic interaction in the form of the inverse-power law
U ∝ 1rm gives viscosity η as [5]
η ∝ Ts
s =
1
2
+
2
m− 1
(6.5)
The temperature dependence of l can be predicted using Eq. (6.5) and
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viscosity in the MFP regime η = 13ρv¯l and noting that v¯ ∝ T
0.5. This gives
l ∝ Ts−0.5.
In the limit of large m corresponding to the hard sphere system, (6.5)
predicts s = 12 and, therefore, temperature-independent l. In this limit, l is
governed by density only. Some care is needed to evaluate s for the LJ potential
used in this work. Recall that the function describing the repulsive part of the
LJ potential is governed by both repulsive 1r12 and attractive
1
r6 terms. The net
result is that the effective repulsive function varies as U ∝ 1rm with m = 18–20
[125]. Using this m in (6.5) gives s ≈ 0.6. Using l ∝ Ts−0.5 gives l ∝ T0.1, and I
obtain the same exponent calculated for λ in (6.4).
The coincidence of the temperature behavior of λ and l as power law ∝ Tα
with the same exponent α constitutes my third quantitative evidence in support
to previous hypothesis that the crossover of dispersion curves is related to the
crossover from the sound to the MFP regime and λ = l. Taken together, the
three quantitative estimates support the interpretation of the crossover to the
MFP regime, rather than a trivial deviation of dispersion curves from linearity
close to the zone boundary.
It should be noted that at larger k, the mean free path regime is followed
by the free-particle regime. Indeed, very large k and ω correspond to particles
moving short distances at short times, i.e. the regime of free particles and the
dispersion ω = vk, where v is particle velocity (this also applies to crystals
where large k correspond to scattering from both free particles and phonons
in higher Brillouin zones). I have calculated the dispersion relation for large
ω and k and show examples in Figure 6.7. The calculated slope at large k
agrees with the most probable thermal speed vp =
√
2kBT/m within 9–13% for
different densities. Hence, the MFP regime considered earlier is intermediate
between the sound regime and the free-particle regime in terms of k-values.
I make a remark regarding the values of l. The shortest wavelengths
CHAPTER 6. THE NATURE OF COLLECTIVE EXCITATIONS AND THEIR
CROSSOVER AT EXTREME SUPERCRITICAL CONDITIONS 91
0 2 4 6 8 10 12 14
0
25
50
0
25
50
0
25
50
ρ = 0.8 g/cm3   T = 500 K
ω
 (r
ad
/s
)
k (Å-1)
ρ = 0.65 g/cm3   T = 500 K
ω
 (r
ad
/s
)
ρ = 0.4 g/cm3   T = 300 K
ω
 (r
ad
/s
)
Figure 6.7: Phonon dispersion curves of supercritical Ar at large k at
different density and temperature. Dashed lines are guides for the eye and
show the speed of sound at small k and thermal velocity at large k.
at k-points in Figure 6.6 and the corresponding l are approximately 10–15
Å, or about 3–4 interatomic separations (the small range of l is due to its
slow decrease on the isochores as discussed earlier). This is shorter than l
generally envisaged in the kinetic theory of gases and is to be expected for
dense supercritical fluids as compared to dilute gases [5]. This can explain why
the slope of ω vs k differs from thermal velocity in the MFP regime (thermal
velocity is recovered at large k as discussed above).
Even though l is short, it is nevertheless important from the thermodynamic
point of view because it cuts off phonons with largest frequencies which
contribute most to the system energy [17]. As a result, cv decreases from about
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2 at the Frenkel line (this value has contributions from the kinetic term 32 and
the potential term of the longitudinal mode 12) to the value close to cv of the
ideal gas, 32 . This is seen in Figure 6.5. Short l also implies that, since l is
an average property, its relative fluctuations around the mean value may be
non-negligible, which could explain that in some cases λ and l may deviate
from the observed crossover of dispersion curves in Figure 6.3.
Before concluding, it should be noted that high temperatures were required
to detect the decreasing k at the crossover at fixed density. Although these
temperatures might seem unusually high, there are three reasons why they
are relevant to real systems and experiments. First, liquid argon remains an
unmodified system up to fairly high temperature: the first ionization potential
of condensed liquids is on the order of 105 K. Hence most of my temperature
range where the dispersion relations and crossovers are seen corresponds to
the unmodified non-ionized argon describable by the LJ potential. Second,
performing experiments at realistic constant pressure, rather than constant
density used here, lowers the crossover temperature significantly due to faster
increase of the mean free path when volume increases. Third, performing
the experiments in systems with lower critical point such as Ne implies that
the crossover temperature is lower: the crossover at the largest temperature
simulated here is predicted to be lower by the ratio of Ar and Ne critical
temperatures, or over 3 times.
We note that there is a similarity between the observed crossover of col-
lective excitations and the Ioffe-Regel (IR) crossover. The IR crossover was
intensely studied in disordered systems (see, e.g., Shintani and Tanaka, Na-
ture Materials 2008). The IR crossover corresponds to the crossover between
propagating and non-propagating phonons and was originally introduced
to describe the completely non-propagating case where the phonon mean
free path becomes comparable to the interatomic spacing, so that no phonons
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propagate. In the case of longitudinal modes discussed here, the crossover is
partial: propagating to non-propagating crossover takes place at a distance
equal to the mean-free path l, and phonons with wavelengths above and below
l become propagating and non-propagating, respectively.
6.4 Conclusions
In summary, I presented evidence for propagating solid-like longitudinal
phonons deeply in the supercritical regime, with wavelengths extending to
interatomic separations and observed the crossover of dispersion curves. By
studying temperature dependence of the shortest available wavelength and
mean free paths, I related this effect to the crossover from the collective phonon
to the collisional mean-free path regime of particle dynamics.
Chapter 7
Thermodynamic heterogeneity and
crossover in the supercritical state
of matter
A hallmark of a thermodynamic phase transition is the qualitative change of
system thermodynamic properties such as energy and heat capacity. On the
other hand, no phase transition is thought to operate in the supercritical state
of matter and, for this reason, it was believed that supercritical thermodynamic
properties vary smoothly and without any qualitative changes. Here, I perform
extensive molecular dynamics simulations in a wide temperature range and
find that a deeply supercritical state is thermodynamically heterogeneous, as
witnessed by different temperature dependence of energy, heat capacity and
its derivatives at low and high temperature. The evidence comes from three
different methods of analysis, two of which are model-independent. I propose
a new definition of the relative width of the thermodynamic crossover and
calculate it to be in the fairly narrow relative range of 13-20%. On the basis
of these results, the crossover is related to the supercritical Frenkel line. The
results in this Chapter has been submitted to Journal of Physics: Condensed
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matter.
7.1 Introduction
Transitions between different phases and properties of those transitions have
been one of central themes of condensed matter physics. Ideas and methods
developed in this field are applied to other wide-ranging areas, including
geology, chemistry, quantum field theory and cosmology. First and second-
order phase transitions and related critical phenomena are best-studied [121].
A first-order transition takes place across the boiling line. The line finishes at
the critical point where the transition becomes second-order.
Phase transitions involve phases traditionally defined as physically uni-
form and homogeneous states or regions of space and which have qualitatively
different properties such as different temperature or pressure dependencies
of system characteristics. Interestingly, an absence of a phase transition in
a certain range of thermodynamic parameters (pressure, temperature) does
not necessarily imply that no qualitatively different states exist in that range.
In other words, a transition between two states with qualitatively different
properties can still take place even when the states belong to the same phase in
the traditional definition of this term. When this occurs, we are dealing with
a thermodynamic non-uniformity (heterogeneity) where a smeared transfor-
mation or a crossover takes place between the two states, rather than a phase
transition. Compared to phase transitions, crossovers are less understood
in general, not least because they are more subtle and are more difficult to
detect, but also because their understanding is not developed from a general
theoretical standpoint.
One example of what is believed to be a physically uniform and homo-
geneous state is the supercritical state of matter. Supercritical fluids are
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increasingly deployed in a number of important applications but their theo-
retical understanding is not developed [18]. The supercritical state is loosely
defined to be above the range of thermodynamic parameters above the critical
point. It was widely thought that no qualitative differences exist between
gases and liquids, or any physical states, in the supercritical regime [121, 18].
This belief implied that thermodynamic properties vary smoothly and without
any qualitative changes. Guided by a theoretical consideration of particle
dynamics and modelling results [13, 14, 20], it has been recently proposed
that two qualitatively different states with gas-like and liquid-like properties
exist in the supercritical state and are separated by a crossover centered at
the Frenkel line (FL). Recently, structural and dynamical changes at the FL
have been experimentally confirmed in supercritical neon [80], methane [81]
and CO2 [122]. Here, I focus on important thermodynamic properties of this
crossover and discuss the evidence for the thermodynamic crossover seen as
the change of central system properties such as energy, heat capacity and its
derivatives.
I start by recalling the main idea of the Frenkel line in the supercritical state,
based on the qualitative change of particle dynamics. At low temperature, the
dynamics of liquid particles combine small-amplitude solid-like oscillatory
motion around quasi-equilibrium positions and large-scale diffusive jumps
between neighbouring positions, the picture introduced by Frenkel [1]. This
motion is quantified by the liquid relaxation time τ, the average time between
particle’s jumps. τ is directly related to viscosity and other important liquid
properties. The FL proposal is based on considering how τ changes with
temperature (pressure). Below the critical point, τ decreases with temperature
until the liquid crosses the phase transition line and boils. Above the critical
point where no phase transition intervenes, τ continuously decreases with
temperature until it reaches its limiting value comparable with the shortest
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(Debye) transverse oscillation period τD. When τ ≈ τD, a particle spends
about the same time oscillating as diffusing, at which point the oscillatory
component of particle motion is lost. The crossover from combined oscillatory
and diffusive particle motion to purely diffusive is the crossover at the FL.
The dynamical crossover can be operationally defined from the disappear-
ance of minima of velocity autocorrelation function (VAF), corresponding to
monotonic VAF decay as in a gas [14]. This gives the FL on the phase diagram
which coincides with cv = 2, where cv is specific heat and kB = 1. There
is a good reason for this coincidence because cv = 2 signifies a particular
dynamical and thermodynamic state of the system as discussed below.
Frenkel predicted [1] that at short times t < τ or high frequency ω > 1τ
(by a factor of 2pi), the liquid behaves like a solid and therefore supports two
solid-like transverse modes. The range in which transverse modes propagate
shrinks with temperature, starting from the lowest frequency (or, to be more
precise, from the smallest k-point or largest wavelength as discussed in detail
later). Eventually, the liquid exhausts the frequency range at which it can
support transverse modes, the result confirmed by direct molecular dynamics
simulations [113]. At this point, liquid potential energy is given by the potential
energy of one remaining longitudinal mode only, or T2 per particle. Together
with the kinetic contribution 3T2 , the energy per particle becomes 2T, giving
the specific heat cv = 2 [17]. On further temperature increase, it is now the
longitudinal mode that starts shrinking in range, starting from the shortest
wavelength because the wavelength can not be shorter than the particle mean
free path [17, 115].
Therefore, different collective modes evolve with temperature differently be-
low and above the FL. This provides the key to predicting the thermodynamic
crossover at the FL: since each mode contribute the energy T per particle to
the total energy of the supercritical system, the energy and its derivatives are
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predicted to have different temperature dependence below and above the FL
(below I give specific equations for the system energy below and above the FL),
i.e. exhibit a crossover around cv = 2. However, there has been no detailed
study of actual functional dependencies of the energy, cv and its derivatives
below and above the FL and the associated crossover from its low-temperature
to high-temperature regime. Another important open question is how wide is
the thermodynamic crossover? Is the crossover range comparable to the entire
range of variation of thermodynamic functions, or is it localised around the
predicted cv = 2?
In this Chapter, I perform extensive molecular dynamics simulations of su-
percritical system in a very wide temperature range and analyze the functional
dependence of energy, cv and its derivatives below and above the FL. Two of
my analysis methods are model-independent and do not rely on any prior
knowledge related to a crossover. The analysis shows that the supercritical
state is thermodynamically heterogeneous, with different temperature depen-
dence of energy, cv and its derivatives at low and high temperature. I find that
the thermodynamic crossover corresponds to the Frenkel line, and is of a fairly
narrow relative width of 13-20%.
7.2 Methods
I have performed extensive parallel molecular dynamics (MD) simulations of
supercritical liquid Ar using the Lennard-Jones (LJ) potential and constant
volume and energy ensemble using two densities, 1.5 and 1.9 g/cm3. The
simulated temperature starts from just above the melting temperature and
increases to very high temperatures deep in the supercritical state up to 50,000
K, corresponding to 215 times the critical temperature. In this work I study
energy derivatives, cv and its derivative. This is often done by fitting the energy
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points and subsequently differentiating the fit. I find that the resulting cv and
its derivatives can depend on the type of fit used. For this reason, I do not fit
the energy. Instead, I simulate 510 temperature points for each density using a
high-performance computing cluster. Each run involves 30 ps of equilibration
and further 50 ps of production runs during which the calculated properties
are averaged. Each temperature simulation is repeated 20 times using different
starting conditions, and the calculated energy at each temperature is further
averaged over 20 different runs. This averaging was found to be essential in
order to reduce fluctuations of energy derivatives, particularly large at high
temperature. In total, I performed 20,000 MD runs, equivalent to over 100,000
processor-hours or over 11 processor-years.
7.3 Results and discussion
This study focuses on temperature dependence of energy E, cv = 1N
dE
dT and its
derivatives. cv at two densities is shown in Figure 7.1. As discussed above, the
predicted crossover of thermodynamic properties takes place at temperature
corresponding to cv = 2. This corresponds to the temperature range of
about 1000-4000 K at both densities. This temperature range corresponds to
approximately 10− 30Tc (Ar critical temperature is Tc = 151 K) and hence
the crossover can not be attributed to the Widom line, the line of persisting
near-critical anomalies [22] which disappears after about 3Tc [123, 124].
It should be noted that the crossover at cv = 2 assumes that each mode
contributes T2 to the energy as in the harmonic case. Intrinsic anharmonicity,
present in experiments and MD simulations, can alter cv somewhat [17],
implying that the crossover of cv takes place around cv = 2 but not exactly at
it.
Three methods of analysis are performed. In the first, model-independent
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Figure 7.1: cv calculated for density 1.5 g/cm3 (top) and 1.9 g/cm3 (bottom).
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method, I focus on temperature dependence of the system energy and fit the
low-temperature and high-temperature parts of the energy to the simplest
three-parameter function with a varying power exponent, E = A + BTC. The
high-temperature fitting range starts from temperature 3000 K above the
predicted crossover range so that the analysis is not affected by the prior
knowledge of the crossover temperature and finishes at 50,000 K, over ten
times the crossover temperature. The low-temperature fitting range starts from
just above the critical temperature and finishes 1000 K below the crossover
range. The coefficient of determination related to the goodness of the fit, R2, is
significantly higher if the fit is performed for low- or high-temperature range
as compared to the entire range: in the first case 1− R2 is 10-100 times larger
than in the second case. I define and calculate the difference parameter D:
D = (E− Eh)2 + (E− El)2 (7.1)
where Eh and El are fitted energies in the high- and low-temperature range,
respectively.
D can be used to study whether a given curve represents one or two
different functional dependencies. If E(T) is described by a single function, D
is zero or a small value related to fitting errors. If low and high-temperature
dependence of E(T) is given by two different functions, El and Eh will make
zero contributions to D at low and high T, respectively and, conversely, large
contributions to D at high and low T. This, together with D being positive,
implies that D has a minimum. Large D at either low or high T indicates that
this temperature is far away from the crossover between the two functions.
At the minimum, neither Eh nor El fit the function as well as they do on the
asymptotes but do not make a large contribution to D. Hence, the minimum
of D approximately corresponds to the crossover between the two functions.
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I plot D for two densities in Figure 7.2 and make two important observa-
tions. First, a very deep minimum of D is observed for both densities. Second,
the minimum develops at temperatures around 1000 K and 4000 K at both
densities. It is observed that these are the temperatures at which cv = 2 at both
densities in Figure 7.1, corresponding to the crossover at the Frenkel line.
Similarly to the first method, my second method of analysis is model-
independent and deals with cv and its derivaties. It is observed that cv changes
slowly at high temperature in Figure 7.1 and crosses over to a much steeper
function at low temperature. The double-logarithmic plot of cv is not linear
(see the inset to Figure 7.1), implying that the temperature dependence of cv
can not be described by a power law. To address the change of slope of cv in
more detail, I calculate dcvdT using the data in Figure 7.1 and observe a slow and
nearly constant behavior at high temperature which crosses over to a much
steeper dependence at low temperature. The crossover from the small to large
slope is in the range of about 1000-3000 K for both densities. This is close to
the temperature range at which cv = 2 in Figure 7.1, corresponding to the
crossover at the FL.
Next, I fit dcvdT and show the fit in Figure 7.3a (the inset shows the semi-
logarithmic plot highlighting the low-temperature range with the large slope).
Using the fit, I calculate the second derivative d
2cv
dT2 and plot it in Figure 7.3b,
together with the semi-logarithmic plot highlighting the low-temperature
range with the steep slope). A similar behavior of the second derivative is
observed: the crossover from slow high-temperature to steep low-temperature
behavior. The crossover is in the range 1000-2000 K for both densities and is
close to the temperature range where cv = 2 at the FL.
In view of the very wide temperature range considered in Figure 7.1, the
closeness of the crossover temperatures of first and second derivatives to
temperatures where cv = 2 is particularly encouraging.
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Figure 7.2: Difference parameters D calculated for density 1.5 g/cm3 (top)
and 1.9 g/cm3 (bottom).
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Figure 7.3: (a) shows dcvdT and its fit for density 1.5 g/cm
3; (b) shows d
2cv
dT2
calculated as the derivative of the fit in (a), with the dashed lines showing
straight-line approximations to the low- and high-temperature range. The
insets show the same graphs in the semi-logarithmic plots to highlight the
low-temperature range with steep slopes. (c) and (d) show the same for
density 1.9 g/cm3.
On the basis of Figure 7.3, the width of the thermodynamic crossover, W,
is discussed. There is no universal approach to defining the crossover width.
If low and high-temperature range of a function in question (or its certain
transformation) are close to straight lines, the crossover width is given by the
difference between temperatures at which deviations from the straight lines are
seen. However, this definition is not unique and depends on the path chosen
on the phase diagram (I have chosen the constant-volume path for convenience
of calculating cv). Indeed, a constant-pressure path gives a different W: density
decrease with temperature results in faster temperature decrease of τ below
the FL and faster increase of the mean free path l above the FL and, therefore,
gives a smaller W.
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In order to alleviate the issues related to the dependence of the crossover
width on the path on the phase diagram, I propose a definition of the crossover
that is based on cv itself (or functions of cv) rather than on thermodynamic
parameters such as temperature or pressure. The relative width of the specific
heat crossover is defined as
W =
clv − chv
ccrv
(7.2)
where clv and chv are values of cv corresponding to the deviation of cv or its
function from their low- and high-temperature behavior and ccrv = 2 is the
value of cv at the FL crossover.
Observing that low- and high-temperature range of d
2cv
dT2 can be approxi-
mated by the straight lines, clv and chv are obtained by taking the deviation
temperatures from Figure 7.3b,d and subsequently finding the corresponded
cv from Figure 7.1. It should be noted that there is a slight ambiguity in finding
the deviation temperatures related to how one chooses to draw the straight-
line approximation, particularly in the low-temperature range. Whereas this
may affect the deviation temperature, the corresponding variation of cv in
Figure 7.1 is insignificant. I find clv = 2.15 and chv = 1.895 for low density and
clv = 2.3 and chv = 1.9 for high density. Eq. (7.2) gives W of 13% and 20% at
low and high density, respectively. The smaller W is close to the width of the
experimental structural crossover of 10-12 % in supercritical Ne [80].
In my third method of analysis, I continue to analyze the temperature
dependence of the system energy. This method is based on linearizing the
energy by transforming the energy functions into linear dependencies using
recent theoretical predictions. This method of analysis might be viewed as
a less general analysis method, however it is widely used in the analysis of
experimental and modelling data. The key to calculating the energy below the
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FL is accounting how the range of solid-like transverse modes shrinks with
temperature. In the Frenkel picture where transverse modes propagate above
frequency ωF = 1τ , the energy of transverse modes per particle is calculated
to be [17] Et = 2T
(
1−
(
ωF
ωD
)3)
, where ωD is Debye frequency. A more
detailed analysis [17] gives the dispersion relation of transverse modes as
ω =
√
c2k2 − 1
τ2
, which implies the gap in k-space, kg = 1cτ . Ascertained on
the basis of direct modelling results [77], the gap implies that the range of
transverse modes shrinks with temperature because τ increases. Et can be
calculated as either the integral over k-space or frequency, and gives the same
Et as above [77, 114]. As shown previously [17], adding the energy of the
remaining longitudinal mode and the kinetic energy gives the total liquid
energy per particle as discussed previously:
E = E0 + T
(
3−
(
ωF
ωD
)3)
(7.3)
where E0 is the temperature-independent term giving the energy at zero
temperature.
Using Eq. (7.3), the energy below the FL can be linearized as follows. Using
the commonly considered Vogel-Fulcher-Tammann (VFT) law for temperature
dependence of ωF = ωDe
− UT−T0 , where U and T0 are VFT parameters, fl is
introduced as fl = 1
ln
(
3− E−E0T
) . According to Eq. (7.3), fl = −T−T03U . Hence, fl
is predicted to be a linear function of temperature.
Calculating the energy above the FL involves considering how the remain-
ing longitudinal mode changes with temperature. Recall that above the Frenkel
line, the oscillatory component of particle motion is lost and only the gas-like
diffusive motion remains. As temperature increases, the particle mean free
path l grows. Because the system can not oscillate at wavelengths shorter than
l, l sets the smallest wavelength of the remaining longitudinal wave in the
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system. As shown previously [17, 115], adding the energy of this mode to the
kinetic energy of atoms gives the total energy per particle of the supercritical
fluid above the FL as:
E = E0 +
3
2
T +
1
2
T
(
1 +
αT
2
)( a
l
)3
(7.4)
where a is the interatomic separation and α is the coefficient of thermal expan-
sion that makes an anharmonic contribution to the mode energy, significant at
high temperature above the FL.
Using Eq. (7.4), the energy above the FL can be linearized by introducing
fh =
E−E0− 32 T
1+ 12αT
. According to Eq. (7.4), fh = 12 T
( a
l
)3. l can be calculated from
the gas-like viscosity as η = 13ρv¯l, where ρ is density and v¯ is average velocity.
Using experimental η, it has been shown earlier that l depends on temperature
as power law, l ∝ Tα [115]. The same result follows from the kinetic gas
theory: approximating the Enskog series by the first term and considering
the interatomic interaction in the form of the inverse-power law U ∝ 1rm gives
viscosity η as η ∝ Ts, where s = 12 +
2
m−1 [5]. Combining it with η =
1
3ρv¯l, I
get l ∝ T
2
m−1 because v¯ ∝ T
1
2 . Hence, fh = 12 T
( a
l
)3 follows the power law and
is the linear function in the double-logarithmic plot.
To calculate fh, α needs to determine first. Since my energy calculations are
at constant density, I perform new calculations at constant pressure enabling
the calculation of α = 1V0
V−V0
T . α depends on pressure which increases with
temperature in the constant-density simulations used for energy calculations.
To calculate α, I used the pressure in the middle of the pressure range in
constant-density simulations. The calculated α as a function of temperature is
shown in Figure 7.4. Interestingly, it is observed that α in the gas-like regime
above the FL decreases approximately as inverse power law, as expected from
the ideal gas equation of state. Using α(T) from Figure 7.4, fh is calculated at
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α
T e m p e r a t u r e ( K )
Figure 7.4: Thermal expansion coefficient calculated at 50 kbar for Ar at
density ρ =1.9 g/cm3.
each temperature.
I plot fl and fh at two densities in Figure 7.5. Consistent with theoretical
predictions, we observe a linear temperature dependence of fl in the low-
temperature range and linear slope of fh in the high-temperature range in the
double-logarithmic plot. Deviations from the linearity are seen and take place
at temperatures close to the crossover temperature at both densities. This is
expected because the theoretical results Eq. (7.3) and Eq. (7.4) are designed
to work for 2 < cv < 3 and 1.5 < cv < 2, respectively. The important insight
from this analysis is that linearizing the energy using a theoretical model
works for either low- or high-temperature range but not both. This provides
further support to the previous results that there are two supercritical regimes
characterized by different temperature dependencies of the energy, with an
accompanying thermodynamic crossover.
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Figure 7.5: fl and fh shown at low density 1.5 g/cm3 in (a)-(b) and high
density 1.9 g/cm3 in (c)-(d). The dashed lines show the linear regimes at
low and high temperature, respectively.
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In addition to linearizing energy functions, Eqs. (7.3) and (7.4) provide
a physical explanation for why cv has two different functional dependencies
at low and high temperature and its very different slopes in particular. The
physical properties of interest are ωF in Eq. (7.3) and l in Eq. (7.4). ωF in Eq.
(7.3) increases faster-than-exponential with temperature, namely as the VFT
law discussed above. This gives fast disappearance of transverse modes with
temperature and large slope of cv and its derivatives in Figure 7.3. On the
other hand, l in Eq. (7.4) is a slow function of temperature. Indeed, l ∝ Tα with
α close to 0.1, as followed from the experimental gas-like viscosity η = 13ρv¯l
[115]. The same result follows from the kinetic gas theory [5] as mentioned
earlier: l ∝ T
2
m−1 , where m is the exponent of the interaction potential U ∝ 1rm .
Recall that the function describing the repulsive part of the LJ potential is
governed by both repulsive 1r12 and attractive
1
r6 terms, with the net result
that the effective m is 18-20 [125]. Consistent with the previous result, this
gives α close to 0.1, explaining why cv and its derivative are slow functions of
temperature.
7.4 Conclusions
In summary, I have established thermodynamic heterogeneity of the supercriti-
cal state using three different methods of analysis. The associated thermody-
namic crossover has the relative width in the range 13-20 % and corresponds to
the Frenkel line. My results do not preclude the existence of a phase transition
in a narrow temperature range close to cv = 2 and call for a more detailed
investigation of this point.
Chapter 8
Conclusions
In this thesis, I addressed a challenging problem of understandings thermody-
namic and dynamical properties of liquids and supercritical fluids.
I started with revisiting the solid-like approach to liquid thermodynamics
based on collective modes. This was extended to calculating the energy and
the heat capacity in liquid-like supercritical state which is the area below the
Frenkel line in the phase diagram. Extensive molecular dynamics simulations
of liquid energy and specific heat showed that liquid thermodynamics can be
understood on the basis of high-frequency collective modes. A more general
implication is that, contrary to the prevailing view, liquids are emerging as
systems amenable to theoretical understanding in a consistent picture as is
the case in solid state theory. I have found this to be the case for several
important types of liquids at both subcritical and supercritical conditions
spanning thousands of Kelvin.
I subsequently addressed the structural crossover at the Frenkel line and its
relationship to the dynamical and thermodynamic crossover. Pair distribution
functions of Ar and Fe plotted in a wide temperature range show the structural
crossover and I found different slopes of PDF heights below and above the
Frenkel line. My preliminary results show a similar effect for supercritical
112
CHAPTER 8. CONCLUSIONS 113
CO2.
I have calculated the Grüneisen parameter of supercritical matter for two
model systems in a very wide range of pressure and temperature and found
that γ varies in a wide range which interestingly includes the solid-like values.
This result was rationalized by considering the relative weights of oscillatory
and diffusive components of the supercritical system below the Frenkel line. I
also found that γ is nearly constant along the Frenkel line and explained this
finding using the scaling of system properties along the lines where particle
dynamic changes qualitatively.
I presented evidence for propagating solid-like longitudinal phonons deeply
in the supercritical regime, with wavelengths extending to interatomic separa-
tions and observed the crossover of dispersion curves. By studying temperature
dependence of the shortest available wavelength and mean free paths, I re-
lated this effect to the crossover from the collective phonon to the collisional
mean-free path regime of particle dynamics.
Finally, I have established thermodynamic heterogeneity of the supercritical
state using three different methods of analysis. The associated thermodynamic
crossover has the relative width in the range 13-20 % and corresponds to the
Frenkel line.
There are several interesting immediate questions to explore in the future
work.
First, it would be interesting to see more experimental work on the struc-
tural crossover, in addition to Ne, CH4 and CO2.
Second, future experiments can address the crossover of longitudinal exci-
tations from the sound-like dispersion to the mean-free-path regime.
Third and finally, both modelling and experiments should address the
issue of the thermodynamic crossover in the supercritical systems at cv=2.
This should be done with finer temperature revolution. This will enable us to
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calculate the width of the crossover more precisely and answer an important
question of whether a phase transition operated at the Frenkel line.
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