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Abstract
We consider generalized versions of the massless spin-boson model.
Building on the recent work in [DRK12a] and [DRK12b], we prove asymp-
totic completeness.
1 Introduction
This paper is concerned with the scattering theory for generalized spin-boson
models with massless bosons. That is, we consider a spin system (an “atom”)
coupled to a scalar field of quantized massless bosons. With the help of previ-
ously established properties, such as relaxation to the ground state and a uni-
form bound on the number of soft bosons, we now show that asymptotic com-
pleteness holds provided the excited states of the uncoupled system of spin and
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bosons have finite life times once the interaction is turned on. (Fermi-Golden
Rule condition.)
To describe our main result and its proof we now introduce the system in
some detail. We confine ourselves to a concrete system satisfying all our as-
sumptions. More general hypotheses are described in the next section. Our
model consists of a small system (atom, spin) coupled to a free bosonic field.
The Hilbert space of the total system is
H = HS ⊗HF
where HS = C
n for some n < ∞ (S for “small system”) and the field space HF
is the symmetric Fock space over L2(R3). The total Hamiltonian is of the form
H = HS ⊗ 1 + 1⊗HF +HI
where HS is a hermitian matrix with simple eigenvalues only, and HF denotes
the Hamiltonian of the free massless field. The coupling operator HI is of the
form
HI = λD ⊗
∫
R3
(
φˆ(k)a∗k + φˆ(k)ak
)
dk.
Here D = D∗ is a matrix acting on HS, λ ∈ R is a sufficiently small coup-
ling constant, and a∗k, ak are the usual creation and annihilation operators of a
mode k ∈ R3 satisfying the “Canonical Commutation Relations”. The func-
tion φˆ ∈ L2(R3) is a “form factor” that imposes some infrared regularity and
an ultraviolet cutoff: simple and sufficient assumptions are that φˆ has compact
support and that φˆ ∈ C3(R3\{0})with
φˆ(k) = |k|(α−1)/2, |k| ≤ 1,
for some α > 0. This assumption ensures, e.g., thatH has a unique ground state
Ψgs. To rule out the existence of excited bound states we assume the Fermi-
Golden Rule condition stated in the next section. Further spectral input is not
needed but our results do certainly have non-trivial consequences for the spec-
trum of H .
Under the time-evolution generated by H it is expected that every excited
state relaxes to the ground state by emission of photons whose dynamics is
asymptotically free. The existence of excited states with this property is well
known [FGS01, GZ09]; they are spanned by products of asymptotic creation
operators applied to the ground state Ψgs, that is, by vectors of the form:
a∗+(f1) . . . a
∗
+(fm)Ψgs = lim
t→∞
ei(H−E)ta∗(f1,t) . . . a
∗(fm,t)Ψgs,
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where ft = e
−iωtf and ω(k) = |k|. Asymptotic completeness of Rayleigh scat-
tering means that the span of these vectors is dense in H . In particular, the
representation of the CCR given by the asymptotic creation and annihilation
is equivalent to the Fock representation; non-Fock representation such as those
discussed in [DG04] do not occur.
Asymptotic completeness of Rayleigh scattering is expected to hold for a
large class of models of atoms interacting with quantized radiation. Yet, des-
pite considerable efforts [HS95, DG99, FGS02a, Ge´r02], it has so far resisted a
rigorous proof. The main stumbling blocks were the lack of time-independent
photon bounds and a the lack of a quantitative understanding of a property
called relaxation to the ground state (the zero temperature analog of return to
equlibrium), which is known to follow from asymptotic completeness [FGS01].
For the spin-boson model, these problems were solved in the previous papers
[DRK12a, DRK12b]. We now use these results and expand on them to give a
complete proof of asymptotic completeness for a fairly large class of massless
spin-bosons system. Independently from us Faupin and Sigal had embarked
on a similar project using results from [DRK12a]. They obtain AC for a class of
spin-boson models very similar to ours.
Our proof of asymptotic completeness relies onmethods and tools developed
for the purpose of establishing the relaxation to equilibrium (and non-equilibrium
steady states) of systems at positive temperature. These methods are based on
analogues with one-dimensional statistical mechanics. In fact, by a cluster ex-
pansion we have previously shown (in [DRK12a]) that a weak form of relaxa-
tion to the ground state holds, by which we mean that
lim
t→∞
〈Ψt, OΨt〉 = 〈Ψgs, OΨgs〉 (1.1)
for a suitable C∗ algebra of observables O. Our second key tool, established by
the same cluster expansion, states that the number of soft photons emitted in
the process of relaxation is uniformly bound in time. More precisely, there exits
a constant κ > 0 such that
sup
t
〈Ψt, eκNΨt〉 <∞ (1.2)
where N denotes the number operator on Fock space. Our third key ingredient
concerns the number of bosons in a ball |x| < vtwhere v < 1, the speed of light.
We show that
〈Ψt, dΓ(θt)Ψt〉 = 〈Ψgs, dΓ(θt)Ψgs〉+O(〈t〉−α) (1.3)
where θt denotes a smoothed characteristic function of the set {x ∈ R3 | |x| ≤ vt}
with some v < 1. Moreover, if θt is replaced by θtc then (1.3) holds uniformly in
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tc with |λ|−2 ≤ tc ≤ t. This propagation bound and soft-photon bound were es-
tablished in [DRK12b] by a slight variation of the cluster expansion mentioned
above (in the case of the soft-photon bound, this adjustment was even unneces-
sary and one could have simply copied the treatment of [DRK12a], as was also
remarked in [FS12a])
Our basic strategy for proving asymptotic completeness is the usual one
from time-dependent scattering theory [SS87, Gra90]. In the present context
this means that we construct a suitable (right-)inverse Z of the wave operator
W+ define by
W+a
∗(f1) . . . a
∗(fm)Ω = a
∗
+(f1) . . . a
∗
+(fm)Ψgs.
The identity W+Z = 1 in H shows that W+ has full range, which is equival-
ent to asymptotic completeness as explained above. Our tools, however, are
certainly not the usual ones: the properties (1.1)-(1.3) augmented by a strong
form of the local relaxation (1.1), see Proposition 4.1, are enough for establish-
ing both the existence of Z and the identityW+Z = 1. Important standard tools
from scattering theory, such as propagation estimates andMourre estimates, are
not needed in the present work.
We conclude this introduction with a discussion of previous work on Rayleigh
scattering and asymptotic completeness (AC) in models similar to ours. In
’97 Spohn considered an electron that is bound by a perturbed harmonic po-
tential and coupled to the quantized radiation field in dipole approximation
[Spo97]. Knowing AC for the harmonically bound particle, a result due to Arai
[Ara83], he concludes AC in his perturbed model by summing a Dyson series
for the inverse wave operator. This is the first proof of AC in a non-solvable
model with massless bosons. AC in more general models of a bound particle
coupled to massive bosons was established by [DG99] and by [FGS02a]. These
works adapt the methods from many-body quantum scattering, i.e. Mourre es-
timates and propagation estimates, to non-relativistic QFT. Consequently the
Mourre estimate for massless bosons was a main concern of subsequent work
[Ski98, GGM04, FGS08]. For interesting partial results on massless boson scat-
tering assuming a Mourre estimate we refer to [Ge´r02].
Most recently, in [FS12b, FS12a], Faupin and Sigal succeeded in establish-
ing AC for a large class of models of atoms interacting with quantized radi-
ation. They assume a time-independent bound on 〈Ψt, dΓ(1/|k|)2Ψt〉. Based on
this assumption they establish AC for a large variety of models including non-
relativistic QED and spin-boson models. Following the strategy in [DRK12a],
a bound on 〈Ψt, dΓ(1/|k|)2Ψt〉 can be obtained in the same way as a bound on
〈Ψt, N2Ψt〉 upon slightly strenghtening the infrared assumption, as is remarked
in [FS12a]. For a certain class of spin-bosonmodels (similar to ours), Faupin and
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Sigal have thus proven AC prior to us. However, given the methods and results
from [DRK12a], which are needed by them as well, we believe our approach to
AC for spin-boson models is simpler.
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2 Assumptions and Results
We now describe the class of spin-boson models considered in this paper along
with all assumptions. It is instructive to do this in d rather than 3 space dimen-
sion, although we shall later confine ourselves to 3 dimensions for simplicity.
This section also serves us for collecting frequently used notations.
2.1 Notations
The symmetric Fock-space over a one-particle space h is denoted by Γ(h)which
is defined by
Γ(h) =
∞⊕
n=0
PSh
⊗n (2.1)
with PS is the projection to symmetric tensors and h
⊗0 ≡ C. Hence HF = Γ(h)
with h = L2(Rd). We define the finite-photon space
Dfin := ∪n∈N1N≤nHF, (2.2)
and we write also Dfin for HS ⊗Dfin.
By a∗(f) and a(f)we denote the smeared creation and annihilation operators
in HF that are related to a
∗
k and ak by
a∗(f) =
∫
f(k)a∗k dk, a(f) =
∫
f(k)ak dk.
Their sum is the self-adjoint field operator Φ(f) = a∗(f)+a(f), which generates
the Weyl-operator
W(f) = eiΦ(f). (2.3)
Our assumptions on form factor and initial states are conveniently expressed in
terms of the following spaces:
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Definition 2.1. For 0 < α < 1 the subspace hα ⊂ h consists of all ψ ∈ h such
that ψˆ ∈ C3(Rd \ {0}) has compact support, and, for all multi-indices m with
|m| ≤ 3,
|∂mk ψˆ(k)| ≤ C|k|(β−d+2)/2−|m| (2.4)
for some β > α and C <∞. By an easy application of Lemma A.1 of [DRK12b],
any ψ ∈ hα satisfies
|ψ(x)| ≤ C(1 + |x|)−min{ d+β+22 ,3} (2.5)
for some β > α.
The subspace Dα ⊂ H is defined by
Dα := Span{ψS ⊗W(f)Ω | ψs ∈ HS, f ∈ hα}. (2.6)
It is dense in H because hα is dense in h.
The following notation is very convenient and often used in this paper: If
Ψ ∈ H = Ha ⊗Hb and γ ∈ Ha, then Ψγ = 〈γ|Ψ ∈ Hb is defined by
η ⊗ 〈γ|Ψ = (|η〉〈γ| ⊗ 1)Ψ, for η ∈ Ha.
It follows that 〈η ⊗Ψγ,Φ〉 = 〈Ψγ,Φη〉 and ‖〈γ|Ψ‖2 = 〈Ψ, (|γ〉〈γ| ⊗ 1)Ψ〉.
2.2 Model and Assumptions
Recall from the introduction that the system we consider is described by a
Hamiltonian H on H = HS ⊗HF that is of the form
H = HS ⊗ 1+ 1⊗HF +HI. (2.7)
The free field operator HF and the interaction operator HI are given by
HF = dΓ(ω) =
∫
Rd
ω(k)a∗kakdk, ω(k) = |k|,
HI = λD ⊗ Φ(φ).
In the following we describe our assumptions on the matricesHS,D and the
form factor φ. These choices and assumptions are assumed to hold throughout
the article with the exception of the present Section 2, where we will state some
earlier results that do not require these strong assumptions. The infrared (small
Fourier mode k) behavior of the form factor determines temporal correlations
in the model and some regularity near k = 0 is needed:
Assumption 2.1 (α-Infrared regularity). The form factor φ is in hα and the di-
mension d = 3.
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Of course, the restriction to d = 3 is not really necessary provided one modi-
fies slightly the infrared assumption but we prefer to keep it for simplicity. Our
second assumption ensures that the coupling is effective:
Assumption 2.2 (Fermi Golden Rule). We assume that the spectrum of HS is
non-degenerate (all eigenvalues are simple) and we let e0 := min σ(HS) (atomic
ground state energy). Most importantly, we assume that for any eigenvalue
e ∈ σ(HS), e 6= e0, there is a set {ei}ni=1 of eigenvalues such that
e = en > en−1 > . . . > e1 > e0, (2.8)
and for all i = 0, . . . , n− 1,
Tr[PiDPi+1DPi]
∫
Rd
dk δ(|k| − ei − ei+1)|φˆ(k)|2 > 0. (2.9)
Here Pi denotes the projection onto the eigenspace associated with ei. The right
hand side is well-defined since φˆ is continuous.
2.3 Results
The following results on the ground state and its properties are prerequisites for
our definition of the wave operator.
Theorem 2.3 ([BFS98, Ge´r00]). Let the form factor φ satisfy φ/ω ∈ h. Then the
ground-state energy
Egs = inf
‖Ψ‖=1
〈Ψ, HΨ〉 (2.10)
is finite; Egs ≤ infHS, and there is a vector Ψgs ∈ H such that
HΨgs = EgsΨgs (2.11)
If the coupling constant |λ| is sufficiently small, then such a Ψgs is unique (up to scalar
multiplication).
The uniqueness of the ground state for small |λ| follows from the simplicity
of the eigenvalue e0 := min σ(HS) by an overlap argument that is probably due
to [BFS98].
Additionally, we need an exponential localization property of photons, namely:
Lemma 2.4. Assume Assumptions 2.1 and 2.2 and let |λ| be sufficiently small. Then,
for some κ > 0,
〈Ψgs, eκNΨgs〉 <∞. (2.12)
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This property is proven in this paper, at the end of Section 4. Earlier results,
exhibiting somewhat weaker localization, can be found in [Hir03].
To describe scattering, let us introduce the standard identification operator
I : HF → H
Ia∗(f1)a
∗(f2) . . . a
∗(fm)Ω := a
∗(f1)a
∗(f2) . . . a
∗(fm)Ψgs (2.13)
for f1, . . . , fm such that (1 + |k|−1)fj ∈ h, and then extended to a closed oper-
ator, see e.g. [HS95]. Note that the adjoint of I is densely defined and hence
I is closable. The well-known Cook’s argument yields the following standard
result:
Theorem 2.5. The wave operators
W±Ψ := lim
t→∞
WtΨ, WtΨ = e
∓itHIe±it(Egs+HF)Ψ (2.14)
exist for Ψ in a dense subset of Dfin. They satisfy ‖W±Ψ‖ = ‖Ψ‖ and therefore W±
extends to an isometry HF → H .
Existence of wave operators for a large class of models with massive and
massless photons is established in [HK69, DG99, FGS01, GZ09].
Our main result complements the former statement by establishing
Theorem 2.6 (Asymptotic completeness). Assume Assumptions 2.1 and 2.2. Then
there is a λ0 > 0 such that for any coupling strength λ satisfying 0 < |λ| ≤ λ0;
RanW± = H . (2.15)
Remark 2.7. We will only discussW+. To treatW−, it suffices to define a time-reversal
operator (antilinear involution)
Θ = ΘS ⊗ΘF (2.16)
where ΘS is complex conjugation in a basis diagonalizing HS, and ΘF = Γ(θF) with
θFψ(q) = ψ(−q). Then we check that, if H satisfies our assumptions, then ΘHΘ
satisfies them as well.
3 Technical tools
In this section, we list all the tools that we use which are not proven in the
present paper, or only in the appendix. By smooth indicators θ, we mean spher-
ically symmetric functions in C∞0 (R
d), i.e. θ(x) = θ(|x|), with 0 ≤ θ ≤ 1, and
we write θt(x) = θ(x/t). All the following lemmata hold for sufficiently small λ,
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uniformly in λ. From now on, we always assume that Assumptions 2.1 and 2.2
hold. Moreover, we write throughout this section
Ψt = e
−itHΨ0 with Ψ0 ∈ Dα.
The first tool is the weak relaxation to the ground state.
Lemma 3.1 (Weak relaxation [DRK12a]). Let the C∗-algebra Wα be generated by
S ∈ B(HS) andW(ψ), ψ ∈ hα. For any O ∈ Wα, we have
lim
t→∞
〈Ψt, OΨt〉 = 〈Ψgs, OΨgs〉 (3.1)
Wewill also need the time-independent bound on the total number of photons.
Lemma 3.2 (Photon bound [DRK12a]). There is a κ > 0 such that
sup
t
〈Ψt, eκNΨt〉 ≤ C <∞ (3.2)
with C depending on Ψ0 ∈ Dα and κ.
The following result describes the localization of photons in the ground
state.
Lemma 3.3 (Localization of ground state photons). Let θ be a smooth indicator
such that Suppθ ⊂ {0 < |x|}. Then
〈Ψgs, dΓ(θt)Ψgs〉 = O(〈t〉−α) (3.3)
The next lemma bounds the number of photons after time t in spatial regions
around the atom.
Lemma 3.4 (Propagation bound [DRK12b]). Let θ be a smooth indicator such that
Suppθ ⊂ {|x| < 1}. Then for any time tc ≥ |λ|−2 the limit a(θ, tc) := limt→∞〈Ψt, dΓ(θtc)Ψt〉
exists and moreover
〈Ψt, dΓ(θtc)Ψt〉 = a(θ, tc) +O(〈t〉−α) (3.4)
uniformly for tc ∈ [|λ|−2, t].
In Section 4, we will identify
a(θ, t) = 〈Ψgs, dΓ(θt)Ψgs〉 (3.5)
Note that in the case where 0 6∈ Suppθ, we can combine this propagation bound
and (3.5) with Lemma 3.3 to conclude that
〈Ψt, dΓ(θt)Ψt〉 = O(〈t〉−α) (3.6)
Finally, we need a more detailed photon bound
Lemma 3.5 (Soft photon bound [DRK12b]). For any ǫ > 0, we have
sup
t
〈Ψt, dΓ(1|k|≤ǫ)Ψt〉 ≤ Cǫα/2 (3.7)
with C depending on Ψ0 ∈ Dα and α, but not on ǫ.
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4 Strong local relaxation
In Lemma 3.1, we saw that the system relaxes to the ground state in a weak
sense. The following result expresses that, locally in space, it also relaxes in a
strong sense. This will also allow us to identify the numbers a(θ, t) in Lemma
3.4.
Let B(r) ⊂ R3 be the ball with radius r in position space and Bc(r) = R3 \
B(r). We will often split
H = HB(r) ⊗HBc(r) (4.1)
where it is understood that the small system is incorporated in the inner sphere,
i.e.
HB(r) := HS ⊗ Γ(L2(B(r))), HBc(r) := Γ(L2(Bc(r))) (4.2)
Let us then write in general TrB(r) and TrBc(r) for the partial traces over HB(r)
and HBc(r), respectively.
Proposition 4.1 (Strong local relaxation). Fix r > 0. Then
lim
t→∞
TrBc(r) |Ψt〉〈Ψt| = TrBc(r) |Ψgs〉〈Ψgs| (4.3)
Proof. Let∆B(r) be the Laplacian on the ballB(r)with Neumann boundary con-
ditions. Then, for any ψ in its form domain,
− 〈ψ,∆B(r)ψ〉L2(B(r)) =
∫
B(r)
dx|∇ψ(x)|2 (4.4)
and this form domain is in fact the Sobolev space W 2,1(B(r)) (completion of
C∞(B(r)) w.r.t. the norm ‖ψ‖ + ‖∇ψ‖). Hence, in the sense of quadratic forms
on the form domain of ∆Rd ,
− 1B(r)∆B(r)1B(r) ≤ −∆Rd . (4.5)
For Ψ ∈ Dom(HF), we then get
〈Ψ, H2FΨ〉 ≥ 〈Ψ, dΓ(−∆Rd)Ψ〉 ≥ 〈Ψ, dΓ(−1B(r)∆B(r)1B(r))Ψ〉 (4.6)
Using the relative boundedness of HI w.r.t to HF, the boundedness of HS and
the fact that H2 is conserved, we obtain
sup
t
〈Ψt, H2FΨt〉 ≤ C‖Ψ0‖2 + ‖HΨ0‖2. (4.7)
Let NB(r) = dΓ(1B(r)), then by the photon number bound we have
sup
t
〈Ψt, N2B(r)Ψt〉 ≤ C. (4.8)
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We can restate these two a priori bounds by saying that the orbit of the reduced
density matrix
ρt,r := TrBc(r) |Ψt〉〈Ψt| (4.9)
remains in
K = KCN ,C∆ :=
{
ρ ∈ B1(HB(r)) | Tr[N2Bρ] < CN ,Tr[dΓ(−∆B(r))ρ] < C∆
}
(4.10)
for some fixed CN , C∆ (that depend on the initial condition). By the compact So-
bolev embedding, we easily find that the set K is compact in the trace norm to-
pology, and hence all sequences ρtj ,r with tj →∞, j →∞ have convergent sub-
sequences. To argue that they necessarily converge to ρ∞,r := TrBc(r) |Ψgs〉〈Ψgs|,
we need the Lemma 4.2 below. We now use this Lemma with ρ, a limit point
of ρt,2r, and with ρ
′ = TrBc(2r) |Ψgs〉〈Ψgs|. The hypothesis ρr 6= ρ′r leads to a
contradiction because of the weak relaxation (Lemma 3.1).
Lemma 4.2. Let ρ, ρ′ ∈ B1(HB(2r)) be positive operators satisfying Tr ρN2,Tr ρ′N2 <
∞, and denote by ρr, ρ′r their respective restrictions (partial traces) to B1(HB(r)). If
ρr 6= ρ′r, then there is aW ∈ Wα ∩ B(HB(2r)) such that
Tr ρW 6= Tr ρ′W (4.11)
Proof. Given a dense set g ⊂ L2(B(r)), the C⋆ algebra generated by the elements
S ∈ B(HS) andW(ψ), ψ ∈ g separates points in B1(HB(r)). This does not imme-
diately prove the lemma because hα ∩ L2(B(r)) need not be dense in L2(B(r)).
However, let us consider the dense set 1B(r)hα and write ψ = ψB(r) + ψBc(r) with
ψB(r) = 1B(r)ψB(r). Since (see, for example, [GD99])
‖(W(ψ)− 1)(1 +N)−1‖ ≤ C‖ψ‖h (4.12)
andW(ψ) =W(ψB(r))W(ψBc(r)), we get
|Tr ρW(ψ)− Tr ρW(ψB(r))| ≤ C‖ψBc(r)‖2‖W(ψB(r))‖‖ρN‖1 (4.13)
and analogously for ρ′. This proves the claim because, given an element ϕ ∈
1B(r)hα and ǫ > 0, we can find ψ ∈ hα such that that ϕ = ψB(r) and ‖ψBc(r)‖ ≤
ǫ.
By combining the strong relaxation with the photon bound, it is clear that we
also get relaxation of some unbounded observables on HB(r), r < ∞. Indeed,
let O be an operator on HB(r) such that, say ‖O1N=n‖ grows not faster than
polynomially in n, then the second term in
〈Ψt, OΨt〉 = 〈Ψt, O1N≤nΨt〉+ 〈Ψt, O1N>nΨt〉 (4.14)
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can be bounded uniformly in time t by a number that vanishes as n → ∞, and
the first term converges as t→∞. It follows that
lim
t→∞
〈Ψt, OΨt〉 = 〈Ψgs, OΨgs〉 (4.15)
In particular, this allows us to make the identification (3.5) thus supplementing
Lemma 3.4. To end this section, we give the
Proof of Lemma 2.4
If Lemma 2.4 were false, then for any κ > 0, lim supn→∞ a(n)e
κn = ∞, with
a(n) := ‖1N=nΨgs‖. For any number m, we could then find n ∈ N and r < ∞
such that
‖1N=nΓ(1B(r)(x))Ψgs‖ ≥ me−κn (4.16)
Let κ > 0 be as in Lemma 3.2 and choose m such that
sup
t
‖1N=nΨt‖ ≤ (m/2)e−κn (4.17)
for some arbitrarily chosen Ψ0. Since O = 1N=nΓ(1B(r)(x)) is a bounded oper-
ator on HB(r), Proposition 4.1 implies that 〈Ψt, OΨt〉 → 〈Ψgs, OΨgs〉, which is
clearly incompatible with (4.16, 4.17).
5 Proof of the main result
5.1 Scattering identification and inverse
We introduce some standard tools used in scattering theory. In their present
form, these tools were introduced in [GD99] and we follow very closely, if not
literally, this source. First, we recall the natural isomorphism of Hilbert spaces
Γ(h⊕ h) ∼ Γ(h)⊗ Γ(h) (5.1)
Consider j0, j∞ bounded operators on h satisfying
j0 + j∞ = 1, j
∗
0j0 + j
∗
∞j∞ ≤ 1 (5.2)
and define j : h→ h⊕h : φ 7→ (j0φ, j∞φ), satisfying ‖j‖ ≤ 1 because of (5.2). We
construct the operators Γ˘(j) : Γ(h)→ Γ(h)⊗ Γ(h) by
Γ˘(j)a∗(f1)a
∗(f2) . . . a
∗(fm)Ω (5.3)
:= (a∗(j0f1)⊗ 1 + 1⊗ a∗(j∞f1)) . . . (a∗(j0fm)⊗ 1 + 1⊗ a∗(j∞fm)) (Ω⊗ Ω)
(5.4)
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where Ω are Fock vacua. Note that ‖Γ˘(j)‖ ≤ 1. Hence, the picture that goes
with the above definition of Γ˘(j) is that each photon is split into a part close to
the origin and one part far from the origin. The former is put in the first copy of
Fock space, the latter into the second.
Let us now pick a particular j = j(t) : h → h ⊕ h defined by j0(t) = θ(·/t)
and j∞(t) = 1−j0(t)with θ a smooth indicator (see Section 3) such that Suppθ ⊂
{|x| ≤ v2} and θ = 1 on {|x| ≤ v1}, with v1 < v2 < 1. It is clear that j(t) satisfies
the conditions (5.2). With this choice of j(t), we construct an ’extended inverse
scattering identification’:
Jex,t := 1⊗ Γ˘(j(t)) : H → Has (5.5)
where Has is the asymptotic space defined by
Has = H ⊗HF ∼ HS ⊗HF ⊗HF (5.6)
The operator Jex,t is a one-sided inverse to the ’extended scattering identi-
fication’ Iex : Has → H , see (5.8). To construct Iex, define it first as a closable
operator Γ(h⊕ h) ∼ HF⊗HF → HF by Γ(ι)with ι : h⊕ h→ h : (φ, φ′) 7→ φ+φ′,
or, in a more intuitive representation, by
Iex(a
∗(f1) . . . a
∗(fn)Ω⊗ a∗(f ′1) . . . a∗(f ′n′)Ω) = a∗(f1) . . . a∗(fn)a∗(f ′1) . . . a∗(f ′n′)Ω
(5.7)
and then extend by tensoring with 1 on HS. Note that ιj(t) = 1 and hence
indeed
IexJex,t = 1. (5.8)
The operator Iex is unbounded, but by using ‖a(f)1N=n‖ =
√
n‖f‖h, one can
compute
‖Iex(1N<n′ ⊗ 1N<n)‖2 = (n+ n
′)!
n!n′!
(5.9)
Iex is related to I by
IexΨgs ⊗ΨF = IΨF (5.10)
For our analysis, it is important that I1N≤n is bounded for any n, as follows by
combining (5.9) and Lemma 2.4. In particular, this implies that the limitWtΨ in
(2.14) exists for any Ψ ∈ Dfin. Finally, we also define
Jt := 〈Ψgs| ⊗ 1 Jex,t : H → HF (5.11)
and we will argue that Jt is an approximative inverse to I .
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5.2 Proof of main result
We define the asymptotic Hamiltonian Has on Has as
Has = H ⊗ 1 + 1⊗HF (5.12)
The following two propositions are our main technical results. To state these
results, and also in the remainder of the paper, we assume that Assumptions
2.1 and 2.2 hold and that |λ| is sufficiently small. This will not be repeated any
more.
Proposition 5.1 (Range of inverse wave operator). For Ψ ∈ Dα,
lim
n→∞
lim sup
t→+∞
∥∥(I1[N≤n]Jt − 1)e−itHΨ∥∥ = 0. (5.13)
Proposition 5.2 (Existence of inverse wave operator). The limit
ZexΨ := lim
t→+∞
eitHasJex,te
−itHΨ (5.14)
exists for Ψ ∈ Dα. Note that Zex extends to a contraction H → Has because Jex is a
contraction.
The remaining sections of the paper are devoted to the proof of Propositions
5.1 and 5.2. We now show how they lead to our main result.
Proof of Theorem 2.6. Define the contraction Z : H → HF by
ZΨ := 〈Ψgs| ⊗ 1 (ZexΨ) = lim
t→+∞
eit(Egs+HF)Jte
−itHΨ. (5.15)
Using this and the fact that limt→∞WtΨ = W+Ψ holds for any Ψ ∈ Dfin (The-
orem 2.5 combined with the remark following (5.9)), we get
lim
t→+∞
eitHIe−it(Egs+HF)1[N≤n]e
it(Egs+HF)Jte
−itHΨ = W+1[N≤n]ZΨ (5.16)
Since W+ is an isometry, we can take the limit n → ∞ on the RHS and obtain
W+ZΨ. By Proposition 5.1, the n → ∞ limit of the LHS equals Ψ. Since Dα
is dense, we have proven that W+Z extends to the identity on H , hence in
particular RanW+ = H .
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Figure 1: Important distances from the origin to the position of the outgoing waves, at r ∼ t.
6 Range of the wave operator
In this section, we prove Proposition 5.1. Fix a smooth indicator θ(1) such as
described in Section 3. Let 0 < v1 <, v2 < 1 be such that θ
(1)(x) = 1 for |x| ≤ v1
and 0 for |x| ≥ v2. The indicator θ(1) is used to construct the identification
operator Jt (see Section 5). Moreover, we need another smooth indicator θ
(2)
such that θ(2)(x) = 1 for |x| ≤ v2 but still Suppθ(2) ⊂ B(v3), for some v3 < 1.
The relevant distances are summarized in Figure 1. Note that for a measurable
K ⊂ Rd \ {0}, the space HK is Fock space in a natural way, namely
HK = Γ(L
2(K)) (6.1)
and we denote the corresponding vacuum by ΩK . We also write NK = dΓ(1K)
for the photon number in the region K.
We define
Ψgs,B(r) := 〈ΩBc(r)|Ψgs ∈ HB(r). (6.2)
Then Ψgs,B(r) ⊗ ΩBc(r) is an approximation to the ground state, more precisely
‖Ψgs,B(r) ⊗ ΩBc(r) −Ψgs‖ → 0, r →∞ (6.3)
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Quantitities depending on ǫ > 0
We fix a small ǫ > 0 and we now choose r(ǫ), t(ǫ) as follows: We first choose r(ǫ)
such that for r > r(ǫ),∣∣‖〈Ψgs,B(r)|Ψgs‖2 − 1∣∣ ≤ ǫ, 〈Ψgs, NBc(r)Ψgs〉 ≤ ǫ, (6.4)
then we choose t(ǫ) such that for t > t(ǫ) and r = r(ǫ):
1. ∣∣‖〈Ψgs,B(r)|Ψt‖2 − 1∣∣ ≤ ǫ, ∣∣〈Ψgs, NB(r)Ψgs〉 − 〈Ψt, NB(r)Ψt〉∣∣ ≤ ǫ. (6.5)
This is possible by Proposition 4.1 and the remarks following it.
2. The error termO(t−α) in Lemma 3.4 with θ = θ(1) and θ = θ(2) is not larger
than ǫ.
For r = r(ǫ) and t ≥ t(ǫ), as introduced above, we define the time-dependent
annular region
Mt = B(tv2)\B(r). (6.6)
Our proof of Proposition 5.1 exploits that there are no photons inM (up toO(ǫ)-
terms). Indeed we have:
Lemma 6.1. For r = r(ǫ) and t ≥ t(ǫ):
‖〈Ψgs,B(r) ⊗ ΩMt |Ψt‖ = 1 +O(ǫ) (6.7)
Proof. From 1B(r) + 1M ≤ θ(2)t we get
〈Ψt, NMtΨt〉+ 〈Ψt, NB(r)Ψt〉 ≤ 〈Ψt, dΓ(θ(2)t )Ψt〉. (6.8)
In 〈Ψt, NB(r)Ψt〉 and 〈Ψt, dΓ(θ(2)t )Ψt〉 we now replace the vector Ψt by Ψgs using
our choices for r and t(ǫ) expressed in Points 1. and 2. above. Then, using
dΓ(θ
(2)
t ) ≤ NB(r) +NBc(r) as well as (6.4) we arrive at
〈Ψt, NMtΨt〉 ≤ 〈Ψgs, NBc(r)Ψgs〉+ 2ǫ ≤ 3ǫ, (6.9)
Let us now define the projectors on H
P1 =
|Ψgs,B(r)〉〈Ψgs,B(r)|
‖Ψgs,B(r)‖2 ⊗ 1, P2 = 1⊗ |ΩMt〉〈ΩMt | ⊗ 1 (6.10)
and write P⊥ = 1− P for projectors P , then we get (for j = 1 from (6.4) and for
j = 2 from the above)
〈Ψt, P⊥j Ψt〉 ≤ Cǫ (6.11)
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and therefore, since (P1P2)
⊥ ≤ P⊥1 + P⊥2 ,
〈Ψt, (P1P2)⊥Ψt〉 ≤ Cǫ (6.12)
which yields the lemma.
Lemma 6.2. Consider Hilbert spaces Ha,Hb. Let Ψ ∈ Ha ⊗ Hb, ‖Ψ‖ = 1 and let
Ψa ∈ Ha,Ψb ∈ Hb be such that
Ψb = 〈Ψa|Ψ, |1− ‖Ψa‖2|, |1− ‖Ψb‖2| ≤ ν. (6.13)
Then ‖Ψ−Ψa ⊗Ψb‖2 ≤ Cν.
Proof. By the definition of Ψb, 〈Ψ,Ψa ⊗Ψb〉 = ‖Ψb‖2 and hence
〈Ψ−Ψa ⊗Ψb,Ψ−Ψa ⊗Ψb〉 = 1 + ‖Ψa‖2‖Ψb‖2 − 2‖Ψb‖2 (6.14)
Proof of Proposition 5.1
We will apply Lemma 6.2 with
Ψ = Ψt, Ψa = Ψgs,B(r) ⊗ ΩMt , Ψb = 〈Ψa|Ψt =: ΨBc(tv2),t.
To recall our conventions, note that B(tv2) = Mt ∪ B(r) and
Ψgs,B(r) ⊗ ΩMt ∈ HB(r) ⊗HMt = HB(tv2), ΨBc(tv2),t ∈ HBc(tv2).
By Lemma 6.1, we can take ν = Cǫ and then Lemma 6.2 yields
‖Ψt −Ψgs,B(r) ⊗ ΩMt ⊗ΨBc(tv2),t‖ ≤ C
√
ǫ (6.15)
By the uniform in time photon bound, we have
sup
t
〈ΨBc(tv2),t, NΨBc(tv2),t〉 ≤ C. (6.16)
Since the region where θ
(1)
t is nonconstant is in B(tv2) \B(tv1) ⊂Mt, we have
Jex,tΨgs,B(r) ⊗ ΩMt ⊗ΨBc(tv2),t = (Ψgs,B(r) ⊗ ΩBc(r))⊗ (ΩB(tv2) ⊗ΨBc(tv2),t). (6.17)
Therefore, by (6.15) and the choice of r, i.e. (6.4),
sup
t≥t(ǫ)
‖JtΨt − ΩB(tv2) ⊗ΨBc(tv2),t‖ ≤ C
√
ǫ (6.18)
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(keep in mind that we have constrained t ≥ t(ǫ) throughout this section). Next,
let us consider the map
Rn,r′ : 1N≤nHBc(r′) → H : Ψ 7→ I(ΩB(r′) ⊗Ψ)−Ψgs,B(r′) ⊗Ψ (6.19)
Then, for any n, we have limr′→∞ ‖Rn,r′‖ = 0 by Lemma 2.4 and the bound (5.9).
Since supt ‖ΨBc(tv2),t‖ ≤ C, this yields
lim
t→+∞
‖I(ΩB(tv2) ⊗ 1N≤nΨBc(tv2),t)−Ψgs,B(tv2) ⊗ 1N≤nΨBc(tv2),t‖ = 0 (6.20)
Combining this with (6.18) and the fact that ‖I1N≤n‖ <∞, we get
lim
t→+∞
‖I1N≤nJtΨt −Ψgs,B(tv2) ⊗ 1N≤nΨBc(tv2),t‖ ≤ C
√
ǫ (6.21)
Next, we argue that
lim
n→+∞
lim sup
t→+∞
‖Ψt −Ψgs,B(tv2) ⊗ 1N≤nΨBc(tv2),t‖ ≤ C
√
ǫ (6.22)
Indeed, by our choice of r(ǫ), i.e. (6.4), we have
sup
t≥t(ǫ)
‖Ψgs,B(tv2) −Ψgs,B(r) ⊗ ΩMt‖ ≤ Cǫ (6.23)
and by the photon bound (6.16) we have limn→+∞ supt ‖1N>nΨBc(tv2),t‖ = 0.
Therefore, (6.22) follows from (6.15).
Since ǫ can be chosen arbitrarily small, the limits (6.21) and (6.22) equal 0.
Together, they imply Proposition 5.1 by the triangle inequality.
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7 Existence of wave operator
In this section, we prove Proposition 5.2. We calculate (the formal manipula-
tions are justified since ‖NΨt‖ <∞)
i
d
dt
eitHasJte
−itHΨ = eitHas(1S ⊗ Bt)Ψt + eitHas
(
(1⊗HI)Γ˘(j)− Γ˘(j)HI
)
Ψt (7.1)
where
Bt = (dΓ(ω)⊗ 1 + 1⊗ dΓ(ω))Γ˘(j)− Γ˘(j)dΓ(ω)− i d
dt
Γ˘(j) (7.2)
To estimate the second term in (7.1), we remark that it is bounded by
C‖a#(j∞φ)Ψt‖ ≤ C‖j∞φ‖‖N1/2Ψt‖ ≤ C‖j∞φ‖ (7.3)
where we used the photon bound. ByAssumption 2.1 and the remark following
it, we can deduce that ‖j∞φ‖ ≤ 〈t〉−(1+γ) for some γ > 0, and therefore this term
is integrable. We focus on the first term in (7.1). From Lemma 2.16. in [GD99],
we have the bound
‖BtΨt‖ ≤ 2‖N1/2Ψt‖〈Ψt, dΓ(w∗0w0)Ψt〉1/2 (7.4)
where
w0 = i[ω, j0]− d
dt
j0. (7.5)
Because of the photon bound in Lemma 3.2, Proposition 5.2 will be proven if
we show that
〈Ψt, dΓ(w∗0w0)Ψt〉1/2 ≤ C〈t〉−(1+γ) (7.6)
for some γ > 0. In the following the Lemma 7.1, below, is used repeatedly.
7.1 Bound on 〈Ψt, dΓ(w∗0w0)Ψt〉1/2
We use the results of Appendix C to write
w0 =
1
t
(
k
|k| −
x
t
)
· ∇θ(x/t) + 〈t〉−1−βbt + 〈t〉−1b′t1[|k|≤tβ−1] (7.7)
where the exponent β satisfies 0 < β < 1 and bt, b
′
t are operators that are
bounded uniformly in t. By using Cauchy-Schwartz and Lemma 7.1, it suffices
to prove that
〈Ψt, dΓ(w∗0,iw0,i)Ψt〉 = O(t−2−γ), γ > 0 (7.8)
where w0,i, i = 1, 2, 3 is any of the three terms on the RHS of (7.7). We discuss
the three terms separately.
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The first term
Let
at =
(
k
|k| −
x
t
)
· ∇θ(x/t) (7.9)
Since ∇θ has support in B(1) and ‖
(
k
|k|
− x
t
)
1[|x/t|≤1]‖ ≤ C, we can bound
a∗tat ≤ C|∇θ(x/t)|2 (7.10)
Therefore, Lemma 7.1 and linearity of b→ dΓ(b) yield the bound
〈Ψt, dΓ(a∗tat)Ψt〉 ≤ C〈Ψt, dΓ(θ˜(x/t)Ψt〉, θ˜(x) :=
|∇θ(x)|2
supx∈B(1) |∇θ(x)|2
(7.11)
Since θ˜ is a smooth indicator whose support does not include 0, we can apply
the bound 3.6 with θ replaced by θ˜ to get the boundO(t−α) for (7.11). This settles
the first term in (7.7).
The second term
By Lemma 7.1,
〈Ψt, dΓ(b∗t bt)Ψt〉 ≤ ‖b∗t bt‖〈Ψt, NΨt〉 ≤ C (7.12)
where the last inequality follows by the uniform boundedness of bt and the
photon bound, Lemma 3.2. This suffices for the second term, since we have
β > 0.
The third term
Again Lemma 7.1 gives
dΓ(1[|k|≤tβ−1](b
′
t)
∗b′t1[|k|≤tβ−1])) ≤ ‖(b′t)∗b′t‖dΓ(1[|k|≤tβ−1]) (7.13)
so we just have to bound
〈Ψt, dΓ(1[|k|≤tβ−1])Ψt〉 (7.14)
We invoke Lemma 3.5 to bound the last expression by O(tα(β−1)/2). Since 0 <
β < 1, this is a negative power of t.
The following lemma has been used repeatedly. Its elementary proof can be
found e.g. in [DG99].
Lemma 7.1. Let a, b be bounded operators on h.
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1) If a ≤ b, then
dΓ(a) ≤ dΓ(b) (7.15)
In particular dΓ(a) ≤ ‖a‖N for any self-adjoint a.
2)
|〈ΨdΓ(ab)Ψ〉| ≤ 〈ΨdΓ(aa∗)Ψ〉1/2〈ΨdΓ(b∗b)Ψ〉1/2 (7.16)
A Commutator estimates
Let f ∈ C∞0 (Rd) and ft(x) := f(x/t). Denote by ft the corresponding multiplica-
tion operator on L2(Rd) and by ω be the operator on L2(Rd) given by the Fourier
multiplier ω(k) = |k|. We want to study the commutator [ω, ft]:
Lemma A.1. Let ∇ω be the Fourier multiplier∇ω(k) = kˆ ≡ k/|k|. Then
i[ω, ft] = ∇ω · ∇ft +Ot (C-1)
where, for β > 0
‖Ot1[tβ−1≤|k|]‖ ≤ Ct−1−β, ‖Ot‖ ≤ Ct−1. (C-2)
Remark. If ω(k)were C2 a standard result (e.g. Lemma 27 in [FGS02b]) gives
‖Ot‖ ≤ t−2‖∂2ω‖∞
∫
dq|fˆ(q)||q|2 (C-3)
In our case |∂2ω(p)| ∼ 1
|p|
and this result is not applicable.
Proof. Let φ ∈ L2(Rd). We have
̂([ω, ft]φ)(k) =
∫
dp fˆt(p)(ω(k)− ω(k − p))φˆ(k − p).
Write
ω(k)− ω(k − p) = |k| − |k − p| = p · kˆ + r(k, p).
We have, for |p| ≤ |k|/2
|r(k, p)| = ||k| − |k − p| − p · kˆ| ≤ Cp2/|k|
and for |p| ≥ |k|/2, |r(k, p)| ≤ C|p|. Hence altogether
|r(k, p)| ≤ C p
2
|p|+ |k| .
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We obtained
i[ω, ft] = kˆ · ∇ft +R
with
|(̂Rφ)(k)| ≤ C
∫
dp |fˆt(p)| p
2
|p|+ |k| |φˆ(k − p)|.
Hence
‖Rφ‖2 ≤
∫
dp1dp2dk
2∏
i=1
fˆt(pi)| p
2
i
|pi|+ |k| |φˆ(k − pi)|.
Note that fˆt(p) = t
dfˆ(tp) with fˆ rapidly decreasing. Thus, for n ∈ N∫
dp |fˆt(p)|pn ≤ C(n)t−n. (C-4)
First, we use
p2i
|pi|+|k|
≤ |pi| to bound
‖Rφ‖2 ≤
∫
dp1dp2
2∏
i=1
pˆift(pi)|
∫
dk |φˆ(k − p1)||φˆ(k − p2)| ≤ Ct−2‖φ‖2 (C-5)
where we used (C-4) with n = 1 and Cauchy-Schwartz. This yields the second
bound of (C-2). For φ such that Supp φˆ ⊂ {|k| ≥ 1/t1−β}, we use p2i
|pi|+|k|
≤
|pi|2/|k|, (C-4) with n = 2 and |k|−1 ≤ t, to get
‖Rφ‖2 ≤ Ct−2−2β‖φ‖2, (C-6)
which gives the first bound of (C-2).
We also need
Lemma A.2. Let
Ot := [kˆ, ft(x)], (C-7)
Then for β > 0
‖Ot1[tβ−1≤|k|]‖ ≤ Ct−β, ‖Ot‖ ≤ C. (C-8)
Proof. We have
(̂Otφ)(k) =
∫
dpfˆt(p)q(k, p)φˆ(k − p).
with
|q(k, p)| = | k|k| −
k − p
|k − p| | ≤
|p|
|p|+ |k| .
Now proceed as in the previous lemma.
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B Localization of ground state photons
Here we prove Lemma 3.3. By the choice of θt, we have for some C > 0 and all
x ∈ R3,
0 ≤ θt(x) ≤ C|t|−α|x|α. (E-1)
It follows that
〈Ψgs, dΓ(θt)Ψgs〉 ≤ C|t|−α
∫
|x|α‖Ψgs(x)‖2dx (E-2)
whereΨgs(x) denotes the (inverse) Fourier transform of akΨgs. Hence it remains
to prove that (E-2) is finite. By a well-know pull-through trick [BFS98, Ge´r00],
a(k)Ψgs = λφˆ(k)(H − E + |k|)−1DΨgs. (E-3)
This implies, by Assumption 2.1 on φ, that for some β > α,
‖∂mk a(k)Ψgs‖ ≤ C|k|(β−3)/2−|m|, |m| ≤ 3.
The finiteness of (E-2) now follows from a straightforward extension of Lemma
A.1 in [DRK12b] to functions taking values in a Hilbert space. This finishes the
proof of Lemma 3.3.
References
[Ara83] A. Arai. Rigorous theory of spectra and radiation for a model in
quantum electrodynamics. J. Math. Phys., 24(7):1896–1910, 1983.
[BFS98] V. Bach, J. Fro¨hlich, and I.M. Sigal. Quantum electrodynamics of
confined nonrelativistic particles. Adv. Math., 137(2):299–395, 1998.
[DG99] J. Derezin´ski and C. Ge´rard. Asymptotic completeness in quantum
field theory. Massive Pauli-Fierz Hamiltonians. Reviews in Mathem-
atical Physics, 11(4):383–450, 1999.
[DG04] J. Derezin´ski and C. Ge´rard. Scattering theory of infrared divergent
Pauli-Fierz Hamiltonians. Ann. Henri Poincare´, 5(3):523–577, 2004.
[DRK12a] W. De Roeck and A. Kupiainen. Approach to ground state and time-
independent photon bound formassless spin-bosonmodels. Annales
Henri Poincare, pages 1–59, 2012. 10.1007/s00023-012-0190-z.
[DRK12b] W. De Roeck andA. Kupiainen. Propagation bounds and soft photon
bounds for the massless spin-boson model. preprint, 2012.
23
[FGS01] J. Fro¨hlich, M. Griesemer, and B. Schlein. Asymptotic electromag-
netic fields in models of quantum-mechanical matter interacting
with the quantized radiation field. Adv. Math., 164(2):349–398, 2001.
[FGS02a] J. Fro¨hlich, M. Griesemer, and B. Schlein. Asymptotic completeness
for Rayleigh scattering. Ann. Henri Poincare´, 3(1):107–170, 2002.
[FGS02b] J. Fro¨hlich, M. Griesemer, and B. Schlein. Asymptotic Completeness
for Rayleigh Scattering. Annales Henri Poincare´, 3(1):107–170, 2002.
[FGS08] J. Fro¨hlich, M. Griesemer, and I.M. Sigal. Spectral theory for the
standard model of non-relativistic QED. Communications in Mathem-
atical Physics, 283(3):613–646, 2008.
[FS12a] J. Faupin and I. M. Sigal. Comment on the photon number bound
and Rayleigh scattering. arXiv:1207.4735, 2012.
[FS12b] J. Faupin and I. M. Sigal. On quantum Huygens principle and
Rayleigh scattering. arXiv:1202.6151, 2012.
[GD99] C. Ge´rard and J. Derezin´ski. Asymptotic completeness in quantum
field theory. massive Pauli-Fierz Hamiltonians. Reviews in Mathem-
atical Physics, 11(4), 1999.
[Ge´r00] C. Ge´rard. On the existence of ground states for massless
Pauli-Fierz hamiltonians. Annales Henri Poincare´, 1:443–459, 2000.
10.1007/s000230050002.
[Ge´r02] C. Ge´rard. On the scattering theory of massless Nelson models. Re-
views in Mathematical Physics, 14(11):1165–1280, 2002.
[GGM04] V. Georgescu, C. Ge´rard, and J.S. Møller. Spectral theory of mass-
less Pauli-Fierz models. Communications in Mathematical Physics,
249(1):29–78, 2004.
[Gra90] G.M. Graf. Asymptotic completeness for N-body short-range
quantum systems: a new proof. Communications in Mathematical
Physics, 132(1):73–101, 1990.
[GZ09] M. Griesemer and H. Zenk. Asymptotic electromagnetic fields in
non-relativistic QED: the problem of existence revisited. J. Math.
Anal. Appl., 354(1):339–346, 2009.
24
[Hir03] F. Hiroshima. Localization of the number of photons of ground states
in nonrelativistic qed. Reviews in Mathematical Physics, 15(03):271–
312, 2003.
[HK69] R. Høegh-Krohn. Asymptotic fields in some models of quantum
field theory. II, III. J. Mathematical Phys. 10 (1969), 639-643; ibid.,
11:185–188, 1969.
[HS95] M. Hu¨bner and H. Spohn. Radiative decay: nonperturbative ap-
proaches. Rev. Math. Phys., 7(3):363–387, 1995.
[Ski98] E. Skibsted. Spectral analysis of N-body systems coupled to a bo-
sonic field. Reviews in Mathematical Physics, 10(7):989–1026, 1998.
[Spo97] H. Spohn. Asymptotic completeness for Rayleigh scattering. Journal
of Mathematical Physics, 38(5):2281–2296, 1997.
[SS87] I. M. Sigal and A. Soffer. The N-particle scattering problem: asymp-
totic completeness for short-range systems. Annals of Mathematics(2),
126(1):35–108, 1987.
25
