An algorithm is described for reconstructing a symmetric three-dimensional image from its Fourier intensity that is sampled below the Nyquist rate. The study is motivated by an image reconstruction problem in macromolecular x-ray crystallography. Application of the algorithm to simulated crystallographic problems shows that it converges to the correct solution, with no initial phase information, where algorithms currently used in crystallography fail. The algorithm is potentially useful in a variety of situations in macromolecular crystallography. The results presented also lend support to the possibility of ab initio phase retrieval in macromolecular crystallography when sufficient a priori information is available. Other applications in image reconstruction are possible.
INTRODUCTION
Several areas of imaging involve reconstruction of an image from the amplitude, but not the phase, of its Fourier transform. [1] [2] [3] [4] This is said to involve a phase problem, because loss of the phase precludes direct reconstruction of the image by inverse Fourier transformation. Despite the apparent difficulties posed by phase problems, an image (in two or more dimensions) is (almost always) uniquely determined by the amplitude of its Fourier transform. 1, 2, [5] [6] [7] [8] Uniqueness relies on the image having compact support, and the resulting analyticity of its Fourier transform in the complex plane. 6 Unique reconstruction therefore requires that the amplitude be measured, in effect, continuously in Fourier space. Under these circumstances, reasonably reliable reconstruction algorithms have been developed. [9] [10] [11] An image reconstruction problem in which phase retrieval plays a crucial role is x-ray crystallography. 2 The image to be reconstructed in x-ray crystallography is the electron density distribution in one repeating unit (the unit cell) of a crystalline (periodic) specimen. From the electron density one can infer the positions of the atoms (the structure) that make up the molecule under investigation. The data for the image reconstruction problem are the amplitudes of x rays diffracted by the crystalline specimen that are equal to the amplitude of the Fourier transform of the electron density distribution in the crystal. 2, 12 Phase retrieval in x-ray crystallography has two unique characteristics relative to phase retrieval in other kinds of imaging. The first, and most important, is due to the periodicity of the specimen (image), with the result that the Fourier intensity is sampled below the Nyquist rate. The continuous intensity therefore cannot be reconstructed from the samples, and so analyticity cannot be invoked, and the uniqueness results referred to above do not apply. 2 The second characteristic is that the image to be reconstructed, as well as the measured data, is three-dimensional, rather than two-dimensional as in many other imaging applications. Some properties of phase problems in more than two dimensions have been described by Millane. 7, 8 The crystallographic phase retrieval problem does not, therefore, have a unique solution in general, 2 and useful solutions require experimental determination of at least approximate phase information. The phase estimates are then generally improved upon by use of a variety of algorithms that incorporate a variety of constraints, or a priori information, on the image. However, it has seldom proved possible to solve a macromolecular crystal structure with absolutely no initial phase information. There is reason to believe, however, that in some cases the available a priori information is sufficient to define a unique solution to the macromolecular crystallographic phase problem. 13 In such cases, ab initio (i.e., without any initial phase information) phase retrieval should be possible. Algorithms currently used, however, are not effective in finding the correct solution. Effective algorithms for ab initio phase retrieval in macromolecular crystallography would be extremely valuable, as the cost involved (in terms of investigator time, facilities, and computing) in obtaining the initial phase estimates can be substantial. We describe here an algorithm, based on the hybridinput-output algorithm, 9 for crystallographic phase retrieval that incorporates symmetry constraints that are often present in macromolecular crystallography. We show by simulations that this algorithm can converge to a good solution when currently used algorithms fail.
Background to the crystallographic image reconstruction problem is described in Section 2. The new algorithm is described in Section 3, and examples of its application are presented in Section 4. The significance of the results is discussed in Section 5.
BACKGROUND
X-ray crystallography is a technique for determining the structures of molecules (i.e., the position of each constitu-ent atom). 2, 12, 14 It involves irradiating a crystalline specimen of the molecule with a monochromatic beam of x rays and measuring the resulting diffraction pattern. The diffraction pattern cannot be focused to form an image because of the short wavelength (ϳ1 Å) of the x rays. Information on the recorded diffraction pattern is therefore processed numerically to produce an image of the molecule. A crystalline specimen, in which all the molecules are identically oriented and regularly spaced, is necessary to obtain data with a usable signal-to-noise ratio. The complex amplitude of the diffracted x rays is equal to the Fourier transform of the electron density in the crystalline specimen, but only the intensity, and not the phase, of the diffracted x rays can be measured.
A crystal can be described in terms of a parallelepiped, called the unit cell, that is repeated by multiple translations along three unit-cell vectors in three-dimensional space. If each unit cell is referenced to a point, the infinite set of points so formed is called the crystal lattice. Different kinds of crystal lattice occur in practice, but for ease of exposition the discussion here is limited to orthorhombic lattices for which the edges of the unit cell are mutually orthogonal. The electron density f(x, y, z) in the crystal can then be written as
where (x, y, z) are Cartesian coordinates in image space, denotes convolution; ␦ ( • ) is the Dirac delta function;
l(x, y, z) is the crystal lattice; e(x, y, z) denotes the electron density within a single unit cell (i.e., is equal to zero elsewhere); and a, b, and c are the lengths of the unit-cell edges. Since the electron density is concentrated around the atomic nuclei, e(x, y, z) peaks at the atomic positions, which can therefore be inferred from the electron density.
Note that it is e(x, y, z), rather than f (x, y, z) , that is to be reconstructed.
Defining the Fourier transform by
and using Eq. (1) shows that the complex amplitude diffracted by the crystal is given by
where (u, v, w) 
and the electron density is given by
Only the amplitude ͉F h ͉ or, equivalently, the intensity ͉F h ͉ 2 , is measured, which samples the continuous intensity ͉E(u)͉ 2 . By the autocorrelation theorem for Fourier transforms, the transform of ͉E(u)͉ 2 is the autocorrelation function a(x) of e(x). 1 Since the support of a(x) is twice the support of e(x) in any direction, the Nyquist spacing for ͉E(u)͉ 2 is 1/2a, 1/2b, and 1/2c in the u, v, and w directions, respectively, i.e., half the spacings of the reciprocal lattice. The continuous intensity ͉E(u)͉ 2 cannot, therefore, be reconstructed from the measured intensity samples ͉F h ͉ 2 , so that uniqueness results for multidimensional phase problems in general imaging 6, 15 do not apply, and the crystallographic phase problem is underdetermined in general. 2 Despite the apparent nonuniqueness of the crystallographic phase problem, there is one class of crystallographic problem that can be uniquely solved with no phase information; that is, problems involving so-called small molecules (those containing fewer than ϳ200 nonhydrogen atoms), for which diffraction data are available out to a radius in Fourier space that corresponds to distances (ϳ1 Å) in image space that are less than the minimum distance between the atoms (referred to as atomic resolution). Problems in this class are solved by treating the atomic positions as random variables, and the resulting conditional probability densities for the phases of the structure factors are sharp enough to allow the phases to be calculated from the structure factor amplitudes alone. The resulting algorithms are called direct methods, and they allow the structures of small molecules to be determined relatively routinely. 2, 12 The power of direct methods results from the property that the electron density consists of a relatively small number of isolated peaks. This property is referred to as atomicity. We are not concerned with this class of problem in this paper.
Direct methods are not effective for determining the structures of molecules, referred to as macromolecules, that contain more than ϳ500 atoms, because the diffraction data are not generally available out to atomic resolution and because the large number of atoms results in probability density functions for the phases that are too broad to be useful. 2 Consequently, there is no general solution to the phase problem in macromolecular crystallography. For macromolecules, additional data or information is needed to solve the reconstruction problem. This information is generally obtained from additional experiments in which amplitude data are collected either from crystals that have been modified by the addition of strongly scattering atoms (in a method called isomorphous replacement) or from unmodified crystals but with use of different x-ray wavelengths (in a method called anomolous dispersion), the multiple sets of amplitude data being used to calculate estimates of the phases. 2, 14 Alternatively, if the structure of a similar molecule is known, then the phases calculated for this molecule can be used as initial estimates of those for the unknown molecule (in a method called molecular replacement). 2, 14 Phase estimates obtained by these methods are sometimes accurate enough that the electron density function calculated with them is interpretable in terms of the molecular structure. Often they are not but can be improved or refined by incorporation of constraints on the electron density to the point at which they are. The refinement procedure used is referred to as electron density modification and typically involves iterating between image space and Fourier space, imposing any a priori information in the former and the measured amplitudes in the latter. If the initial phase estimates are reasonably accurate, electron density modification is successful in refining them to accurate values. However, electron density modification has generally not been effective when initial phase estimates are either not available or are inaccurate, even if substantial a priori information on the image is available. If electron density modification were able to converge without any initial phase information, then it would become an effective tool for ab initio phase retrieval. Convergence with less phase information than that required by current algorithms is the object of the algorithm described in this paper. Clearly, the more a priori information that is available, the better the prospects for convergence with poorer phase information.
Usually there is a variety of a priori information available in a crystallographic problem. That available in the early stages of the solution (if the structure of a related molecule is not available), often consists of a molecular envelope and noncrystallographic symmetry. These two kinds of information are considered in this paper and are described below.
A powerful constraint often available in phase retrieval problems in most forms of imaging is a known, finite, support region. In the crystallographic case, however, the inverse Fourier transform of the samples, F h , is a periodic image that has an infinite support, and a support constraint cannot be applied in general. However, in many cases the molecule occupies a compact region, denoted here by U, that is smaller than the unit cell V, i.e., U ʚ V. The surface bounding U is called the molecular envelope, an estimate of which can sometimes be obtained from electron microscopy or from packing or other considerations. The region W ϭ V Ϫ U, outside U but inside the unit cell, contains disordered solvent whose electron density, averaged over many unit cells, is a constant. The average electron density of the solvent is known, and we assume here that an offset has been applied to the image to make the average solvent electron density zero, so that a support constraint can be applied in the region W. Although the molecular envelope forms a useful constraint, it is not nearly as powerful as the support constraint in most forms of imaging, because the volume of the region W is typically only 25-50% of the volume V of the unit cell, although occasionally it can be as high as 75% (Ref. 16 ). Larger ratios W/V do not occur in practice because a crystal containing so much solvent would not be stable. Although it provides a useful constraint, the molecular envelope does not by itself provide enough a priori information for ab initio phase retrieval.
We now address noncrystallographic symmetry. Many macromolecules are made up of a small number of identical subunits, whose positions and orientations are related by symmetry. Consider a macromolecule consisting of N subunits whose positions and orientations are related to a reference subunit, with electron density h(x), by rotations and translations defined by the N rotation matrices R n and translation vectors T n . The electron density in the unit cell is then given by
The Fourier transform of Eq. (6) is
where H(u) is the Fourier transform of h(x). Equation (7) expresses the effect of the symmetry in e(x) on the continuous transform E(u) in Fourier space. The implications of the relationships implied by Eq. (7) depend on the set of transformations (or symmetry operators)
͕R n , T n ͖ in a particular case. We consider here the most common case, in which the transformations form a group that is a product of a finite number of proper rotations. A P-fold proper rotation is a set of P rotations of 2p/P rad for p ϭ 0, 1, ..., P Ϫ 1, about a common axis (called the rotation axis). We then have from Eq. (6) that
so that application of the transformations leaves the image unchanged. Use of Eq. (7) shows that under these circumstances
i.e., the amplitude distribution also has rotational symmetry. Since the amplitude ͉E(u)͉ is known at the reciprocal lattice points u h , then from Eq. (9), it is also effectively known at the points R n u h , i.e.,
In the presence of the symmetry, therefore, the amplitude ͉E(u)͉ is known on the N rotated reciprocal lattices ͕R n u h ͖ rather than on the single reciprocal lattice ͕u n ͖.
However, this leads to an increase in the sampling of ͉E(u)͉ only if the rotated reciprocal lattices are distinct (not coincident).
Whether the rotated reciprocal lattices are coincident or not depends on the operators R n and the symmetry properties of the reciprocal lattice itself. Symmetry operators that produce distinct reciprocal lattices are called noncrystallographic operators, and those that produce coincident reciprocal lattices are called crystallographic op-erators. Both kinds of operator may be present in a particular case.
Clearly, only the noncrystallographic symmetry is effective in constraining the phase retrieval problem, since it increases the sampling density of the continuous amplitude, whereas the crystallographic symmetry does not. In image space the noncrystallographic operators apply only over a local region (which can be taken here to be the region U described above), whereas the crystallographic operators apply over the whole infinite crystal.
We denote by M the number of unique noncrystallographic symmetry (ncs) operators, so that there are N Ϫ M unique crystallographic symmetry operators. Whether a P-fold rotation is crystallographic or noncrystallographic depends on P and on the position and orientation of the rotation axis relative to the unit-cell axes. Only 2-, 3-, 4-, and 6-fold rotations can be (but do not have to be) crystallographic. All other rotations (5-fold, 7-fold, etc.) must be noncrystallographic. This is because the latter rotations are not consistent with periodicity and therefore must apply only locally in a crystal. This is illustrated by the example described in Section 4. The order (P) of the rotations and the orientations of the rotation axes (which together define the R n ) can be determined relatively straightforwardly from Fourieramplitude-only data. 2, 14 The positions of the rotation axes, i.e., the T n , are not as easily determined, although various methods are available for determining them. 14 The ncs operators are therefore taken as being known.
M-fold ncs can be considered M-fold redundancy in the image so that, in a sense, the data-to-parameter ratio is increased by a factor M. Noncrystallographic symmetry is therefore a quite powerful constraint; its power increasing with increasing M. It is quite common for macromolecules to have 2-or 3-fold ncs, and there are numerous instances of higher ncs such as 6-fold, 17 7-fold, 18 and even 22-fold. 19 Icosahedral viruses have 60-fold symmetry, and, depending on how they are positioned in the unit cell, the ncs can vary between 5-fold and 60-fold. 20 
RECONSTRUCTION ALGORITHM
Currently used electron density modification algorithms are essentially implementations of a Gerchberg-Saxton type of algorithm. 21 Starting with the amplitudes of the structure factors (structure amplitudes) and experimentally determined phase estimates, an electron density map (image) is calculated and then modified so that it conforms to the constraints. The modified map is Fourier transformed, and the calculated amplitudes are replaced by their measured values, and the procedure is repeated until convergence. The molecular envelope constraint is satisfied by setting the electron density in the region W to zero (or, in practice, to the average value in the region W). The ncs constraint is satisfied by setting the electron density at each position in the region U to its average value over the M ncs-related positions. This corresponds to an error-reduction (er) strategy, 9 since the image is forced to satisfy the constraints at each iteration. A number of other steps (such as weighting, envelope refinement, and phase combination) are also included in the algorithms to improve their convergence. However, to simplify the comparison of algorithms, these steps are not addressed here, although they are easily incorporated into the new algorithm described in this paper. The current and new algorithms are compared on an equal footing in Section 4, i.e., without these other steps being incorporated into either algorithm.
The electron density modification algorithm described above is successful in refining sufficiently accurate, approximate, experimental phases. However, it is not successful if the initial phases are too inaccurate, and it has generally been unsuccessful in determining correct phases starting with no initial phase information. In this paper we describe an adaptation of the hybrid-inputoutput (hio) algorithm 9 for application to the crystallographic problem, in order to improve convergence properties over those of currently used electron density modification algorithms. This idea was first proposed by Millane, 2 and some preliminary results have been reported elsewhere. [22] [23] [24] [25] With sufficient a priori information and an improved algorithm, it should be possible to determine the correct solution with poor phase information or with no initial phase information (i.e., starting the algorithm with random phases).
Convergence problems with currently used electron density modification algorithms are characterized by stagnation, in which the algorithm makes no progress in satisfying the constraints from one iteration to the next. Although the image is forced to satisfy the constraints in the density modification step of one iteration, subsequent application of the amplitude data in Fourier space followed by inverse Fourier transformation has the effect of negating the density modification step. The cycle repeats, and no progress is made toward the correct solution.
The hio algorithm is an effective means of breaking stagnation of this kind, and a flow diagram of the algorithm adapted for the crystallographic problem is shown in Fig. 1 . The hio algorithm breaks stagnation by deriving phases from a driving function [g nϩ1 (x) in Fig. 1 ] such that when combined with the Fourier amplitude data, they yield an image f nϩ1 (x) that more closely satisfies the constraints in image space than did f n (x). In contrast, the er algorithm simply derives the phases from an image that has been forced to satisfy the image-space constraints. The hio strategy should gradually drive the image f n (x) (whose Fourier transform satisfies the Fourier domain constraints) toward satisfying the image-domain constraints, so that a consistent solution is found. Note that in the hio algorithm the estimate of the image is f n (x), not g n (x). Although the hio algorithm was originally developed to incorporate positivity and support constraints, 9 it can be adapted to incorporate any constraint as follows.
Referring to Fig. 1 , we desire to modify g n (x) at iteration n so that the phases derived from it, when combined with the amplitude data, correspond to an image f nϩ1 (x) that better satisfies the constraints than did f n (x). Consider a constraint on f n (x) that has the form f n (x) ϭ c n (x), where we have allowed the constraint to depend on the iteration number (to allow application to the crystallographic problem). The change that must be added to f n (x) to make it satisfy the constraint is ͓c n (x) Ϫ f n (x)͔. Therefore, to drive f n (x) toward c n (x), we add this change, multiplied by a factor ␤ to account for the incremental gain through the Fourier domain part of the algorithm, to g n (x) at the previous iteration. In regions of the image where the constraints are satisfied, f n (x) does not need to be changed, so that in these regions we set g nϩ1 (x) ϭ f n (x). Since the constraints usually do not need to be satisfied exactly, we define a small tolerance, denoted by ⑀, such that if ͉ f n (x) Ϫ c n (x)͉ Ͻ ⑀, we consider the constraint to be satisfied. In summary, then, referring to Fig. 1 , the adapted hio algorithm updates the driving function g nϩ1 (x) at the (n ϩ 1)st iteration as Typically ␤ is fixed at a constant value between 0.5 and 1.0.
It remains to define the function c n (x) for typical crystallographic constraints. This is easily done, following standard electron density modification procedures, 14 as follows. The molecular envelope constraint is applied by using
where ͗ • ͘ W denotes the average value (taken here to be zero) over the solvent region W. We apply the ncs constraint [referring to Eq. (8)] by using
where the sum is over the M points x i that are related to x by the ncs. Note that c n (x) defined by Eq. (13) satisfies the ncs. When the algorithm is implemented computationally, the image must of course be sampled on a discrete grid. The points x i that are symmetry related to a grid point x are not usually grid points themselves. Therefore the values f n (x i ) in Eq. (13) must be interpolated from the surrounding grid points. Since the interpolation must be reasonably accurate but the computational cost minimized, the image is oversampled (by zero padding in Fourier space) and trilinear interpolation used. Furthermore, a positivity constraint is also applied inside U if the averaged electron density given by Eq. (13) As has been noted previously, 9 the best convergence is usually obtained by alternating a number of iterations of the hio algorithm with a few iterations of the er algorithm. The latter corresponds to conventional electron density modification, and Eq. (11) is replaced by
There has been a previous attempt to apply the hio algorithm to reconstruction of a periodic image from its Fourier amplitude. 26 The algorithm used is quite different, however, from that described in this paper and is summarized briefly here. The problem is mapped into one corresponding to a nonperiodic problem as follows. The image is zero padded by a factor of 2 in each spatial direction in image space, leading to oversampling in Fourier space. This allows a support constraint to be applied in image space, but the amplitude data are available only on a subset of the oversampled grid in Fourier space. Therefore both the amplitude and the phase at the remaining grid points are taken from the current estimate of the image. The hio step is applied as a positivity and support constraint in image space, i.e., only as in the original formulation 9 of the hio algorithm. Noncrystallographic symmetry is enforced either by applying the constraint in image space (as in conventional density modification) or by interpolation in Fourier space. The crucial Fig. 1 . Flow chart of the hio algorithm adapted for the crystallographic application.
. (11) step [Eq. (11)] described in the current paper, namely, the application of the hio step to the ncs constraint, is not included. The algorithm is therefore unlikely to give any real performance gains. The algorithm was applied to simple two-dimensional images.
APPLICATION OF THE ALGORITHM
To assess the utility of our algorithm, we have applied it to reconstruction of models of macromolecules, using simulated crystallographic data, and compared its performance with that of the conventional density modification algorithm. The results are described in this section.
The kind of macromolecule we used in the simulations is an icosahedral virus. 20 These are very large macromolecules, and virus crystallography presents a challenging and computationally demanding practical problem. These viruses are made up of 60 identical subunits whose positions and orientations are related by the icosahedral symmetry group. Details of the icosahedral symmetry group are not presented here; the interested reader is referred to Ref. 27 . For our purposes, it suffices to say that the icosahedral symmetry group can be generated from an appropriately chosen set of two 2-fold axes, one 3-fold axis, and one 5-fold rotation axis (that all pass through the same point) of a regular icosahedron. An icosahedrally symmetric image can be generated from an appropriate 1/60th of the image by using the unique set of symmetry operators. Although an icosahedrally symmetric image has 60-fold symmetry, the degree of ncs depends on the position and orientation of the icosahedral symmetry axes in the unit cell. The ncs can vary between 5-fold (if the 2-and 3-fold axes are coincident with symmetry axes of the crystal) and 60-fold (if none of the symmetry axes coincide with symmetry axes of the crystal). Despite the high degree of ncs often present in crystallographic studies of icosahedral viruses, true ab initio phase retrieval (i.e., with no initial phase information) has not so far been successful.
To compare the new algorithm described here with conventional density modification or error-reduction, we attempted reconstructions by using two protocols. The first (er) consisted of 60 iterations of er, and the second (which we refer to simply as hio) consisted of 10 iterations of er followed by 40 iterations of hio and a further 10 iterations of er. Both algorithms were started with random phases in all cases. Since the performance of these kinds of algorithm can be variable, depending on the particular starting phases used, each was run for five different random starting phases.
Progress of the phase determination was monitored by using three different error metrics, calculated as a function of iteration number n. The first, R n , measures the difference between the amplitude data, ͉F h d ͉, and the amplitudes ͉G hn ͉ of the structure factors G hn (see Fig. 1 ) and is given by
This corresponds to the R factor used in crystallography.
The second error metric, ⌽ n , measures the difference between the true phases, h t , of the structure factors and the phases, hn , of G hn , and is given by
The phase differences in Eq. (16) are weighted by the amplitudes, because phase errors associated with larger amplitudes produce larger errors in the image and are therefore more significant. The phases associated with very small amplitudes tend to be random, even for a good reconstruction, and these swamp the error metric if the phase errors are not weighted. Note that random phases correspond to ⌽ Ϸ 90°. The third error metric is the rms difference, e n , between the reconstructed image f n (x) and the true image f t (x) and is given by
where the sums are over the grid points of the image. Note that for the hio algorithm, since g n (x) is not actually an estimate of the image (as described in Section 3), the error metrics R n and ⌽ n that are based on G n do not necessarily decrease following a hio iteration, even if the image estimate f n (x) improves.
In order to provide a stringent test of our algorithm, we chose 5-fold ncs (as opposed to a higher degree of ncs) for the examples presented here. This was done by using a cubic unit cell and positioning the icosahedrally symmetric image so that the 2-fold axes are parallel to the unit cell edges and the 3-fold axes pass through body diagonals of the unit cell (Fig. 2) . The 2-and 3-fold icosahedral symmetries are then crystallographic.
The algorithm described in Section 3 was tested on two icosahedrally symmetric images. The first was a simple particle of constant electron density, and the second was the electron density distribution of an actual virus. The results are described in the following two subsections.
A. Simple Icosahedral Image
The image (particle) used for this example consists of a large sphere of diameter 260 Å and 60 smaller spheres of diameter 60 Å, whose centers are on the surface of the large sphere. The resulting particle has a constant elec- Fig. 2 . Relationship between the icosahedral symmetry axes (labeled 2, 3, and 5) and the cubic unit cell used in the simulations for 5-fold noncrystallographic symmetry. tron density and icosahedral symmetry. The edges of the model were smoothed by convolving it with a spherically symmetric Gaussian electron density profile of standard deviation 5 Å. The particle then has a maximum diameter of approximately 340 Å. The particle was placed at the center of a cubic unit cell (sampled on a 48 ϫ 48 ϫ 48 grid) with sides of length 340 Å. The particle was oriented as described above so that it has 5-fold ncs. The Fourier amplitudes were calculated at the reciprocal lattice points within a sphere of radius 0.033 Å Ϫ1 in Fourier space, which corresponds to a resolution of 30 Å. These amplitudes were used as synthetic data for the simulations. The molecular envelope was a sphere of diameter 360 Å. The constraints applied were the molecular envelope, ncs, and positivity, as described in Section 3. All Fourier transforms were computed by using a fast-Fourier-transform algorithm.
Initial experiments were conducted with this image by using the hio algorithm to determine the optimum values for the parameters ␤ and ⑀ in Eq. (11) . Reconstructions with values of ␤ between 0.5 and 1.0 showed that convergence was somewhat variable, but better convergence was generally obtained for ␤ Ϸ 0.7. A value of ␤ ϭ 0.7 was therefore used in all subsequent applications of the hio algorithm. Reconstructions were also run with values of ⑀ between 0.0 and 0.1 times the maximum value of the image. The results obtained did not depend critically on the value of ⑀ used, and we used a value of 0.02 times the maximum value of the image in all subsequent calculations.
The results of running the reconstruction algorithms are shown in Figs. 3-5 . The error metrics versus iteration for the er and the hio algorithms are shown in Figs.  3(a) and 3(b) , respectively, for the five random starting phases. Figure 3(a) shows that, for the five different starting phases, the er algorithm makes little progress toward reconstructing the image. This is particularly evident in the plots of ⌽ n and e n , which show no improvement from their initial values. The er algorithm shows typical stagnation behavior with no improvement in the reconstruction after the first few iterations. Referring to Fig. 3(b) , however, shows that the hio algorithm (starting with the same random phases) breaks the stagnation. On application of hio, the quality of the image, as shown by e n , begins to improve. Note that R n is not a reliable error metric during application of the hio iterations as described above. When the hio iterations are followed by a few iterations of er, the final values of the error metrics are low (very low in three of the five cases), indicating good reconstructions. In particular, there is a vast improvement in the phase error compared with that for the er algorithm. Contour plots of two sections through the actual image and the best (of the five) reconstructions with the er and hio algorithms are shown in Fig. 4 . The reconstruction with use of the hio algorithm [ Fig. 4(c) ] is seen to be an accurate representation of the actual image at 30 Å resolution [ Fig. 4(a) ], whereas the reconstruction with the er algorithm [ Fig. 4(b) ] is a very poor representation. The quality of the reconstructions of the particle can also be seen in the surfaces representing a contour of the electron density shown in Fig. 5 , which shows the outer surface of the image. This clearly shows the accurate reconstruction of the surface topography of the particle [ Fig. 5(a) ] produced by the hio algorithm [ Fig. 5(c) ], compared with that produced by the er algorithm [ Fig.  5(b) ]. In summary, the new algorithm described in this paper has successfully performed ab initio phase retrieval on this image, whereas conventional density modification has failed.
B. Virus Particle
For the second set of examples we used the electron density of an actual virus, cowpea mosaic virus (cpmv), whose structure was determined by x-ray crystallography, 28 as the image. The structure factors F h were calculated from the atomic coordinates of the virus with standard methods. 29 The amplitudes of the structure factors were used as synthetic data. The true electron density of the virus was calculated by inverse Fourier transforming the structure factors. The virus is approximately a spherical shell of electron density, with a maximum outer diameter of 320 Å and a minimum inner diameter of 200 Å, although the actual electron density distribution is quite intricate. The image representing the electron density was placed in a cubic unit cell (sampled on a 64 ϫ 64 ϫ 64 grid), with edges of length 340 Å, and oriented as described above so that it had 5-fold ncs. The molecular en- velope consisted of an outer sphere of diameter 330 Å and an inner sphere of diameter 190 Å. Reconstructions were generated with the er and hio algorithms as described in Subsection 4.A.
The results of running the reconstruction algorithms are shown in Figs. 6-8. The error metrics for the er and the hio algorithms are shown in Figs. 6(a) and 6(b), respectively, for the five random starting phases. Figure  6(a) shows that, for the five different starting phases, the er algorithm stagnates and makes no progress toward reconstructing the image. Referring to Fig. 6(b) , however, shows that application of the hio algorithm breaks the stagnation. Although there is only a modest improvement in the final value of R n compared with that obtained by using using er, there are significant improvements in ⌽ n and e n . Contour plots of two sections through the actual image and the best (of the five) reconstructions with the er and hio algorithms are shown in Fig. 7 . The improved reconstruction obtained by using the hio algorithm [ Fig. 7(c) ] compared with that obtained with the er algorithm [ Fig. 7(b) ] is evident. Note that Fig. 7(a) shows the considerably detailed structure of the electron density in the virus. Figure 8(a) shows the intricate structure of the outer surface of the actual virus particle. Figure 8(c) shows the reconstruction of the surface topography of the particle produced by the hio algorithm compared with that produced by the er algorithm [ Fig. 8(b) ]. Comparison of Fig. 8(c) with Fig. 8(a) shows that the former has the same shape as the latter except for loss of some fine detail. Figure 8(b) shows a much poorer reconstruction, however, with numerous artifacts. In summary, the new algorithm described in this paper has been successful in ab initio reconstruction of this virus structure at 20 Å resolution, whereas conventional density modification has failed.
The computational load for reconstructing threedimensional images of this kind can be high. The algorithm described here was coded in C and run on a SGI Indy workstation with a 100-MHz R4000 processor and 32 Mbytes of memory. For the virus example at 20 Å resolution (64 ϫ 64 ϫ 64 grid), the CPU time was approximately 2 min per iteration. Most of the CPU time (ϳ60%) was consumed by the averaging [Eq. (13) ] and most of the remainder by the fast-Fourier transforms. Use of the hio rather than the er algorithm increased the CPU time by less than 1%. 
DISCUSSION
A phase retrieval algorithm based on the hybrid-inputoutput concept has been described that incorporates symmetry constraints in an image. Development of this algorithm was motivated by an image reconstruction problem in macromolecular x-ray crystallography, where the symmetry constraints can help to make up for missing Fourier amplitude data. Simulations with synthetic data show good convergence properties relative to algorithms currently used in crystallography. The algorithm has other potential applications in, for example, electron microscopy, where one is sometimes concerned with reconstructing a symmetric image from diffraction plane data. Constraints other than symmetry are easily incorporated into the algorithm, allowing for a variety of other potential applications.
Although in both of the examples presented here the new algorithm converges to solutions that are more accurate than those obtained with conventional density modification, it is notable that the convergence is different for the two different examples. For the simple icosahedral image, essentially perfect reconstructions were obtained for three of the five starting phases; but for the virus particle, although good reconstructions were obtained, convergence was not complete for any of the starting phases used. This could be due to a combination of the simple icosahedral image being reconstructed at 30 Å resolution, whereas the virus particle was reconstructed at 20 Å resolution, and the virus particle having more high-resolution detail than does the simple icosahedral image. Inspection of the phase errors as a function of resolution (i.e., as a function of radius in Fourier space) showed that for the final reconstructed image of the virus particle, the errors are concentrated in the high-resolution (large-radius) region of Fourier space. The effect of this can be seen in Fig. 7 . Contour plots of sections through (a) the actual electron density of cpmv and reconstructions with (b) the er algorithm and (c) the hio algorithm. The sections are through the center of the virus particle (left) and halfway between the center and the outer edge of the virus particle (right). Contour levels are at 0.2, 0.4, 0.6, and 0.8 of the maximum value of the electron density. Fig. 8 . Outer surface (contoured at 0.2 of the maximum value of the image) of (a) the actual cpmv particle and reconstructions with (b) the er algorithm and (c) the hio algorithm. Fig. 8(c) , which is largely the same as Fig. 8(a) except that some of the high-resolution detail has been lost. The amplitudes of the structure factors of the simple icosahedral image are very small at high resolution, so that phase errors at high resolution have little effect on the reconstruction. A further difference between the simple icosahedral image and the virus particle is that the former is centrosymmetric ͓ f(x) ϭ f(Ϫx)͔, whereas the latter is not. The phases of the structure factors of a centrosymmetric image are either zero or , and this could also affect the algorithm's performance.
In the implementation of the algorithm described here, both the crystallographic and the noncrystallographic symmetries were applied in image space by using Eq. (13). In the examples described, the image has 5-fold ncs and 12-fold crystallographic symmetry, and the full 60-fold symmetry was applied in image space. Crystallographic symmetry in the image, however, maps to simple relationships between the structure factors (whereas ncs does not). An alternative approach, therefore, is to apply the ncs in image space and the crystallographic symmetry in Fourier space. The advantage of this procedure is that the crystallographic symmetry can then be applied without requiring interpolation, thereby reducing the computational load. We are currently exploring the algorithm's performance when this approach is used.
The examples presented here illustrate the application of the new algorithm to ab initio phase retrieval in macromolecular crystallography. However, in many cases the order of the ncs may be insufficient to allow a unique solution, even with a good algorithm. Methods such as isomorphous replacement, anomolous dispersion, and molecular replacement (described in Section 2) provide initial phase estimates, but these are often not accurate enough to refine to accurate phases with use of conventional density modification, necessitating the (expensive) collection of additional experimental data to increase the accuracy of the initial phase estimates. However, application of the algorithm described in this paper should result in improved convergence in these cases also, potentially eliminating the need for more accurate initial phase estimates in some cases.
Although the macromolecular crystallographic phase problem does not have a unique solution in general, a modest amount of a priori information should be sufficient to render the solution unique. If such is the case, the only remaining difficulty would be to find an algorithm that is capable of finding the solution. The algorithm described here appears to outperform current electron density modification algorithms and may therefore be a good candidate for ab initio phase retrieval. Further assessment of this algorithm with data at higher resolution, with noisy and missing data, and with experimental data, is needed. A number of components of electron density modification algorithms (such as weighting, envelope refinement, and phase combination) have not been included here but are easily incorporated into the new algorithm. This should improve its performance further, and it should still retain its edge over current algorithms. Although the simulations presented here are for a highsymmetry icosahedral virus, the low noncrystallographic symmetry used is similar to that present in many proteins, so that the algorithm has considerable potential in protein crystallography. The algorithm should be even more effective in virus crystallography when there is a higher degree of noncrystallographic symmetry. Overall then, the algorithm presented here shows considerable potential for phase retrieval (both ab initio and otherwise) in macromolecular crystallography.
