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Abstract:  A fundamental and difficult problem in cluster analysis is the determination of the “true” number of 
clusters in a dataset. The common trail-and-error method generally depends on certain clustering algorithms and is 
inefficient when processing large datasets. In this paper, a hierarchical method is proposed to get rid of repeatedly 
clustering on large datasets. The method firstly obtains the CF (clustering feature) via scanning the dataset and 
agglomerative generates the hierarchical partitions of dataset, then a curve of the clustering quality w.r.t the varying 
partitions is incrementally constructed. The partitions corresponding to the extremum of the curve is used to 
estimate the number of clusters finally. A new validity index is also presented to quantify the clustering quality, 
which is independent of clustering algorithm and emphasis on the geometric features of clusters, handling 
efficiently the noisy data and arbitrary shaped clusters. Experimental results on both real world and synthesis 
datasets demonstrate that the new method outperforms the recently published approaches, while the efficiency is 
significantly improved. 
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现有的研究[2−13]是通过以下过程(一种迭代的 trial-and-error 过程[9])来确定数据集最佳聚类数的,如图 1 所
示.在给定的数据集或通过随机抽样得到的数据子集上,使用不同的参数(通常是聚类数 k)运行特定的聚类算法
对数据集进行不同的划分,计算每种划分的统计指标值,最后比较分析各个指标值的大小或变化情况,符合预定






Fig.1  A typical process for determining the number of clusters in a dataset 





和 S.Wang-H.Sun-Q.Jiang 指标[9]Vwsj 等.对应于最大或最小指标值的 k 被认为是最佳聚类数 k*.其他类型的统计
指标包括 Gap statistic[2]、信息熵[3]和 IGP(in-group proportion)[4]等,其中,IGP 是一种新近提出的指标,它使用簇
内数据点的 in-group 比例来衡量聚类结果的质量,取得了优于现有其他指标的性能[4]. 
然而,现有的工作[2−13]多集中在对统计指标的改进上,而忽略了对计算过程的研究.图 1 所示的计算过程存
在两个问题:首先,由于需要多次地对整个数据集进行聚类,其效率显然与所选用聚类算法本身的效率密切相
关,且将随着数据集的增大而显著下降.尽管可以通过减少聚类次数来提高效率,然而估计准确的 kmin 和 kmax 也
是不容易的[14];其次,指标被特定的聚类算法联系在一起.例如,实际中许多 CVI[6−12]是与 FCM(fuzzy C-mean)算
法(或融合 GA(genetic algorithm)算法[13])结合在一起的,上述的其他指标出于计算的需要总要选择以聚类数 k
为参数的算法,如 k-means 或层次型聚类算法 [2−4].这导致了指标性能依赖于聚类算法的问题.例如,FCM 和
k-means 算法存在不能有效识别噪声和只能发现凸形簇的局限性,使得这些指标自然地存在同样的缺陷. 




据和合成数据上的测试结果表明,COPS 的性能优于 IGP,同时大幅度提高了计算效率. 
本文第 1 节给出 COPS 方法.第 2 节提出和分析 COPS 使用的聚类有效性新指标.第 3 节进行实验验证和分
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1   COPS 方法 
给定 d 维数据集 DB={X1,X2,…,Xn},X={x1,x2,…,xd}为一个数据点,n 为数据点数目.一个硬划分聚类算法[1]
将 DB 划分为 k(k>1)个子集的集合 Ck={C1,C2,…,Ck},且∀j≠l,1≤j,l≤k,Cj∩Cl=Φ,Cj 称为 DB 的簇.常用的 trail-and- 
error方法为产生Ck(k=kmin,…,kmax)需要对数据集进行 kmax−kmin+1次聚类,这影响了算法效率,尤其当数据量较大








{ , ,..., }
arg min ( ),  ( )k n kC C C CC Q C k Cθ∈= = . 
COPS 的处理对象是可能包含噪声和复杂形状(非凸形)簇的数据集,这样的数据在实际应用中是常见的,如
空间数据和一些高维度的数据.过程θ剔除噪声的影响,识别 C*中有意义的簇的数目. 
1.1   算法原理 
下面,首先结合距离和维度投票(dimension voting)[15]思想提出数据点间相似度的定义,以此为基础给出确
定 DB 最优划分 C*的计算过程. 
定义 1(点的相似维度[15]). 给定一个阈值 tj≥0,1≤j≤d,若|xj−yj|≤tj,则称点 X 和 Y 是关于 tj 第 j 维相似的. 
根据定义 1,可以定义相似的数据点. 
定义 2(相似点). 给定一个阈值向量 T={t1,t2,…,td},若点 X 和 Y 在所有数据维度上都是关于 tj(j=1,2,…,d)相
似的,则称数据点 X 和 Y 是关于 T 相似的. 
彼此相似的数据点组成 DB 的簇.若 T 的各分量相等,则||T||相当于基于密度聚类算法[16]中点的邻域半径.
这里,我们允许 T 的各分量不相等,它反映了数据集各维度属性值分布的差异.显然,T 的取值“大小”决定了簇结
构.鉴于 T 是一个向量,定义 3 用于比较不同 T 之间的相对关系. 
定义 3(T 的比较). 给定两个阈值向量 1 2{ , ,..., }
a a a a
dT t t t= 和 1 2{ , ,..., }
b b b b
dT t t t= ,称 T
a>Tb 若满足: 
(1) ,a bj jt t≥ j=1,2,…,d; 
(2) 至少存在一个 j∈[1,d],使得 a bj jt t> .
 
给定数据集 DB,根据定义 2 和定义 3,一个很小的 T 令大多数数据点不相似,极端情形是每个数据点(设 DB
中没有相同的数据点)都构成单独的“簇”,此时,DB 的划分数目达到最大值,k=n;记这样的 T 为 T 0.相反地,一个足
够大的 T 将使得所有数据点彼此相似而组成一个大簇,此时,k 达到最小值,k=1;用 T m 表示使得 k=1 的最小的 T. 
至此,可以把确定数据集 DB 最优划分 C*的问题转换为求解最优阈值向量 T*(T0<T*<Tm)的问题,T*是使得 Q





Fig.2  Flowchar of the COPS 
图 2  COPS 的计算流程图 
计算从 T=T 0(每个分量值为 0)开始,每个步骤 T 增大一个量Δ(Δ={Δ1,Δ2,…,Δd}),根据定义 2,此时将有部分原
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点被划分到同一个集合为止.这里子集的合并,也就是簇的合并,以类似 single link 的方式[1]进行.图 3 给出一个
例子,说明图 2 的计算过程如何自底向上地进行簇的合并. 
图 3 给出了 COPS 在一个 2 维数据集上若干步骤的结果,该数据集包含 2 个簇和 1 个噪声点,其中一个簇是
非凸形的.如初始状态图 3(a)所示,所有的数据点均构成独立的簇;随 T 的增大数据点被逐渐合并,假设在某个步
骤形成了图 3(b)所示的椭圆形区域所代表的若干个小簇;当 T 进一步增大使得两个分属于不同簇的点(如图
3(b)中分属于簇 A 和 B 的两个标志为‘x’的点)变得相似时,两个原本为凸形的簇被合并.基于这样的策略可以生
成任意形状的簇,如图 3(c)所示,最终合并成了一个 banana 型的非凸形簇.图 3 中,3 个阶段的簇结构组成聚类树
的 3 个层次(实际的聚类树可能不止这 3 个层次,作为一个例子,这里只给出其中的 3 层).对于每个层次上的簇集
合,分别计算它们的 Q 值,抽取出其中使得 Q 取值最小的层次,识别其中的噪声点.考虑图 3(c)所示的簇集合,位
于下方只包含一个数据点的“簇”被识别为噪声,这样就得到了该数据集的最佳聚类数目为 2. 
以上簇的合并方法与 single link[1]的区别是,传统的 single link 方式以全空间的欧氏距离为基础,而 COPS
依据定义 2 来衡量簇间的相似度.Single link 已被证明可以识别数据集中非凸形的簇结构[1],我们在此基础上增
加考虑了数据集各维度属性值分布的差异因素,这种差异在具有较高维度的实际应用数据中是常见的[17].Δ的







(a)                          (b)                          (c) 
Fig.3  An example of the working flow of the COPS 
图 3  COPS 计算过程示例 
1.2   算法过程和参数设置 
COPS 的计算过程类似于凝聚型层次聚类算法中层次聚类树[17]的构建过程.然而,一个典型的层次聚类算
法具有 O(n2)的计算复杂度[1].性能的瓶颈在于为每个数据点 X 查找与其相似点的集合 Neighbors(X),这是 range 
queries 问题[18],通常这需要遍历整个数据集,一些改进方法可参见文献[18]. 
基于定义 2 可以简化查找相似点的过程.首先将数据点按照每个维度的属性值大小进行排序(每个维度 j
有一个排序的序列 Aj);根据定义 1,通过顺序扫描 Aj 可以得到所有与点 X 第 j 维相似的点 Y,扫描范围局限在符
合|xj−yj|≤tj条件的有限区间内.当 tj增加Δj时,只需在原有范围的基础上扩展扫描区间 tj<|xj−yj|≤ tj+Δj即可.基于此
优化方法的 COPS 伪代码如图 4 所示.其中 MergePartitions 的功能是在 Ck+1 的基础上合并两个相似点 X 和 Y
所在的子集生成新的划分 Ck;UpdateQ 在 Q(Ck+1)的基础上根据 X 和 Y 所在子集的统计信息计算得到新的值
Q(Ck).第 2 节将阐述基于 CF 的子集合并和 Q(C)的计算方法. 
算法参数Δ的选取与 T 的一个隐含性质有关.考察定义 2,T 可以看作是聚类数据集的分辨率(clustering 
resolution)[19],而分辨率可以被想象为一个看待数据点是否构成簇的“望远镜”.由此可知,T 的各分量间应成一定
的比例关系,这个比例与数据点投影到各维度上时点的分布密度有关.同理,Δ的各分量间也应具有这个性质.定
义 4 通过度量维度的稀疏度来量化这种比例关系. 
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λj 实际上是数据集第 j 维规范化的标准偏差.在高维数据的投影聚类[20]中,正是以标准偏差为基础度量维
度与簇之间的相关程度.λj值越大,表明第 j维属性值分布得越稀疏,与其相关的簇也可能就越多.COPS利用这些
维度上属性值的变化来揭示数据集潜在的簇结构,因此可用以下公式来确定算法的参数Δ: 
1 2max{ , ,..., }d
j
j
λ λ λΔ ε
λ





1.3   确定k*的值 
|C*|是候选的聚类数 k*,但由于噪声的影响,k*=|C*|并不完全成立.在 COPS 中,噪声数据点也是 C*的组成部








*| |iC 从大到小排序生成一个新的序列 C1, 
C2,…,Ck;然后将这个序列以 Cp(1<p<k)为界分为两个部分:SL(p)={C1,C2,…,Cp}和 SR(p)={Cp+1,Cp+2,…,Ck},求得数
据的编码长度 CL(p).CL(p)的定义[21]为 
2 ( ) 2 ( ) 2 ( ) 2 ( )
1 1
( ) log ( ) log (|| | |) log ( ) log (|| | |)
L L R RS p j S p S p j S p
j p p j k
CL p C Cμ μ μ μ
≤ ≤ + ≤ ≤
= + − + + −∑ ∑ , 
其中, ( ) ( )1 1| | ,  | | ( )L RS p j S p jj p p j kC p C k pμ μ≤ ≤ + ≤ ≤⎡ ⎤ ⎡ ⎤= = −⎢ ⎥ ⎢ ⎥∑ ∑ .上式的第 1 项和第 3 项分别表示以 p 为界的两个
Algorithm. COPS (DB,Δ). 
begin 
k=n,T=T 0,Cn={{X1},{X2},…,{Xn}},Qn=Q(Cn) 
For each dimension j∈[1,d] do 
Aj=Points sorted on the values of jth-attributes 
{1. Generating Q-sequence} 
Repeat 
For each dimension j∈[1,d] do 
For each point X∈Aj do 
For each point Y∈Neighbors(X,Aj,tj,tj+Δj) 
begin 
Flag X and Y are jth-similar 






end; {for Y∈Neighbors()} 
T=T+Δ 
Until k=1 
{2. Computing k*} 
C*=Partitions having the minimum of Q-sequence
Return k*=θ(C*) 
end; 
Fig.4  The pseudocodes of the COPS
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序列的平均编码长度 ;其余两项衡量 |Cj|与平均数据点数之间的差异 .实际计算中若出现 ( )| | Lj S pC μ= 或
( )| | Rj S pC μ= 而使得 log 函数没有定义,则直接忽略该子集,即设定此时的差异为 0 bit. 
最短的编码长度 CL(p)对应的分割位置 p 被看作数据序列的最优分割点,根据 MDL(minimal description 
length)剪枝方法的思想,此时 SL(p)所包含的数据点可以认为代表了对 DB 的覆盖[21].在 COPS 中,SR(p)所包含的
数据点就识别为噪声.至此,我们得到了数据集的最佳聚类数,k*=p. 
1.4   算法复杂度 
最坏情况下,COPS 的空间复杂度为 O(n2),实际中采用以下策略降低算法的空间使用量:对任意两个不相似
的数据点 Xi 和 Xj,若 Xi 和 Xj 至少在一个维度上是相似的,则通过一个 hash 函数映射到一个线性表中的单元
HASH(i,j),HASH(i,j)记录 Xi 和 Xj 的维度相似情况.算法开始时,该表的所有单元为空(未被使用),随着 T 的增大,
一些点对变得相似时,其映射在线性表中的单元亦被释放,从而有效降低了算法的实际空间占有量. 
采用快速排序(quicksort)方法对数据点进行排序的时间复杂度为O(dnlogn).生成Q序列部分算法的时间复 
杂度为 ( )O kdnN ,其中, k 为外层循环的执行次数,是一个与 n 无关的量,在数值上, k <<n.这是因为随着 T 的增 
大,越来越多的点变得相似,k 在内层循环中将迅速减少,其数值只与数据点的分布和ε的取值有关; N 是数据点
在Δ邻域内的平均相似点数目,在数值上 N <<n,它也只与数据点分布和ε有关.计算初始值 Q(Cn)的复杂度为 
O(dn)(参见第 2.3 节分析),MDL 剪枝方法的复杂度为 O(k2).综上,COPS 的时间复杂度为 O(dnlogn). 
2   COPS 的聚类有效性指标 
COPS 用有效性指标 Q(C)评估 DB 被划分为 C 时的聚类质量.本节提出的指标 Q(C)主要考虑数据集的几
何结构,即通过衡量簇内数据点分布的紧凑度以及簇间的分离度,并保持二者之间的平衡.Q(C)不依赖于具体的
聚类算法. 
2.1   新的有效性指标 
设||X−Y||表示点 X 和 Y 之间的欧氏距离,给定 DB 的一个划分 Ck={C1,C2,…,Ck},Scat(Ck)衡量 Ck 的簇内紧凑
度, Sep(Ck)对应 Ck 的簇间分离度.具体地, 
 2
1 ,




i X Y C
Scat C X Y
= ∈
= −∑ ∑  (1) 
 2
1 1, ,
1( ) || ||
| | | | i l
k k
k
i l l i X C Y Ci l
Sep C X Y
C C= = ≠ ∈ ∈
⎛ ⎞
= −⎜ ⎟⎜ ⎟⋅⎝ ⎠
∑ ∑ ∑  (2) 
以上两式的定义原理如下:Scat是簇内任意两个数据点之间距离的平方和;Sep的原理是将每个簇看作是一
个大“数据点”,大“数据点”间的“距离”通过簇间点对的平均距离来衡量.这样,Scat 和 Sep 保持了度量上的一致
性.另一方面,Scat 和 Sep 基于“点对”的平均距离定义,可用于度量非凸形簇结构的聚类质量.传统的基于几何结










Scat C C SS LS
= =
= −∑∑ , 
2 2
2
1 1 1 1
( ) 2 ( 1)
| | | | | |
d k k k
ij ij ijk
j i i ii i i
SS LS LS
Sep C k
C C C= = = =
⎛ ⎞⎛ ⎞⎜ ⎟= − − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑ ∑ ∑ ∑ , 
其中, 2 ,  
i iij j ij jX C X C
SS x LS x
∈ ∈
= =∑ ∑ .直观上,Scat 的值越小,表明簇越紧凑;Sep 的值越大,表明簇间的分离性越 
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这里将数据集的划分 C 看作一个变量,其定义域为{C1,C2,…,Cn}.根据定理 1 可以推定β=1. 
定理 1. 给定数据集 DB,Scat(C)和 Sep(C)具有相同的值域范围. 
证明:在初始状态 k=n,Cn={{X1},{X2},…,{Xn}},由公式(1)可知 Scat(Cn)=0;根据公式(2)有 
 ( )( )2 21( ) 2 )dn j jj X DB X DBSep C n x x M= ∈ ∈= ⋅ − =∑ ∑ ∑  (3) 






| | | |
( ) ( ) 2 ( 2)
| || | (| | | |) | || | | |
| | | |
                                       2
(| | | |) | || | | |
d d k
uj vj v uj u vj ijk k
j j iu v v u u v i
v uj u vj ij
iv u u v i
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Sep C Sep C k
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( ) ( ) 2 (| | | | 2 ) 0
d
k k
u vj v uj uj vj
j
Scat C Scat C C SS C SS LS LS−
=
− = + + >∑  (5) 
因此,Scat(C)是单调递增函数,而 Sep(C)为单调递减函数.当 k=1 时,C1={{X1,X2,…,Xn}},容易求得 Sep(C1)=0
和 Scat(C1)=M. □ 
根据定理 1,COPS 使用的聚类有效性指标函数 Q(C)取以下形式: 
 1( ) ( ( ) ( ))Q C Scat C Sep C
M
= +  (6) 
2.2   指标分析 
最优的聚类质量对应于簇内紧凑度和簇间分离度的平衡点[9,10],在数值上反映为指标函数 Q(C)取得最小
值.定理 2 表明,对于大多数(一种特例除外,见定理条件)数据集 Q(C)存在(0,1)区间的最小值. 
定理 2. 给定数据集 DB={X1,X2,…,Xn},若 n>2 且至少存在一个 i∈[2,n−1]使得||Xi−1−Xi||≠||Xi−Xi+1||,则 Q(C)
存在小于 1 的极小值. 
证明:考虑在 COPS 的初始状态 k=n,Cn={{X1},{X2},…,{Xn}}.令 tj=minl=1,2,…,n−1{xlj−x(l+1)j},j=1,2,…,d,若满足
定理条件,根据定义 1,∃u,v∈[1,n],u≠v,使得 Xu和 Xv是相似的,且(Xi−1,Xi)和(Xi,Xi+1)中至少有 1 对是不相似的,后者
确保对所有相似点做合并处理后 k>1.考虑点 Xu 和 Xv 合并后 Q 的变化,根据公式(3)~公式(6)有 
1
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定理 1 已经证明 Q(C1)=Q(Cn)=1,这意味着若满足定理条件,则 Q(C)存在小于 1 的极小值. □ 
定理 2 给出了 Q(C)无法取得(0,1)区间极小值的一种特殊结构的数据集,其直观情形是所有数据点均匀地
分布在空间等分网格的节点上.对这样的数据集,COPS 将输出 k*=n.这是合理的,因为此时,合理的 k*取值为 1 或
n,而聚类算法通常要求 k*>1. 





这正是 BIRCH 算法提出的聚类特征(clustering feature)[17].基于此,
合并数据集划分的操作(MergePartitions 过程)可以转化成为相应的
|Ci|,SSij 和 LSij 数值之间简单的加法运算.在计算初始值 M 时,需获得每
个数据点的 CF 结构,再按照公式(3)计算,其时间复杂度为 O(dn). 











Fig.5  An example of a Q(C) curve 
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现大幅跳变,这意味着若合并最优划分的一些子集将使得聚类质量急剧下降.利用这个特点,此时加大 T 的增量
Δ可以进一步提高 COPS 的性能.具体地,当数据集较大时(比如 n>1000),计算过程中若 Q 大于已出现的最小值,
我们设定ε=ε×2. 
3   实验与分析 
实验验证包括算法有效性和算法效率两方面.在众多的聚类有效性指标[6−13]里,选用基于几何结构的 Vxie[8]
和 Vwsj[9]这两种有代表意义的指标作为对比对象,其中,Vxie 是首个采用“紧凑度”和“分离度”概念的经典指标; 
Vwsj改进了线性组合方法的稳定性,可以有效地处理包含有重叠的簇和噪声的数据集[9,12].两种指标都基于 FCM
算法,实验设定 FCM 算法的模糊因子 w=2.在其他类型方法中,选用 Gap statistic[2]和 IGP[4]作比较.Gap statistic
的特点是通过检测聚类质量的“突变(dramatic change)”确定最佳的 k 值;IGP 是新近提出的一个指标,使用 in- 
group 比例衡量聚类的质量,其性能已被验证优于现有的其他统计指标[4].根据文献[2,4]的建议,使用 k-means 作
为它们的基本算法,取参数 R=5;IGP 使用的 Cutoff 阈值设置为 0.90.使用 Greedy 技术[9]选择 FCM/k-means 的初
始簇中心点以提高算法的收敛速度.实验在 CPU 2.6GHz,RAM 512MB 的计算机上进行,操作系统为 Microsoft 
Windows 2000. 
3.1   实验数据 
实验分别采用了真实数据和人工合成数据.以下报告 6 个有代表性的数据集上的实验结果,数据集的参数
汇总见表 1.为比较起见,选取的前 2 个数据集 DS1 和 DS2 是常被类似研究引用的真实数据 X30 和 IRIS 数 
据[3,7−9,12].DS3 和 DS4 是两个具有较高维度的实际应用数据.DS3 来源于 Vowel Recognition(deterding data) 
(http://www.ics.uci.edu/~mlearn/databases/undocumented/connectionist-bench/vowel/),包含有 10 个说话人、11 个
英语元音的发音数据,用于语音识别研究;DS4来源于Wisconsin Breast Cancer Database(http://mlearn.ics.uci.edu/ 
databases/breast-cancer-wisconsin/),是患者肺部 FNA 测试的临床数据,用于医疗诊断. 
Table 1  Summarized parameters of datasets 
表 1  测试数据参数汇总表 
DB Description of the dataset Dimension (d) Size (n) True number of clusters 
DS1 X30 2 30 3 
DS2 IRIS 4 150 3 
DS3 Vowel recognition (deterding data) 10 528 11 
DS4 Wisconsin breast cancer database 9 699 2 
DS5 Synthetic dataset 3 4 000 6 
DS6 t5.8k 2 8 000 6 
为测试各种方法处理大型数据集的性能,根据文献[17]提供的方法(在原方法基础上改进为随机簇中心)合
成了含 4 000 个数据点的 3 维数据集 DS5.DS5 同时还包含少量的噪声,这些噪声模糊了簇的边界,其中两个簇存
在明显的重叠.第 6 个数据集 DS6 包含有 8 000 个数据点,是命名为“t5.8k”的公用数据集,其特点是包含有大量
的噪声和复杂形状的簇(其 6个簇呈‘GEOAGE’字母形状).更为重要的是,我们通过实验发现,在适当的参数配置
下,即指定了正确的聚类数,FCM 和 k-means 算法可以很好地区分出这 6 个簇.以此验证基于 FCM 或 k-means
算法的其他 4 种方法以及 COPS 识别复杂形状簇的性能. 
3.2   有效性实验 
COPS 在 6 个数据集上都得到了正确的聚类数,实验结果如图 6 所示.对 DS1 和 DS2,COPS 检测出在聚类数
从最优数目 3 变为 2 时聚类质量大幅度下降.DS2 包含有两个重叠的簇[12],图 6(b)表明,COPS 能够有效区分重
叠的簇.受噪声影响,DS5 中有两个边界模糊的簇,图 6(e)显示,对应于聚类数 6 和 5 的聚类质量只存在很小的差
异,尽管如此,COPS还是完成了准确的区分,得到最优聚类数 6,这说明COPS可以有效地识别噪声并区分簇间的
密度差异.对 DS3~DS6 这 4 个较为复杂的数据,COPS 没有检测到连续变化的 k 值,例如在图 6(f)中,k 从 18 跳变
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计算和比较不同的聚类结果,而是在层次式的簇合并过程中计算不同划分的质量,合并过程中产生的簇的数目
取决于数据集本身的结构,这正是 COPS 在识别复杂形状簇方面的优势. 
不同方法的实验结果对比见表 2.实验中为 Vxie 和 Vwsj 设置的 k 值范围是[2,12],对 Gap 和 IGP 设置为[1,11]. 
文献[24]建议设定 maxk n≤ ,根据本文测试数据集的大小则会得到很大的 kmax 值,因而作了以上统一的设置.由 
于 FCM/k-means 算法的聚类结果容易受初始簇中心的影响,根据 Greedy 技术[8]的原理,其第 1 个初始簇中心是
随机选择的,使得它们在复杂数据集上产生不确定的结果;Gap statistic 使用的随机空分布数据(不含簇结构)和
















(d) DS4, k*=2                        (e) DS5, k*=6                         (f) DS6, k*=6 
Fig.6  Experimental results of COPS on the datasets 
图 6  COPS 在 6 个数据集上的实验结果 
Table 2  The optimal number of clusters yielded by different methods 
表 2  不同方法得到的最佳聚类数 
DB True number of clusters COPS Vxie Vwsj Gap statistic IGP 
DS1 3 3 3 3 3 3 
DS2 3 3 2 3 4 3 
DS3 11 11 2 11 2 3 
DS4 2 2 2 5 4 2 
DS5 6 6 4 5 5 6 
DS6 6 6 2 4 3 9 
从表 2可以看出,对于 3个簇明显分离的简单数据集DS1,所有方法都得到了正确的最优聚类数 3.对于DS2,
只有 COPS,Vwsj 和 IGP 得到正确的结果,这在一定程度上验证了 Vwsj 和 IGP 能够正确处理重叠簇的能力.然而在
DS6 上,只有 COPS 得到正确的结果.需要指出的是,FCM/k-means 算法在设置 k=6 时可以对 DS6 的 6 个簇进行
较好的区分,但 4 种对比方法均未能正确地计算,说明这些方法在识别非凸形簇方面存在缺陷.Gap statistic 需要
随机生成的空分布数据作为对比以检测聚类质量存在跳变的 k 值,在多次尝试后我们没有得到更好的结果.实
际上,除 DS1 外,Gap statistic 都返回错误的簇数目,这是由于 Gap statistic 只适合于处理簇间明显分离的数据 
集[2].表 2 显示 IGP 具有较好的性能,但在 DS3 和 DS6 上得到错误的结果.DS3 的数据点数较少(n=528),却具有
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3.3   算法效率分析 
COPS 与其他方法的运行时间对比见表 3.由于 DS1 和 DS2 分别只有 30 个和 150 个数据点,不同方法计算
时间的差异较小(均小于 0.5s),表 3 略去 DS1 和 DS2 的时间比较.表 3 显示,COPS 大幅度提高了确定数据集最
佳聚类数的计算效率,性能提升在大型数据集上(DS5 和 DS6)尤为明显.给定一个 k 值时,Gap statistic 和 IGP 需
要执行 R(算法参数)次聚类和指标值计算,令它们的计算效率低于 Vxie和 Vwsj.IGP 使用的 in-group 指标使得它可
以获得比其他 3 种方法更为准确的结果(第 3.2 节),但却以更多的时间消耗为代价.根据 in-group 的定义,计算指
标值时需要扫描数据集获得每个数据点的最近邻居点,并检查其是否属于同一个簇. 
Table 3  Comparison of execution time 
表 3  运行时间对比 
Execution time (s) of different methods DB Size (n)
COPS Vxie Vwsj Gap statistic IGP
DS3 528 0.3 2.3 2.5 2.8 3.8
DS4 699 0.3 2.8 3.3 4.0 4.0
DS5 4 000 1.4 12.6 11.5 10.5 31.9











数.其性能优于新近提出的 IGP 方法,并大幅度提升了计算效率.我们通过定理 2 证明了 COPS 的普适性. 
算法参数ε用于控制计算的精度,ε的取值可能会对计算结果产生影响.尽管实验结果(限于篇幅未列出)表
明ε取 0.001~0.1 时 COPS 在测试数据集上都可以得到正确的聚类数目,但分析ε对计算结果的影响和研究如何
确定ε的取值是必要的,这也将是我们下一步工作的重点. 
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