Abstract. We solve the functional equation :
Introduction
Let K be a given field which is not of characteristic 2. For all (x, y, z, t) ∈ K 4 , we consider the matrix A(x, y, z, t) ∈ M 4 (K) given by By some easy algebraic computations, one can see that the determinant of the matrix A(x, y, z, t) is given by (1.1) det A(x, y, z, t) = (x + y + z + t)(x + y − z − t)(x − y + z − t)(x − y − z + t).
Let (x 1 , y 1 , z 1 , t 1 ) and (x 2 , y 2 , z 2 , t 2 ) be two elements in K 4 . Then it is easy to see that the matricial product A(x 1 , y 1 , z 1 , t 1 ) A(x 2 , y 2 , z 2 , t 2 ) is given by (2.1) A(x 1 , y 1 , z 1 , t 1 ) A(x 2 , y 2 , z 2 , t 2 ) = A(x, y, z, t), where x = x 1 x 2 + y 1 y 2 + z 1 z 2 + t 1 t 2 , y = x 1 y 2 + y 1 x 2 + z 1 t 2 + t 1 z 2 , z = x 1 z 2 + y 1 t 2 + z 1 x 2 + t 1 y 2 , t = x 1 t 2 + y 1 z 2 + z 1 y 2 + t 1 x 2 . Taking the determinant in both sides of (2.1) we obtain :
The identity (3.1) shows that the mapping (x, y, z, t) → det[A(x, y, z, t)] is a particular solution of the following functional equation:
So a natural question may be addressed. What are the solutions of the functional equation (4.1)? The first aim of this paper is to give an answer to this question. We are interested also with the problem of finding the solutions of the associated Pexider equation given by:
for all x i , y i , z i , t i ∈ K, i = 1, 2 and f, g, h : K 4 → K are unknown functions. The considerations made above show that such equations are related to the determinant of the matrices A(x, y, z, t) defined above.
We point out that the paper [3] was devoted to the following equation of two variables:
which is connected to the determinant of the matrices of the type:
The methods used here to solve equations (4.1) and (5.1) are elementary and purely algebraic. In particular, they are valid in both the fields R and C.
The second aim of this paper is to study a class of functional equations generalizing both equations (4.1), (5.1) and (6.1) connected to matrices of size 2 n × 2 n . This paper is organized as follows. In section 2, we solve the equations (4.1) and (5.1). The main results of this section are Theorem 2.1 and Theorem 2.2. In section 3, we generalize the results of section 2 by studying a general class of functional equations of 2 n variables containing equations (4.1), (5.1) and (6.1) as particular cases. These functional equations are constructed by an inductive process described in Section 3. Our methods enable us to describe their solutions (see Theorem 3.1 and Theorem 3.2).
Solutions of equations (4.1) and (5.1)
Now we state the main result of this section:
for all x, y, z, t ∈ K, where
Proof. For all X, Y, Z, T ∈ K one can find a unique element (x, y, z, t) in
Indeed, by some easy algebraic computations, one can see that the variables x, y, z and t are given by
For all x, y, z, t ∈ K, we set
It is easy to see from (1.2) and (2.2) that for all x, y, z, t ∈ K, we have:
and (x 2 , y 2 , z 2 , t 2 ) ∈ K 4 such that:
Let us set
Then after easy but straitforward computations, we get:
Therefore, we have
Equation (5.2) shows that the following mappings defined by
are multiplicative. Therefore, we obtain
which implies
for all (x, y, z, t) ∈ K 4 . This completes the proof of our theorem. 
where M 1 , M 2 , M 3 , M 4 : K → K are four multiplicative mappings and α, β are nonzero arbitrary constants.
Proof. Letting x 2 = 1 and y 2 = z 2 = t 2 = 0 in (5.1), we obtain for some constant α
In a similar way, letting x 1 = 1 and y 1 = z 1 = t 1 = 0 in (5.1), we get for some constant β
If either α = 0 or β = 0, then either f = 0, g = 0, and h is arbitrary, or f = 0, h = 0, and g is arbitrary.
Let us suppose that α = 0 and β = 0. It follows from (5.1), (7.2) and (8.2) that f /αβ is a solution of (4.1). Then by Theorem 2.1, there exist four multiplicative mappings
for all (x, y, z, t) ∈ K 4 . This completes the proof of the theorem.
Equations of 2 n variables
The aim of this section is to generalize the results of the previous section by considering a sequence of functional equations of 2 n variables connected to the mappings A n : K 2 n → M 2 n (K) (the algebra of 2 n × 2 n −matrices) given by the following process.
We start by defining A 1 as the mapping from K 2 to M 2 (K) by setting
We continue this process by induction.
If the mapping A n : K 2 n → M 2 n (K) is given, then we construct the mapping A n+1 : K 2 n+1 → M 2 n+1 (K) by setting (in partitioned form)
, where
2 ). For each positive integer n, we have the following properties.
(P 1) The mapping A n : K 2 n → M 2 n (K) is linear and injective.
(P 2) The range A n (K 2 n ) is a commutative subalgebra of M 2 n (K) containing the unit matrix.
(P 3) A n (x) is symmetric for all x ∈ K 2 n .
The properties (P 1) and (P 2) imply that for all x, y ∈ K 2 n there exists a unique element z ∈ K 2 n such that A n (z) = A n (x)A n (y). We denote this element z by z := x ⋆ n y. Clearly, (K 2 n , +, ⋆ n ) is a commutative subalgebra of M 2 n (K) and that A n is an algebra-isomorphism.
We consider the following functional equation
and its pexider form
where f, g, h : K 2 n → K are unknown functions. Equations (1.3) and (2.3) generalize (4.1) and (5.1) respectively. The aim of this section is to find the solutions of equations (1.3) and (2.3). As we shall see, their solutions will be expressed in terms of the eigenvalues of the matrix A n (x).
To describe the eigenvalues of the matrices A n (x), we need the following notations. To each subset J of the set {1, . . . , 2 n−1 } we associate two linear functionals defined by
and
for all x = (x 1 1 , x 1 2 ; . . . ; x 2 n−1
1
, x 2 n−1
2
) ∈ K 2 n , where J c denotes the complementary set.
Concerning the spectrum of the matrices A n (x) we have the following lemma.
Lemma 3.1. For each positive integer n, there exist J 1 , . . . , J 2 n−1 subsets of the set {1, . . . , 2 n−1 } such that the following properties hold:
(P 4) the linear functionals f J k , g J k (k = 1 . . . , 2 n−1 ) are linearly independent, (P 5) for each x ∈ K 2 n the eigenvalues of the matrix A n (x) are given by f J k (x) and g J k (x) for k = 1 . . . , 2 n−1 .
Proof. We prove the theorem by induction. The properties are true for n = 1 (see [3] ) and n = 2 (see section 2 of this paper). Suppose that Properties (P 4) and (P 5) hold for n and let us prove them for n + 1. For each scalar λ, the matrix A n+1 (x) − λI 2 n+1 can be written in the following partitioned form:
A n+1 (x) − λI 2 n+1 = A n (x 1 (n)) − λI 2 n A n (x 2 (n))
A n (x 2 (n)) A n (x 1 (n)) − λI 2 n ,
