Fast Multiscale Directional Filter Bank (FMDFB) is an image representation scheme used in several image processing applications. The statistical nature of the FMDFB subbands is analyzed, and a mathematical model of FMDFB coefficients is proposed. Experimental results are justified by goodness-of-fit tests.
Introduction
Statistical analysis plays a vital role in image processing and analysis. In high level image processing such as feature extraction, image analysis, segmentation and object recognition, extraction of statistical features is an important step and these statistical features are used along with the shape features to train the classifier. In other low level image processing methods such as image enhancement and restoration, the statistical analysis is useful to determine the parameters required to perform enhancement and restoration (Hyvärinen, Hurri, & Hoyer, 2009) .
The use of multiscale transforms in digital image processing is widely addressed in image processing literature. Fast multiscale directional filter bank is an image representation scheme that is successfully used in feature extraction and image enhancement (Cheng, Law, & Siu, 2007a) , ( Cheng, Law, & Siu, 2007b) . In our previous work, an image denoising scheme with FMDFB is proposed that works well for additive Gaussian and multiplicative speckle noise removal compared to other conventional multiscale denoising methods such as wavelet 803 and contourlet based denoising (Leavline, Sutha, & Singh, 2014a ). Yet, the statistical nature of the FMDFB subbands has not been analyzed.
Fast Multiscale Direction Filter Banks (FMDFB)
The major drawback of wavelet transform is that it is not being capable of capturing directional information effectively (Po & Do, 2006) . This drawback is overcome by employing multiscale and directional representations that capture the geometrical structures in images such as smooth contours (Leavline, Sutha, & Singh, 2014b) , (Do & Vetterli, 2005) . In spite of high computation complexity and overcompleteness, the multiscale transforms are preferred in various applications because of their ability to represent fine details of the natural images. Pyramidal directional filter banks (PDFB) is one such multiscale image representation scheme, also termed as contourlet. A modification to the PDFB was proposed, namely the multiscale directional filter bank (MDFB) that is redundant in nature and a number of possible structures are available based on the choice of lowpass filter and the number of directional decomposition. According to Cheng et al (2007a) , MDFB introduces an additional decomposition in the high-frequency band and thereby improves the radial frequency resolution at a cost of one set of extra scale and directional decompositions on the full image size. This results in increased number of computations. Also, MDFB has a higher redundancy than PDFB. The over completeness and increased frequency resolution of MDFB was found useful in applications like texture characterization and retrieval (Cheng et al., 2007a) . Cheng et al. (2007b) proposed a fast and reduced redundancy structure for this MDFB (FMDFB). This structure has the same redundancy as PDFB and 33% reduction in computational complexity compared to MDFB. Also, FMDFB exhibits perfect reconstruction irrespective of the choice of low pass filters. The total number of FMDFB directional subband coefficients is the same as the size of the original image because of the critically sampled DFB, and hence no extra computations are introduced by the scale decomposition. The computational complexity of FMDFB (Cheng et al., 2007b ) is approximated as
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FMDFB outperforms MDFB in texture retrieval. In our previous work, we have introduced a multiscale denoising approach using FMDFB for Gaussian and speckle noise removal (Leavline et al., 2014a; Leavline & Sutha, 2011) .
Statistical Analysis of FMDFB Subbands
Need for Statistical Analysis:
Statistical analysis plays a vital role in all areas of image processing. Although the usefulness of FMDFB has been demonstrated in image processing, it has not been extensively studied. Hence, analysis of statistical nature of the FMDFB subbands and a generalized mathematical model of FMDFB subbands is essential to aid the use of FMDFB in various applications.
Statistical measures
Several statistical measures used to analyze the statistical nature of the FMDFB subbands are presented.
Mean:
It is the most common statistical measure as in Equation (2). It gives the average value of intensity level of the image.
where μ x is the mean value of the image x(i, j) of size M × N.
Median:
It is a measure of much importance as it has a breakdown point of 50%. It represents the mid intensity value present in an image.
Mode:
Mode is the most frequently occurring intensity value in x(i, j) of size M × N. However, the mode is not suitable for finding peaks in distributions having multiple modes. 
Geometric mean: The geometric mean is less than or equal to the arithmetic mean unless all the intensity levels equal. It expresses the central tendency of the intensity values using the product of their values. The geometric mean is generally defined as the n th root of the product of 'n' numbers.
Harmonic mean: Harmonic mean is calculated as the reciprocal of the arithmetic mean of the reciprocals. It is less than or equal to arithmetic mean. It is also called as sub-contrary mean. 
Range: Range is the difference between minimum and maximum intensity level present in the image.
Inter-quartile range: It is also known as midspread and is calculated as the difference between the 75 th and the 25 th percentiles of the intensity values of the image.
Mean absolute deviation:
It is also termed as mean deviation or average absolute deviation. It is the mean of absolute deviation of a particular intensity level from the mean intensity level. This measure is computationally efficient than standard deviation.
Gray Level Co-occurrence Matrix (GLCM): It is calculated as how often a pixel with gray-level (grayscale intensity) value 'g' occurs horizontally adjacent to a pixel with the value 'h'. Another name for a gray-level co-occurrence matrix is a gray-level spatial dependence matrix. The measures such as contrast, energy, homogeneity, entropy, and correlation are calculated from normalized GLCM.
Contrast:
It is intensity contrast between a pixel and its neighbor over the whole image.
Energy: It is the sum of squared elements in the GLCM.
Homogeneity: It is the measure of the closeness of the distribution of elements in the GLCM to the GLCM diagonal.
Entropy: Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image.
Moments: The central moment of order 'n' is defined as
The central first moment is zero, and the second central moment is the variance. The third and fourth central moments are used to find the skewness and kurtosis. The normalized n th central moment is calculated as the n th central moment divided by σ n .
Mathematical Modeling of FMDFB coefficients
A statistical model for FMDFB transform coefficients will now be developed. A computationally efficient and accurate model of FMDFB coefficients is necessary to assist straightforward parameter estimation needed for various image processing applications (Sutha, Leavline, & Gnana Singh, 2013) . First, to find a suitable statistical model (Kwitt, 2010) , the frequency distribution of FMDFB subbands need to be analyzed. For this purpose, we use the classical histogram. Also, the histogram is plotted along with the Gaussian fit function that is shown red in color in Figure 1 to Figure 4 . The goodness-of-fit (GoF) of the FMDFB subband coefficients with the Gaussian distribution is evaluated with the help of Quantile-Quantile plot (Q-Q plot) as a graphical tool. The Q-Q plots of FMDFB subbands of a clean image shows that, except the tail regions at both the ends, the FMDFB subbands coincide with the Gaussian (normal) distribution shown red in color in Figure 5 and 6. However, it is evident from the Q-Q plots of the FMDFB subbands of noisy image that they overlap with the Gaussian (normal) distribution at most of the points as in Figure 7 and 8. To add strength to this argument, the GoF is tested using the Chi-Squared test.
The
is used that performs a chi-square goodness-of-fit test of the default null hypothesis that the data in vector 'x' are a random sample from a normal distribution with mean and variance estimated from 'x', against the alternative that the data are not normally distributed with the estimated mean and variance. The result 'h' is 1 if the null hypothesis can be rejected at the 5% significance level denoted as 'α'. The result 'h' is 0 if the null hypothesis cannot be rejected at the 5% significance level. The 'p' value is the probability, under assumption of the null hypothesis of observing the given statistic and 'stat' is the chi-squared statistics. The following procedure is followed to perform the chi-square goodness-of-fit test.
Step 1. The image is read and decomposed using FMDFB into subbands.
In this experiment, the scale (s) and directional (l) decomposition is fixed as 2. For this specification, there will be four and sixteen subbands at level 1 and level 2 of decomposition respectively. We denote the level 1 subband as SB i,j , i = 1,2 … 2 s , j = 0 and level 2 subbands as SB ij , i = 1,2 … 2 s , j = 1,2,.., 2 l
Step 2. For a subband SB ij , the parameters of Gaussian (normal) distribution mean (μ) and standard deviation (σ) are estimated using maximum likelihood estimator with 95% confidence interval.
Step 3. Using the estimated 'μ' and 'σ', a reference Gaussian (normal) distribution is generated. From this distribution, 'N' samples are selected uniformly at random without replacement.
Step 4. Then the chi-square goodness-of-fit is calculated. If the 'Chi2Stat' is less than the critical value calculated from the chi square table for the particular degrees of freedom the null hypothesis is accepted and it is rejected otherwise following the test hypothesis given below.
The coefficients of FMDFB subbands are consistent with the Gaussian (normal) distribution.
The coefficients of FMDFB subbands are not consistent with the Gaussian (normal) distribution.
The h, p and stat of the FMDFB subbands are indicted in Table 1 . 'h' represents whether the null hypothesis is accepted or rejected. 'p' represents the probability with which the test hypothesis is accepted. If 'p' is less than 0.05, then the null hypothesis is rejected. The parameter 'stat' contains the chi square test value and the degrees of freedom. It is evident from Table 1 that the null hypothesis is rejected only for a few subbands. Further, the above mentioned test is also conducted on various standard gray scale images. The average rate of hypothesis acceptance is 96.66% as shown in Table 2 . Hence, the Gaussian probability distribution assumption of FMDFB subbands holds good. 
FMDFB Subband Model:
FMDFB is an orthogonal filter bank structure that is critically sampled in nature.
It is a multiresolution and directional scheme that is useful for image representation. In order to visualize the nature of the FMDFB subband coefficients, the histogram fit and chi-square goodness-of-fit test are performed. From the discussions presented in the previous section, it is concluded that the FMDFB subbands follow the Gaussian (Normal) distribution with mean 'μ' and standard deviation 'σ'. Following that, the FMDFB coefficients are mathematically modeled with the following assumptions.
Assumption 1. The coefficients of any FMDFB subband are identically distributed with the same probability density function. Assumption 2.
The coefficients of FMDFB subbands of the same level of decomposition are not independent and they are highly correlated. Assumption 3.
The coefficients of FMDFB subbands of different levels of decomposition are independent and they are not correlated.
With a scale decomposition of 's', and level of directional decomposition 'l', the FMDFB subband coefficients are represented as in Equation (16) where 'γ' is the FMDFB subband. 
The standard Gaussian (normal) distribution of a random function 'g' follows the probability density function given by Equation (17) 
Then the probability density function ζ (.) of the FMDFB coefficients is modeled as in Equation (18) 
Results and Discussion
Experimental Setup:
The analysis of statistical characteristics of FMDFB subbands is carried out in MATLAB environment on standard test images. The statistical measures are calculated on images with the help of MATLAB Statistics Toolbox and Image Processing Toolbox.
Results and Discussion:
The statistical measures are calculated on clean image and noisy image. The comparison of various statistical measures is shown in Table 3 for various noise densities. Also, the noisy image is decomposed using FMDFB with scale and directional decomposition levels set to 2. This will result in 16 subbands. Further, the statistical measures of all the sixteen FMDFB directional subband coefficients are calculated and tabulated in Table 4 . Correlation between pairs of subbands is studied at level 1 and level 2 of FMDFB decomposition as shown in Table 5 and Table 6 . An analysis of first, second and higher order moments is carried out and the moments for level 1 and level 2 FMDFB subbands are shown in Figure 9 . The histograms of level 1 and level 2 FMDFB subbands of clean and noisy image with speckle noise are shown in Figure 10 and Figure 11 .
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The following facts are inferred from the experimental results.
(i) The mean, standard deviation and mean absolute deviation (MAD) of the image vary linearly with the level of noise present.
The geometric mean and harmonic mean are non zero for clean image and they become zero for noisy image. However, at some higher noise levels, these two statistical parameters become non zero. (iii)
Energy and homogeneity of the intensity values are almost constant and equal to 1. But entropy is non zero and is not constant with respect to the level of noise present. (iv)
After performing FMDFB decomposition, the subband SB11 exhibits maximum magnitudes for all statistical measures compared at a particular noise level. On the other hand the subband SB33 exhibits maximum magnitudes for all statistical measures compared. (v) However, the energy and homogeneity are constant and equal to 1 for all subbands irrespective of the level of decomposition, and the entropy is maintained at zero. Energy is equal to 1 for clean images and the homogeneity of magnitude 1 represents that all the subbands are smooth in nature. Also, lower entropy values depict that the subbands are having smooth texture. (vi) Among the level 1 subbands, {SB3, SB4} subband pair exhibits less correlation compared to other pairs of subbands. However, the correlation coefficients of all level 1 subbands are close to unity, showing higher degree of correlation. (vii) In level 2, the subbands {SB11, SB33} subband pair exhibits less correlation. (viii) From the analysis of lower and higher order central moments, it is observed that, all the subbands have the first order central moment as zero. This shows that all the FMDFB subbands follow a distribution with zero mean. The second moment is the variance of each subband and SB11 has maximum variance meaning that the coefficients of SB11 subband are spread over a wide range.
The third normalized central moment is a measure of skewness of the histogram. The coefficients of all FMDFB subbands have negative skewness. This means that the histograms of the subbands are skewed towards the left. However, since the skewness is near zero, the distribution of the subband coefficients can be characterized as near symmetric. The fourth normalized central moment is a measure of shape of the distribution. The kurtosis values of all the subbands are above zero (positive). This ensures that there will be a peak in the distribution which falls at the mean. The average magnitude of excess kurtosis of subbands is near zero. Hence the shape of the distribution can be characterized as Gaussian (Normal). Also, the average proper kurtosis of FMDFB subbands of a noisy image is approximately 3 leading to Gaussian (Normal) distribution. However, the average proper kurtosis of FMDFB subbands of a clean image is less than 3 leading to sub-Gaussian (sub-Normal) distribution or Platykurtic distribution.
The images corrupted with Gaussian noise and speckle noise follow similar probability distribution as in Figure 10 and Figure 11 . 
