Abstract-Neural networks (NNs) can solve only a simple problem if the network size is too compact, on the other hand, if the network size increases, it costs a lot in terms of calculation time. So, we have studied how to construct the network structure with high performances and low costs in space and time. A solution is a multi-branch structure. Conventional NNs uses the single-branch for the connections, while the multi-branch structure has multi-branches between the nodes. In this paper, a new method which enable the multi-branch NNs to have localized property is proposed. It is well known that RBF networks have localized property that makes it possible to approximate functions faster than sigmoidal NNs. By using the multi-branch structure having localized property, NNs could obtain high performances keeping the lower costs in space and time. Simulation results of function approximations and classification problems illustrated the effectiveness of multi-branch NNs.
I. INTRODUCTION
In designing neural networks, one of the criterions for choosing the optimal size of networks is the calculation costs. It is clear that the smaller the size of networks is, the lower the calculation costs becomes. However, the small sized networks usually can't solve the complicated problems, so it forces us to use fairly large sized networks at the expense of calculation time. This sometimes leads to the criticism that NNs are slow to learn. In this situation, it is important for us to propose a network structure which gives consideration to the costs of space and time.
Universal Learning Networks (ULNs) [ I ] provide a generalized framework to all kinds of structures of neural networks, one of whose characteristics is a multi-branch structure. It connects nodes using some branches with arbitrary number. A multi-branch is being mainly used as time delayed branches in dynamical networks.
The number of hidden nodes of networks plays an important role in conventional NNs. while it doesn't so much in the NNs. Here, we carried out several simulations of function approximations and classification problems to illustrate the effectiveness of the proposed method.
MULTI-BRANCH ULNs

A. Structure of multi-branch
Conventional neural networks have a single branch structure for connections, and each branch has a weight parameter. The extension of this is a multi-branch structure between nodes as shown in Fig.1 , which could be realized easily by ULNs. Conventional neural networks could make the number of nodes in the network increase in order to obtain higher performances. However, a large number of nodes lead to higher costs of space and time for training especially in backpropagation algorithm It is desirable for neural networks to reduce the costs of space and time when they are applied to many kinds of problems in fact. One of the proposed points is that increasing the number of branches in order to obtain higher performances could keep the costs lower than increasing the number of nodes. So, it is expected that compact neural networks could be realized using multi-branch NNs.
Eq.(l) shows the conventional processing of the branch which connects to node j ; aj in Eq.( 1) is the input of node j.
(1)
where J F ( j ) : set of suffixes of nodes which are connected to node j , wij : weight parameter of the branch from node i multi-branch structure. So, the multi-branch structure could be used for cutting down the number of nodes. In this paper, a multi-branch structure of static NNs with localized property is proposed keeping high performances and lower costs in space and time. Radial basis function (RBF) [Z] [3] networks have shown faster learning in approximating functions than other conventional NNs because of its localized property.
faster learning, and it also can be used in the multi-branch to node j , hi : output value of node i, Sj : threshold parameter of node j .
the caSe of multi.branch " s ,
is used instead.
The localized property is one of the properties to obtain aj = w , j ( p ) g i j ( p , h i ) +Si, The modified function gV have to be a certain nonlinear function in order to obtain nonlinear effects from the multibranch structure. When g,,(p, h,) = h,, Eq.(2) becomes
Eq.(l).
The nonlinear transformation in the multi-branch might be viewed as adding some nodes between conventional nodes. However, it is not true exactly. Generally speaking, a node has some inputs and outputs for connections to other nodes in the network, while a branch has only one input and one output. So, the nonlinear transformation in the multi-branch doesn't have summation but just preprocessing.
The difference have a meaning for error backpropagation.
This can be described using 6 as follows. Here, b(z) is e where E denotes the criterion function. It is the ordered derivative defined by Werbos [ 5 ] which means the change of E caused by the change of h, with other variables being fixed. In backpropagation algorithm, d of each node is calculated backward from output layer to input layer. When node i connects to node j , S ( i ) can be derived by b(j). So, We can compare the two cases: multi-branch structure between node i and node j , and adding nodes d between node i and node j as follows. Therefore, in the above sense, the multi-branch structure is different from adding nodes, as a result, the calculation costs for backward propagation of errors could be made lower.
B. Effects of multi-branch
In conventional sigmoidal neural networks, their node function, i.e., sigmoidal function, has a part of nearly linear domain as shown in Fig.2 . For example, the part of the sigmoidal function with the domain -1 < x < 1 in Fig.2 overlaps with the linear function. And, the absolute value of weights are usually initialized to be small, resulting in small input values of nodes. Besides, the absolute value of weights should be small to obtain generalization ability. Therefore, in an early stage of learning, it sometimes occurs that the linear domain of the sigmoidal function is almost always used, sometimes until the learning is finished.
In those cases, the network cannot obtain the nonlinearity of sigmoidal functions or it needs a lot of steps to train. For these reasons, it can be said that conventional sigmoidal neural networks sometimes fail to obtain nonlinearitv. Oh'
This means that it is difficult for the conventional networks having smaller number of nodes to solve problems with strong nonlinear properties. Therefore, it is expected that sigmoidal neural networks can obtain enough nonlinear property by using the multi-branches with nonlinear transformation. The nonlinear transformation makes the representation ability of the networks improve effectively. In fact, we obtained better performances using multi-branches with nonlinear transformation of power functions or sine functions: gij(hi,p) = hy,sin(ph,), in the previous research [6] .
LOCALIZED PROPERTY
In this paper, a multi-branch network using a gaussian function is proposed, where gCi(p, hi) in Eq.(2) is expressed by Eq.(6).
where c,j(p) is the center parameter of pth branch from node i to node j and oij@) is width parameter of pth branch from node i to node j . By using the gaussian function the multi-branch NNs obtains localized property, resulting in faster learning.
Gaussian function is often used as one of the radial basis functions. It is well known that RBF networks can Ieam fast in function approximations, because some radial basis functions produce smooth approximation in fitting a function. So, it is expected that gaussian functions of the multi-branch could also learn input-output relation fast.
We must draw attention to the distribution of the network inputs in the proposed method. All branches have the localized property, so they do not allow signals beyond their range to go through. Therefore, input values of training data have to be normalized before inputting to the network in fact. If not so, the parameters cannot be trained well using error backpropagation.
The proposed multi-branch NNs have unconventional training parameters c i j ( p ) , u i j @ ) . So, they are needed to adjust as well as weight wij(p). Learning of NNs is realized by minimizing a criterion function E based on the following gradient method:
where y is the learning coefficient assigned a small positive value and A, is the learning parameters. Here, the derivative ax, , is calculated by backpropagation algorithm.
Initialization of training parameters is described as follows. weight wij(p) The parameters of weight wij(p) are the same as that of conventional NNs. So, they can be initialized as small absolute values. For example, they are chosen randomly in the range of -1 to 1.
The pth branch from node i to node j has the parameter ~~( p ) .
If there are k branches between node i and j , there are the same number of cij(q). (p = 1,2, ..., k) . So, it is reasonable for cij(p) to be initialized so that each cij(p) is distributed equally in the range of the output of node i. For example, when there are 2 branches between node i and j with the range of the output of node i being from . center c;j@) -I to 1, c;j(l) and yj(2) are initialized at -0.5 and 0.5 respectively.
. width utj(p)
The parameters of uij(p) adjust the width of the gaussian functions. A gaussian function have localized property and it can generate zero output for some inputs. If this happens before learning, the learning could not work well. So, aij(p) should be initialized so that the gaussian functions can cover enough broad input range. And oij(p) affects the generalization ability largely because it can also determine the gradient of the gaussian function.
A good initialization should be different problem by problem, however, when the range of the output of node is -1 to 1, it can be initialized roughly from 0.4 to 1.0.
Iv. SIMULATION RESULTS
A. Simulation conditions
Here, several conditions for simulations are described.
Sigmoidal function -is ' used as the node function in the simulations. The learning are carried out by BP algotithm, and the criterion function E is defined as follows.
where h, is the output value of the network, and hi is desired output value of the network, and q is a regularization coefficient in weight decay [7] . In conventional NNs, the generalization ability can he made effective by just adjusting 9.
While wZj in Eq (8) is viewed as a square of the gradient of the linear function between node i and node j in conventional NNs, log 2 5 can be viewed a square of the gradient of the gaussian function between node i and node j in the multibranch NNs. So, the proposed method uses Eq(9) in place of =.I .
EqW.
In the parameter update, moment term [8j is introduced: The increment of the parameter update is written by (1 - is defined as 7c = 0.47, while the learning coefficient -yo of oij@) is a different value problem by problem. In these conditions, function approximation problems and a classification problem are studied to test the performances 
C. Two Spirals classification problems
Two spirals problem is a task to classify two kinds of intertwined spirals as shown in Fig.7 . It is said that conventional feedforward NNs are hard to solve this problem [9] . The training data are 192 samples, which includes 96 samples of each spiral.
Here, the input values of training data are normalized from -0.8 to 0.8 by scaling for the multi-branch NNs, and conventional NNs also used the same condition. The regularization coefficient is q = lo-' and parameter u v ( p ) is initialized at the values ranging from 0.7 to 0.8 in order to obtain enough generalization ability. The learning coefficient 7-of u Z j ( p ) is defined as T,, = 0.0001y. Fig.8 and Fig.9 show the correct rates for the training data in IO simulations. They say that 3-branch NNs can reach 100% correct rates for training data faster than conventional NNs. This means that the multi-branch NNs have high learning ability.
The examples of successful classification results are shown in Fig.10 and Fig.11 , which are reasonable ones. In this simulation, the successful classification means a valid boundaly is generated between two kinds of data belonging to each class. In this sense, the successful rate of conventional NNs is 3/10 simulations. and both rates of 2-branch and 3-branch NNs are And it also says that after this period the maximum and minimum of the outputs are around 1.0 and -1.0, respectively and the nodes obtained nonlinearity. Then, its training error began to decrease as shown in Fig.13 . Fig.13 shows that it is hard for the conventional NNs to obtain nonlinearity in early learning steps. This example obtained a successful classification result, however, some of others didn't so because they obtained hardly any nonlinearity during their learning.
On the other hand, in the case of multi-branch NNs, they don't suffer from such a problem as shown in Fig.14 . Because of additional nonlinear functions of branches, it is easier to obtain nonlinearity. Table I11 shows the comparison of the network structure; the conventional NNs have two hidden layers and a larger number of parameters. So, multi-branch NNs need lower calculation costs of space and time compared with conventional NNs. keeping the lower calculation costs, i.e., the number of nodes can be reduced, resulting in the reduction of the calculation costs, while improving the performances. Therefore, our proposed multi-branch NNs with the nonlinear property and localized property is a powerful alternative for sophisticated architectures of neural networks. In addition, it is shown that some of the branches don't pass the signals for any training data because of their localized property. This could be used for pruning or growing branches in a near future.
V. CONCLUSIONS
