Abstract-Recent progress in tissue clearing has allowed for the imaging of entire organs at single-cell resolution. These methods produce very large 3D images (several gigabytes for a whole mouse brain). A necessary step in analysing these images is registration across samples. Existing methods of registration were developed for lower resolution image modalities (e.g. MRI) and it is unclear whether their performance and accuracy is satisfactory at this larger scale. In this study, we used data from different mouse brains cleared with the CUBIC protocol to evaluate five freely available image registration tools. We used several performance metrics to assess accuracy, and completion time as a measure of efficiency. The results of this evaluation suggest that the ANTS registration tool provides the best registration accuracy while Elastix has the highest computational efficiency among the methods with an acceptable accuracy. The results also highlight the need to develop new registration methods optimised for these high-resolution 3D images.
I. INTRODUCTION
Tissue clearing methods provide system-level identification and analysis of cellular circuits in biological samples maintaining structural integrity. The images obtained with these new methods are several orders of magnitude larger than those acquired using standard methods. A typical MRI image, e.g from the LPBA40 dataset [7] , has a voxel resolution of 0.86 × 0.86 × 1.5 mm 3 , for a total of approximately 8 million voxels. The dataset used in this study is known as CUBIC dataset [8] . Samples in this dataset have a voxel resolution of 6.45 × 6.45 × 10 µm 3 , for a total of more than 3 billion voxels [8] . A single brain sample is over 6 gigabytes. This creates significant challenges for the downstream analysis of these images.
In medical image analysis, image registration is a commonly used process that transform different data sample into a common co-ordinate system and enables direct compar- The performance of the registration tools are evaluated in terms of accuracy (both quantitatively and qualitatively) and computational efficiency [1] .
II. MATERIALS AND METHODS

A. CUBIC Dataset
For this evaluation, the CUBIC dataset is downscaled into 25% resolution since the computational cost of registering 100% is prohibitively large. In addition to the 25%-resolution files, we also created files at 10%, 15%, and 20% resolution.
We also created 100%-resolution files for the D-V(Dorsal to Ventral) stacks for further analysis of the top-performing tools.
B. Artificial Data
To complement the assessment performed on intersubject data, we also created an artificial dataset by deforming the files generated above (so that each 'deformed brain' can then be registered back to its original version to allow for an accurate validation against a known ground truth deformation).
The deformed files were generated using simple Gaussian deformation. A Gaussian distributed deformation vector field was generated from a pixel grid. Pixel intensities were then interpolated over the Gaussian distributed deformation field.
Repeatedly applying the Gaussian deformation field over all slices in a given 3D volume generated a Gaussian-deformed volume which was used for evaluation. Using affine registered parameters as the starting points for non-linear registration, second order and third order nonlinear registrations are performed consequtively. Elastix [4] includes a number of transformation models (rigid, affine with different degrees of freedom, B-spline with physics based control points in uniform and non-uniform grids), as well as a several optimisation methods. In this evaluation, we used the same parameter settings as [3] for rigid, affine and non-linear registration. The ANTS [2] parameters are derived from example scripts. We used cross-correlation as a similarity measure, resolution level 3, and 100 iterations for each sampling level.
As for IRTK [6] , the parameter choice for NiftyReg [5] is based on [13] . The number of iterations was set at 1000 for free-form deformation and we used an intensity threshold of 500 for both source and target image.
D. Evaluation Measures
There are multiple methods of measuring similarity be- 
Cross-correlation is a standard method of estimating the degree of correlation between two different entities. It is used extensively in signal processing to correlate signal properties:
To complement the quantitative information obtained from these two metrics, we also qualitatively assessed the results through visual inspection of overlaid registered and reference images.
To assess registration efficiency, we also measured the computation time for each method and each input size.
III. RESULTS
A. Quantitative Registration Accuracy 1) Inter-Brain Registration: For the inter-brain registration program, brain sample 3 was used as the reference brain, and brain samples 1 and 2 were aligned to this reference. Tables I show the averaged cross-correlation and mutual information measures of each registration tool. Table I At 100%-resolution, we tested Elastix and ANTS on an HPC system, running a job with 256Gb and 100-hour wall time. We used 3D images from the D-V stacks for brains 1 and 2, and registered them to brain 3. We then repeated the process for the V-D images. The Elastix results are shown in Table VII , and are similar to those observed at 25%-resolution. ANTS failed to register any brain, even after extended the wall time to 200 hours. 
B. Visual Analysis
Our quantitative results are complemented with a qualitative inspection of the alignments. 
C. Computational Efficiency
The computational efficiency of each registration tool is shown in Tables III and IV . We performed experiments using HPC jobs with 32GB memory for 10%-and 15%-resolution files, and 64GB memory for 20%-and 25%-resolution files.
We did not observe any direct relationship between accuracy and efficiency. AIR is very efficient but, not very accurate on this type of data. IRTK had similar accuracy issues, but also was inefficient, with a 25% resolution dataset taking more than a day to process.
Amongst the top three performers in terms of accuracy, ANTS is the least efficient, with completion times of more than 12 hours for intra-brain registration and more than 8 hours for inter-brain registration at 25% resolution. Elastix proved to be the most efficient of the three, with all resolution sizes being processed in less than an hour on HPC environment.
To confirm that these results are not simply a memory bottleneck, we ran pipelines with all resolution in a workstation with 16GB memory and obtain similar efficiency pattern.
Similar pattern ensures that simply adding more memory does not significantly improve performance, and confirms bottleneck is computational. Increasing the number of optimisation levels, and using mutual information as the similarity measure, improved the quality of the results. Mutual information was also associated with lower computation time. Inspection of the logs revealed that this is because the registration process converged faster.
Cross-correlation takes longer, and there is one configuration and LSFM imaging when the overall analysis is not degraded by registering at 25% resolution, as in [9] . Using it with mutual information as the similarity measure gave the best computational performance. In datasets where registration at 100% resolution is required, it may be substituted with Elastix. However, even Elastix struggles with these larger files. It took more than a day per registration, which limits its practical use. This study therefore highlights the need to develop dedicated tools for this new type of data. New approaches such as deep learning are being considered in an image registration context [12] , and may provide suitable alternatives.
