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Any quantum process is represented by a sequence of quantum channels. We consider general
ergodic sequences of stochastic channels with arbitrary correlations and non-negligible decoherence.
We obtain an ergodic theorem which shows that the composition of such a sequence of channels con-
verges exponentially fast to a rank-one (entanglement breaking) channel. We apply our results to
translation invariant channels, and stochastically independent random Haar channels. We then use
our formalism to describe the thermodynamic limit of ergodic Matrix Product States. We derive for-
mulas for the expectation value of a local observable and the bipartite entanglement entropy across an
arbitrary cut. Finally we show that the 2-point correlations of local observables decay exponentially.
Quantum channels represent physical changes to a
quantum state and are the most general formulation of
physical (quantum) processes such as various steps of
a quantum computation, effects of noise and errors on
the state, and measurements [1]. Any particular evolu-
tion of a quantum system is then formulated by the ap-
plication of a sequence of the suitably chosen quantum
channels. Further, the formalism of quantum channels is
fundamental for the description of the physics of quan-
tum matter. For example, the expectation values and
correlation functions in matrix product states (MPS) are
naturally expressed in this formalism.
The generic (average case) behavior of quantum sys-
tems has long been of theoretical and practical inter-
est. Random channels appear in a wide variety of ap-
plications, from quantum chaos [2] to holographic du-
alities in theories of quantum gravity [3] to operator
dynamics [4]. Similarly, random local circuits are cur-
rently intensely studied for their k−design properties
[5], potential do demonstrate quantum supremacy [6, 7],
and understanding operator spread and entanglement
growth [8]. Recently, motivated by the demonstration of
quantum supremacy, random circuits have become cen-
tral candidates to show hardness in near-term quantum
computing. For example, Google recently demonstrated
a 53-qubit experimental demonstration of the hardness
of sampling from the output of random circuits [9].
In nature, whenever one studies a quantum system,
leakage of information to the environment is at play. A
key challenge is to address the effects of decoherence in
natural settings or account for it the lab especially now
that quantum error correction schemes have not been re-
alized. To model decoherence on the output of a quan-
tum circuit, scenarios have been considered in which af-
ter every gate a measurement is performed with some
probability [10]. Treating this probability as the order
parameter, it is then seen that there is a critical probabil-
ity below which the entanglement entropy is extensive
and above which the state obeys an area law [11].
We take the view of dynamical systems, a rich field
with seminal results such as the Furstenberg-Kesten
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Figure 1: Venn diagram for distributions of possible ergodic
sequences of channels. Among the many subsets, three subsets
are shown and substantially enlarged for readability.
theroem [12] and the multiplicative ergodic theorem of
Oseledec [13]. We consider a sequence of channels as a
trajectory of a dynamical system. By bridging quantum
information to the theory of dynamical systems we ad-
dress the behaviour of quantum channels in a very gen-
eral setting and in the presence of decoherence. We take
the underlying dynamical system and the sequence of
channels to be ergodic. Ergodicity includes and vastly
generalizes independently and identically distributed
(iid), as well as translational invariance (Figure 1).
In this letter, we first present a general theorem for
an ergodic sequence of quantum channels (Theorem 1),
which shows that the composition of such channels con-
verges exponentially fast to a stochastic sequence of
rank-one channels. A corollary of this result is the well-
known convergence in the translation invariant case to a
fixed rank-one channel. We then apply our theorem in a
natural setting in which Kraus operators in each channel
is an iid random Haar isometry. We analyze the asymp-
totics with respect to the environment or the system or
both tending to infinity, and prove universal gaussian-
ity in these limits. Finally, our formalism allows us to
analyze the thermodynamic limit of ergodic MPS. We
derive formulas for the expectations of a general observ-
ables and for the bipartite entanglement entropy across
an arbitrary cut, and prove exponential decay of two-
point functions. The proofs and derivations are given in
the supplementary material (SM [14]), and in [15].
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2In the past ’ergodic’ quantum channels were con-
sidered, which to the best of our knowledge, assumed
special subsets of possibilities considered herein (Figure
(1)). For example, a channel was chosen at random from
some ensemble and then repeatedly applied, i.e., Bk’s
were all equal [16], or time dynamics were analyzed for
a quantum system with repeated independently chosen
random interactions with an environment [17]. Others
instances were studied such as certain random inde-
pendent channels and their compositions (e.g., from a
finite set of random isometries) [18, 19]. See [20] for a
review. Our work considers a general ergodic sequence
and, we believe, serves as a vast generalization of the
prior work. We emphasize that this work allows for
correlated randomness, or even pseudo-randomness
generated by quasi-periodic dynamics.
Ergodic theorem for composition of quantum channels– A
quantum channel is a completely positive and trace pre-
serving linear map, φ, on the space of D× D matrices:
φ(ρ) =
d
∑
i=1
Bi ρ Bi †. (1)
The total change to a quantum state is obtained by the
composition of suitably chosen such maps on the initial
state (i.e., density matrix ρ)
φn ◦ · · · ◦ φ0(ρ) = ∑
in ,...,i0
Binn . . . B
i0
0 ρ B
i0 †
0 . . . B
in †
n . (2)
Informally, a map T : Ω → Ω on a probability
space Ω is ergodic if probabilities are invariant under
T and, starting from a typical sequence, the dynamics
T generates covers Ω with probability one. Formally T
is ergodic provided that T is measure preserving and
Prob[A] = 0 or 1 for any event A with T−1(A) = A.
We assume that the sequence of channels is drawn from
an ensemble in such a way that the shift (φ0, φ1, . . .)
T7−→
(φ1, φ2, . . .) is ergodic and impose the following:
Assumptions:
1. For some n0:
Prob [φn0 ◦ · · · ◦ φ1 ◦ φ0 is strictly positive ] > 0.
2. With probability one, if for some observable M ≥ 0,
we have tr[M φ0(ρ)] = 0 for all ρ, then M ≡ 0.
The first assumption is expected to hold provided
there is non-negligible decoherence, leading to the pos-
sibility of a transition between any two states of the sys-
tem. It is violated if the Hilbert space can be decom-
posed into a direct sum of spaces invariant under the
evolution, but can be expected to hold once we reduce
consideration to the appropriate subspace. The second
assumption rules out the existence of a transient sub-
space for the evolution. It is violated, for instance, if
φ0 is reduced by a non-trivial projection P in the sense
that Pφ0(·)P = φ0(·). Again, we can expect it to hold
once we reduce consideration to an appropriate sub-
space of “recurrent” states. The second assumption can
alternatively be expressed as the following condition on
the dual channel: for a non-negative observable M, if
φ∗0 (M) = 0 then M = 0.
For each m, n ∈ Z with m < n, let the quantum chan-
nel Ψn,m be Ψn,m ≡ φn ◦ · · · ◦ φm. Our main result is:
Theorem 1. There exists 0 < µ < 1 and
an ergodic sequence of D × D density matrices
(. . . , Zm, Zm+1, . . . , Zn, Zn+1, . . .) such that given x ∈ Z,
the following holds
‖Ψn,m(ρ)− Zn‖1 ≤ Cµ,x µn−m (3)
for all m ≤ x, n ≥ x, and any density matrix ρ ∈ CD×D,
where Cµ,x < ∞ almost surely. Furthermore, the matrices Zj
satisfy the shift equations
Zj = φj(Zj−1) . (4)
Zj’s are analogous to the microstates of a quantum
system at equilibrium, and the recursion given by Eq.
(4) is the transition from one microstate to the next dic-
tated by the ergodic quantum process. The theorem
above proves that any initial state, ρ, which may be
far from equilibrium, approaches equilibrium exponen-
tially fast in the following sense. The dynamical trajec-
tory of any initial state after long enough evolution with
respect to the application of the ergodic sequence of the
quantum channels, becomes exponentially close to the
trajectory of the equilibrium microstates.
A key point is that for n−m sufficiently large Ψn,m is
exponentially close to the entanglement breaking (rank-
one) channel Ψn,−∞(ρ) = Zn tr[ρ] = Zn. This is largely
a consequence of non-negligible decoherence (assump-
tion 1 above).
To fully characterize the statistical equilibrium de-
scribed by the process . . . , Zj, . . ., we need to solve the
recursion in Eq. (4). This solution would depend on the
specification of the channels. To demonstrate the theory,
we consider two natural extreme cases of an ergodic
sequence of channels. First we take the translationally
invariant channels in which every channel in the se-
quence is equal. We then consider the other extreme in
which the Bikk in Eq. (2) are blocks of iid Haar unitaries.
Applications– In the translationally invariant case φj =
φ0 and Zj = Z0 for all j. Furthermore, Z0 is the unique
eigenmatrix of φ0 with eigenvalue 1, and all other eigen-
values of φ0 have modulus smaller than 1− µ. Eq. (3)
shows the exponentially fast convergence of the density
matrix to the state Z0 under repeated application of the
channel φ0. That is starting from any density matrix,
repeated application of the channel derives the system
exponentially fast towards the equilibrium state Z0.
3In general, Zj is not an eigenmatrix of φj; rather these
matrices obey Eq. (4). Since Zj−1 and Zj are drawn from
the same probability distribution, Eq. (4) implies a fixed
point equation for the distribution of Zj. For general er-
godic channels, the precise form of the fixed point equa-
tion depends on the correlations between the channels.
For iid channels, the fixed point equation takes a partic-
ularly simple form. Let ρ(Z)dZ denote the distribution
of Zj, which is also the distribution of Zj−1. The push
forward by φj, denoted [φ∗j ρ](Z)dZ, is defined∫
f (Z)[φ∗j ρ](Z) dZ =
∫
f (φj(Z))ρ(Z) dZ , (5)
which holds for all functions f of the density matrix ar-
gument Z. For iid channels, Eq. (4) then implies the
following equation for ρ:
E{φ∗j ρ}(Z) = ρ(Z) , (6)
where E {·} denotes averaging over the distribution of
φj. Since both expectation and push forward are linear
in ρ, Eq. (6) is a linear eigenfunction equation for ρ. The
distribution of Zj may be determined by solving Eq. (6).
To illustrate the solution of Eq. (6) in a natural exam-
ple, consider the other extreme and take the sequence
of channels φj(ρ) = trr[Ujρ⊗ QrU†j ] where Qr is a pure
state (rank-one projection) in Cr×r and Uj is a sequence
of independent Haar distributed Dr × Dr dimensional
unitaries. Random Haar channels are the archetypes of
generic quantum channels. Using Eq. (6), we show that
the average of Zj is the totally mixed state (SM [14])
E
{
Zj
}
= D−1 ID . (7)
Furthermore, using the Weingarten calculus [18, 21], we
show that fluctuations around the average are given by
Zj = D−1 ID + (1+ rD2)−
1
2 Wj , (8)
where tr[Wj] = 0 and in the limit that D → ∞ or r → ∞
(or both), Wj has a Gaussian distribution on the space of
D× D matrices:
Prob
[
Wj = W
]
=
1
ΞD
e−
D
2 tr[W
2] δ(tr[W]) dW . (9)
where ΞD is a D-dependent normalization, see SM [14].
We see that the eigenvalues of Zj are distributed accord-
ing to Wigner’s semi-circle law for large D,
E
{
#{eigenvalues of Zj in [1/D + a, 1/D + b]}
}
≈ 2D
pi
∫ b√1+rD2
a
√
1+rD2
√
[1− t2]+dt .
The von Neumann entropy of Zj is S(Zj) =
− tr[Zj log Zj], which for large D is approximately
log D− 2
pi
∫ 1
−1
(
1+
t√
r
)
log
(
1+
t√
r
)√
1− t2 dt ,
For large D and r this leads to the limiting expression
S(Zj) ≈ log D− 18r +O(r
−2) . (10)
The entropy deviates from the maximal value log D by
an order one quantity.
Matrix product states– MPS and their generalizations
[22–25] provide efficient representations of quantum
states by which classical simulation of quantum many-
body systems becomes viable [26], and are the natural
representation of density matrix renormalization group
[27] and its tensor network generalizations. Applica-
tions range from efficient calculation of the ground state
properties of quantum matter [28] to the outputs of
quantum circuits [24]. They provide the tools for prov-
ing the existence of satisfying assignments in qSAT [29]
and the area law [30]. Random MPS are the candidate
boundary states for recent theoretical proposals of the
theory of quantum gravity [3].
For the sake of concreteness let us introduce the (one-
dimensional) MPS on 2N + 1 qudits, denoting by ~i =
{i−N , i−N+1 . . . , iN}:
|ψ(N)〉 =
d
∑
~i=1
Tr[Ai−N−N A
i−N+1
−N+1 · · · AiNN ] |i−N , . . . , iN〉 (11)
where ik’s are the physical indices, d is the local (physi-
cal) dimension of the Hilbert space, Aikk ’s are D× D× d
tensors, and D is the bond dimension [22].
So far, rigorous results on generic MPS and their gen-
eralizations have mainly focused on the translational in-
variant case, where all the tensors in Eq. (11) are equal
[31, 32]. Other works focused on statistics of random
MPS [33]. Here we consider the general case in which
translational invariance is relaxed. The most meaning-
ful extensions pertaining to states of disordered systems
and outputs of random quantum circuits, would require
that the tensors are only drawn from a distribution. For
example, if a Hamiltonian has local terms that are er-
godic, then one expects the MPS representation of the
states also to be ergodic. A similar statement is expected
for the output state of a quantum circuit if the action of
the circuit on the qubits is shift-invariant.
An observable O on the spins in [m, n] is a linear oper-
ator on
⊗n
j=m C
d. The expectation of such an observable
4in the state |ψ(N)〉 is given by the expression
〈ψ(N)|O|ψ(N)〉
=
Tr
[
φN ◦ · · · ◦ φn+1 ◦ Ô ◦ φm−1 ◦ · · · ◦ φ−N
]
Tr [φN ◦ · · · ◦ φ−N ] (12)
where the linear maps φm are given by
φm(M) =
d
∑
i=1
Ai †m M A
i
m , (13)
and Ô is the following linear operator on CD×D
Ô(M) =
d
∑
~i,~j=1
[
〈im, . . . , in|O|jm, . . . , jn〉
× Ain †n · · · Aim †m M Ajmm · · · Ajnn
]
. (14)
The linear maps φm defined in Eq. (13) are analogous to
φi in Eq. (1), with Bi = Ai †m . However they may not be
quantum channels; although they are completely posi-
tive, they need not be trace preserving. However, in SM
[14] we prove the following generalization of the the-
orem to non-trace preserving quantum operations φm
provided they satisfy φ∗m(M) = 0 for M ≥ 0 if and only
if M = 0 in addition to the above assumptions.
Theorem 2. [15] There exists 0 < µ < 1 and two ergodic
sequences of D × D density matrices denoted by Zj and Z′j
such that given x ∈ Z, the following holds∥∥∥∥ Ψn,m(M)tr[Ψ∗n,m(I)] − tr[Z′m M] Zn
∥∥∥∥
1
≤ Cµ,x µn−m tr[ |M| ] ,
where Ψ∗n,m is the dual quantum operation. These sequences
satisfy the shift equations
Zj =
φj(Zj−1)
tr[φj(Zj−1)]
and Z′j =
φ∗j (Z
′
j+1)
tr[φ∗j (Z
′
j+1)]
. (15)
Using Theorem 2, one can directly calculate the ther-
modynamic limit of the expectation value of an observ-
able with respect to an MPS (Eq. (11)):
W(O) ≡ lim
N→∞
〈ψ(N)|O|ψ(N)〉
=
tr
[
Z′n+1 Ô(Zm−1)
]
tr[Z′n+1 φn ◦ · · · ◦ φm(Zm−1)]
. (16)
Furthermore, the bipartite entanglement entropy of the
infinite chain across the bond j ∼ j + 1 is (see SM [14]):
S(j) = − tr[Rj log Rj] , (17)
where Rj = ZjZ′j+1/ tr[ZjZ
′
j+1]. Since Zj and Z
′
j+1 are
positive, Rj is similar to a positive matrix and log Rj is
well defined.
Turning attention to correlation functions, let O1 and
O2 be local observables supported at (or near) the site
x = 0. Let O1(x) and O2(x) denote the corresponding
observables translated to have support at a general site
x. We have:
Theorem 3. [15] There exists 0 < µ < 1 such that given lo-
cal observables O1 and O2, the following correlation inequal-
ity holds
|W (O1(x)O2(x + `))−W(O1(x))W(O2(x + `))| ≤ C µ|`|
with C < ∞ almost surely depending on µ, x, O1, and O2.
In words, the 2-point correlation function between lo-
cal observables decays exponentially with the distance
between their supports.
To the best of our knowledge, previous rigorous re-
sults only considered translationally invariant MPS. Eq.
(16,17) and Theorem (3) generalize these to the much
larger class of MPS generated by ergodic sequences of
matrices. In the translationally invariant case φ0 = φm,
the sequences Zn and Z′m are constant; i.e., Zn+1 = Zn
and Z′m = Z′m+1 for all n, m. And Eq. (16) reduces to
W(O) =
tr
[
Z′0 Ô(Z0)
]
tr[Z′0 φ
n−m
0 (Z0)]
,
the entropy S(j) is independent of j, and the correlation
bound in Theorem (3) is independent of x.
Concluding remarks– In this letter we presented rigor-
ous results on ergodic sequences of quantum channels
with non-negligible decoherence. The ergodic frame-
work of our results allows for noise models that are ar-
bitrarily correlated. It would be very interesting to in-
vestigate the consequences of the results herein in the
context of random circuits in connection to near-term
noisy quantum computers. Other applications would
include chaos and scrambling in connection to recent
proposals for the theory of quantum gravity and black-
hole physics. Since matrix product state ansatz is in-
timitely connected to finitely correlated states.
From a mathematical perspective, our result about
MPS can be understood as describing correlations in
the class of purely generated, ergodic, finitely correlated
states, which generalizes the translation invariant states
considered in [34]. It would be of considerable interest
to develop this theory further by extending it to ergodic,
finitely correlated states over general C∗-algebras.
For these and other applications, it would be of tech-
nical interest to obtain asymptotics for the convergence
factor µ and the prefactor Cµ,s with respect the system
size of channels and bond dimension of MPS.
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6Supplementary Material
We first lay out the basic notation and aspects of ergodic theory needed for our work. We then state the theorems.
Although some of the proofs are to be found in [15], we outline the proof ideas. We then detail the calculations
for independently and identically distributed random Haar channels and take the various asymptotic limits with
respect to the system size and/or the environment. These prove the Eqs. (5)-(10) of the manuscript. Lastly, the
derivation of bipartite entanglement entropy (Eq. (17) in the manuscript) is given.
I. FORMAL STATEMENT OF THE ERGODIC THEOREM
In this section we state a result (Theorem (I.3)) that implies Theorem (2) in the manuscript. Note that Theorem (1)
of the manuscript is a special case of Theorem (2). A sketch of the proof of Theorem (I.3) is given in Section (II). The
full proof of this result is in [15].
To proceed we need to introduce some basic notation and ideas. LetMD denote the set of D×D complex matrices.
We primarily use the trace norm onMD:
‖M‖1 = tr[ |M| ] .
Recall that |M| =
√
M† M where
√· denotes the operator square root. We also introduce the Hilbert-Schmidt inner
product and norm: 〈
M˜, M
〉
= tr
[
M˜† M
]
and ‖M‖22 = 〈M, M〉 = tr
[
M† M
]
.
Recall that a cone in a vector space is a set that is closed under addition and multiplication by positive scalars. Let E
denote the closed cone
E = {positive semi-definite D× D matrices} .
The interior of E is
E = {positive definite D× D matrices} ,
which is an open cone.
Let L(MD) denote the set of all linear maps fromMD toMD. Given φ ∈ L(MD), the adjoint map φ∗ is defined by
tr
[
M˜†φ(M)
]
= tr
[
[φ∗(M˜)]† M
]
.
A map φ ∈ L(MD) is positive provided φ(M) ∈ E whenever M ∈ E. If in addition φ(M) ∈ E whenever M ∈ E, then
we say that φ is strictly positive. A completely positive map is one such that φ⊗ IN×N : MD ⊗MN → MD ⊗MN
is positive for every N, where IN denotes the identity map on MN . Kraus’s theorem [1] states that φ is completely
positive if and only if φ(M) = ∑di=1 B
i M Bi † for some collection of matrices Bi, i = 1, . . . , d. A map φ is trace
preserving if tr[φ(M)] = tr[M] for all M; equivalently φ∗(I) = I. A quantum channel is a completely positive trace
preserving map.
Let (Ω,F , Prob) be a probability space with T : Ω → Ω an invertible and ergodic map. Recall that T is ergodic
provided it is probability preserving and Prob[A] = 0 or 1 for any event A with T−1(A) = A. Starting from a given
completely positive map valued random variable, φ0 : Ω → {completely positive maps}, we consider the sequence
of maps defined by evaluating φ0 along the trajectories of T:
φn;ω = φ0;Tnω . (18)
We will follow the usual convention in probability theory and suppress the independent variable ω ∈ Ω in most
formulas; when it is needed — as in Eq.(18) — we will use a subscript to denote the value of a random variable at a
particular ω ∈ Ω. Our main focus here is to study the action of the composition φn ◦ φn−1 ◦ · · · ◦ φ0 of a long sequence
of these maps. To obtain convergence, we require several assumptions. The first assumption is Assumption 1 of the
7Letter, restated here for the reader’s convenience
Assumption I.1. For some n0 > 0, Prob [φn0 ◦ · · · ◦ φ0 is strictly positive ] > 0 .
Remark. A map φ is strictly positive if and only if φ∗ is strictly positive. Indeed, if φ is strictly positive and M ∈ E
we have tr[φ∗(M)M′] = tr[Mφ(M′)] > 0 for any M′ ∈ E, as φ(M′) > 0. Thus φ∗(M) is strictly positive. Thus
assumption I.1 implies that φ∗0 ◦ · · · ◦ φ∗n0 is strictly positive with positive probability.
The second assumption, which for quantum channels is equivalent to Assumption 2 of the Letter, is the following:
Assumption I.2. With probability one, ker φ0 ∩ E = ker φ∗0 ∩ E = {0}. That is, if φ0(M) = 0 or φ∗0 (M) = 0 with
M ∈ E, then M = 0.
Remark. If φ0 is a quantum channel, then tr[φ0(M)] = tr[M] for any M, so ker φ0 ∩ E = 0. Thus for quantum channels,
Assumption I.2 is equivalent the equality ker φ∗0 ∩ E = {0} (Assumption 2 of the Letter). On the other hand, this
identity is a non-trivial assumption for quantum channels. For example, if φ(M) = PMP+ SMS† with P a projection
onto a subspace of dimension D/2 and S a partial isometry from I− P to P, then φ is a channel but φ∗(I− P) = 0.
Given n ∈ Z, let
Φn =

φn ◦ · · · ◦ φ0 if n > 0 ,
φ0 if n = 0 ,
φ0 ◦ · · · ◦ φn if n < 0 .
By Assumption I.1 the maps Φn preserve the cone E. In 1948, Krein and Rutman [35] derived a generalization of the
classical Perron-Frobenius theorem to the context of linear maps preserving a convex cone. Evans and Høegh-Krohn
[36] applied this result to obtain results for positive maps on L(MD). It follows from [36, Theorem 2.3] that if Φn is
strictly positive then there is a unique (up to scaling) strictly positive matrix Rn such that
Φn(Rn) = λnRn ,
where λn is the spectral radius of Φn. Recall that the spectral radius is the maximum magnitude of all eigenvalues.
Similarly, there is a unique (up to scaling) strictly positive matrix Ln such that
Φ∗n(Ln) = λnLn .
We normalize Rn and Ln so that tr[Rn] = tr[Ln] = 1 .
Our main technical result is that Ln converges as n → ∞, while Rn converges as n → −∞. This generalizes a
theorem of Hennion on the Perron-Frobenius eigenvectors of products of positive matrices [37].
Theorem I.3 ([15]). The limits
lim
n→−∞ Rn = Z0 and limn→∞ Ln = Z
′
0
exist almost surely and define random matrices Z0 and Z′0 that fall in E with probability one. Furthermore, if we set Zn = Z0;Tnω
and Z′n = Z′0;Tnω, then
Zn = φn · Zn−1 and Z′n = φ∗n · Z′n+1 ,
where · denotes the projective action of a positive map on the strictly positive D× D matrices of trace 1:
φn ·M ≡ 1tr[φn(M)]φn(M) .
Remark. If the maps φn are quantum channels, then Ln = 1D ID, so Z
′
n =
1
D ID for all n.
Given m < n, let Pn,m denote the rank-one operator
Pn,m(M) = tr[Z′m M] Zn .
8For n − m large, the operator φn ◦ · · · ◦ φm is well approximated by Pn,m. To formulate this result precisely, we
introduce the following norm for a linear map Φ ∈ L(MD):
‖Φ‖1 = max {tr[ |Φ(M)| ] | tr[ |M| ] = 1} .
Theorem 2 of the Letter is equivalent to:
Theorem I.4 ([15]). Given m < n in Z, let Ψn,m = φn ◦ · · · φm. There is 0 < µ < 1 so that given x ∈ Z, the following
bound holds: ∥∥∥∥ 1tr[Ψ∗n,m(ID)]Ψn,m − Pn,m
∥∥∥∥
1
≤ Cµ,xµn−m
for all m ≤ x and n ≥ x, with Cµ,x = Cµ,x;ω finite almost surely.
II. SKETCH OF THE PROOFS
The key to proving Theorem I.3 is to show the existence of the limits limn→−∞ Rn = Z0 and limn→∞ Ln = Z′0.
More generally, we show that
lim
n→−∞Φn ·Yn and limn→−∞Φ
∗
n ·Yn (19)
exist for any sequence Yn of density matrices, and the limits are independent of the choice of the particular sequence.
Indeed once these limits are known, for any n one takes Zn = Z0;Tnω and Z′n = Z′0;Tnω to obtain the full ergodic
sequence. Since Φn · Rn = Rn, it follows that
Z0 = limn→−∞ Rn = limn→−∞Φn · Rn = φ0 ·
(
lim
n→−∞Φn+1;T−1ω · Rn
)
= φ0 · Z−1 .
Similarly, Φ∗n · Ln = Ln and we find that
Z′0 = limn→∞ Ln = limn→∞Φ
∗
n · Ln = φ∗0 ·
(
lim
n→∞Φn−1;Tω · Ln
)
= φ∗0 · Z′1 .
The key to proving the existence of the limits in Eq. (19) is to prove that Φn is exponentially contractive with
respect to a suitable metric d(Y1, Y2) on the space of density matrices:
lim
n→∞
1
n
log [d(Φn ·Y1,Φn ·Y2)] = log µ < 0. (20)
The existence of the limit in Eq. (20) is guaranteed by Kingman’s subadditve ergodic theorem [38]. A pivotal estimate
in this context is the following
d(φ · X, φ ·Y) ≤ c(φ) d(X, Y) , (21)
where c(φ) ≤ 1 is a quantity that depends on the particular completely positive map φ. The subadditivity needed
for the application of Kingman’s theorem is provided by the inequality
c(φ ◦ ψ) ≤ c(φ) c(ψ) , (22)
which follows if we take c(φ) to be the smallest number such that Eq. (21) holds. To obtain Eqs. (21,22), and to prove
that the right hand side of Eq. (20) is less than zero, it is convenient to work with the specialized metric
d(Y1, Y2) =
1−m(Y1, Y2)m(Y2, Y1)
1+ m(Y1, Y2)m(Y2, Y2)
,
where m(Y1, Y2) = max {λ ∈ R | λY2 ≤ Y1}. Although this metric is more convenient for the arguments, we show
that it is equivalent to the trace-norm metric for strictly positive density matrices. Since the Φn are ultimately strictly
positive by Assumption 1 of the Letter, the estimates obtained in fact hold in the trace-norm. For details, see [15].
9III. INDEPENDENTLY AND IDENTICALLY DISTRIBUTED RANDOMHAAR CHANNELS
The results so far are purely existential; for a particular ergodic sequence of channels, one wishes to know the
statistical properties of Z0. To this end, we explicitly calculate them for two canonical examples. The first is for
channels that are translation invariant which was detailed in the Letter. The second class corresponds to the Kraus
operators being independently and identically distributed (iid) Haar isometries (sections of independent Haar ran-
dom unitary). The calculation of the latter case is the subject of this section.
Let Uj, j ∈ Z be an iid sequence of Haar distributed L× L unitary matrices, with L = rD, where one may think of
r and D as the size of the environment and system respectively. Consider the channels φj ∈ L(MD) given by
φj(M) = trr[Uj (M⊗Qr) U†j ] ,
where Qr is the r× r rank one projector Qr ≡ |e1〉 〈e1|with |e1〉 = (1, 0, . . . , 0)T , and trr denotes the partial trace from
ML →MD. Note that the partial trace is the adjoint (with respect to the Hilbert-Schmidt inner product) of the map
M 7→ M⊗ Ir. The channel φj can be expressed in the Kraus form as
φj(M) =
r
∑
k=1
Uj;k M U†j;k
where the matrices Uj;k are D× D blocks of Uj:
Uj =

Uj;1 · · · · · ·
Uj;2
. . .
...
. . .
Uj;r · · · · · ·
 .
It is easy to see that this particular sequence of channels satisfies Assumptions 1 and 2. In fact each φj is itself
strictly positive with probability one. Thus, Theorem 1 applies and the resulting stationary sequence Zj, j ∈ Z
satisfies the shift equation ((Eq. 4) of the Letter)
Zj = trr
[
Uj
(
Zj−1 ⊗Qr
)
U†j
]
. (23)
We study the distribution of Zj by the method of moments. As such we are interested in computing the expectation
E
{
Z⊗nj
}
, where
Z⊗nj = Zj ⊗ · · · ⊗ Zj︸ ︷︷ ︸
n factors
.
From E
{
Z⊗nj
}
we can compute the expectation of any multi-linear form ∏n`=1 tr[M`Zj], via the identity.
n
∏
`=1
tr[M`Zj] = tr
[
(M1 ⊗ · · · ⊗Mn) Z⊗nj
]
.
We begin computing the expectation for n = 1, which is the first moment E
{
Zj
}
. The key identity here is:∫
U(L)
U(α, β) U†(β′, α′) dU = 1
L
δα
′
α δ
β′
β . (24)
In terms of matrices this can be expressed as∫
U(L)
U M U† dU = tr[M]
1
L
IL ,
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for an arbitrary M ∈ CL×L. By Eq. (23), the conditional expectation of Zj given Uk for k 6= j satisfies
E
{
Zj
∣∣Uk, k 6= j} = trr [∫
U(L)
U
(
Zj−1 ⊗Qr
)
U† dU
]
= tr[Zj−1 ⊗Qr] 1L trr [IL] =
1
D
ID ,
since tr[Zj−1 ⊗Qr] = tr[Zj−1] = 1 and trr[IL] = rID. Averaging over all Uk for k 6= j we see that
E
{
Zj
}
=
1
D
ID ,
which is Eq. (7) in the Letter.
We turn now to the computation of E
{
Z⊗2j
}
. The key is the generalization of Eq. (24) to the following (see [21]):
∫
U(L)
U(α1, β1)U(α2, β2)U†(β′1, α
′
1)U
†(β′2, α′2) dU = Wg((1, 1), L)
(
δ
α′1
α1 δ
β′1
β1
δ
α′2
α2 δ
β′2
β2
+ δ
α′2
α1 δ
β′2
β1
δ
α′1
α2 δ
β′1
β2
)
+Wg((2), L)
(
δ
α′1
α1 δ
β′2
β1
δ
α′2
α2 δ
β′1
β2
+ δ
α′2
α1 δ
β′1
β1
δ
α′1
α2 δ
β′2
β2
)
,
(25)
where the Weingarten functions are
Wg((1, 1), L) =
1
L2 − 1 and Wg((2), L) = −
1
L(L2 − 1) .
In terms of tensors, Eq. (25) can be expressed as follows∫
U(L)
(U ⊗U) M (U† ⊗U†) dU = 1
L2 − 1
(
tr[M] E(1,1)L + tr[E
(2)
L M] E
(2)
L
)
− 1
L(L2 − 1)
(
tr[M] E(2)L + tr[E
(2)
L M] E
(1,1)
L
)
,
where M is an arbitrary element ofML ⊗ML, E(1,1)L = IL ⊗ IL is the identity, and E(2)L denotes the exchange operator
E(2)L (v⊗ w) = w⊗ v .
Remark III.1. E(2)L is the SWAP operator.
Applying this identity to Z⊗2j = Zj ⊗ Zj we find that
E
{
Z⊗2j
∣∣∣Uk, k 6= j} = tr⊗2r [∫
U(L)
U⊗2 (Zj−1 ⊗Qr)⊗2 U† ⊗2 dU
]
=
1
L2 − 1
(
tr
[
(Zj−1 ⊗Qr)⊗2
]
tr⊗2r
[
E(1,1)L
]
+ tr
[
E(2)L (Zj−1 ⊗Qr)⊗2
]
tr⊗2r
[
E(2)L
])
− 1
L(L2 − 1)
(
tr
[
E(2)L (Zj−1 ⊗Qr)⊗2
]
tr⊗2r
[
E(2)L
]
+ tr
[
(Zj−1 ⊗Qr)⊗2
]
tr⊗2r
[
E(1,1)L
])
,
where we introduced the notation tr⊗2r [M1⊗M2] = trr[M1]⊗ trr[M2], extended by linearity to all ofML⊗ML. Now
tr
[
(Zj−1 ⊗Qr)⊗2
]
=
(
tr[Zj−1 ⊗Qr]
)2
= 1 ,
and
tr⊗2r
[
E(11)L
]
= trr[IL]⊗ trr[IL] = r2 ID ⊗ ID = r2E(1,1)D .
For the factors involving E(2)L we make use of the identity
tr[M1M2] = tr[E
(2)
L M1 ⊗M2] . (26)
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Thus
tr
[
E(2)L (Zj−1 ⊗Qr)⊗2
]
= tr
[
(Zj−1 ⊗Qr)2
]
= tr[Z2j−1] ,
and
tr⊗2r
[
E(2)L
]
= rE(2)D .
It follows that
E
{
Z⊗2j
∣∣∣Uk, k 6= j} = 1L(L2 − 1)
[(
L− tr[Z2j−1]
)
r2E(1,1)D +
(
L tr[Z2j−1]− 1
)
rE(2)D
]
.
Treating tr[Z2j−1] as the random variable, and averaging over Uk, we obtain
E
{
Z⊗2j
}
=
1
L(L2 − 1)
[(
L−m(2)
)
r2E(1,1)D +
(
Lm(2) − 1
)
rE(2)D
]
. (27)
where
m(2) ≡ E
{
tr[Z2j−1]
}
= E
{
tr[Z2j ]
}
,
since Zj−1 and Zj are equidistributed.
To complete the calculation of E
{
Z⊗2j
}
we need to compute m(2). To this end, note that by Eq. (26)
m(2) = E
{
tr[E(2)D Z
⊗2
j ]
}
.
Thus
m(2) =
1
L(L2 − 1)
((
L−m(2)
)
r2 tr[E(2)D ] +
(
Lm(2) − 1
)
r tr[E(1,1)D ]
)
=
1
L(L2 − 1)
((
L−m(2)
)
r2D +
(
Lm(2) − 1
)
rD2
)
,
since E(2)D E
(1,1)
D = E
(2)
D and E
(2)
D E
(2)
D = E
(1,1)
D . Solving for m(2) we find that
m(2) =
(r + 1)D
rD2 + 1
.
Plugging this into Eq. (27) we find
E
{
Z⊗2j
}
=
1
rD2 + 1
(
rE(1,1)D +
1
D
E(2)D
)
.
The variance of Zj can now be expressed as
E
{
Z⊗2j
}
−E {Zj}⊗E {Zj} = 1rD2 + 1
(
1
D
E(2)D −
1
D2
E(1,1)D
)
.
Note that tr[ 1D E
(2)
D ] = tr[
1
D2 E
(1,1)
D ] = 1. Thus the prefactor (rD
2 + 1)−1 sets the scale for the fluctuations around the
12
mean E
{
Zj
}
= 1D E
(11)
D . To proceed we introduce the notation Wj for the rescaled deviation of Zj from the mean:
Wj =
√
rD2 + 1
(
Zj − 1D ID
)
. (28)
Thus
E
{
Wj
}
= 0 and E
{
W⊗2j
}
=
1
D
E(2)D −
1
D2
E(11)D . (29)
Our goal is to show that Wj is asymptotically Gaussian, with covariance 1D E
(2)
D − 1D2 E
(11)
D . To obtains this result, we
will verify that Wj asymptotically satisfies Wick’s theorem.
Turning now to the computation of the n-th moment for general n, we define
R(n) = E
{
W⊗nj
}
.
By the shift invariance property, the right hand side is independent of j and we have
R(n) =
(
rD2 + 1
)n/2
E
{
(Zj − 1D ID)
⊗n
}
=
(
rD2 + 1
)n/2
E
{(
trr
[
UjZj−1 ⊗QrU†j
]
− 1
D
ID
)⊗n}
. (30)
Because trr
[
UjZj−1 ⊗QrU†j
]
− 1D ID = trr
[
Uj
(
Zj−1 ⊗Qr − 1L IL
)
U†j
]
, we have
(
trr
[
UjZj−1 ⊗QrU†j
]
− 1
D
ID
)⊗n
= tr⊗nr
[
U⊗nj
(
Zj−1 ⊗Qr − 1L IL
)⊗n
U†⊗nj
]
.
There is a generalization of Eq. (25) to higher order products (see [21]):
∫
U(L)
n
∏
j=1
U(αj, β j) U†(β′j, α
′
j) dU = ∑
σ,τ∈Sn
Wg(τσ−1, L)
n
∏
j=1
δ
α′
σ(j)
αj δ
β′
τ(j)
β j
, (31)
where Wg denotes the Weingarten function (see [21]) and Sn is the permutation group on {1, . . . , n}. In terms of
tensors, this equation can be written as∫
U(L)
U⊗n M U†⊗n dU = ∑
σ,τ∈Sn
Wg(τσ, L) tr [PτL M] P
σ
L , (32)
where the operator PαL has the action:
PαL (v1 ⊗ · · · ⊗ vj ⊗ · · · ⊗ vn) = vα(1) ⊗ · · · ⊗ vα(j) ⊗ · · · vα(n) ,
for vk ∈ CL. Applying Eq. (32) to the average over Uj in Eq. (30) results in the following expression for R(n)
R(n) =
(
rD2 + 1
) n
2 ∑
σ∈Sn
(
∑
τ∈Sn
Wg(τσ, L)E
{
tr
[
PτL
(
Zj−1 ⊗Qr − 1L IL
)⊗n]})
tr⊗nr [PσL ] . (33)
The Weingarten function Wg(α, L) depends only on the conjugacy class of the permutation α (see [21]):
Wg(τατ−1, L) = Wg(α, L) .
Furthermore, for any M ∈ ML, tr
[
PτL M
⊗n] depends only on the conjugacy class of τ, as we will now show. The
conjugacy classes of Sn are labeled by m-tuples ~c = (c1, c2 · · · , cm) with c1 ≥ c2 ≥ · · · ≥ cm ≥ 1 and ∑j cj = n. A
permutation in the class (c1, c2 · · · , cm) is given by
1. a partition of {1, . . . , n} into m sets of sizes c1, . . . , cm, and
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2. a choice of a cyclic permutation on each subset of the partition.
A permutation is cyclic if it has no proper invariant subsets — there are (j− 1)! cyclic permutations in Sj. For any
permutation τ ∈ Sn in the class (c1, c2 · · · , cm) and M ∈ML, the trace tr
[
PτL M
⊗n] is given by
tr
[
PτL M
⊗n] = m∏
j=1
tr [Mcj ] . (34)
Since tr[Zj−1 ⊗ Qr] = tr[Zj−1] = 1, we see from Eq. (34) that tr[PτL (Zj−1 ⊗ Qr − 1L IL)⊗n] = 0 for any permutation τ
with a fixed point, in which case the conjugacy class has cm = 1. In other words, the sum over τ in Eq. (33) can be
restricted to τ ∈ S′n, where
S′n = {τ ∈ Sn | τ(j) 6= j, j = 1, . . . , n} .
Let CSn denote the set of conjugacy classes of Sn. Given~c ∈ CSn let
E~cL = ∑
σ∈~c
PσL .
With the labeling of classes described above this is consistent with the definitions of E(1,1)L and E
(2)
L given above.
Associated to each class ~c = (c1, c2, . . . , cm) ∈ CSn we define a distinguished permutation [~c] which consists of the
cycle
1 7→ 2 7→ · · · 7→ c1 7→ 1
of the first c1 numbers, followed by the cycle
c1 + 1 7→ c1 + 2 7→ · · · 7→ c1 + c2 7→ c1 + 1
of the next c2 numbers, etc. up to the last group of cm numbers,
m−1
∑
j=1
cj + 1 7→
m−1
∑
j=1
cj + 2 7→ · · · 7→ n 7→
m−1
∑
j=1
cj .
That is,
[~c] = (1, 2, . . . , c1)(c1 + 1, . . . , c1 + c2) · · · (c1 + . . . + cm−1, . . . , n) .
Putting all of this together we obtain the following formula
R(n) = E
{
W⊗nj
}
= ∑
~c∈CSn
w(~c; r, D)
1
Dm(~c)
E~cD , (35)
where m(~c) denotes the number of cycles in the conjugacy class~c, i.e., m(~c) = m if~c = (c1, . . . , cm) with cm ≥ 1,
w(~c; r, D) = Lm(~c)
(
rD2 + 1
) n
2 ∑
τ∈S′n
Wg(τ[~c], L)E
{
tr
[
PτL
(
Zj−1 ⊗Qr − 1L IL
)⊗n]}
, (36)
and we have observed that tr⊗nr [E~cL] = r
m(~c)E~cD. Adding and subtracting
1
D ID ⊗ Qr = E
{
Zj−1
} ⊗ Qr inside the
parentheses, we obtain the following alternative expression for w( ~c; r, s),
w(~c; r, D) = Lm(~c) ∑
τ∈S′n
Wg(τ[~c], L) E
{
tr
[
PτL
(
Wj−1 ⊗Qr +
√
rD2 + 1
(
1
D
ID ⊗Qr − 1L IL
))⊗n]}
. (37)
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Let τ ∈ S′n. Then its conjugacy class [τ] = (c′1c′2 . . . c′m) satisfies c′m ≥ 2. Given commuting matrices A and B,
tr
[
PτL (A + B)
⊗n] = m∏
`=1
c′`
∑
k`=0
(
c′`
k`
)
tr
[
Ak`Bc
′
`−k`
]
.
Applying this to the expectations in the sum on the right hand side of Eq. (37) we obtain
E
{
tr
[
PτL
(
Wj−1 ⊗Qr +
√
rD2 + 1
(
1
D
ID ⊗Qr − 1L IL
))⊗n]}
= E
 m∏
`=1
[(
1− (1− r)1−c′`
)
D
(
(r− 1)√rD2 + 1
L
)c′`
+
c′`
∑
k`=2
(
c′`
k`
)(
(r− 1)√rD2 + 1
L
)c′`−k`
tr[Wk`j−1]
] ,
where we have observed that
1. tr
[(
1
D ID ⊗Qr − 1L IL
)c]
=
(
1
D − 1L
)c
D +
(
− 1L
)c
(r− 1)D =
(
r−1
L
)c (
1− (1− r)1−c)D , and
2. (Wj−1 ⊗Qr)( 1D ID ⊗Qr − 1L IL) = r−1L Wj−1 ⊗Qr .
On the right hand side the terms with k` = 1 are excluded because they vanish since tr[Wj−1] = 0.
Given m-tuples of non-negative integers~k and ~c′, let~k ≺ ~c′ denote the relation k` ≤ c′` for all `. Let [~k] denote
the permutation corresponding to a k1-cycle of the first k1 integers, a k2-cycle of the next k2, etc., up to the last km
integers. Zero cycles are dropped, so [~k] is an element of S|~k|, where |~k| = ∑` k`. Note that
m
∏
`=1
tr[Wk`j−1] = tr[P
[~k]
D W
(|~k|)
j−1 ] .
Thus, for~c′ ∈ CS′n and τ ∈ ~c′
E
{
tr
[
PτL
(
Wj−1 ⊗Qr +
√
rD2 + 1
(
1
D
ID ⊗Qr − 1L IL
))⊗n]}
= ∑
~k≺c′
k` 6=1
(
~c′
~k
)(
(r− 1)√rD2 + 1
rD
)n−|~k|
D#{k`=0} ∏
` : k`=0
(
1− (1− r)1−c′`
)
tr[P[
~k]
D R
(|~k|)] ,
where (~c
′
~k ) = ∏
m
`=1 (
c′`
k`
). Returning to the weights for Eq. (35) we find that
w(~c; r, D) = (rD)m(~c) ∑
τ∈S′n
(
Wg(τ[~c], rD)
× ∑
~k≺[τ]
k` 6=1
(
[τ]
~k
)(√
1+ rD2(r− 1)
rD
)n−|~k|
D#{k`=0} ∏
` : k`=0
(
1− (1− r)1−c′`(τ)
)
tr[P[
~k]
D R
(|~k|)]
)
. (38)
Note that tr[P[
~k]
s R(|
~k|)] depends only on the non-zero elements of~k and is unchanged if we permute the entries of~k.
Given~c ∈ CS′n, let M(~c; r, D) = tr[P[~c]D R(n)]. Using Eq. (35) to compute M(~c; r, D), we find
M(~c; r, D) = ∑
σ∈Sn
w([σ]; r, D)
1
Dm(σ)
tr[P[~c]D P
σ
D] = ∑
σ∈Sn
w([σ]; r, D)
Dm([~c]σ)
Dm(σ)
.
Here m(σ) = m([σ]) denotes the number of cycles in the permutation σ. Using Eq. (38) we obtain the following
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linear equation for the moments M(~c; r, D):
M(~c; r, D) = ∑
σ∈Sn
τ∈S′n
(
Wg(τσ, rD) rm(σ)Dm([~c]σ)
× ∑
~k≺[τ]
k` 6=1
M(~k; r, D)
(
[τ]
~k
)(√
1+ rD2(r− 1)
rD
)n−|~k|
D#{k`=0} ∏
` : k`=0
(
1− (1− r)1−c′`(τ)
))
. (39)
Here M(~k; r, s) denotes M(~k′; r, s) where ~k′ consists of the non-zero elements of ~k listed in decreasing order. In
principle, Eq. (39) allows us to solve for all moments M(~c; r, s). Note in particular the triangular structure to the
equations: to solve for the moments with ~c ∈ CSn we only need to know the moments of lower order. Thus the
equations can be solved recursively for increasing n.
To analyze the solution to Eq. (39) in the limits r → ∞ and D → ∞ , we need the Weingarten function asymptotics
(see [21]). Given α ∈ Sn, with [α] = (c1c2 . . . cm),
Wg(α, L) = CαL−n−|α|(−1)|α| +O(L−n−|α|−2) , (40)
where |α| = n−m, which is the minimal length of α as a product of 2-cycles, and
Cα =
m
∏
i=1
(2ci)!
ci!(ci + 1)!
.
Note that d(α, β) = |αβ−1| is a metric on Sn. In particular, we have the triangle inequality
|αγ−1| ≤ |αβ−1|+ |βγ−1| . (41)
Furthermore |α| is invariant on conjugacy classes; in particular, |α| = |α−1|.
A. Gaussianity: limit of large r
We now consider the asymptotics of Eq. (39) as r → ∞. This is technically somewhat simpler than the large D
limit. Let us denote by A(r) ∼ B(r) the asymptotic relation limr→∞ A(r)/B(r) = 1. By Eq. (40)
Wg(τσ, rD) rm(σ)
(√
1+ rD2(r− 1)
sD
)n−|~k|
∼ (−1)|τσ|CτσD−n−|τσ| r
n−|~k|
2
r|σ|+|τσ|
.
By the triangle inequality Eq. (41), |σ|+ |τσ| ≥ |τ|. Furthermore, for any τ ∈ S′n we have |τ| ≥ n/2. Therefore unless
|~k| = 0 and |σ|+ |στ| = |τ| = n/2, it follows that
Wg(τσ, rD) rm(σ)
(√
1+ rD2(r− 1)
Dr
)n−|~k|
→ 0 as r → ∞ .
The identity |σ|+ |στ| = n/2 holds if and only if τ is a pairing (i.e., a product of n/2 disjoint 2-cycles), and if σ ≺ τ
in the sense that σ is a product of disjoint 2-cycles contained in τ. In this case we have Cτσ = 1 and
Wg(τσ, rD) rm(σ)
(√
1+ rD2(r− 1)
Dr
)n−|~k|
→ (−1)|τσ|D−n−|τσ| .
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Since all terms on the right hand side of Eq. (39) tend to zero except for when~k = 0 and τ is a pairing, this equation
reduces to
M(~c; r → ∞, D) = ∑
τ∈Pn
σ≺τ
(−1)|τσ|D n2−|[~c]σ|−|τσ| ,
where Pn denotes the set of pairings of {1, . . . , n}. It follows that all moments are order one as r → ∞ and given by
the above expression. In particular, M(~c; r → ∞, D) vanishes if~c ∈ CSn for n odd.
Furthermore, we see that w(~c; r → ∞, D) = 0 unless n is even and
~c = (2, · · · , 2︸ ︷︷ ︸
j
, 1, · · · , 1︸ ︷︷ ︸
n−2j
) ≡ (2j, 1n−2j)
for some j, for which we have
w((2j, 1n−2j); r → ∞, D) = (−1) n2−j (n− 2j)!
2
n
2−j
( n
2 − j
)
!
,
where (n−2j)!
2
n
2 −j( n2−j)!
is the number of pairings of {1, . . . , n− 2j}. Thus
lim
r→∞ R
(n) =

0 if n is odd,
n/2
∑
j=0
(−1) n2−j (n− 2j)!
2
n
2−j
( n
2 − j
)
!
1
Dn−j
E(2
j ,1n−2j)
D if n is even.
(42)
This result reduces to Eq. (29) for n = 1 and n = 2. For higher n the result it gives is the same as Wick’s theorem for
limr E{W⊗nj }, showing that these matrices have a Gaussian distribution in the large r limit. For example,
lim
r→∞ R
(4) =
1
D2
E(2,2)D −
1
D3
E(2,1,1)D +
3
D4
E(1,1,1,1).
In more detail, note that Wick’s theorem would imply that limr E{W⊗2nj } is a sum of terms obtained by pairing the
matrices in the tensor product and averaging according to the variance in Eq. (29), namely R(2) = 1D E
(2)
D − 1D2 E
(1,1)
D .
Further expanding each term in the sum according to a choice of one of the two terms in R(2) for each pair of factors,
results in an expression for E{W⊗2nj } as a sum over permutations with only two cycles and one-cycles. In this
expansion, each permutation comes with the weight
# pairings of the set covered by one cycles × (−1) 12 # one cycles 1
D#cycles
.
The first term counts the number of ways that a given permutation can arise in the above expansion, while the
second term comes from the weights attached to E(2)D and E
(1,1)
D in the variance. As one may easily check, the result
is identical with the right hand side of eq. (42).
B. Gaussianity: large D limit
For the large D limit, we should first examine what happens to the moments like M((2); r, D) as D → ∞. Note
that
M((2); r, D) = tr[P[(2)]D R
(2)] = D− 1
D
.
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Thus we expect moments to become large, and a further normalization is needed to compute the limit of Eq. (39).
Indeed, we have
Wg(τσ, rD) Dm([~c]σ)D#{k`=0}
(√
1+ rD2(r− 1)
Dr
)n−|~k|
∼ (−1)|τσ|Cτσ r
n−|~k|
2
r|σ|+|τσ|
D#{k`=0}−|[~c]σ|−|τσ| .
By the triangle inequality, |[~c]σ|+ |τσ| ≥ |[~c]τ−1| ≥ 0, with equality precisely if [~c] = τ and σ ≺ τ. Everything is
maximized for~k = 0 and τ = [~c] suggesting that
M((2j); r, D) ∼ const. Dm(~c) .
To proceed, we define
M˜(~c; r, D) = D−m(~c)M(~c; r, D) ,
so M˜((2); r, D → ∞) = 1. Working from Eq. (39) we find that
M˜(~c; r, D) = ∑
σ∈Sn
τ∈S′n
(
Wg(τσ, rs) rm(σ)Dm([~c]σ)−m(~c)+m(τ)
× ∑
~k≺[τ]
k` 6=1
M˜(~k; r, D)
(
[τ]
~k
)(√
1+ rD2(r− 1)
Dr
)n−|~k|
∏
` : k`=0
(
1− (1− r)1−c′`(τ)
))
.
The large D asymptotics of the coefficients are now governed by
Wg(τσ, rD) rm(σ)Dm([~c]σ)−m(~c)+m(τ) ∼ (−1)|τσ|Cτσ r
n−|~k|
2
r|σ|+|τσ|
D|[~c]|−|τ|−|[~c]σ|−|τσ| .
Again by the triangle inequality, |τ|+ |[~c]σ|+ |τσ| ≥ |τ|+ |[~c]τ−1| ≥ |[~c]|, so the limiting equation for M˜(~c; r, s) has
order one coefficients as D → ∞. Thus the resulting solution is of order one.
Let us now look at Eq. (35) for R(n), with the knowledge that M˜(~c; r, s) are of order one. Rewriting Eq. (38) for the
weights w(~c; r, D) in terms of M˜, we find that
w(~c; r, D) = ∑
τ∈S′n
(
Wg(τ[~c], rD)(rD)m(~c)Dm(τ)
× ∑
~k≺[τ]
k` 6=1
M˜(~k; r, D)
(
[τ]
~k
)(√
1+ rD2(r− 1)
rD
)n−|~k|
∏
` : k`=0
(
1− (1− r)1−c′`(τ)
))
.
By Eq. (40), the first factor of each term in the summation is asymptotically given by
Wg(τ[~c], rD)(rD)m(~c)Dm(τ) ∼ (−1)|τ[~c]|Cτ[~c]
r
n−|~k|
2
r|[~c]|+|τσ|
Dn−|τ|−|[~c]|−|τ[~c]| .
Now |τ|+ |[~c]|+ |τ[~c]| ≥ 2|τ| ≥ n, with equality if and only if τ is a pairing and [~c] ≺ τ. Thus w(~c; r, D → ∞) = 0
unless n is even and~c = (2j, 1n−2j) for some j; for such~c we have
w((2j, 1n−2j); r, D → ∞) = (−1)n−2j pn−2j ∑
~k≺(2 n2 )
k` 6=1
r−
|~k|
2
(
r− 1
r
)#{k`=0}
M˜(~k; r, D → ∞) .
18
Thus
M˜((2m); r, D → ∞) ∼
m
∑
j=0
∑
σ∈(2j12m−2j)
(−1)2m−2j p2m−2j ∑
~k≺(2m)
k` 6=1
r−
|~k|
2
(
r− 1
r
)#{k`=0}
M˜(~k; r, D → ∞) 1
D3m−j
tr[P(2
m)
D P
σ
D] .
The trace tr[P(2
m)
D P
σ
D] is bounded by D
m+j, with equality precisely if σ ≺ [(2m)]. As a result the only terms that
survive in the limit correspond to j = m and σ = [(2m)]. Thus,
M˜((2m); r, D → ∞) = ∑
~k≺(2m)
k` 6=1
r−
|~k|
2
(
r− 1
r
)#{k`=0}
M˜(~k; r, D → ∞) .
Introducing q(m, r) = M˜((2m); r, D → ∞), this equation reduces to
q(m, r) =
m
∑
j=0
(
m
j
)(
r− 1
r
)m−j
r−jq(j, r) = 1
rm
m
∑
j=0
(
m
j
)
(r− 1)m−j q(j, r) .
We have q(0, r) = 1 (by definition). It follows that q(m, r) = 1 for all m by induction. Thus
w((2j, 1n−2j); r, D → ∞) = (−1)n−2j (n− 2j)!
2
n
2−j
( n
2 − j
)
!
∑
~k≺(2 n2 )
k` 6=1
r−
|~k|
2
(
r− 1
r
)#{k`=0}
= (−1)n−2j (n− 2j)!
2
n
2−j
( n
2 − j
)
!
,
which proves that the limit is Gaussian in this case as well.
IV. BIPARTITE ENTANGLEMENT ENTROPY OF AN ERGODIC MATRIX PRODUCT STATES (MPS)
In this section we prove the formula for the bipartite entanglement entropy for ergodic MPS given by Eq. (17) in the
Letter. By translation invariance in distribution it suffices to consider j = 0. To focus on the bipartite entanglement
entropy across a single cut, we will make use of open boundary conditions for the chain.
Remark IV.1. The thermodynamic limit of the chain with open boundary conditions is identical to that with periodic
boundary conditions; this follows from the convergence given in Theorem 2 of the Letter.
Consider an MPS defined over [−M, N], with M, N > 0 and open boundary conditions. For this state, Eq. (11) of
the Letter becomes:
|ψ(−M, N)〉 =
d
∑
~i=1
~bi−M ;†−M A
i−M+1
−M+1 · · · AiN−1N−1~biNN |i−M, . . . , iN〉 , (43)
where~bi−M and~b
i
N , i = 1, . . . , d, are non-zero vectors in C
d specifying the boundary conditions at each end of the
chain.
We consider the thermodynamic limit in two steps: first N → ∞ and then M → ∞. For an observable O on the
spins in [−M, 0], it follows from Eq. (43) that the expectation of O is given by the following modification of Eq. (12)
of the Letter:
〈ψ(−M, N)|O |ψ(−M, N)〉 = tr[BNφN−1 ◦ · · · φ1(Ô−M)]
tr[BNφN−1 · · · ◦ · · · φ−M+1(B−M)] (44)
where
BN =
d
∑
i=1
~biN~b
i;†
N , B−M =
d
∑
i=1
~bi−M~b
i;†
−M ,
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and
Ô−M =
d
∑
~i,~j=1
[
〈i−M, . . . , i0|O |j−M, . . . , j0〉 Ai0†0 · · · Ai−M+1†−M+1~bi−M−M~bj−M†−M Aj−M+1−M+1 · · · Aj00
]
.
Note that in the present case Ô−M is a D× D matrix.
It follows from Eq. (44) and Theorem 2 of the Letter that
lim
N→∞ 〈ψ(−M, N)|O |ψ(−M, N)〉 =
tr[Z′1Ô−M]
tr[Z′1φ0 ◦ · · · φ−M+1(B−M)]
. (45)
Let ρ−M denote the reduced density matrix of [−M, 0], in the limit N → ∞. By Eq. (45), we have
〈j−M, . . . , j0| ρ−M |i−M, . . . , i0〉 =
tr[Z′1 A
i0†
0 · · · Ai−M+1†−M+1 ~bi−M−M ~bj−M†−M Aj−M+1−M+1 · · · Aj00 ]
tr[Z′1φ0 ◦ · · · φ−M+1(B−M)]
.
Let
Q−M ≡
√
Z′1 {φ0 ◦ · · · ◦ φ−M+1(B−M)}
√
Z′1 .
Note that Q−M is a positive matrix. Let ~v1, . . . ,~vD be its orthonormal eigenvectors, with corresponding eigenvalues
λ1 ≥ · · · ≥ λD ≥ 0. Let
∣∣αj〉 = 1√
λj
d
∑
~i=1
~bi−M†−M A
i−M+1
−M+1 · · · Ai00
√
Z′1~vj.
Then
ρ−M =
∑Dj=1 λj
∣∣αj〉 〈αj∣∣
tr[Q−M]
=
∑Dj=1 λj
∣∣αj〉 〈αj∣∣
∑Dj=1 λj
,
and 〈
αj
∣∣αk〉 = 1√
λjλk
~v†j Q−M~vk = δ
k
j .
Thus |α〉j are eigenvectors of ρ−M and the non-zero eigenvalues of ρ−M are given by λi∑j λj .
It follows that the bipartite entropy across the bond 0 ∼ 1 (in the limit N → ∞ with M < ∞) is given by
S−M(0) = − tr[Q˜−M log Q˜−M] ,
with Q˜−M = 1tr[Q−M ]Q−M. Eq. (17) of the Letter follows since
lim
M→∞
Q˜−M =
1
tr
[√
Z′1 Z0
√
Z′1
]√Z′1 Z0 √Z′1 .
by Theorem (2) of the Letter.
