ABSTRACT This paper presents a fast discrete Curvelet transform (FDCT)-based technique for multi-focus image fusion to address two problems: texture selection in FDCT domain and block effect in spatial-based fusion. First, we present a frequency-based model by performing FDCT on the input images. Considering the human visual system characteristics, a union of pulse coupled neural network and sum-modified-Laplacian algorithms are proposed to extract the detailed information of frequencies. Then, we construct a hybrid spatial-based model. Unlike other spatial-based methods, we combine the image difference and the detailed information extracted from input images to detect the focused region. Finally, to evaluate the robustness of proposed method, we design a completed evaluation process considering the misregistration, noise error, and conditional focus situations. Experimental results indicate that the proposed method improves the fusion performance and has less computational complexity compared with various exiting frequency-based and spatial-based fusion methods.
I. INTRODUCTION
Visual sensor network (VSN), wherein camera-equipped sensor nodes can capture, process, and transmit visual information, is an important research topic attracting considerable attention in recent years [1] . However, the camera sensors collect a huge amount of visual data, which are rich in information and offer tremendous potential when used in VSN [2] .
In practical systems, the huge amount of image data generated by image sensors have to be transmitted for various applications. This amount of data directly affects the power consumption of sensor nodes or, in other words, decreases the life time of the network. Therefore, in VSN, there are fusion centers used to integrate a large number of high rate image data. However, current image fusion approaches usually perform complex fusion operations, which will consume a significant portion of the battery power in a VSN. To meet the requirement of resource-and bandwidth-limited VSN, low-complexity image fusion techniques are much desired in practice [4] .
As we know, the focused range of visible imaging system is limited. Thus, it is difficult to obtain all objects in the same scene clearly [5] , [6] . Fig. 1(a) shows the basic principle of optical imaging characteristics [7] . Each point in a scene is projected onto a single point on the focal plane, leading to a focused image to be formed on it. However, if the sensor plane does not coincide with the focal plane, the image formed on the sensor plane will be a circular disk known as a blur circle with the diameter 2r. Based on the property of geometrical optics imaging, the intensity distribution of the blur circle is supposed to be well-distributed. In reality, however, diffraction effects and characteristics of the system play a major role in forming the intensity distribution within the blur circle. After considering the effect of lens aberrations, the point spread function (PSF) of an optic system can be obtained by a 2D Gaussian function [7] :
where x and y are image coordinates, σ is not only the standard deviation but also the spread parameter which is proportional to the blur radius r of the blur circle. Therefore, larger σ would result in the more blur image [6] . Fig. 1(b) shows two common test images with different focus settings, where the left image focuses on the big clock, and the right one focuses on the small clock. As shown in Fig. 1(b) , when the big clock is focused, the selected block is clear and its corresponding surface is sharp, however, when the big clock is unfocused, the selected block is blurring and its corresponding surface is flat. Hence, the pseudo-color of the surface is related to the clarity of image block. A popular technique to overcome this problem is to utilize multi-focus image fusion techniques, in which one can obtain one image with all of the objects in focus by means of containing the best information from multiple original images [8] .
Multi-focus image fusion is an important subfield of image fusion. Of course, with or without modification, many algorithms for merging multi-focus images can also be employed for other image fusion tasks such as visibleinfrared image fusion and multi-modal medical image fusion [8] , [9] . Generally, multi-focus image fusion algorithms can be divided into pixel level, feature level and decision level methods [10] . Pixel level image fusion methods can perform on the images in spatial domain and frequency domain [11] - [13] .
The traditional spatial domain methods use the techniques of principal component analysis (PCA), and intensityhue-saturation (IHS) [14] , [15] . The fused images obtained by PCA and IHS methods have high spatial quality, but they usually overlook the high quality of spectral information and suffer from spectral degradation [16] , [17] . Tian J. et al. proposed the bilateral gradient-based sharpness criterion (SCBG) based multi-focus image fusion method [3] , which can be used to evaluate the local content (sharp) information well. Although the SCBG is of low computational complexity which suits VSN, the result always has block effect which is not suitable for both visual perception and further processing. In the result of SCBG-based method which is shown in Fig. 2(c) , it is easy to find the block effect especially in the regions of red labels. The block effect is mainly caused by two issues: (1) The size of sub-blocks is difficult to determine. If the size is too large, it can easily lead to situations where one block contains both clear areas and blurred areas; if the size is too small, it is hard to judge the features of the sub-block, which is likely to cause sub-block selection error [18] . (2) The focusing properties of the subblock are difficult to determine. Especially when the detail information of the block is not rich, it will easily cause subblock selection error.
So far, frequency domain methods have been explored by using multi-scale transform, including Laplacian pyramid transform, Gradient pyramid transform [19] , [20] and wavelet transform [21] . Due to the upstanding localize peculiarity in both time and frequency domain, wavelet analysis has become one of the most commonly used methods among the frequency domain fusion [22] . With the deepening of theoretical studies, methods have been proposed for image fusion that are better than wavelet transform, such as wavelet packet transform and wavelet frame transform. However, wavelet analysis cannot effectively represent the line and plane singularities of the images and thus cannot represent the edge directions in images accurately [23] , which results in the wavelet family lacking shift-invariance and having pseudoGibbs phenomena in the fused image. Figs. 2(d)-(g) show a sample of fused result of discrete wavelet transform (DWT) and the pseudo-Gibbs phenomena.
To overcome these shortcomings of the wavelet transform, Da Cunha et al. [24] proposed the Non-subsampled Contourlet Transform (NSCT) for image fusion, which can possess shift-invariance and effectively suppress Pseudo-Gibbs phenomena but with time-consuming [25] and thus is not suitable for real-time application. Candes and Donoho [26] proposed the early Curvelet transform with strong anisotropy and multi-direction. The Curvelet transform can not only work well on image edge, but also reduce nonlinear approximation error of the different curves with the smooth function [23] . Later, Candes and Donoho [27] and Candes et al. [28] designed an improved version of Curvelet transform for image fusion. The improved method is a fast discrete realization method for Curvelet transform, called fast discrete Curvelet transform (FDCT) [28] . The FDCT is simpler, faster and less redundant than existing proposals, which is reported on a series of practical successes, see [29] - [31] . However, the coefficients of FDCT are shrink which is more complex compared to the input images. This property of FDCT coefficients leads the frequency selection difficult which troubles the application of FDCT. Li et al. [32] used the average method for low frequency coefficients and larger absolute values for high frequency coefficients in FDCT domain. However, the common fusion rule will reduce the contrast in the fusion results and is not sensitive to the edges and directional features but signal noise [23] .
Based on above analysis, in this paper we present a hybrid method for multi-focus image fusion. We first design a frequency-based model to extract detailed information in a set of input images. In this model, the pulse coupled neural network (PCNN) and sum-modified-laplacian (SML) are proposed to be the rules for fusing of low-and high frequency coefficients in FDCT domain, respectively. Through this model, the most important feature information is selected into the fused coefficients. Secondly, we present a hybrid spatialbased model using image difference to detect the focus and defocus regions. Then the mathematical morphology technique is applied to repair the mistakes of detection. Finally, we present a completed robustness evaluation process for image fusion technique considering the misregistration, noise error and conditional focus situations. The main contributions of this paper are as follows: (1) To solve the difficulty of frequency selection in FDCT domain. We present a fast frequency-based model based on FDCT, which employs PCNN and SML to fuse of low-and high frequency coefficients, respectively. This proposal can extract the major detailed information from input images with lower computational complexity compared with other frequency domain methods. (2) We present a robust spatial-based model based on the detailed information and image difference. Since we got a good primary fused image above, we didn't need to detect the focus or detail information from bottom-up. We employed the image difference of primary fused image and inputs to precisely detect the focus/detailed information of original image and then got a decision map which represents the focus attributes. (3) We design a completed robustness evaluation process including the misregistration, noise error and conditional focus situations for image fusion techniques.
II. RELATED WORK A. FAST DISCRETE CURVELET TRANSFORM (FDCT)
The early Curvelet transform uses the theory of Ridgelet to analyze the image features. However, this algorithm is complex with high redundancy. To overcome that drawback, Candes et al. [28] proposed an improved version called FDCT. FDCT adopts local Fourier transform for the frequency domain decomposition [32] . Therefore, FDCT is of high speed and small redundancy. Here, we only briefly list the steps of the implementation of FDCT, and more details can refer to [28] . The implementation of FDCT [33] via wrapping is shown as follows:
(1) Apply two-dimensional Fast Fourier transform (2D-FFT) for a given image to obtain Fourier coefficients as: where (x, y) ∈ P i ; P = (x, y) :
(4) Wrapf [x, y] around the origin and then apply the inverse 2D-FFT to the wrapping result, hence collecting the discrete coefficients C j 0 (x, y), C j,r (x, y)(j ≥ j 0 ). Fig.3 shows the Lena image and its FDCT decomposition coefficients with five levels. As shown in Fig. 3 , the center area stores the low frequency (coarse scale) coefficients; the area of Cartesian Loop stores the high frequency (fine scale) coefficients; the outer the loop, the higher the coefficients. Since FDCT has better sparse representation ability than wavelet transform [32] , FDCT based image fusion is able to extract more features like edges and textures than wavelet transform.
B. PULSE COUPLED NEURAL NETWORK
PCNN is a biologically inspired neural network based on the work by Eckhorn et al. [34] . It has been proved that PCNN is suitable for image fusion including spatial domain techniques and frequency domain methods [35] , [36] . Each PCNN neuron consists of three parts: receptive field, modulation field and pulse generator. However, this structure is nonlinear, and with too many uncertain parameters, leading to the difficulty of the mathematical analysis to the network. In the PCNN-based image fusion, we use a simplified model as shown in Fig. 4(a) . The neuron can be described as follows:
where n denotes the current iteration, S n (x, y) denotes the pixel value of input image located at (x, y). F n (x, y) is the primary input from the neurons receptive fields. The indexes a and b refer to the dislocation in a symmetric neighborhood around the one pixel, θ is a dynamic neuron threshold. α F , α L and α θ are the decay constants of the PCNN neuron. V F , V L and V θ are the magnitude scaling terms. The constant β(x, y) is the linking strength. L n (x, y) is the secondary input of lateral connections with neighboring neurons. The W a,b are the constant synaptic weight matrices for L n (x, y). The neuron will generate pulse when U n (x, y) > θ n (x, y). The sum of Y n (x, y) in iteration is called firing times T n (x, y) [37] . To represent image information, it is defined as follow:
The PCNN used for image fusion is a single-layer two-dimensional array of laterally linked pulse coupled neurons, as shown in Fig. 4 (b) and all neurons are identical. The number of neurons in the network is equal to the number of pixels in the input image [38] . There is a one-to-one correspondence mapping between the image pixels and network neurons. Each neuron is connected with neighboring neurons in linking range [39] . The output of each neuron results in two states, namely firing (1 state) and non-firing (0 state). Pulse output will be delivered to adjacent neurons. If adjacent neurons have a similar intensity with the current neuron, they will fire together because of pulse coupled action [38] . In this case, we recall that neuron to capture the adjacent neurons. Finally, the neuron and the similar adjacent neurons will emit synchronous pulses. Thus, PCNN has the global coupling and pulse synchronization characteristics, which benefit image fusion because they make use of local image information. VOLUME 5, 2017 
III. PROPOSED MULTI-FOCUS IMAGE FUSION FRAMEWORK
The general framework of the proposed multi-focus image fusion scheme is depicted in Fig. 5 . The method consists of two layers including frequency-based model and hybrid spatial-based model, which are described in detail as below.
A. FREQUENCY-BASED MODEL
In this subsection, a novel FDCT based fusion, which applies different fusion rules for low-and high-frequency coefficients respectively, is described in Table 1 .
1) LOW FREQUENCY FUSION RULE
The coefficients in the low frequency represent the approximate information and contain the most energy of source images. The widely used rule is to apply the averaging methods to produce the fused coefficients. However, this rule will reduce the contrast in the fused images. It is known that the Human Visual System (HVS) is highly sensitive to the edges of image and is insensitive to real luminance at independent positions [40] . The study shows that PCNN possesses the global coupling and pulse synchronization characteristics [41] . These characteristics for HVS based image fusion in frequency domain include low frequency [41] . Therefore, we propose PCNN to fuse the low frequency coefficients and the fusion process is defined as follows:
where T A n,j 0 (x, y) and T B n,j 0 (x, y) are the firing times of low frequency coefficients of the corresponding source images; C P j 0 (x, y) represents the low frequency coefficients of the primary fused image.
2) HIGH FREQUENCY FUSION RULE
For the high frequency coefficients, the most popular fusion rule is to select the coefficients with larger absolute values. However, this rule does not take consideration of the surrounding pixels. Furthermore, this is inconsistent with the characteristics of the HVS, which is sensitive to the edges and directional features. According to the study [40] the modified-laplacian (ML) can effectively represent the salient features and sharp boundaries of image [42] . The SML operator represents the sum of the surrounding ML, which is developed to provide local measures of the quality of image focus [43] . It is proved that SML is more efficient than ML in frequency domain, particularly in high frequency [44] . Therefore, we propose to use SML as the high frequency fusion rule. The definition of SML is as follows:
where [2H +1), (2W +1)] is the size of the window; ML(x, y), representing the value of modified-laplacian located at (x, y), is calculated as:
where s is a variable spacing between coefficients and is always equal to 1 [45] . C(x, y) denotes the pixel value of one high coefficient located at (x, y). Therefore, the fusion rule for the high-frequency coefficients based SML is defined as: where SML A jr (x, y) and SML B jr (x, y) are values of SML of high frequency coefficients at j level in the r orientation. C P jr (x, y) represents the high frequency coefficients of the primary fused image at j level and r orientation.
B. HYBRID SPATIAL-BASED MODEL
After FDCT-based image fusion, we still find that there is some important details cannot be extracted by the frequency selection model. The reason is the scale shrinked in frequency domain and thus the frequency-feature extraction in FDCT domain cannot be fully successful in every coefficient. To address this problem, we present a spatial-based model using a novel process based on the first layer. Detailed description is described as below.
1) IMAGE DIFFERENCE
The image difference can be used for the fusion performance evaluation [6] . Fig. 6 shows the generation of image difference. From Fig. 6 , we can easily find the defocus region (highlighted by the red rectangular frame) in image difference. The formula of image difference based onthe result of first layer is below:
where A(x, y), B(x, y) and P(x, y) denote the pixel located at (x, y) of source images and initial fused image, respectively. Then though comparing the absolute values of the difference image, a binary map M 1 (x, y) is achieved by:
2) MATHEMATICAL MORPHOLOGY TECHNIQUE However, the binary map cannot fully represent the focus and defocus regions because of the defective frequency selection model. From Fig. 6(c) , it can be seen that some information of focus region have been lost (highlighted by the red ellipse). According to the theory of imaging, the regions, either in focus or out of focus, are always continuous. Therefore, we design a final process based on mathematical morphology technique described as below,
where Th is a threshold that is set to remove the holes smaller than the threshold. Its value can be determined according to reference [35] . Mathematical morphology technique is employed to eliminate the defects of M 1 (x, y) which are caused by the noise or undesired effects and then get a modified decision map M 2 (x, y). The final process can thus be illustrated as below,
where F(x, y) denotes the pixel located at (x, y) of the fused image.
IV. THE EXPERIMENTAL RESULTS AND ANALYSIS A. EVALUATION INDEX SYSTEM
In this study, we evaluate the performance of the proposed algorithm by both objective and subjective methods [46] , [47] . The objective metrics used for are as follows.
1) ROOT MEAN SQUARE ERROR (RMSE)
RMSE represents the cumulative squared error between the fused and the referenced images [48] . which is defined as follows:
where M × N is the size of fused image, F(x, y) and R(x, y) are the pixel values of the fused and referenced images at the position (x, y), respectively. The lower the value of RMSE is, the better performance the image fusion method is.
2) MUTUAL INFORMATION (MI)
MI can indicate how much information the fused image conveys from the source images [47] , which is defined as follows [49] :
in which
where MI AF and MI BF denote the normalized MI between the fused image (F) and the source images (A and B) 
3) EDGE BASED SIMILARITY MEASURE (Q AB/F )
Q AB/F is proposed by Xydeas and Petrovic [50] , which gives the similarity between the edges transferred from the input images to the fused image. Mathematically, the definition is given as:
where w A (x, y) and w B (x, y) are the corresponding gradient strengths for images A and B, respectively. Q AF a (x, y), Q AF g (x, y), Q BF a (x, y) and Q BF g (x, y) are the Sobel edge strength and orientation preservation values at location (x, y) for each source image. The larger the value the Q AB/F is, the better performance the image fusion method is.
B. EXPERIMENTS ON MULTI-FOCUS IMAGE FUSION
To evaluate the performance and robustness of the proposed image fusion approach, we use two sets of experiments: general and conditional testing. The test images are 2D gray images. The proposed method is compared with existing frequency-based and spatial-based methods. We use the following frequency-based methods of gradient pyramid (GP), DWT based methods, the FDCT [32] and NSCT-PCNN [25] ; the spatial-based methods are also used in the experiments, including PCA and bilateral gradient-based sharpness criterion (SCBG) [3] . In addition, we compared our proposed method with a hybrid method based on Multi-scale weighted gradient-based fusion (MWGF) [51] . The NSCT-PCNN, SCBG and MWGF based fusion methods are open source codes offered by corresponding authors.
The high-frequency coefficients and low-frequency coefficients of GP and DWT are merged by the widely used fusion rule of selecting the coefficients with larger absolute values and the averaging rule (average-maximum rule), respectively. For DWT-based method, the images are decomposed using DBSS (2, 2) wavelet and the decomposition level is three. For implementing NSCT, the decomposition scale with 1, 2, or 8 directions and '9-7' filters and 'pkva' filters are used as pyramidal and directional filters respectively [52] . 
1) GENERAL TESTING
The general testing includes two parts: a set of artificial and 5 sets of natural multi-focus test images.
a: FUSION OF ARTIFICIAL MULTI-FOCUS IMAGES
The first experiment is conducted by using a set of artificial multi-focus images. The sizes of these images are 256×256. Figs. 7(a)-(c) show the referenced Lena image and two blurred artificial images. The artificial images are generated by convolving the referenced image with a blurring filter working on the left and the middle parts, respectively [49] . As shown in Figs. 7(a)-(c) , the right part is the focus region of Fig. 7 (b) and 7(c), simultaneously; the middle part is the focus region of Fig. 7(b) and the defocus region of Fig. 7(c) ; and the left part is the focus region of Fig. 7(c) and the defocus region of Fig. 7(b) .
Subjective Evaluation: The fusion results of different methods are shown in Figs. 7(d)-(l) . In comparison, we add the primary method with the fusion rule of selecting the low frequency by PCNN and high frequency by SML, respectively. For a clear comparison, we give the transformation of pseudocolor on the difference images between the fused results and Fig. 7(b) . As seen in Fig. 7 , the performance of different image fusion algorithms is different and the performance comparison is analyzed as follows.
(a) For the right area, the less information of the difference images is, the more information has been transferred to the fused images and hence the better performance the corresponding method is [35] . The results of the spatial domain methods including PCA and SCBG have less information than other transform-based methods. The reason is that the spatial domain method is a singlescale fusion method. For example, in PCA method, whichever the source images pixels are selected to the result, the result would be focused in the right area. However, for transform methods such as GP, and FDCT, we can find some information in the right parts (highlighted by red oval in Figs. 7(n) and 7(p), which is lost by the fusion rules. From these results, we can also clearly find that the results of the primary method can retain almost all the focus information as well. The reason is that the fusion rules of PCNN and SML can effectively select the focus information from different scales in FDCT domain and overcome the shortcoming of the fusion rules in [32] . (b) For the middle area, the less information of difference images is, the more information has been transferred to the fused images and hence the better performance the corresponding method is [35] . The results of the spatial domain methods show the outline of the original images. That is to say, these methods have lost the middle information of Fig. 7(b) . This phenomenon appears in GP-based method as well. Meanwhile, the results of the DWT and FDCT methods lose a certain range of information. However, we can find little information from Figs. 7(s)-(u). (c) For the left area, the more abundant the information of difference images is, the better performance the result is [35] . The results of the transform domain give the detailed features such as the hairs as shown in the Figs. 7(p)-(q),and 7(s)-(u). Conversely, the details of Figs. 7(m) and 7(r) are relatively less. Therefore, through the comparative analysis above, we can find that the primary method is better than the DWT and FDCT based methods. It is proven that the coefficient selection methods proposed in this paper can overcome the shortcoming of current methods and extract most focus information from source images. The proposed algorithm and MWGF are superior to other 7 methods since almost all of the useful information of the source images has been transferred to the fused images.
Objective Evaluation: In order to better evaluate the performance of the proposed method, quantitative assessments are then carried out. Table 2 depicts the comparison results of different methods. It is easy to find that the RMSE value of the proposed method is the smallest (3.2131) among the compared methods. That is to say, compared with other methods, the fused image from the proposed method is the most close to the referenced image. Meanwhile, the RMSE value of the primary method is the third smallest (4.3967), which demonstrates that the coefficient selection method proposed in this paper can extract more focus information from source images to make the fused image more close to the referenced image and overcome the shortcoming of existing methods. Compared with FDCT, NSCT-PCNN, SCBG and MWGF methods, the RMSE values of the proposed method are decreased by 27.90%, 28.24%, 62.51% and 15.11%, respectively. In addition, the values of MI and Q AB/F of the proposed method also outperform other eight methods, as shown in Table 2 . From the above analysis, it is clearly to find that the proposed method not only preserves the most characteristics and information of the source images, but also improves the definition and the spatial quality better than the existing methods, which can be verified by the optimum values of objective criteria. Meanwhile, the performance of the primary method result is improved by the appropriate coefficient selection method compared to the method in [32] .
b: FUSION OF NATURAL MULTI-FOCUS IMAGES
The second experiment is conducted on 5 sets of nonreferenced multi-focus test images. These images are shown in Fig. 8 . The sizes of Fig. 8 (a)-(b) are 256 × 256, Fig. 8 (c) are 640 × 480, Fig. 8 (d) are 480 × 360, Fig. 8 (e) are 512 × 364. The comparison on quantitative evaluation of different methods for natural multi-focus images is shown in Table 3 . The values of MI and Q AB/F of the proposed method results are all better than other methods. Compared with the FDCT based method, the values of MI and Q AB/F of the proposed method are increased by 40.64% and 5.85%, respectively. From this analysis, we can also conclude that the proposed method provides the best performance and outperforms the other 7 algorithms.
2) CONDITIONAL TESTING
To test the robustness of proposed technique, we present completed evaluations which consider three conditions: (1) Misregistration: Some works may satisfy well for input image with prefect registration. However, in case of image misregistration, isolated local patches with significant details, may also be selected during the fusion process. This leads to undesirable effects in the fused image, for example, block artifacts or spatial inconsistency. As well, misregistration is often prevalent in some local regions within the set of multi-focus images because of their different focal points or object movement in VSN. Thus, the first conditional testing is on a set of misregistration multi-focus images. (2) Noisy environment: In VSN, the low-cost imaging sensors always caused image with noise. Some techniques always select the noise as the details for mistake. Thus, the second conditional testing is on a set of multi-focus images with different noise levels. (3) Conditional focus situations: In VSN, the shapes and focus levels of multi-focus images are always affected by the environment changed. This condition may influence the fusion result, as well. Thus, the third conditional testing is on two sets of multi-focus images with varied focus shapes and levels.
a: FUSION OF MISREGISTRATION MULTI-FOCUS IMAGES
The experimental data and results are given in Fig. 9 . The sizes of Fig. 9 are 640×480. As shown in Figs. 9(a)-(b) , it is noticed that there is a slight shift of the student's head between the source images (marked by the red arrows). As shown in Figs. 9(c)-(j), one can obviously find that the fused image of the proposed method and MWGF are more natural than other methods in the region of the hair (highlighted by the red squares). 
b: FUSION OF IMAGES IN DIFFERENT LEVEL OF NOISY ENVIRONMENT
To evaluate the noise-robustness of the proposed method, the four groups of experiments are conducted on the artificial multi-focus images as shown in Figs. 7(b)-(c) , which are additionally corrupted with different Gaussian noise, with a standard deviation of 3%, 7%, 11%, and 15%, respectively as shown in Fig. 10 . Fig. 11 shows the fusion results of Lena images with 7% noise for example.
A quantitative evaluation comparison of the different methods for Lena images with varied noise is shown in Fig. 12 . From Figs. 12(a)-(b) , we can find that the MI and Q AB/F values of the proposed method also outperform other methods. That is to say, in different noise environments, the results of the proposed method can get more useful information from original images. From Fig. 12(c) , the RMSE values of the proposed method results are all the second lowest in the 8 methods. Although the RMSE of the proposed method is a little higher than MWGF method, the values of MI and Q AB/F are obvious bigger. Through comprehensive analysis, we can find that the proposed method can provide the best performance in different noisy environments.
c: FUSION OF MULTI-FOCUS IMAGES WITH CONDITIONAL FOCUS SITUATIONS
This experiment is conducted on multi-focus images with varied focus shapes and levels.
Experiments on Multi-Focus Images With Varied Focus Shapes: Fig. 13 shows the standard test image database and the corresponding artificial multi-focus images with varied focus shapes. We design three different focus shapes VOLUME 5, 2017 (including left-right focused, middle-two-sided focused and center-around focused) into the standard images. Each class including four image pairs as shown in Fig. 13 . These images are generated by convolving the test image with a 9×9 averaging filter. The sizes of the test images are 512×512. region than GP and DWT based methods and the proposed method can obtain better performance than FDCT (highlighted by the red ellipse area) and SCBG methods. Fig. 15 shows the comparison on MI, Q AB/F and RMSE of different methods for varied focus shape images. Averagely, comparing with FDCT, NSCT-PCNN, SCBG and MWGF based methods, the RMSE values of the proposed method are decreased by 32.56%, 40.81%, 78.97% and 62.16%, respectively. From Fig. 15 , it is seen that the result of the proposed method is the most close to the standard images as its RMSE value is the smallest. In addition, it is easy to find that for 12 sets of images, the MI, Q AB/F and RMSE values of the proposed method results outperform other fusion results.
Experiments on Multi-Focus Images With Varied Focus
Levels: Fig. 16 shows the traffic image and its corresponding multi-focus images with varied focus levels. Fig. 17 shows the results of different methods of the typical examples of the fusion of traffic images with 7×7 averaging filter, and the corresponding difference images with pseudocolor. From the difference images, it is clear to see that the proposed method can almost extract all of the focus area of source images and outperform other fusion methods. Fig. 18 shows the comparison on MI, Q AB/F and RMSE of different methods for traffic images with varied focus level. As shown in Fig. 18 , the MI, Q AB/F and RMSE values of the proposed method are all optimal except one Q AB/F value shown in Fig. 18(b) . Although one Q AB/F value of the proposed method (with 3×3 averaging filter) is a little smaller than PCA based method, the corresponding values of RMSE and MI are obvious bigger than PCA based method. Hence, from the overall assessments, we can conclude that the proposed method is better than other fusion methods.
Finally, we compare the computational complexity of the proposed method with the state-of-the-art methods. Table 5 . The execution time is calculated by running all the codes on the same computer.
From Table 5 , it can be seen that the NSCT-PCNN method is time-consuming, and the computational complexity of proposed and the FDCT-based method is lower than those of the NSCT-PCNN and SCBG methods. Although the proposed method needs a little more execution time than the FDCT method, the fusion performance including the above qualitative and quantitative evaluations of our method have been proved to be better than the FDCT method.
V. CONCLUSION
In this paper, a FDCT based hybrid multi-focus image fusion framework is presented. The potential advantages of the proposed method include: (1) FDCT is more suitable for image fusion in real-time applications because of merits of multidirection and fast properties; (2) The union fusion rules of the PCNN and SML can be used to strengthen the effect of FDCT; (3) Using the hybrid fusion procedure based on the image difference and taking advantage of result of first layer can not only reduce the computational complexity of the method, but also increase the reliability and robustness of the fusion results; (4) To evaluate the robustness of image fusion techniques, extensive sets of multi-focus images, including misregistration, noise error and conditional focus images are designed for comprising existing fusion methods. Various experiments can clearly prove the superior performance of the proposed fusion framework. In addition, the proposed method is more efficient than popular widely used NSCT-PCNN and SCBG based methods, which means our method is more suitable for VSN. The future work will focus on extending the proposed method for color multi-focus images and other image fusion tasks such as visible-infrared image fusion and multi-modal medical image fusion.
