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A RELATION BETWEEN THE ZEROS OF DIFFERENT TWO
L-FUNCTIONS WHICH HAVE THE EULER PRODUCT AND
FUNCTIONAL EQUATION
Masatoshi Suzuki
(December 12, 2004)
Abstract. As automorphic L-functions or Artin L-functions, several classes of L-
functions have Euler products and functional equations. In this paper we study
the zeros of L-functions which have the Euler products and functional equations.
We show that there exists some relation between the zeros of the Riemann zeta-
function and the zeros of such L-functions. As a special case of our results, we
find the relations between the zeros of the Riemann zeta-function and the zeros of
automorphic L-functions attached to elliptic modular forms or the zeros of Rankin-
Selberg L-functions attached to two elliptic modular forms.
1. Introduction
Since the epoch making paper of G.B.Riemann [10], the study of the zeros of the
Riemann zeta-function and the other zeta-functions are one of the major fields of num-
ber theory. He introduced the analytic method to the theory of prime distribution, and
clarified the relation between the primes and the zeros of the Riemann zeta-function.
After Riemann’s paper, the accumulation of studies about the zeros of zeta-functions
are enormous ones and many papers about them have been published every years.
However almost of them have dealt with the zeros of single zeta-function, even if there
exist some studies which deal with the zeros of a family of zeta-functions. An example
is the studies related with the GUE-conjecture [6]. It has given a new point of view to
the study of the zeros of zeta-functions. This example tells us that studying the relation
between the zeros of several different zeta-functions would give a new insight to the
theory of the zeros of zeta-functions. Hence, in the present paper, we mainly concern
to the relation between the zeros of different zeta-functions rather than individual
properties of the zeros of single zeta-function. It is a continuation of the studies in [14].
In [14] the author showed that there exists some relation between the zeros of a L-
function L(s) belonging to the Selberg class and the zeros of an associated L-function
Lχ(s) twisted by a primitive Dirichlet character χ which is a generalization of Linnik’s
result in [9]. Linnik’s result is the asymptotic relation
∑
L(ρ,χ)=0
0<Re(ρ)<1
Γ(ρ)x−ρ =
1
τ(χ)
q∑
a=1
χ(a)
∑
ζ(ρ)=0
0<Re(ρ)<1
Γ(ρ)
(
x− 2πia
q
)−ρ
+O(log2 x)
(1.1)
1
2as x → +0, where ζ(s) is the Riemann zeta function and L(s, χ) is the Dirichlet
L-function attached to a primitive Dirichlet character χ mod q. The relation (1.1)
suggests that there exists a relation between the zeros of ζ(s) and L(s, χ). In fact
Sprindzuk showed that, under the original Riemann hypothesis (RH), some properties
of the zeros of ζ(s) are equivalent to the RH for Dirichlet L-functions by using (1.1)
in [13]. The author generalized the Sprindzuk type result to the case of the above pair
L(s) and Lχ(s) in [14]. Further studies on Sprinduzuk’s work in [13], see Fujii [4, 5].
The aim of this paper is to generalize the relation (1.1) to the class of L-functions as
wide as possible. The author believes that such results will give a new view point to
the theory of L-functions.
Our starting point is the observation about the zeros of principal automorphic L-
functions. We refer to [11] for notations and properties of them. Let π = ⊗pπp be
an irreducible cuspidal automorphic representation of GLN (AQ) with unitary central
character. The associated L-function L(s, π) is given by a product of local factors
L(s, πp). Except for a finite set of primes, πp is unramified. The local factors L(s, πp)
for unramified primes are given by
L(s, πp) =
N∏
j=1
(1− αpi(p, j)p−s)−1 (1.2)
where αpi(p, j) are the eigen values of the semi-simple conjugacy class {Api(p)} ∈
GLN (C) associated to πp. The generalized Ramanujan conjecture for cuspidal au-
tomorphic representation π asserts that |αpi(p, j)| = 1 for unramified p.
Observation 1. Under the general Ramanujan conjecture, the set of all zeros of
L(s, πp)
−1 for the unramified prime p is a union of n-piece translations of the zeros of
ζ−1p (s) = 1− p−s.
The logarithmic derivative of L(s, π) is written as
− L
′
L
(s, π) =
∞∑
n=1
Λpi(n)
ns
(1.3)
where Λpi(n) = Λ(n)api(n), Λ(n) = log p if n = p
m and zero otherwise, and
api(p
m) =
N∑
j=1
αpi(p, j)
m. (1.4)
By an “explicit formula” we usually mean an equation that represents the informa-
tion of the Euler product and the functional equation in terms of an explicit relation
between the zeros of L(s, π) and Λpi(p
m). Let h ∈ C∞0 (R+) be a smooth compactly
supported function, and let ĥ(s) =
∫∞
0 h(u)u
s−1du be the Mellin transform of h. Then
δpi ĥ(0)−
∑
L∗(ρ,pi)=0
ĥ(ρ) + δpi ĥ(1) =
∑
p
Wpi(h, p) +Wpi(h,∞), (1.5)
3where δpi = 1 if π corresponds to ζ(s), and zero otherwise,
Wpi(h, p) =
∞∑
m=1
(Λpi(p
m)h(pm) + Λpi(pm)p
−mh(p−m)). (1.6)
On the other hand, Poisson’s summation formula yields
Wpi(h, p) =
∑
L(ρ,pip)−1=0
(ĥ(ρ) + ĥ(1− ρ)). (1.7)
Observation 2. Combining (1.5) with (1.7), we obtain a relation between the zeros
of L(s, π) and the zeros of L(s, πp)
−1. (We deal with similar things more precisely in
§8.3.)
From Observation 1 and Observation 2, we can see a possibility of the general-
ization of (1.1) to principal automorphic L-functions. Further we notice a possibility of
generalizing (1.1) to L-functions which have Euler products and functional equations,
because, as explained above, the explicit formula is mainly based on the existence of
the Euler product and the functional equation. However it is not so clear that how
we generalize (1.1). To obtain a hint of the formulation, we recall the outline of the
arguments in [14].
A special case of Theorem 1 in [14] is stated as∑
L(ρ,χ)=0
0<Re(ρ)<1
∫ ∞
0
h(xu)uρ
du
u
=
∑
ζ(ρ)=0
0<Re(ρ)<1
∫ ∞
0
h(xu)φχ(u)u
ρdu
u
+O(1) (1.8)
for sufficiently small x > 0 and h ∈ C∞0 (R+) with
∫∞
0 h(u)du = 0, where the function
φχ is given by
φχ(u) =
1
τ(χ¯)
q∑
a=1
χ(a)e2piiau/q, (1.9)
and τ(χ) =
∑q
a=1 χ(a)e
2piia/q is the ordinary Gauss sum. This is a smooth version of
the original result (1.1). From the well-known equation
χ(n) =
1
τ(χ¯)
q∑
a=1
χ(a)e2piian/q, (1.10)
we find that φχ(n) = χ(n) for n ∈ Z. That is, φχ is an interpolation function of the
Dirichlet coefficients χ(n) of L(s, χ). The existence of such interpolation function plays
a key roll in [14]. Now we explain it roughly. To obtain (1.8), we consider the sum
S(x) =
∑∞
n=1 Λ(n)χ(n)h(xn) for h ∈ C∞0 (R+) with
∫∞
0 h(u)du = 0 and calculate the
sum S(x) in two ways. By applying Weil’s explicit formula for L(s, χ) and u 7→ h(xu),
we find that S(x) is asymptotically equal to the left hand side of (1.8). Because
φχ(n) = χ(n), we can replace χ(n) by φχ(n). Denote by S˜(x) the replaced sum. Then,
by applying Weil’s explicit formula again for ζ(s) and u 7→ h(xu)φχ(u), we find that
S˜(x) is asymptotically equal to the right hand side of (1.8). Since S(x) = S˜(x), we
obtain (1.8). These arguments suggest that the existence of suitable interpolation
4function of the Dirichlet coefficients is very useful for our purpose. Standing on the
above consideration, we adopt Euler products, functional equations and interpolation
functions of Dirichlet coefficients as the axis of our formulation.
Here we comment on Euler products. In [7], Kurokawa showed that the properties of
Euler products are deeply related to the possibility of analytic continuation. His results
assert that for a wide class of Euler products the unitary property of Euler products
is equivalent to the possibility of analytic continuation to the whole plane. The Euler
product also plays a very important role to establish our results. Hence our results give
a new reason for the importance of Euler products in the theory of zeta-functions. In
our results, the Euler product works as a device which connects the zeros of different
L-functions with each other.
This paper is organized as follows. In §2 we prepare several notations and our
settings. In §3 we state our theorems. In §4 we give several examples of our results.
In §5 we explain about Weil’s explicit formula. It is a main tool for the proof of our
results. In §6 we prove Theorem 1 and Theorem 2. In §7 we prove Theorem 3 and
Theorem 4. In §8 we deal with some related topics.
2. Preliminary.
In this section we explain our setting and prepare the notations. Let C∞ be the space
of all smooth function on R+, and let C
∞
0 be the space of all smooth compactly sup-
ported function on R+. Let CD be the space of all smooth slowly increasing functions
on R+, that is,
CD := {φ ∈ C∞ | |φ(u)| ≤ Cuk for some k ≥ 0 and C > 0 }. (2.1)
For φ ∈ CD we define the Dirichlet series Lφ(s) as
Lφ(s) :=
∞∑
n=1
φ(n)n−s, (2.2)
for sufficiently large Re(s). In the rest of this section, we introduce the subclass CL of
CD that any elements in CL can be regarded as an interpolation function of Dirichlet
coefficients of some zeta-function. To define CL we recall the concept of the Selberg
class. The Selberg class S is the class of all function L(s) on C which satisfies the
following five axioms;
(S1) L(s) is expressed as an absolutely convergent Dirichlet series L(s) =
∑∞
n=1 a(n)n
−s
in the half plane Re(s) > 1.
(S2) There exists a non-negative integerm such that (s−1)mL(s) is an entire function
with finite order. (We denote by mL the smallest non-negative integer m which
satisfies this condition.)
(S3) There exist some Q > 0, r ≥ 1, λj > 0, Re(µj) ≥ 0 (1 ≤ j ≤ r) and |ω| = 1,
such that the complete L-function
L∗(s) := Qs
r∏
j=1
Γ(λjs+ µj)L(s)
5satisfies the functional equation L∗(s) = ωL∗(1− s¯). ( The factor γ(s) :=
Qs
∏r
j=1 Γ(λjs+ µj) is called the Γ-factor of L(s).)
(S4) For any positive ε, the coefficients a(n) of L(s) is estimated as a(n)≪ nε.
(S5) The logarithm of L(s) is also expressed as
logL(s) =
∞∑
n=1
b(n)n−s,
where b(n)’s are zero unless n = pm (m ≥ 1). Further, the estimate b(n) ≪ nθ
holds for some θ < 1
2
.
From (S5) the logarithmic derivative of L(s) also has the Dirichlet series expression
− L
′
L
(s) =
∞∑
n=1
ΛL(n)n
−s, (2.3)
where ΛL(n) = b(n) log n is an analogue of the von Mangoldt function Λ(n) defined by
Λ(n) =
log p if n = pm with m ≥ 1,0 otherwise. (2.4)
Futher, by the result of Conrey and Ghosh [2], the Dirichlet coefficients a(n) of L(s) ∈ S
are multiplicative. Moreover, the Euler product
L(s) =
∏
p
Lp(s), where Lp(s) =
∞∑
m=0
a(pm)p−ms, (2.5)
is absolutely convergent for Re(s) > 1 and Lp(s) is absolutely convergent for Re(s) > 0
for every p. The factors Lp(s) are called Euler factors of L(s). We remark that
b(p) = a(p) and logLp(s) =
∑∞
m=1 b(p
m)p−ms for every prime p. Hence
Lp(s) 6= 0 for Re(s) > θ and every p, (2.6)
since b(n) ≪ nθ. In additon, the Γ-factor has no zero and no pole in the half-plane
Re(s) > 0. Therefore L∗(s) has no zero outside of the vertical strip 0 ≤ Re(s) ≤ 1.
We say that L(s) ∈ S has a rank N Euler product, if Lp(s) is expressed as
Lp(s) = Pp(p
−s)−1, (2.7)
where
Pp(X) = 1− c1(p)X − c2(p)X2 − · · · − cN(p)XN (2.8)
and cN(p) 6= 0 except for finitely many p. When L(s) has a rank N Euler product, we
denote by SL the set of all primes for which cN (p) = 0.
Now we define the subclass CL(N) and CL of CD by
CL(N) :=
φ ∈ CD
∣∣∣∣∣∣∣∣
|φ(u)| ≤ Cu2 for some C > 0,
Lφ(s) belongs to S,
Lφ(s) has a rank N Euler product.
 , (2.9)
CL := ∪N≥1CL(N). (2.10)
6From the definition, φ ∈ CL satisfies the Ramanujan-Deligne estimate |φ(n)| ≪ε nε for
any positive integer n, even if φ(u) has rather high order as a function on R+.
Remark. The condition |φ(u)| ≤ Cu2 is technical one to obtain a simple statement.
In the case we omit this condition, we can obtain similar results although they are of
a more complicated form. See the proof of Lemma 6 in Section 6.
3. Main Results
3.1. Relations with ζ(s).
Theorem 1. Let φ ∈ CL(1). Then we have
mφ·
∫ ∞
0
h(xu)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
+O(1)
(3.1)
as x → +0 for any fixed ε > 0, where mφ = mLφ is the integer defined in (S2). The
sum on the left hand side runs over all zeros of L∗φ(s) counting with multiplicity. And
the sum on the right hand side runs over all zeros of ζ∗(s) counting with multiplicity.
Remark. Theorem 1 is a generalization of (1.1). Compare with [14, Theorem 1].
Theorem 2. Let φ ∈ CL(N) with N ≥ 2. Then we have
mφ·
∫ ∞
0
h(xu)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
+ Jφ(x; h) +O(x
− 1
3
−ε) (3.2)
as x → +0 for any fixed ε > 0, where mφ = mLφ is the integer defined in (S2). The
sum on the left hand side runs over all zeros of L∗φ(s) counting with multiplicity, and
the sum on the right hand side runs over all zeros of ζ∗(s) counting with multiplicity.
The function Jφ(x; h) is estimated as
Jφ(x; h)≪ε,φ,h x− 12−ε (3.3)
as x→ +0 for any fixed ε > 0. Furthermore, if the estimate∑
p≤T
cφ,2(p) log p = AφT
µ +O(T ν+ε). (3.4)
holds for the numbers cφ,2(p) defined in (2.8) with some constant Aφ and Re(µ) > ν ≥ 0,
then
Jφ(x; h) = µAφ
∫ ∞
0
h(xu2)uµ
du
u
+O(x−
ν
2
−ε). (3.5)
7Remark. When Aφ 6= 0, Jφ(x; h) ∼ Cφ,hx−µ2 . Hence Re(µ) must be smaller than 1 by
(3.3) in this case. When Aφ = 0, Jφ(x; h) = O(x
− ν
2
−ε). Hence ν must be smaller than
1 by (3.3) in this case.
Corollary 1. Let φ, ψ ∈ CL(N). Suppose that φ(n) = ψ(n) for any positive integer n.
In the case N ≥ 2, we additionally suppose that φ (and ψ) satisfies the condition (3.4)
for the constants A, µ, ν. Then we have∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
=
∫ ∞
0
h(xu)ψ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+O(x−
ν
2
−ε) +O(x−
1
3
−ε) (3.6)
as x → 0 for any fixed ε > 0. Sums on the both sides run over all zeros of ζ∗(s)
counting with multiplicity.
3.2. Rankin-Selberg type relations . Let φ ∈ CL(M), ψ ∈ CL(N) with the Euler
products
Lφ(s) =
∏
p
Pφ,p(p
−s)−1 =
∏
p
degPφ,p∏
i=1
(1− αφ(p, i)p−s)−1,
Lψ(s) =
∏
p
Pψ,p(p
−s)−1 =
∏
p
deg Pψ,p∏
j=1
(1− αψ(p, j)p−s)−1.
We use the notaion S = Sφ⊗ψ = Sφ ∪ Sψ and denote by cφ,l(p) the l-th coefficient of
polynomial Pφ,p(X) (cf. (2.8)). Define the function L˜ψ⊗φ(s) by
L˜φ⊗ψ(s) =
∏
p 6∈S
M∏
i=1
N∏
j=1
(1− αφ(p, i)αψ(p, j)p−s)−1 (3.7)
for sufficiently large Re(s). Note that
L˜φ⊗ψ(s) =
∏
p 6∈S
∏
i
(1− αφ(p, j)ψ(p)p−s)−1 =
∏
p 6∈S
Pφ,p(ψ(p)p
−s)−1, (3.8)
if ψ ∈ CL(1). We say that the pair (φ, ψ) ∈ CL(M) × CL(N) is the Rankin-Selberg
pair, if there exist some polynomials Qp(X) with degQp ≤ MN for any p ∈ S such
that the function
Lφ⊗ψ(s) := L˜φ⊗ψ(s)×
∏
p∈S
Qp(p
−s)−1 (3.9)
belongs to the Selberg class S.
8Theorem 3. Let (φ, ψ) ∈ CL(N)× CL(1) be a Rankin-Selberg pair. Then we have
mφ⊗ψ·
∫ ∞
0
h(xu)du− ∑
L∗
φ⊗ψ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=mφ ·
∫ ∞
0
h(xu)ψ(u)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+O(x−
1
3
−ε) (3.10)
as x → 0 for any fixed ε. Additionally, we suppose that |φ(u)ψ(u)| ≤ Cu2 for some
C > 0. Then
mφ⊗ψ·
∫ ∞
0
h(xu)du− ∑
L∗
φ⊗ψ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=mφ ·
∫ ∞
0
h(xu)ψ(u)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+O(x−
1
3
−ε)
=
∫ ∞
0
h(xu)φ(u)ψ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)ψ(u)uρ
du
u
+ Jφ,ψ(x; h) +O(x
− 1
3
−ε)
(3.11)
as x→ 0 for any fixed ε. The function Jφ,ψ(x; h) is estimated as
Jφ,ψ(x; h)≪ε,φ,ψ,h x− 12−ε (3.12)
as x→ +0 for any fixed ε > 0. Furthermore, if the estimate∑
p≤T
cφ,2(p)ψ(p)
2 log p = Aφ,ψT
µ +O(T ν+ε). (3.13)
holds with some constant Aφ,ψ and Re(µ) > ν ≥ 0,
Jφ,ψ(x; h) = µAφ,ψ
∫ ∞
0
h(xu2)uµ
du
u
+O(x−
ν
2
−ε). (3.14)
Theorem 4. Let (φ, ψ) ∈ CL(M) × CL(N) be a Rankin-Selberg pair with M,N ≥ 2.
Then
mφ⊗ψ
∫ ∞
0
h(xu)du− ∑
L∗
φ⊗ψ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=mφ
∫ ∞
0
h(xu)µ(u)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+ J
(1)
φ,ψ(x; h) + J
(2)
φ,ψ(x; h) +O(x
− 1
3
−ε)
=
∫ ∞
0
h(xu)φ(u)ψ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)ψ(u)uρ
du
u
+ J
(3)
φ,ψ(x; h) + J
(4)
φ,ψ(x; h) + J
(5)
φ,ψ(x; h) +O(x
− 1
3
−ε)
(3.15)
9as x → +0 for any fixed ε > 0. Additionally, we suppose that |φ(u)ψ(u)| ≤ Cu2 for
some C > 0. Then
mφ⊗ψ
∫ ∞
0
h(xu)du− ∑
L∗
φ⊗ψ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
=mφ
∫ ∞
0
h(xu)µ(u)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+ J
(1)
φ,ψ(x; h) + J
(2)
φ,ψ(x; h) +O(x
− 1
3
−ε)
=
∫ ∞
0
h(xu)φ(u)ψ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)ψ(u)uρ
du
u
+ J
(3)
φ,ψ(x; h) + J
(4)
φ,ψ(x; h) + J
(5)
φ,ψ(x; h) +O(x
− 1
3
−ε)
(3.16)
as x→ +0 for any fixed ε > 0. The functions J (k)φ,ψ(x; h) are estimated as
J
(k)
φ,ψ(x; h)≪ x−
1
2
−ε (1 ≤ k ≤ 5) (3.17)
as x→ +0 for any fixed ε > 0. Moreover the asymptotic formulas
J
(1)
φ,ψ(x; h) = J
(3)
φ,ψ(x; h) = µ1A1
∫ ∞
0
h(xu2)uµ1
du
u
+O(x−
ν1
2
−ε),
(3.18)
J
(4)
φ,ψ(x; h) = µ2A2
∫ ∞
0
h(xu2)uµ2
du
u
+O(x−
ν2
2
−ε),
(3.19)
1
2
J
(2)
φ,ψ(x; h) =
1
3
J
(5)
φ,ψ(x; h) = µ3A3
∫ ∞
0
h(xu2)uµ3
du
u
+O(x−
ν3
2
−ε) (3.20)
hold, if the corresponding estimate∑
p≤T
Λφ⊗φ(p)cψ,2(p) = A1T
µ1 +O(T ν1+ε), (3.21)
∑
p≤T
Λψ⊗ψ(p)cφ,2(p) = A2T
µ2 +O(T ν2+ε), (3.22)
∑
p≤T
cφ,2(p)cψ,2(p) log p = A3T
µ3 +O(T ν3+ε), (3.23)
hold respectively.
4. Examples
In this section we give simple examples of Theorem 1 ∼ Theorem 4.
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4.1. Dirichlet L-functions. Let χ mod q be a primitive Dirichlet character. Then
the function φχ defined in (1.9) belongs to CL(1), since φχ is bounded on R+ and
Lφχ(s) = L(s, χ). Further∫ ∞
0
h(xu)φχ(u)du =
−q
2πi τ(χ)
q∑
a=1
χ(a)
a
∫ ∞
0
h′(v)e2pii
av
qx dv = O(1).
Hence we re-obtain (1.8) from Theorem 1.
4.2. Automorphic L-functions attached to cusp forms in Sk(N). Let h = {z ∈
C; Im(z) > 0} be the upper half plane and let Γ0(N) be the Hecke subgroup of level
N of the full modular group. Let Sk(N) be the vector space of all holomorhic function
f on h such that f((az + b)/(cz + d)) = (cz + d)kf(z) for any
(
a b
c d
)
∈ Γ0(N), and
f(i∞) = 0. It is well known that any f ∈ Sk(N) has the Fourier expansion
f(z) =
∞∑
n=1
af (n)e
2piinz. (4.1)
By using the Fourier coefficients {af(n)}, the automorpchic L-function L(s, f) associ-
ated with f is defined as
L(s, f) =
∞∑
n=1
af (n)n
−s− k−1
2 . (4.2)
This series is absolutely convergent on the right-half plane Re(s) > 1 because of the
estimate
∑
n≤T |af(n)|2 ≪ T k+1 obtained by the Rankin-Selberg method or the more
precise estimate |af(n)| ≪ε nε due to Deligne. The automorphic L-function L(s, f)
can be extended to an entire function in s and the function
L∗(s, f) = N
2s+k−1
4 (2π)−s−
k−1
2 Γ(s+
k − 1
2
)L(s, f)
satisfies the functional equation
L∗(s, f) = ±(−1)k/2L∗(1− s, f)
where the sign ± is determined by the action of Fricke involution. Moreover, if f ∈
Sk(N) is a normalized Hecke-eigen newform (cf. [1, chap.1.4]), L(s, f) has the Euler
product
L(s, f) =
∏
p|N
(1− af (p)p− k−12 p−s)−1
∏
p 6 |N
(1− af(p)p− k−12 p−s + p−2s)−1.
(4.3)
Define the function φf : R+ → C by
φf (u) = u
− k−1
2
∫ 2
1
f(X + iu−1)e−2piiu(X+iu
−1)dX. (4.4)
From the definiton of φf , φf(n) coincides with the (shifted) n-th Fourier coefficient
af (n)n
− k−1
2 , and satisfies the estimate |φf(u)| ≤ C
√
u for some C > 0, because
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Y k/2|f(X + iY )| is bounded. Also we can easily find that c2(p) = −1 and Sφf =
{p ; p|N} for φf(u). Therefore φf(u) belongs to CL(2) and we find that∫ ∞
0
h(xu)φf(u)du = O(x
N− 3
2 ) (4.5)
for any fixed positive integer N by using integration by parts suitable times. Further-
more, if we assume that ζ(s) has no zero in Re(s) > σ, then∑
p≤T, p 6∈Sφ
c2(p) log p =
∑
p≤T, p 6∈Sφ
log p = T +O(T σ+ε). (4.6)
Hence we obtain the following result as a consequence of Theorem 2.
Theorem 5. Let f ∈ Sk(N) be a normalized Hecke-eigen cuspform. Assume that ζ(s)
has no zeros in Re(s) > σ. Then∑
L∗(ρ,f)=0
∫ ∞
0
h(xu)uρ
du
u
=
∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φf(u)u
ρdu
u
− C(h) x− 12 +O(x−σ2−ε) +O(x− 13−ε) (4.7)
as x → +0 for any fixed ǫ > 0 for any h ∈ C∞0 , where C(h) = 2−1 ĥ(1/2). The sum
on the right hand side runs over all zeros of ζ∗(s) counting with multiplicity. And the
sum on the left hand side runs over all zeros of L∗(s, f) counting with multiplicity.
4.3. Rankin-Selberg L-functions. Let f, g ∈ Sk(1) be normalized Hecke-eigen cusp
forms with Fourier expansions
f(z) =
∞∑
n=1
af(n)e
2piinz , g(z) =
∞∑
n=1
ag(n)e
2piinz . (4.8)
Define αp, βp, γp and δp by using the Euler product of L(s, f), L(s, g);
L(s, f) =
∏
p
(1− af(p)p− k−12 p−s + p−2s)−1 =
∏
p
[(1− αpp−s)(1− βpp−s)]−1,
L(s, g) =
∏
p
(1− ag(p)p− k−12 p−s + p−2s)−1 =
∏
p
[(1− γpp−s)(1− δpp−s)]−1.
The Rankin-Selberg L-function L(s, f ⊗ g) is defined by
L(s, f ⊗ g) =∏
p
[(1− αpγpp−s)(1− αpδpp−s)(1− βpγpp−s)(1− βpδpp−s)]−1.
Then L(s, f ⊗g) = ζ(2s)∑∞n=1 af (n)ag(n)n−s−k+1. Moreover the completed L-function
L∗(s, f ⊗ g) = (4π)−s−k+1Γ(s+ k − 1)Γ(s)L(s, f ⊗ g) satisfies the functional equation
L∗(s, f ⊗ g) = L∗(1 − s, f ⊗ g) (cf. [1, chap.1.6]). Further it is known that s = 1 is a
simple pole if f = g and is a regular point otherwise. Let
φf⊗g(u) := φf(u)φg(u) (4.9)
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where φf , φg are defined in (4.4). Then |φf⊗g(u)| ≤ Cu for some C > 0. If ζ(s),
L(s, f ⊗ f) and L(s, g ⊗ g) have no zeros in Re(s) > σ, we obtain∑
p≤T
Λφf⊗φf (p)cφg,2(p) = −
∑
p≤T
Λf⊗f (p) = −T +O(T σ+ε),∑
p≤T
Λφg⊗φg(p)cφg,2(p) = −
∑
p≤T
Λg⊗g(p) = −T +O(T σ+ε),∑
p≤T
cφf ,2(p)cφg,2(p) log p =
∑
p≤T
log p = T +O(T σ+ε).
(4.10)
Together with the above things, we obtain the following theorem as a consequence of
Theorem 4.
Theorem 6. Let f, g ∈ Sk(1) be normalized Hecke-eigen cusp forms. Assume that
ζ(s), L(s, f ⊗ f) and L(s, g ⊗ g) have no zeros in Re(s) > σ. Then for any h ∈ C∞0 ,
the following formula holds:
δf=g
∫ ∞
0
h(xu)du− ∑
L∗(ρ,f⊗g)=0
∫ ∞
0
h(xu)uρ
du
u
= − ∑
L∗(ρ,f)=0
∫ ∞
0
h(xu)φg(u)u
ρdu
u
− C(h) x− 12 +O(x−σ2−ε) +O(x− 13−ε)
= − ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φf(u)φg(u)u
ρdu
u
− C(h) x− 12 +O(x−σ2−ε) +O(x− 13−ε)
(4.11)
as x→ +0 for any positive ε, where C(h) = 2−1 ĥ(1/2), δf=g = 1 if f = g and is zero
otherwise.
5. Weil’s Explicit Formula
In this section we state a version of Weil’s explicit formula. It is one of the main
tools for our proof of the results in this paper. Define the involution h 7→ h∗ on C∞0 by
h∗(u) =
1
u
f(
1
u
) (5.1)
and the Mellin transform of h by
ĥ(s) =
∫ ∞
0
h(u)us
du
u
. (5.2)
Because h has a compact support, the above integral is absolutely convergent for any
s ∈ C. Further the Mellin inversion formula
h(u) =
1
2πi
∫
(σ)
ĥ(s)u−sds (5.3)
is valid, where the path of integration is the vertical line Re(s) = σ.
13
Proposition 1. [ Weil’s Explicit Formula ] Let L(s) ∈ S. Then, for any h ∈ C∞0 ,
mL ĥ(0)−
∑
L∗(ρ)=0
ĥ(ρ) +mL ĥ(1)
=
∞∑
n=1
{ΛL(n)h(n) + ΛL(n)h∗(n)}+ (2 logQ + dCE) h(1) +
r∑
j=1
Wλj .µj(h), (5.4)
where d = 2
∑r
j=1 λj and CE is the Euler constant. The functional Wλ,µ is given by
Wλ,µ(h) =
∫ ∞
1
[
hλ,µ(u) + h
∗
λ,µ(u)− 2h(1)u(Re(µ)−1)/λ
] u(1−Re(µ))/λ
u1/λ − 1
du
u
,
(5.5)
hλ,µ(u) = h(u)u
−i Im(µ)/λ. (5.6)
The sum
∑
L∗(ρ)=0 runs over all zeros of L
∗(s) counting with multiplicity. Sums and
integrals contained in the both sides of (5.4) are absolutely convergent, because the
Mellin transform ĥ decays very fast by the assumption on h.
Proposition 1 is proved by a way similar to the proof of Weil’s explicit formula
in [8]. There is no essential difference or difficulty in our case because of conditions
(S1) ∼ (S5) for L(s). Hence we omit the proof of Proposition 1.
6. Proof of Theorem 1 and Theorem 2
6.1. Lemmas. In this part we prepare several lemmas which are necessary for our
proof of Theorem 1 and Theorem2. For L(s) ∈ S, h ∈ C∞0 and x > 0, we define the
sum SL(x) by
SL(x) := SL(x; h) :=
∞∑
n=1
ΛL(n)h(xn). (6.1)
Lemma 1. Let L(s) =
∑∞
n=1 c(n)n
−s ∈ S. Then, for any ε > 0,∑
p
∑
l≤m
pm≤T
c(pm) log p≪ε T 1l+ε, (6.2)
and ∑
p
∑
l≤m
pm≤T
ΛL(p
m)≪ε T θ+ 1l+ε, (6.3)
where θ is the constant in axiom (S5) of the Selberg class.
Proof. We have∑
p
∑
l≤m
pm≤T
c(pm) log p≪ ∑
pl≤T
∑
l≤m≤ logT
log p
pmε log p
≤ T ε1
l
log T
∑
pl≤T
∑
1≤m≤ log T
log p
1 ≤ 1
log 2
T ε+
1
l (log T )2 ≪ε′ T 1l+ε′.
(6.4)
14
This is assertion (6.2). Recall that ΛL(n) = b(n) log n and |b(n)| ≪ nθ. Then we have∑
p
∑
l≤m
pm≤T
ΛL(p
m) =
∑
pl≤T
∑
l≤m≤ log T
log p
b(pm) log pm
≪ ∑
pl≤T
∑
l≤m≤ log T
log p
pmθ log pm ≤ T θ log T ∑
pl≤T
∑
1≤m≤ log T
log p
1
≤ T θ+ 1l log T log T
log 2
∑
pl≤T
≪ε T θ+ 1l+ε.
(6.5)
This is our assertion (6.3). 
Lemma 2. Let L(s) ∈ S. Then
SL(x) = mL ·
∫ ∞
0
h(xu)du− ∑
L∗(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
+O(1). (6.6)
Proof. Applying Proposition 1 to L(s) and u 7→ h(xu) we have
SL(x) = mL
∫ ∞
0
h(xu)du− ∑
L∗(ρ)=0
∫
h(xu)uρ
du
u
+mL
∫ ∞
0
h(xu)
du
u
−
∞∑
n=1
ΛL(n)n
−1h(xn−1)
− (2 logQ + dCE) h(x)−
r∑
j=1
Wλj ,µj (u 7→ h(xu)).
(6.7)
The third term on the right hand side is bounded, because it is equal to ĥ(0). The
fourth term and the fifth term on the right hand side is zero for sufficiently small x > 0
because the support of h is compact. Furthermore the sixth term on the right hand
side is absorbed into the error term. In fact
Wλ,µ(u 7→ h(xu)) =
∫ ∞
1
h(xu)
u
1−µ
λ
u
1
λ − 1
du
u
= x
µ
λ
∫ ∞
x
h(v)
v
1−µ
λ
v
1
λ − x 1λ
dv
v
for sufficiently small x > 0 and the right hand side is bounded as x → +0 since
Re(µ) ≥ 0 and λ > 0. 
Lemma 3. Let L(s) ∈ S. Then
SL(x) =
∑
p
l−1∑
m=1
ΛL(p
m)h(xpm) +O(x−θ−
1
l
−ε) (6.8)
for any ε > 0.
Proof. It suffices to show that∑
p
∞∑
m=l
ΛL(p
m)h(xpm) = O(x−θ−
1
l
−ε). (6.9)
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By using partial summation (cf. [12, page 2]) we obtain
∑
p
∞∑
m=l
ΛL(p
m)h(xpm) = −
∫ ∞
l
xuh′(xu)
∑
p
∑
l≤m
pm≤u
ΛL(p
m)
 du
u
.
From Lemma 1 the right hand side is estimated as
O
(∫ ∞
l
xu|h′(xu)|uθ+ 1l+εdu
u
)
= O(x−θ−
1
l
−ε).
This implies (6.9). 
Here we describe the relation between the Dirichlet coefficients of Lφ(s) and those
of its logarithmic derivative (L′φ/Lφ)(s). Define the numbers rm(p) by
X
d
dX
log Pp(X)
−1 =
∞∑
m=1
rm(p)X
m. (6.10)
By simple series calculations, we find that
φ(pm) =
c1(p)φ(pm−1) + c2(p)φ(pm−2) + · · ·+ cm(p) if m ≤ npc1(p)φ(pm−1) + c2(p)φ(pm−2) + · · ·+ cnp(p)φ(pm−np) if m > np (6.11)
and
rm(p) =

φ(pm) + c2(p)φ(p
m−2) + · · ·
+ (j − 1)cj(p)φ(pm−j) + · · ·+ (m− 1)cm(p) if m ≤ np
φ(pm) + c2(p)φ(p
m−2) + · · ·
+ (j − 1)cj(p)φ(pm−j) + · · ·+ (np − 1)cnp(p)φ(pm−np) if m > np
(6.12)
where np = degPp(X) and the numbers cj(p) are the coefficients of the polynomial
Pp(X) defined in (2.7), (2.8). Note that φ(p
0) = φ(1) = 1 which can be seen from the
form of the Euler product attached to Lφ(s). Then the Dirichlet coefficient Λφ(n) of
(L′φ/Lφ)(s) is given by
Λφ(n) =
rm(p) log p if n = pm with m ≥ 1,0 otherwise. (6.13)
Additionally, it is useful for us to note the relation
cl(p) = (−1)l+1
∑
(i1,··· ,il)
1≤i1≤···≤il≤M
αφ(p, i1) · · ·αφ(p, il) (6.14)
where αφ(p, i) are the roots of the polynomial Pφ,p(X) associated with φ ∈ CL(M).
Lemma 4. Let φ ∈ CL(N). Then
Λφ(n)≪ε nε. (6.15)
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Proof. From (6.11) we have
cj(p) =
j∑
l=1
∑
1≤i1,··· ,il≤j
i1+···+il=j
(−1)l+1φ(pi1) · · ·φ(pil). (6.16)
Because |φ(n)| ≤ Cεnε for any positive integer n,
|cj(p)| ≤ pjε
j∑
l=1
∑
1≤i1,··· ,il≤j
i1+···+il=j
C lε =: p
jεCj,
say. Therefore, by (6.12), we obtain
|rm(p)| ≤ pmε(1 +
N∑
j=2
(j − 1)Cj).
Hence
|Λφ(pm)| = |rm(p)| log p ≤ C pmε log pm ≤ C ′pmε′ .

From Lemma 4, we can take θ = ε for any fixed ε > 0 in (S5) for Lφ(s) with φ ∈ CL.
Now we define S˜(x) by
S˜(x) := S˜φ(x; h) :=
∑
p
2∑
m=1
Λφ(p
m)h(xpm). (6.17)
Lemma 5. Let φ ∈ CL(N). Then
S˜(x) =
∑
p
log p
2∑
m=1
φ(pm)h(xpm) +
∑
p 6∈Sφ
C(p)h(xp2) log p+
∑
p∈Sφ
C(p)h(xp2) log p
=: S˜1(x) + S˜2(x) + S˜3(x)
(6.18)
say, where
C(p) =
c2(p) if np ≥ 2,0 if np = 1. (6.19)
Proof. This is a direct consequence of (6.11) and (6.12). 
Lemma 6. Let φ ∈ CL(N) and let S˜1(x) be as above. Then
S˜1(x) =
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
+O(x−
1
3
−ε)
(6.20)
for any ε > 0.
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Proof. First we show that
S˜1(x) =
∞∑
n=1
Λ(n)φ(n)h(xn) + O(x−
1
3
−ε) (6.21)
for any ε > 0. By a way similar to the proof of Lemma 3, we obtain∑
p
∞∑
m=3
φ(pm)h(xpm) = O(x−
1
3
−ε) (6.22)
by using Lemma 1 and partial summation. This leads to (6.21) because
S˜1(x) =
∞∑
n=1
Λ(n)φ(n)h(xn)−∑
p
∞∑
m=3
φ(pm)h(xpm).
Applying Proposition 1 to ζ(s) and u 7→ h(xu)φ(u) we have
∞∑
n=1
Λ(n)h(xn)φ(n)
=
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫
h(xu)φ(u)uρ
du
u
+
∫ ∞
0
h(xu)φ(u)
du
u
−
∞∑
n=1
Λ(n)n−1h(xn−1)φ(n−1)
− (log π + CE) h(x)φ(1)−W1/2,0(u 7→ h(xu)φ(u)).
(6.23)
As for the third term and the sixth term on the right hand side, we have∫ ∞
0
h(xu)φ(u)
du
u
− W1/2,0(u 7→ h(xu)φ(u))
=
∫ ∞
0
h(v)φ(v/x)
dv
v
−
∫ ∞
x
h(v)φ(v/x)
v2
v2 − x2
dv
v
= x2
∫ ∞
0
h(v)φ(v/x)
1
v2 − x2
dv
v
−
∫ x
0
h(v)φ(v/x)
v2
v2 − x2
dv
v
,
(6.24)
for sufficiently small x > 0. Because |φ(u)| ≤ Cu2, the right hand side of (6.24) is
bounded as x→ 0. The fourth term and the fifth term on the right hand side are zero
for sufficiently small x > 0 because the support of h is compact. Hence we obtain
∞∑
n=1
Λ(n)h(xn)φ(n)
=
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫
h(xu)φ(u)uρ
du
u
+O(1).
(6.25)
Lemma 6 follows from (6.21) and (6.25). 
Lemma 7. Let φ ∈ CL(N) with N ≥ 2 and let S˜2(x) be as above. Then
S˜2(x) = O(x
− 1
2
−ε) (6.26)
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for sufficiently small x > 0. Further we obtain
S˜2(x) = µAφ
∫ ∞
0
h(xu2)uµ
du
u
+O(x−
ν
2
−ε) (6.27)
for any ε > 0, when ∑
p≤T, p 6∈Sφ
c2(p) log p = AφT
µ +O(T ν+ε) (6.28)
holds for some constant Aφ and Re(µ) > ν > 0.
Proof. Suppose that the support of h(u) ∈ C∞0 is contained in [a, b]. Then, from
ψ(pm)≪ pmε, we have∑
p 6∈S
h(xp2)c2(p) log p≪
∑
√
a
x
≤p≤
√
b
x
p2ε ≪ x− 12−ε. (6.29)
This is the first assertion. By using partial summation we have
S˜2(x) = −
∫ ∞
0
2xuh′(xu2)
 ∑
p≤u, p 6∈Sφ
c2(p) log p
 du. (6.30)
Applying the assumption of the Lemma we find that the right hand side of (6.30) is
equal to
−
∫ ∞
0
2xuh′(xu2)(Aφu
µ +O(uν+ε))du
= µAφ
∫ ∞
0
h(xu2)uµ
du
u
+O(
∫ ∞
0
2xu2|h′(xu2)|uν+εdu
u
)
= µAφ
∫ ∞
0
h(xu2)uµ
du
u
+O(x−
ν+ε
2 ).

Lemma 8. Let φ ∈ CL(N) with n ≥ 2 and let S˜3(x) be as above. Then
S˜3(x) = O(1). (6.31)
Proof. By using partial summation we have
S˜3(x) = −
∫ ∞
0
2xu2h′(xu2)
 ∑
p≤u, p∈Sφ
c2(p) log p
 du
u
. (6.32)
From the proof of Lemma 4, we have c2(p)≪ p2ε. Hence∑
p≤u, p∈Sφ
c2(p) log p≪
∑
p∈Sφ
p2ε log p = O(1). (6.33)
From (6.32) and (6.33) we have S˜3(x) = O(1). 
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6.2. Proof of Theorem 1. Let φ ∈ CL(1). From the definition of CL(1), Lφ(s)
belongs to S with θ = ε. Hence we obtain
S(x) = mφ ·
∫ ∞
0
h(xu)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
+O(1) (6.34)
by Lemma 2. Here we note that Λφ(n) = Λ(n)φ(n) for φ ∈ CL(1). Therefore
S(x) =
∞∑
n=1
Λ(n)h(xn)φ(n). (6.35)
By applying Proposition 1 to ζ(s) and u 7→ h(xu)φ(u), we obtain
S(x) =
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
+O(1), (6.36)
in a way similar to the proof of Lemma 2. Theorem 1 follows from (6.34) and (6.36).
✷
6.3. Proof of Theorem 2. Let φ ∈ CL(N) with N ≥ 2. From the definition of CL(N)
and Lemma 4, Lφ(s) belongs to S with θ = ε. Hence we obtain
S(x) = mφ ·
∫ ∞
0
h(xu)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
+O(1) (6.37)
by Lemma 2. On the other hand we have
S(x) = S˜(x) +O(x−
1
3
−ε) (6.38)
by Lemma 3. Together with Lemmas 5, 6, 7 and 8 we obtain
S(x) =
∫ ∞
0
h(xu)φ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)uρ
du
u
+ Jφ(x, h) +O(x
− 1
3
−ε)
(6.39)
where Jφ(x, h) = S˜2(x). Theorem 2 follows from (6.37), (6.39) and Lemma 7. ✷
7. Proof of Theorem 3 and Theorem 4.
Theorem 3 and Theorem 4 are proved by an argument quite similar to the proof of
Theorem 1 and Theorem 2, so we only describe the outline of the proof.
Define the numbers Λφ⊗ψ(n) by
− L
′
φ⊗ψ(s)
Lφ⊗ψ(s)
=
∞∑
n=1
Λφ⊗ψ(n)
ns
. (7.1)
Then we have
Λφ⊗ψ(n) =
(∑M
i=1 αφ(p, i)
m
) (∑N
j=1 αψ(p, j)
m
)
log p if n = pm with p 6∈ S, m ≥ 1,
0 if n is not a power of a prime, (7.2)
20
and the following Lemma 9 is proved similarly to Lemma 1.
Lemma 9. Let (φ, ψ) ∈ CL(M)× CL(N) be a Rankin-Selberg pair. Then∑
p 6∈S
∑
l≤m
pm≤T
Λφ⊗ψ(p
m)≪ε,l T 1l+ε (7.3)
for l ≥ 1, and ∑
p∈S
∞∑
m=1
Λφ⊗ψ(p
m) = O(1). (7.4)
Proof. First we note the relation
bφ(p
m) =
Λφ(p
m)
log pm
=
1
m
M∑
i=1
αφ(p, i)
m
for p 6∈ Sφ and the estimate bφ(n)≪ε nε for φ ∈ CL which follows by Lemma 4. From
these we have
Λφ⊗ψ(p
m) =
(
M∑
i=1
αφ(p, i)
m
) N∑
j=1
αψ(p, j)
m
 log p≪ε pmε (7.5)
for p 6∈ S, (φ, ψ) ∈ CL(M) × CL(N). Hence (7.3) is obtained by the same arguments
as in the proof of Lemma 4. Because Lφ⊗ψ(s) ∈ S,
Λφ⊗ψ(p
m) = bφ⊗ψ(p
m) log pm ≪ pmθ log pm ≪ pm(θ+ε), (7.6)
where bφ⊗ψ(n) are given by logLφ⊗ψ(s) =
∑∞
n=1 bφ⊗ψ(n)n
−s. Therefore
∑
p∈S
∞∑
m=1
Λφ⊗ψ(p
m)≪∑
p∈S
∞∑
m=1
pm(θ+ε) =
∑
p∈S
pθ+ε
1− pθ+ε = O(1). (7.7)

For any fixed h ∈ C∞0 and x > 0 we consider the sum
S(x) := Sφ,ψ(x; h) :=
∞∑
n=1
Λφ⊗ψ(n)h(xn). (7.8)
Theorem 3 or Theorem 4 is proved by computing the sum S(x) in two ways. Applying
Proposition 1 to Lφ⊗ψ(s) and u 7→ h(xu), we have
S(x) = mφ⊗ψ
∫ ∞
0
h(xu)du− ∑
L∗
φ⊗ψ
(ρ)=0
∫ ∞
0
h(xu)uρ
du
u
+O(1) (7.9)
for sufficiently small x > 0. By using Lemma 9 and partial summation, we obtain
S(x) =
∑
p 6∈S
2∑
m=1
Λφ⊗ψ(p
m)h(xpm) +O(x−
1
3
−ε). (7.10)
21
Take
S˜(x) :=
∑
p 6∈S
2∑
m=1
Λφ⊗ψ(p
m)h(xpm), (7.11)
and divide the sum S˜(x) into two parts as
S˜(x) =
∑
p 6∈S
2∑
m=1
Λφ(p
m)h(xpm)ψ(pm) log p+
∑
p 6∈S
Λφ(p
2)h(xp2)cψ,2(p)
=: S˜1(x) + S˜2(x),
(7.12)
say. For S˜1(x) we obtain
S˜1(x) =
∞∑
n=1
Λφ(n)h(xn)ψ(n) +O(x
− 1
3
−ε)
by Lemma 9. Applying Proposition 1 to Lφ(s) and u 7→ h(xu)ψ(u), we obtain
S˜1(x) = mφ
∫ ∞
0
h(xu)ψ(u)du− ∑
L∗
φ
(ρ)=0
∫ ∞
0
h(xu)ψ(u)uρ
du
u
+O(x−
1
3
−ε).
(7.13)
For S˜2(x) we find that
S˜2(x) = O(x
− 1
2
−ε) (7.14)
for sufficiently small x > 0. In fact, when the support of h(u) ∈ C∞0 is contained in
the interval [a, b], ∑
p 6∈S
Λφ(p
2)h(xp2)cψ,2(p)≪
∑
√
a
x
≤p≤
√
b
x
p2ε ≪ x− 12−ε (7.15)
by Lemma 4 and ψ(pm)≪ pmε. This implies (7.14).
Here we note that
Λφ(p
2) =
(
M∑
i=1
αφ(p, i)
2
)
log p
=
( M∑
i=1
αφ(p, i)
)2
− 2 ∑
1≤i<j≤M
αφ(p, i)αφ(p, j)
 log p
= Λφ⊗φ(p) + 2cφ,2(p) log p.
(7.16)
By using (7.16) we divide S˜2(x) into two parts as
S˜2(x) =
∑
p 6∈S
Λφ⊗φ(p)h(xp
2)cψ,2(p) + 2
∑
p 6∈S
h(xp2)cφ,2(p)cψ,2(p) log p
=: S˜3(x) + 2S˜4(x),
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say. By partial summation S˜3(x) is expressed as
S˜3(x) = −
∫ ∞
0
∑
p≤u
Λφ⊗φ(p)cψ,2(p)
 (h(xu2))′du. (7.17)
If (3.21) holds, we have
S˜3(x) = µ1A1
∫ ∞
0
h(xu2)uµ1
du
u
+O(x−
ν1
2
−ε) (7.18)
by substituting (3.21) into (7.17). Also, by using the integral expression
S˜4(x) = −
∫ ∞
0
∑
p≤u
cφ,2(p)cψ,2(p) log p
 (h(xu2))′du (7.19)
we obtain
S˜4(x) = µ3A3
∫ ∞
0
h(xu2)uµ3
du
u
+O(x−
ν3
2
−ε), (7.20)
if estimate (3.23) holds. Combining (7.9), (7.13), (7.18) and (7.20) we obtain the first
half of Theorem 4. Also we obtain the first half of Theorem 3 by the same equations,
if we replace cψ,2(p) by 0.
To prove the latter half of Theorem 4, we divide S4(x) into four parts as
S˜(x) =
∑
p
2∑
m=1
h(xpm)φ(pm)ψ(pm) log p+
∑
p
h(xp2)φ(p2)cψ,2(p) log p
+
∑
p
h(xp2)ψ(p2)cφ,2(p) log p+
∑
p
h(xp2)cφ,2(p)cψ,2(p) log p
=
∑
p
2∑
m=1
h(xpm)φ(pm)ψ(pm) log p+
∑
p
h(xp2)φ(p)2cψ,2(p) log p
+
∑
p
h(xp2)ψ(p)2cφ,2(p) log p+ 3
∑
p
h(xp2)cφ,2(p)cψ,2(p) log p
=
∑
p
2∑
m=1
h(xpm)φ(pm)ψ(pm) log p+
∑
p
h(xp2)Λφ⊗φ(p)cψ,2(p)
+
∑
p
h(xp2)Λψ⊗ψ(p)cφ,2(p) + 3
∑
p
h(xp2)cφ,2(p)cψ,2(p) log p
= : S˜5(x) + S˜6(x) + S˜7(x) + S˜8(x),
(7.21)
say. By a way similar to the proof of (7.14) we obtain
S˜l(x) = O(x
− 1
2
−ε) (l = 6, 7, 8) (7.22)
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for sufficiently small x > 0. Further we find that
S˜6(x) = µ1A1
∫ ∞
0
h(xu2)uµ1
du
u
+O(x−
ν1
2
−ε),
S˜7(x) = µ2A2
∫ ∞
0
h(xu2)uµ2
du
u
+O(x−
ν2
2
−ε)
S˜8(x) = 3µ3A3
∫ ∞
0
h(xu2)uµ3
du
u
+O(x−
ν3
2
−ε)
(7.23)
hold, if the estimates (3.21), (3.22) and (3.23) hold respectively. We omit the process
of calculations for S˜6(x), S˜7(x) and S˜6(x), because thay are calculated in almost the
same way as that for S˜2(x) or S˜4(x). For S˜5(x) we have
S˜5(x) =
∞∑
n=1
Λ(n)φ(n)ψ(n)h(xn) + O(x−
1
3
−ε). (7.24)
By applying Proposition 1 to ζ(s) and u 7→ h(xn)φ(n)ψ(n) we have
∞∑
n=1
Λ(n)φ(n)ψ(n)h(xn)
=
∫ ∞
0
h(xu)φ(u)ψ(u)du− ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φ(u)ψ(u)uρ
du
u
+O(1) (7.25)
for sufficiently small x > 0. Combining (7.9), (7.23) and (7.25) we obtain the latter
half of Theorem 4. Also we obtain the latter half of Theorem 3 by the same equations,
if we replace cψ,2(p) by 0. ✷
8. Additional Topics
8.1. Explicit equations. Our theorems in §3 are asymptotic results. We can also ob-
tain a result which is an explicit version of our theorems in §3, if we use an interpolation
function of
ωφ(n) :=

∑np
i=1 αφ(p, i)
m if n = pm with m ≥ 1,
0 otherwise.
(8.1)
However there is a possibility that such interpolation functions are not so useful for
applications. At least it seems that a well-chosen interpolation function of Dirichlet
coefficients is more useful than an interpolation function of (8.1) for some specific
purposes. This is one reason why we adopt asymptotic formulas as main results.
Anyway we will establish our explicit identities. The key of the following results are
the equations
Λφ(n) = Λ(n)ωφ(n), (8.2)
Λφ⊗ψ(n) = Λφ(n)ωψ(n) = Λ(n)ωφ(n)ωψ(n). (8.3)
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Theorem 7. Let φ ∈ CL(M) and let Ωφ(u) be an interpolation function of ωφ(n), that
is, Ωφ(n) = ωφ(n) for any non-negative integer n. Then we have the following explicit
identitiy
mφ ĥ(0)−
∑
L∗
φ
(ρ)=0
ĥ(ρ) +mφ ĥ(1)
−
∞∑
n=1
Λφ(n)n
−1h(n−1)− (2 logQφ + dφ CE) h(1)−
rφ∑
j=1
Wλj(φ),µj (φ)(h),
= ĥΩ(0)−
∑
ζ∗(ρ)=0
ĥΩ(ρ) + ĥΩ(1)
−
∞∑
n=1
Λ(n)n−1hΩ(n
−1)− (log π + CE) hΩ(1)−W 1
2
,0(hΩ),
(8.4)
where hΩ(u) := h(u)Ωφ(u) and Wλ,µ(·) is the functional defined in (5.5).
Theorem 8. Let (φ, ψ) ∈ CL(M) × CL(N) be a Rankin-Selberg pair. Then we have
the following explicit identities
mφ⊗ψ ĥ(0)−
∑
L∗
φ⊗ψ
(ρ)=0
ĥ(ρ) +mφ⊗ψ ĥ(1)
−
∞∑
n=1
Λφ⊗ψ(n)n
−1h(n−1)− (2 logQφ⊗ψ + dφ⊗ψ CE) h(1)−
rφ⊗ψ∑
j=1
Wλj(φ⊗ψ),µj (φ⊗ψ)(h),
= mφ ĥΩψ(0)−
∑
L∗
φ
(ρ)=0
ĥΩψ(ρ) +mφ ĥΩψ(1)
−
∞∑
n=1
Λφ(n)n
−1hΩψ(n
−1)− (2 logQφ + dφCE) hΩψ(1)−
rφ∑
j=1
Wλj(φ),µj(φ)(hΩψ),
= ĥΩφΩψ(0)−
∑
ζ∗(ρ)=0
ĥΩφΩψ(ρ) + ĥΩφΩψ(1)
−
∞∑
n=1
Λ(n)n−1hΩφΩψ(n
−1)− (log π + CE) hΩφΩψ(1)−W 12 ,0(hΩφΩψ),
(8.5)
where hΩφ(u) := h(u)Ωφ(u) and hΩφΩψ(u) := h(u)Ωφ(u)Ωψ(u).
Theorem 7 is obtained by calculating the sum
∑∞
n=1 Λφ(n)h(n) in two ways. Theorem
8 is obtained by calculating the sum
∑∞
n=1Λφ⊗ψ(n)h(n) in three ways. These processes
are very similar to the proofs of Theorem 1 ∼ Theorem 4, therefore we omit the details
of their proofs. We deal with one way to construct Ω(u) in the next section.
8.2. One way of the construction of an interpolation function. In this part
we give a way to construct an interpolation function by using Fourier series. Let
a : N → C be a function on natural numbers. When a(·) has polynomial order, we
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define the function fa by
fa(z) :=
∞∑
n=1
a(n)e2piinz. (8.6)
Since a(·) has polynomial order, fa(z) converges absolutely on the upper half-plane
Im(z) > 0. By using fa, we define A(u) by
A(u) := A(u; y, η) := e2piuy
∫ η+1
η
fa(x+ iy)e
−2piiuxdx, (8.7)
for some fixed y > 0 and η ∈ R, or
A(u) := A(u; η) := e2pi
∫ η+1
η
fa(x+ iu
−1)e−2piiuxdx, (8.8)
for some fixed η ∈ R. From the definition, A(u) satisfies A(n) = a(n).
For φ ∈ CL(n), we can construct the interpolation function Φ(u) of φ(n), since
φ(n) ≪ε nε. Of course Φ 6≡ φ as a function on (0,∞) in general. Similarly we can
construct the interpolation function Ωφ(u) of ωφ(n), since ω(n) ≪ε nθ+ε for any fixed
ε > 0 from Lemma 4.
8.3. Symmetries of zero-sums. In §8.2, we gave one way to construct an interpola-
tion function. However, there is no reason that the interpolation in §8.2 is a canonical
one. Actually, there are infinity many possibilities of interpolation functions, when we
restrict them to the class of smooth functions. However the non-existence of canonical
interpolation is not unfortunate. The existence of several different interpolation func-
tions gives a symmetry of zero-sums. Let φχ(·), ψχ(·) be two different interpolation
functions of a primitive Dirichlet character χ mod q, let φf(·), ψf (·) be two different
interpolation functions of Fourier coefficients of f ∈ Sk(1) and let φg(·), ψg(·) be two
different interpolation functions of Fourier coefficients of g ∈ Sk(1). They give several
“symmetries” of the sums
∑
ζ∗(ρ)=0,
∑
L∗(ρ,·)=0 etc. For example, for a suitable test
function h ∈ C∞0 , we have∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φχ(u)u
ρdu
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)ψχ(u)u
ρdu
u
,
∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φf(u)u
ρdu
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)ψf (u)u
ρdu
u
,
and ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φf(u)φg(u)u
ρdu
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φf(u)ψg(u)u
ρdu
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)ψf(u)φg(u)u
ρdu
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)ψf(u)ψg(u)u
ρdu
u
,
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for sufficiently small x > 0. Furthermore we find that∑
ζ∗(2ρ)=0
∫ ∞
0
h(xu)uρ
du
u
∼ ∑
ζ∗(ρ)=0
∫ ∞
0
h(xu)φθ(u)u
ρdu
u
where φθ is an interpolation function of the coefficients of θ(z) =
∑∞
n=1 e
in2z, and∑
L∗(ρ,f)=0
∫ ∞
0
h(xu)φg(u)u
ρdu
u
∼ ∑
L∗(ρ,f)=0
∫ ∞
0
h(xu)ψg(u)u
ρdu
u
∼ ∑
L∗(ρ,g)=0
∫ ∞
0
h(xu)φf(u)u
ρdu
u
∼ ∑
L∗(ρ,g)=0
∫ ∞
0
h(xu)ψf (u)u
ρdu
u
.
These are consequences of Theorem 1 ∼ Theorem 4.
8.4. An interpretation in terms of distributions. In this part we give an inter-
pretation of our results in a local-global view point. Throughout this part, we denote
by Z(F ) the set of all zeros of F .
Let φ ∈ CL(N) and let Lφ,p(s)−1 be the reciprocal p-th Euler factor of Lφ(s). Denote
by ζp(s)
−1 the reciprocal p-th Euler factor of ζ(s). As explained in §1, in the local
point of view, the relation between Z(L−1φ,p) and Z(ζ−1p ) is very simple. For p 6∈ Sφ, the
reciprocal p-th Euler factor Lφ,p(s)
−1 is expressed as
Lφ,p(s)
−1 =
N∏
i=1
(1− αφ(p, i)p−s) (8.9)
Hence, if we assume the general Ramanujan conjecture, αφ(p, i) can be written as
αφ(p, i) = e
iθφ(p,i) (8.10)
for some θφ(p, i) ∈ R. This shows that Z(L−1φ,p) is the union of n-piece translation of
Z(ζ−1p ). Therefore we find that
∑
Lφ,p(ρ)−1=0
ĥ(ρ) =
N∑
i=1
∑
ζp(ρ)−1=0
ĥ
(
ρ+
√−1 θφ(p, i)
log p
)
(8.11)
for any h ∈ C∞0 . Similarly we obtain∑
Lφ,∞(ρ)−1=0
ĥ(ρ) =
rφ∑
j=1
∑
ζ∞(ρ)=0
ĥ
(
ρ+ µj(φ)
λj(φ)
)
(8.12)
where Lφ,∞(s)
−1 is the reciprocal Γ-factor of Lφ(s).
Next we show a relation between the global zeros and the local zeros. From Propo-
sition 1, we obtain
mφ ĥ(0)−
∑
L∗
φ
(ρ)=0
ĥ(ρ) +mφ ĥ(1) =
∑
p
Wφ(h, p) +Wφ(h,∞), (8.13)
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where
Wφ(h, p) =
∞∑
m=1
(Λφ(p
m)h(pm) + Λφ(pm)p
−mh(p−m)) (8.14)
and Wφ(h,∞) is given by Wλ,µ(·). Moreover, Poisson’s summation formula yields
Wφ(h, p) =
∑
Lφ,p(ρ)−1=0
(ĥ(ρ) + ĥ(1− ρ)). (8.15)
Together with (8.11), (8.12), (8.13) and (8.15) we obtain
ĥ(1)− ∑
Lφ(ρ)=0
ĥ(ρ) + ĥ(0)
=
∑
p
∑
Lφ,p(ρ)−1=0
[
ĥ(ρ) + ĥ(1− ρ)
]
+
∑
Lφ,∞(ρ)−1=0
ĥ(ρ)
=
∑
p 6∈Sφ
N∑
i=1
∑
ζp(ρ)−1=0
[
ĥ
(
ρ+
√−1 θφ(p, i)
log p
)
+ ĥ
(
1− ρ−√−1 θφ(p, i)
log p
)]
+
∑
p∈Sφ
∑
Lφ,p(ρ)−1=0
[
ĥ(ρ) + ĥ(1− ρ)
]
+
rφ∑
j=1
∑
ζ∞(ρ)−1=0
ĥ
(
ρ+ µj(φ)
λj(φ)
)
.
(8.16)
This implies that there exists some relation between Z(Lφ) and Z(ζ).
Under the Riemann hypothesis for Lφ(s) and ζ(s), we can show that∑
L∗
φ
(ρ)=0
Xρ
ρ
∼ ∑
ζ∗(ρ)=0
∫ X
0
φ(u)uρ
du
u
(X → +∞), (8.17)
if
∫X
0 φ(u)du = o(
√
X), by a way similar to the proof of Theorem 2. By acting the
differential operator X d
dX
on both side of (8.17), we obtain∑
L∗
φ
(ρ)=0
Xρ ∼ ∑
ζ∗(ρ)=0
φ(X)Xρ (X → +∞). (8.18)
Unfortunately, two series in (8.18) do not converge for any X , hence (8.18) have no
strict meaning as a function in X . However, if we define the distributions as∫ ∞
0
h(u)
∑
ρ
uρ
du
u
=
∑
ρ
ĥ(ρ)
for a test function h ∈ C∞0 , the relation (8.18) can be interpreted as a relation of two
distributions. That is, at least in the level of distribution, the relation (8.18) shows
that Z(Lφ) is the “translation” of Z(ζ) by φ(·). The local relations (8.11), (8.12) are
extended to the global relation (8.18) via the interpolation function φ(·). We may
say that the original RH for ζ(s) implies the RH of Lφ(s) in the level of distribution.
This suggests that if the original RH is false, the RH for automorphic L-functions is
also false. To show this rigorously, we need to establish the Sprindzuk type theorem as
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in [13]. Althogh it is one of the most important applications of our results, we postpone
such a study to a forthcoming work.
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