Approximate abstractions of control systems with an application to
  aggregation by Smith, Stanley W. et al.
Approximate abstractions of control systems with an
application to aggregation
Stanley W. Smith a, Murat Arcak a, Majid Zamani b
aDepartment of Electrical Engineering and Computer Sciences, University of California, Berkeley
bDepartment of Electrical and Computer Engineering, Technical University of Munich
Abstract
Previous approaches to constructing abstractions for control systems rely on geometric conditions or, in the case of an
interconnected control system, a condition on the interconnection topology. Since these conditions are not always satisfiable,
we relax the restrictions on the choice of abstractions, instead opting to select ones which nearly satisfy such conditions via
optimization-based approaches. To quantify the resulting effect on the error between the abstraction and concrete control
system, we introduce the notions of practical simulation functions and practical storage functions. We show that our approach
facilitates the procedure of aggregation, where one creates an abstraction by partitioning agents into aggregate areas. We
demonstrate the results on an application where we regulate the temperature in three separate zones of a building.
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1 Introduction
The synthesis of controllers for dynamical systems enforcing complex logic properties, e.g. those expressed as linear
or signal temporal logic (LTL/STL) formulas [3,6], is hampered by computational challenges. One way of tackling
the design complexity is by employing abstractions, which are simpler representations of original systems with the
property that controllers designed for them to enforce desired properties can be refined to the ones for the concrete
systems. The errors suffered in this controller synthesis detour can be quantified a priori. The abstraction is called
finite if its set of states is finite and infinite otherwise. In this paper, we only deal with infinite abstractions.
Abstractions of non-stochastic dynamical systems has a long history. Examples of such results include constructive
procedures for the construction of infinite abstractions of linear control systems using exact simulation relations [18].
In contrast to the exact notions, the results in [10] provide an approach for the construction of infinite abstractions
of linear control systems using approximate simulation relations based on simulation functions. The construction
schemes proposed in [18,10] are monolithic in the sense that infinite abstractions are constructed from the complete
system model. Compositional construction of approximate abstractions for the interconnection of two subsystems
is studied in [8] using small gain type conditions. This result was extended in [14] to networks of systems, again
with small gain type reasoning. The recent result in [21] employs broader dissipativity methods for constructing
approximate abstractions for networks.
The infinite abstractions discussed here are also related to the rich theory of model order reduction, which seeks
abstractions with reduced state-space dimensions [1,15]. However, the model mismatch in [1,15] is established with
respect to H2/H∞ norms whereas we use notions of simulation functions to derive L∞ error bounds, which are
crucial to reason about complex logic properties, e.g., LTL or STL formulas [3,6].
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The aforementioned results on the construction of exact or approximate infinite abstractions suffer from two main
shortcomings. First, the constructive schemes in [18,10,14,21] require restrictive geometric conditions which, in some
cases, are satisfied only when the state dimensions of the abstraction and the original system are the same (i.e., no
order reduction). Second, the compositional schemes in [14,21] implicitly or explicitly require an equitability condition
over the interconnection topology, which may not hold in general.
In this work, we address these two shortcomings as follows. We first show that, when constructing an abstraction
monolithically, one can relax the geometric conditions appearing in [10,14,21]. We quantify the effect of this relaxation
via a nonnegative function which can be bounded in a formal synthesis of the abstract controller. To translate this
bound into one on the error between the concrete system and its abstraction, we modify the definition of simulation
functions from [10] to that of practical simulation functions, which include the nonnegative function in the upper
bound on their derivative. Next, we show that when constructing an abstraction in a compositional manner, one can
also relax the condition on the interconnection topology from [14,21]. Our construction utilizes a modified version
of storage functions from [21], which we refer to as practical storage functions.
Finally, we show that our two relaxations greatly expand the domain of applicability of model order reduction via
aggregation, where one creates an abstraction by partitioning agents into aggregate areas. In particular, the relaxation
of the interconnection topology condition allows one to create an abstraction from a partition of the agents which
need not be equitable. Furthermore, our notion of practical storage functions accommodates heterogeneity in the
agent models.
The paper is organized as follows. In Section 2, we introduce the class of control systems and corresponding abstrac-
tions studied in the paper. We show in Section 3 how one can construct an abstraction in a monolithic manner for
the class of linear systems. The discussion in Section 3 is based on the preliminary work in [16]; however, the content
after Section 3 is entirely new. In Section 4, we consider a class of interconnected control systems, and present a
result on the compositional construction of an abstraction for such systems. In Section 5, we show how our theory
can aid in the procedure of aggregation, and include an example in building temperature regulation in Section 6.
We conclude with final remarks in Section 7. All proofs are given in the Appendix.
2 Control Systems
2.1 Notation.
We denote the set of real numbers as R, and write the set of positive and nonnegative real numbers as R>0 and
R≥0, respectively. For a, b ∈ R with a ≤ b, we denote with (a, b) the open interval from a to b. The n-dimensional
Euclidean space is denoted with Rn. We use 1n and 0n to denote the n-dimensional vector with all entries equal to 1
and 0, respectively. The vector space of matrices with n rows and m columns is represented by Rn×m. We use In to
denote the identity matrix with n rows and columns. The concatenation of vectors xi ∈ Rni for i = 1, . . . , N is given
by [x1;x2; . . . ;xN ] ∈ Rn, where n =
∑N
i=1 ni. Similarly, the block-diagonal concatenation of matrices Pi ∈ Rmi×ni
for i = 1, . . . , N is written as diag(P1, . . . , PN ) ∈ Rm×n, where m and n are defined in the same way. The null
space of a matrix P ∈ Rm×n is given by N (P ) := {x ∈ Rn : Px = 0m}. Furthermore, ‖P‖F and tr(P ) refer to the
Frobenius norm and trace of P , respectively. The map ‖ · ‖ : Rn×m → R≥0 refers to the Euclidean norm when the
argument is a vector, and the matrix norm induced by the Euclidean norm when the argument is a matrix. For a
symmetric matrix P ∈ Rn×n, we use λmin(P ) and λmax(P ) to denote the minimum and maximum eigenvalue of P ,
respectively. We denote the Kronecker product of matrices A ∈ Rm×n and B ∈ Rp×q as A⊗B ∈ Rmp×nq.
A continuous function α : R≥0 → R≥0 belongs to class K if it is strictly increasing and α(0) = 0; furthermore,
α : R≥0 → R≥0 belongs to class K∞ if α ∈ K and α(s)→∞ as s→∞. A continuous function β : R≥0×R≥0 → R≥0
is said to belong to class KL if, for each fixed t, the map β(r, t) belongs to class K with respect to r and, for each
fixed nonzero r, the map β(r, t) is decreasing with respect to t and β(r, t) → 0 as t → ∞. Lastly, for a measurable
function f : R≥0 → Rn, we use ‖f‖∞ to indicate supt≥0 ‖f(t)‖.
2.2 Control systems and their abstractions.
We first define the class of control systems studied in this paper:
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Definition 2.1 A control system Σ is a tuple Σ = (Rn,Rm, f,Rq, h), where Rn, Rm, and Rq are the state, input,
and output spaces, respectively. The evolution of the state and output trajectories are governed by
Σ :
{
ξ˙(t) = f(ξ(t), υ(t)),
ζ(t) = h(ξ(t)),
where f : Rn × Rm → Rn is locally Lipschitz, and we refer to h : Rn → Rq as the output map.
We denote by ξxυ(t) the state reached at time t under the input υ : R≥0 → Rm from the initial condition x = ξxυ(0);
the state ξxυ(t) is uniquely determined due to the assumptions on f [17]. We also denote by ζxυ(t) the corresponding
output value of ξxυ(t), i.e. ζxυ(t) = h(ξxυ(t)).
When the dimension of the state space is large, one can avoid the computational burden of a direct controller
synthesis for Σ by introducing an abstraction Σˆ, potentially with a smaller state-space dimension nˆ. Typically, the
abstraction Σˆ is related to the concrete system Σ via a simulation function [10], which enables one to bound the
error between the outputs of the two systems. We now define a modified version of simulation functions, which we
refer to as practical simulation functions:
Definition 2.2 Consider a control system Σ = (Rn,Rm, f,Rq, h) with corresponding abstraction Σˆ = (Rnˆ,Rmˆ, fˆ ,Rq, hˆ).
Let V : Rn × Rnˆ → R≥0 be a continuously differentiable function and v : Rn × Rnˆ × Rmˆ → Rm a locally Lipschitz
function. We say that V is a practical simulation function from Σˆ to Σ with an associated interface v if there exist
ν, η ∈ K∞, ρ ∈ K ∪ {0}, and ∆ : Rnˆ → R≥0 such that for all x, xˆ, and uˆ we have
ν(‖h(x)− hˆ(xˆ)‖) ≤ V (x, xˆ) (1)
and
∂V (x, xˆ)
∂x
f(x, v(x, xˆ, uˆ)) +
∂V (x, xˆ)
∂xˆ
fˆ(xˆ, uˆ) ≤ −η(V (x, xˆ)) + ρ(‖uˆ‖) + ∆(xˆ). (2)
Here, we modified the definition of simulation functions to include a nonnegative term ∆(xˆ) in the upper bound of
their derivatives. The usefulness of this function will become apparent in Section 3, where we show that its addition
allows one to relax the geometric conditions typically required in the construction of infinite abstractions. The next
theorem shows the usefulness of a practical simulation function by providing a bound on the error between the
output behaviors of control systems to those of their abstractions.
Theorem 1 Consider a system Σ = (Rn,Rm, f,Rq, h) with corresponding abstraction Σˆ = (Rnˆ,Rmˆ, fˆ ,Rq, hˆ), and
let V be a practical simulation function from Σˆ to Σ. Then, there exists a class KL function β and class K functions
γ1, γ2 such that for any measurable υˆ : R≥0 → Rmˆ and x ∈ Rn, xˆ ∈ Rnˆ, there exists a measurable υ : R≥0 → Rm via
the associated interface v such that the following bound holds for all t ∈ R≥0:
‖ζxυ(t)− ζˆxˆυˆ(t)‖ ≤ β(V (x, xˆ), t) + γ1(‖υˆ‖∞) + γ2(‖∆(ξˆxˆυˆ)‖∞).
The proof of Theorem 1 is similar to the one of Theorem 3.5 in [22] and is omitted here due to lack of space.
3 Abstraction Synthesis for Linear Systems
To demonstrate the relaxation of geometric constraints, here we adapt our approach to linear control systems
Σ :
{
ξ˙(t) = Aξ(t) +Bυ(t),
ζ(t) = Cξ(t),
(3)
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where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rq×n, and the pair (A,B) is stabilizable. Our goal is to represent (3) with an
abstract control system
Σˆ :
{
˙ˆ
ξ(t) = Aˆξˆ(t) + Bˆυˆ(t),
ζˆ(t) = Cˆξˆ(t),
(4)
where Aˆ ∈ Rnˆ×nˆ, Bˆ ∈ Rnˆ×mˆ, and Cˆ ∈ Rq×nˆ. It has been shown in [10, Theorem 2] that if one can find matrices
P ∈ Rn×nˆ and Q ∈ Rm×nˆ such that Cˆ = CP , and the condition
AP = PAˆ−BQ (5)
holds, then there exists a simulation function from Σˆ to Σ with an associated interface given by
v(x, xˆ, uˆ) = K(x− Pxˆ) +Qxˆ+Ruˆ (6)
where the matrix K ∈ Rm×n in (6) is a feedback gain to be designed and R ∈ Rm×mˆ is selected to minimize
‖BR−PBˆ‖. As alluded to previously, the requirement (5) can be restrictive in general. Indeed, the following lemma,
quoted from [10, Lemma 2], provides the geometric conditions on P such that (5) is satisfiable:
Lemma 1 For given matrices A, P , and B, there exist matrices Aˆ and Q satisfying (5) if and only if
Im(AP ) ⊆ Im(P ) + Im(B).
To address the restriction implicit in (5), we propose a relaxation by allowing a nonzero residual term given by
D := AP − PAˆ+BQ.
The effect of a nonzero matrix D is seen by examining the dynamics of the error e(t) := ξ(t)−P ξˆ(t), which become
e˙(t) = (A+BK)e(t) +Dξˆ(t) + (BR− PBˆ)υˆ(t) (7)
where
Dξˆ(t) + (BR− PBˆ)υˆ(t) (8)
is treated as a disturbance. Thus, by relaxing (5), we have introduced a new term depending on ξˆ into the disturbance
(8), which previously only depended on υˆ.
We next design the feedback gain K to mitigate the effect of this disturbance. To this end we rewrite (7) as
e˙(t) = (A+BK)e(t) +Wd(t) (9)
where we have defined
W :=
[
I BR− PBˆ
]
, d :=
[
Dξˆ
υˆ
]
, (10)
where I is the identity matrix of appropriate size. The magnitude of d can be bounded by placing constraints on Dξˆ
and υˆ, to be respected for all t ≥ 0. This can be done by introducing an appropriate STL specification for Σˆ which
constrains Dξˆ and υˆ, and then synthesizing a control law υˆ such that the resulting trajectories of Σˆ satisfy said
specification - known as a formal synthesis procedure. In this paper, we apply a formal synthesis procedure utilizing
model predictive control (MPC) [13]; MPC is well known for being able to handle such constraints. Note that we
do not need to constrain ξˆ itself to be small, but rather the value of Dξˆ. For example, in a motion coordination
application in [16], Dξˆ yields relative positions and the constraints do not unreasonably restrict the absolute positions
contained in the vector ξˆ.
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Our goal then becomes to design K to minimize the L∞ gain from d to error e. Since (9) is linear, an estimate for
this gain is obtained by finding a bound e := ‖e‖∞ when d := ‖d‖∞ ≤ 1. We pursue this by numerically searching
for U = UT > 0 such that the ellipsoid E = {e | eTUe ≤ 1} is invariant. This results in e = 1/√λmin(U), since this
is the radius of the smallest ball enclosing E . The following optimization problem combines the search for U with a
simultaneous search for a K that minimizes e. Its derivation is similar to Section 6.1.3 of [4] and is omitted here due
to lack of space.
Optimization Problem 1:
minimize β over Z := U−1, Y := KZ,
subject to Z ≤ βI, (11)
X(Z, Y, α) ≤ 0, (12)
where
X(Z, Y, α) :=
[
AZ + ZAT + Y TBT +BY + αZ W
WT −αI
]
,
which is an LMI in Z and Y if the scalar α > 0 is fixed. The next theorem states that a solution to Optimization
Problem 1 yields a practical simulation function from Σˆ to Σ.
Theorem 2 Suppose that U and K are a solution to Optimization Problem 1, and Cˆ in (4) satisfies Cˆ = CP . Then
V (x, xˆ) := (x−Pxˆ)TU(x−Pxˆ) is a practical simulation function from Σˆ to Σ with an associated interface v(x, xˆ, uˆ)
as in (6).
4 Compositionality
4.1 Interconnected control systems
In this section we propose an approach to construct an abstraction and corresponding practical simulation function
for a class of interconnected control systems. In particular, we show how to do so by composing the abstractions of
the subsystems. We start by defining the class of subsystems that we consider:
Definition 4.1 A control subsystem Σ is a tuple Σ = (Rn,Rm,Rp, f,Rq1 ,Rq2 , h1, h2), where Rn, Rm, Rp, Rq1 ,
and Rq2 are the state, external input, internal input, external output, and internal output spaces, respectively. The
evolution of the state and output trajectories are governed by the equations
Σ :

ξ˙(t) = f(ξ(t), υ(t), ω(t)),
ζ1(t) = h1(ξ(t)),
ζ2(t) = h2(ξ(t)),
where f : Rn×Rm×Rp → Rn and h2 : Rn → Rq2 are locally Lipschitz. We refer to h1 : Rn → Rq1 and h2 : Rn → Rq2
as the external and internal output maps, respectively.
Similar to a practical simulation function, a storage function [20] can be used to relate a control subsystem Σ to its
abstraction Σˆ by describing a dissipativity property of the error dynamics.
Definition 4.2 Consider a control system Σ = (Rn,Rm,Rp, f,Rq1 ,Rq2 , h1, h2) and corresponding abstraction Σˆ =
(Rnˆ,Rmˆ,Rpˆ, fˆ ,Rq1 ,Rqˆ2 , hˆ1, hˆ2). Let V : Rn × Rnˆ → R≥0 be a continuously differentiable function and v : Rn ×
Rnˆ × Rmˆ → Rm a locally Lipschitz function. We say that V is a practical storage function from Σˆ to Σ if there
exist ν, η ∈ K∞, ρ ∈ K ∪ {0}, a function ∆ : Rnˆ → R≥0, matrices W , Wˆ , H of appropriate dimensions, and
matrix X = XT of appropriate dimension with conformal block partitions X11, X12, X21, and X22, such that for
any x ∈ Rn, xˆ ∈ Rnˆ, uˆ ∈ Rmˆ, wˆ ∈ Rpˆ, and w ∈ Rp we have
ν(‖h1(x)− hˆ1(xˆ)‖) ≤ V (x, xˆ)
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and
∂V (x, xˆ)
∂x
f(x, v(x, xˆ, uˆ), w) +
∂V (x, xˆ)
∂xˆ
fˆ(xˆ, uˆ, wˆ)
≤ −η(V (x, xˆ)) + ρ(‖uˆ‖) + ∆(xˆ) +
[
Ww − Wˆ wˆ
h2(x)−Hhˆ2(xˆ)
]T [
X11 X12
X21 X22
][
Ww − Wˆ wˆ
h2(x)−Hhˆ2(xˆ)
]
.
Here, we relaxed the definition of storage functions given in [20] to practical storage functions by allowing the upper
bound on their derivative to include a nonnegative function ∆(xˆ). The term v(x, xˆ, uˆ) acts as the associated interface
in Definition 4.2 by providing the concrete control input u.
Next, we define the class of interconnected control systems that we consider in this paper:
Definition 4.3 Consider N control subsystems Σi = (Rni ,Rmi ,Rpi , fi,Rq1i ,Rq2i , h1i, h2i), i = 1, . . . , N , and a
static matrix M of appropriate dimension describing the coupling of these subsystems. The interconnected control
system Σ = (Rn,Rm, f,Rq, h), denoted as I(Σ1, . . . ,ΣN ), is given by n =
∑N
i=1 ni, m =
∑N
i=1mi, q =
∑N
i=1 q1i,
and
f(x, u) := [f1(x1, u1, w1); . . . ; fN (xN , uN , wN )],
h(x) := [h11(x1); . . . ;h1N (xN )],
where u = [u1; . . . ;uN ] ∈ Rn, x = [x1; . . . ;xN ] ∈ Rm, and with the internal variables constrained by
[w1; . . . ;wN ] = M [h21(x1); . . . ;h2N (xN )]. (13)
A depiction of an interconnected control system I(Σ1, . . . ,ΣN ) is given in Figure 1.
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Fig. 1. An interconnection of N control subsystems Σ1, . . . ,ΣN .
4.2 Compositionality result
We now provide a theorem containing our main result on the compositional construction of an abstraction and
corresponding practical simulation function. In Definition 4.2 we included a nonnegative term ∆(xˆ), allowing one
to construct abstractions at the subsystem level by utilizing a relaxation similar to what was done in Section 3.
Our next result is to show that a similar relaxation can also be made at the level of the interconnected control
system. We first review a theorem from [20] that constructs simulation functions from storage functions associated
to subsystems; we then present a modified version with relaxed conditions.
Theorem 3 [20, Theorem 4.2] Consider the interconnected control system I(Σ1, . . . ,ΣN ) induced by N control
subsystems Σi and the coupling matrix M . Suppose each subsystem Σi admits an abstraction Σˆi and corresponding
storage function Vi, each with the associated functions and matrices νi, ηi, ρi, vi, Hi, Wi, Wˆi, Xi, X
11
i , X
12
i , X
21
i ,
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and X22i appearing in Definition 4.2 (by dropping term ∆(xˆ)). If there exist scalars µi > 0, i = 1, . . . , N , and matrix
Mˆ of appropriate dimension such that the following matrix (in)equality constraints
[
WM
Iq˜
]T
X(µ1X1, . . . , µNXN )
[
WM
Iq˜
]
≤ 0, (14)
WMH = WˆMˆ, (15)
are satisfied, where q˜ =
∑N
i=1 q2i and
W := diag(W1, . . . ,WN ), Wˆ := diag(Wˆ1, . . . , WˆN ), H := diag(H1, . . . , HN ), (16)
X(µ1X1, . . . , µNXN ) :=

µ1X
11
1 µ1X
12
1
. . .
. . .
µNX
11
N µNX
12
N
µ1X
21
1 µ1X
22
1
. . .
. . .
µNX
21
N µNX
22
N

, (17)
then
V (x, xˆ) :=
N∑
i=1
µiVi(xi, xˆi) (18)
is a simulation function from the interconnected control system Σˆ = I(Σˆ1, . . . , ΣˆN ), with the coupling matrix Mˆ , to
Σ.
The following theorem relaxes (15) in Theorem 3 as follows:
Theorem 4 Suppose, instead of (15), one can only find a matrix Mˆ yielding a residual
Y := WMH − WˆMˆ (19)
which is nonzero, and all other hypotheses of Theorem 3 hold with each Vi being a practical storage function as in
Definition 4.2. Then (18) is a practical simulation function from Σˆ to Σ if there exist µi > 0 and matrix Z = Z
T ≥ 0
of appropriate dimensions such that the following matrix inequality constraint holds
Q(Z, µ1, . . . , µN ) :=
[
Y WM
0 Iq˜
]T
X
[
Y WM
0 Iq˜
]
−
[
Z 0
0 0
]
≤ 0 (20)
where we have written (17) as X. In particular, the function ∆(xˆ) in Definition 2.2 is given by
∆(xˆ) :=

hˆ21(xˆ1)
...
hˆ2N (xˆN )

T
Z

hˆ21(xˆ1)
...
hˆ2N (xˆN )
+
N∑
i=1
µi∆i(xˆi). (21)
Theorem 4 dropped the constraint (15) from Theorem 3, resulting in a residual term (19). The effect of this relax-
ation is then quantified via the term ∆(xˆ), which is parameterized by the matrix Z and scalars µi in (21). Therefore,
Theorem 4 is beneficial when no matrix Mˆ satisfying (15) exists. For such a scenario, we provide two optimization
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problems that can be solved in sequence to minimize the resulting ∆(xˆ). First, with matrices W , M , H, and Wˆ
fixed, we select the matrix Mˆ to minimize the residual (19) as measured by the Frobenius norm:
Optimization Problem 2:
minimize ‖WMH − WˆMˆ‖F over Mˆ.
With Mˆ thus selected, our next goal is to find a minimal ∆(xˆ) as defined in (21). We first introduce a diagonal
scaling matrix S that induces the functions h˜2i, i = 1, . . . , N , as follows
h˜21(xˆ1)
...
h˜2N (xˆN )
 :=

s1Iqˆ21
. . .
sNIqˆ2N

︸ ︷︷ ︸
:=S

hˆ21(xˆ1)
...
hˆ2N (xˆN )
 .
In particular, the scalars si > 0 are to be chosen such that h˜2i(xˆi), i = 1, . . . , N , are comparable in magnitude.
Then, we propose finding a minimal ∆(xˆ) by solving the following optimization problem.
Optimization Problem 3:
minimize tr(S−TZS−1) over Z ≥ 0, µi ≥ 0, i = 1, . . . , N,
subject to
N∑
i=1
µi = N, (22)
Q(Z, µ1, . . . , µN ) ≤ 0. (23)
The constraint (22) ensures that the magnitudes of the scalars µi remain within reasonable bounds. We note that
Optimization Problems 2 and 3 are both conic, and thus can be solved with a conic optimization tool such as MOSEK
[2].
5 Aggregation
A common approach to model order reduction in large scale systems is aggregation, which combines physical vari-
ables into a small number of groups and studies the interaction among these groups. Examples include power
systems, where geographical areas in which generators swing in synchrony are aggregated into equivalent machines
[5], and multicellular ensembles, where groups of cells exhibiting homogeneous behavior are represented with lumped
biochemical reaction models [7].
In this section we study a network of agents and first review an equitable partition criterion for aggregation when
the agents have identical models. We next relax the identical model assumption and the equitability criterion by
using the results of the previous sections. We formulate an optimization problem that penalizes the violation of
the equitability condition when partitioning the agents into aggregate groups and, finally, study a special class of
systems that encompasses the temperature control example in the next section.
5.1 Equitable partition criterion for aggregation
Consider L agents with identical dynamical models:
ξ˙`(t) = g(ξ`(t), υ`(t), ω`(t)) (24)
ζ`1(t) = ς(ξ
`(t)) (25)
ζ`2(t) = σ(ξ
`(t)) ` = 1, 2, · · · , L, (26)
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ξ`(t) ∈ Rn, υ`(t) ∈ Rm, ω`(t) ∈ Rp, ζ`1(t) ∈ Rq, ζ`2(t) ∈ Rp, for any t ≥ 0, interconnected according to the relation
ω1(t)
...
ωL(t)
 = (M˜ ⊗ Ip)

ζ12 (t)
...
ζL2 (t)
 , M˜ ∈ RL×L. (27)
We partition the agents {1, . . . , L} into N ≤ L groups and describe the assignment of the agents to the groups with
the L×N partition matrix
P`,i =
{
1 if ` ∈ group i
0 otherwise.
(28)
We then aggregate the agents comprising each group into a single agent model that describes homogeneous behavior
within the group. Thus, the abstraction for group i is
˙ˆ
ξi(t) = g(ξˆi(t), υˆi(t), ωˆi(t)) (29)
ζˆ1i(t) = 1Li ⊗ ς(ξˆi(t)) (30)
ζˆ2i(t) = σ(ξˆi(t)) i = 1, 2, · · · , N, (31)
where Li is the number of agents in group i, ξˆi(t) ∈ Rn, υˆi(t) ∈ Rm, ωˆi(t) ∈ Rp, ζˆ1i(t) ∈ RqLi , ζˆ2i(t) ∈ Rp, for any
t ≥ 0, and the interconnection relation is 
ωˆ1(t)
...
ωˆN (t)
 = (M¯ ⊗ Ip)

ζˆ21(t)
...
ζˆ2N (t)
 , (32)
where M¯ ∈ RN×N is to be selected.
For the groups to exhibit perfectly homogeneous behavior, the trajectories must converge to and remain on the
subspace where ξ` = ξˆi for each ` in group i, i = 1, . . . , N . The invariance of this subspace is ensured if υ
` = υˆi and
ω` = ωˆi on the subspace, because ξ
`(0) = ξˆi(0), υ
` = υˆi and ω
` = ωˆi imply ξ˙
` =
˙ˆ
ξi by (24) and (29). The internal
inputs ω`, however, are not independent variables and the condition that ω` = ωˆi for having ξ
` = ξˆi for each ` in
group i must be further examined. To do so, first note from (26) and (31) that ξ` = ξˆi implies ζ
`
2 = ζˆ2i, which means
ζ12 (t)
...
ζL2 (t)
 = (P ⊗ Ip)

ζˆ21(t)
...
ζˆ2N (t)

and, from (27), 
ω1(t)
...
ωL(t)
 = (M˜P ⊗ Ip)

ζˆ21(t)
...
ζˆ2N (t)
 . (33)
The desired condition is ω`(t) = ωˆi(t) for each ` in group i, that is
ω1(t)
...
ωL(t)
 = (P ⊗ Ip)

ωˆ1(t)
...
ωˆN (t)
 ,
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which is consistent with (33) if and only if M¯ in (32) satisfies
M˜P = PM¯. (34)
Thus, the invariance of the subspace ξ` = ξˆi for each ` in group i hinges upon the property (34), formalized in the
following definition:
Definition 5.1 Given L agents with interconnection matrix M˜ ∈ RL×L, a partition into N groups is said to be
equitable if the partition matrix P in (28) satisfies (34) for some M¯ ∈ RN×N .
1
2
3
4
5
1
2
1
2
3
2
1
2
3
4
5
1
2
3
4
5
Fig. 2. A circle graph of L = 5 nodes (bottom) and an equitable partition into three groups (top-left). Note that the partition
into two groups (top-right) is not equitable.
To provide intuition behind equitability, suppose M˜ corresponds to the Laplacian matrix of an unweighted, undirected
graph, where each node represents an agent and edges are drawn between agents which are connected to one another.
In this case, a partition of the graph is equitable if each node in group ` has the same number of neighbors in group
k 6= l, regardless of which node in class ` we select. As an illustration, an equitable partition of a five-node circle
graph is displayed at the top left of Figure 2, where group 1 consists of node 3, group 2 consists of nodes {2, 4}, and
group 3 consists of nodes {1, 5}. Each node in group 2 is connected to one node in group 1 and one node in group
3. On the other hand, note that the partition displayed at the top right of Figure 2 into groups {2, 4} and {1, 3, 5}
is not equitable.
5.2 Relaxing the identical agent and equitable partition assumptions
The assumptions that the agent dynamics be identical and that an equitable partition exist for their interconnection
can be restrictive in practice. The control specifications may further limit the choice of partition, since the states of
agents in the same group are lumped together in the abstraction and the specifications cannot distinguish between
them.
Here we relax both assumptions using the results of Section 4. First we replace the agent dynamics (24) with
ξ˙`(t) = g`(ξ`(t), υ`(t), ω`(t)), (35)
where g` : Rn×Rm×Rp → Rn, ` = 1, . . . , L, allow for deviations from the nominal model g used in the abstraction
(29). In preparation for constructing a simulation function, we assume that there exist practical storage functions
from the agents to the nominal model with identical supply rates as the following:
Assumption 1 There exist a locally Lipschitz function v˜` : Rn × Rn × Rm → Rm, a continuously differentiable
function V˜ ` : Rn × Rn → R≥0, ν˜`, η˜` ∈ K∞, ρ˜` ∈ K ∪ {0}, ∆˜` : Rn → R≥0, and a matrix X˜ = X˜T ∈ R2p×2p such
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that for all x ∈ Rn, xˆ ∈ Rn, uˆ ∈ Rm, w ∈ Rp, wˆ ∈ Rp,
ν˜`(‖ς(x)− ς(xˆ)‖) ≤ V˜ `(x, xˆ), (36)
∂V˜ `(x, xˆ)
∂x
g`(x, v˜`(x, xˆ, uˆ), w) +
∂V˜ `(x, xˆ)
∂xˆ
g(xˆ, uˆ, wˆ) (37)
≤− η˜`(V˜ `(x, xˆ)) + ρ˜`(‖uˆ‖) + ∆˜`(xˆ) +
[
w − wˆ
σ(x)− σ(xˆ)
]T
X˜
[
w − wˆ
σ(x)− σ(xˆ)
]
. (38)
In the next subsection we show a class of systems that satisfy Assumption 1. One will see, in particular, that the
term ∆˜`(xˆ) in (38) is critical for absorbing the mismatch between g` and g, which is due to the heterogeneity of the
agent models.
We let each group i = 1, . . . , N in the partition define a subsystem, and derive a composite storage function and
dissipation inequality from Assumption 1. Let Li ≥ 1 denote the number of agents in group i, L1 + · · ·+LN = L, and
define the state vector xi ∈ RLin by concatenating the state vectors x` of the agents assigned to group i. Defining
ui ∈ RLim, wi ∈ RLip, y2i ∈ RLiq and y2i ∈ RLip, we write the model for subsystem i as
ξ˙i(t) = fi(ξi(t), υi(t), ωi(t)) (39)
ζ1i(t) = h1i(ξi(t)) (40)
ζ2i(t) = h2i(ξi(t)) (41)
where fi(ξi(t), vi(t), ωi(t)), h1i(ξi(t)) and h2i(ξi(t)) are obtained by concatenating g
`(ξ`(t), v`(t), ω`(t)), ς(ξ`(t)) and
σ(ξ`(t)), respectively, over each ` in group i.
We assume, without loss of generality, that the agents are indexed such that the first L1 constitute group 1, the next
L2 group 2, and so on. It then follows from (27) that

ω1(t)
...
ωN (t)
 = (M˜ ⊗ Ip)

ζ21(t)
...
ζ2N (t)
 , (42)
since the respective vectors in (27) and (42) are identical. Without this assumption an appropriate permutation can
be applied to the matrix M˜ and the subsequent results do not change.
Using Assumption 1 we let each agent ` in group i apply the feedback u` = v˜`(x`, xˆi, uˆi), and define the practical
storage function for subsystem i to be
Vi(xi, xˆi) =
∑
`∈group i
V˜ `(x`, xˆi). (43)
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Then, we obtain the dissipativity property:
∂Vi(xi, xˆi)
∂xi
fi(xi, ui, wi) +
∂Vi(xi, xˆi)
∂xˆi
g(xˆi, uˆi, wˆi)
=
∑
`∈group i
{
∂V˜ `(x`, xˆi)
∂x`
g`(x`, v˜`(x`, xˆi, uˆi), w
`) +
∂V˜ `(x`, xˆi)
∂xˆi
g(xˆi, uˆi, wˆi)
}
≤
∑
`∈group i
−η˜`(V˜ `(x`, xˆi)) + ρ˜`(‖uˆi‖) + ∆˜`(xˆi) +
[
w` − wˆi
σ(x`)− σ(xˆi)
]T
X˜
[
w` − wˆi
σ(x`)− σ(xˆi)
]
≤ −ηi(Vi(xi, xˆi)) + ρi(‖uˆi‖) + ∆i(xˆi) +
[
wi − (1Li ⊗ Ip)wˆi
y2i − (1Li ⊗ Ip)yˆ2i
]T
Xi
[
wi − (1Li ⊗ Ip)wˆi
y2i − (1Li ⊗ Ip)yˆ2i
]
where
ηi(s) : = min
z∈RL≥0
∑
`∈group i
η˜`(z`) s.t.
∑
`∈group i
z` = s, ρi(s) :=
∑
`∈group i
ρ˜`(s), ∆i(s) :=
∑
`∈group i
∆˜`(s), (44)
Xi : =
[
ILi ⊗ X˜11 ILi ⊗ X˜12
ILi ⊗ X˜21 ILi ⊗ X˜22
]
, (45)
and X˜11, X˜12, X˜21, X˜22 denote p × p matrices obtained by partitioning X˜ ∈ R2p×2p conformally. Defining, in
addition,
Wi := ILip, Wˆi = Hi := 1Li ⊗ Ip (46)
and
νi(s) := min
z∈RL≥0
∑
`∈group i
ν˜`(z`) s.t.
∑
`∈group i
z` = s, (47)
we summarize the conclusion in the following proposition:
Proposition 1 Suppose the agents ` = 1, . . . , L satisfy Assumption 1, and each subsystem i = 1, . . . , N is defined as
in (39)-(41), with the abstraction (29)-(31) obtained by aggregating Li agents. Then Vi in (43) is a practical storage
function as in Definition 4.2, with (44)-(47), hˆ1i(xˆi) = 1Li ⊗ ς(xˆi), and hˆ2i(xˆi) = σ(xˆi).
We next examine the conditions of Theorem 3 and Theorem 4. From (46) and (16) we have:
W = ILp, and Wˆ = H = P ⊗ Ip, (48)
where
P = diag(1L1 , · · · ,1LN ) (49)
Since we assumed that the agents are indexed such that the first L1 constitute group 1, the next L2 group 2, and so
on, the definition of P in (49) is consistent with the partition matrix defined in (28). If the subsystem abstractions
are interconnected as in (32), then Mˆ = M¯⊗Ip and, thus, condition (15) of Theorem 3 is identical to the equitability
criterion (34). This means that we can relax the equitability condition with Theorem 4. The first residual term in
(21) is then due to the relaxation of equitability, and the second term is due to model variations of non-identical
agents, absorbed into ∆˜` in Assumption 1 and combined into ∆i in (44).
5.3 An optimization problem for near-equitability
We note that relaxing the equitability condition (34) results in a residual term given by
Y¯ := M˜P − PM¯. (50)
Our goal now becomes choosing a partition of the agents - equivalently, a partition matrix P and coupling matrix
M¯ - such that (50) is minimized. We propose approaching this task in two steps. First, we allow for some agents
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to be assigned to groups by hand, since it may be desirable for certain agents to abide by the same specification.
Second, the remaining agents are to be assigned to groups automatically via an optimization problem to be defined
next. The pre-assigned agents induce an L×N matrix P¯ as follows
P¯`,i =
{
1 if ` is pre-assigned to group i
0 otherwise
(51)
as well as a diagonal matrix
T = diag(t1, · · · , tN ) (52)
where ti is the number of agents pre-assigned to group i. We note that if an agent ` is not pre-assigned to any group,
then the corresponding row ` of P¯ will contain only zeros.
To partition the remaining agents, we solve a mixed-integer program. We model M¯ as a continuous decision variable
and, noting (28), model P as a binary decision variable. The objective function of our problem is the Frobenius norm
of the residual term Y¯ , the minimization of which yields an equitable partition when one exists, and a near-equitable
partition otherwise.
We also note it is possible to enforce (50) using linear constraints. Since M˜ is fixed, the term M˜P is linear - the
problematic term is PM¯ , as it is the product of two decision variables. Linearity is achieved with a reformulation,
implemented as the command “binmodel” [12] in the toolbox YALMIP [11]. To see the idea for the scalar case,
consider the product of a binary variable p ∈ {0, 1} and a continuous variable m ∈ R. Suppose that m has lower
bound m ∈ R and upper bound m ∈ R. Then, the product p ·m can be replaced with a continuous auxiliary variable
y ∈ R by including the following linear constraints
mp ≤ y ≤ mp, m(1− p) ≤ m− y ≤ m(1− p).
This procedure can be applied in a similar fashion to (50). Thus, the following optimization problem can be cast as
a mixed-integer quadratic program with linear constraints:
Optimization Problem 4:
minimize ‖Y¯ ‖F over P, M¯
such that P is binary, (53)
P1N = 1L, (54)
1TLP ≥ 1N , (55)
P¯TP = T, (56)
Y¯ = M˜P − PM¯, (57)
where (54) ensures each node is assigned to exactly one class, (55) requires that each class has at least one node
assigned to it, and (56) assures that the pre-assignments represented by P¯ and T , as defined in (51) and (52), are
respected.
Note that Optimization Problem 4 minimizes the same residual as Optimization Problem 2, since Y in (19) is equal
to Y¯ ⊗ Ip. However, here we have the additional flexibility of adjusting P , whereas the equivalent matrices Wˆ and H
in Optimization Problem 2 are fixed. Furthermore, since M¯ is selected to minimize the Frobenius norm, the special
structure of the matrix P implies that Y¯ has the following property:
Lemma 2 The matrix Y¯ obtained by solving Optimization Problem 4 satisfies Y¯ T1L = 0.
We will refer back to this fact after we state Theorem 5, at which point it will become relevant.
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5.4 A special class of agent models
We now study a class of agent models of the form (25), (26), (35) with
g`(x, u, w) = α`(x) + β`(x)u+Bw, ς(x) = x, σ(x) = Cx, (58)
where α` : Rn → Rn and β` : Rn → Rn×m are allowed to vary by agent ` and are replaced with nominal ones
α : Rn → Rn and β : Rn → Rn×m, respectively, in the abstraction (29)-(31):
g(xˆ, uˆ, wˆ) = α(xˆ) + β(xˆ)uˆ+Bwˆ. (59)
The following proposition gives sufficient conditions under which Assumption 1 holds for (58) and (59) above:
Proposition 2 If there exists v˜` : Rn × Rn × Rm → Rm, ρ˜` ∈ K ∪ {0}, constants λ`, ϑ`, and n × n matrix
Q` = Q
T
` > 0 such that, for all x ∈ Rn, xˆ ∈ Rn,
Q`
(
∂α`(x)
∂x
)
+
(
∂α`(x)
∂x
)T
Q` ≤ 2λ`In (60)
(x− xˆ)TQ`
(
β`(x)v˜
`(x, xˆ, uˆ)− β(xˆ)uˆ) ≤ ϑ`‖x− xˆ‖2 + ρ˜`(‖uˆ‖) (61)
λ` + ϑ` < 0 (62)
Q`B = C
T , (63)
then Assumption 1 holds with
η˜`(s) =
2ε`
λmax(Q`)
s, ∆˜`(xˆ) =
1
4(|λ` + ϑ`| − ε`)‖Q`(α`(xˆ)− α(xˆ))‖
2, X˜ =
1
2
[
0 Ip
Ip 0
]
for any choice of ε` ∈ (0, |λ` + ϑ`|).
Note that the conditions (60) - (63) imply that the system in (58) is incrementally stabilizable. We also note, in
particular, that the term ∆˜`(xˆ) is due to the deviation of α`(xˆ) from α(xˆ). Under the hypotheses of Proposition 2 it
follows from Proposition 1 that the subsystems and their abstractions satisfy the dissipativity property in Definition
4.2 with
Xi =
1
2
[
0 ILip
ILip 0
]
and, if we use identical weights µi = 1, i = 1, . . . , N, then the matrix X in Theorem 3 is
X =
1
2
[
0 ILp
ILp 0
]
.
Since W = ILp by (48), condition (14) of Theorem 3 is[
WM
I
]T
X
[
WM
I
]
=
1
2
(M˜ + M˜T )⊗ Ip ≤ 0.
Theorem 5 Suppose the agents ` = 1, . . . , L are described by (25) - (27), (35), with the special form (58) and
interconnection matrix
M˜ + M˜T ≤ 0, (64)
and let the hypothesis of Proposition 2 hold. If the partition of the agents is equitable, then V in (18) is a practical
simulation function from Σˆ to Σ with Vi as in (43) and µi = 1, i = 1, . . . , N . If the equitability condition (34) is
relaxed so Y¯ in (50) is nonzero, then V is a practical simulation function if there exists a matrix Z = ZT ≥ 0
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satisfying (20) with Y = Y¯ ⊗ Ip and µi = 1 for i = 1, . . . , N . Furthermore, N (M˜ + M˜T ) ⊆ N (Y¯ T ) is a necessary
and sufficient condition for such a Z to exist.
The matrix Z in Theorem 5 can be found by solving Optimization Problem 3, where (22) is replaced with the
constraint µi = 1 for i = 1, . . . , N . Furthermore, when M¯ and Y¯ are obtained via Optimization Problem 4, the null
space condition of Theorem 5 holds automatically if N (M˜ +M˜T ) is spanned by 1L, since Y¯ satisfies Y¯ T1L = 0 from
Lemma 2. More generally, we also note if the stronger condition
M˜ + M˜T < 0
on the interconnection matrix holds, then the null space condition is satisfied since N (M˜ + M˜T ) = {0L}.
6 Example
6.1 Room Temperature Model
We now consider a temperature control application adapted from [9]. Our goal is to control the temperature of L
rooms connected in a circle. We model the dynamics of the temperature ξ`(t) ∈ R in room ` ∈ {1, . . . , L} as
ξ˙`(t) = a`(Te − ξ`(t)) + b`(Th − ξ`(t))υ`(t) + γω`(t),
ω`(t) = ξ`+1(t) + ξ`−1(t)− 2ξ`(t), (65)
where a`, b`, γ ∈ R>0 are conduction coefficients (where the former two may depend on room index), Te and Th are
the temperatures of the external environment and room heater, respectively, and υ` is a control input. Furthermore,
we let ξ0 = ξL and ξ1 = ξL+1 so that the indices in (65) are valid for rooms ` = 1 and ` = L. Note that this model
can be represented as in (58) with α`(s) = a`(Te − s), β`(s) = b`(Th − s), B = γ, and C = 1. Furthermore, the
coupling matrix is given by:
M˜ =

−2 1 0 · · · · · · 1
1 −2 1 0 · · · 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . . 1
1 0 · · · 0 1 −2

. (66)
6.2 Aggregate Model
For the aggregate model, we partition the rooms into N ≤ L distinct areas via Optimization Problem 4. The
aggregate temperature ξˆi(t) in area i ∈ {1, . . . , N} is governed by
˙ˆ
ξi(t) = a(Te − ξˆi(t)) + b(Th − ξˆi(t))υˆi(t) + γωˆi(t)
where, in this case, the coupling wˆi depends on the particular M¯ we obtain by solving Optimization Problem 4. The
conduction coefficients a and b in the nominal model are obtained by averaging over the conduction coefficients a`
and b` for the individual rooms, so that a :=
1
L
∑L
`=1 a` and b :=
1
L
∑L
`=1 b`. In this case, conditions (60), (61), and
(63) hold for the function
v˜`(x, xˆ, uˆ) =
1
b`(Th − x) [b(Th − xˆ)uˆ− k`(x− xˆ)] (67)
where k` ∈ R≥0, ρ˜`(‖uˆ‖) = 0, λ` = −a`/γ, ϑ` = −k`, and Q` = 1/γ. Furthermore, condition (62) is satisfied if
the gain k` is chosen such that k` > −a`/γ. Therefore, the result of Theorem 5 is applicable to this example, since
M˜ = M˜T ≤ 0. We also note that division by zero in (67) can be avoided by imposing constraints on xˆ in a formal
synthesis procedure - indeed, by combining this with a bound on the error between x and xˆ, we can conclude that
x will never reach the heater temperature Th.
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Fig. 3. Simulation results for the temperature regulation example. We require the temperature in each area of the building
to reach its corresponding target temperature range (indicated by the dashed lines) within 20 minutes after the signal is
triggered. The signal is triggered at the 20 minute mark - the aggregate system (left) reaches the temperature target within
20 minutes, and the concrete system (right) closely follows the reference.
Table 1
Partitioning of the 30 rooms into 3 groups.
Group 1 Group 2 Group 3
Pre-assignments 1-6 11-18 21-27
Final partition 1-6 7-20 21-30
6.3 Temperature Regulation
We consider the task of regulating the temperature in a network of L = 30 rooms connected in a circle. The coupling
matrix M˜ ∈ R30×30 is as shown in (66). We assume rooms 1-6, 11-18, and 21-27 are pre-assigned to 3 separate
groups; the remaining rooms are assumed to be flexible with regard to temperature level, and are assigned to groups
automatically via Optimization Problem 4. The pre-assignments and final partition are shown in Table 1. The
aggregate coupling matrix between the groups, obtained simultaneously with the final partition via Optimization
Problem 4, is given by
M¯ =

−1/3 1/6 1/6
1/14 −1/7 1/14
1/10 1/10 −1/5
 .
One notes that this partition is not equitable - indeed, with the pre-assignments shown in Table 1, an equitable par-
tition cannot be achieved. This is not problematic, however, since Theorem 5 relaxes the requirement of equitability
of our partition, as long as we can find a matrix Z ≥ 0 satisfying (20), where Y = Y¯ ⊗ Ip and µi = 1, i = 1, 2, 3.
Lemma 2 and Theorem 5 guarantee this is possible, however, since N (M˜ + M˜T ) is spanned by 1L in this case, as
M˜ is a Laplacian matrix. Thus, we solve Optimization Problem 3, with (22) replaced with the constraint µi = 1,
i = 1, 2, 3 as mentioned, and obtain
Z =

2.0016 −1.0490 −0.9526
−1.0490 1.9897 −0.9407
−0.9526 −0.9407 1.8933
 .
Since we also relaxed the assumption of identical agents, the conduction coefficients a` and b` in our concrete model
are permitted to vary between rooms. For each room, we select a` from a normal distribution with mean 0.005
and standard deviation 0.0015, and select b` from a normal distribution with mean 0.035 and standard deviation
0.0075. To demonstrate the robustness of our approach, we chose the standard deviation of these parameters to be
sufficiently large so that room temperatures within each group deviate visibly from each other during simulation (as
seen in Figure 3).
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We require the room temperature in the three areas of the building to increase to three separate temperature ranges
in response to a signal S which indicates, for example, that the building is currently occupied and must be adjusted
to a more comfortable temperature. This specification is represented with the signal temporal logic [6] formula
(ϕ ∧ (S =⇒ ♦[0,T ]ψ))
where ϕ imposes the following temperature comfort bounds and input constraints
ϕ :=
3∧
i=1
[
(|ξˆi − 19| ≤ 3) ∧ (0 ≤ υˆi ≤ 5)
]
and ψ encodes a temperature target set
ψ := (18 ≤ ξˆ1) ∧ (19 ≤ ξˆ2) ∧ (20 ≤ ξˆ3)
which must be reached within T = 20 time-steps after the signal S is triggered, with a time-step of τ = 1 minute. We
discretize the continuous dynamics for the concrete and aggregate models and use the approach in [13] to synthesize
a model predictive controller for the aggregate system. Note that this approach utilizes mixed-integer programming,
and therefore the computational burden of control synthesis is reduced significantly by using an aggregate model.
The aggregate input is refined to a concrete input via the interface function (67) with k` = 2.5 for ` = 1, . . . , L.
Simulation results are shown in Figure 3.
7 Conclusion
In this paper we proposed to relax previous conditions required to construct an infinite abstraction for a non-
stochastic dynamical system. We introduced a notion of practical simulation functions, which takes into account our
relaxation and bounds the error between the concrete and abstract control systems. For a monolithic construction, we
demonstrated that one can obtain a practical simulation function relating a linear control system to its abstraction,
without requiring any geometric conditions to be satisfied. In the compositional case, we introduced a notion of
practical storage functions, and showed how one can construct an abstraction and practical simulation function for
an interconnected control system, without requiring a condition on the interconnection topology. In an application to
aggregation, our theory enabled us to relax the assumption of identical agent models and equitability of the partition
of the agents. We demonstrated this with a temperature regulation example, where the rooms in the building each
have slightly varying dynamical models, and a non-equitable partition is used for aggregation.
A Appendix
A.1 Proof of Theorem 2
Let  = x− Pxˆ and note that we have the following bounds
‖h(x)− hˆ(xˆ)‖2 = TCTC ≤ λmax(CTC)‖‖2, λmin(U)‖‖2 ≤ TU = V (x, xˆ),
for all x and xˆ, since Cˆ = CP . Thus, (1) holds with ν(s) = s2λmin(U)/λmax(C
TC), where ν ∈ K∞ since U is positive
definite.
Next, we apply the congruency transformation diag(U, I) to (12), yielding the equivalent condition[
ATKU + UAK + αU UW
WTU −αI
]
≤ 0.
where we have defined AK , A+BK. Thus, for all x, xˆ, and uˆ (determining  and d), we have[

d
]T [
ATKU + UAK + αU UW
WTU −αI
][

d
]
≤ 0
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so that
∇V (x, xˆ)T
[
Ax+BK(x− Pxˆ) +BQxˆ+BRuˆ
Aˆxˆ+ Bˆuˆ
]
= T
[
ATKU + UAK
]
+ dTWTU+ TUWd
≤ −αTU+ αdT d
= −αV (x, xˆ) + α‖uˆ‖2 + α‖Dxˆ‖2
which verifies that (2) holds with η(s) = αs, ρ(s) = αs2, and ∆(xˆ) = α‖Dxˆ‖2.
A.2 Proof of Theorem 4
Without modifications due to our relaxation, we can construct a K∞ function ν satisfying (1) as in the proof of
Theorem 4.2 given in [20]. Thus, we omit this portion of the proof and focus on showing that (2) holds. We define
the following error between the concrete and aggregate systems
e1
...
eN
 :=

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )
 .
Then, from (13) and (19), it follows that
W

w1
...
wN
− Wˆ

wˆ1
...
wˆN
 = WM

e1
...
eN
+ Y

hˆ21(xˆ1)
...
hˆ2N (xˆN )
 . (A.1)
Now, using the relation (A.1), we obtain

W

w1
...
wN
− Wˆ

wˆ1
...
wˆN

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

T
X(µ1X1, . . . , µNXN )

W

w1
...
wN
− Wˆ

wˆ1
...
wˆN

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

=

hˆ21(xˆ1)
...
hˆ2N (xˆN )
e1
...
eN

T
[
Y WM
0 Iq˜
]T
X
[
Y WM
0 Iq˜
]

hˆ21(xˆ1)
...
hˆ2N (xˆN )
e1
...
eN

≤

hˆ21(xˆ1)
...
hˆ2N (xˆN )

T
Z

hˆ21(xˆ1)
...
hˆ2N (xˆN )

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where the inequality follows from the fact that Z and µ1, . . . , µN satisfy (20). Using this bound, the proof of Theorem
4.2 given in [20] can be easily modified to show that (2) holds for an appropriate choice of η ∈ K∞, ρ ∈ K∪{0}, and
with ∆(xˆ) as defined in (21). Therefore, we conclude that V in (18) is a practical simulation function from Σˆ to Σ.
A.3 Proof of Lemma 2
We note that P has the form P = diag(1L1 , · · · ,1LN ) upon a permutation. Therefore,
PM¯ =

m¯111L1 . . . m¯1N1L1
m¯211L2 . . . m¯2N1L2
...
...
m¯N11LN . . . m¯NN1LN

where the m¯ij ∈ R denote entries of M¯ . Let
v11 . . . v1N
v21 . . . v2N
...
...
vN1 vNN
 := M˜P, vij ∈ RLi .
Then, we see that
M˜P − PM¯ =

v11 − m¯111L1 . . . v1N − m¯1N1L1
...
...
vN1 − m¯N11LN . . . vNN − m¯NN1LN

and
‖M˜P − PM¯‖F =
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

v11 − m¯111L1
...
vN1 − m¯N11LN
...
v1N − m¯1N1L1
...
vNN − m¯NN1LN

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
.
Minimization of the latter Euclidean norm over M¯ can be decomposed into the independent problems
min
m¯ij
‖vij − m¯ij1Li‖, i, j = 1, . . . , N.
Since ‖vij − m¯ij1Li‖2 = (vij − m¯ij1Li)T (vij − m¯ij1Li) = vTijvij − 2m¯ij1TLivij + m¯2ijLi, the minimizer is m¯∗ij =
(1/Li)1
T
Li
vij .
We now verify the claim of Lemma 2; we have
1TLP = 1
T
L

1L1
. . .
1LN
 = [L1 . . . LN]
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thus,
1TLPM¯ =
[
L1 . . . LN
]
M¯ =
[∑N
i=1 m¯i1Li . . .
∑N
i=1 m¯iNLi
]
.
Since the optimal values for m¯ij give
N∑
i=1
m¯∗ijLi =
N∑
i=1
1TLivij = 1
T
L

v1j
...
vNj
 ,
we get
1TLPM¯ = 1
T
L

v11 . . . v1N
...
...
vN1 vNN
 = 1TLM˜P
and therefore 1TL(PM¯ − M˜P ) = 1TLY¯ = 0.
A.4 Proof of Proposition 2
If we let V˜ ` = 12 (x− xˆ)TQ`(x− xˆ), then (36) holds with ς(x) = x, ν˜`(s) = 12λmin(Q`)s2, and (37) becomes
(x− xˆ)TQ`(α`(x)− α(xˆ)) + (x− xˆ)TQ`
(
β`(x)v˜
`(x, xˆ, uˆ)− β(xˆ)uˆ)+ (x− xˆ)TQ`B(w − wˆ)
≤ (x− xˆ)TQ`(α`(x)− α(xˆ)) + ϑ`‖x− xˆ‖2 + ρ˜`(‖uˆ‖) + (σ(x)− σ(xˆ))T (w − wˆ), (A.2)
where the inequality follows from (61) and (63), combined with σ(x) = Cx from (58). We rewrite the first term on
the right hand side of (A.2) as
(x− xˆ)TQ`(α`(x)− α(xˆ)) = (x− xˆ)TQ`(α`(x)− α`(xˆ)) + (x− xˆ)TQ`(α`(xˆ)− α(xˆ)). (A.3)
It follows from (60) that
(x− xˆ)TQ`(α`(x)− α`(xˆ)) ≤ λ`‖x− xˆ‖2. (A.4)
To see this, define the function Ω(t) = α`(xˆ+ t(x− xˆ)) and note
(x− xˆ)TQ`
∫ 1
0
Ω′(t)dt (A.5)
is equal to the left hand side of (A.4) by the fundamental theorem of calculus. From the chain rule, (A.5) equals
(x− xˆ)TQ`
∫ 1
0
J(xˆ+ t(x− xˆ))dt(x− xˆ) (A.6)
where J is the Jacobian of α`. Rewriting (A.6) as
1
2
(x− xˆ)T
(∫ 1
0
(
Q`J + J
TQ`
)
dt
)
(x− xˆ),
we see from (60) that the integrand is bounded above by 2λ`In, which confirms (A.4). Next, we note that
(x− xˆ)TQ`(α`(xˆ)− α(xˆ)) ≤ κ‖x− xˆ‖2 + 1
4κ
‖Q`(α`(xˆ)− α(xˆ))‖2 (A.7)
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for any choice of κ > 0, which follows from Young’s inequality [19]. Then, from (A.3), (A.4) and (A.7), an upper
bound on (A.2) is
(λ` + ϑ` + κ)‖x− xˆ‖2 + 1
4κ
‖Q`(α`(xˆ)− α(xˆ))‖2 + ρ˜`(‖uˆ‖) + (σ(x)− σ(xˆ))T (w − wˆ). (A.8)
We select κ = |λ` + ϑ`| − ε`, which is positive since ε` ∈ (0, |λ` + ϑ`|), and note that (A.8) becomes
− ε`‖x− xˆ‖2 + 1
4(|λ` + ϑ`| − ε`)‖Q`(α`(xˆ)− α(xˆ))‖
2 + ρ˜`(‖uˆ‖) + (σ(x)− σ(xˆ))T (w − wˆ). (A.9)
Substituting the inequality ε`‖x − xˆ‖2 ≥ 2ε`λmax(Q`) V˜ ` = η˜`(V˜ `) in (A.9), we obtain (38) with the terms defined in
(64).
A.5 Proof of Theorem 5
We have shown the equitability criterion (34) is identical to condition (15) of Theorem 3; also, that if we select
µi = 1, i = 1, . . . , N , then (64) implies condition (14) of Theorem 3 holds. Thus, if we use an equitable partition for
aggregation and (64) holds, then both conditions of Theorem (3) also hold so that (18) is indeed a simulation function
from Σˆ to Σ, with Vi(xi, xˆi) as in (43), and where µi = 1, i = 1, . . . , N . It follows that relaxing the equitability
condition as in (50) is identical to the relaxation (19) given in Theorem 4. Thus, in this case one must choose a
matrix Z = ZT ≥ 0 satisfying (20), with Y = Yˆ ⊗ Ip and µi = 1 for i = 1, . . . , N .
To show that N (M˜ + M˜T ) ⊆ N (Y¯ T ) is a necessary and sufficient condition for such a Z to exist, we prove the
following fact. Let B ∈ Rm×n be an arbitrary matrix and C ∈ Rn×n be such that C = CT ≤ 0. Then, there exists a
matrix A ∈ Rn×n such that A = AT ≥ 0 and [
−A B
BT C
]
≤ 0 (A.10)
if and only if N (C) ⊆ N (B). To see the necessity, suppose there exists a vector y ∈ Rn such that y ∈ N (C) but
y /∈ N (B). Then, for any x ∈ Rm, we have
[
x
y
]T [
−A B
BT C
][
x
y
]
= −xTAx+ 2xTBy. (A.11)
Let x = θBy, where θ ∈ R>0. Then, a lower bound for (A.11) is
(2θ − θ2λmax(A))‖By‖2
which is positive for any choice of θ ∈ (0, 2/λmax(A)). Thus, for any A = AT ≥ 0, condition (A.10) does not hold.
For the sufficiency, suppose N (C) ⊆ N (B), and let φ > 0 be the smallest nonzero eigenvalue of −C (if −C has no
nonzero eigenvalues, then C is the zero matrix and the proof follows trivially). We select A = −(1/φ)BBT , and note
that [
x
y
]T [
−(1/φ)BBT B
BT C
][
x
y
]
= −(1/φ)xTBBTx+ 2xTBy + yTCy. (A.12)
Next, we decompose y as y = y1 +y2, where y1 ∈ N (C) and yT1 y2 = 0. We note that, by assumption, (A.12) becomes
−(1/φ)xTBBTx+ 2xTBy2 + yT2 Cy2 ≤ −(1/φ)xTBBTx+ 2xTBy2 − φ‖y2‖2 (A.13)
= −(1/φ)‖z‖2 + 2zT y2 − φ‖y2‖2 (A.14)
where the second step follows since y2 /∈ N (C), and the third step results from the definition z := BTx. Finally,
using Young’s inequality [19] as
zT y2 ≤ 1
2φ
‖z‖2 + φ
2
‖y2‖2
21
one can see that (A.14) is bounded above by zero.
We can then recover the null space condition of Theorem 5 as follows. Using the notation in (20), we note that
Q(Z, 1, . . . , 1) =
[
−Z 12 Y¯ T ⊗ Ip
1
2 Y¯ ⊗ Ip 12 (M˜ + M˜T )⊗ Ip
]
which can be mapped to the matrix in (A.10) by taking A = Z, B = 12 Y¯
T ⊗ Ip and C = 12 (M˜ + M˜T ) ⊗ Ip.
Thus, a necessary and sufficient condition for the existence of a Z = ZT ≥ 0 such that Q(Z, 1, . . . , 1) ≤ 0 is
N ( 12 (M˜ + M˜T )⊗ Ip) ⊆ N ( 12 Y¯ T ⊗ Ip), which is equivalent to N (M˜ + M˜T ) ⊆ N (Y¯ T ).
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