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Abstract
We propose a general theoretical framework, using two layers of ancilla qubits, for a continuous tran-
sition between a Fermi liquid with a large Fermi surface, and a pseudogap metal with a small Fermi
surface of electron-like quasiparticles. The pseudogap metal can be a magnetically ordered metal, or a
fractionalized Fermi liquid (FL*) without magnetic order. A ‘ghost’ Fermi surface emerges (alongside
the large electron Fermi surface) at the quantum critical point, with the ghost fermions carrying neither
spin nor charge, but minimally coupled to (U(1) × U(1))/Z2 or (SU(2) × U(1))/Z2 gauge fields. Away
from the critical point on the pseudogap side, the ghost Fermi surface absorbs part of the large electron
Fermi surface, and leads to a jump in the Hall co-efficient. We also find an example of an “unnecessary
quantum critical point” between a metal with spin density order, and a metal with local moment magnetic
order. The ghost fermions contribute a T ln(1/T ) specific heat at temperature T at the critical point, and
could also be detected in other thermal probes. We relate our results to the phases of correlated electron
compounds.
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I. INTRODUCTION
The study of the quantum phase transition involving the onset of antiferromagnetic order in
metals is a central topic in modern quantum condensed matter theory. There are applications
to numerous materials, including the f -electron ‘heavy fermion’ compounds [1–6], the cuprates
[7–9], and the ‘115 compounds’ [10, 11]. The standard theory involves a Landau-Ginzburg-Wilson
approach, obtaining an effective action for the antiferromagnetic order parameter damped by the
low energy Fermi surface excitations [3, 12, 13]. However, a number of experiments, especially in
quasi-two dimensional compounds, do not appear to be compatible with this approach [7, 14–16].
In this paper, we shall present a ‘deconfined critical theory’ [17, 18], involving fractionalized
excitations and gauge fields at a critical point, flanked by phases with only conventional excitations.
Such a scenario for the metallic antiferromagnetic critical point has been discussed earlier [5], but
no specific critical theory was proposed. Reviews of related ideas are in Refs. 19–21. We note
that a deconfined critical theory for the onset of spin glass order in a metal was obtained recently
[22] in a model with all-to-all random couplings. There will be no randomness in the models we
consider here, and only short-range couplings.
Our theory relies on the recently introduced [23] ‘ancilla qubit’ approach to correlated electron
systems. In addition to the ‘physical layer’ corresponding to the lattice Hamiltonian of the system
of interest, we introduce two ‘hidden layers’ of ancilla qubits (see Fig. 1). By entangling the physical
degrees of freedom with the ancilla, and then projecting out a trivial product state of the ancilla
qubits, we are able to access a rich variety of quantum phases and critical points for the physical
layer. In this manner we obtain here a deconfined theory of the onset for the antiferromagnetic
order in a metal with (i) additional ‘ghost’ Fermi surfaces at the critical point of fermions that
carry neither spin nor charge; (ii) a jump in the size of the Fermi surfaces with the electron-like
quasiparticles which carry both spin and charge, and a correspondingly discontinuous Hall effect;
(iii) a logarithmic enhancement of the linear in temperature specific heat at the critical point.
As we will review in Section II, the ancilla approach leads to a parent (SU(2)S × SU(2)1 ×
SU(2)2)/Z2 gauge theory. The Higgs/confining phases, and intervening critical points or phases,
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FIG. 1. The top layer is the physical layer coupled to two ‘hidden’ layers of ancilla qubits (spin-1/2
spins) Si;1 and Si;2. The physical layer is taken to be either a single band model of electrons Ci;σ,
or a Kondo lattice of electrons Ci;σ coupled to a separate set of spins S. The lattice sites are labeled
by i, and can form any d-dimensional lattice (only one dimension is displayed above), and σ =↑, ↓ is
a physical spin index. We develop a theory with the exchange interactions finite, and take the limit
J⊥ → ∞ of infinite antiferromagnetic exchange between the hidden layers at the end. This leads to a
(SU(2)S×SU(2)1×SU(2)2)/Z2 gauge theory, with all gauge symmetries acting on the hidden layers. The
hidden layers are described by ‘ghost fermions’ Ψi;a,Ψ˜i;a which carry neither spin nor charge; a = +,− is
a SU(2)S gauge index.
of this gauge theory lead to many interesting phase diagrams of correlated electron systems. We
emphasize that, unlike previous gauge theories in the literature, the electron operator in the
physical layer is not fractionalized, and remains gauge neutral. All the gauge symmetries act only
on the hidden layers, but we are also able to reproduce earlier results in which gauge charges
resided in the physical layer. A crucial advantage of the ancilla approach is that it is far easier
to keep track of Fermi surfaces, and the constraints arising from generalizations of the Luttinger
constraint of Fermi liquid theory [24, 25]. In particular, this approach led to [23] the first self-
contained description of the transformation from a fractionalized Fermi liquid (FL*) with a small
Fermi surface, to a regular Fermi liquid (FL) with a large Fermi surface in a single band model,
with the correct Fermi surface volumes at mean-field level in both phases. (The FL* phase has no
symmetry breaking, and the violation of the conventional Luttinger constraint by its small Fermi
surface is accounted for by the presence of fractionalized excitations and bulk topological order
[24–26].) The critical theory (labeled DQCP1 below) had a Fermi surface of ghost fermions and
a Higgs field both carrying fundamental (SU(2)S × U(1)1)/Z2 gauge charges. We note the recent
work of Refs. 27 and 28 which described metal-insulator transition or metal-metal transition using
U(2) or U(1)× U(1) gauge theories, but not using the ancilla method.
We will present our results in the context of the global phase diagram presented in Fig. 2. In
addition to the FL and FL* phases noted above, it shows two types of metals with antiferromagnetic
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FIG. 2. A global phase diagram obtained from our ancilla qubit approach. The red, blue, green lines are
three different deconfined critical theories described in the present paper: DQCP1, DQCP2 and DQCP3.
DQCP1 is the FL*-FL transition. DQCP2 is the transion between AF Metal and the symmetric FL.
DQCP3 is a transition within AF Metal. The DQCP3 may have an end point (denoted as a solid circle)
after which the transition becomes a crossover. The FL-SDW Metal transition in a conventional transition
in the Hertz-Millis class [12, 13], and the FL*-AF Metal transition is described by a QED3 model discussed
briefly in Section III B.
(Ne´el) order: the AF Metal and the SDW Metal. These are both ‘conventional’ phases without
excitations carrying charges of emergent gauge fields, and there is no fundamental distinction
between them. Nevertheless the underlying physical interpretations of these phases is quite distinct.
The SDW Metal arises from the appearance of a weak spin density wave in a FL state, and the
consequent reconstruction of the Fermi surface. On the other hand, the AF Metal can be considered
as arising from a ‘Kondo breakdown’ transition [19, 24, 29], where local moments appear due to
absence of Kondo screening in the environment. These two pictures can lead to different Fermi
surface shapes and topologies, but (apart from Fermi surface reconnections) the SDW Metal and
AF Metal can be continuously connected, as indicated in Fig. 2.
Our analysis will lead to a sharper delineation of the distinction between the SDW Metal and
AF Metal phases. As indicated in Fig. 2 the universality class of the phase transition from the FL
to the AF Metal is distinct from the universality class of the transition from the FL to the SDW
Metal: we will show that the first is described by a deconfined (U(1)S × U(1)1)/Z2 gauge theory,
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while the latter is in the conventional Hertz-Millis class [12, 13]. Another example of deconfined
critical point for Landau symmetry breaking transition has been proposed in Ref. 30, but it does
not involve a Fermi surface.
Another surprising result in Fig. 2 is the presence of a sharp phase transition between the SDW
Metal and the AF Metal, over a certain range of parameters. This is an example of an ‘unnecessary’
quantum phase transition [31], and will be described in our case by deconfined (U(1)S×U(1)1)/Z2
gauge theory.
The mean field structure of the phases of Fig. 2 will be described in Section III. Here we will
use a single band model for the physical layer. Section IV will extend the mean field theory to a
Kondo lattice in the physical layer, leading to very similar results.
We will begin description of the 3 DQCPs in Fig. 2 in Section V, by a description of their overall
and gauge and symmetry structures. The critical theories have three sectors of matter fields: a
bosonic critical Higgs sector, a ghost Fermi surface coupled to different gauge fields, and a Fermi
surface of gauge-neutral electrons in the physical layer. We will first consider the critical ghost
Fermi surface sector in Section VI. This will be followed by a consideration of the Higgs sector in
Section VII, and the physical Fermi surface of electrons in Section VIII.
II. ANCILLA QUBITS AND GAUGE SYMMETRIES
We begin by reviewing basic aspects of the ancilla qubit approach [23], and the associated
(SU(2)S × SU(2)1 × SU(2)2)/Z2 gauge symmetry.
Let Si;1, Si;2 be the spin operators acting on the qubits in the two hidden layers, where i is a
lattice site (see Fig. 1). We can represent these spin operators with hidden fermions Fi;σ, F˜i;σ via
Si;1 =
1
2
F †i;σσσσ′Fi;σ′ , Si;2 =
1
2
F˜ †i;σσσσ′F˜i;σ′ (2.1)
where σ are the Pauli matrices. Let us also define the Nambu pseudospin operators
Ti;1 =
1
2
(
F †i;↓F
†
i;↑ + Fi;↑Fi;↓, i
(
F †i;↓F
†
i;↑ − Fi;↑Fi;↓
)
, F †i;↑Fi;↑ + F
†
i;↓Fi;↓ − 1
)
Ti;2 =
1
2
(
F˜ †i;↓F˜
†
i;↑ + F˜i;↑F˜i;↓, i
(
F˜ †i;↓F˜
†
i;↑ − F˜i;↑F˜i;↓
)
, F˜ †i;↑F˜i;↑ + F˜
†
i;↓F˜i;↓ − 1
)
. (2.2)
For a more transparent presentation of the symmetries, it is useful to write the fermions as 2× 2
matrices
Fi =
(
Fi;↑ −F †i;↓
Fi;↓ F
†
i;↑
)
. (2.3)
This matrix obeys the relation
F †i = σ
yF Ti σ
y. (2.4)
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We use a similar representation for F˜ . Now we can write the spin and Nambu pseudospin operators
as
Si;1 =
1
4
Tr(F †i σFi)
Ti;1 =
1
4
Tr(F †i Fiσ) , (2.5)
and similarly for Si;2 and Ti;2 with F˜ .
We now describe the gauge symmetries obtained by transforming to rotating reference frames in
both spin and Nambu pseudospin spaces [32–34]. Note that in the ancilla approach [23], the gauge
symmetries act only on the hidden layers, and we leave the degrees of freedom in the physical
layer intact and gauge-invariant. We introduce the ‘rotated’ gauge-charged fermions Ψi, Ψ˜i in the
hidden layers via
Fi = LiΨiRi , F˜i = L˜iΨ˜iR˜i (2.6)
where L, R, L˜ and R˜ are 2× 2 SU(2) matrices, and the Ψ fermions have a decomposition similar
to (2.3)
Ψi =
(
Ψi;+ −Ψ†i;−
Ψi;− Ψ
†
i;+
)
. (2.7)
We use indices a = +,− for Ψi;a rather than ↑, ↓ in (2.7) because the indices are not physical spin
in the rotated reference frame. Again an analogous representation for Ψ˜ia is used. For the spin
and Nambu pseudospin operators, (2.6) implies the transformation (and correspondingly for Sαi;2
and Tαi;2)
Sαi;1 = Lαβi
1
4
Tr(Ψ†iτ
βΨi) (2.8)
Tαi;2 = Rαβi
1
4
Tr(Ψ†iΨiτ
β) (2.9)
where α, β = x, y, z and τβ are Pauli matrices; we are using τβ rather than σβ here to signify that
these matrices act on the rotated a = +,− indices. The Li,Ri are 3× 3 SO(3) rotation matrices
corresponding to the 2× 2 SU(2) rotations:
Lαβi =
1
2
Tr
(
L†iσ
αLiτ
β
)
Rαβi =
1
2
Tr
(
Riσ
αR†iτ
β
)
. (2.10)
Note that the spin operator transforms only under the L rotation, while the Nambu pseudospin
operator only under the R rotation.
We now describe the gauge symmetries associated with the Ri and R˜i. These are 2 copies of
the SU(2) gauge symmetries deployed in Ref. 32, which we denote here as SU(2)1 and SU(2)2 for
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the layers. Note that the Nambu pseudospin in (2.8) transforms non-trivially under these gauge
symmetries, and we wish to work in the gauge singlet sector. So, as in Ref. 32 for the physical
layer, we impose constraints on the hidden layers,
Ti;1 = 0 , Ti;2 = 0 , (2.11)
which restrict each site of the hidden layers to single occupancy of the Ψ, Ψ˜ fermions. It is useful
to tabulate the action of the SU(2)1 and SU(2)2 symmetries on the fermions Ψ, Ψ˜ and the bosons
L,R, L˜, R˜; we drop the site index i, as it is common to all fields:
SU(2)1 : Ψ→ ΨU1 , Ψ˜→ Ψ˜
R→ U †1R , R˜→ R˜
L→ L , L˜→ L˜
SU(2)2 : Ψ→ Ψ , Ψ˜→ Ψ˜U2
R→ R , R˜→ U †2R˜
L→ L , L˜→ L˜ . (2.12)
Here, the gauge transformations are the SU(2) matrices U1 and U2 respectively.
We have to follow a somewhat different approach for the gauge transformations associate with
the rotations Li;a. Now, we do not wish to impose the analog of the constraints (2.11) in the
spin sector, because we don’t want vanishing spin on each site of both layers. Rather, we want to
couple the layers into spin singlets for each i, corresponding to the J⊥ →∞ limit in Fig. 1. This
is achieved by the constraints
Si;1 + Si;2 = 0 . (2.13)
We will impose the constraints (2.13) at a finite bare gauge coupling, because we do want to allow
for some virtual fluctuations into the triplet sector at each i; otherwise, the hidden layers would
completely decouple from the physical layer at the outset. In contrast, (2.11) is imposed at an
infinite bare gauge coupling [32]. In practice, the value of the bare gauge coupling makes little
difference, because we will deal with a renormalized long time theory.
The mechanism for imposing (2.13) is straightforward. We transform to a common rotating
frame in both layers by identifying
L˜i = Li
L˜i = Li . (2.14)
Now we have only a single SU(2)S gauge symmetry, related to that in Refs. 33–35, and the analog
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of (2.12) is
SU(2)S : Ψ→ USΨ , Ψ˜→ USΨ˜
R→ R , R˜→ R˜
L→ LU †S , (2.15)
where US is SU(2) matrix.
In summary, the crucial tranformations for the subsequent development are those of the fermions
Ψ, which we collect here:
SU(2)1 : Ψ→ ΨU1 , Ψ˜→ Ψ˜
SU(2)2 : Ψ→ Ψ , Ψ˜→ Ψ˜U2
SU(2)S : Ψ→ USΨ , Ψ˜→ USΨ˜ . (2.16)
The reader need only keep track of (2.16) for the following sections: the structure of all our effective
actions is mainly dictated by the requirements of the gauge symmetries acting on the fermions in
(2.16), and on the Higgs fields that will appear in the different cases. The Z2 divisor in the overall
(SU(2)1×SU(2)2×SU(2)S)/Z2 gauge symmetry arises from the fact that centers of the two SU(2)
tranformations in (2.6) are the same.
III. MEAN FIELD THEORIES
We will begin by presenting some simple mean field theories of the (SU(2)S × SU(2)1 ×
SU(2)2)/Z2 gauge in the context of a one band model for the Hamiltonian of the physical layer. We
will consider the extension to Kondo lattice models in Section IV, and find that the phenomenology
remains essentially the same.
Our discussion will take place in the context of the schematic global phase diagram in Fig. 2.
The general strategy will be to break the (SU(2)S × SU(2)1 × SU(2)2)/Z2 gauge symmetry by a
judicious choice of Higgs fields, and then examine the fluctuations of the Higgs fields that become
critical at the boundaries between the phases.
A. FL*
We first recall [23] the mean field theory for the FL* phase. As we will see below this FL* phase
will act as a ‘parent’ phase for the other phases in Fig. 2.
We represent the electrons in the physical layer by Cσ, using a notation following the convention
in Section II. As we noted earlier, we will not fractionalize Cσ directly: so the Cσ does not carry
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any emergent gauge charges, only the global charges of the electromagnetic U(1)em and the spin
rotation SU(2). The FL* phase described by the following schematic Hamiltonian
H∗ = HC +HΨ +HΨ˜ +
∑
i
(
C†i;σΦi;σaΨi;a + H.c.
)
, (3.1)
where i is a lattice site index, σ =↑, ↓ is a physical spin index, and a = +,− is a gauge SU(2)S
index. The Hamiltonian HC is a generic one-band Hamiltonian for the electrons Cσ (a specific
form appears in (3.4), with N0 = 0 in the FL* state). The Hamiltonian for the first hidden layer,
HΨ, is a spin liquid Hamiltonian which breaks SU(2)1 down to U(1)1; at its simplest this could be
a free fermion Hamiltonian with a trivial projective symmetry group (PSG) so that the Ψ fermions
on their own form a Fermi surface which occupies half the Brillouin zone (because the Ψ density is
at half-filling, from (2.11)). Similarly, the Hamiltonian for the second hidden layer, HΨ˜, is a spin
liquid Hamiltonian which breaks SU(2)2 down to U(1)2; however now we use the ‘staggered-flux’
ansatz [32], so that Ψ˜ excitations are Dirac fermions. (Specific forms for HΨ and HΨ˜ appear later
in (3.3), with M1,2 = 0 in the FL* state).
The crucial term in (3.1) is the Higgs field Φσa, which is a 2 × 2 complex matrix linking the
physical electrons to the first hidden layer. We will find it convenient to represent this by as pair
of complex spinors Φa, with
Φ+ =
(
Φ↑+
Φ↓+
)
, Φ− =
(
Φ↑−
Φ↓−
)
(3.2)
From this representation, and the form of (3.1), it is clear that the Φa transform as follows under
the various symmetries
• Φ+ and Φ− transform separately as fundamentals under the global SU(2) spin rotation.
• Φa also carries the global electromagnetic U(1)em charge, with Φa → eiθΦa and C → eiθC
under a global U(1)em rotation.
• Φa transforms as a fundamental under the SU(2)S gauge transformation, Φa → Φb[U †S]ba,
while, as in (2.16), Ψa → [US]abΨb and Ψ˜a → [US]abΨ˜b.
• Φa carries the U(1)1 gauge charge, with Φa → e−iϑ1Φa, along with Ψa → eiϑ1Ψa.
• Φa is neutral under the U(1)2 gauge charge, with Φa → Φa, while Ψ˜a → eiϑ2Ψ˜a.
The FL* phase arises when Φa is condensed. Then, the above transformations make it clear that
both SU(2)S and U(1)1 are fully broken (or ‘higgsed’). The electromagnetic U(1)em is however
preserved because there is no gauge-invariant operator carrying U(1)em charge which acquires an
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expectation value. The condensation of Φa effectively ties U(1)1 to U(1)em (this is as in the usual
‘slave particle’ theories). Similarly, if we choose Φσa ∝ δσa spin rotation invariance is preserved,
and a becomes like an effective global spin index.
The properties of such a FL* phase were discussed in some detail in Ref. 23. The C and Ψ
fermions are hybridized to form small pockets with total Fermi surface volume AFS = p/2, where
the electron density in the physical layer is 1−p. It is quite natural to expect that only Fermi arcs
are visible in ARPES measurement while the backside of the pocket is dominated by Ψ and has
very small spectral weight in terms of the physical electron C. Because the SU(2)S gauge field is
locked to the external physical spin gauge field, the other ghost fermion Ψ˜ now becomes a neutral
spinon and forms a U(1) Dirac spin liquid.
We will consider phase transitions out of this FL* phase later in this paper. In particular, the
FL*-FL transition (see Fig. 2) is described by a theory of the vanishing of the Higgs condensate 〈Φa〉
while spin rotation is preserved. This yields a critical theory, denoted DQCP1 in Fig. 2, in which
the key degrees of freedom are the bosons Φa and the Ψ Fermi surface coupled to SU(2)S ×U(1)1
gauge fields; the structure of the effective action can be deduced from the symmetry and gauge
transformations we have described above. We will find in Section VI that such a Ψ Fermi surface
is unstable to pairing, and FL*-FL transition likely occurs via an intermediate phase.
B. AF Metal
Next, we consider the AF Metal phase in Fig. 2. This is a phase in spin rotation invariance is
broken by antiferromagnetic order, and all the gauge fields are confined. We wish to obtain this
state via a ‘Kondo breakdown’ transition in which the spins are liberated to form an antiferromag-
net, rather than a spin density wave instability of an electronic Fermi surface; the latter is denoted
SDW Metal in Fig. 2, and will be treated in Section III C. So we propose an effective Hamiltonian
which perturbs the Hamiltonian H∗ of the FL* phase in (3.1). The key idea is that the driving force
for the appearance of antiferromagnetism in an AF Metal is the breaking of SU(2)S rather than
global spin rotation symmetry; as SU(2)S is tied to global spin in the FL* phase, spin rotation
symmetry will be broken as a secondary consequence. So the Hamiltonians of the 2 hidden layers,
i.e. the ghost fermions, are as follows:
HΨ = −tΨ
∑
〈ij〉
Ψ†iΨj − t′Ψ
∑
〈〈ij〉〉
Ψ†iΨj −M1
∑
i
(−1)iΨ†iτ zΨi
HΨ˜ = −tΨ˜
∑
〈ij〉
Ψ˜†i Ψ˜j +M2
∑
i
(−1)iΨ˜†iτ zΨ˜i (3.3)
As in Section II, we use τα (α = x, y, z) to represent Pauli matrices acting the SU(2)S gauge
symmetry space; we use σα to represent Pauli matrices acting of the global spin rotation space.
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The new ingredients in (3.3), not present in the FL* phase, are the Higgs fields M1,2 which break
SU(2)S gauge symmetry down to U(1)S. The presence of M2 will gap out the Ψ˜ Dirac fermions,
and so U(1)2 will confine. Recall that the 〈Φa〉 condensate has already completely broken the
SU(2)S and U(1)1 gauge symmetries. So there are no remaining free gauge charges, and we obtain
a conventional phase with global SU(2) spin rotation symmetry broken down to U(1).
In considering the phase transition from the AF Metal to the FL phase in Fig. 2 (labeled
DQCP2), we consider the vanishing of the Higgs field Φa, while M1,2 remain non-zero. Then we
obtain a critical theory which is very similar to the FL*-FL theory discussed above, except that
the gauge symmetry is only U(1)S ×U(1)1 i.e. the main ingredients are the bosons Φa and the Ψa
Fermi surface coupled to U(1)S × U(1)1 gauge fields. Note, however, that the global spin rotation
invariance will be restored at the critical point, because spin rotation was only broken via the Φa
condensate.
We will show in Section VI that this AF Metal-FL theory has an important difference from the
FL*-FL theory: it is now possible to have a stable critical Ψa Fermi surface which does not pair.
Once we move to the other side of the critical point, and the Higgs fields are gapped, then the
pairing instability does set in, and we expect a crossover to a confining phase which is likely to be
a conventional FL state.
Let us also consider the FL*-AF Metal transition shown in Fig. 2. Starting from the FL*
state, this transition is realized by turning on a M2 condensate, while the Φa condensate remains
non-zero. Then, within the second hidden layer, the critical properties are described by a model
considered earlier [36–39]: an O(3) QED3 Gross-Neveu-Yukawa model. The spectator FL* Fermi
surfaces could have a significant influence on this conformal field theory, but we will not explore
this here. We also note other approaches to the FL*-AF Metal transition [40, 41], with different
spin liquid structures in the FL* phase.
C. SDW Metal
Now we consider the SDW Metal of Fig. 2: this is conventional SDW Metal, obtained as an
instability of the large Fermi surface of the electrons Cσ. So now we directly break the spin rotation
symmetry by a Cσ bilinear, in contrast to the indirect breaking via the ghost fermion bilinears in
(3.3) for the AF Metal. So the Hamiltonian HC in H∗ becomes
HC = −
∑
i,j
tijC
†
iCj +N0
∑
i
(−1)iC†i σzCj (3.4)
where N0 is proportional to the physical antiferromagnetic order. We note that as long as there is
a Φa Higgs condensate, there is no fundamental distinction between the N0 symmetry breaking in
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(3.4), and the M1,2 Higgs condensates of the AF Metal in (3.3). Both eventually lead to the same
phase: a ‘trivial’ phase with no emergent gauge charges, and long-range antiferromagnetic order.
The distinction is only a question of degree. In the SDW Metal, N0 is the primary driving force,
and drives the appearance of the M1,2 condensates as a secondary consequence, while the opposite
is true in the AF Metal. Nevertheless, there can be significant observable differences in the shapes
and topologies of the Fermi surfaces, with those of the SDW Metal arising from a reconstruction
of the large Fermi surface of the C fermions.
Furthermore, we will show that there can be a novel ‘unnecessary phase transition’ [30, 31]
between the AF Metal and the SDW Metal, denoted DQCP3 in Fig. 2. The critical theory for
this transition is very similar to that of the AF Metal-FL transition discussed above. The only
distinction is that the global spin rotation symmetry is reduced from SU(2) to U(1): so we again
obtain a theory of bosons Φa and the Ψ Fermi surface coupled to U(1)S × U(1)1 gauge fields.
IV. KONDO LATTICE
Before turning to a consideration of the deconfined phase transitions in Fig. 2, this section will
extend the mean field considerations to the case where the physical layer is a Kondo lattice model.
The microscopic model was already illustrated in Fig. 1; we consider
H = HK +H1 +H2 +HS1 +H12
HK = −t
∑
〈ij〉
C†iCj + JK
∑
i
(C†iσCi) · Si + J
∑
〈ij〉
Si · Sj
H1 = J1
∑
〈ij〉
Sj;1 · Sj;1 , H2 = J2
∑
〈ij〉
Si;2 · Sj;2
H12 = J⊥
∑
i
Si;1 · Si;2 , HS1 = Jd
∑
i
Si · Si;1 (4.1)
Above Ciσ is the itinerant electron, Si is the local moment; Si;1 and Si;2 are the spins in the hidden
layers. We will take J⊥ →∞ limit to recover the standard Kondo-Heisenberg model.
We perform the conventional heavy-fermion mean field theory on the physical layer, and the
parton description described in Section II on the hidden layers. The physical layer is represented
by a 2-band model involving hybridization between the electrons Ciα and the fiσ fermions used
to represent the Kondo lattice spins Si, and the hidden layers are represented by the mean field
theory for Ψ,Ψ˜ described in Section III. So, our mean field theory is:
HM = Hc,f +HΨ +HHiggs +HΨ˜
Hc,f = −tc
∑
〈ij〉
C†iCj − tf
∑
〈ij〉
f †i fj − t′f
∑
〈〈ij〉〉
f †i fj − t′′f
∑
〈〈ij〉〉
f †i fj +K
∑
i
(
C†i fi + H.c.
)
, (4.2)
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and HΨ and HΨ˜ are as in (3.3). Finally we need to add the Higgs term to describe the Kondo
breaking down
HHiggs =
∑
i
(
f †i;σΦi;σaΨi;a + H.c.
)
, (4.3)
similar to that (3.1). If both M1,2 and Φa are non-zero, then the physical spin rotation symmetry
is broken, and we obtain a AF Metal state with Ne´el order.
We always assume the Kondo coupling K 6= 0, and therefore f can also be viewed as physical
electron. The Kondo breakdown happens when we add Φ 6= 0. (This is to be compared with
a theory of the FL*-FL transition in a Kondo lattice model [24, 26], where Kondo breakdown
occured via the vanishing of the Higgs field representing the Kondo coupling K.) With large Φ, f
will be tightly bound with Ψ and both disappear in the low energy. This is exactly what we expect
from the picture that f gets Mott localized. In the low energy there is still degree of freedom from
Ψ˜, which can now be viewed as a spinon for the localized moment after Mott localization. Because
of the ansatz we assumed for HΨ˜, these local moments form a Neel order. In summary, the final
state is a small pocket formed by C moving on top of Neel order formed by localized moment.
This picture is different from a SDW Metal, although there is no sharp distinction in terms of
symmetry and topology.
In Fig. 3 we show plots of single electron spectrum after the transition of condensing 〈Φσa〉 =
Φδσa. We use tc = 10, tf = 1, t
′
f = −0.1, t′′f = 0.1, tψ = −1 and t′ψ = 0.1. In our framework the
Kondo coupling K is finite at the Kondo breaking down transition. But it is natural to expect
that K is small at the quantum critical point, thus we use K = 1. At this value the heavy Fermi
liquid have two separate pockets: one small Fermi surface mainly from c and one large one mainly
from f , as shown in Fig. 3(a). When we add a small value of Φ, f and Ψ get hybridized and
gapped after a small inter-mediate region. Here only Φ = 0.2 is needed to fully gap out the Fermi
surface formed by f . In our convention the hopping of the spinon is 1, which implies the energy
scale of spin-spin interaction is at order of 1− 10. Thus Φ = 0.2 is only a few percent of spin-spin
interaction scale. The transition we are describing is a Kondo breaking down transition and Φ is
associated with the charge gap and should be determined by Hubbard U . Therefore the region
Φ < 0.2 should be very small and in the real experiment one may see an almost abrupt destruction
of the Fermi surface associated with f .
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FIG. 3. Evolution of A(ω = 0,k) when increasing Φ. In the first row we plot Ac(ω = 0,k)+Af (ω = 0,k).
In the second row we further include the contribution from Ψ and plot Ac(ω = 0,k) + Af (ω = 0,k) +
AΨ(ω = 0,k).
V. STRUCTURE OF CRITICAL THEORIES
Our discussion in Section III of the phases of Fig. 2, also stated the ingredients of the effective
theory of the critical points between them. All critical theories have the same important matter
degrees of freedom: a 4-component complex scalar Φaσ, and a Fermi surface of the 2-component
complex fermions Ψa at half-filling. Both matter fields carry fundamental gauge charges, and are
subject to different symmetry constraints. In summary, these are:
• DQCP1 between FL and FL* is described by a (SU(2)S × U(1)1)/Z2 gauge theory with a
global SU(2) spin rotation symmetry.
• DQCP2 bewteen FL and AF Metal is described by a (U(1)S ×U(1)1)/Z2 gauge theory with
a global SU(2) spin rotation symmetry.
• DQCP3 between AF Metal and SDW Metal is described by a (U(1)S × U(1)1)/Z2 gauge
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theory with a global U(1) spin rotation symmetry.
In addition to these gauge and global symmetries, lattice and time reversal symmetries also play
an important role. We discuss these, and the resulting effective actions for the fermions and bosons
in the following subsections.
Generically, the Lagrangian for the critical theory has the following structure:
L = LC + LΨ + LΦ + g
∑
a=±
(C†Φa)Ψa + LΦΨ + LΦC (5.1)
where LC is the Lagrangian for the Fermi surface of C electrons in the physical layer, LΦ is the
Lagrangian for the Higgs field, and LΨ is the Lagrangian for the ghost fermion sector. Both Φ
and Ψ couple to the internal gauge fields and we have suppressed the action for the gauge fields.
The main communication between the physical sector C and the hidden sector Φ,Ψ is through the
Yukawa coupling g in the above, but there are also terms in the form (C†σβC)(Φ†τασβΦ) included
in LΦC .
A. Lattice symmetry
The projective lattice symmetry plays an essential role in the critical theory for DQCP2 and
DQCP3. Therefore we list the lattice symmetries first for the three DQCPs. We will only focus
on the time reversal symmetry T and translation symmetry Tx, Ty.
1. DQCP1
For DQCP1, the lattice symmetry transforms trivially.
T : C → iσyC, Ψ→ Ψ, Φ→ iσyΦ
Tx : C → C, Ψ→ Ψ, Φ→ Φ
Ty : C → C, Ψ→ Ψ, Φ→ Φ (5.2)
Here we suppress the transformation of the coordinate (x, y) of the field. T always transforms
(x, y) to (x, y). Tx transforms (x, y) to (x+ 1, y) and Ty transforms (x, y) to (x, y + 1).
2. DQCP2
For DQCP2, the translation symmetry needs to act projectively to keep the ansatz (3.3) invari-
ant. Because of the M1 term, we need to add a gauge transformation iτ
y ∈ SU(2)S after Tx and
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Ty.
T : C → iσyC, Ψ→ Ψ, Φ→ iσyΦ
Tx : C → C, Ψ→ iτ yΨ, Φ→ iτ yΦ
Ty : C → C, Ψ→ iτ yΨ, Φ→ iτ yΦ (5.3)
3. DQCP3
For DQCP3, there is always a Neel order parameter as shown in Eq. 3.4. Both the time reversal
symmetry and the translation symmetry are already broken. We are left with the combined
symmetry TxT and TyT .
TxT : C → iσyC, Ψ→ iτ yΨ, Φ→ −τ yσyΦ
TyT : C → iσyC, Ψ→ iτ yΨ, Φ→ −τ yσyΦ (5.4)
B. Action for ghost fermions Ψ
Here we introduce the Lagrangian LΨ in (5.1).
1. DQCP1
For the FL-FL* transition, Ψ couples to the U(1)1 and SU(2)S gauge fields. We can ignore the
Ψ˜ part, and the U(1)2 gauge field, which are not touched across the transition. We label the U(1)1
gauge field as a1 and the SU(2)S gauge field as aS. We have
LΨ = Ψ
†(∂τ − ia1;0 − iaαS;0τα)Ψ−
~2
2m∗
Ψ†(∂i − ia1;i − iaαS;iτα)2Ψ + ... (5.5)
where α = x, y, z labels the three generators for the SU(2)S transformation. The ellipses denotes
additional terms, including the four fermion interaction. Note that Ψ does not carry either physical
spin or physical charge. The lattice symmetry acts trivially in this case.
2. DQCP2 and DQCP3
For DQCP2 and DQCP3, Ψ couples to a (U(1)1 × U(1)S)/Z2 gauge field. We label a1 and aS
for U(1)1 and U(1)S respectively. It is convenient to relabel a+ = a1 + aS and a− = a1 − as, then
Ψ+ couples to a+ and Ψ− couples to a−. The low energy Lagrangian is of the form
LΨ =
∑
a=±
Ψ†a(∂τ − iaa;0)Ψa −
~2
2m∗
∑
a=±
Ψ†a(∂i − iaa;i)2Ψa + ... (5.6)
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On the square lattice, the M1 term in Eq. 3.3 will reconstruct Ψa to have electron and hole pockets
with the same size (the sum over pockets is not indicated above). But the Fermi surfaces for Ψ+
and Ψ− are always the same and inversion symmetric. Especially, there is perfect nesting for the
pairing instability between Ψ+ and Ψ−.
C. Action for Higgs bosons Φ
Next we turn to the sector for the Higgs bosons, and Lagrangian LΦ in (5.1), invariant under
the symmetries in Section V A. In contrast to previous critical Higgs theories for the cuprates
[35, 42–45] where the Higgs fields only carried gauge charges, here the Higgs fields also carry the
physical electromagnetic and spin rotation quantum numbers. This has the important consequence
that the Fermi surface induced Landau damping appears not in a term quadratic in the Higgs field
(as in Refs. [35, 42]), but in the quartic term in L′Φ to be discussed in Section VII.
1. DQCP1
LΦ = |(∂µ − iAµ + ia1;µ + iaαS;µτα)Φ|2 +m2Φ†Φ + λ˜(Φ†Φ)2. (5.7)
+ λ˜1(Φ
†σΦ) · (Φ†σΦ) + λ˜2(Φ†τΦ) · (Φ†τΦ) + λ˜3
∑
α,β=x,y,z
(Φ†τασβΦ) · (Φ†τασβΦ)
where Aµ is a background gauge field, introduced as a source for the global electromagnetic U(1)em
charge. There are 4 quartic terms invariant under gauge symmetries and those in Section V A,
but they are not all linearly independent of each other. We can simplify the quartic terms by
organizing them in the form (Φ†aσ1Φaσ2)(Φ
†
bσ3
Φbσ4),where a, b = +, and σ1, σ2, σ3, σ4 =↑, ↓. By
using the identities
(Φ†σΦ) · (Φ†σΦ) = (Φ†τΦ)(Φ†τΦ)
= 2(Φ†+σΦ+) · (Φ†−σΦ−) +
1
2
(Φ†Φ)2 +
1
2
(Φ†τzΦ)2∑
α,β=x,y,z
(Φ†τασβΦ) · (Φ†τασβΦ) = 2(Φ†Φ)2 − (Φ†τzΦ)2 − 4(Φ†+σΦ+) · (Φ†−σΦ−) , (5.8)
we find the Lagrangian can be written with only two independent quartic couplings λ1,2
LΦ = |(∂µ − iAµ + ia1;µ + iaαS;µτα)Φ|2 +m2Φ†Φ
+ λ(Φ†Φ)2 + λ1(Φ†τzΦ)2 + 4λ1(Φ
†
+σΦ+) · (Φ†−σΦ−) (5.9)
It is easy to notice that n = Φ†σΦ is gauge invariant and represents spin fluctuation at momentum
Q = (0, 0).
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2. DQCP2
For DQCP2, we have
LΦ =
∑
a=±
|(∂µ + iaa;µ − iAµ)Φa|2 +m2
∑
a=±
|Φa|2 + λ
∑
a=±
|Φa|4
+ λ1|Φ+|2|Φ−|2 + λ2(Φ†+σΦ+) · (Φ†−σΦ−) (5.10)
Because (Φ†aσΦa) · (Φ†aσΦa) = (Φ†aΦa)2, there are no other quartic terms with the SU(2) global
spin rotation symmetry.
The action of the symmetries in Section V A allows us to define a set of intertwined order
parameters from the Φaσ. We can organize the order parameter as Oαβ = Φ
†τασβΦ, where τα are
matrices in the gauged SU(2)S space with indices a, b, and σ
β are matrices in the global SU(2)
spin rotation space. To be gauge invariant, we need to restrict α = 0, z, but β can be any one
from 0, x, y, z.
• O00 = Φ†Φ corresponds to density fluctuation.
• Oz0 = Φ†τ zΦ = Φ†+Φ+ − Φ†−Φ− is a CDW order parameter with Q = (pi, pi).
• nAFi ∼ (−1)iSi ∼ Φ†τ zσΦ = (Φ†+σΦ+ − Φ†−σΦ−) is the Neel order parameter.
• nFMi = Φ†σΦ = (Φ†+σΦ+ + Φ†−σΦ−) is a ferromagnetic (FM) order parameter.
One can easily check that T acts as T : nAFi → −nAFi and translation acts as Tx : nAFi → −nAFi+xˆ.
Meanwhile, nFM → −nFM under time reversal T and nFM → nFM under translation.
Because several intertwined order breaking have algebraic decay at the QCP, the exact symmetry
breaking pattern at the m2 < 0 side is selected by the quartic terms. For AF order, we need λ1 < 2λ
and λ2 > 0.
3. DQCP3
For DQCP3, the physical Neel order parameter will favor ϕ+ = Φ+;↑ and ϕ− = Φ−;↓. The TxT
symmetry acts as ϕ+ → −ϕ−, ϕ− → ϕ+. The action reduces to:
LΦ =
∑
a=±
|(∂µ + iaa;µ − iAµ)ϕa|2 +m2
∑
a=±
|ϕa|2 + λ
∑
a=±
|ϕa|4 + λ1|ϕ1|2|ϕ2|2 (5.11)
The AF order parameter is now nAFz = ϕ
†
1ϕ1 + ϕ
†
2ϕ2, while the FM order parameter is n
FM
z =
ϕ†1ϕ1 − ϕ†2ϕ2. One can easily see that 〈nAFz 〉 6= 0 for both m2 > 0 and m2 < 0, indicating a
non-zero Neel order across the QCP.
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VI. CRITICAL GHOST FERMI SURFACES
This section will consider the physics of the critical Fermi surfaces for the ghost Fermion Ψ in
the DQCP theories introduced in Section V. Our approach will be to consider an effective action
for the gauge fields, and then compute the consequences of these gauge fields on the ghost fermions
near the Fermi surface. The effective action of the gauge fields will however be influenced by Higgs
sector: it has a different form depending upon whether the Higgs mass m2 = 0, as at the critical
point, or in the massive Higgs phase, m2 > 0, when the Higgs fields is not condensed.
One important consequence of the form of the gauge field action at m2 = 0 is an enhancement
of the linear-in-T specific heat of the Fermi surface. The critical fermion surface has a T ln(1/T )
specific heat because the effective mass of Ψ has a log divergence due to the gauge field [46–48].
This appears to be compatible with experimental observations [49–51].
For DQCP2, it is possible that there are parameters where there are no ghost Fermi surfaces.
In this case, the AF Metal-FL critical theory reduces to the Hertz-Millis [12, 13] theory, as we
show in Appendix C. This demonstrates the crucial role played by the ghost Fermi surfaces in the
deconfinement at the critical point.
The three theories presented in Section V are distinguished by the global spin rotation symmetry
and the gauge fields. The global spin symmetry will not play any role in the present section. So
the cases to consider are fermions coupled to (SU(2)S × U(1)1)/Z2 gauge fields, and to (U(1)S ×
U(1)1)/Z2 gauge fields. The ghost Fermi surface in DQCP1 with (SU(2)S×U(1)1)/Z2 gauge fields
is argued to be unstable to pairing at zero magnetic field in Appendix B, implying an intermediate
phase between FL and FL*. We will only consider the (U(1)S × U(1)1)/Z2 case here (as it is
relevant to the AF Metal-FL DQCP2 transition of central interest, and to the DQCP3 transition),
and describe the (SU(2)S × U(1)1)/Z2 case in Appendix B.
For the (U(1)S×U(1)1)/Z2 gauge theory, in the next two subsections we will describe conditions
under which the ghost Fermi surface from Ψ is stable at the m2 = 0 point, but is unstable to pairing
with infinitesimal m2 > 0. After the pairing 〈Ψ+Ψ−〉 6= 0, the (U(1)S × U(1)1)/Z2 gauge field is
higgsed down to U(1)S, which then confines: this leads to the appearance of the FL phase for
m2 > 0. Our analysis will based upon the renormalization group method of Ref. 48.
A. Stability of the ghost Fermi surface at m = 0
We analyze the stability of the QCP at m = 0. In this case, after a renormalization of the gauge
field Lagrangian from polarization corrections from the fermions Ψ and bosons Φ, we obtain [48]:
La =
1
2
(
1
e2c;0
q2 +
1
e2c
|q|+ κ0 |ω||q|
)
|a1(ω,q)|2 + 1
2
(
1
e2s;0
q2 +
1
e2s
|q|+ κ0 |ω|
q
)
|aS(ω,q)|2 (6.1)
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Here the |ω|/|q| terms are from Landau damping from the Ψ Fermi surfaces, and ec;0 and es;0
are bare charges for Maxwell terms, which should depend on UV physics. We will always assume
es;0 > ec;0. The |q| terms arise from the critical fluctuations of the Higgs boson [48]. We will
assume in this subsection that
e2c = e
2
s =
1
σbυb
, (6.2)
where σb is the universal conductivity of the Higgs boson at the QCP and υb is the velocity of
the Higgs boson. The equality of the couplings in (6.2) relies on the equality of the Higgs boson
conductivities associated with the U(1)S and U(1)1 symmetries, and this is further discussed in
Section VII A below. For DQCP3, the equality is immediate. For DQCP2, the equality depends
upon the unknown fate of the quartic couplings λ1,2 in (5.10) at the fixed point. If the fixed point
of DQCP2 has a possible O(8) symmetry (associated with the 8 real components of Φ, and the
O(8) symmetry of the kinetic terms), then the equality (6.2) follows. We show in Section VII A
that any differences between the conductivities for DQCP2 arise only at order λ31,2. From studies
of the XY model, it is clear that such contributions are extremely small: in this case, the known
conductivity [52–54] differs from the λ0 term by only 10%.
Here we will show that the ghost Fermi surface can be stable even if es;0 > ec;0, provided there is
a bare repulsive interaction between the fermions. The main point is that the bare Maxwell term
is irrelevant at the critical point because the dominant kinetic energy for the gauge field ∼ |q| is
from the Higgs boson.
The leading contribution in BCS channel for ghost Fermi surface Ψ is from exchange of one
photon. Generically, it is in the form
SBCS =
∫
d2kidωiΨ
†
a(k1)Ψ
†
b(−k1)Ψd(−k2)Ψc(k2)Vabδacδbd F (k1 − k2) (6.3)
where F (q = k1− k2) arises from the propagator of the photons. The δacδbd factor is from the fact
that the U(1)1 and U(1)S interactions are diagonal in the (Ψ+,Ψ−) basis. For a1, we have V11 = 1,
V12 = 1. For aS, we have V11 = 1 and V12 = −1. This implies, as noted above, that aS mediates
attractive interaction between Ψ+ and Ψ−, while a1 mediates repulsive interaction between Ψ+
and Ψ−. The final sign of the interaction between Ψ+ and Ψ− depends on the competition between
a1 and aS.
We define dimensionless BCS interaction constant
V˜m =
kF
2piυF
Vm (6.4)
where m is the angular momentum for the corresponding pairing channel. By integrating photon
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in the intermediate energy, we obtain [48]
δV˜m =
kF
2piυF
υ2F
∫
dθ
2pi
(
e−imθ
|kF θ|2/e2c;0 + |kF θ|/e2c
− e
−imθ
|kF θ|2/e2s;0 + |kF θ|/e2s
)
=
υF
4pi2
2
∫ Λ
Λe−δ`/2
dqy
(
1
|qy|2/e2c;0 + |qy|/e2c
− 1|qy|2/e2s;0 + |qy|/e2s
)
= (αc − αs)δ`−
(
αce
2
c
e2c;0
− αse
2
s
e2s;0
)
Λδ` (6.5)
where we have defined
αc =
e2cυF
4pi2
, αs =
e2sυF
4pi2
. (6.6)
We have also assumed that e2cΛ/e
2
c;0  1 and e2sΛ/e2s;0  1.
In Appendix A we find RG flow for αc and αs at the QCP:
dαc
d`
= −αc(αc + αs)
dαs
d`
= −αs(αc + αs) (6.7)
Because we expect αc(` = 0) = αs(` = 0) =
υF
4pi2σbυb
, we thus have αc = αs at any RG time.
Next, let us consider the difference between the U(1)1 and U(1)S sectors by defining the coupling
r =
(
αce
2
c
e2c;0
− αse
2
s
e2s;0
)
Λ .. (6.8)
As shown in Appendix A, ec and es do not flow, while the flows of αc and αs are only marginal
[47, 48]. The couplings 1/e2c;0 and 1/e
2
s;0 terms are irrelevant from the naive scaling, and so we
have
dr
d`
= −r . (6.9)
This RG equation should be combined with the flow of the BCS interaction obtained from (6.5),
after setting αc = αs
dV
d`
= −r − V 2 . (6.10)
Fig. 4 shows the RG flow of (6.9) and (6.10). There are two fixed points depending on the initial
values. If the the initial value is in the left side of the red line, (r, V ) flows to (0, 0) and stops.
This is a fixed point for the DQCP. If the initial value is in the right side of the red line, (r, V )
will flow close to (0, 0) but eventually escapes to (0,−∞). We will focus on the fixed point (0, 0)
for DQCP2 and DQCP3.
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FIG. 4. RG flow in r, V parameter space at m = 0. There are two fixed points: (r, V ) = (0, 0) and
(r, V ) = (0,−∞).
B. Instability of the ghost Fermi surface at m2 > 0
In the previous subsection, we found a stable critical fhost Fermi surface described by the fixed
point at (r, V ) = (0, 0). The goal here is to show that this ghost Fermi surface becomes unstable
to pairing immediately when we have m2 > 0. As before we always assume e2s;0 > e
2
c;0.
When m2 > 0, the gauge field action is
La =
1
2
(
1
e2c;0
q2 + Πb(ω,q) + κ0
|ω|
|q|
)
|a1(ω,q)|2 + 1
2
(
1
es;0
q2 + Πb(ω,q) + κ0
|ω|
|q|
)
|aS(ω,q)|2
(6.11)
where Πb(ω = 0, q) = |q|2/(24pim) when υb|q| < m, is the Higgs boson polarizability. Let us
calculate the RG flow of the BCS interaction Vs in the singlet channel. We will set a cutoff
Λ = m/υb for |q|. This means we first integrate out the boson field and the gauge field with
|q| > m/υb. Then we start the RG flow from the scale m. Thus we can use the following action
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for the gauge field:
La =
1
2
(
1
αc
q2 + κ0
|ω|
|q|
)
|a1(ω,q)|2 + 1
2
(
1
αs
q2 + κ0
|ω|
|q|
)
|aS(ω,q)|2 (6.12)
where
1
e2c
=
1
e2c;0
+
1
24pim
,
1
e2s
=
1
e2s;0
+
1
24pim
. (6.13)
As shown in Appendix A, the RG flow is
dV
d`
= −(αs − αc)− V 2 (6.14)
We also have the RG flow of αs and αc (modified from (6.7))
dαc
d`
=

2
αc − (αc + αs)αc
dαs
d`
=

2
αs − (αc + αs)αs (6.15)
where  = 1.
There is a fixed line αc + αs = /2. At the m → 0 limit, it is easy to find that αs(` =
0) − αc(` = 0) ∼ m2(e2s;0 − e2c;0)/(e2s;0e2c;0) > 0. It is also easy to verify that d(αsαc )/d` = 0. So we
expect αs
αc
> 1 at any RG time. Then, for any V0, V (`) will flow to −∞ at `∗, suggesting a pairing
scale ∆ ∼ me−`∗ . We find ∆ ∼ m exp (−pi/√αs − αc) ∼ m exp
(
−ec;0es;0/m
√
(e2s;0 − e2c;0)
)
. With
the bare value es;0 > ec;0, we therefore find that the ghost Fermi surface is not stable to pairing
even for infinitesimal small m2 > 0, although the pairing scale is exponentially suppressed by a
factor m exp (−a/m) as m→ 0.
C. Phase diagram
Based on the RG flow above, we can sketch a phase diagram as shown in Fig. 5. Depending
on aparameter g(r, V ), we can have either a direct deconfined quantum critical point or an inter-
mediate superconductor phase. Even in the later case, the higher temperature region may still be
controlled by the DQCP.
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FIG. 5. A sketch of phase diagram determined by m and g, where g is a function of r, V . (a) There can
be a single direct transition or there can be an intermediate superconducting phases. (b) A direct phase
transition tuned by parameter p. The dashed line inside the FL indicates the exponentially small scale
for the pairing of the ghost Fermi surface close to pc. (c) There is an intermediate superconductor phase
sandwiched betwee n AF Metal and FL.
VII. HIGGS BOSON FLUCTUATIONS
This section will further discuss the Higgs boson sector for the three DQCPs. We already
presented the Lagrangians LΦ in Section V C.
First, we note that because of the |ω|/|q| term in the Lagrangians of the gauge fields in (6.1,6.12),
the couplings between the Higgs boson and the gauge fields are irrelevant [40, 41, 46]. This is
because of the scaling dimension [ω] = [q] = 1 in the Higgs boson sector, and thus |ω|/|q| has the
same scaling dimension as a Higgs mass term m2. Therefore, we can drop the gauge fields in the
action of the Higgs boson, and the gauge symmetries now become global symmetries for the Higgs
boson Φ.
We will now comment on the additional terms in (5.1), arising from a direct coupling between
the Higgs boson and fermion sectors.
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For DQCP1 and DQCP2, there can be couplings like:
LΦC + LΦΨ = g
′
β(Φ
†σβΦ)(C†σβC) + gαβ(Φ†τασβΦ)(Ψ†τασβΨ) (7.1)
The bilinear Oαβ = Φ
†τασβΦ, with α, β = 0, x, y, z, was related to various order parameters in
Section V C; here, integration of fermion C or Ψ will provide a damping term
L′Φ =
gαβ
υF
|ω|
|q|κ |Oαβ(ω,q)|
2 , (7.2)
where κ = 0, 1 depending upon whether the order parameter is at zero or finite crystal momentum.
Terms of this type have been studied elsewhere [40, 41, 43, 45, 55–59], and we leave their analysis
to future work. It is expected that they are relevant, and could significantly modify the critical
properties.
For DQCP3, we start from (5.11), and the fixed point of two decoupled XY transition at
λ1 = 0. Then [λ1] = 2/ν − 3 = −0.0225 is irrelevant. The term L′Φ = (|ω|/|q|)|O(ω,q)|2 with
O =
∑
a=± ϕ
†
aϕa has the same scaling dimension as λ1, and is irrelevant. We conclude that the
Higgs boson sector for DQCP3 is described by a fixed point of two decoupled XY theories.
A. Universal conductivity
In this subsection, we comment on the conductivity of the Higgs boson, which is important
because it enters the action of the gauge field in Section VI. For simplicity, let us organize the
terms in the effective action for the gauge field as:
L′Φ[a] = Π+|a+(q)|2 + Π−|a−(q)|2 + Π+−
(
a+(q)a−(−q) + a−(q)a+(−q)
)
(7.3)
where the gauge fields a± were introduced above (5.6); we view aa with a = ± as a probe gauge
field coupling to Φa.
Because translation symmetry Tx exchanges Φ+ and Φ− and thus it also exchanges a+ and
a−, we must have Π+(q) = Π−(q). The crucial question is what Π+−(q) is. For the DQCP3,
Π+−(q) = 0 because the two flavors are decoupled.
Next we argue that the Π+− term is zero for DQCP1 and DQCP2 in perturbation theory up
to second order of λ1, λ2 in (5.10). We can divide the interaction between the two flavors to two
categories: (I) Φ†+;σ1Φ+;σ1Φ
†
−;σ2Φ−;σ2 where σ1, σ2 =↑, ↓ . (II) Φ†+;σΦ+;σ¯Φ†−;σ¯Φ−;σ, where σ¯ is the
opposite spin of σ. The global SU(2) spin rotation forbids other terms.
We note that there are two different charge conjugation symmetry Ca, which acts on each flavor
separately. First, Ca : Φa(x)→ Φ†a(x) is a symmetry for the type I interaction. The second charge
conjugation symmetry, C˜a : Φa(x)→ σxΦ†(x) is a symmetry for the type II interaction. If there is
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FIG. 6. Second order diagrams for Π+−(q). The wave line denotes the inter-flavor four fermion interaction.
For each diagram, the left triangle is for Φ+ and the right triangle is for Φ−. The two vertexes are
associated with a factor k1;xk2;x in first diagram and −k1;xk2;x in the second diagram. Thus the two
diagrams cancel each other as long as we have Gσ1(k) = Gσ2(−k).
only type I interaction, then we can apply symmetry C−, which also maps a−(q)→ −a−(q). This
symmetry fixes Π+−(q) = 0. Similarly if we only have type II interaction, C˜− fixes Π+−(q) = 0.
It is not clear whether both types of interaction exist at the final critical point, but even if they
coexist, Π+−(q) = 0 up to the second order perturbation. The first order diagram always vanishes
and the second-order diagram is listed in Fig. 6. Fortunately, in each diagram, only one type of
interaction is involved. Hence the charge conjugation symmetry C− or C˜− reverse the propagator
of Φ− and guarantees the net result is zero.
At the third order, there is diagram involving both types of interaction, for example shown in
Fig. 7. The diagram is generically not zero, but is expected to be small because it is at order
O(λ32).
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FIG. 7. A third order diagram for Π+−(q). The two diagrams do not cancel because λσσ;σ¯σ¯ 6= λσ¯σ¯;σ¯σ¯,
arising from the λ2(Φ
†σΦ) · (Φ†σΦ) term.
VIII. PROPERTY OF THE PHYSICAL FERMI SURFACE
In Sections VI and VII, we focused on the ghost Fermi surface and the Higgs boson respectively.
Here we comment on the property of the physical Fermi surface formed by electron C, with
an emphasis on possible non-Fermi liquid behavior. While the ghost Fermi surface dominates
thermal properties, including the specific heat, as noted earlier, it is invisible to spin, charge, and
photoemission probes. The charge transport will be dominated by the physical Fermi surface and
it is interesting to study whether the physical Fermi surface will become non-Fermi-liquid at the
critical region. We will focus on DQCP2.
There are two main effects on the physical Fermi surface: (i) the Yukawa coupling g
∑
a=±(C
†Φa)Ψa;
(ii) the coupling to the order parameter: g0
∑
i(C
†C)(Φ†Φ) + gs
∑
i(−1)i(C†σC) · (Φ†τzσΦ) +
g′s
∑
i(C
†σC) · (Φ†σΦ).
The effect of the Yukawa coupling g depends on the Fermiology at the QCP. If the Fermi surfaces
of C and Ψ do not touch each other, this coupling is irrelevant.
The coupling gOC
†CO will depend on the scaling dimension of the composite order parameter
O. The propagator of O will be (ω2 + |q|2)α2 |O(ω,q)|2. If α < 1, the coupling to the order
parameter is irrelevant. If α > 1, the order parameter fluctuation can lead to non-Fermi-liquid for
the physical Fermi surface [60].
IX. CONCLUSIONS
In this paper, and in our earlier work [23], we have shown that ancilla qubits are a powerful tool
in resolving many long-standing issues in the theory of quantum phase transitions of correlated
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metals. When studying phase transitions between states with distinct Fermi surfaces, and more so
in cases where the Fermi surfaces carry distinct gauge charges, past approaches invariably made a
choice of one set of Fermi surfaces about which to analyze fluctuations; this usually led to difficulties
in describing ‘the order side’ of the phase transition, where the emergence of a new set of fermions
was required from non-perturbative effects. The ancilla approach is more democratic, and allows
one to treat both sets of Fermi surfaces within the same framework, and within perturbation
theory. And subtle constraints on the relationship between Fermi surface volume [24, 25] and the
bulk topological order become much easier to implement on both sides of the transition.
We have presented here a set of deconfined critical theories for the phase transitions in Fig. 2,
labeled DQCP1, DQCP2, DQCP3. The matter fields of these theories are:
• Higgs fields, Φ, carrying fundamental charges of emergent gauge fields, along with unit
physical electromagnetic charge, S = 1/2 under global spin rotations, and transformations
under lattice and time-reversal symmetries.
• Ghost fermions, Ψ, which carry neither spin nor charge, and so are detectable only in energy
probes.
• Fermi surface of the underlying electrons, C, which are not fractionalized in any stage of the
theory.
The gauge sector had (SU(2)S×U(1)1)/Z2 gauge fields for DQCP1, and (U(1)S×U(1)1)/Z2 gauge
fields for DQCP2 and DQCP3. (We contrast to other recent works for optimal doping criticality
[35, 42–45], which had only a SU(2)S gauge field, and Higgs fields that were neutral under physical
electromagnetism and spin.)
We also discussed some observable consequences of these DQCPs. They allow for a jump in
the size of the Fermi surfaces, and a correspondingly discontinuous Hall effect. Photoemission
experiments detect only the C Fermi surfaces, and these could have marginal Fermi liquid-like
spectra, as discussed in Section VIII. The ghost fermions are detectable only in thermal probes,
and lead to a T ln(1/T ) specific heat at the DQCP, from a mechanism similar to that in Ref. 46.
In the presence of disorder, the AF order near the DQCP could be replaced by glassy magnetic
order. These are all phenomenologically very attractive features [50, 61–63]. We speculate that the
ghost fermions also play a significant role in the anomalous thermal Hall effect observed recently
[64, 65].
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Appendix A: RG flow of the ghost Fermi surface coupled to a U(1)× U(1) gauge field
At the QCP, the Higgs boson decouples, and we only need to consider the coupling between
the ghost Fermi surface and the U(1)S × U(1)1 gauge field. We consider the action
S = Sa + SΨ (A1)
with
Sa =
1
2
∫
dωd2q
(2pi)3
[(
1
e2c
|qy|1+ + κ0 |ω||qy|
)
|ac(ω,q)|2 +
(
1
e2s
|qy|1+ + κ0 |ω||qy|
)
|as(ω,q)|2
]
(A2)
and
Sψ =
∫
dωd2k
(2pi)3
Ψ†(iω − υFkx − κk2y)Ψ
+ υF
∫
d3q
(2pi)3
∫
dωd2k
(2pi)3
Ψ†(k + q)(a1(q) + aS(q)τ z)Ψ(k) (A3)
At the QCP, we have  = 0. When the Higgs boson mass is large, we have  = 1 We have scaling
[ky] =
1
2
, [kx] = 1, [ω] = 1,[Ψ] = −74 , [a] = [α] = −32 , [e2c ] = [e2s] = 2 , [υF ] = 0. Actually the only
meaningful coupling is αc =
e2cυF
4pi2
and αs =
e2sυF
4pi2
. From the naive scaling we get [αc] = [αs] =

2
.
At  = 0 the coupling is marginal and there is hope to do controlled calculation.
Next we perform a renormalization group analysis using  expansion. It is useful to introduce
the redefinition:
Ψ0 = Z
1/2Ψ
υ0F = ZυF υF
e0c = µ

4 ecZec
e0s = µ

4 esZes
a0c = Zacac
a0s = Zasas (A4)
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and then we can rewrite the original action as
S =
1
2
∫
dωd2q
(2pi)3
[(
Z2ac
µ

2Z2ece
2
c
|qy|1+ + Z2acκ0
|ω|
|qy|
)
|ac(ω,q)|2
+
∑
a=1,2,3
(
Z2as
µ

2Z2ese
2
s
|qy|1+ + Z2asκ0
|ω|
|qy|
)
|αas(ω,q)|2
]
+
∫
dωd2k
(2pi)3
Ψ†(iZω − ZZυF υFkx − ZZυFκk2y)Ψ
+ υFZZυF
∫
d3q
(2pi)3
∫
dωd2k
(2pi)3
Ψ†(k + q)(Zaca1(q) + ZasaS(q)τ
z)Ψ(k) (A5)
From the Ward identity, we expect Zac = 1 and Zas = 1. Hence the fermion-gauge field vertex
correction should be purely from ZZυF . As we will see, ZZυF = 1, implying that there is no vertex
correction. When  < 1, we expect Zec = Zes = 1 because the non-analytic form |qy|1+ can not
be renormalized. Therefore the only important renormalization is from Z = Z−1υF .
The fermion self-energy at one-loop order is
Σ(iω) = − e
2
cυ
2
F
(2pi)3
∫
dq0d
2q
1
|qy|1+ + κ0e2c |q0||qy |
1
iω + iq0 − υF (kx + qx) + κ(ky + qy)2
+
e2sυ
2
F
(2pi)3
∫
dq0d
2q
1
|qy|1+ + κ0e2s |q0||qy |
1
iω + iq0 − υF (kx + qx) + κ(ky + qy)2
=
αc
2
∫
dq0dqy
i sign(ω + q0)
|qy|1+ + κ0e2c |q0||qy |
+
αs
2
∫
dq0dqy
i sign(ω + q0)
|qy|1+ + κ0e2s |q0||qy |
= (αc + αs)
1

∫
dq0i sign(ω + q0) + ...
= 2(αc + αs)iω
1

(A6)
In the above we only keep the divergent part O(1/). To cancel the divergent part, we need
Z = Z−1υF = 1− 2(αc + αs)
1

(A7)
Next, we show explicitly that the vertex correction vanishes [47]. For simplicity we use a1 as
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an illustration. We have
δΓc(p0, px, py) =
∫
dq3
2pi
1
iq0 − υF qx − κ0q2y
1
iq0 + ip0 − υF (qx + px)− κ0(qy + py)2×(
αcυF
|qy|1+ + κ0e2c |q0||qy |
+
αsυF
|qy|1+ + κ0e2s |q0||qy |
)
= i sign(p0)
∫
dqy
∫ |p0|
0
dq0
(
αc
|qy|1+ + κ0e2c |q0||qy |
+
αs
|qy|1+ + κ0e2s |q0||qy |
)
×
1
ip0 − υFpx − 2κ0pyqy − κ0p2y
(A8)
where (p0, px, py) is the external momentum of the photon at the vertex. We assume that the
(ω, kx, ky) = (0, 0, 0) for one external fermion. In the first step we integrate qx and get a factor
sign(p0 + q0)− sign(q0), which is equal to 2 for q0 ∈ [−p0, 0] and zero elsewhere. It is easy to find
that δΓc(p0, px, py) = 0 in the p0 = 0, but px, py finite limit. Thus we conclude that there is no
vertex correction. The same conclusion holds for the vertex corresponding to aS.
Finally, we can get the beta function β(αc) = −dαc/d log µ and β(αs) = −dαs/d log µ (note, this
is the negative of the usual definition) from the relation α0c = µ

2αZ2ecZυF and α
0
s = µ

2αZ2esZυF .
We have equations:
0 = − 
2
+
1
αc
β(αc) +
2
Zec
(
∂Zec
∂αc
β(αc) +
∂Zec
∂αs
β(αs)
)
+
1
ZυF
(
∂ZυF
∂αc
β(αc) +
∂ZυF
∂αs
β(αs)
)
0 = − 
2
+
1
αs
β(αs) +
2
Zes
(
∂Zes
∂αc
β(αc) +
∂Zes
∂αs
β(αs)
)
+
1
ZυF
(
∂ZυF
∂αc
β(αc) +
∂ZυF
∂αs
β(αs)
)
(A9)
The above equations can be written as:[
1
αc
+
2
+ 2(αc + αs)
]
β(αc) +
2
+ 2(αc + αs)
β(αs) =

2
2
+ 2(αc + αs)
β(αc) +
[
1
αs
+
2
+ 2(αc + αs)
]
β(αs) =

2
(A10)
The solution is
β(αc) =

2
αc − αc(αc + αs)
β(αs) =

2
αs − αs(αc + αs) (A11)
At the QCP, we expect αc(` = 0) = αs(` = 0) = 1/σb. Here ` = − log µ is the time of the RG flow.
Then according to the above RG flow, αc = αs will remain true for any `. In the `→∞ limit we
reach the fixed point αc = αs = 0. As usual the fermion self energy has a log correction iω logω
and the specific heat C/T from the ghost fermion also has a log T correction.
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Appendix B: Pairing instability for the FL*-FL transition with U(2) gauge theory
We can easily generalize the calculation in Appendix A for the U(1)S × U(1)1 gauge theory of
DQCP2 and DQCP3 to the SU(2)S×U(1)1 theory for DQCP1 of the FL*-FL transition. The main
change is that the aS gauge field now has 3 components a
α
S, α = x, y, z. This has the consequence
that the fermion self energy in (A6) is modified to
Σ(iω) = − e
2
cυ
2
F
(2pi)3
∫
dq0d
2q
1
|qy|1+ + κ0e2c |q0||qy |
1
iω + iq0 − υF (kx + qx) + κ(ky + qy)2
+
3e2sυ
2
F
(2pi)3
∫
dq0d
2q
1
|qy|1+ + κ0e2s |q0||qy |
1
iω + iq0 − υF (kx + qx) + κ(ky + qy)2
=
αc
2
∫
dq0dqy
i sign(ω + q0)
|qy|1+ + κ0e2c |q0||qy |
+
3αs
2
∫
dq0dqy
i sign(ω + q0)
|qy|1+ + κ0e2s |q0||qy |
= (αc + 3αs)
1

∫
dq0i sign(ω + q0) + ...
= 2(αc + 3αs)iω
1

(B1)
In the above, an additional factor of 3 before αs is needed because we sum over the three compo-
nents aαS. In the fourth line we only keep the divergent part O(
1

). So the renormalization factors
in (A7) are replaced by
Z = Z−1υF = 1− 2(αc + 3αs)
1

. (B2)
Following the procedure in Appendix A, we now obtain the β functions replacing (A11)
β(αc) =

2
αc − αc(αc + 3αs)
β(αs) =

2
αs − αs(αc + 3αs) . (B3)
At the QCP, at one-loop order in the Higgs boson fluctuations αc(` = 0) = αs(` = 0) = 1/σb.
However, we don’t expect this equality to be obeyed at higher loops, because the SU(2)S and
U(1)1 sectors will behave differently. Nevertheless, it is easy to check from (B3) that αc/αs = r
does not flow with `.
Then according to the above RG flow, αc = αs will remain true for any `.
33
1. Pairing instability
The leading contribution to interaction in BCS channel for ghost Fermi surface Ψ is from
exchange of one photon or gluon. Generically, it is in the form:
SBCS =
∫
d2kidωiψ
†
a(k1)ψ
†
b(−k1)ψd(−k2)ψc(k2)
[
Va(δacδbd + δadδbc) + Vs(δacδbd − δadδbc)
]
F (k1 − k2)
(B4)
Here Va is the pairing with odd angular momentum and Vs is the pairing with even angular
momentum. F (q = k1 − k2) is coming from the integration of the propagator of the photon or
gluon.
Next, we decide the contribution from the U(1) gauge field a1 and SU(2) gauge field aS. The
contribution is proportional to
∑
α t
α
act
α
bd, where t
α are the corresponding generators. For the U(1)
gauge field, we just have t = I and
∑
α t
α
act
α
bd = δacδbd. Thus we can get Va = Vs =
1
2
. For the
SU(2) gauge field, one finds that Va =
1
2
and Vs = −32 . If we sum up the contributions from a1
and aS, Va is always positive, but Vs can be negative.
So we obtain the following flow equation in the even angular momentum sector
dVs
d`
=
1
2
αc − 3
2
αs − V 2s (B5)
Using the ` independence of r = αc(`)/αs(`), at the quantum-critical point ( = 0) the RG flow
equations become
dVs
d`
= −(3− r)
2
αs − V 2s
dαs
d`
= −(3 + r)α2s (B6)
There is a fixed point (α, Vs) = (0, 0). The stability of this fixed point now depends upon whether
3 − r is negative or positive [27, 48]. The value of r depends upon the ratio of the SU(2)S and
U(1)1 conductivities of critical boson theory. At one loop, the conductivities are equal, and so
r = 1. For the XY model, it is known that the exact conductivity is only about 10% smaller than
the one loop result [52, 53]. So it is highly unlikely that r > 3 (in which case there is a regime
where the fixed point, and the critical Fermi surface, is stable). We therefore consider the case
r < 3 in more detail, where we show that this fixed point is unstable to infinitesimal α. First, we
have the solution for α:
αs(`) =
1
1/α0 + (3 + r)`
(B7)
Then we assume ((3 − r)/2)αs(` = 0) = α0  1, then in the range `  1/(α0), we can use the
following equation:
dVs
d`
= −α0 − V 2s (B8)
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with the solution Vs(`) = −√α0 tan(√α0`−C). Even for Vs(` = 0) = +∞, Vs(`) will flow to −∞
before `∗ = pi/
√
α0  1/α0, which justifies the assumption to use α(`) = α0 in the α0  1 limit.
The pairing scale is ∆ ∼ Λe−pi/√α0 .
The DQCP can be stabilized by adding magnetic field B. Because of the large diamagnetism
of the Higgs boson Φ, which couples to both A and a1. It is favored to lock the internal flux to
the external magnetic field: da1 = B. As a result, the ghost Fermi surface Ψ also feels an effective
magnetic field and the superconducting instability can be suppressed. Above a critical magnetic
field Bc, we expect to see a direct transition between the FL* and FL. Of course in this case the
ghost Fermi surface should also survive for a while after the transition.
Appendix C: Relation to Hertz-Millis theory
Here we want to comment on the relation between DQCP2 and the conventional Hertz-Millis
theory [12, 13]. In principle the two phases separated by these two QCPs are the same. The
DQCP2 provides an example of a beyond Landau theory for a Landau allowed phase transition.
In our theory, the DQCP2 is actually a critical line specified by a parameter M1, which controls
the size of the ghost Fermi surface. If we increase M1 > M1;c, the ghost Fermi surface size becomes
zero. In this case, we now show that our DQCP2 will reduce to the conventional Hertz-Millis
theory.
When M1 > M1;c, Ψ is gapped out by the M1 term. Then Φ+ and Φ− are two CP1 QED
theories, which are equivalent to two 3D O(3) theories if there are no crossing terms between Φ+
and Φ−. Because of the monopole operator, Φ is confined and the critical theory should be formed
by gauge invariant operator. By defining n+ = Φ
†
+σΦ+ and n− = Φ
†
−σΦ−, we can use (5.10) to
write the Lagrangian as:
Ln = |∂µnc|2 +m2c |nc|2 + |∂µns|2 +m2s|ns|2
+ λc|nc|4 + λs|ns|4 + λ1|nc|2|ns|2 + λ2|nc · ns|2 + L′Φ (C1)
where nc = n+ + n− and ns = n+ − n−. The damping term L′Φ is as in (7.2). The translation
Tx transforms as n1 ↔ n2 and thus nc → nc and ns → −ns. As a result there is no term like
nc · ns. Physically we can view nc as FM order parameter and ns as AF order parameter.
In principle nc and ns can be disordered at different couplings. For example, we can have a
critical point where m2s goes to zero while m
2
c > 0. This is just the conventional Hertz-Millis theory
for an antiferromagnetic critical point. One can also add the CDW order parameter Φ†τzΦ to the
critical theory. The point is that only one order parameter can condense now without fine tuning.
Thus the DQCP2 will be reduced to the conventional symmetry breaking transition corresponding
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to AF, FM or CDW order.
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