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Abstract
In this note we establish sharp weak type Hardy spaces estimates for maximal operators of Riesz means
associated with convex polygons in R2.
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1. Introduction
We suppose that P is a star-shaped domain in R2 with the origin in its interior. We define a
distance function ρ as
ρ(ξ) = inf{t | tξ /∈ P}.
In this paper we shall consider the case where P is a convex polygon. We are interested in a
family of operators T δ defined by
T̂ δ f (ξ) =
(
1 − (ρ(ξ)/)2)δ+f̂ (ξ)
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T δ∗ f (x) = sup
>0
∣∣T δ f (x)∣∣.
When P is a unit circle centered at the origin, T δ f is the Bochner–Riesz mean of f . This
case was considered by Stein, Taibleson, and Weiss in [7]. They established sharp Hp → Lp,∞
(0 <p < 1) estimates for the maximal operators. In this case the critical index δB−R(p) is equal
to 2(1/p − 1/2) − 1/2. Oswald considered the case where P is a unit square centered at the
origin in [3,4]. He proved sharp weak type Hardy space estimates with critical index δM−R(p) =
2(1/p − 1) and 1/2 < p < 1 or p = 1/2 and δ > δM−R . His results in [4] actually include
arbitrary dimension case. It is worthy of noticing that there is restriction on p. This distinguishes
Marcinkiewicz–Riesz means from Bochner–Riesz means. This type of restriction on p has been
occurred in [1,2]. In [1] it was observed that this restriction is due to the singularities in the
interior of the unit disc {ξ : ρ(ξ)  1}. Actually if P is a square, then the regularity of the
multiplier breaks down along line segments connecting the origin and the vertices of the rectangle
so the increase of the power δ does not linearly improve the differentiability of the multiplier.
It actually stop improving the regularity after a certain power, which causes the restriction of
the range of p. Since a convex polygon has the same geometric feature, it is highly likely the
operators associated with convex polygons share the similar property. The method developed by
Oswald is not applicable to this situation because he used the symmetry of the multiplier to make
use of special functions. Since we do not expect any type of symmetry for a convex polygon,
we have to develop a new method to tackle this problem for general convex polygons. Riesz
mean associated with polygon was considered by Podkorytov in [5]. He proved that when δ > 0
the kernel function of the operator is integrable, which implies that the operator is bounded on
Lp when p  1 and δ > 0. However since he only considered the case p  1, the interesting
phenomena mentioned above were not observed in this general setting. The purpose of this paper
is to establish weak type Hardy space estimates for the maximal operators T δ∗ . By using the
maximality of T δ∗ and the homogeneity of ρ we may assume that int(P) contains the unit disc
centered at the origin. In this paper we shall prove:
Theorem 1. Let P be a convex polygon in R2 containing the origin in its interior. If 1/2 <p < 1
and δ = 2(1/p − 1) or p = 1/2 and δ > 2(1/p − 1), then T δ∗ maps Hp(R2) boundedly into
weak-Lp(R2), that is,∣∣{x ∈R2: T δ∗ f (x) > α}∣∣ Cα−p‖f ‖pHp(R2),
where the constant C does not depend on α or f , and |B| denotes the Lebesgue measure of B .
Theorem 2. Let P be a convex polygon in R2 containing the origin in its interior. 1/2 < p < 1
and δ > 2(1/p − 1) if and only if T δ∗ is bounded from Hp(R2) to Lp(R2), that is,∥∥T δ∗ f ∥∥Lp  C‖f ‖Hp .
Remark 1. (1) When δ > 0, Proposition 1 below implies that the kernel function is integrable so
in this case T δ∗ is bounded on Lp for 1 p ∞.
(2) When p = 1 and δ = 0, the operator is not bounded on L1 but it can be proved that it is
bounded from H 1 to L1, where H 1 is the product Hardy space.prod prod
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A ≈ B if cB ACB for some constants c,C > 0.
In Section 2, we shall obtain sharp estimates for the decay of kernel. We use the geometry of
the multiplier to perform suitable decomposition of the multiplier. In Section 3, we shall prove
that our result is sharp by constructing a function in Hp .
2. Kernel estimates
2.1. Initial decomposition
We set
m(ξ) =
(
1 − (ρ(ξ)/)2)δ+.
The operator defined by the multiplier can be written as the convolution with a kernel function,
that is,
T δ f (x) = K ∗ f (x),
where K = F−1[m]. In view of homogeneity of ρ and property of the Fourier transform, the
kernel K enjoys the following identity:
K(x1, x2) = 2K1(x1, x2). (1)
The proofs of the theorems are based on decay estimates of the kernel K and due to the above
dilation property of the kernel function K we may consider the case where  = 1. For the sake
of notational convenience we set K = K1 and m = m1.
In this subsection we perform initial decompositions of the multiplier m. We first make use
of two smooth cut-off functions supported near the origin and the boundary of the unit ball
associated with the distance function ρ, respectively, to decompose the multiplier into two parts.
More precisely, we let ϕ1 ∈ C∞0 (R2) be supported in B(0,1) with ϕ1(ξ) = 1 for ξ ∈ B(0,1/2).
We decompose the multiplier m as
m(ξ) = m(ξ)ϕ1(ξ)+m(ξ)
(
1 − ϕ1(ξ)
)
= m(ξ)ϕ1(ξ)+m(ξ)ϕ2(ξ)
= m◦(ξ)+m∂(ξ).
We set K◦ =F−1[m◦] and K∂ =F−1[m∂ ]. We then have K = K◦ +K∂ .
Now we angularly decompose m◦ and m∂ . To do this we need notations.
Definition 1.
(1) For 0 θ1, θ2 < 2π , (cos θ1, sin θ1) ≺ (cos θ2, sin θ2) if and only if θ1 < θ2.
(2) For w = (w1,w2) ∈R2 \ {0}, we define w˜ = (w˜1, w˜2) = w/|w|.
Let V [P] be the set of vertices of P and we write
V [P] = {vi}Ni=1 and vi = (v1,i , v2,i ).
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{vi, vi+1,0} when i = 1, . . . ,N − 1 and {vN, v1,0} when i = N . Let ai , bi (i = 1, . . . ,N ) be
unit vectors satisfying
v˜i ≺ ai ≺ bi ≺ v˜i+1
when i = 1, . . . ,N − 1 and
v˜N ≺ aN ≺ bN .
For unit vectors u and w, we define seg(u,w) as a segment in S1 from u to w counterclock-
wise. Let ηi be smooth functions in S1 supported in seg(ai, bi+1) when i = 1, . . . ,N − 1 and in
seg(aN , b1) when i = N satisfying
N∑
i=1
ηi ≡ 1 on S1.
Now we decompose m as
m(ξ) = m◦(ξ)+m∂(ξ)
=
N∑
i=1
m◦(ξ)ηi
(
ξ/|ξ |)+ N∑
i=1
m∂(ξ)ηi
(
ξ/|ξ |)
=
N∑
i=1
m◦i (ξ)+
N∑
i=1
m∂i (ξ).
We set K◦i =F−1[m◦i ] and K∂i =F−1[m∂i ] and let αiξ1 + βiξ2 = 1 (i = 1, . . . ,N ) be equations
of edges of P whose end points are vi and vi+1 when i = 1, . . . ,N − 1 and vN and v1 when
i = N . We set
i(ξ) = αiξ1 + βiξ2,
and
A =
(
αi βi
αi+1 βi+1
)
,
li,1(x) = 1detA(βi+1x1 − αi+1x2),
and
li,2(x) = 1detA(−βix1 + αix2).
Then for x = (x1, x2) and ξ = (ξ1, ξ2)
〈x, ξ 〉 = 〈x,A−1Aξ 〉= 〈(A−1)t x,Aξ 〉= li,1(x)i(ξ)+ li,2(x)i+1(ξ).
The next subsection is devoted to establishing the following decay estimates for K◦i and K∂i .
Proposition 1.
∣∣∂αK◦(x)∣∣ N∑ C
(1 + ||li,2(x)| − |li,1(x)||)2+|α|(1 + |li,1(x)| + |li,2(x)|)2 , (2)i=1
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i=1
[
C
(1 + min{|li,1(x)|, |li,2(x)|})(1 + |li,1(x)| + |li,2(x)|)1+δ
+ C
(1 + |li,1(x)| + |li,2(x)|)2(1 + ||li,1(x)| − |li,2(x)||)δ
]
. (3)
We conclude the subsection with proving an elementary lemma which will be repeatedly used
throughout the rest of this section.
Lemma 1. For r  0 and N1 > s > 0
∞∑
j=1
2−sj
(1 + 2−j r)N1 
C
(1 + r)s .
Proof. If r  1, then
∞∑
j=1
2−sj
(1 + 2−j r)N1 
∑
j=1
2−sj  C
2s
 C
(1 + r)s .
If r  1, then
∞∑
j=1
2−sj
(1 + 2−j r)N1 
∑
2jr
2−sj
(1 + 2−j r)N1 +
∑
2jr
2−sj
(1 + 2−j r)N1

∑
2jr
2−sj +
∑
2jr
2−sj2N1j r−N1
 C
rs
+Cr−s+N1r−N1
 C
(1 + r)s . 
2.2. Dyadic decomposition and decay estimates
To prove Proposition 1 we shall use various dyadic decompositions of m◦i and m∂i . We let φ ∈
C∞0 (R) be supported in [1/2,2] such that
∑∞
k=2 φ(2ks) = 1 for s ∈ (0,1/4) and set φk = φ(2k·)
(k = 2,3, . . .) and φ1(s) = χ(0,∞) −∑∞k=2 φ(2ks).
We shall first prove (2). To do this we consider two cases: |li,1(x)| |li,2(x)| and |li,1(x)|
|li,2(x)|.
Case I. |li,1(x)| |li,2(x)|. In this case we decompose m◦i as
m◦i (ξ) =
[
m◦i (ξ)−
(
1 − i(ξ)2
)δ
ηi
(
ξ/|ξ |)ϕ1(ξ)]+ (1 − i(ξ)2)δηi(ξ/|ξ |)ϕ1(ξ)
= [(1 − ρ(ξ)2)δ − (1 − i(ξ)2)δ]ηi(ξ/|ξ |)ϕ1(ξ)+ (1 − i(ξ)2)δηi(ξ/|ξ |)ϕ1(ξ)
= m◦,1i (ξ)+m◦,2i (ξ).
We write
m
◦,1
i (ξ) =
{ [(1 − i+1(ξ)2)δ − (1 − i(ξ)2)δ]ηi(ξ/|ξ |)ϕ1(ξ) if ξ ∈ Δi+1,
0 otherwise
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m
◦,1
i (ξ) =
∑
j,k
φj
(
i+1(ξ)− i(ξ)
)
φk
(
i+1(ξ)
)
m
◦,1
i (ξ)
=
∑
j,k
m
◦,1
i,j,k(ξ).
We set K◦,1i,j,k =F−1[m◦,1i,j,k] and write
∂αK
◦,1
i,j,k(x) = i|α|
∫
R2
ξαei〈x,ξ〉φj
(
i+1(ξ)− i(ξ)
)
φk
(
i+1(ξ)
)
× [(1 − (i+1(ξ))2)δ − (1 − (i(ξ))2)δ]ηi(ξ/|ξ |)ϕ1(ξ) dξ
= −δi|α|
∫
R2
1∫
0
ξαei〈x,ξ〉φj
(
i+1(ξ)− i(ξ)
)
φk
(
i+1(ξ)
)
× (i+1(ξ)− i(ξ))(i+1(ξ)+ i(ξ))
× (1 − ti+1(ξ)− (1 − t)i(ξ))δ−1ηi(ξ/|ξ |)ϕ1(ξ) dt dξ.
We note that since i+1(ξ) − i(ξ) ≈ 2−j and i+1(ξ) ≈ 2−k in the support of the integrand,
|ξα| 2−|α|min{j,k} and |i+1(ξ)+ i(ξ)| 2−min{j,k}. To obtain the decay we integrate by parts
with respect to i+1(ξ)− i(ξ) and i+1(ξ), respectively. To make this process precise we make
the change of variable ζ = Bξ , where ζ = (ζ1, ζ2) and
B =
(
αi+1 − αi βi+1 − βi
αi+1 βi+1
)
to rewrite
∂αK
◦,1
i,j,k(x)
= −δi|α|
∫
R2
1∫
0
(
B−1ζ
)α
ei[(li,2(x)−li,1(x))ζ1+li,1(x)ζ2]φj (ζ1)φk(ζ2)ζ1(2ζ2 − ζ1)
× (1 − tζ2 − (1 − t)(ζ1 − ζ2))δ−1ηi(B−1ζ/∣∣B−1ζ ∣∣)ϕ1(B−1ζ )det(B)−1 dt dζ.
Now we integrate by parts with respect to ζ1 and ζ2, N1 and N2 times, respectively, and use the
size of the integrand and the support condition to obtain∣∣∂αK◦,1i,j,k(x)∣∣ C2−2j2−k2−(1+|α|)min{j,k}(1 + 2−k|li,2(x)− li,1(x)|)N1(1 + 2−j |li,1(x)|)N2
 C2
−2j2−k2−(1+|α|)min{j,k}
(1 + 2−k||li,2(x)| − |li,1(x)||)N1(1 + 2−j |li,1(x)|)N2 ,
where C is a constant depending on N1 and N2. By applying Lemma 1 to sum over j and k and
making use of |li,1(x)| ||li,2(x)| − |li,1(x)||, we obtain∣∣∂αK◦,1i (x)∣∣ C 2+|α| 2 . (4)(1 + ||li,2(x)| − |li,1(x)||) (1 + |li,1(x)|)
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m
◦,2
i (ξ) =
[(
1 − i(ξ)2
)δ − 1]ηi(ξ/|ξ |)ϕ1(ξ)+ ηi(ξ/|ξ |)ϕ1(ξ)
= m◦,3i (ξ)+m◦,4i (ξ).
We set K◦,3i =F−1[m◦,3i ]. Then we have
∂αK
◦,3
i,j (x)
= i|α|
∫
R2
ξαei〈x,ξ〉
[(
1 − i(ξ)2
)δ − 1]ηi(ξ/|ξ |)ϕ1(ξ)φj (i(ξ))dξ
= −δi|α|
∫
R2
1∫
0
ξαei〈x,ξ〉ηi
(
ξ/|ξ |)ϕ1(ξ)φj (i(ξ))i(ξ)2(1 − ti(ξ)2)δ−1 dt dξ.
We note that |ξα| 2−|α|j in the support of the integrand. By integration by parts with respect to
i(ξ) and using the support condition, for any N1 > 0 we obtain∣∣∂αK◦,3i,j (x)∣∣ C2−4j2−|α|j(1 + 2−j |li,1(x)|)N1
where C is a constant depending on N1. In view of Lemma 1 and the assumption |li,1(x)| 
|li,2(x)| we obtain∣∣∂αK◦,3i (x)∣∣ C(1 + |li,1(x)|)4+|α|  C(1 + |li,1(x)| + |li,2(x)|)4+|α| . (5)
For m◦,4i we use the definition of ηi to observe
ϕ1(ξ) =
N∑
i=1
m
◦,4
i .
If we set K◦,4i =F−1[m◦,4i ], we obtain
N∑
i=1
∣∣K◦,4i (x)∣∣ N∑
i=1
C
(1 + |li,1(x)| + |li,2(x)|)N1 (6)
for any N1 because ϕ1 is a smooth cut-off function. We remark that the constant C depends
on N1. By combining (4)–(6) we prove (2) when |li,1(x)| |li,2(x)|.
Case II. |li,1(x)| |li,2(x)|.
The argument of this case is same as that of the previous case. One can simply exchange the
roles of i(ξ) and i+1 to obtain the same estimates as in (2). We leave the details to interested
readers.
Now we treat the boundary part of the multiplier m∂i . We first write
m∂i (ξ) =
∑
φj
(
1 − i(ξ)
)
φk
(
1 − i+1(ξ)
)
m∂i (ξ) =
∑
m∂i,j,k(ξ).j,k j,k
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k  j + 2, and |j − k| 1.
Case I. j  k + 2.
Since i(ξ) > i+1(ξ) in the support of m∂i,j,k , we have ρ(ξ) = i(ξ). We write
∂αK∂i,j,k(x)
= i|α|
∫
R2
ξαei〈x,ξ〉φj
(
1 − i(ξ)
)
φk
(
1 − i+1(ξ)
)(
1 − i(ξ)2
)δ
+ηi
(
ξ/|ξ |)ϕ2(ξ) dξ.
We use the change of variables ξ ′1 = i(ξ) and ξ ′2 = i+1(ξ) to write
∂αK∂i,j,k(x) = i|α|
∫
R2
(
A−1ξ ′
)α
ei〈(A−1)t x,ξ ′〉φj (1 − ξ ′1)φk(1 − ξ ′2)
× (1 − ξ ′21 )δ+ηi(A−1ξ ′/∣∣A−1ξ ′∣∣)ϕ2(A−1ξ ′)dξ ′.
By integrating by parts and using the size of the support we obtain∣∣∂αK∂i,j,k(x)∣∣ C2−(1+δ)j2−k(1 + 2−j |li,1(x)|)N1(1 + 2−k|li,2(x)|)N2
for any N1,N2 > 0, where C is a constant depending on N1 and N2.
If |li,1(x)| |li,2(x)|, then we obtain∑
jk+2
∣∣∂αK∂i,j,k(x)∣∣ [ ∑
2j|li,1(x)|
+
∑
2j<|li,1(x)|
C2−(1+δ)j
(1 + 2−j |li,1(x)|)N1
]
×
[ ∑
2k|li,2(x)|
+
∑
2k<|li,2(x)|
2−k
(1 + 2−k|li,2(x)|)N2
]
 C
(1 + |li,1(x)|)1+δ(1 + |li,2(x)|) .
If |li,1(x)| |li,2(x)|, then we use the assumption j  k + 2 to obtain∣∣∂αK∂i,j,k(x)∣∣ C2−j2−(1+δ)k(1 + 2−j |li,1(x)|)N1(1 + 2−k|li,2(x)|)N2
so ∑
jk+2
∣∣∂αK∂i,j,k(x)∣∣ C(1 + |li,1(x)|)(1 + |li,2(x)|)1+δ .
Therefore∑
jk+2
∣∣∂αK∂i,j,k(x)∣∣ C(1 + |li,1(x)| + |li,2(x)|)1+δ(1 + min{|li,1(x)|, |li,2(x)|}) .
Case II. k  j + 2.
Since i(ξ) < i+1(ξ) on the support of m∂i,j,k , we have ρ(ξ) = i+1(ξ). Then we use the
same argument as above to obtain
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kj+2
∣∣∂αK∂i,j,k(x)∣∣ C(1 + |li,1(x)| + |li,2(x)|)1+δ(1 + min{|li,1(x)|, |li,2(x)|}) .
Case III. |j − k| 1.
If |li,1(x)| |li,2(x)|, then we write
m∂i,j,k(ξ)
= m∂i,j,k(ξ)−
(
1 − i(ξ)2
)δ
+φj
(
1 − i(ξ)
)
φk
(
1 − i+1(ξ)
)
ηi
(
ξ/|ξ |)ϕ2(ξ)
+ (1 − ρ(ξ)2)δ+φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
= [(1 − ρ(ξ)2)δ+ − (1 − i(ξ)2)δ+]φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
+ (1 − i(ξ)2)δ+φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
= m∂,1i,j,k(ξ)+m∂,2i,j,k(ξ).
Since the support of m∂,1i,j,k which is a dyadic parallelogram may intersect with the singular line
i+1(ξ) = i(ξ) and the multiplier is not differentiable along this line, we perform further dyadic
decompositions to write
m
∂,1
i,j,k(ξ) =
∞∑
l=j
φl
(
1 − i(ξ)/i+1(ξ)
)
m
∂,1
i,j,k(ξ)
=
∞∑
l=j
m
∂,1
i,j,k,l(ξ)
and set
K
∂,1
i,j,k,l =F−1
[
m
∂,1
i,j,k,l
]
.
By using a change of variables ξ ′1 = i(ξ) and ξ ′2 = i+1(ξ) we write
∂αK
∂,1
i,j,k,l(x)
= Ci|α|
∫
R2
(
A−1ξ
)α
ei〈(A−1)t x,ξ ′〉φj (1 − ξ ′1)φk(1 − ξ ′2)φl(1 − ξ ′1/ξ ′2)
× [(1 − ξ ′22 )δ+ − (1 − ξ ′21 )δ+]ηi(A−1ξ ′/∣∣A−1ξ ′∣∣)ϕ2(A−1ξ ′)dξ ′
= Cδi|α|
∫
R2
(
A−1ξ
)α
ei〈(A−1)t x,ξ ′〉φj (1 − ξ ′1)φk(1 − ξ ′2)φl(1 − ξ ′1/ξ ′2)
× (ξ ′22 − ξ ′21 )
1∫
0
(
1 − tξ ′22 − (1 − t)ξ ′21
)δ−1
dt ηi
(
A−1ξ ′
/∣∣A−1ξ ′∣∣)ϕ2(A−1ξ ′)dξ ′,
where ξ ′ = (ξ ′1, ξ ′2). We make a change of variables ζ1 = ξ ′1/ξ ′2, ζ2 = ξ ′2, and x′ = (A−1)t x to
write
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∂,1
i,j,k,l(x) = i|α|
∫
R2
ξαei(x
′
1ζ1ζ2+x′2ζ2)φj (1 − ζ1ζ2)φk(1 − ζ2)φl(1 − ζ1)
× ζ 22
(
1 − ζ 21
) 1∫
0
(
1 − tζ 22 − (1 − t)ζ 22 ζ 21
)δ−1
dt ϕ2
(
A−1(ζ1ζ2, ζ2)
)
dζ.
We integrate by parts and make use of the size of the support to obtain∣∣∂αK∂,1i,j,k,l(x)∣∣ C2−l2−(1+δ)k(1 + 2−l |li,1(x)|)N1(1 + 2−k||li,1(x)| − |li,2(x)||)N2 ,
where C is a constant depending on N1 and N2. By summing over l, k, and j we obtain∑
|j−k|1
∑
lk
∣∣∂αK∂,1i,j,k,l(x)∣∣ C(1 + |li,1(x)|)2(1 + ||li,1(x)| − |li,2(x)||)δ . (7)
To treat m∂,2i,j,k we set K
∂,2
i,j,k =F−1[m∂,2i,j,k] and write
∂αK
∂,2
i,j,k(x) = C
∫
R2
ξαei〈(A−1)t x,ξ ′〉
(
1 − ξ ′21
)δ
+φj (1 − ξ ′1)
× φk(1 − ξ ′2)ηi
(
A−1ξ ′
/∣∣A−1ξ ′∣∣)ϕ2(A−1ξ ′)dξ ′.
We integrate by parts with respect to ξ ′1 to obtain∣∣∂αK∂,2i,j,k(x)∣∣ C2−(2+δ)j(1 + 2−j |li,1(x)|)N1 ,
which implies∣∣∣∣ ∑
|j−k|1
∂αK
∂,2
i,j,k(x)
∣∣∣∣ C(1 + |li,1(x)|)2+δ .
Since |li,1(x)| |li,2(x)| we obtain∣∣∣∣ ∑
|j−k|1
∂αK
∂,2
i,j,k(x)
∣∣∣∣ C(1 + |li,1(x)| + |li,2(x)|)2+δ . (8)
If |li,1(x)| |li,2(x)|, then we write
m∂i,j,k(ξ)
= m∂i,j,k(ξ)−
(
1 − i+1(ξ)2
)δ
+φj
(
1 − i(ξ)
)
φk
(
1 − i+1(ξ)
)
ηi
(
ξ/|ξ |)ϕ2(ξ)
+ (1 − ρ(ξ)2)δ+φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
= [(1 − ρ(ξ)2)δ+ − (1 − i+1(ξ)2)δ+]φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
+ (1 − i+1(ξ)2)δ+φj (1 − i(ξ))φk(1 − i+1(ξ))ηi(ξ/|ξ |)ϕ2(ξ)
= m∂,3i,j,k(ξ)+m∂,4i,j,k(ξ).
We use the same argument as above to obtain the estimates as in (7) and (8) for m∂,3i,j,k and m∂,4i,j,k ,
respectively. By putting things together we obtain (3) and this completes the proof of Proposi-
tion 1.
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In the rest of this paper we prove Theorems 1 and 2. To do this we precisely define Hardy
spaces.
Definition 2. Let 0 < p  1 and s be an integer that satisfies s  2(1/p − 1). Let Q be a cube
in R2. We say that a is a (p, s)-atom associated with Q if a is supported on Q ⊂R2 and satisfies
(i) ‖a‖L∞(R2)  |Q|−1/p;
(ii) ∫
R2 a(x)x
β dx = 0,
where β = (β1, β2) is a pair of non-negative integers satisfying |β|  β1 + β2  s, and xβ =
x
β1
1 x
β2
2 .
If {aj } is a collection of (p, s)-atoms and {cj } is a sequence of complex numbers with∑∞
j=1 |cj |p < ∞, then the series f =
∑∞
j=1 cjaj converges in the sense of distributions, and
its sum belongs to Hp with the quasinorm
‖f ‖Hp = inf∑∞
j=1 cj aj=f
( ∞∑
j=1
|cj |p
)1/p
.
We remark that in view of the corollary at [6, p. 105] the above definition is equivalent with that
in [6, Chapter III].
To prove Theorem 1 we shall need a lemma by Stein, Taibleson and Weiss.
Lemma 2. Suppose 0 <p < 1 and {fj } is a sequence of measurable functions such that∣∣{x: ∣∣fj (x)∣∣> α > 0}∣∣ α−p
for j = 1,2,3, . . . . If ∑∞j=1 |cj |p  1, then∣∣∣∣∣
{
x:
∣∣∣∣∣
∞∑
j=1
cjfj (x)
∣∣∣∣∣> α
}∣∣∣∣∣ 2 − p1 − pα−p.
Proof. See [7, Lemma 1.8]. 
We shall use the following elementary lemma to obtain weak type estimates in the proof of
Proposition 2 below.
Lemma 3. Let a, b, and p < 1 be positive real numbers.
If a + b = 2/p and b < 1/p, that is, a > 1/p, then∣∣{(s, t): |s| |t |, |s|−a|t |−b > α/C}∣∣
+ ∣∣{(s, t): |s| > 1, |t | 2, |s|−1/p > α/C}∣∣ α−p. (9)
If a + b 2/p and a > 1/p or a + b > 2/p and a = 1/p, then∣∣{(s, t): |s| |t | + 4, |t | 2, |s|−a∣∣|t | − |s|∣∣−b > α/C}∣∣
+ ∣∣{(s, t): |s| 1, ∣∣|t | − |s|∣∣ 1, |s|−a > α/C}∣∣ α−p. (10)
388 S. Hong et al. / J. Math. Anal. Appl. 331 (2007) 377–395Proof. If a + b = 2/p and b < 1/p, then a/b > 1. We therefore obtain∣∣{(s, t): |s| |t |, |s|−a|t |−b > α/C}∣∣

α
− 1
a+b∫
0
s∫
0
dt ds +
∞∫
α
− 1
a+b
α
− 1
b s
− a
b∫
0
dt ds
 α−
2
a+b = α−p.
Moreover, we immediately obtain∣∣{(s, t): |s| > 1, |t | 2, |s|−1/p > α/C}∣∣ α−p ∫
|t |2
dt.
We have proved (9).
For (10) we assume that a+b > 2/p and a = 1/p. By separately considering two cases: t > 0
and t < 0 and by using a change of variables t ′ = t ± |x| we may prove∣∣{(x, t ′): |x| c1|t ′| 1, |x|−a|t ′|−b > α/C}∣∣ α−p.
Since 2b/a > 1,
∣∣{(x, t ′): c1|x| |t ′| 1, |x|−a|t ′|−b > α/C}∣∣ α−p ∞∫
1
1
|t |2b/a dt,
which proves (10). The case where a+b 2/p and a > 1/p can be treated in a similar way. 
To prove Theorem 1, we shall need uniform weak type estimates for T δ∗ with a (p,N1)-atom
(N1  2(1/p − 1)).
Proposition 2. Suppose f is a (p,N1)-atom with N1  2(1/p− 1) on R2. Suppose 1/2 <p < 1
and δ = 2(1/p−1) or p = 1/2 and δ > 2(1/p−1). Then there exists a constant C = C(p) such
that ∣∣{x ∈R2: T δ∗ f (x) > α}∣∣ Cα−p (11)
for all α > 0.
Proof. Let f be supported in a cube Q0 of diameter 1 centered at the origin. We first consider the
case x ∈ Q∗0 which is the cube centered at the origin with diameter 4. In view of Proposition 1,
we can easily see that K is integrable and its L1 norm is independent of . We have∣∣T δ f (x)∣∣ ‖K‖1‖f ‖∞  ‖K‖1∣∣Q∗0∣∣−1/p,
and therefore
T δ∗ f (x) = sup
>0
∣∣T δ f (x)∣∣ C∣∣Q∗0∣∣−1/p
for all x ∈ Q∗0. This implies that for α > 0∣∣{x ∈ Q∗0: T δ∗ f (x) > α/C}∣∣ Cα−p. (12)
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We fix   1 and use the fact that f is supported in Q0 and (1) to write∣∣T δ f (x)∣∣ 2∣∣∣∣ ∫
Q0
f (y)K
(
(x − y))dy∣∣∣∣
 2
∣∣∣∣ ∫
Q0
f (y)K◦
(
(x − y))dy∣∣∣∣+ 2∣∣∣∣ ∫
Q0
f (y)K∂
(
(x − y))dy∣∣∣∣
 2
N∑
i=1
∣∣∣∣ ∫
Q0
f (y)K◦i
(
(x − y))dy∣∣∣∣+ 2 N∑
i=1
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣.
We set x′1 = li,1(x), x′2 = li,2(x), y′1 = li,1(y), and y′2 = li,2(y). We consider two cases: |x′1| |x′2|
and |x′1| |x′2|.
Case I. |x′1| |x′2|.
Since x /∈ Q∗0 and y ∈ Q0, we have |x′1 − y′1| ≈ |x′1|.
Subcase 1. |x′1| > |x′2| + 4C0.
For K∂i , we obtain
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣
 2
∫
Q0
[
1
(1 + |x′2 − y′2|)(1 + |x′1 − y′1|)1+δ
+ 1
(1 + |x′1 − y′1|)2(1 + ||x′2 − y′2| − |x′1 − y′1||)δ
]
dy
 2−1−2δ/3 1|x′1|1+2δ/3
∫
Q0
1
(1 + |x′2 − y′2|)1+δ/3
dy + 1|x′1|2||x′2| − |x′1||δ
. (13)
If |x′2| 4C0, then (13) yields
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣
 1|li,1(x)|1+2δ/3 χ{|li,2(x)|4C0} +
1
|li,1(x)|2||li,2(x)| − |li,1(x)||δ , (14)
and if |x′2| 4C0, we obtain
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣
 11+2δ/3
1
1+δ/3 +
1
2 δ . (15)|li,1(x)| |li,2(x)| |li,1(x)| ||li,2(x)| − |li,1(x)||
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2
∣∣∣∣ ∫
Q0
f (y)K◦i
(
(x − y))dy∣∣∣∣
= 2
∣∣∣∣ ∫
Q0
f (y)
[
K◦i
(
(x − y))−K◦i (x)]dy∣∣∣∣
= 3
∣∣∣∣∣
∫
Q0
f (y)
1∫
0
y · ∇K◦i
(
(x − ty))dt dy∣∣∣∣∣
 3
∫
Q0
1
(1 + ||x′2 − y′2| − |x′1 − y′1||)3(1 + |x′1 − y′1|)2
dy
 3−3−2 1||li,2(x)| − |li,1(x)||3|li,1(x)|2 . (16)
Subcase 2. |x′1| |x′2| + 4C0.
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣
 2−1−2δ/3 1|x′1|1+2δ/3
∫
Q0
1
(1 + |x′2 − y′2|)1+δ/3
dy + 1|x′1|2
. (17)
If |x′2| 4C0, then (17) yields
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣ 1|li,1(x)|1+2δ/3 χ{|li,2(x)|4C0} + 1|li,1(x)|2 , (18)
and if |x′2| 4C0, we obtain
2
∣∣∣∣ ∫
Q0
f (y)K∂i
(
(x − y))dy∣∣∣∣ 1|li,1(x)|1+2δ/3 1|li,2(x)|1+δ/3 + 1|li,1(x)|2 . (19)
For K◦i we apply (2) with |α| = 0 to obtain
2
∣∣∣∣ ∫
Q0
f (y)K◦i
(
(x − y))dy∣∣∣∣= 2 ∫
Q0
1
(1 + ||x′2 − y′2| − |x′1 − y′1||)2(1 + |x′1 − y′1|)2
dy
 1|li,1(x)|2 . (20)
By combining (14)–(16), (18)–(20), we obtain that for |li,1(x)| |li,2(x)|∣∣T δ f (x)∣∣ N∑
i=1
[
1
|li,1(x)|1+2δ/3 χ{|li,2(x)|4C0} +
1
|li,1(x)|1+2δ/3
1
|li,2(x)|1+δ/3
+ 12 δ +
1
2 χ{||li,2(x)|−|li,1(x)||4C0}
]
. (21)|li,1(x)| ||li,2(x)| − |li,1(x)|| |li,1(x)|
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In this case we apply symmetric argument as in Case I to obtain that for |li,1(x)| |li,2(x)|
∣∣T δ f (x)∣∣ N∑
i=1
[
1
|li,2(x)|1+2δ/3 χ{|li,1(x)|4C0} +
1
|li,2(x)|1+2δ/3
1
|li,1(x)|1+δ/3
+ 1|li,2(x)|2||li,2(x)| − |li,1(x)||δ +
1
|li,2(x)|2 χ{||li,2(x)|−|li,1(x)||4C0}
]
. (22)
We combine estimates in (21) and (22) to obtain
∣∣T δ f (x)∣∣ N∑
i=1
[
1
max{|li,1(x)|, |li,2(x)|}1+2δ/3 χ{min{|li,1(x)|,|li,2(x)|}4C0}
+ 1
max{|li,1(x)|, |li,2(x)|}1+2δ/3
1
min{|li,1(x)|, |li,2(x)|}1+δ/3
+ 1
max{|li,1(x)|, |li,2(x)|}2||li,2(x)| − |li,1(x)||δ
+ 1
max{|li,1(x)|, |li,2(x)|}2 χ{||li,2(x)|−|li,1(x)||4C0}
]
. (23)
Then (23) and Lemma 3 yield∣∣∣{x ∈R2 \Q∗0: sup
1
∣∣T δ f (x)∣∣> α/C}∣∣∣Cα−p. (24)
Now to consider the complementary case we fix  < 1. This case can be treated in a similar
way but we need to control the negative powers of  which occurred during the treatment of
the case   1. These factors are harmless when   1. When  < 1 it is necessary to gain
appropriate positive powers of  without changing the decay of the kernel. This can be done by
using moment conditions of atoms. Let PN1 be the N1th order Taylor polynomial of the function
y → 2K((x − y)) expanded about the origin. Then by using the moment conditions on f in
Definition 2.(ii), we write
T δ f (x) =
∫
Q0
f (y)
[
2K
(
(x − y))− PN1(y)]dy.
By using the mean value theorem, we obtain∣∣2K((x − y))− PN1(y)∣∣ 2N1+1 ∑
|α|=N1+1
∣∣∂αK((x − y′))∣∣,
where y′ ∈ Q0. Since we gain (N1+1) and the kernel K has the same decay after taking deriva-
tives, we use the same argument as above to obtain (23) for  < 1, which implies∣∣∣{x ∈R2 \Q∗0: sup
<1
∣∣T δ f (x)∣∣> α/C}∣∣∣Cα−p. (25)
We use (12), (24), and (25) to prove (11) for the cube Q0.
Now we suppose that f is a (p,N1)-atom (N1  2(1/p − 1)), supported in a cube Q of
diameter δ centered at xQ. By translation invariance we can assume xQ = (0,0). Let h(x) =
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T δ f (x) =
∫
R2
δ−2/ph
(
δ−1(x − y))K(y)dy = δ−2/pT δδh(δ−1x),
which implies
sup
>0
∣∣T δ f (x)∣∣= δ−2/p sup
>0
∣∣T δ h(δ−1x)∣∣.
We therefore have∣∣{x ∈R2: T δ∗ f (x) > α/C}∣∣= ∣∣{x ∈R2: T δ∗ h(δ−1x)> δ2/pα/C}∣∣
 C
(
δ2/pα
)−p
δ2 = Cα−p.
This completes the proof. 
Now it is easy to see that Theorem 1 is an immediate consequence of Proposition 2 and
Lemma 2. To prove Theorem 2 we take pth power on both sides in (23) and integrate them. By
direct computation one can easily check that Theorem 2 holds true.
4. Necessity
In this section we prove that the results in Theorems 1 and 2 cannot be improved in the sense
that there exists a function f in Hp space such that if δ  δp , then∥∥T δ1 f ∥∥Lp = ∞
and if p  1/2, then∥∥T δ1 f ∥∥Lp = ∞.
To construct those functions we shall need the following lemma.
Lemma 4. Let f be in Schwartz class with vanishing moment of degree up to Np = [2/p − 2],
then f is in Hp(R2).
Proof. Choose Φ ∈ C∞ supported in the unit ball so that ∫ Φ(x)dx = 0. Since we know that
the maximal characterization of Hp is equivalent with the definition of Hp via the atomic de-
composition [6], it suffices to show that supt>0 |Φt ∗ f (x)| is in Lp(R2). Since∫
|x|10
∣∣∣ sup
t>0
∣∣Φt ∗ f (x)∣∣∣∣∣p dx  ‖f ‖p∞,
we consider the case |x| > 10.
If t  |x|/100, then∣∣∣∣ ∫ 1t2 Φ
(
x − y
t
)
f (y)dy
∣∣∣∣ CN (1 + |x|)−N,
and if t > |x|/100,
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|α|Np
(Φt )
(α)(x)
yα
α!
)
f (y)dy
∣∣∣∣
=
∫ ∑
|α|=Np+1
∣∣∣∣(Φt )(α)(x − θy)yαα! f (y)
∣∣∣∣dy
 C
(
1 + |x|)−(1+Np+2) ∫ |y|Np+1∣∣f (y)∣∣dy.
Note that |(Φt )(α)(y)|  Ct−2−|α|  C|x|−2−|α| on the last inequality above. Since (1 +
Np + 2)p > 2, supt>0 |Φt ∗ f (x)| is in Lp(R2). 
Let ζ be a smooth function in R2 supported in a neighborhood of a vertex of P . Let U be an
open ball centered at a vertex vi of P and vj /∈ U if j = i and let ζ0 be a non-negative smooth
cut-off function supported in U and whose values in a neighborhood of vi are identically 1. We
choose suitable cut-off functions ζβ supported in R2 \P and constants cβ such that∫
R2
[
ζ̂0(x)+
∑
|β|Np
cβ ζ̂β(x)
]
xβ dx = 0,
where β = (β1, β2) is a pair of non-negative integers satisfying |β|  β1 + β2  s, and xβ =
x
β1
1 x
β2
2 . We set
f (x) = ζ̂0(x)+
∑
|β|Np
cβ ζ̂β(x).
In view of Lemma 4, f is in Hp(R2). From the support conditions it is easy to see that
T̂ δ1 f (ξ) =
(
1 − ρ2(ξ))δ+ζ0(ξ).
We therefore have
T δ1 f (x) =
∫ ∫
R2
eix·ξ
(
1 − ρ2(ξ))δ+ζ0(ξ) dξ.
We may assume that ζ0 is of the form ζ0(ξ) = ζ(i(ξ))ζ(i+1(ξ)), where ζ is a smooth cut-off
function which is supported in a small neighborhood of 1 and identically 1 near 1. We then have
T δ1 f (x) =
∫
R
∫
R
eix·ξ
(
1 − ρ2(ξ))δ+ζ (i(ξ))ζ (i+1(ξ))dξ1 dξ2
=
∫
R
∫
R
ei[li,1(x)i (ξ)+li,2(x)i+1(ξ)]
(
1 − ρ2(ξ))δ+ζ (i(ξ))ζ (i+1(ξ))dξ1 dξ2.
By setting ξ ′1 = i(ξ), ξ ′2 = i+1(ξ), x′1 = li,1(x), and x′2 = li,2, we write
T δ1 f (x)
= C
∫
ξ ′ξ ′
eix
′·ξ ′(1 − ξ ′21 )δ+ζ(ξ ′1)ζ(ξ ′2) dξ ′ +C ∫
ξ ′ξ ′
eix
′·ξ ′(1 − ξ ′22 )δ+ζ(ξ ′1)ζ(ξ ′2) dξ ′1 2 1 2
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∫
R
eix
′
1s(1 − s)δ+ζ(s)
s∫
−∞
eix
′
2t ζ(t) dt ds +C
∫
R
eix
′
2t (1 − t)δ+ζ(t)
t∫
−∞
eix
′
1sζ(s) ds dt
= x
′
1 + x′2
x′1x′2
∫
R
ei(x
′
1+x′2)s(1 − s)δ+ζ(s)2 ds + o
(
1
x′1x′2(x′1 + x′2)δ
)
= O
(
1
li,1(x)li,2(x)(li,1(x)+ li,2(x))δ
)
,
where ξ ′ = (ξ ′1, ξ ′2) and x′ = (x′1, x′2).
By integrating |T δ1 f |2/(δ+2) on the region {x: li,1(x) ≈ li,2(x), li,1(x)M}, we obtain∫ ∫
{li,1(x)≈li,2(x), li,1(x)M}
∣∣T δ1 f (x)∣∣2/(δ+2) dx
 C
∫ ∫
{li,1(x)≈li,2(x), li,1(x)M}
∣∣∣∣ 1li,1(x)li,2(x)(li,1(x)+ li,2(x))δ
∣∣∣∣2/(δ+2) dx
 C
∫ ∫
{li,1(x)≈li,2(x), li,1(x)M}
(
1
li,1(x)δ+2
)2/(δ+2)
dx
 C
∞∫
M
1
li,1(x)
dli,1(x) = ∞,
which shows that T δ1 is not bounded from H
p to Lp when δ  2(1/p − 1).
By integrating |T δ1 f |1/2 on the region {x: li,1(x)  4M , 2M  li,1(x) + li,2(x) M}, we
obtain ∫ ∫
{li,1(x)4M,2Mli,1(x)+li,2(x)M}
∣∣T δ1 f (x)∣∣1/2 dx
 C
∫ ∫
{li,1(x)4M,2Mli,1(x)+li,2(x)M}
∣∣∣∣ 1li,1(x)li,2(x)(li,1(x)+ li,2(x))δ
∣∣∣∣1/2 dx
 C
∫ ∫
{li,1(x)4M,2Mli,1(x)+li,2(x)M}
∣∣∣∣ 1li,1(x)2
∣∣∣∣1/2 dx
 C
∞∫
4M
1
li,1(x)
dli,1(x) = ∞,
which proves that T δ1 is not bounded from H
p to Lp when p  1/2.
Acknowledgments
The third author thanks KIAS (Korea Institute for Advanced Study) for their hospitality during his visit to finish this
work.
S. Hong et al. / J. Math. Anal. Appl. 331 (2007) 377–395 395References
[1] S. Hong, P. Taylor, C.W. Yang, Weak type estimates for maximal operators with a cylindric distance function,
Math. Z. 253 (2006) 1–24.
[2] H. Luers, On Riesz means with respect to a cylinder distance function, Anal. Math. 14 (1988) 175–184.
[3] P. Oswald, Marcinkiewicz means of double Fourier integrals in Hp , p  1, Moscow Univ. Math. Bull. 38 (1983)
65–73.
[4] P. Oswald, On Marcinkiewicz–Riesz summability of Fourier integrals in Hardy spaces, Math. Nachr. 133 (1987)
173–187.
[5] A.N. Podkorytov, Summation of multiple Fourier series over polyhedra, Vestnik Leningrad Univ. Math. 13 (1981)
69–77.
[6] E.M. Stein, Harmonic Analysis: Real Variable Method, Orthogonality and Oscillatory Integrals, Princeton Univ.
Press, 1993.
[7] E.M. Stein, M.H. Taibleson, G. Weiss, Weak type estimates for maximal operators on certain Hp classes, Rend. Circ.
Mat. Palermo (2) Suppl. 1 (1981) 81–97.
