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Abstract
Many quantities of interest (qois) arising from differential-equation-centric models can be resolved into func-
tions of scalar fields. Examples of such qois include the lift over an airfoil or the displacement of a loaded
structure; examples of corresponding fields are the static pressure field in a computational fluid dynamics
solution, and the strain field in the finite element elasticity analysis. These scalar fields are evaluated at
each node within a discretised computational domain. In certain scenarios, the field at a certain node is
only weakly influenced by far-field perturbations; it is likely to be strongly governed by local perturbations,
which in turn can be caused by uncertainties in the geometry. One can interpret this as a strong anisotropy
of the field with respect to uncertainties in prescribed inputs. We exploit this notion of localised scalar-field
influence for approximating global qois, which often are integrals of certain field quantities. We formalise
our ideas by assigning ridge approximations for the field at select nodes. This embedded ridge approxima-
tion has favorable theoretical properties for approximating a global qoi in terms of the reduced number of
computational evaluations required. Parallels are drawn between our proposed approach, active subspaces
and vector-valued dimension reduction. Additionally, we study the ridge directions of adjacent nodes and
devise algorithms that can recover field quantities at selected nodes, when storing the ridge profiles at a
subset of nodes—paving the way for novel reduced order modeling strategies. Our paper offers analytical
and simulation-based examples that expose different facets of embedded ridge approximations.
Keywords: Ridge approximation, vector-valued functions, dimension reduction, active subspaces, minimum
average variance estimation
1. Introduction
The governing physics in many engineering problems is described by a system of partial differential
equations (PDEs). These equations can be solved by suitable discretisation methods such as finite element
and finite volume methods, where scalar fields—e.g. pressures, temperatures, strains—are computed at each
node over the PDE domain. One can interpret these scalar fields as vector-valued functions, conditioned
upon certain boundary conditions and geometry parameters. Here each value of the vector corresponds to
the scalar field quantity at a specific node of the domain. Integrals of these scalar field variables typically
constitute output qois in uncertainty quantification studies. For instance, when propagating uncertainties in
the Mach number and angle of attack of flow over an airfoil, one is interested in quantifying the moments
of the lift and drag coefficients [1]; both lift and drag coefficients are surface integrals of the static pressure
field around the airfoil [2, Ch. 1]. In studying the impact of uncertainties in leakage flows in a compressor [3],
one is interested in quantifying the moments of isentropic efficiency, which can be expressed as an integral of
the pressure and temperature ratios [4, p. 7]. Qois that are integrals of such scalar fields are prevalent well
beyond computational fluid dynamics (CFD). For instance, the displacement of a structure is the integral of
the strain field [5, sec. 2.1], which allows us to analyse linear elastic displacement problems in areas including
soil mechanics [6, sec. 6.4] and machine component design [7, sec. 5.2] using the strain field.
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Uncertainty quantification studies typically require a design of experiment, where the governing PDE
model is evaluated under different inputs. The number of times the model is evaluated depends on the
dimension of the input space and the non-linearity of the scalar qois. In this paper, we explore a deviation
from this paradigm. Rather than storing scalar qois for each model evaluation, we explore whether one can
reduce the number of model evaluations if one stores select scalar fields. More specifically, we want to design
emulators for the scalar fields themselves and then integrate the emulators to obtain the desired qois. To
abate the widely known curse of dimensionality, we will draw ideas from ridge functions [8] for constructing
these emulators.
So, why should this reduce the number of model evaluations? Consider the following examples. Over an
airfoil in subsonic flow, the static pressure of a point near the leading edge is unlikely to be strongly affected
by perturbations far downstream. In a similar vein, the local deflection of a structure is unlikely to be
affected by small local changes in elastic properties far away from the point of measurement. As the number
of effective degrees of freedom is low, one should be able to design algorithms to exploit the intrinsic sparsity
of scalar field quantities—more so than their synthesised (integrated) scalar qoi counterparts. This trait
manifests as an approximate containment of the variation of these scalar field quantities within a subspace
of the input domain, motivating the idea of a ridge approximation of a scalar field quantity.
A function f : Rd → R whose variation is entirely contained within a subspace described by ran(W ),
where W ∈ Rd×r has orthonormal columns, is called a generalised ridge function [8]. That is, it can be
expressed as
f(x) = g
(
W Tx
)
. (1)
In this paper, we will refer to these functions simply as ridge functions for brevity. Many physical qois are
characterised by anisotropy in the input domain—i.e. they vary strongly only within a subspace—such as
the output components described in the previous paragraph. These qois can be well-approximated by ridge
functions, and the process of finding these ridge functions is known as ridge approximation. Namely, we find
W ∈ Rd×r with orthonormal columns and g : Rr → R such that
f(x) ≈ g (W Tx) , (2)
where the approximation can be formulated by minimising the integral of the mean squared error (MSE) over
the input domain [9, sec. 3.1]. When given a ridge approximation, significant computational run-time savings
can be achieved by working with g
(
W Tx
)
as an emulator for f(x) if r  d, where we have effectively reduced
the dimension of our problem from d to r. We refer to the span of the columns ofW as ridge directions, and
g as the ridge profile. As W takes the d-dimensional input to an r-dimensional projection, we also call the
column space of W the dimension-reducing subspace.
Numerous methods for ridge approximation have been proposed in the literature. Central to this paper
are strategies based on analysis of the average outer product of the gradient with itself, which we will call
the gradient covariance matrix of f . Assuming that f is Lipschitz continuous with bounded first derivatives,
this matrix is defined as
C(f) =
∫
D
∇f(x)∇f(x)T ρ(x)dx = E [∇f(x)∇f(x)T ] , (3)
where D is the input domain, and ρ : Rd → R is a function that integrates to unity and is strictly positive
within D. We assume that all entries in this matrix are finite. Interpreting ρ as a probability density
function (PDF) over the input domain, we can replace the integral by the expectation over x, which we treat
as a random variable5. Samarov [10] and Constantine et al. [11, 9] analyse the eigendecomposition of this
matrix and show that, if the variation of the function outside the span of eigenvectors corresponding to large
eigenvalues is small, then a suitable choice for the ridge directions are the leading eigenvectors of the gradient
covariance matrix. The subspace spanned by these leading eigenvectors is termed the active subspace of f by
Constantine et al. [9]. In a recent paper by Zahm and co-authors [12], an extension to vector-valued functions
is proposed. In Section 2 we will explore the properties of their vector gradient covariance matrix.
In practice, gradients of the qoi are often difficult to evaluate; for example, computational models may be
based on legacy codes without automatic differentiation capabilities. In the absence of gradient information,
5In the following, unless specified otherwise, all expectations are computed with respect to ρ(x).
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other methods of ridge approximation have been proposed. Fornasier et al. [13] and Tyagi et al. [14] describe
methods to recover low-dimensional ridge structures with finite differencing through compressed sensing
and low-rank recovery, respectively. Hokanson et al. [15] describe an algorithm to form a polynomial ridge
approximation from fewer data than required for a full response surface by solving a non-linear least squares
problem with variable projection (VP) [16]. Constantine et al. [17] and Eftekhari et al. [18] describe methods
to estimate the ridge directions based on finite differences. In addition, Glaws et al. [19] draw an analogy
between ridge recovery and sufficient dimension reduction (SDR). In SDR, the goal is to find the minimal
subspace, described by the column span of a matrixW , with which we can establish conditional independence
between a set of covariates x and the response y in a regression setting. That is, we seek a subspace described
by W such that y ⊥ x given W Tx. This central subspace is intimately linked to the ridge directions [19,
thm. 2], which implies that regression-based methods within the study of SDR can be applied to ridge
approximation. Examples of such methods include sliced inverse regression (SIR) [20], sliced average variance
estimation (SAVE) [21] and minimum average variance estimation (MAVE) [22]. The former two techniques
are based on inverse regression and the latter based on forward regression; given a set of predictor/response
pairs {xi, yi}Mi=1, forward regression aims to estimate statistics of the distribution of the response given
covariates (y|x), while inverse regression aims to characterise x|y.
Given the ridge directions W , the ridge profile g that minimises the mean squared approximation error
E
[(
f(x)− g˜ (W Tx))2] over g˜ can be shown analytically to be [9, 12]
g
(
W Tx
)
= E
[
f(x) |W Tx] . (4)
Several approaches for approximating this average have been proposed, including the use of Gaussian processes
[23] and multivariate orthogonal polynomials [24].
In this paper, we build upon these ideas and introduce an embedded ridge approximation to connect the
ridge approximation of desired qois with ridge approximations of their constituent scalar fields. Loosely
stated, an embedded ridge approximation is based on vector-valued functions, where each component can
be approximated by a ridge function—computed for scalar fields at select nodes within the computational
domain. Leveraging gradient-free techniques, a surrogate model for the scalar field is constructed via ridge
approximations at each node. When provided with certain structural assumptions about the field, we show
that it is possible to reduce the number of model evaluations for computing the dimension-reducing subspace
of a related qoi, by exploiting these nodal ridge approximations.
The rest of the paper is structured as follows: in Section 2, we describe the concept of an embedded ridge
function, and provide an algorithm supported by theoretical analysis that leverages this embedded structure
to find the dimension-reducing subspace of a scalar qoi based on an underlying spatial field. In Section 3, we
leverage the similarity between neighbouring output components to motivate a method of efficiently storing
the array of ridge directions associated with each output component, and provide some algorithms for this
process. In Section 4, we use analytical and numerical examples to illustrate the algorithms proposed in this
paper.
Notation. We denote the approximation of a quantity with a hat. For instance, a finite-sample estimate
of a matrix H is denoted as Ĥ and a response surface for g fitted with finitely many samples is denoted ĝ.
A general perturbation of a quantity is denoted with a tilde. For instance, a perturbation of w is denoted
w˜.
2. Embedded ridge approximation
Consider the scalar field f(x, s) where x ∈ Rd parameterises our model of interest and s ∈ R is a scalar
that denotes the spatial variation of f(x, s). We place the following assumptions on this field:
1. the input space D is endowed with a probability density ρ(x);
2. the field is square integrable with respect to the probability density ρ(x) and Lipschitz continuous with
bounded and square integrable first partial derivatives with respect to x for all s.
An example of f(x, s) is the pressure within a computational domain—characterised by geometry parameters
or boundary conditions x and a probe location s. Our goal is to study dimension-reducing subspaces induced
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by the function
h(x) =
∫
D
ω(s)f(x, s)ds, (5)
where ω : R→ R is a weight function. In other words, h(x) represents a weighted average of the scalar field
f(x, s), and is the relevant qoi. If f(x, s) is the pressure distribution, then one can think of h(x) as the lift
coefficient or drag coefficient, for instance. Assuming that the partial derivative of the integrand is bounded
independent of x and s, we can write
∇xh(x) =
∫
D
ω(s)∇xf(x, s)ds. (6)
Now, let us assume that f(x, s) can be approximated by a ridge function of the form
f(x, s) ≈ gs
(
W Ts x
)
, (7)
where Ws ∈ Rd×rs , where rs identifies the dimension of the subspace spanned by the orthonormal columns
of Ws. Note that gs, Ws and rs will, in general, depend on s. The gradient of f is then given by
∇xf(x, s) ≈
∂gs
(
W Ts x
)
∂x
= Ws∇gs
(
W Ts x
)
, (8)
noting that ∇gs
(
W Ts x
)
:= dgs(u)/du|u=WTs x. Thus,
∇xh(x) ≈
∫
D
ω(s)Ws∇gs
(
W Ts x
)
ds. (9)
In practice, we can approximate this gradient with an N -point quadrature rule {si, ωi}Ni=1, with quadrature
points si and quadrature weights ωi, from which we arrive at the approximation
∇xh(x) ≈
N∑
i=1
ωiWsi∇gsi
(
W Tsix
)
,
=
N∑
i=1
ωiWi∇gi
(
W Ti x
)
,
(10)
where we have expressed gsi as gi and Wsi as Wi for notational convenience. Then, from (3) we can
approximate the scalar covariance matrix of h(x) as
C(h) := E
[∇xh(x)∇xh(x)T ]
≈ E
( N∑
i=1
ωiWi∇gi
(
W Ti x
)) N∑
j=1
ωjWj∇gj
(
W Tj x
)T

=
N∑
i=1
N∑
j=1
ωiωjWiE
[∇gi∇gTj ]W Tj .
(11)
The fact that (11) is expressed in terms of the ridge parameters Wi and gi is noteworthy. Given C(h), we
can find the dimension-reducing subspace of h simply via an eigendecomposition, and this equation informs
us that it is possible to shift the computational burden from evaluating the gradients ∇xh to the estimation
of the ridge parameters Wi and gi. In the absence of automatic differentiation or adjoint solvers, the former
may require finite differences or the use of a surrogate model, whose cost of formulation suffers from the curse
of dimensionality. On the other hand, at a fixed location si the dependence of f(x, si) on x is likely to be
highly anisotropic, depending mainly on the parameters x that impact nodes adjacent to si. This implies
that the number of ridge directions at each location is likely to be small, and gi will be a low-dimensional
function. For many methods of ridge approximation, this implies that the amount of simulation data required
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for this step is reduced for a given approximation accuracy. This brings us to the central idea of this paper:
instead of directly calculating the dimension-reducing subspace of h, we leverage the decomposition of h into
its composite scalar field, whose dimension-reducing subspaces are likely to be inexpensive to compute. Using
evaluations of the field, gradient-free strategies for ridge approximations—such as VP and MAVE, mentioned
in Section 1—can be used to furnish ridge approximations at each node of the scalar field. Then, from
these component subspaces, we assemble the scalar gradient covariance of h, where the required gradients
are calculated using approximations formed at the nodes via (10).
2.1. Interpretation as vector-valued dimension reduction
We assume that there exists a set of quadrature points si (domain nodes) to evaluate the scalar field
f(x, s) that allows us to formulate the ridge approximation (7) easily. In practice, this set of points is fixed
by the computational domain and its associated mesh. We argue that reducing the dimensionality of the qoi
h is facilitated by the formulation (11). We can treat the scalar field evaluated at the prescribed positions as
a vector-valued function f(x), whose components fi(x) := f(x, si) exhibit ridge approximations.
Definition 2.1 (Embedded ridge function). Let f be a vector-valued function f : Rd → RN with components
f1(x), f2(x), ..., fN (x), where each fi : Rd → R. Such a function f is called an embedded ridge function if it
satisfies
f(x) =
 f1(x)...
fN (x)
 =
 g1
(
W T1 x
)
...
gN
(
W TNx
)
 , (12)
where the i-th element of the vector, fi (x), is a ridge function of the form gi
(
W Ti x
)
, for i = 1, . . . , N . Here
all subspace matrices Wi have the same number of rows d, but may have different numbers of columns ri. It
is assumed that the components of x are independent under the input measure ρ.
An approximation of a vector-valued function using embedded ridge functions of the form (12) is called
an embedded ridge approximation. There are parallels between an embedded ridge approximation and vector-
valued dimension reduction. In [12], the authors introduce a vector gradient covariance matrix, analogous to
the scalar form given in (3).
Definition 2.2 (Vector gradient covariance matrix). We define the vector gradient covariance matrixH(f) ∈
Rd×d as
H(f) = E
[
J(x)RJ(x)T
]
=
∫
D
J(x)RJ(x)T ρ(x)dx, (13)
where R ∈ RN×N is a symmetric positive semi-definite matrix of weights, and
J (x) =
[
∂f1
∂x
, . . . ,
∂fN
∂x
]
, (14)
where J ∈ Rd×N is the Jacobian matrix.
Observe that for an embedded ridge function, by setting
R = ωωT , where ω = (ω1, ω2, . . . , ωN )
T
, (15)
we can recover the final line of (11). Thus, the embedded ridge approximation can be constructed by
calculating the vector-valued covariance matrix of the discretised weighted scalar field. Note that, although
this vector gradient covariance matrix coincides with the formulation in [12], our focus is on a weighted
average of the underlying field instead of the vector-valued function in itself.
2.2. Algorithm for ridge computation
Equipped with a localised scalar field, we can design a procedure for the embedded ridge approximation
of a qoi. Here our ridge function has the form
h(x) =
∫
D
ω(s)f(x, s)ds ≈ ωT f(x). (16)
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Algorithm 1 Embedded ridge function approximation.
Data: Input/output pairs
(
x(m), f (m)
)M
m=1
with f (m) =
[
f1
(
x(m)
)
, f2
(
x(m)
)
, ..., fN
(
x(m)
)]T
.
Result: Matrix Û such that h(x) ≈ ĝh
(
ÛTx
)
1 Standardise x(m) such that −1 ≤ x(m) ≤ 1 for m = 1, ...,M .
2 for i = 1, ..., N do
3 Find Ŵi with orthonormal columns using a gradient-free ridge approximation strategy.a
4 Fit an approximate ridge profile ĝi using{(
Ŵ Ti x
(1), f
(1)
i
)
, . . . ,
(
Ŵ Ti x
(M), f
(M)
i
)}
(17)
as training data.
5 Evaluate ∇xf̂i
(
x(m)
)
with (8) for m = 1, ...,M .
6 end
7 Form Ĵ
(
x(m)
)
from (14).
8 Calculate
Ĉ(h) =
1
M
M∑
m=1
Ĵ
(
x(m)
)
RĴ
(
x(m)
)T
(18)
where
R = ωωT . (19)
9 Find the eigendecomposition of Ĉ and choose the leading eigenvectors with the largest eigenvalues to
form Û .
10 Fit a low-dimensional ridge approximation ĝh using{(
ÛTx(1),ωT f (1)
)
, . . . ,
(
ÛTx(M),ωT f (M)
)}
(20)
as training data.
aNote that we can use the same set of input values for each component.
In Algorithm 1, we identify N sets of ridge directions—one for every component of the vector f—assuming
the absence of gradient information. We then fit ridge profiles gi to obtain nodal ridge approximations that
we use for computing the scalar gradient covariance matrix for h.
In the process of an embedded ridge approximation, a ridge approximation for each node of the field is
computed, exposing the rich structure endowed by the field that encapsulates the notion of locality of influence
(cf. Section 1), enabling a reduction in the number of required training samples. These approximations can be
used to form surrogate models of any qoi derived from the field, by replacing field evaluations by evaluations
of the embedded ridges. However, we note that in many situations, it is valuable to deduce a dimension-
reducing subspace for the derived qoi, because the subspace facilitates many more tasks beyond surrogate
modelling. Examples include optimisation [25, 26], visualisation (if the subspace is one- or two-dimensional),
sensitivity analysis [27] and discovery of physical insights [28]. The ability to visualise the variation of the qoi
is especially important in the design process to easily gauge whether an approximation model can be trusted.
Thus, the subspace computed from step 7 onwards in Algorithm 1 plays an important role in the embedded
ridge approximation approach.
A localised scalar field contains nodes that are well-approximated with low-dimensional ridge subspaces.
These subspaces are usually of lower dimensionality than the ridge subspace of derived qois, implying that
each Wi usually has fewer columns than U in Algorithm 1. This gives the embedded ridge approximation
approach an advantage—since low-dimensional ridge functions can be synthesised into a less easily found
surrogate for qois. In what follows, we quantify this notion by studying the error on the gradient covariance
matrix C(h) via the estimate Ĉ(h) computed in (18). We establish a bound on the expected norm difference
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E
∥∥∥C(h)− Ĉ(h)∥∥∥
2
with the matrix Bernstein inequality [29], where the matrix norm ‖·‖2 yields the largest
singular value of the argument. We model the accuracy with a quantity ηM dependent on M .6 For ease in
exposition, we also assume that the component ridge dimension r is constant in space, so Wi ∈ Rd×r for all
i.
Theorem 2.1. Assume that ‖∇gi‖2 ≤ L for all 1 ≤ i ≤ N ,
M ≥ 2L
2 log(2r)
2
∥∥E [∇gi∇gTj ]∥∥2 , (21)
for all 1 ≤ i, j ≤ N , and ∥∥∥Ŵi −Wi∥∥∥
2
≤ ηM .
Then,
E
∥∥∥Ĉ(h)−C(h)∥∥∥
2
≤ L2C (2ηM + + 2) ,
where C :=
∑
ij |ωiωj |.
Proof. See Appendix A.
There are several important remarks to make regarding (21). It should be clear that the number of
samples M required scales as a function of r instead of d. This encapsulates the advantage brought about by
considering the locality of the scalar field. In Section 4 we provide numerical studies that illustrate this. It is
possible to derive a bound related to the subspace error of Û in Algorithm 1 as a corollary to Theorem 2.1.
This involves steps very similar to Lemma 3.9 and Corollary 3.10 in [11], which are based on Corollary 8.1.11
in [30].
3. Efficient storage of embedded ridge approximations
Scalar field quantities are propagated through a PDE domain node-by-node. It is therefore very likely
that neighbouring nodes—depending on the overall resolution of the mesh—will have similar values of these
quantities. More specifically, one can think of these quantities as being strongly correlated with their neigh-
bours. When approximating each component fi as a ridge function, this correlation can be interpreted as
similarity in both the ridge directionsWi and the ridge profile gi. In this section, we assume that the number
of ridge directions for each Wi is constant, and equal to r, for simplicity.
3.1. A perturbation bound on the mean squared error
Given a ridge function g(W Tx), consider a perturbation of the dimension-reducing subspace from S =
ran(W ) to S˜. This perturbation is quantified by the subspace distance, defined as
dist(S1,S2) =
∥∥W1W T1 −W2W T2 ∥∥2 , (22)
for two subspaces S1 and S2 of Rd. Here, W1 and W2 are two matrices with orthonormal columns such
that S1 = ran(W1) and S2 = ran(W2) respectively. The goal is to characterise the error incurred by the
perturbation in the dimension-reducing subspace. For a basis matrix W˜ of S˜, we can form a Taylor expansion
g
(
W˜ Tx
)
= g
(
W Tx
)
+
(
(W˜ −W )Tx
)T
∇g(u)|u=WTx︸ ︷︷ ︸
∇ug(WTx)
+ h.o.t. (23)
6A better measure of this error can be defined using the more general subspace distance (22), which is basis-agnostic. However,
it can be shown, in a similar manner to Lemma B.1, that a basis can be found such that a small subspace distance is equivalent
to the present bound in this section.
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If the subspace perturbation is small enough, higher-order terms (h.o.t.) can be neglected and the mean
squared error can be approximated as
E
[(
g
(
W˜ Tx
)
− g (W Tx))2] ≈  = E [(xT (W˜ −W )∇ug (W Tx))2] . (24)
Clearly, the quantity  depends on the specification of basis matrices, which are not fixed for given subspaces.
In the following theorem, we show that it is possible to select basis matrices that allow  to be bounded by
a function of the perturbation distance.
Theorem 3.1. Let S = ran(W ), and S˜ be a perturbation of S. Assume that the square of the gradient
is bounded as ∇ugT∇ug ≤ G2 and E[xxT ] = σ2xId (i.e. inputs are independent and identically distributed).
Then, if dist(S, S˜) ≤ sin(θr), we can pick W , W˜ ∈ Rd×r where S = ran(W ) and S˜ = ran(W˜ ) such that
 ≤ G2σ2x
r∑
i=1
(2− 2 cos(θr)), (25)
where  is the first-order approximation to the mean squared error (24).
Proof. See Appendix B.
Theorem 3.1 establishes a stability bound on the approximation error of a ridge function with a small
perturbation of the associated subspace. Given the Lipschitz continuity of the underlying field with respect to
the spatial domain, it is reasonable to assume that neighbouring nodes are determined by ridge directions that
are closely related to each other. This motivates the proposal of algorithms to compress the representation
of an embedded ridge function by approximating the ridge directions of some nodes as a function of their
neighbours. Thus, only a fraction of the original ridge directions need to be stored.
In passing, we note that the actual approximation error incurred via compression can be smaller than
suggested by Theorem 3.1, since the change in the ridge profile g as a result of the perturbation in the
subspace is not accounted for. After approximating the subspace by a perturbed version of its original value,
the ridge profile can be refit to data projected to the new subspace, minimising the mean squared error in
the process. The new error can be smaller than simply applying g to the data projected to the new subspace.
3.2. Sparse ridge storage and recovery
Given a priori knowledge of the relationship between neighbouring ridge directions, we can avoid storing
the ridge directions for all output components. This is useful for re-creating the PDE-scalar field from the
selected nodes. Our proposal is that we retain only a subset of suitably subsampled output nodes (components
of the vector f) and recover the remaining nodes from these subsamples.
Our algorithm for compression is detailed in Algorithm 2, where each removed component will be re-
constructed by the average of two of its closest neighbours. Given an embedded ridge approximation and
the number of components that need to be removed k, we iterate through all the nodes N and identify two
neighbours for each node. These neighbours are identified based on the smallest distance (see (22)) between
successive nodes; see steps 6 and 7. In step 7, we require that the closest neighbour must be closer to the
candidate removed than the first neighbour in step 6. If this step is not enforced, the average between the
neighbours is a poor approximation of the removed candidate. Following this, in step 10, we sort the candi-
dates for removal by considering the sum of the distances of the removal candidates to their two neighbours.
Removing a candidate with smaller total distance is prioritized over removing one with larger total distance.
From step 11 onwards, we attempt to remove the candidates, according to the order determined in step 10.
The recovery algorithm (Algorithm 3) reconstructs the missing components based on the list of nearest
neighbours (the output from Algorithm 2). We only consider the case where r = 1 here, permitting us to
easily estimate the missing node’s ridge subspace as a linear combination of the neighbouring components.
Note that the compression problem can be interpreted as a clustering task, where cluster centres are
retained and all other ridges can be recovered by identifying with the closest cluster or a linear combination
of the two closest centres. Operating with a non-Euclidean metric defined by the subspace distance, clustering
algorithms such as k-medoids [31] can be used. In Section 4.3, our algorithm is compared with k-medoids for
compressing the flow field of a computational fluid dynamics simulation case study.
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Algorithm 2 Compressing an embedded ridge approximation.
Input : List of ridge directions W1, ...,WN corresponding to g1, ..., gN (but the ridge profiles are not
needed), and the number of components to retain k.
Output: List of subsampled ridge directions WN1 , ...,WNk , and a list of nearest neighbors
L ∈ N(N−k)×2 corresponding to missing components m ∈ NN−k.
1 Initialize empty list m and array L, and Is = (1, ..., N).
2 while length of m is smaller than N − k and Is 6= ∅ do
3 I ′ = Is\(m ∪ L)a . Gather the remaining non-removed, non-paired components.
4 A = L ∪ I ′. . Gather the available neighbors.
5 for i up to the length of I ′ do
6 L′[i, 1] = argminj∈A\idist(Wi,Wj) . Find the best neighbours for each index.
7 L′[i, 2] = argminj∈A\{L′[i,1],i}dist(Wi,Wj)
subject to dist(Wi,Wj) < dist(Wj ,WL′[i,1])
8 D′[i] = dist(Wi,WL′[i,1]) + dist(Wi,WL′[i,2]). . Compute total distances.
9 end
10 Sort I ′ and L′ columnwise in ascending order of D′ to give Is and Ls.
11 for i up to the length of Is do
12 if Is[i] /∈ m ∪ L and Ls[i, 1], Ls[i, 2] /∈ m then
13 m← m ∪ {Is[i]}.
14 L← L ∪ {Ls[i, 1], Ls[i, 2]}.
15 end
16 end
17 end
18 k = N − length(m).b
19 (N1, . . . , Nk) = (1, ..., N)\m.
20 Retain WN1 , ...,WNk and discard the rest.
aNote that we convert the lists to sets before we perform set operations on them; that is, we remove duplicate elements and
no longer enforce the order which was present in the list, and for a two-dimensional array we flatten the array and consider all
distinct elements.
bThis may be larger than the input k because no further components can be removed without compromising the neighbours
of the already removed ones.
Both the compression and recovery algorithms presented in this section are greedy algorithms, which may
therefore not result in the storage configuration that globally minimizes the distance between the missing com-
ponents and their neighbours. However, to determine the globally optimal solution requires a combinatorial
search over every storage configuration, which is computationally prohibitive.
4. Numerical examples
In this section, we illustrate the embedded ridge approximation approach with an analytical example and
a CFD example.
4.1. Analytical example
Consider the function
h(x) = [2 3 5]
f1(x)f2(x)
f3(x)
 (26)
where
f1(x) =
(
wT1 x
)2
+
(
wT1 x
)3
,
f2(x) = exp
(
wT2 x
)
,
f3(x) = sin
((
wT3 x
)
pi
)
,
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Algorithm 3 Recovering an embedded ridge approximation.
Data: Subsampled points (N1, ..., Nk), list of matrices WN1 , . . . ,WNk ∈ Rd, and a list of nearest
neighbours L ∈ N(N−k)×2 corresponding to missing components m ∈ NN−k.
Result: U1, . . . ,UN
1 for i = 1, ..., N do
2 if i ∈ (N1, . . . , Nk) then
3 Ui = Wi.
4 else
5 Find j such that m[j] = i.
6 U ′i1 = WL[j,1] +WL[j,2]
7 U ′i2 = WL[j,1] −WL[j,2]
8 P = argminp=1,2dist(U ′ip,WL[j,1])
9 Ui = column normalize(U ′iP )
10 end
11 end
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Figure 1: Comparing the average recovery probability over 40 trials for embedded and direct ridge approximation for h(x) in
(26). A successful recovery is defined to be when the subspace error is smaller than 0.005.
defined over the domain D = [−1, 1]10 where the inputs x are independent and have uniform marginals. Note
that h(x) is an exact ridge function with three ridge directions spanned by the columns of U = [w1,w2,w3].
We draw w1,w2,w3 as random vectors with unit Euclidean norm and compare the recovered ridge directions
from the drawn vectors using the subspace distance (see (22)). We use polynomial variable projection (VP)
[15] to estimate the ridge directions for each component function f1(x), f2(x) and f3(x), and then calculate the
first three leading eigenvectors of the vector gradient covariance matrix of f(x) = [f1(x), f2(x), f3(x)]T , setting
the weights as ω = [2, 3, 5]T , to find an estimate of U . This represents our embedded ridge approximation.
For direct ridge approximation, we use VP to estimate this three-dimensional subspace directly. We vary
the number of observations used for each method and examine the subspace distance between the recovered
directions and the true directions. We note that the results are binary—we either get a small subspace distance
from successful recovery or a large subspace error from failure in recovery. Thus, we plot the probability of
successful recovery—where the subspace distance is below 0.005—across 40 trials in Figure 1. To achieve
successful recovery of U from the embedded ridge approximation, we need to be able to successfully recover
the ridge directions in each individual function. Interestingly, despite the need to successfully find three sets
of ridge directions concurrently, the probability of recovery is still significantly higher for the embedded ridge
approximation method.
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4.2. Shape design of the NACA0012
We apply the embedded ridge function approximation algorithm (see Algorithm 1) to the shape design
of the NACA0012 airfoil. We parameterise the shape deformation of the baseline NACA0012 profile using
d = 50 Hicks-Henne bump functions around the airfoil, and measure the variation in the surface pressure
profile. We fix an entry Mach number of 0.3 (subsonic) and an angle of attack of 1.25◦, with free-stream
temperature and pressure at 273.15 K and 101325 Pa, respectively. We solve for the pressure profile using
the compressible Euler flow solver in the open source CFD suite SU2 [32]. The coefficients of lift and drag7
are known to be linear functions of the pressure around the airfoil [2, Ch. 1], given by
Cl =
1
1
2ρ0v
2∞
∮
p(x)n · kds
≈ 11
2ρ0v
2∞
N∑
i=1
pi(x)ni · k∆si
= ωTl p(x),
Cd =
1
1
2ρ0v
2∞
∮
p(x)n · jds
≈ 11
2ρ0v
2∞
N∑
i=1
pi(x)ni · j∆si
= ωTd p(x),
where the integral is evaluated around the airfoil surface, spatially parameterised by s. The input variable
x ∈ Rd contains the Hicks-Henne bump amplitudes; n is the surface normal, k the direction perpendicular to
the flow, and j the direction parallel to the flow (see Figure 2). In the normalising factors, ρ0 is the free-stream
density, and v∞ is the free-stream speed. We discretise this problem by considering N = 200 measurements
of pressure around the airfoil, resulting in the vector-valued function p : Rd → RN representing the surface
pressure profile. Note that the approximation in the second line of both expressions comes not only from
the discretization but also from the assumption that n is independent of x—a good approximation when the
geometric perturbations are small. Under this approximation, the coefficients of lift and drag can then be
expressed as linear functions of the components of p(x).
As the flow is entirely subsonic and inviscid, we expect the bumps to have a strongly local influence.
Hence, the pressure profile p(x) is well-approximated by an embedded ridge function. This motivates the
following approach to estimate Cl and Cd, which applies the steps in Algorithm 1 assuming each node is
approximated by a one-dimensional ridge function.
1. Using a gradient-free computational strategy, estimate the leading ridge direction ŵi for each pi(x).
2. Fit a low-dimensional surrogate using this leading mode for each pi. That is, we seek
pi(x) ≈ ĝi(ŵTi x), (27)
for the i-th component of p. We use univariate orthogonal polynomials for the profiles ĝi(·).
3. We can compute the elements of the Jacobian via these ridge approximations:
Ĵ(x)ij = ŵjiĝ
′
j(ŵ
T
j x), (28)
where ŵji is the i-th element of ŵj . Gradients here are furnished by the polynomial approximation
analytically.
4. Compute the gradient covariance matrix with (18), from which we can compute the dimension-reducing
subspaces and form ridge approximations of the scalar qois (lift and drag).
4.2.1. Results
To apply the embedded ridge approximation approach, we will fit a one-dimensional ridge function for
each component of the surface pressure profile, pi, and use a quadratic ridge profile for each component.
Three gradient-free dimension-reducing strategies to find the ridge subspaces at each component are studied:
7Ignoring skin friction and assuming a unit reference area.
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Figure 2: Fitting a one-dimensional polynomial ridge function for each pressure component. The left-hand plot of each pair is
the magnitude of the leading mode against the airfoil coordinate (s); the right-hand plot is a sufficient summary plot [33] at
each location.
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1. Fitting global linear models for each node, and taking the ridge direction as the normalised parameters
of the linear model [11, Algorithm 1.3]—see Appendix C for further details. This will be referred to as
“Embedded linear”.
2. Same as above, but using quadratic polynomial variable projection (VP) [15] only for nodes close to
the leading edge, noting that pressure variation near the leading edge tends to be non-linear. The ridge
subspace remains one-dimensional for all nodes. This will be referred to as “Embedded VP”.
3. Same as above, but using Minimum Average Variance Estimation (MAVE) [22] only for nodes close to
the leading edge to extract a one-dimensional ridge subspace. Then, a quadratic polynomial is fitted
in this one-dimensional subspace for these nodes. This will be referred to as “Embedded MAVE”.
For the optimisation loop inside the algorithm for VP (see [15, Algorithm 4.1]), we set the convergence
criterion to be when the subspace distance between the ridge directions of the previous and current iterations
is smaller than 10−7. Our implementation of this algorithm can be found in the Effective Quadratures open-
source library [34] (https://www.effective-quadratures.org/). For MAVE, we adapt the R code
from Hang and Xia [35]. A brief exposition on the MAVE method is provided in Appendix D. Once the
nodal ridge approximations are formulated, the ridge approximations for the qois Cl and Cd are furnished
via Algorithm 1.
The embedded ridge approximation approach is compared with the direct ridge approximation approach,
where observations for Cl and Cd are used to find a ridge approximation directly and without the use of
gradients. Three dimension-reducing strategies are studied—VP, MAVE and the linear model. For both
the embedded and direct approaches, one dimension is used for the ridge approximation of Cl, and two
dimensions for Cd. Note that the linear model used in the direct approach is unable to estimate more than
one dimension, so only one is used for Cd in this case. 8
In Figure 3, we plot the MSE of the surrogate model fitted using the dimension-reducing subspaces
resulting from embedded and direct ridge approximation. The MSE of approximating the qoi h(x) with ĥ(x)
is evaluated as
h =
1
M ′
M ′∑
j=1
(
h(y(j))− ĥ(y(j))
)2
σ2h
, (29)
where y(j) ∈ Rd are verification samples drawn independently from data used to train the response surfaces.
The ridge approximation of h(x) evaluated at y(j) is denoted ĥ(y(j)) = ĝi
(
ÛTy(j)
)
, and σ2h is the sample
variance of h(y) across all M ′ verification samples.
It is shown that using embedded ridge approximation reduces the MSE compared to direct estimation
when the number of samples is limited. The errors for embedded VP and MAVE approximately reach
convergence in 300 observations for Cl, and 400 observations for Cd. Although the linear models (in both
the direct and embedded cases) suffice for estimating Cl, for functions with stronger non-linear dependencies
such as Cd, the linear model is shown to have a larger error compared to VP and MAVE. We also note that
the use of embedded ridge approximation permits us to extend the capability of linear models to estimate
more than one mode in the scalar qois, improving its performance as seen on the right of Figure 3.
4.3. Sparse storage of NACA0012 pressure field
In this subsection, we demonstrate the application of sparse storage and recovery algorithms described in
Section 3 on the estimation of the flow field around the NACA0012 airfoil. The flow conditions and pertur-
bation variables are set exactly the same as the previous subsection. In the flow solution, the computational
domain is discretised into N = 5233 nodes. It is observed that each node in the flow field can be well approx-
imated by a one-dimensional ridge function. We examine the efficacy of our storage and recovery algorithms
by selecting a subset of the components to store and attempting to recover the missing components from the
stored ones.
8It is possible to construct a surrogate model for Cl and Cd based on nodal ridge approximations alone, as noted in Section 2.
However, as noted in the same section, the ridge subspace has utility on its own. Moreover, in this case study, evaluating the
ridge approximation for the qois sets up a better comparison with direct ridge approximations.
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Figure 3: Mean squared error of Cl (left) and Cd (right) for surrogate models with VP, MAVE and linear models via direct and
embedded ridge approximations.
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Figure 4: (Left) Average MSE after removing various numbers of field components using both Algorithm 2 and k-medoids
clustering. (Right) Comparing the Cp profile on the surface of the airfoil before and after compression using embedded ridge
approximation formed from 400 observations.
We remove a range of numbers of components using Algorithm 2, up to the maximum number allowed—
when all remaining components are neighbours of certain missing components. Then, we reconstruct the
missing ridge directions using Algorithm 3. The reconstruction quality is evaluated using the average nor-
malised MSE R, defined as
R =
1
N ′M ′
N ′∑
i=1
M ′∑
j=1
(pi(y
(j))− p̂i(y(j)))2
σ2pi
, (30)
where N ′ is the number of recovered components, and other variables are defined similarly as before. On the
left of Figure 4, the MSE averaged across all recovered components is plotted for two methods: Algorithm 2
(labelled “Compression”) and k-medoids clustering respectively. The ridges are recovered by identifying with
two nearest neighbours or the two closest cluster centres and applying Algorithm 3. The plot shows that
Algorithm 2 is able to recover missing ridge subspaces with greater accuracy than clustering up to approxi-
mately 2300 components, which covers almost half of the nodes. Beyond this limit, clustering algorithms can
be used for better results.
On the right of Figure 4 and Figure 5, the Cp profile on the surface of the airfoil and the entire flowfield is
compared for two cases; full CFD results and the reconstruction from removal of 2000 nodes using Algorithm 2
respectively. Figure 6 shows the locations of the removed nodes. The plots show a geometry which was not
used in the computation of the embedded ridge approximation. It can be seen that the field is approximated
well. Near the leading edge where large pressure variations are present, the pressure is also well estimated.
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Figure 5: Comparison of pressure contours for the flow around a deformed airfoil. Black isolines indicate the estimated flow
field using embedded ridge approximation with 400 observations; colour contours indicate the CFD result.
Figure 6: Compression scheme for removing 2000 field components out of 5233. Grey nodes correspond to reconstructed nodes
and red nodes to stored nodes.
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5. Conclusions
In this paper we introduce the notion of constructing ridge approximations over localised scalar fields,
aimed at improved simulation-centric dimension reduction. Our ideas are born from a simple observation: in
many PDE-based models, the scalar field at a certain node is only weakly influenced by far-field perturbations.
It is more likely to be governed by locally induced perturbations—caused by variations in local boundary
conditions or geometry. By interpreting global scalar qois as integrals of these scalar-field quantities, we
hypothesise and demonstrate that constructing ridge approximations over individual scalar field nodes instead
and then integrating them can reduce the number of computational evaluations required.
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A. Proof of Theorem 2.1
By the matrix Bernstein inequality, it can be shown that (21) implies that [29, Remark 6.5]
E
∥∥∥∥∥ 1M
M∑
m=1
∇g(m)i ∇g(m)Tj − E[∇gi∇gTj ]
∥∥∥∥∥
2
≤ (+ 2)∥∥E[∇gi∇gTj ]∥∥2 , (A.1)
We can then write
E
∥∥∥Ĉ(h)−C(h)∥∥∥
2
= E
∥∥∥∥∥∥ 1M
M∑
m=1
∑
ij
ωiωjŴi∇g(m)i ∇g(m)Tj Ŵ Tj −
∑
ij
ωiωjWiE[∇gi∇gTj ]W Tj
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥
∑
ij
ωiωjEij
∥∥∥∥∥∥
2
≤
∑
ij
|ωiωj |E ‖Eij‖2 ,
where
Eij =
1
M
M∑
m=1
Ŵi∇g(m)i ∇g(m)Tj Ŵ Tj −WiE[∇gi∇gTj ]W Tj
=
1
M
M∑
m=1
(
Ŵi∇g(m)i ∇g(m)Tj Ŵ Tj −Wi∇g(m)i ∇g(m)Tj Ŵ Tj
)
+
1
M
M∑
m=1
(
Wi∇g(m)i ∇g(m)Tj Ŵ Tj −Wi∇g(m)i ∇g(m)Tj W Tj
)
+
1
M
M∑
m=1
(
Wi∇g(m)i ∇g(m)Tj W Tj
)
−WiE[∇gi∇gTj ]W Tj
=
(
Ŵi −Wi
)( 1
M
M∑
m=1
∇g(m)i ∇g(m)Tj
)
Ŵ Tj
+Wi
(
1
M
M∑
m=1
∇g(m)i ∇g(m)Tj
)(
Ŵ Tj −W Tj
)
+Wi
(
1
M
M∑
m=1
∇g(m)i ∇g(m)Tj − E[∇gi∇gTj ]
)
W Tj .
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Note that
E
∥∥∥∥∥ 1M
M∑
m=1
∇g(m)i ∇g(m)Tj
∥∥∥∥∥
2
≤ 1
M
M∑
m=1
E
∥∥∥∇g(m)i ∇g(m)Tj ∥∥∥
2
≤ L2 (A.2)
because ∇g(m)i are identically distributed copies of ∇gi and whose norms are upper bounded by L. Using
the triangle inequality and sub-multiplicativity of the norm, we get∑
ij
|ωiωj |E ‖Eij‖2 ≤ C
(
2ηML
2 +
(
+ 2
)
L2
)
(A.3)
from which the theorem follows.
B. Proof of Theorem 3.1
First, we prove a lemma establishing a connection between perturbation of subspaces and a perturbation
in the associated basis matrices.
Lemma B.1. Let S be an r-dimensional subspace of Rd, and S˜ be an equidimensional perturbation of S.
Then, dist(S, S˜) is bounded above if and only if there exists W , W˜ ∈ Rd×r with orthonormal columns such
that wTi w˜i is bounded below for all i = 1, ..., r, where wi is the i-th column of Wi (and similarly for perturbed
quantities).
Proof. (⇒) Choose {w1, ...,wr} and {w˜1, ..., w˜r} to be a set of principal vectors of S and S˜ respectively.
Then, by construction, we have
wTi w˜i = cos(θi), (B.1)
where θi is the i-th principal angle, with 0 ≤ θ1 ≤ ... ≤ θr ≤ pi/2. Thus, wTi w˜i is bounded below by cos(θr),
the cosine of the largest principal angle. The result follows from the fact that cos(θr) =
√
1− dist(S, S˜)2
[30, Section 6.4.3].
(⇐) Note that
dist(S, S˜) =
∥∥∥WW T − W˜W˜ T∥∥∥
2
, (B.2)
for any W , W˜ ∈ Rd×r whose columns define orthonormal bases for S and S˜ respectively. That is, the
distance does not depend on the basis chosen for the orthogonal projector. Then, we can write∥∥∥WW T − W˜W˜ T∥∥∥
2
=
∥∥∥∥∥
r∑
i=1
wiw
T
i − w˜iw˜Ti
∥∥∥∥∥
2
≤
r∑
i=1
∥∥wiwTi − w˜iw˜Ti ∥∥2
=
r∑
i=1
√
1− (wTi w˜i)2.
(B.3)
Hence, if wTi w˜i ≥ cos(θr) then
dist(S, S˜) ≤
r∑
i=1
√
1− (wTi w˜i)2 ≤ r∑
i=1
√
1− cos2(θr) = r sin(θr). (B.4)
Now, applying the Cauchy-Schwarz inequality to
(
xT (W˜ −W )∇ug(W Tx)
)2
in (24) yields the following.
 ≤ E
[(∇ugT∇ug) (xT (W˜ −W )(W˜ −W )Tx)]
≤ G2 E
[
xT (W˜ −W )(W˜ −W )Tx
]
︸ ︷︷ ︸
:=η
. (B.5)
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Let A = W˜ −W , y = ATx and ai be the i-th column of A. Then,
η = E
[
yTy
]
=
r∑
i=1
aTi E
[
xxT
]
ai = σ
2
x
r∑
i=1
aTi ai. (B.6)
However, we have ai = w˜i −wi. So,
aTi ai = (w˜i −wi)T (w˜i −wi)
= 2− 2w˜Ti wi,
(B.7)
where we have used the fact that w˜Ti w˜i = wTi wi = 1. So, substituting (B.6) and (B.7) into (B.5), we have:
 ≤ G2σ2x
r∑
i=1
(
2− 2w˜Ti wi
)
. (B.8)
Applying the sufficient part of Lemma B.1 completes the proof.
C. Global linear models
The coefficients of a global linear model of a qoi give a rough estimation of the leading dimension-reducing
subspace direction. If the qoi varies largely linearly in the input domain, and it is known that the dimension-
reducing subspace is one-dimensional, this heuristic will find the required subspace at a low cost. This method
is described with Algorithm 1.3 in [11], which we reproduce below.
1. Draw input/output pairs
(
x(m), f
(
x(m)
))M
m=1
where M = αd with a certain oversampling α > 1.
2. Solve the following least squares problem
minimisec,w ‖Xw + c− y‖2 , (C.1)
where the m-th row of X is x(m) and ym = f(x(m)).
3. Take the leading ridge direction to be w/ ‖w‖2.
D. MAVE
The Minimum Average Variance Estimation (MAVE) method for sufficient dimension reduction is pro-
posed by Xia et al. [22]. Given input/output pairs (x(m), y(m))Mm=1, it aims to find the dimension-reducing
subspace spanned by columns of W , which is the solution to the following optimization over matrices with
orthogonal columns:
minimiseW E
[(
y − E [y |W Tx])2]
subject to W TW = I.
(D.1)
The first-order Taylor expansion about an input x(0) of the expectation within the parentheses is
E
[
y(i) |W Tx(i)
]
≈ a0 + bT0W T (x(i) − x(0)). (D.2)
Hence, the MAVE procedure minimises the following approximation to (D.1) as an alternating weighted least
squares problem:
minimiseaj ,bj ,W
M∑
i=1
M∑
j=1
[
y(i) − aj − bTjW T (x(i) − x(j))
]2
ωij
subject to W TW = I,
(D.3)
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where the weights ωij are determined through a normalised kernel function Kh evaluated at (xi,xj), namely
ωij =
Kh
(
W T (x(i) − x(j)))∑M
k=1Kh
(
W T (x(k) − x(j))) . (D.4)
The procedure iterates with
• fixing aj ,bj and optimizing with respect to W , and
• fixing W and optimizing with respect to aj ,bj .
The minimiser for both steps can be expressed analytically, with details in, e.g., [36, Ch. 11].
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