Abstract. Strictly Chordality-k graphs (SC k graphs) are graphs which are either cycle free or every induced cycle is exactly k, for some fixed k, k ≥ 3. Note that k = 3 and k = 4 are precisely the Chordal graphs and Chordal Bipartite graphs, respectively. In this paper, we initiate a structural and an algorithmic study of SC k , k ≥ 5 graphs.
Introduction
The study of graphs with forbidden graph structures has attracted researchers from the field of mathematics and theory of computing. The popular ones are chordal and chordal bipartite graphs. Interestingly, these graphs find applications in computer architecture to factorize sparse matrix [1] , solving indefinite linear equations [2] and the study of linear programming [3] . A graph is chordal if every cycle of length at least 4 has a chord. Chordal graphs were introduced by Hajnal and Suranyi in 1958 [4] . Dirac [5] presented a structural characterization of chordal graphs with respect to minimal vertex separators and showed that chordal graphs are precisely the graph class in which every minimal vertex separator is a clique. A vertex is a simplicial vertex if its neighborhood induces a clique. Interestingly, Dirac observed that every chordal graph has a simplicial vertex. Further, Fulkerson and Gross [6] showed that all chordal graphs have a simplicial ordering (Perfect Elimination Ordering). On the time complexity front, chordal graphs can be recognized in polynomial time [6, 7] .
Like chordal graphs, a related graph class, namely chordal bipartite graph received a considerable attention in the literature. A bipartite graph is chordal bipartite if every cycle of length at least 6 has a chord in it. Similar to chordal graphs, Golumbic and Goss [8] showed that a graph is chordal bipartite if and only if every minimal edge separator is a complete bipartite graph. Further, they can be recognized in polynomial time due to the existence of perfect edge elimination ordering [8] .
Both chordal and chordal bipartite graphs have received a good attention in the last four decades due to their nice structural and algorithmic characterizations. We also highlight that many classical combinatorial problems such as Vertex cover [7, 9] , Clique cover [10, 11] , Independent set [9] , Treewidth [12, 13] are polynomial-time solvable when the input is restricted to chordal and chordal bipartite graphs, which are NP-Complete on general graphs. In some sense, these two graphs help to identify the gap between polynomial-time solvable input instances and the input instances that cause NP-Hardness. Other notable combinatorial problems such as Dominating-set [14, 15] , Hamiltonian path [16, 17] remain NP-Complete on chordal and chordal bipartite graphs. It is important to highlight that chordal and chordal bipartite graphs are well studied graphs in the literature as it is clearly evident from some of the recent results on Join colorings [18] , Contractibility problems [19] , Strong Chromatic index [20] , Enumeration of minimal dominating sets [21] , Reconfiguration graphs for vertex colorings [22] restricted to chordal and chordal bipartite graphs.
A relook on the definition reveals that chordal graphs (chordal bipartite graphs) are graphs which are either cycle free or every induced cycle is C 3 (induced cycle is C 4 for chordal bipartite graphs). It is natural to ask, what is the graph class which are either cycle free or every induced cycle is C 5 and we call them as Strictly Chordality-5 graphs (SC 5 graphs). Interestingly, these graphs have the additional property that the girth (the length of the shortest cycle) equals the chordality (the length of the longest induced cycle). We shall explore this question in a larger dimension and initiate the study of Strictly Chordality-k graphs (SC k graphs), girth = chordality = k, for some k ≥ 3. Thus, in this paper, we shall investigate a structural and an algorithmic study of SC k , k ≥ 5 graphs and we believe that this investigation has not been done in the literature. Our Contributions: The graphs considered in this paper are simple, undirected, connected and unweighted. In the context of strictly chordality-k graphs, k ≥ 5, we show the following results:
1. Every minimal vertex separator in SC 2k+3 graphs, k ≥ 1, is of cardinality at most two. 2. Every minimal vertex separator in SC 2k+4 graphs, k ≥ 1, is of cardinality at most s, where s is the size of the maximum cage. 3. We show that in every SC k graphs, there exists a special vertex or special C k . Further, we show a special ordering among the vertices and cycles of SC k . 4. Recognizing SC k graph can be done in polynomial-time. 5 . We show that every SC k graphs, k ≥ 5, is hamiltonian if and only if it is 2−connected, 3-C k pyramid free and 3-cage free. 6. Every SC k graph, k ≥ 5 is 2-colorable if k is even and 3-colorable if k is odd. 7 . We establish that tree-width of SC k graphs is at most two. 8 . We show that minimum fill-in problem is polynomial-time solvable.
This paper is organized as follows: We present graph preliminaries in Section 2. Structural observations on SC k , k ≥ 5 graphs based on minimal vertex separators are addressed in Section 3. We characterize SC k graphs by establishing an ordering in Section 4. The algorithmic results like testing a graph, coloring, hamiltonicity, treewidth and minimum fill-in for SC k , k ≥ 5 graphs are presented in Section 5.
Graph Preliminaries
Notations used in this paper are as per [23, 24] . Let G be a simple connected graph with the non-empty vertex set V (G) and the edge set E(G)= {{u, v} | u, v ∈ V (G) and u is adjacent to v in G and u = v}. The neighborhood of a vertex v of G, N G (v), is the set of vertices adjacent to v in G. The degree of the vertex v is d G (v) = |N G (v)|. δ(G) and ∆(G) denotes the minimum and maximum degree of a graph G, respectively. A graph G is said to be k-regular if δ(G) = ∆(G). The graph M is called a subgraph of G if V (M ) ⊆ V (G) and E(M ) ⊆ E(G). The subgraph M of a graph G is said to be induced subgraph, if for every pair of vertices u and v of M , {u, v} ∈ E(M ) if and only if {u, v} ∈ E(G) and it is denoted by [M ] . P uv = (u = u 1 , u 2 , . . . , u k = v) is a path defined on V (P uv ) = {u = u 1 , u 2 , . . . , u k = v} such that E(P uv ) = {{u i , u i+1 }|{u i , u i+1 } ∈ E(G), 1 ≤ i ≤ k − 1}. For simplicity, we use |P uv | to refer to |V (P uv )|. The set V (P uv )\{u, v} denotes the internal vertices of the path P uv . P n denotes the path on n vertices. A cycle C on n-vertices is denoted as C n , where V (C) = {x 1 , x 2 , . . . , x n } and E(C) = {{x 1 , x 2 }, {x 2 , x 3 }, . . . , {x n−1 , x n }, {x n , x 1 }}. An induced cycle is a cycle that is an induced subgraph of G. A graph G is said to be cycle-free if there is no induced cycle in G. A graph G is said to be connected if every pair of vertices in G has a path and if a graph is disconnected, it can be divided into disjoint connected components G 1 , G 2 , . . . , G k , k ≥ 2, where V (G i ) denotes the set of vertices in the component G i . Let S be a non-empty subset of V (G) and let G\S denotes the induced subgraph on V (G)\S vertices. The set S is said to be an independent set if every pair of vertices of S is non-
A vertex v of a connected graph G is said to be a cut vertex, if G\{v} is a disconnected graph. An edge e = {u, v} of a connected graph G is said to be a cut-edge, if the deletion of an edge e from G disconnects the graph G.
Structural Observations on Strictly Chordality-k Graphs
Recall that, a graph G is said to be a strictly chordality-k graph, SC k , if every induced cycle is of length exactly k or G is cycle-free. In this section, we present some structural observations on SC k , k ≥ 5 graphs with respect to minimal vertex separators. Lemma 1. Let G be a connected SC k , k ≥ 5 graph. For any two induced cycles S i and S j in G, one of the following is true.
Proof. On the contrary, assume that there exist induced cycles S i = (x 1 , x 2 , . . . , x k ) and S j = (y 1 , y 2 , . . . , y k ) such that |V (S i ) ∩ V (S j )| ≥ 2 and |E(S i ) ∩ E(S j )| ≥ 2 and, k is even and | E(S i ) ∩ E(S j ) | = k 2 . The only possible cycles satisfying these condition's are; If k is odd, then for every 3 ≤ l ≤ k − 1 and if k is even, then for every l = k 2 + 1 and l ∈ {3, . . . , k − 1}, |V (S i ) ∩ V (S j )| = l and |E(S i ) ∩ E(S j )| = l − 1. i.e., there exist at least two cycles S i and S j in G such that both contains a P l = (x 1 , x k , x k−1 , . . . , x k−l+2 ) = (y 1 , y k , y k−1 , . . . , y k−l+2 ) in common (see Figure 1) . Let S be the set of internal vertices of P l . The graph G\S induces C 2(k−l)+2 . Note that, the cycle is induced because any chord from x i to y j , i, j ∈ {2, 3, . . . , k − l + 1} induces either C 2k−2l−i−j+5 or C i+j−1 , for any l ≥ 3 and k ≥ 5. Since 4 ≤ i + j ≤ 2k − 2l + 2, neither C 2k−2l−i−j+5 nor C i+j−1 is C k , for any l ≥ 3 and k ≥ 5, which contradicts the definition of SC k graphs and hence, the lemma follows.
⊓ ⊔ Note that the induced cycles S i and
Proof. Trivially follows from Lemma 1.
⊓ ⊔
This corollary acts as a powerful tool to determine the maximum size of the minimal vertex separator in an SC k graph as well as the structure of minimal vertex separators in SC k graphs which we shall present next. Theorem 1. Let G be a connected SC k graph, k = 2m + 3, m ≥ 1. The cardinality of every minimal vertex separator of G is at most 2.
Proof. On the contrary, assume that there exist a minimal vertex separator S such that |S| = n, n ≥ 3. The graph G\S is a disconnected graph with distinct connected components
Throughout this proof, when we refer to P i xy , we mean the shortest path P xy where every internal vertex belongs to G i , 1 ≤ i ≤ 2. Let t, u and v be any three vertices in S and let S ′ = {t, u, v}. Since S is a minimal vertex separator, every vertex in S is adjacent to at least one vertex in each component. Thus, for every pair x, y ∈ S ′ there exists P 
. . , c) and P 2 xy = (x, x 1 , . . . , y). Note that if b = c, then (v, P 1 bc ) forms an induced C k and if x = y, then (v, P 2 xy ) forms an induced C k . We complete this proof using case analysis (see Table 2 ) by considering the cases where S ′ is independent and not independent.
In each case, we arrive at a contradiction by exhibiting an induced cycle other than C k . Further, we exhibit two induced cycles S i and S j with P n , n ≥ 3 in common, which contradicts Corollary 1. It follows that our assumption that there exist a minimal vertex separator of size 3 or more is wrong. Thus, the theorem is true for H and hence the super graph G as every induced cycle H is also an induced cycle in G.
⊓ ⊔ ) and Sj = (u, P 2 xy ), where, x h is the least indexed vertex in Pxy such that {t, ) and Sj = (P 1 uv , P 2 uv ), where, y h is the least indexed vertex in Pyz such that {t, Figure 2 ) and Sj = (P 1 uv , P 2 uv ), where, c h is the least indexed vertex in P cd such that {t, c h } ∈ E(G); [V (Si) ∩ V (Sj)] = P n≥3 , a contradiction (see Figure 2(b) ). The argument is symmetric for chords of Type F. Figure 2( Figure 2( Lemma 2. Let G be a connected SC k graph, k = 2m + 4, m ≥ 1. For any two induced cycles S i and
, then the cardinality of every minimal vertex separator of G is at most 2.
Proof. An argument similar to Theorem 1 establishes this claim.
⊓ ⊔ Lemma 3. Let G be a connected SC k graph, k = 2m + 4, m ≥ 1. If S is a minimal vertex separator of G with | S |≥ 3, then S is an independent set.
Proof. On the contrary, assume that there exists a minimal vertex separator S such that | S |≥ 3 and S is not an independent set. Let G 1 , G 2 , . . . , G l , l ≥ 2 be the connected components of G\S. Consider the graph H induced on the set
Choose any three vertices, S ′ = {t, u, v}, from S such that either {t, u} ∈ E(G) and {u, v}, {t, v} / ∈ E(G) or {t, u}, {u, v} ∈ E(G) and {t, v} / ∈ E(G). Since S is a minimal vertex separator, every vertex in S is adjacent to at least one vertex in each component. Thus, P 1 tu and P 2 tu exists and these paths create a cycle of length k, say S 1 = P 1 tu = (t, a 1 , a 2 , . . . , a k−2 , u) and
Case ({t, u} ∈ E(G) and {u, v}, {t, v} / ∈ E(G)): It is clear that,
) forms an induced cycle of length greater than k. The cycle is induced because the following cases are not possible by the definition of SC k . 
, and b q , q ∈ {1, . . . , k − n − 3}, has adjacency in P 1 a1a k−3 . Choose the least p such that {a p , c} ∈ E(G), c ∈ {b 1 , . . . , b k−n−3 }, and (c, . . . , a k−2 , . . . , a p ) forms an induced C k . Choose the least q such that
forms an induced cycle of length greater than k.
• If w p , p ∈ {1, . . . , k−3}, has adjacency in P 2 x1xn−1 and x r , r ∈ {1, . . . , n−1}, has adjacency in P
Choose the least p such that {w p , y} ∈ E(G), y ∈ {x 1 , . . . , x n−1 }, and (y, . . . , w k−2 , . . . , w p ) forms an induced C k . Choose the least r such that {x r , z} ∈ E(G), z ∈ {w 1 , . . . , w k−3 } and (z, . . . , w k−2 , . . . , x r ) forms an induced C k . Then, either (t, w 1 , . . . , w p , y, . . . , x n−1 , u) or (P 1 uv , v, x 1 , . . . , x r , z, . . . , w k−2 , u) forms an induced cycle of length greater than k.
• If t is adjacent to some vertices in P
. Pick the largest indexed vertex in P
. . , c) creates an induced cycle of greater than k. The argument is similar if t is adjacent to a vertex in P 2 w k−2 x1 .
• If v has a neighbor in P
. Choose the least indexed vertex in P
, say c, such that {v, c} ∈ E(G).
-If v does not have a neighbor in P
. . , w 1 ) forms an induced cycle of length greater than k.
-If v has a neighbor in P 2 w1w k−2 , then choose the least indexed vertex in P 2 w1w k−2 , say y, such that v is adjacent to y. Since G is an SC k graph, | P
. . , x n , u) forms an induced cycle of length greater than k (see Figure 3 (b)). Case ({t, u}, {u, v} ∈ E(G) and {t, w} / ∈ E(G)): By the definition of SC k , (P
, u) and (P
) forms an induced cycle of length greater than k. The cycle is induced because the following cases are not possible by the definition of SC k .
, then choose the largest indexed vertex in P
) forms an induced C h>k (see Figure 3 (c)). Similar argument if t has a neighbor in P 2 x1x k−2 and if v has an adjacency in P 1 a1a k−2 or in P 2 w1w k−2 . All the above cases contradict the definition of SC k graphs. Hence, the lemma is true.
⊓ ⊔
A graph G is said to be a cage graph of size n denoted as
is a path of length l − 2. The CAGE(3, 4) is shown in Figure. 4. A CAGE(n, l) is maximum or a maximum cage if there is no n ′ > n such that G has CAGE(n ′ , l). Theorem 2. Let G be a connected SC k graph, k = 2m + 4, m ≥ 1. For any two induced cycles S i and
, then the cardinality of every minimal vertex separator of G is at most s, where s is the size of the maximum cage.
Proof. On the contrary, assume that there exists a minimal vertex separator S of G such that | S |= n, n > s. Since s ≥ 3, S is an independent set, due to Lemma 3. We know that every minimal vertex separator is some (a, b)-minimal vertex separator. Without loss of generality, let us assume that S is a (a, b)-minimal vertex separator. Thus, every vertex in S is part of a vertex disjoint path from a to b. Hence, we get CAGE(n, k 2 +1), where n > s. This contradicts the maximality of s. Hence the theorem.
Characterization of SC k graphs
Like chordal graphs has a simplicial vertex [7] and chordal bipartite [8] has a bi-simplicial edge, we shall observe that every SC k graph has a special vertex or a special C k namely pendant vertex or pendant cycle, respectively. Thus, we can obtain an ordering called vertex cycle ordering (VCO) for an SC k graph.
A cycle S i in G is said to be 1-pendant C k if S i has exactly one cut vertex v, and there exist at least one induced cycle S j such that |V (S i ) ∩ V (S j )| = 1 and S i and S j shares v in common and with every other cycle
A cycle S i in G is said to be 2-pendant C k if S i has exactly one {u, v}-vertex separator such that {u, v} ∈ E(G) and for all other cycles S j , S i has vertex intersection with S j at u or v, or edge intersection with S j at {u, v}, or no intersection with S j .
A cycle S i in G is said to be s-pendant C k , s ≥ 3, if there exist at least one cycle S j in G such that
. . , u s ), satisfying the following conditions:
1. S i can have u 1 or u s as a cut vertex but not both. Lemma 4. An SC k graph G other than C k , k = 2m + 3, m ≥ 1, has any one of the following properties:
there does not exist a cycle
(iii) An s-pendant C k and a pendant vertex, s ∈ {0, 1, 2}.
Proof. We shall partition the set of SC k graphs into SC k graphs with at least one minimal vertex separator of size one and SC k graphs with every minimal vertex separator is of size two. In both the cases, we shall prove the lemma by mathematical induction on the number of vertices n of G.
Case 1:
There is a minimal vertex separator of size one.
Base cases: (A) G be a tree on n vertices, 2 ≤ n ≤ 2k − 1. Trivially, G has two non-adjacent pendant vertices as there are at least two leaves (degree one vertex) in any tree. (B) G is not a tree on n vertices, n = 2k − 1. Clearly, G has two C k sharing a vertex in common. So, G has two 1-pendant C k . (C) G is a graph different from (A) and (B) on n vertices, k + 1 ≤ n ≤ 2k − 1. It is easy to see that G has either a 0-pendant C k and a pendant vertex or two pendant vertices. Hypothesis: Assume that the lemma is true for SC k graphs with fewer vertices than n, n ≥ 2k. Induction step: Let G be an SC k graph with n ≥ 2k vertices. Let S be any minimal vertex separator of G such that |S| = 1. Let G 1 and G 2 be any two connected components in G\S. Let G ′ and G ′′ be the graphs induced on V (G 1 ) ∪ V (S) and V (G 2 ) ∪ V (S), respectively. If both G ′ and G ′′ are C k , then there are two 1-pendant C k 's in G. Otherwise, by the induction hypothesis, G ′ and G ′′ have a s-pendant C k , s ∈ {0, 1, 2}, or a pendant vertex, which are also pendant in G. Hence the claim.
Case 2: Every minimal vertex separator is of size two. Let G be an SC k graph and S be any minimal vertex separator of G such that S = {u, v} and {u, v} ∈ E(G).
Base case: For n = 2k − 2, an SC k graph with 2k − 1 edges has two 2-pendant C k 's. Hypothesis: Assume that the lemma is true for all G with fewer vertices than n, n ≥ 2k − 1. Induction step: Let G be an SC k graph with n ≥ 2k − 1 and G ′ and G ′′ as defined before. By the hypothesis, G ′ and G ′′ have a 2-pendant C k which are also a 2-pendant C k in G.
Thus the lemma is true for all SC k graphs, k = 2m + 3, m ≥ 1. ⊓ ⊔ Lemma 5. An SC k graph G other than C k , k = 2m + 4, m ≥ 1, has any one of the following properties:
Proof. We use induction on n, the number of vertices in G. Base cases:
(A) For 2 ≤ n ≤ 2k − 1, any tree with n vertices has exactly two non-adjacent pendant vertices. (B) G is not a tree on n vertices, n = 2k − 1. G has two 1-pendant C k 's, or two pendant vertices, or a 0-pendant C k and a pendant vertex. (C) G is not a tree on • two 2-pendant C k 's.
• three (
• a pendant vertex and a 2-pendant C k .
• a pendant vertex and a (
• a 0-pendant C k and a pendant vertex.
• two pendant vertices. (E) G is a graph different from (A) and (C) on n vertices, k + 1 ≤ n < 2k − 2. G has either a s-pendant C k , s ∈ {0, k 2 + 1}, and one pendant vertex or two pendant vertices. Hypothesis: Assume that the lemma is true for SC k graphs with fewer vertices than n, n ≥ 2k. Induction step: Let G be an SC k graph with n ≥ 2k vertices. Let S be any minimal vertex separator of G. Let G 1 and G 2 be any two connected components in G\S. Let G ′ and G ′′ be the graphs induced on V (G 1 ) ∪ V (S) and V (G 2 ) ∪ V (S), respectively. If S = {u} or S = {u, v} such that {u, v} ∈ E(G), by the induction hypothesis, both G ′ and G ′′ have a pendant vertex or a s-pendant C k , s ∈ {0, 1, 2, k 2 + 1}, which are also pendant in G. If | S |≥ 3, then S is an independent set, by Lemma 3. The possible existence of (i), (ii), or (iii) in this case are as follows:
′ and G ′′ do not have any pendant vertices and s-pendant C k , s ∈ {0, 1, 2, k 2 + 1} in G 1 and G 2 , respectively, and if G ′ and G ′′ have pendant vertices only in S. Since, S is a minimal vertex separator of size greater than two, the only possibility of G is CAGE(| S |, k 2 + 1), l ≥ 3. Thus, G has at least two (
′ has a pendant vertex or a s-pendant C k , s ∈ {0, 1, 2, k 2 + 1} in G 1 , and G ′′ has neither of them in G 2 . If G ′ itself has any one of (i), (ii) and (iii) in G 1 , then there is nothing to prove. If G ′ has a pendant vertex u in G 1 , then G\{u} may have any one of (i), (ii) and (iii), by the hypothesis. If G\{u} has none of (i), (ii), and (iii) then, G\{u} is a CAGE, thus G\{u} has a pendant cycle together with u, our claim follows in G. If G\{u} has (i), then G has two pendant vertices, one is u and the other is from G\{u}. If G\{u} has (ii), then G has a pendant vertex and s-pendant cycle from G\{u}. If G\{u} has (iii), then G has a pendant vertex and either a s-pendant cycle or a pendant vertex from G\{u}.
) has any one of (i), (ii) and (iii), by the hypothesis. Let M = G\(V (C)\(V (G) ∩ V (C))). Thus, if M has (i), then G has a pendant vertex from M and a s-pendant C k from G 1 , if M has (ii), then G has two s-pendant cycle's one from G 1 and the other from M , if M has (iii), then G has a s-pendant C k from G 1 and either a s-pendant cycle or a pendant vertex from M .
Thus the lemma is true for all SC k graphs, k = 2m + 4, m ≥ 1. ⊓ ⊔ Theorem 3. A graph is SC k , k ≥ 5, if and only if it can be constructed using the following rules.
} is any path of length k 2 +1 contained in no induced cycle in G or in any one induced cycle S i of length k in G such that there does not exist an induced cycle
2 + 1} and for at least one q ∈ {1, . . . ,
Proof. Sufficiency: Let G ′ be a graph constructed using the rules (i) to (vi). We shall prove the theorem by mathematical induction on the number of iterations needed to construct G ′ .
Assume that the theorem is true for all graphs G constructed from G ′ by applying rules (i) to (vi) iteratively with the number of iterations being n ≥ 1. Induction step: Let G ′ be the graph obtained by rules (i) to (vi), n ≥ 2 times iteratively. Our claim is to prove that G ′ is an SC k graph. Case 1: G ′ is obtained by rule (iii). The vertex set and the edge set of the graph G ′ are V (G ′ ) = V (G) ∪ {v} and E(G ′ ) = E(G) ∪ {x, v}, for some x ∈ V (G), respectively. By the hypothesis, G is an SC k graph and the newly added edge {x, v} does not create any new cycle in G ′ . Thus, G ′ is also an SC k graph. Case 2: G ′ is obtained by rule (iv) For any u ∈ V (G), C = (u, u 1 , . . . , u k−1 ) be the newly added C k . The vertex set and the edge set of the graph
, respectively. By the hypothesis, G is an SC k graph and C does not induce a cycle other than C k in G. Thus, G ′ is also an SC k graph. Case 3: G ′ obtained by rule (v) For any edge {u, v} ∈ E(G), D = (u, u 1 , . . . , u k−2 , v) be the newly added C k . The vertex set and the edge set of the graph
, respectively. By the hypothesis, G is an SC k graph and D does not induce a cycle other than C k in G. Thus, G ′ is also an SC k graph. Case 4: G ′ obtained by rule (vi) For any path of length
, . . . , u 2 ) be the newly added C k . The vertex set and the edge set of the graph
, respectively. By the hypothesis, G is an SC k graph and D does not induce a cycle other than C k in G. Thus, G ′ is also an SC k graph.
For any path of length
}, w p = u p for some p ∈ {1, . . . , k 2 + 1} and for at least one q ∈ {1, . . . , k 2 + 1}, w q = u q , then the possible cases are as follows:
•
, . . . , w k−1 ) forms an induced cycle of length k+2.
• If (w 1 , . .
forms an induced cycle of length k+2.
, . . . , w k ) forms an induced cycle of length k-2+s, which is always greater than k. All the above cases contradicts the definition of SC k graph. Thus, there does not exist an induced
}, w p = u p for some p ∈ {1, . . . , k 2 + 1} and for at least one q ∈ {1, . . . , k 2 + 1}, w q = u q . By the hypothesis, G is an SC k graph and D does not induce a cycle other than C k in G. Thus, G ′ is also an SC k graph. Necessity: Given that G is an SC k graph. By Lemma 4 and Lemma 5, SC k graph has at least one pendant vertex or a s-pendant C k , s ∈ {0, 1, 2, k 2 + 1}, and we denote them using the label x 1 . Consider the graph G − x 1 obtained from G by removing the label x 1 , i.e., remove a pendant vertex or a s-pendant C k , s ∈ {0, 1, 2, k 2 + 1}. Since SC k graphs respect hereditary property, G − x 1 contains a label x 2 which is a pendant vertex or a s-pendant C k , s ∈ {0, 1, 2, k 2 + 1}. Repeat the previous step by removing the label x 2 . Clearly, in at most n iterations we can get an ordering among labels which we call us vertex cycle ordering(VCO). Clearly, the reverse of VCO gives the construction of the underlying SC k graph. This completes the necessity. ⊓ ⊔ Lemma 6. Let G be an SC k , k ≥ 5, graph. The minimum degree of G is at most 2, δ(G) ≤ 2.
Proof. Let us prove the theorem by induction on the length l of VCO of G.
Base case: l = 1. Clearly, G is K 1 or C k and in either case δ(G) ≤ 2. Hypothesis: Assume that the claim is true for an ordering (x 1 , x 2 , . . . , x l ), l ≥ 1 and let H be the associated SC k graph. Induction step: Consider an ordering (x 1 , x 2 , . . . , x l+1 ), l ≥ 1. The label x l+1 corresponds to a vertex v or a C k . Let S be the graph corresponds to x l+1 . Let M be the graph induced on V (S) ∩ V (H) in G. Thus,
Algorithmic results on SC k graphs
In this section, we present a polynomial-time algorithm for testing whether an arbitrary graph is an SC k graph or not, for a fixed k. Further, we solve the famous combinatorial problems like coloring, hamiltonicity and treewidth for a given SC k graph.
Recognizing SC k graphs
We shall use the ordering on SC k graphs to test whether the given graph is SC k , k ≥ 5, graph or not. First, we present a decomposition theorem for SC k , k = 2m+4, m ≥ 1, graphs followed by the algorithm for testing SC 2k graphs for any fixed k. Similarly, we shall produce a decomposition theorem for SC k , k = 2m+3, m ≥ 1, graphs along with its recognition algorithm.
Definition 3.
A bi-connected graph is a connected graph with no cut vertex. A bi-connected component of a graph G is a maximal bi-connected subgraph of G.
Theorem 4.
A graph G is an SC k graph, k = 2m + 4, m ≥ 1, if and only if it can be decomposed into a set of connected components, such that each connected component is any one of the following:
We shall prove the necessity by mathematical induction on the length l of VCO of G. Base Case: The first graph is either a vertex or a C k . Hypothesis: Assume that the theorem is true for an ordering (x 1 , . . . , x l ), l ≥ 1 and H be the associated SC k graph. Further, H can be decomposed into a set of connected components as claimed. Induction step: Consider an ordering (x 1 , . . . , x l+1 ), l ≥ 1. The label x l+1 corresponds to either a vertex or a C k .
• If x l+1 is a vertex u, then it is a pendant vertex in G and {u} ∪ N G (u) is an edge e. Note that e is a cut edge. By the hypothesis, G\{u} has a decomposition D where each connected component is a cut edge or a C k or a CAGE(l,
Thus, G can be decomposed into D and a cut edge e.
• If x l+1 is a s-pendant C k , s ∈ {0, 1, 2}, say C, then by the hypothesis, the graph obtained by the ordering (x 1 , . . . , x l ) has a decomposition D where each connected component is a cut edge or a C k or a CAGE(l,
Thus, G can be decomposed into D and a cycle C.
• If x l+1 is a ( k 2 + 1)-pendant C k , say C, then by the hypothesis, the graph obtained by the ordering (x 1 , . . . , x l ) has a decomposition D where each connected component is a cut edge or a C k or a CAGE(l, k 2 + 1), l ≥ 3. Now, combine the cycle C to the path P l , which belongs to an induced cycle C ′ in one of the connected components of D and thus, the corresponding component results in a CAGE, by Theorem 3. Note that by introducing x l+1 , either a new CAGE is created or the size of the existing CAGE increased by one. Hence, we obtained a decomposition as per the theorem.
Sufficiency: Given a decomposition of a graph in which every connected component is an SC k graph. It is clear that, any two connected components are connected either by a vertex or by an edge and this will not induce any new cycle of length, which is not equal to k. Hence the claim. ⊓ ⊔ Corollary 2. Let G be an SC k , k = 2m + 4, m ≥ 1 graph. The number of minimal vertex separators in G is O(n 2 ). Further, we can list all in polynomial-time.
From Theorem 4, we learn that the recognition of SC k graphs, k = 2m + 4, m ≥ 1, involves two simple steps. Given any arbitrary graph G: first, find the decomposition of the graph G such that each connected component is free from the clique separators of size one and two. Now, for each connected component, check whether it is an edge or a 2-regular graph on k vertices or a CAGE(l,
If not, G is not an SC k graph. Note that computing a decomposition where each connected component is free from the clique separators of size one and two for the graph G involves three steps: (1) Find the bi-connected components of G, (2) in each component G i search for an edge {u, v} whose removal disconnects G i (3) if the edge {u, v} exists then decompose G i as follows: find G i \S, where S = {u, v} and add back the edge {u, v} to every connected component of G i \S. Do this process recursively in each G i until there is no component with clique separators of size two. Testing whether a graph is CAGE or not involves the following steps:
1. Search for two non-adjacent vertices with equal degree and the degree is at least three, say d, and all other vertices in the graph should be of degree two. If the above check is unsuccessful, then the given graph is not a CAGE. Otherwise, proceed with the next step. 2. Draw BFS tree T rooted at a maximum degree vertex.
3. To know whether T corresponds to CAGE(d, k 2 + 1), check whether the number of levels in T is k 2 + 1, the root has degree l, and there are (d − 1) slanting edges between the last two levels. Further, the last level has exactly one vertex and (d − 1) slanting edges are from v to all other vertices at last but one level except its parent.
Clearly, all the above steps can be verified using the standard BFS and hence test can be done in O(n+m) time, where n and m denotes the number of vertices and edges in G, respectively.
Theorem 5.
A graph G is an SC k , k = 2m + 3, m ≥ 1, graph if and only if it can be decomposed into a set of connected components, where every connected component of G is any one of the following:
Proof. Necessity: We shall prove this by mathematical induction on the length l of VCO of G. Base Case: The first graph is either a vertex or a C k . Hypothesis: Assume that the theorem is true for an ordering (x 1 , . . . , x l ), l ≥ 1 and H be the associated SC k graph. Further, H can be decomposed into a set of C k 's and cut edges. Induction step: Consider an ordering (x 1 , . . . , x l+1 ), l ≥ 1. The label x l+1 corresponds to either a vertex or a C k .
• If x l+1 is a vertex u, then it is a pendant vertex in G and {u} ∪ N G (u) is a cut edge e in G. By the hypothesis, G\{u} has a decomposition D where each connected component is an edge or a C k . Thus, G can be decomposed into D and a cut edge e.
• If x l+1 is a s-pendant C k , s ∈ {0, 1, 2}, say C, then by the hypothesis, the graph obtained by the ordering (x 1 , . . . , x l ) has a decomposition D where each connected component is a cut edge or a C k . Thus, G can be decomposed into D and a cycle C. From Theorem 5, we observe that the recognition of SC k graphs, k = 2m + 3, m ≥ 1, involves two simple steps. Given any arbitrary graph G: first, find the decomposition of the graph G such that each connected component is free from the clique separators of size one and two. Now, for each connected component, check whether it is an edge or a 2-regular graph on k vertices. If not, G is not an SC k graph. Thus, we can recognize SC k graphs, k = 2m + 3, m ≥ 1, using BFS in O(n + m) time, where n and m denotes the number of vertices and edges in G, respectively.
Coloring of SC k graphs
In this subsection, we prove that any SC k graph can be colored with at most three colors.
Definition 4. Let G be a connected graph and T be the Breadth First Search (BF S) tree of G. Let E(G) denotes the edges in the graph G and E(T ) denotes the edges in the BFS tree T . The non-tree edges are the edges in E(G)\E(T ) i.e., the edges which are in graph G but not in tree T .
Definition 5. Let G be a connected graph and T be the Breadth First Search (BF S) tree of G. The set E(G)\E(T ) is called as non-tree edges. A non-tree edge, {u, v} ∈ E(G)\E(T ) is said to be a cross edge if both u and v are in same levels of the tree T . A non-tree edge, {u, v} ∈ E(G)\E(T ) is said to be a slanting edge if both u and v are in adjacent levels of the tree T .
Definition 6.
A matching in a graph G is a set of independent edges.
Lemma 7. Let T be the BFS tree of an SC 2k+1 , k ≥ 2 graph G, then the set of non-tree edges of G forms a matching.
Proof. Construct a BFS tree T for the given graph G by fixing r as a root. Since, G is an SC 2k+1 , k ≥ 2 graph, the case where every non-tree edge in T is a slanting edge, is not possible. Now our claim is to prove that the non-tree edges of T forms a matching. On the contrary, assume that the non-tree edges of T do not form a matching. i.e., there exist at least two non-tree edges with a common vertex. We shall partition the SC 2k+1 graphs into the graphs which has only cross edges in T and the graphs which has both cross edges and slanting edges in T .
Case 1:
The only non-tree edges in T are cross edges. By our assumption, there exist cross edges e, f ∈ E(G)\E(T ) in the least level l such that e = {u, v} and f = {v, w}. • If for some x ∈ V (T ), (P ux , P vx ) and (P vx , P wx ) forms an induced C 2k+1 in T , where {u, v} and {v, w} are cross edges and all other edges are in E(T ), then (P ux , P wx , v) forms an induced C 2k+2 (see Figure 6 (a)).
• If for some x ∈ V (T ), (P ux , P vx ) forms an induced C 2k+1 and if there exists y, z ∈ V (T ) and P wy in T such that z is a common parent of x and y, then (P vx , P xz , P zy , P yw ) forms an induced C n , n > 2k + 1 (see Figure 6 (b)).
• If for some y ∈ V (T ), (P yw , P vy ) forms an induced C 2k+1 in T , where {v, w} is a cross edge, and for some x ∈ V (T ) and p ∈ V (P yv ), {x, p} is a cross edge, then (P xu , P vp ) forms an induced cycle of even length (see Figure 6 (c)). Case 2: The non-tree edges in T contains both cross edges and slanting edges. By our assumption, there exist an edge e = {u, v} ∈ E(G)\E(T ) in level l and an edge f = {v, w} ∈ E(G)\E(T ) where w is in level l + 1 or in level l − 1 such that l is the least possible level.
• If w is in level l − 1 and if for some x, y ∈ V (T ), (P ux , P vx ) and (P vx , P wy ) forms an induced C 2k+1 in T , where {u, v} and {x, y} are cross edges, {v, w} is a slanting edge and all other edges are in E(T ), then (P ux , P wy , v) forms an induced C 2k+2 (see Figure 7(a) ). • If w is in level l − 1 and for some x, y, z ∈ V (T ), (P ux , P vx ) forms an induced C 2k+1 in T , P wy exists in T and z is the common parent of x and y where {u, v} and {z, y} are cross edges, {v, w} is a slanting edge and all other edges are in E(T ), then (P vx , P xz , P wy )forms an induced C 2k+2 (see Figure 7(b) ).
• If for some x, y ∈ V (T ), (P xw , P vy ) forms an induced C 2k+1 in T , where {v, w} is a slanting edge and {x, y} is a cross edge, and for some p, z ∈ V (T ), {z, p} forms a cross edge, then (p, P yv , P uz ) forms an induced cycle of even length (see Figure 7 (c)).
• If for some x, y ∈ V (T ), (P xu , P vy ) forms an induced C 2k+1 in T , where {u, v} is a cross edge and {x, y} is a slanting edge, and for some p, z ∈ V (T ), {z, p} forms a slanting edge and {p, y} ∈ E(T ), then (p, P yv , P wz ) forms an induced cycle of even length (see Figure 7(d) ). The non-tree edges in T contains both cross edges and slanting edges. By our assumption, there exists two slanting edges e = {u, v} ∈ E(G)\E(T ) and f = {v, w} ∈ E(G)\E(T ) where u is in level l − 1, v is in level l and w is in level l + 1 such that l is the least possible level.
• If (P wx , P vy ) and (P pv , P zu ) forms an induced C 2k+1 , where {x, y} and {p, z} are cross edges, then (z, p, y, x, P xw , v, u, P zu ) forms an induced C 2k+4 (see Figure 8(a) ).
• If for some x, y, p, z ∈ V (T ), {x, y} is a slanting edge and {p, z} is a cross edge such that there exist P xw , P yv , P zu and {y, p} ∈ E(T ). Thus, (P pv , P zu ) forms an induced C 2k+1 and (P xw , P yv ) forms an induced cycle of even length (see Figure 8(b) ). All the above cases contradicts the definition of SC 2k+1 graphs. Hence our assumption, cross edges does not form a matching is wrong. Thus, cross edges in T forms a matching. ⊓ ⊔ Definition 7. A coloring of a graph G is the assignment of colors to all the vertices in a graph G in such a way that no two colors of adjacent vertices are same. The graph G is said to be m-colorable if G can be assigned a coloring using at most m colors. The smallest number of colors needed to color the graph G is called its chromatic number, and it is denoted by χ(G).
Theorem 6. Let G be a connected SC k , k ≥ 5 graph. The chromatic number of G is at most three. i.e., χ(G) ≤ 3. Further, if k is odd then χ(G) = 3 and if k is even then χ(G) = 2.
Proof. If k is even, then G is bipartite and hence, χ(G) ≤ 2. If k is odd: let S be the maximum independent set in the graph induced on the non-tree edges of T. From Lemma 7, it follows that the set of non-tree edges in T forms a matching. Thus, χ(G\S) ≤ 2 and S can be colored using the third color. Hence, G requires at most three colors. Therefore, we can conclude χ(G) ≤ 3 if k is odd. ⊓ ⊔
Study of Hamiltonicity in SC k graphs
In this subsection, we provide a necessary and sufficient condition for the existence of hamiltonian cycle in SC k graphs.
Definition 8. An SC k graph is said to be n-C k pyramid if it has (k − 2)n + 2 vertices, (k − 1)n + 1 edges, exactly two adjacent vertices of degree n + 1 and every other vertices are of degree two. A 3-C 5 pyramid is shown in Figure 9 . Definition 9. The graph G is Hamiltonian if it has a spanning cycle (a cycle that contains all vertices in G), also called a Hamiltonian cycle. [26] ) If a connected graph G has a Hamiltonian cycle, then for each S ⊂ V (G), the graph G\S has at most |S| components.
Theorem 7. (Chvatal

Lemma 8.
A n-C k pyramid graph is non-hamiltonian for all n ≥ 3 and k ≥ 5.
Proof. Let G be a n-C k pyramid graph, n ≥ 3 and k ≥ 5. Let u and v be the two adjacent vertices of degree n + 1 in G. Let S = {u, v}. By Chvatal's theorem, G is not a Hamiltonian graph, as the graph G\S will disconnect the graph into n connected components. Hence the lemma.
⊓ ⊔ Lemma 9. An SC k -graph G which contains n-C k pyramid, k ≥ 5, as an induced subgraph is non-hamiltonian.
Proof. On the contrary, assume that G is hamiltonian. Let u and v be the adjacent vertices of degree greater than or equal to n + 1 in G such that {u, v} is an edge of n-C k pyramid. Let S 1 , S 2 , . . . , S n be the n cycles containing the edge {u, v} in G. Let S 1 = (x 1 , x 2 , . . . , x k−2 , u, v) and S 2 = (y 1 , y 2 , . . . , y k−2 , u, v) (for e.g., see Figure 9 , where n = 3 and k = 5). Since G is hamiltonian, there exist a path from S i to S j , i = j other than the path through the edge {u, v}. In particular, there exist a path from S 1 to S 2 which does not pass through the vertices {u, v}. i.e., there exist at least one path P from x i to y j , 1 ≤ i, j ≤ k − 2 which does not pass through the vertices {u, v}, which contradicts the construction of SC k graph. Hence our assumption is wrong, which implies G is non-hamiltonian. ⊓ ⊔ Theorem 8. Let G be an SC k graph. G has hamiltonian cycle if and only if it is 2-connected, CAGE( k 2 +1, 3) free and 3-C k pyramid free.
Proof. Necessity: we know that every hamiltonian graph is 2−connected, thus, G is 2−connected. Now our claim is to prove G is 3-C k pyramid free. On the contrary, assume that G has 3-C k pyramid as an induced subgraph. Thus, there exist an edge {u, v} ∈ E(G) such that G has at least three C k 's, say S 1 , S 2 , S 3 , with the property 3 i=1 E(S i ) = {{u, v}}. By Lemma 8 and Lemma 9, G is non-hamiltonian, which is a contradiction. Therefore, G is 3-C k pyramid free. Also, by the definition of CAGE it is clear that CAGE(
Sufficiency: Let S = {e ∈ E(S i ) ∩ E(S j ) | S i and S j are induced cycles in G}. Consider a graph H, where V (H) = V (G) and E(H) = E(G)\S. Since, G is 2−connected, by Theorem 3, the graph G is constructed only by rule (ii) and rule (v). Therefore, the graph H is an induced cycle, which is a spanning cycle in G. Hence, G is hamiltonian.
Treewidth of SC k graphs
A tree decomposition [13] of a graph G is a pair (T, X) where T is a tree and X assigns a set X t ⊂ V (G) to each vertex t of T such that
(ii) for every edge {u, v} ∈ E(G), there is some t ∈ V (T ) such that u, v ∈ X t and (iii) for every vertex u ∈ V (G), the set {t ∈ V (T )|u ∈ X t } induces a subtree of the tree T .
The width of a tree decomposition (T, X) is max t∈V (T ) |X t | − 1 and the tree-width, tw(G), of G is the minimum width of all tree decompositions of G.
Definition 10.
A graph is a k-tree if every minimal vertex separator of G is of size k and every maximal clique is of size k + 1. A graph G is said to be a partial-k-tree if it is an edge subgraph of a k-tree.
In this section, we present an exact bound for the treewidth followed by an algorithm which gives a tree decomposition (T, X) with max t∈V (T ) |X t | = 2 or 3 for the given SC k , k ≥ 5 graph. Let G be an SC k , k ≥ 5 graph. We know that tw(G) ≥ ω(G) − 1. Since, K 2 is the maximum clique in G, tw(G) ≥ 1. We can divide SC k graphs into SC k graphs with cycles and SC k graphs without cycles. It is clear that, SC k graphs without cycles are same as trees and we know that tw(tree) = 1, i.e., max t∈V (T ) |X t | = 2. Thus, in this section, we consider SC k graphs with cycles. It is evident that the lower bound of SC k graphs is two as tw(C n ) = 2. We observe that the upper bound for SC k graphs is two by proving that SC k graphs are partial-2-trees, an edge subgraph of a 2-tree. Alternatively, we augment edges to the given SC k to produce a 2-tree and the augmentation algorithm is given below.
Definition 11.
A minimum fill-in of a graph G is the minimum number of edges whose addition makes the graph G chordal.
Theorem 9. The algorithm Fill − in() outputs a chordal graph, which is a partial-2-tree.
Proof. We prove this by induction on the length of the VCO of a given SC k graph. Base Case: The proof is trivial for the first graph in the ordering. Hypothesis: Assume that the claim is true for the ordering (x 1 , . . . , x n ), n ≥ 1 and let H be the associated SC k graph. Induction Step: In the ordering (x 1 , . . . , x n ), let G be an SC k graph obtained after n th ordering, x n , n ≥ 2. Our claim is to prove G is a chordal graph and a partial-2-tree.
Case 1: x n is P 1 , say u.
By the hypothesis, it is clear that G is chordal and a partial-2-tree.
Decompose the graph G into a set of connected components as per Theorems 5 and 4. 4: Let G1, G2, . . . , G l be the connected components of the decomposed graph. 5:
Choose any one vertex u in Gi and make it adjacent to all the non-adjacent vertices of C k in Gi.
8:
else if Gi is a CAGE then 9:
Choose a vertex with maximum degree and make it adjacent to all the non-adjacent vertices in the CAGE. 10:
end if 11: end for 12: Now combine the decomposed graph into a graph G ′ and Return G ′ .
Case 2: x n is a 0-pendant C k or a 1-pendant C k . Let x n be C = (v 1 , . . . , v k ) and H be the associated graph for the ordering (x 1 , . . . , x n−1 ). W.l.o.g, v 1 ∈ V (H). By the induction hypothesis, when H is passed as an input to the Algorithm 1, the output of Algorithm 1 is a chordal graph and a partial-2-tree. Now
Step 7 of Algorithm 1 adds edges from v 1 to all the non-adjacent vertices of C. Clearly, the resulting graph is chordal and a partial-2-tree. Case 3: x n is a 2-pendant C k . Let x n be C = (v 1 , . . . , v k ). Let H be the associated graph for the ordering (x 1 , . . . , x n−1 ) and by the induction hypothesis, when H is given as an input to the Algorithm 1, the output of Algorithm 1 is a chordal graph and a partial-2-tree. Since, x n is 2-pendant vertex, w.l.o.g, let {v 1 , v 2 } ∈ E(H). Now, augment edges from v 1 to every non-adjacent vertex of C. Clearly, the resulting graph is chordal and a partial-2-tree.
. . , v k ) and H be the associated graph for the ordering (x 1 , . . . , x n−1 ). By the induction hypothesis, when H is passed as an input to the Algorithm 1, the output of Algorithm 1 is a chordal graph and a partial-2-tree. W.l.o.g, assume that {v 1 , . . . , v k 2 +1 } ⊂ V (H). Now
Step 9 of Algorithm 1 adds edges from v 1 to all the non-adjacent vertices of C. Clearly, the resulting graph is chordal and partial-2-tree.
⊓ ⊔
From the above case analysis, it follows that tw(G) ≤ 2. Since tw(G) ≥ 2, tw(G) = 2.
Corollary 4. Minimum fill-in of SC k graphs is polynomial-time solvable.
Proof. The output of Algorithm 1 yields a chordal graph by augmenting a minimum number of edges. Therefore, the output is precisely the minimum fill-in of SC k graphs. Further, minimum fill-in is polynomialtime solvable for SC k graphs. Note that the number of edges augmented in a given graph G by Algorithm 1 is a(k − 3) + (n 1 + n 2 + . . . + n s )(
, where a denotes the number of C k 's and n i denotes the CAGE(n i ,
Having given the bounds for treewidth, we now present an algorithm which gives a tree decomposition for SC k , k = 2m + 3, m ≥ 1 graphs, where max t∈V (T ) |X t | = 3.
Outline of the algorithm: The algorithm first constructs a graph G ′ from G as follows: to start with, every induced cycle in G is converted into a collection of P 3 's appropriately, where the weights of the edges are assigned to be one. Next, the algorithm collects all the edges in S which are not a part of any cycle in G. Now, for every element in S, the algorithm creates a new vertex. Finally, the algorithm adds weighted edges among the newly formed vertices and the newly constructed P 3 's, and the weights of the edges depends on its end vertices. Thus, the graph G ′ has been constructed from G. Now, find the minimum spanning tree T for the weighted graph G ′ and the algorithm outputs T as a tree decomposition for G.
1:
Input: SC k graph G with cycles, k = 2m + 3, m ≥ 1. 2: Output: Tree decomposition of G 3: Let {v1, . . . , vn} be the vertex set of G and S1, S2, . . . , S l , l ≥ 0 be the cycles in G.
as follows.
6: end for
. . , es (s ≥ 0) be the edges in S. 9: for i = 1 to s do 10:
Xi = {x, y | ei = {x, y}} 11: end for 12: p = s + 1 13: for i = 1 to l do 14:
for j = 1 to k − 2 do 15:
Xp = P ij and p = p 1. Input is an SC 5 graph G. For cycles S 1 = (4, 5, 8, 6, 7), S 2 = (4, 5, 2, 1, 3) and S 3 = (9, 10, 5, 12, 11) in the graph G, create P 11 = {7, 5, 4}, P 12 = {5, 7, 8}, P 13 = {6, 7, 8}, P 21 = {1, 2, 3}, P 22 = {2, 3, 4}, P 23 = {2, 4, 5}, P 31 = {9, 11, 12}, P 32 = {9, 10, 12} and P 33 = {5, 10, 12}. 2. Now assign, X 1 = {3, 13}, X 2 = {13, 14}, X 3 = P 11 , X 4 = P 12 , X 5 = P 13 , X 6 = P 21 , X 7 = P 22 , X 8 = P 23 , X 9 = P 31 , X 10 = P 32 and X 11 = P 33 . 3. Draw edges between X i and X j , i = j if it obeys the line 19 and assign weights for edges as in lines 19-20 (see Figure 1 ). 4. Construct a minimum weight spanning tree, T ′ , for the graph T . Thus, the algorithm is complete and results a tree decomposition with minimum tree width for the given graph G.
Theorem 10. The graph T obtained from the Algorithm 2 is a tree decomposition of G such that tw(G) = 2.
Proof. Our claim is to prove that the graph T is a tree and all the three conditions of tree decomposition are satisfied by T .
claim 1: T is a tree
It is clear from the construction of the graph G ′ , that the graph G ′ is connected and hence T is connected. Further, the graph T is the minimum spanning tree of the graph G ′′ , which proves T is acyclic. Hence, T is a tree.
Let us partition the vertex set of G into V 1 and V 2 , where V 1 denotes the set of vertices which takes part in some cycle of G and V 2 denotes the set of vertices which does not take part in any cycle of G. It is evident from Steps 13-17 and from Steps 9-11, that every element in V 1 and V 2 is added to X t , for some t, respectively. Thus, V (G) = t∈V (T ) X t . claim 3: For every edge {u, v} ∈ E(G), there is some t ∈ V (T ) such that u, v ∈ X t .
Every edge, which takes part in some cycle of G, is added to X t , for some t, by means of P ij in Steps 4-6 and every non-cycle edge is added to X t , for some t, by means of S in Step 7. Hence, the claim. claim 4: For every vertex u ∈ V (G), the set {t ∈ V (T )|u ∈ X t } induces a subtree of the tree T .
On the contrary, assume that there exist a vertex u ∈ V (G) such that the set {t ∈ V (T )|u ∈ X t } does not induce a subtree of the tree T . i.e., the graph induced by the vertex set {t ∈ V (T )|u ∈ X t }, say H, is not connected. Let H 1 , . . . , H l , l ≥ 2 be the connected components of H. Choose a vertex X i from H 1 and X j from H 2 .
• |X i | = |X j | = 2. The weight of the edge {X i , X j } ∈ E(G ′′ ) is 5 and hence, this edge will not create a cycle. Thus, {X i , X j } ∈ E(T ), which is a contradiction as H 1 and H 2 are disjoint connected components in H.
• |X i | = 2 and |X j | = 3. The weight of the edge {X i , X j } ∈ E(G ′′ ) is 4 and hence, this edge will not create a cycle. Thus, {X i , X j } ∈ E(T ), which is a contradiction.
• |X i | = |X j | = 3 and if the weight of the edge {X i , X j } ∈ E(G ′′ ) is 1. Then, {X i , X j } ∈ E(T ) since T is a minimum spanning tree of G ′′ and there can not be a cycle in G ′′ where the weights of all edges are 1.
• |X i | = |X j | = 3 and if the weight of the edge e = {X i , X j } ∈ E(G ′′ ) is 2. The edge {X i , X j } / ∈ E(T ), implies that, the edge {X i , X j } is part of a cycle and every other edge in the cycle is of weight one or two. Let P be the second shortest path from X i to X j in G ′ and V (X i ) ∩ V (X j ) = {u, v}. -(P, e) is C 3 , say (X i , X j , X s ).
By our assumption, u / ∈ V (X s ). Since, the weight of {X i , X s } is either one or two, |V (X i ) ∩ V (X s )| = 2. Similarly, |V (X j ) ∩ V (X s )| = 2. Thus, |V (X s )| = 4, which is a contradiction to the construction of G ′ . -(P, e) is C n , n ≥ 4, say (X i , X 1 , . . . , X n−2 , X j ). Since, P is a shortest path and the weight of the edge e is 2, V (X i ) ∩ V (X n−2 ) = ∅ and V (X j ) ∩ V (X 1 ) = ∅. Thus, u, v / ∈ V (X 1 ) and u, v / ∈ V (X n−2 ). The weight of the edge {X i , X 1 } is either 1 or 2, implies that, |V (X i ) ∩ V (X 1 )| = 2, which is a contradiction.
• |X i | = |X j | = 3 and if the weight of the edge {X i , X j } ∈ E(G ′′ ) is 3. Thus, the vertices X i belongs to some C k , say S i and the vertices in X j belongs to some C k , say S j , i = j, and both S i and S j has a vertex intersection. The edge {X i , X j } / ∈ E(T ), implies that, the edge {X i , X j } is part of a cycle and every other edge in the cycle is of weight one, two or three. Let P be the second shortest path from X i to X j in G ′ and V (X i ) ∩ V (X j ) = {u}. -(P, e) is C 3 , say (X i , X j , X s ).
By our assumption, u / ∈ V (X s ). If |V (X i ) ∩ V (X s )| = 2 and |V (X j ) ∩ V (X s )| = 2 or |V (X i ) ∩ V (X s )| = 1 and |V (X j ) ∩ V (X s )| = 2, then |V (X s )| = 4, which is a contradiction to the construction of G ′ . If |V (X i ) ∩ V (X s )| = 1 and |V (X j ) ∩ V (X s )| = 3 or |V (X i ) ∩ V (X s )| = 3 and |V (X j ) ∩ V (X s )| = 3, then the cycle belongs to X s , say S s , i = j = s, contradicts the Theorem 3. The case where |V (X i ) ∩ V (X s )| = 1 and |V (X j ) ∩ V (X s )| = 1 is not possible by the construction of G ′ . -(P, e) is C n , n ≥ 4, say (X i , X 1 , . . . , X n−2 , X j ). Since, P is a shortest path and the weight of the edge e is 3, u does not belongs to any internal vertices of P . If the weight of the edges {X i , X 1 } and {X 1 , X 2 } are 1 and 2 or 2 and 1 or 2 and 2, respectively, then there exists an edge {X i , X 2 }, which is a contradiction to the minimality of P . If the weight of the edges {X i , X 1 } and {X 1 , X 2 } are 1 and 1 or 1 and 3 or 3 and 1 or 3 and 3, then the cycle S j contradicts the Theorem 3. All the above cases gives the contradiction, hence the claim.
⊓ ⊔ Now, we present an algorithm which gives a tree decomposition for SC k , k = 2m + 4, m ≥ 1 graphs, where max t∈V (T ) |X t | = 3.
Outline of the algorithm: The algorithm first decomposes the graph G into connected components where each component is a cut edge or a C k or a CAGE. Next, the algorithm finds the tree decomposition for each connected component. Now, the algorithm combine the components based on its intersection and results in a graph G ′ . Finally, the algorithm finds a minimum spanning tree T of G ′ .
• Xp = {x1, x2, x3} and p = p + 1 • Xp = {x1, x3, x4} and p = p + 1 • Xp = {x1, x4, x5} and p = p + 1, . . ., Xp = {x1, x k−1 , x k } and p = p + 1.
10:
else if Gi is a CAGE then 11:
Collect the vertices in Gi whose degree is equal to ∆(Gi). CAGE has exactly two such vertices, say w, z.
12:
Let ∆(Gi) = s. Then, w and z have s distinct paths of length ) be the j th path between w and z, 1 ≤ j ≤ s.
13:
for j = 1 to s do 14:
Define Xp as follows:
• Xp = {w, z, u Theorem 11. The graph, T , obtained from the Algorithm 3 is a tree decomposition of G such that tw(G) = 2.
Proof. In the algorithm, we decompose the graph G into connected components, where each connected component is a cut edge or a C k or a CAGE. It is clear that, for each connected component, the graph constructed in Steps 5-20 is a tree decomposition of the respective component. Now, we add edges between components based on the conditions in Step 20 and we make the unweighted graph into a weighted graph G ′′ by giving weights to the edges. Finally, minimum spanning tree T is computed for the graph G ′′ . The proof for T is a tree decomposition is similar to the proof in Theorem 10. Note that, max t∈V (T ) |X t | = 3 by Steps 5-15.
Conclusions and Further Research
In this paper, we have investigated strictly chordality k graphs, graphs in which every induced cycle is of length k or cycle-free, from both structural and algorithmic perspectives. We have obtained nice structural results based on the structure of the minimal vertex separators. Further, we have shown that testing SC k graphs are polynomial-time solvable using a special ordering, namely Vertex Cycle Ordering (VCO). Other results include Coloring, Hamiltonicity and Treewidth. Classical problems such as Vertex Cover, Odd Cycle Transversal, Feedback Vertex Set etc., are yet to be explored restricted to SC k graphs.
