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• 第 3章 非負値行列因子分解
3
非負値行列因子分解 (NMF)を用いた従来の文書分類手法について述べる．
• 第 4章 NMFを用いたクラスタリングの関連研究
NMFによるクラスタリングついての関連研究について述べる．
• 第 5章 提案手法 - 観点抽出 -
観点と観点を表す寄与度を算出する手法について述べる．
• 第 6章 提案手法 - 観点行列を用いた文書分類 -
第 5章で算出した観点行列を導入した文書分類手法について述べる．
• 第 7章 実験
実験や評価方法について説明し，実際に評価実験を行い、その考察について
述べる．
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ベクトル空間モデル (vector-space model)[20] は対象となるデータの個々の特徴
量を要素とする多次元ベクトルで表現する．各ベクトルでの類似度 (similarity) を
定義することにより，問い合わせと類似したものを探し出す方法である．
いま，比較対象の特徴として n 個の属性が備わっており，i 番目の属性をwi と
する．そして j 番目の文書データをベクトル ~Djと表現する．これらのベクトルが
線形独立であれば，n 次元のベクトルが定義できる．このように定義されたベクト
ルにおいて，j 番目のデータの特徴ベクトルは
~Dj = (dj1，dj2，dj3，· · ·，djn) (2.1)




~Q = (q1，q2，q3，· · ·，qn) (2.2)
のように表される．ここで，qi は問い合わせベクトルの ~Q における i番目の要素
であり，その属性値がwqiである．











まず，単語出現頻度 (Term Frequency: tf)を考える．単語 t が文書 d に高い頻
度で現れるなら，t は d を良く特徴付ける．この考えによる尺度が単語出現頻度，














df(t) が小さいことが単語 t の文書を特徴付ける能力が高いことを表すので，実








性を表すことできる．すなわち tf が大きく，df が小さいならば，単語 t は文書 d
を真に特徴付けるといえる．この考え方を数値の尺度として表現したのがTF・IDF
値である．つまり，文書 dにおけるキーワード tの重みTF・IDF値は式 (2.5)で求
まる．





として区切ると，図 2.1(a)の組合せになる．最初に [国-境]の 2文字のペア，次に 1
文字右に移動して [境-の]の 2文字のペアとなり，以下同様にして，最後に [ネ-ル]




























合わせベクトルQ の類似度 sim(Dj，Q) は以下のようになる．
10
sim(Dj，Q) =





























































































2.5.2 Support Vector Machine










図 2.2: 二値線形 SVM











えば，変数 yと変数 xの 2変数があり，この 2変数が関数 f により y = f(x)など
のように定量的な関係を持つことを分析する事である．この時，関数 f が
f(x) = αx+ β (2.9)
であったり，xが n次元のベクトルで関数 f が
f(x) = α0 + α1x1 + α2x2 + · · ·+ αnxn (2.10)
のように線形モデルで表せる場合は線形回帰という．特に，式 (2.9)のように独立









トルが x = (x1, · · · , xn)であり，その文書がクラスタAである確率 pを式 (2.11)の
関数 F でモデル化する．
p(x) = Pr{クラスタA|x1, x2, · · · , xn} = F (x1, · · · , xn) (2.11)
ここで，独立変数である文書ベクトル xの各要素を線形モデルで合成した合成変
数 qと，その合成変数 qを用いたロジスティック関数を考えるとそれぞれ式 (2.12)
と式 (2.13)になる．
15
















































































NMF[12]とは，Non-negative Matrix Factorization の略であり，第 2.3.2節で説
明したベクトル空間モデルで表現されたデータを次元縮約することで，クラスタ
リングを行う．文書クラスタリングにおいてNMFは式 (3.1)のようにm個の文書
データと n個の索引語から作られる n×mの索引語文書行列Xを n× kの基底行
列 U と k ×mの特徴行列 V T の積の形に分解することにより文書データを次元圧
縮することができる．ここで，kはクラスタ数である．
X = UV T (3.1)




ある特徴行列 V T へと次元圧縮される．NMFを文書クラスタリングへ適用する際





















































































基底行列Uと特徴行列 V への分解はNMFの目的関数である式 (3.3)の Jを最小
にするような基底行列 U と特徴行列 V を推定することで求まる．
J = ||X − UV T ||F (3.3)
そして，ラグランジュの未定乗数法を用いて式 (3.3)の J を最小にする基底行列


















ここで，u(r)ij と v(r)ij はそれぞれ更新回数 r回目であるU と V の i行 j列の要素を
表し，(X)ijは行列Xの i行 j列の要素を表す．
また，各繰り返し後には発散を防ぐためと各基底を単位ベクトルにするために基












2. 初期値 v(0)ij ，u(0)ij を乱数で与える






NMFでは，U (0)と V (0)の値によって，最終的に得られる U (R)と V (R)は
大きく異なる．ここでRは最大更新回数とする．つまり，V (R)はクラスタリ








































書行列であり，V Ttrain(k行 t列)は各文書の正解クラスタに対応する要素を 1として
それ以外の要素を 0とした教師特徴行列である．また，“+”は擬似逆行列である．
初期基底行列UsをU の初期値U (0)として既存NMFと同様の更新式を実行する








Vsを考えた場合，クラスタリング結果である V を Vsに近づくような方向が，教師
データに対する分類が成功する方向であると考えられる．そこで，クラスタリング
結果を表す V を教師特徴行列 Vsに近づけるような教師制約を追加する．
この手法をNMF-S，(NMF with Supervised constraint)と呼ぶ．NMF-Sでは式
(3.8)を目的関数とする．
Js = ||X − UV
T ||2 + µ||L ∗ (Vs − V )||
2 (3.8)
ここで，(Vs)ij は既知データであり正解クラスタならば 1，既知データであり正
解でないクラスタか未知データならば 0とする．そして行列 L(m行 k列)は既知
データならば 1，未知データならば 0とする．また “∗”は要素毎の乗算とし，µは
教師制約項に対する重みである．
そして，ラグランジュの未定乗数法を用いて式 (3.8)の Jsを最小にする基底行列
U と特徴行列 V の新たな乗算型更新式を求める．U の更新式は既存の式 (3.5)と同






{XTU + µ(L ∗ Vs)}ij
{V UTU + µ(L ∗ V )}ij
(3.9)














































Jss = ||X − UV
T ||2 + λ||L ∗ (Y −WV T )||2 (4.1)
式 (4.1)において Y は教師データの正解クラスタがラベル付けされた k × mの
ラベル行列であり，教師データの正解クラスタを 1としそれ以外を 0としている．
W は k × kの第二項目における基底行列であり，クラスタ間の関係を表している．





0.001 if Yij = 1
1 if Yij = 0
0 if Yij is unknown.
(4.2)
式 (4.1)の第二項目が SSNMFにおける制約である．この制約により，基底行列











(XTU)ij + λ(L ∗ Y
T )W















((L ∗ Y )V )ij
(L ∗ (Y V T )V )ij
(4.5)
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つの解像度データに対してそれぞれ NMFを 1回実施している．まず，式 (4.7)で
高解像度データに対するNMFを行う．そこで推定された基底行列 U を式 (4.8)の
基底行列Uに代入し次の低解像度データに対するNMFにおいて既知情報として扱
い，特徴行列 V2に対してのみ更新式を適用し反復計算による推定を行う．
J1 = ||X − UV1||
2 (4.7)









J = (1− λ)||X − UV1||

































Docs-No Tester01 Tester02 Tester03 Tester04 Tester05 Tester06
doc-01 政治 政治 政治 スポーツ 政治 政治
doc-02 スポーツ スポーツ 政治 政治 スポーツ 政治
doc-03 スポーツ スポーツ スポーツ 政治 スポーツ スポーツ
doc-04 政治 スポーツ スポーツ スポーツ スポーツ スポーツ
doc-05 政治 政治 スポーツ スポーツ スポーツ スポーツ
doc-06 スポーツ スポーツ スポーツ 政治 スポーツ スポーツ
doc-07 政治 政治 政治 政治 政治 スポーツ
doc-08 スポーツ 政治 スポーツ 政治 スポーツ スポーツ
doc-09 政治 政治 政治 政治 政治 政治
doc-10 政治 政治 スポーツ 政治 スポーツ 政治
doc-11 スポーツ スポーツ スポーツ スポーツ スポーツ スポーツ
doc-12 スポーツ スポーツ 政治 政治 スポーツ 政治
doc-13 政治 政治 政治 政治 政治 政治
doc-14 政治 政治 政治 政治 政治 政治
doc-15 政治 政治 スポーツ 政治 スポーツ 政治
doc-16 政治 政治 政治 政治 政治 政治
doc-17 スポーツ スポーツ スポーツ 政治 スポーツ 政治
doc-18 政治 政治 政治 政治 政治 政治







いて述べる．また，D = {d1, d2, ..., dn}を全文書ベクトルの集合，nは文書数とす
る．その時，DA(⊆ D)はクラスA所属の文書ベクトル集合であり，DAはDAの補
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f(D, d, t) (5.1)





































f(D, d, t) (5.2)
クラス Aを当該クラスとした時，図 5.2ではクラス Aに属する文書に出現する
単語 tの特徴量をクラスA内で平均化した値とクラス Bとクラス Cに属する文書
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図 5.5: EM-4 当該クラスと非当該クラスでの最大特徴量の比
クラスAを当該クラスとした時，図 5.5ではクラスAに属する文書の中で単語 t











EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 メートル 氏 メートル 女性 メートル 女性 メートル
2 首相 位 首相 高 認定 高 認定 高
3 女性 ― 女性 位 船 ダンス 船 ダンス
4 認定 Ｗ杯 認定 帝京大 竹島 ― 竹島 田原
5 経済 高 経済 ダンス 寄付 ペア 寄付 ペア
6 都知事 五輪 寄付 Ｗ杯 行使 田原 行使 帝京大
7 寄付 帝京大 細川 早大 経済 帝京大 経済 本田
8 大統領 目 大統領 ＰＫ 甘利 本田 甘利 ＰＫ
9 細川 早大 アベベ 決勝 アベベ 部 アベベ 早大























表す特徴行列 V T を直接算出する手法と初期値に導入する手法の二つを提案する．
特徴行列 V T を直接算出する手法を直接的行列分解（NMF-DV：NMF with Direct
matrix decomposition using Viewpoint matrix）と呼ぶことにする．初期値に導入





ていた式 (3.1)を利用する．式 (3.1)では索引語文書行列Xを基底行列U と特徴行
列 V T の積の形に行列分解している．実際にNMFで行列分解を行う際には，基底
行列Uと特徴行列 V T は未知であり更新式を反復計算することで各行列に対する近
似値の推定を行う．しかし，観点行列Umを利用することで更新式の反復計算せず
に行列分解が可能となる．
具体的に NMF-DVでは，式 (3.1)における基底行列 U に観点行列 Umを代入し
特徴行列 V T を解く式 (6.1)の形に整理することで特徴行列 V T を算出する．








直接的に特徴行列 V T を算出するのではなく，NMFにおける基底行列の初期値に
導入することで，反復計算による最適解の推定を行う．具体的には，NMFにおけ
る基底行列Uの初期値へと観点行列Umを代入し既存のNMFと同様に更新式の反


































Jm = α||X − U1V
T ||F + β||Y −MU2V
T ||F + γ||U1 −M
TMU2||F (6.2)
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ここで，Y ∈ Rb×nは bigramを素性にした低解像度文書行列であり，bは bigram




















(αUV TV + γU1)ij
(6.4)
(U2)ij ← (U2)ij
(βMTY V + γMTMU1)ij





















データ 文書数 索引単語数 t 多義語数 p 多義語割合 p/t
ps 99 3149 1926 61.2%
se 149 3317 2162 65.2%
et 500 7048 4372 62.0%
































































義語 hの曖昧性解消を行う NMFの目的関数 Jhとして式 (6.7)を定義する．また，
このNMFによるWSDは教師なしWSDである．












































2 + · · ·+ EhW
T
h + · · ·+ EHW
T
H (6.9)
ここで，行列Eh ∈ Rs×sh は多義語 hに対応した単位行列 Ih ∈ Rsh×sh と h以外





































Jp = ||X − U1V










(V UTU + αV UTMTMU)ij
(6.12)
Uij ← Uij
(XV + αMTZV )ij





















































機関である Foregin Broadcast Information Service (FBIS)が収集したニュース記
事で構成されている．
表 7.1: CLUTO：シングルラベルデータ
Data Docs Terms Class
k1a 2340 21839 20
k1b 2340 21839 6
re0 1504 2886 13
wap 1560 6460 20
tr31 972 10128 7
tr41 878 7454 10




表 7.2: Web朝日：実験 1＆ 2用シングルラベルデータ
Data Docs Sing Lelabel Terms Class
ps(政治，スポーツ) 80 40 + 40 2806 2
se(スポーツ，経済) 120 60 + 60 2776 2
et(経済，技術) 400 200 + 200 6277 2
it(事故，技術) 400 200 + 200 6855 2
ルが付与されたマルチラベル文書を混在させている．
表 7.3: Web朝日：実験 1＆ 2用混合データ
Data Docs Sing Lelabel Multi Label Terms Class 多義語数
ps(政治，スポーツ) 99 40 + 40 19 3149 2 1926
se(スポーツ，経済) 149 60 + 60 29 3317 2 2162
et(経済，技術) 500 200 + 200 100 7048 2 4372





実験 3の実験データは，実験 1＆ 2で使用したWeb朝日のデータの文書数を減
少させたデータを利用する．文書データセットの詳細は表 7.4に示す．
表 7.4: Web朝日：実験 3用文書データセット
Data Docs Sing Lelabel Docs Multi Label Docs Terms Class 多義語数



































































集合である表 7.3の “ps”と “se”を使用した．人手による分類は学生と教員を含め
た 6人で行った．
7.4.1 実験結果




































































































































































































調査する．代表して文書データセットの “ps”を図 7.6，図 7.7 に示す．残りの文書
データセットである “se”，“et”と “it”の結果は付録に載せる．
表 7.6: ps:政治寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 スポーツ ＰＫ スポーツ ＰＫ 浅田 田原 浅田 田原
2 浅田 Ｗ杯 浅田 田原 球団 ＰＫ 球団 ＰＫ
3 首相 田原 首相 帝京大 山下 帝京大 トロフィー 帝京大
4 球団 行進曲 球団 行進曲 トロフィー 行進曲 ％ 行進曲
5 ％ ペア ％ ペア ％ ペア 山下 ペア
6 氏 帝京大 氏 綱 狩野 早大 狩野 綱
7 トロフィー 綱 トロフィー 早大 横断幕 綱 横断幕 早大
8 設置 早大 羽生 カ月 羽生 本田 羽生 みき
9 羽生 中日 設置 本田 文化 ロナルド 文化 本田
10 経済 ― 経済 中日 女性 みき 女性 ロナルド
表 7.7: ps:スポーツ寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 認定 スポーツ 認定 スポーツ ％ 浅田 認定 浅田
2 経済 浅田 アベベ 浅田 認定 山下 層 球団
3 ％ 五輪 都知事 球団 経済 球団 アベベ 山下
4 アベベ 球団 細川 山下 アベベ トロフィー 単位 トロフィー
5 首相 ％ ％ トロフィー 層 ％ ％ 狩野
6 氏 山下 単位 五輪 単位 狩野 支持 横断幕
7 大統領 トロフィー 大統領 狩野 支持 横断幕 決議 羽生
8 市長 選手 層 羽生 東国 羽生 東国 文化
9 単位 羽生 中国 設置 戦争 文化 島国 ％
10 細川 狩野 東国 庁 甘利 スポーツ 戦争 スポーツ
表 7.8: ps:政治寄り観点の上位単語 (NMF-IV後)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 位 氏 位 氏 位
2 首相 目 首相 目 首相 目 首相 目
3 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯
4 選 メートル 選 メートル 選 メートル 選 メートル
5 経済 決勝 経済 決勝 経済 決勝 経済 決勝
6 安倍 ― 安倍 ― 安倍 ― 安倍 ―
7 細川 戦 スポーツ 戦 スポーツ 戦 スポーツ 戦
8 スポーツ ４ 細川 ４ 細川 ４ 細川 ４
9 大統領 勢 大統領 勢 大統領 勢 大統領 勢
10 東京 ソチ 東京 回 ％ 回 東京 回
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表 7.9: ps:スポーツ寄り観点の上位単語 (NMF-IV後)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 五輪 氏 位 氏 五輪
2 首相 Ｗ杯 都知事 位 都知事 五輪 都知事 位
3 都知事 五輪 首相 Ｗ杯 首相 Ｗ杯 首相 Ｗ杯
4 選 目 選 目 選 目 選 目
5 細川 メートル 細川 選手 細川 メートル 細川 選手
6 大統領 選手 移設 メートル 大統領 選手 移設 メートル
7 経済 決勝 大統領 スポーツ 移設 決勝 大統領 決勝
8 移設 スポーツ 経済 決勝 経済 スポーツ 経済 スポーツ
9 ％ ４ 原発 ４ 原発 ４ 原発 ４







































































各クラスにおいて関連度が高い上位 10位の単語を求める．結果を表 7.10と表 7.11
にまとめる．
表 7.10: ps:政治寄り観点の上位単語 (最適化後)-U1
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 首相 位 首相 位 首相 位 首相 位
2 氏 目 氏 目 氏 目 氏 目
3 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯
4 経済 メートル 選 メートル 選 メートル 選 メートル
5 選 ― 経済 ― 経済 ― 経済 ―
6 安倍 決勝 安倍 決勝 安倍 決勝 安倍 決勝
7 スポーツ ４ スポーツ ４ スポーツ ４ スポーツ ４
8 大統領 戦 大統領 戦 大統領 戦 大統領 戦
9 細川 ５ 細川 回 細川 回 細川 回
10 東京 回 東京 ソチ 東京 ５ 東京 ソチ
表 7.11: ps:スポーツ寄り観点の上位単語 (最適化後)-U1
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 五輪 氏 位 氏 五輪
2 首相 Ｗ杯 都知事 位 都知事 Ｗ杯 都知事 位
3 都知事 五輪 首相 Ｗ杯 首相 五輪 首相 Ｗ杯
4 選 目 選 目 選 目 選 目
5 細川 メートル 細川 選手 細川 メートル 細川 メートル
6 大統領 ― 大統領 メートル 大統領 ― 大統領 選手
7 経済 決勝 移設 ― 移設 選手 移設 ―
8 移設 選手 経済 スポーツ 経済 決勝 経済 決勝
9 ％ ４ ％ 決勝 ％ スポーツ 女性 スポーツ
10 市長 スポーツ 原発 ４ 市長 ４ ％ ４
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NMF-IVの時とMRNMF-Nの時の最適化後における基底行列の重要上位単語を
比較する．そのため，表 7.8は表 7.10と，表 7.9は表 7.11と比較する．比較結果と
して，全体的にランキングは似ているが，異なる所として，政治クラスでは “首相”










WSDの all-words WSD部分は第 6.3節で解説したように式 (6.11)の目的関数 Jp に












以上の 4単語は “attempt”，“avoid”，“disclose”と “remove”である．
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表 7.12: NMFによる語義判定の結果
平均値 中央値 最大値 最小値
Entropy 0.273 1.696e-06 0.969 2.465e-33
Purity 0.391 6.283e-07 0.992 6.163e-34
RandIndex 0.487 0.493 0.775 3.140e-05
Precision 0.589 0.571 0.988 5.547e-33
Recall 0.326 0.276 0.939 6.163e-34
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表 9.1: se:スポーツ寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank スポーツ 経済 スポーツ 経済 スポーツ 経済 スポーツ 経済
1 選手 日経 選手 日経 レース 日経 レース 日経
2 岡田 円 岡田 銭 西武 銭 西武 銭
3 錦織 銭 錦織 取引 ザック ウルグアイ ザック ウルグアイ
4 さん 取引 さん ウルグアイ ジャガー 炉 ジャガー 炉
5 スポンサー 炉 スポンサー 炉 部員 ウー 部員 腰
6 日本 ウルグアイ Ｗ杯 株価 遼 生命 遼 生命
7 Ｗ杯 株価 試合 値上がり キャプテン 腰 キャプテン ウー
8 試合 コイン レース 生命 セット コイン セット 工場
9 五輪 値上がり 五輪 腰 岡田 工場 岡田 バー
10 レース 生命 監督 米 本塁打 株価 本塁打 株価
表 9.2: se:経済寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank スポーツ 経済 スポーツ 経済 スポーツ 経済 スポーツ 経済
1 鈴木 岡田 鈴木 岡田 内村 レース 内村 レース
2 台風 選手 内村 円 鈴木 ザック 鈴木 ザック
3 内村 円 台風 錦織 オリックス ジャガー オリックス ジャガー
4 オリックス 錦織 オリックス さん 台風 遼 台風 遼
5 受賞 さん ヤクルト スポンサー 受賞 キャプテン 受賞 キャプテン
6 体操 スポンサー 受賞 レース 偉業 セット 偉業 セット
7 ヤクルト レース 体操 選手 久保 尼崎 久保 尼崎
8 パラリンピック Ｗ杯 パラリンピック Ｗ杯 真中 ハンドボール パラリンピック ハンドボール
9 久保 契約 久保 契約 パラリンピック 岡田 真中 日経
10 小川 五輪 小川 ユニ 安打 日経 安打 セール
表 9.3: et:経済寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 経済 技術 経済 技術 経済 技術 経済 技術
1 銭 北朝鮮 銭 北朝鮮 ＡＶ 北朝鮮 ＡＶ 北朝鮮
2 日経 ロボット 日経 出願 コイン ロボット コイン 館
3 取引 館 取引 館 Ｗｉｉ Ｗｉ Ｗｉｉ 出願
4 買収 出願 買収 踏切 通貨 館 日経 踏切
5 平均 Ｗｉ 平均 Ｗｉ 日経 踏切 通貨 Ｗｉ
6 円 踏切 コイン モン 拠点 出願 拠点 郵便
7 コイン モン 株価 サイバー イー 郵便 イー モン
8 通貨 受験 通貨 受験 支店 モン ＮＦＣ 受験
9 株価 サイバー ビット スト ＮＦＣ 受験 支店 スト
10 ビット 郵便 Ｗｉｉ 郵便 音 スト 音 ロボット
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表 9.4: et:テクノロジー寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 経済 技術 経済 技術 経済 技術 経済 技術
1 ・ コイン 銭 コイン 日経 ＡＶ 銭 ＡＶ
2 銭 買収 日経 買収 銭 Ｗｉｉ 日経 Ｗｉｉ
3 ドル 携帯 前日 携帯 増税 通貨 増税 コイン
4 増税 ＡＶ 増税 ＡＶ ドル コイン 支出 イー
5 円 通貨 ＴＰＰ Ｗｉｉ 支出 イー 原油 通貨
6 ＴＰＰ Ｗｉｉ 平均 端末 原油 ルモンド クッキー ルモンド
7 日経 ゲーム 首相 ビット クッキー 拠点 報酬 拠点
8 協議 ビット 報酬 通貨 報酬 ＮＦＣ 民営 ＮＦＣ
9 安 端末 クッキー ゲーム 復興 動物 ロシア 動物
10 首相 ＮＦＣ 支出 ＮＦＣ ロシア 音 復興 買収
表 9.5: it:事故寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 事故 技術 事故 技術 事故 技術 事故 技術
1 不正 コイン 片山 コイン 会員 コイン 片山 コイン
2 会員 工場 不正 工場 片山 工場 会員 工場
3 流出 米 流出 ビット ＰＷ ポイント ＰＷ 衛星
4 東芝 ポイント 会員 衛星 島野 衛星 島野 小保
5 片山 衛星 東芝 小保 条項 鶴岡 児童 負担
6 情報 小保 ＬＩＮＥ 鶴岡 児童 負担 条項 鶴岡
7 ＬＩＮＥ 鶴岡 島野 観測 東芝 小保 東芝 録画
8 件 観測 条項 負担 Ｓｕｉｃａ 観測 Ｓｕｉｃａ ＯＳ
9 被告 ・ 情報 ％ 爆竹 録画 爆竹 ％
10 島野 負担 被告 区間 慶応大 ・ 慶応大 観測
表 9.6: it:テクノロジー寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 事故 技術 事故 技術 事故 技術 事故 技術
1 アンネ 不正 アンネ 片山 アンネ 会員 アンネ 片山
2 さん 流出 猪瀬 流出 猪瀬 片山 猪瀬 会員
3 判決 片山 船 不正 被爆 コイン 船 コイン
4 猪瀬 東芝 認定 コイン 船 島野 被爆 島野
5 船 会員 さん サイト 医師 ＰＷ 脱税 ＰＷ
6 被爆 コイン 被爆 会員 弟 条項 弟 条項
7 少年 サイト 弟 東芝 脱税 ミク 談合 ミク
8 医師 情報 脱税 ＬＩＮＥ 少年 慶応大 医師 ポイント
9 認定 ＬＩＮＥ 同校 アクセス 認定 東芝 同校 慶応大
10 弟 島野 医師 島野 疾患 爆竹 認定 爆竹
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