This paper is concerned with double sequences of complex numbers C = [cn}^x and with formal Laurent series Lq(C) = 2f -c_mzm and /."(C) = 2o°cmz~m generated by them. We investigate the following related problems: (1) Does there exist a holomorphic function having L0(C) and LX(C) as asymptotic expansions at z -0 and z = oo, respectively? (2) Does there exist a real-valued bounded, monotonically increasing function <f>(f) with infinitely many points of increase on [0, oo) such that, for every integer n, c" = / 5°(-0" dty(t)l The latter problem is called the strong Stieltjes moment problem. We also consider a modified moment problem in which the function ¡f/(t) has at most a finite number of points of increase. Our approach is made through the study of a special class of continued fractions (called positive 7"-fractions) which correspond to L0(C) at z = 0 and LX(C) at z = oo. Necessary and sufficient conditions are given for the existence of these corresponding continued fractions. It is further shown that the even and odd parts of these continued fractions always converge to holomorphic functions which have Lq(C) and LX(C) as asymptotic expansions. Moreover, these holomorphic functions are shown to be represented by Stieltjes integral transforms whose distributions ^°\t) and ^'"'(O solve the strong Stieltjes moment problem. Necessary and sufficient conditions are given for the existence of a solution to the strong Stieltjes moment problem. This moment problem is shown to have a unique solution if and only if the related continued fraction is convergent. Finally it is shown that the modified moment problem has a unique solution if and only if there exists a terminating positive T-fraction that corresponds to both Lq(C) and ¿"(C).
1. Introduction. In this paper we are concerned with double sequences of complex numbers c -i^n«» c"ec, and with formal Laurent series (fLs) generated by them as follows UC) = I -c_mzm, LX(C) = I cmz-m.
(1.1)
We recall (see, for example, the recent treatment by Henrici [2, Chapter 11]) that a series 2"=r/4iz""> 's cahed an asymptotic expansion of /(z) at z = oo, with respect to a region S which has oo as a boundary point, if there exist sequences of positive numbers {tj"} and {p"} such that, for each n = 0, 1, 2,. . . , W*) -2 dmzm = 0 < v for |z| >p"zÉ 5.
(1.2)
Similarly, S^=0^mz"1 is called an asymptotic expansion of g(z) at z = 0, with respect to a region U which has 0 on its boundary, if there exist sequences of positive numbers {an} and {8"} such that, for each n = 0, 1, 2, . . . , m=0 < aJzl for Izl < 5", z S (7. (1.3)
One way of obtaining solutions to the above problem is to ask under what conditions on the double sequence C is it possible to find a general ^-fraction, satisfying Fn > 0, Gn > 0 for all « > 1, which corresponds to L0(C) at z = 0 and to LX(C) at z = oo. The definition of correspondence will be given in §2. Unless otherwise stated, continued fractions in this article will be nonterminating.
Hereafter, general T-fractions (1.4) satisfying Fn > 0, Gn > 0 for all n > 1 shall be called positive T-fractions.
The notation H£"\C) will be used for Hankel determinants as follows:
Hi"\C) = C" + 2 Cn + k L/i + /t-l cn + 2k-2\ n =0, ±1, ±2, ...,Á: = 1,2, 3,-
The conditions on the double sequence C for there to exist a positive T-fraction corresponding to L0(C) and L^C), respectively, will be shown to be Hi~:\{C) > 0, n > 0; ff^C) > 0, H£??X\C) < 0, « > 1.
Positive T-fractions are shown to have integral representations of the form z a\p(t) (1.5) G(z) = f z + t z G R, *.
Here (1.6) (1.7) R = [z: |arg z| < wl, and ^ is the set of all real-valued monotone nondecreasing functions \¡/(t) defined on 0 < t < oo, with \j/(0) = 0 and lim,^^ \p(t) < oo. ^ is further subdivided into the set ^/r of those functions which have only a finite number of points of increase and the set ^ of those functions \¡/ having an infinite number of points of increase.
In addition to R it is convenient to introduce the regions Ra = [z: |arg z\ < a], 0 < a < w.
The function \p occurring in (1.6) will be in ^F iff the positive T-fraction is terminating and in ^^ if the T-fraction is nonterminating. Further, the function î n (1.6) satisfies the conditions cn = f°°(-0" 4K0. « = 0, ± 1, ±2, . . ., (1.8) and is thus a solution of a moment problem for the double sequence C. By a strong Stieltjes moment problem we shall mean the following: For a given double sequence C = {c^Toa, does there exist aife Sr^ satisfying (1.8)? There also is a moment problem for \¡/ e tyF. This will be called a modified moment problem.
The functions G(z) defined in (1.6) have the series L0(C) and LX(C) as asymptotic expansions, with respect to Ra c R, 0 < a < it, at z = 0 and z = oo, respectively.
A natural question to ask is the following: If a general T-fraction converges to a function /(z), holomorphic in a region Z), having 0 and oo on its boundary, are the fLs, to which the general T-fraction corresponds, asymptotic expansions of /(z) with respect to some region D' c Ö? Surprisingly the only general class of cases known so far in which the question has an affirmative answer is that of the positive T-fractions.
Other questions relating to a doubly infinite sequence of moments have been previously considered by Covindarajula [1] , Kabe [7] , Mendenhall and Lehman [10] and Thomas [14] .
The contents of this paper are as follows. In §2, necessary and sufficient conditions for the existence of a general T-fraction corresponding to two given fLs are obtained. §3 is devoted to a study of positive T-fractions. We characterize those double sequences C for which there is a positive T-fraction corresponding to L0(C) and LX(C). The convergence behavior of positive T-fractions is then investigated and it is shown that the odd and even parts of positive T-fractions always have integral representations. In §4 we establish that (1.8) holds for the given double sequence C and the functions i//(o) obtained from the integral representations of the positive T-fraction corresponding to L0(C) and LM(C). It is also proved that the functions G(a\z), to which the odd and even parts of the positive T-fraction converge, have L0(C) and LX(C) as asymptotic expansions. §5 is concerned with terminating positive T-fractions and a solution of the modified moment problem. In §6, necessary and sufficient conditions for the solvability of the strong Stieltjes moment problem, as well as for the uniqueness of the solution, are given.
We conclude this introduction by summarizing a few elementary facts about continued fractions that will subsequently be used. A continued fraction is an ordered pair <<{a"}, {¿>"}>, {/"}>> where av a2, . . ■ and b0, by, b2, ■ ■ ■ are complex numbers with «"^0 for all n and where {/"} is a sequence in the extended complex plane defined by /" = 5"(0), n = 0, 1, 2, . . . . A continued fraction is said to converge if its sequence of approximants {fn} converges to a point in the complex plane. When convergent, the continued fraction is said to have the value given by lim/". The symbols (1.10) may be used to denote both the continued fraction and its value. When {a"} and {b"} are infinite sequences, then b0 + K(an/bn) is called an infinite (or nonterminating) continued fraction. It is called a. finite (or terminating) continued fraction if {a"} and {b"} have only a finite number of terms ax, a2, . ■ ■ , am and b0, bx, b2, . . . , bm. A continued fraction is assumed to be nonterminating unless otherwise stated.
Corresponding to each continued fraction b0 + K(an/b"), there are sequences of complex numbers {An}, {Bn} defined by the second order linear difference equa- (1.14) *=i Equation (1.14) is called the determinant formula. In the following sections we also deal with continued fractions K(an(z)/b"(z)) whose elements an(z) and ¿>"(z) are polynomials in the complex variable z with complex coefficients. The definitions and elementary properties given above are easily extended to include this case.
2. Existence of general T-fractions corresponding to given fLs at 0 and oo. The concept of correspondence of a continued fraction to a fLs plays an important role in the sequel. Hence it will now be defined. First we note that the set £ of all formal Laurent series (fLs) 00 L= 2 <V", r an integer, an G C, (2.1) n**-r with increasing powers of z, forms a field with respect to addition and multiplication defined in the manner suggested by (2.1). L = 0 is the zero element of £. If /(z) is a function meromorphic at the origin (i.e. in an open disk containing the origin), then its Laurent expansion, which is convergent in a deleted neighborhood of the origin, will be denoted by \(f). A continued fraction K(a"(z)/6"(z)), where a"(z) and bn(z) are polynomials in z for all « > 1, will be said to correspond to a fLs, L G £, at z = 0 if there exists a sequence {&"} of positive integers, with Ihtl ", k" = oo, such that
Here An(z) and 5"(z) are the nth numerator and denominator of K(a"(z)/6n(z)), respectively. Both An(z) and Bn(z) are polynomials in z and hence the nth approximant An{z)/Bn{z) is a rational function of z.
Similarly the set of fLs 00 T* = 2 «V~"> * an integer, a!" e C, (2.3) n = -s with decreasing powers of z, forms a field £*. We denote by AM(/) the Laurent expansion at z = oo of a function/(z) meromorphic at z = oo. Then we say that a continued fraction K(an(z)/bn(z)), where an(z) and b"(z) are polynomials in z, corresponds at z = oo to a fLs, L* G £*, if -L* = n"z-^ + «n+1z-^-'-i-..., (2.4) where {«!"} is a sequence of positive integers with lim,,^^ mn = oo. By the order of correspondence we mean the two sequences {k"} and {«?"}, respectively.
In 1948, Thron [15] introduced continued fractions (1.4) with Fn = 1, n > 1, as a means of expanding an arbitrary power series. Perron [12, pp. 173-175] generalized this to continued fractions equivalent to (1.4) with the restriction Fn ¥= 0, n > 1, and observed that this continued fraction also corresponds to a fLs at z = oo (provided Gn ¥" 0, n > 1). This phenomenon was further studied by Waadeland
[17] and Jefferson [3] .
Here one starts with an arbitrary fLs, L G £, finds a continued fraction ^T corresponding to L at z = 0 and then observes that K corresponds to another fLs, L* G £*, at z = oo. Schematically this can be written T -» K-> L*. The structurally different question, namely, given L and L* to determine conditions on their coefficients to insure that there exists a continued fraction (1.4) corresponding to L at 0 and L* at oo, was first considered by Murphy and McCabe [8] , [9] and independently somewhat later by Jones and Thron [4] , [6] , [16] . It is this question which is now answered by the following theorem. A proof is included since it has A" not been completely proved in any of the above references. The approximants of (1.4) turn out to be in the two-point Padé table determined by L and L*. We restrict ourselves here to the case where r = -1 and í = 0. The nth approximants of (1.4) and (2.10) are identical. Letting A"(z) and Bn(z) denote the nth numerator and denominator of (2.10), respectively, we obtain from (1.11) that An(z) and Bn(z) can be written in the forms where
We now assume that there exists a general T-fraction in the equivalent form (2.10) with en f4 0 and dn =£ 0 for all n > 1 corresponding to L at z = 0 and to L* at z = oo. By use of the determinant formula (1.14), we have
4.+.(*)
A"(z) (-1VV+'
Expanding the right side in increasing powers of z, we obtain, with the help of (2.12), a fLs of the form
Similarly, expanding the right side of (2.13) in decreasing powers of z, we obtain with the help of (2.12) a fLs of the form
It follows from (2.14) and (2.15) that the order of correspondence of (2.10) to L is {« + 1} and to L* is {«} as asserted. Thus we can expand the nth approximant Conversely, we assume now that conditions (2.6) are satisfied. Then a general T-fraction (1.4) is defined by (2.9) and its coefficients satisfy Fn ^ 0, G" =£ 0 for all n = 1, 2, 3, . . . . It follows from (2.14) and (2.15) that the continued fraction corresponds to a fLs L = 2 <V" at z = 0 and to a fLs L* = 2 «!" z'n at z = oo. Now the procedure used in the first part of the proof to define the coefficients Fn and G" in terms of the an and a* can be applied to the â" and â* and this will yield the same Fn and Gn. It is readily shown that sequences {Fn}, {Gn} uniquely determine sequences {«"}, {a*} by means of the relations (2.9). Thus we conclude that an = ân and a* = â* for all n. This completes the proof.
It follows from (2.12) that, for the general T-fraction considered in Theorem 2.1, the nth numerator An(z) and denominator Bn(z) are polynomials in z of degree n. by Jones and Thron [5] . Both proofs depend on an analysis of the zeros of the denominators Ä"(z) of the approximants An(z)/Bn(z) of the continued fraction. For K(z/(1 + dnz)), dn > 0, this analysis was carried out in [15] . The results for positive T-fractions parallel those in [5] . We shall now sketch the steps involved in the proof.
Let An(z) and Bn(z) denote the nth numerator and denominator, respectively, of the positive T-fraction (3.1). Then by the difference equations (1.11), one can see that An(z) and Bn(z) are polynomials in z of degree n of the forms and define the step function \p"(t) by 0 < -r[n) < -r2n) < ■ ■ ■ < -"kW = 0, for 0 < t < -r\"\ k 2 P%\ for -4") < t < -4")" 1 < * < n, m=l -r, for-r<"> <i < oo.
(3.5)
Then \p"(t) G ^ for all n > 1 and the nth approximant of (1.3) can be written as a Stieltjes integral
A"(z) f<*> z <%,(/)
These results can be summarized as follows. where p^ > 0/or m > 1 and 2^=i/>m) = Fi/Gx. Ifi>"(t), 0 < t < oo, is defined by (3.5), then \pn(t) G *, n > 1, and
To proceed we shall make use of the following result, sometimes referred to as "Grommer's selection theorem."
Let {^"(0} be a sequence of real-valued nondecreasing functions defined on -oo < t < oo, such that c < *p"(t) < C for all -oo < / < oo, n = 1, 2, 3, . . . . Then there exists a real-valued nondecreasing function \p(t) defined on -oo < t < oo such that c < \p(t) < C for all -oo < t < oo, and there exists a subsequence {nk} of positive integers such that lim^^, ^v(i) = \p(t) for -oo < / < oo. Moreover, if g(t) is a continuous complex-valued function of the real variable t such that lim,_,±00 g{t) = 0, then lim ¡"git) <ty (/) = Cg(t) ¿Kt). A continued fraction whose nth approximant is the (2« -l)th (or 2«th) approximant f2n-X(z) (or /2n(z)) is called the odd (or even) part of the positive T-fraction (3.1). Theorem 3.3(A) shows that both the odd and even parts of (3.1) converge uniformly on compact subsets of R. Combining Theorem 3.3 with the Grommer selection theorem (with g(t) = z/(z + t)), yields: •'o z -r t
Since the sequences {f2"+a(z)} converge uniformly on compact subsets of R, it follows that the functions G(a\z) are holomorphic for z G R, a = 0, 1. Iff 2"_,e" = oo or 2"_,</" = oo, then ^°\t) = i//(1)(f) = ^(t). Here the en and dn are defined by (3.6).
We note that a in <^(o)(0 and G(a\z) denotes merely an index, not a derivative. In §5 we shall show that the ^(o) are actually in ^fx.
4. Asymptotic expansions of positive T-fractions. In §2 it was shown that a positive T-fraction (3.1) corresponds to a fLs L0(C) at z = 0 and to a fLs LX(C) at z = oo. We shall now show (in several steps) that the functions G(<7)(z), to which the odd and even parts of (3.1) converge in R, have L0(C) and LX(C) as asymptotic expansions. where hn(z) is holomorphic in some circular disk about the origin. Next in terms of the step functions \p"(t) of (3.5) (see Theorem 3.2), we have, for all z G R,
All integrals occurring above exist, since ^"(0 = 0 for 0 < t < -r\n) and ypn(t) = Fx/Gx for -r^n) < t < oo, so that they are all proper Stieltjes integrals. Subtracting the two expressions (4.1) and (4.2) with k = n obtained for/"(z) and Since e is an arbitrary positive number in the inequality above we conclude that k_J> w > i.
From this both the existence of the integral as well as the inequality f^<|c.J, »>1, (4.7)
•'0 »
follow. An analogous argument, where however we need not worry about the integral near t = 0, allows us to conclude that f V <#<«>(r) < |cm|, m > 0, (4.8)
•'o also holds. Combining (4.2) with (4.5) and f"(z) = Jq(z/(z + t)) a\p"(t), we have, for 1 < k < 2« + a, 1 r°°i t \ <fy"(t) C_(* + i)Jo U + í/(_í)*+1 Then, at least for real positive z, |g">A:(z)| < 1. In (4.9) take the limit as n -» oo. Since all of the other limits exist, hm^^ g2n+ak(z) = g^\z) also exists and \gk°\z)\ < 1 forO <z < oo, k > 1.
(4.10)
Here the a in gk°\z) denotes an index and not a derivative. Thus on the one hand we have, for 0 < z < oo, 00 z dipia\t) À " ,"w , t.. J1 = 2 -c_mzm -cAk+X)gk°\z)zk + i. 
Here, as before, the a in hk^l)(z) denotes an index and not a derivative. Then, by 2), be given. Let (3.1) be the positive T-fraction that corresponds to L0(C) at z = 0 and to LX(C) at z = oo. Finally, let Gx(z) and G0(z) be the limits of the odd and even parts of (3.1), respectively. Then L0(C) and LX(C) are asymptotic expansions with respect to Ra, 0 < a < w, at z = 0 and z = oo, respectively, of both G0(z) and Gx(z). where S" denotes the linear fractional transformation (1.9) for the continued fraction (5.6). Letting An and Bn denote the nth numerator and denominator, respectively, of (5.6), we obtain from (1.12) and (1.14) the relation r (C) A*_An + ^-,4"+1) An = (-1)"F,T2 • • • TnZ"4"+1) r57,
Expanding the right side of (5.7) in increasing powers of z, we see that the first nonzero term is of degree at least (n + 1). It follows that (5.6) corresponds to L0(C) atz = 0. A similar argument applies to Loe(C).
In view of the preceding result it will suffice to determine a sequence {Hn(z)} of functions holomorphic both at z = 0 and at z = oo and satisfying Hx where EmN~"~n > 0. This is the case since the zeros of PN-"(z) separate those of PN+i-"(z) and all zeros are simple. It follows that, for n < N -I, the N -n -1 zeros of PN_"_x(z) are all distinct, negative and separate those of PN_"(z).
Finally we shall show that <*"_,_"> 0 for 1 < n < N -n. Clearly aN = 1 > 0. We assume that aN_" > 0 and proceed by induction. By considering the coefficients of zN+i-" in (5.11), we obtain 6. The strong Stieljtes moment problem. We begin with a result giving a necessary condition for the strong Stieltjes moment problem to have a solution. The proof is modelled on the corresponding proof for the ordinary moment problem. Our second result concerns the uniqueness of solutions to the strong Stieltjes moment problem. We shall call two elements of ^ essentially equal if they differ in at most their points of discontinuity. Theorem 6.2. Let C = {c"}! let the positive T-fraction be a double sequence satisfying conditions (6.2) and K I F"Z \ (6.3) corresponding to L0(C) at z = 0 and to LX(C) at z = oo be convergent on compact subsets of R = [z: |arg z\ < it] (see Theorem 3.3). Then the strong Stieltjes moment problem for the double sequence C has exactly one solution \p and it is contained in 4'00. Here, essentially equal solutions are considered as equal.
Proof.
That the moment problem has at least one solution followed from r°° zBn(z) <ty(t) \( r*LÉt<â é¿u\ = Bn(z)cnz-"(x"(z) -<p"(z)) = ß"(z), (6.4) where ß"(z) is bounded as z -^ oo through positive values. Next consider
