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1 INTRODUCTION 
 
1.1 Background  
 
Variability in meteorological conditions between different years makes it 
difficult to distinguish the influence of other factors, such as human 
activities, on catchment hydrological response. Extreme flood events, for 
example, primarily result from extraordinary weather conditions and it is 
difficult to judge how much the flood is affected by past changes in land use, 
drainage conditions, channel geometry, etc. While the role of man-made 
alterations in the historical behaviour of catchment processes is hard to 
resolve, predicting the influence of future alterations is even more 
demanding. These challenges create the need to develop measures and tools 
that can aid in forecasting hydrological behaviour of a catchment. Such 
measures and tools are valuable for managing water resources, introducing 
protective measures against extreme hydrological events, and quantifying 
effects of land-use and climatic changes on hydrology. Hydrological models 
are regarded as indispensable tools for these purposes. For example, a 
precipitation-streamflow model is a necessary, if not sufficient, prerequisite 
for simulating leaching and transport of pollutants with runoff.  
The broad objective of this thesis is to introduce methodology for 
predicting the influence of land use changes on catchment hydrological 
processes. The modelling aims at thorough quantification of hydrological 
sub-processes, and independently testing the sub-process computation 
schemes against measured hydrological state variables and fluxes. Physics-
based process descriptions are selected in order to put together a system that 
is likely to be suitable for impact assessments.  
The experimental and modelling work of this thesis has a special focus on 
wintertime processes. Finland is located at latitudes where accumulation and 
melt of seasonal snow cover has a prominent effect on catchment hydrology. 
About 30-50% of annual precipitation falls as snow, and about 15-30% of 
precipitation is stored in the snowpack at the time of maximum snow water 
equivalent. Spring snowmelt typically leads to the largest seasonal runoff 
volumes, giving rise to risk of flooding.  
Predicting catchment hydrological processes in its entirety is a vast, 
multidisciplinary task extending to a range of spatial and temporal scales. 
The following subsections attempt to identify particular research needs in 
hydrological modelling and lead the reader to the specific scope and aims of 
this thesis. 
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1.2 Precipitation-streamflow modelling 
 
This subchapter gives a brief literature review on precipitation-streamflow 
modelling and provides general background to relate the case studies of this 
thesis to a broader context. Runoff generation mechanisms are discussed 
first, following with a classification of hydrological models, and a list of 
hydrological modelling goals of this work. 
1.2.1 Runoff generation mechanisms 
Runoff in this thesis refers to water input from land areas and soils into a 
channel network, and streamflow refers to flow within the channel network. 
Runoff generation mechanisms describe different processes leading to water 
entering the channel network in response to rainfall, snowmelt and soil and 
ground water movement. Runoff generation processes within the catchment 
are essentially three-dimensional and a key feature of the processes is the 
spatial variability of areas producing runoff (e.g. Hewlett and Hibbert, 1967; 
Sivapalan et al., 1987). One approach for simplifying the distributed spatial 
description of the catchment is to characterise the three-dimensional 
catchment domain as a set of two-dimensional profiles around the stream 
network. The profiles can be determined following topographically driven 
flowpaths from a water divide down to the nearest stream segment. Such 
vertical two-dimensional sloping sections form hillslopes where a range of 
runoff generation processes can be described through concepts of hillslope 
hydrology as reviewed in Kirkby (1985; 1988) and Bronstert (1999).  
Runoff from hillslopes to rivers and lakes has traditionally been 
partitioned into overland and subsurface flow. Overland flow may occur as 
infiltration-excess (Hortonian) overland flow, saturation excess overland flow, 
or return flow. Infiltration-excess overland flow as first introduced by Horton 
(1933) is generated over areas where rainfall or snowmelt intensity exceeds 
the infiltration capacity of soil surface layers. Saturation-excess overland flow 
may occur over areas where the soil water storage is filled up to capacity and 
rainfall or snowmelt cannot infiltrate into soils (Dunne and Black, 1970). 
Return flow is produced in locations where ground water flow leads to 
exfiltration from saturated soil to the soil surface (Dunne, 1983; Kirkby, 
1988; Bonell, 1993). Infiltration-excess overland flow plays often an 
important role during high rainfall intensities and in arid areas or degraded 
land (Kirkby, 1985), whereas its contribution is of minor importance in 
natural land areas with permeable soils and with humid temperate climate 
(e.g. Bonell, 1993; Lepistö, 1994). Dunne (1983) suggested that the 
saturation-excess overland flow becomes important in thickly vegetated areas 
with thin soils, high water tables and long, gentle concave hillslopes.  
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The base flow component of the stream hydrograph is normally produced 
by subsurface flow. Environmental tracer studies carried out in headwater 
catchments have suggested that subsurface flow may dominate even peak 
streamflow during storm events (e.g. Sklash and Farvolden, 1979; Pearce et 
al., 1986; Rodhe, 1987). The importance of subsurface flow has been 
explained with different mechanisms of rapid runoff response via subsurface 
pathways. Bonell (1993) provides a review of runoff processes in forest areas, 
where generation of subsurface flow can be attributed to several possible 
mechanisms, such as macropore or preferential flow, subsurface stormflow, 
saturated wedge throughflow, ground water ridging and transmissivity 
feedback.  
Kendall et al. (1995) note that hydrologic pathways are often incorrectly 
represented in the rainfall-runoff models. For example, when chemical data 
are coupled to the models, they rarely reflect the stream water chemistry 
accurately. Such shortcomings easily question the validity of the assumed 
runoff generation mechanisms. Progress in tracer techniques provides clues 
about hydrological pathways and residence times within a catchment. 
Information from a set of two- and three-component tracer analyses can lead 
to plausible conceptualisations of precipitation-runoff mechanisms (Rice and 
Hornberger, 1998; Brown et al., 1999; Sueker et al., 2000), which may be 
exploited in development of precipitation-streamflow models.  
1.2.2 Historical perspective on hydrological modelling 
The first attempt to relate maximum runoff to rainfall in mathematical  
terms was the introduction of the rational method by a group of Irish 
engineers in 1840s’ (Dooge, 1957). Mathematical theories characterising the 
transformation of rainfall into runoff on a continuous time basis emerged 
during the first half of the 20th century. Later modelling activities were 
boosted with the increasing performance of digital computers.  
In early studies, hydrographs of Hortonian surface runoff (flood runoff) 
and base flow were separated using simple methods, such as graphical 
separation. Then the aim was to identify the share of precipitation (excess 
rainfall) that becomes flood runoff, and estimate the delay between excess 
rainfall and flood runoff. The simplest way to estimate excess rainfall was to 
subtract infiltration losses from rainfall using available theories (e.g. Green 
and Ampt, 1911; Horton, 1940). Sherman (1932) determined the conversion 
from excess rainfall to streamflow at the outlet of a catchment by means of a 
unit hydrograph concept, and Zoch (1934) and Nash (1957, 1959) 
introduced the use of linear storages as delay functions.  
Hydrological simulation techniques running on computers were 
developed in 1960s’. In the first simulation models (e.g. Linsley and 
Crawford, 1960) hydrological subprocesses were characterised as simplified 
conceptualisations, which lead to a system of interconnected linear and non-
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linear storages. The Stanford Watershed Model (Crawford and Linsley, 
1966), the Sacramento model (Burnash et al., 1973), and the HBV-model 
(Bergström and Forsman, 1973) are examples of such conceptual models. 
Later the concepts of classical continuum mechanics were utilised for better 
consideration of physical processes behind rainfall-streamflow conversion. 
The start of distributed hydrological modelling traces back to the blueprint of 
Freeze and Harlan (1969). Literature up to the present shows an excessive 
number of mathematical simulation models developed for predicting 
precipitation-streamflow processes. According to a categorisation presented 
in Refsgaard (1997) the models can be classified on the basis of their process 
description or on the basis of their spatial description.   
1.2.3 Model classification based on process description 
Hydrological processes that are commonly quantified in precipitation-
streamflow modelling include precipitation, interception, evaporation, 
transpiration, snow accumulation and melt, soil and ground water 
movement, overland flow, and channel flow. The importance of each 
process depends on the catchment and climatic characteristics, as well as on 
the modelling objectives. Individual processes are always more or less 
simplified, and they may be ignored or embedded with others. These choices 
lead to models that are different in their process description. Precipitation-
streamflow models can be loosely classified according to their process 
description as metric, conceptual, or physics-based.  
Metric models are data-oriented and merely seek relationship between 
streamflow and excess rainfall without concern for the physical processes 
behind the measured series. The transfer function model, which was first 
popularised by Box and Jenkins (1976), is an example of a systems approach 
(e.g. Wood and O’Connell, 1985), and can be considered as a metric 
precipitation-streamflow model. Conceptual models mentioned above have 
remained in use because of their straightforward implementation and linkage 
with optimisation routines for model calibration. Comparative analyses of 
conceptual models are presented in Franchini and Pacciani (1991) and Ye et 
al. (1997).  
The idea behind physics-based models has been an attempt to find a 
direct linkage between model parameters and field measurements. Such a 
linkage would enhance use of a model for predicting hydrological processes 
in ungauged catchments and simulating hydrological effects of land-use or 
climatic changes. One of the most rigorous physics-based hydrological 
models is the SHE model (Système Hydrologique Européen, Abbott et al., 
1986; Bathurst, 1986), where soil and ground water movement, snow 
accumulation and melt, and channel flow routing are characterised in terms 
of partial differential equations. Examples of other models falling into the 
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same category are the IHDM (e.g. Calver, 1988), TOPOG (Vertessy et al., 
1993), and KINEROS2 (Smith et al., 1995).  
1.2.4 Model classification based on spatial description 
The spatial description of precipitation-streamflow models can be regarded 
as lumped, distributed or semi-distributed. A model is lumped when state 
variables and fluxes characterise average behaviour within the catchment 
and spatial variability of hydrological processes is ignored. Distributed 
models account for spatial variability of hydrological state variables and 
fluxes, and are predominantly physics-based. Spatial variability can be 
described in distributed models within the resolution of a finite grid, where 
the relevant parameter values must be given for all grid cells. Such an 
extensive parameterisation over a catchment is demanding in terms of 
computational burden and data acquisition (Beven, 1989; Grayson et al., 
1992; Woolhiser, 1996). The model parameters and state variables may 
depend on the grid resolution, and consequently, it may be difficult to relate 
point measurements to grid-scale effective model parameters. 
Semi-distributed modelling approaches and subgrid-scale variability 
schemes have been introduced to alleviate the above-mentioned problems. 
All semi-distributed models share the assumption that spatial variability in 
key hydrologic properties can be described in a condensed form. In 
TOPMODEL topographic variability is presented as the topographic index 
curve, which can be used to determine the spatial extent of saturated areas at 
a given time (Beven and Kirkby, 1979). Becker (1992) and Becker and Braun 
(1999) aggregate areas of similar hydrological properties into a patch or a 
‘hydrotope’, and Flügel (1995) subdivide the catchment into hydrological 
response units. Tao and Kouwen (1989) and Kite and Kouwen (1992) 
present a hydrological modelling system using land classification into areas 
regarded as hydrologically homogeneous. In this kind of framework, each of 
the identified units is assigned a water balance model. The model can be 
based on either conceptual or physics-based process description. When a 
conceptual model is selected, within the scope of the unit, the spatial 
description is of the lumped kind. And when a physics-based model is 
adopted, a simplified description of spatial dimensions within a unit is 
required. The simplified description retains the benefits of a semi-distributed 
approach.  
Another approach to facilitate the application of distributed models in 
low-resolution grids is inclusion of subgrid-scale variability schemes. Subgrid-
scale variability may be treated by means of distribution functions 
determining variability of model parameters in spatial scales smaller than the 
grid size. One of the early examples is the representation of non-uniformity 
of soil moisture storage distribution in Xinanjiang model (Zhao et al., 1980). 
Wood et al. (1992) and Liang et al. (1994) further extend this idea in VIC 
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model and Todini (1996) in ARNO model. Review of parameter scaling and 
subgrid scale processes is presented in Blöschl and Sivapalan (1995). 
1.2.5 Why physics-based modelling? 
In terms of streamflow reproduction it is hard to make general discrimination 
between performances of different hydrological models. Several studies 
suggest that both conceptual and physics-based models need calibration to 
some extent and can lead to comparable goodness of fit between measured 
and calculated streamflow (Ye et al., 1997; Refsgaard, 1997; Bergström and 
Graham, 1998; Beven, 2001). Ye et al. (1997) regard the use of distributed 
physics-based models disadvantageous, when increase in computational 
burden does not improve streamflow simulation. The justification of 
distributed hydrological modelling therefore requires more than producing 
merely streamflow.  
Impact studies call for hydrological models which can separate processes 
and differentiate areas affected and unaffected by changing conditions. 
Simulations of hydrological effects of land-use or climate changes are 
examples of impact studies. Land-use types typically form a mosaic landscape 
structure, and changes in land-use are spatially variable impeding application 
of lumped precipitation-streamflow models. Distributed or semi-distributed 
models are set up with separate modelling components for areas affected and 
unaffected by a land-use change. When hydrological data from changed and 
unchanged land-use conditions are available, impact simulations may be 
conducted within the range of measured conditions using a conceptual or 
physics-based model that is calibrated against measured data. Such data are 
often unattainable, and then physics-based models remain as the best 
available tools for simulating effects of land-use changes. Physics-based 
models with detailed process description should be capable of simulating 
how land-use changes influence each hydrological process. Refsgaard (1997) 
emphasises that reliable extrapolation of simulation results has so far proven 
unattainable and calibration against measured data is required practically for 
each variable for which predictions are made. Ewen and Parkin (1996) call 
for generally applicable methods for validating catchment models that are 
aimed at predicting the impacts of changes in land-use and climate. A need 
for the development and testing of physics-based models for impact 
assessment is eminent. 
Studying effects of climate change may necessitate coupling of 
hydrological models with atmospheric circulation models, which require 
surface temperature and albedo as part of their boundary condition 
(Marshall et al., 1999). Surface temperature and energy exchanges can be 
simulated by means of a land-surface-vegetation-atmosphere transfer (SVAT) 
scheme, which is an essential component of a physics-based hydrological 
model. Wigmosta et al. (1994), Nijssen et al. (1997), and Jansson (1998) 
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present examples of physics-based models capable of simulating surface 
energy exchanges. 
1.2.6 Hydrological modelling in this work 
Earlier studies suggest that the computational burden and overwhelming 
data requirements of physics-based models are major obstructions for their 
applications (Beven, 1989; Grayson et al., 1992; Woolhiser, 1996). This leads 
to questions of 1) how to decrease the computational burden of physics-
based models, and 2) how to restrict data requirements for model 
implementation without losing the benefits that come with distributed 
predictions of hydrological state variables and fluxes? Much of the 
computational burden comes through coupling of vertical and lateral water 
flow models in a distributed setting. Simplification for coupling unsaturated 
and saturated flow in three-dimensional domain provides one avenue for 
reducing the burden. In this thesis a one-dimensional model that simulates 
vertical soil water dynamics in the unsaturated zone is coupled with a two-
dimensional ground water model in order to develop a computationally 
efficient three-dimensional scheme for simulating soil and ground water 
interactions and runoff generation within a catchment. The unsaturated 
zone routine is based on DRAINMOD, which was originally introduced by 
Skaggs (1980) for simulating hydrology of drained agricultural fields. 
DRAINMOD has been shown to simulate unsaturated zone processes 
comparably to the results of more complex models that are based on 
Richards equation (Karvonen and Skaggs, 1993). The present study is a first 
attempt to extend the DRAINMOD approach to three-dimensional 
computation domain. 
In addition to problems arising from vast data requirements, lack of 
functional linkage between grid-scale effective model parameters and point-
scale field measurements impedes application of distributed models. This 
issue is a subject of ongoing research on subgrid-scale variability and scaling. 
Methodologies are needed for restricting spatial dimensions of distributed 
physics-based models in order to reduce data requirements. These 
methodologies should identify a modelling domain that can aid in 
establishing a meaningful linkage between model parameterisation and field 
measurements. Development of hydrological modelling in this thesis leads to 
a methodology that uses a vertical two-dimensional hillslope as a basic 
modelling unit. As stated earlier, a range of runoff generation processes can 
be identified experimentally and mathematically at the hillslope scale. The 
basic idea is that the part of a catchment that possesses homogeneous 
behaviour with respect to dominating hydrological processes is considered as 
a hydrologically similar area (e.g. Becker 1992; Schultz, 1993). Typical 
hillslopes are then identified for such areas, and a water balance model is 
implemented in each hillslope domain.  
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Many earlier studies suggest that use of physics-based models is not well 
justified when the objective is merely streamflow reproduction. Comparison 
of the model results against an aggregate variable, such as streamflow, does 
not validate any of the submodels included in a physics-based modelling 
system. Submodels of different hydrological processes must therefore be 
calibrated and validated separately against measured state variables or fluxes 
from each process. The current work presents new measurements from 
forested sites in northern and southern Finland for calibration and validation 
of hydrological process models. Snow mass, snow temperature, and surface 
energy flux data from Sodankylä are used to compare snow energy balance 
models and develop a new energy balance scheme for the current modelling 
system. Another set of hydrometeorological data from Siuntio is used to 
calibrate and validate models of interception, snow accumulation and melt, 
soil and ground water interaction, and streamflow routing separately against 
measured throughfall, snow water equivalent, ground water levels, and 
streamflow, respectively.  
Inclusion of tracer study results into precipitation-streamflow modelling is 
increasingly receiving attention as a promising way to identify more realistic 
process representations. Such efforts are not expected to bring about any 
advances in prediction of calculated total streamflow volumes, but rather 
they can provide some basis to validate the assumed runoff generation 
mechanisms (Becker et al., 1999). Uhlenbrook and Leibundgut (1999, 2002) 
introduced a tracer aided catchment model where conceptualisations of 
runoff generation mechanisms were incorporated into the structure of a 
semi-distributed conceptual model. An interesting question is to what extent 
tracer results support assumptions behind physics-based models? In this 
thesis, development of the hydrological model aims at separation of overland 
and subsurface flow pathways in simulating runoff generation. The 
applications involve calibration and validation of a physics-based 
precipitation-streamflow model against hydrometric data, and assessment of 
the model generated runoff against fractions of isotopically traced event and 
pre-event water. This thesis is partially motivated by the fact that few studies 
have compared partitioning of runoff as computed in physics-based rainfall-
runoff models against tracer results.  
 
1.3 Snow accumulation and melt 
 
Snow accumulation and melt have a significant influence on precipitation-
streamflow processes in high latitudes. In the boreal region a large fraction of 
the area is covered with forests where the influence of the canopy on snow 
processes is significant. In the following subsections development and 
challenges of snow modelling are outlined. 
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1.3.1 Progress in snow modelling 
Much early modelling work on snow processes is summarised in U.S. Army 
Corps of Engineers (1956). Extensive field data from the western United 
States were exploited to investigate physical processes of snow and develop 
methods for solving snow hydrology problems, such as forecasting snowmelt-
induced runoff. In these investigations use of meteorological variables as 
snowmelt indices was analysed. Air temperature was found to be the best 
single index of snowmelt in forest, and net radiation in the open. These 
findings have been utilised in many modelling case studies where snowmelt 
is computed as a function of an energy-index, such as models based on daily 
mean, minimum, or maximum air temperature, or radiation intensity. 
In a degree-day model snowmelt intensity is directly proportional to mean 
daily air temperature and only precipitation and air temperature are needed 
as model input data. Wide availability of such data has lead to popularity of 
degree-day (temperature-index) models especially in operational streamflow 
forecasting (e.g. Bergström, 1976; Kuusisto, 1984; WMO 1986; Vehviläinen, 
1992; Bergström and Graham, 1998). Degree-day models can be 
complicated by inclusion of radiation as an additional snowmelt-index. 
Examples of combined radiation and temperature index models are 
presented in Rango and Martinec (1995) and Cazorzi and Fontana (1996).  
Physics-based snow models use the energy balance approach, which 
permits computation of the heat available to change snow temperature or to 
melt snow. In addition to air temperature and precipitation data, energy 
balance models require short- and long-wave radiation, relative humidity, 
and wind speed as input data. The concepts of snow surface energy balance 
have already been presented by the U.S. Army Corps of Engineers (1956) 
and reviewed later in Anderson (1968) and Male and Granger (1981). 
Energy balance snow models may be further classified according to 
snowpack discretisation schemes. Simple one-dimensional models treat the 
snowpack as one or two horizontal layers, whereas more complete models 
subdivide the snowpack into several layers, whose total number, depth, and 
density change with time. Energy balance models are not superior to 
empirical approaches in predicting average snow water equivalent or 
snowmelt runoff (e.g. WMO 1986, Vehviläinen, 1992). The energy balance 
approach becomes necessary when separation of snow surface energy fluxes 
and prediction of the snow surface temperature are important. This is the 
case in the context of coupled land-surface-atmosphere models, when 
hydrological models are linked with climate models (e.g. Marshall et al., 
1999; Gustafsson, 2002), and in the context of assessing hydrological effects 
of land-use changes, such as logging (Lundberg, 1996). Physics-based snow 
models are also useful in simulating small-scale processes of snow 
metamorphosis, melt, and thermal state, or for predicting spatially distributed 
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snow water equivalent and short-term extreme snowmelt conditions (Blöschl 
et al., 1991; Gray and Prowse, 1992). 
In Finland, experimental studies of snow accumulation and melt have a 
long tradition (e.g. Korhonen, 1915; 1923) and emerged much earlier than 
snow modelling activities in the late 1970s’. Renqvist et al. (1939) remark 
that the Central Meteorological Institute and Geographical Society of 
Finland started regular snow depth measurements in the country in 1890. 
More extensive and systematic snow measurements were deemed necessary 
after occurrence of great floods in the end of 19th century. The Hydrographic 
Office set up their measurements in 1909, and later the Hydrological Office 
established a snow course network in 1935. The Agricultural Board operated 
additional snow course measurements in selected research basins starting 
from 1933 (Kaitera, 1939). In 1957, the research basins and snow course 
measurements were rearranged to distribute them all over the country 
(Mustonen, 1965).  
Extensive records of Finnish snow course data have been exploited in 
snowmelt modelling by Gürer (1975) and Kaila (1977), who carried out 
long-term snowmelt simulations based on regression techniques. Kuusisto 
(1980), Hiitiö (1982), and Vakkilainen and Karvonen (1982) applied the 
degree-day approach in producing daily estimates of snowmelt. Statistical 
analysis of Finnish snow course measurements and testing of energy index 
snowmelt models are presented in Kuusisto (1984). Vehviläinen (1992) 
continued his work by incorporating different snowmelt routines into an 
operational streamflow forecasting model. According to Kuusisto (1984) and 
Vehviläinen (1992), the temperature index models are most suitable for 
computing snowmelt in operational hydrological models implemented at the 
Finnish Environment Institute.  
1.3.2 Energy balance snow models 
The energy balance approach in snow modelling became widely used in the 
middle of 1970s’ when both one-layer and multi-layer snow models were 
introduced. Price and Dunne (1976) developed an energy balance model, 
which considered snowpack as one homogeneous layer. Anderson (1976) 
was among the first to introduce a multi-layer approach for modelling mass 
and heat balance of a seasonal snow cover. The one-dimensional model of 
Anderson (1976) discretised a snowpack vertically into homogeneous layers, 
whose number was allowed to change with time. In each layer the model 
simulates snow temperature, mass fluxes due to phase changes of water, 
liquid water transmission, and the snow density changes. Anderson (1976) 
introduced a number of empirical equations describing snow processes and 
properties, such as snow compaction and settling, density of precipitated 
snow, snow grain diameter, snow albedo, and effective thermal conductivity 
of snow.  
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Morris (1983) developed a physics-based snowmelt model, which was 
used as a subroutine in the SHE model (Abbott et al., 1986). In a vertical 
one-dimensional representation snow was considered as a mixture of three 
water phases and dry air. Jordan (1991) combined the mixture theory (e.g. 
Morris, 1983; Kelly et al., 1986) and the point model of Anderson (1976) 
into a snow temperature model, which she called SNTHERM. The model 
has been continuously refined and modified to take into account detailed 
processes affecting snowpack energy and mass balance (Jordan, 1992; Jordan 
et al., 1999). The model partitions a snowpack into horizontal layers in a 
similar fashion to the approach used by Anderson (1976), and simulates snow 
temperature, density, effective thermal conductivity and specific heat profiles 
under a variety of winter conditions. In addition to snow properties, the 
model simulates soil temperatures. The model is intended primarily for 
simulation of snow processes; water movement in soil is disregarded, and 
snowmelt outflow is drained artificially at the snow-soil interface. Other 
examples of multi-layer snow models are reported in Illangasekare et al. 
(1990), Brun et al. (1989; 1992), and Tuteja and Cunnane (1997). 
Beside multi-layer point snowmelt models, a number of simple energy 
balance models treating snowpack as one or two layers have been introduced 
(Marks, 1988; Ohta, 1994; Wigmosta et al., 1994; Tarboton et al., 1995; 
Stähli and Jansson, 1998). These models are computationally simpler than 
the multi-layer algorithms and are typically intended for modelling spatially 
variable snow processes. Some of the simple models produce separate 
estimates of snow cover and snow surface temperatures (e.g. Tarboton et al., 
1995), whereas others simulate only bulk heat content and temperature of 
the snowpack (e.g. Wigmosta et al., 1994).  
The long list of different energy balance models calls for a comparative 
study to find out the degree of complexity in parameterisation needed to 
reproduce snow mass and heat balance. Such a comparison should not only 
focus on average mass and heat balance simulations of the snowpack, but 
also on surface energy exchange and snow surface temperature simulation, 
which are important links to atmospheric processes.  
1.3.3 Modelling the effect of forest on snow processes 
Snow energy balance models have typically been designed to operate in 
open areas where no canopy is present. Unforested areas exhibit energy 
exchange with the atmosphere that is radically different from the continuous 
forested areas (Harding and Pomeroy, 1996). Therefore the application of 
these models in forested areas requires the influence of the canopy on the 
energy flux components to be taken into account. In several studies 
conducted in boreal regions net radiation has been found to increase in 
importance with respect to turbulent fluxes when a forest canopy is present 
(Price and Dunne, 1976; Pomeroy and Dion, 1996; Vehviläinen, 1992; Link 
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and Marks, 1999; Woo and Giesbrecht, 2000). Incident solar radiation is 
decreased because of shading by the trees, but emission of downward long-
wave radiation from trees increases the net radiation beneath the canopy. 
Turbulent fluxes are suppressed by the low wind speeds close to snow cover 
on the ground.  
Hardy et al. (1997) and Davis et al. (1997) used a multi-layer snow energy 
balance model (SNTHERM) to assess snowmelt dynamics below a 
coniferous forest stand. The snow model was coupled with a radiation 
transfer model, which estimated the shading effect of the canopy. Woo and 
Giesbrecht (2000) and Giesbrecht and Woo (2000) considered spring 
snowmelt in a subarctic site in Yukon Territory, Canada, and accounted for 
the effect of canopy both at single tree and forest scales. All these studies 
have in common the fact that they concentrate on periods of little or no 
precipitation in the spring melt season and thus avoid the need to consider 
the effects of interception. Interception and sublimation of snow have been 
reported to result in substantial decrease in net precipitation in dense forests 
(Lundberg, 1993; Lundberg et al., 1998; Nakai et al., 1999; Pomeroy et al., 
1998) and they have to be taken into account when snow processes are 
described over the entire winter season.  
In the western United States Storck (2000) studied removal of intercepted 
snow by sublimation, melt-water drip and mass release, and implemented a 
physics-based model to simulate the influence of canopy on snow processes 
on the ground. Storck (2000) found that the interception process is strongly 
controlled by micrometeorological conditions, and that results of snow 
interception studies may not be extrapolated to areas with different climatic 
conditions. Detailed studies of snow processes in forests should therefore be 
extended to cover a range of climatic conditions in the boreal region.  
1.3.4 Snow modelling in this work 
Vehviläinen (1992) presented a comparison of two snow energy balance 
models, which treated the snowpack as one layer and had similar procedures 
for estimating the surface fluxes, but different representation of snow cover 
properties. Both models were calibrated against observed snow water 
equivalent and runoff. The meteorological data in Vehviläinen (1992) were 
daily time series and did not support comparison between the models at time 
scales less than a day. The snow studies in this thesis continue the 
examination of snow energy balance in Finnish climatic conditions, and 
extent the modelling efforts to hourly time scales. The objective is to test 
more rigorous energy balance schemes than those used in earlier model 
comparisons (e.g. Vehviläinen, 1992). The tested models are 1) UEB 
(Tarboton et al., 1995), which treats snowpack as one lumped layer, 2) 
SNTHERM (Jordan, 1991), which includes a complex multi-layer 
parameterisation of snow cover, and 3) a new snow energy balance scheme, 
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which subdivides the snowpack into two layers. Since the models can be 
regarded as physics-based, they are not calibrated against measured snow 
data. The model comparison is conducted not only in terms of snow water 
equivalent, but also in terms of snow surface temperature, snow heat content, 
surface energy fluxes, and liquid water content of snow.  
The effect of different terrain types on snowmelt in Finland has received 
attention in many earlier studies exploiting data from the snow course 
networks (Kaitera, 1939; Mustonen, 1965; Kuusisto, 1984). Kaitera (1939) 
related ground measurements of snow water equivalent to canopy closure in 
mixed and coniferous forests, and noted that prior to spring melt snow water 
equivalent decreases when moving from sparse forests to open fields, and 
from fields to dense forests. Based on ground measurements Seppänen 
(1961) studied differences in snow water equivalent between open and pine-
dominated forests. The results point out that interception of snow in the 
conifer tree canopy may have a major role in the water balance of dense 
forests. The earlier measurements, however, do not support detailed 
examination of the canopy and snow processes, or testing models at time 
scales less than one day. This thesis presents recent micrometeorological and 
snow measurements from a mature coniferous forest in southern Finland. 
These data provide the necessary basis for calibration and validation of 
process models characterising canopy interception, and snow accumulation 
and melt on the ground. Climatic conditions in the experimental site are 
more temperate than those in North American and Siberian regions having 
as northerly a location. Due to the effects of the Gulf Stream in the Atlantic 
Ocean, winters are relatively mild and snowmelt may occur in mid-winder 
conditions when intensity of the solar radiation is insignificant. The role of 
different energy sources giving rise to snowmelt in such conditions has not 
adequately been addressed. This study attempts to add to this knowledge. 
 
1.4 Scope and objectives 
 
The broad objective in the present model development is to formulate a 
system suitable for simulating the effects of land use changes on catchment 
hydrological response. Such a goal calls for implementation of physics-based 
models for each hydrological process separately. The case studies of this 
thesis show how each model is calibrated and validated against hydrological 
state variables or fluxes.  
The modelling efforts are concentrated on conditions varying from open 
to forest. Testing of the models uses field data from a sparsely forested site in 
northern Finland and from a catchment covered by mature coniferous stand 
in southern Finland. Special focus is directed on winter and springtime 
processes.  
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Specific objectives of snow applications are to  
1) test two snow models (UEB and SNTHERM) of different complexity in 
simulating snow surface energy exchange and snow mass balance, and 
identify the major differences in structures and performances of the studied 
models (I),  
2) develop a new snow energy balance scheme, which can act as a 
subroutine in a physics-based hydrological model and which yields 
successful simulation results of snow mass and heat balance (II), 
3) collect snow and micrometeorological data for testing the snow energy 
balance model over several winter seasons in open and forested sites (III) 
4) introduce a canopy process scheme, couple it with the new snow model, 
and simulate snow processes in the absence and presence of a coniferous 
forest canopy (III)  
5) identify energy fluxes contributing to snowmelt in the open and in the 
forest in mid-winter and spring conditions (III).  
Runoff generation studies of this thesis aim at  
6) collecting hourly runoff and meteorological data from a forested 
catchment for testing hydrological models (V), 
7) developing physics-based runoff generation schemes in different spatial 
descriptions (IV, V), 
8) simplifying the coupling of soil and ground water computation procedures 
by means of a DRAINMOD-type (Skaggs, 1980) approximation to one-
dimensional Richards equation (IV, V), and  
9) assessing the simulation results against hydrometric and tracer data from a 
small forested catchment (IV, V).  
Two hydrological models with different spatial descriptions were developed. 
One is a distributed, quasi-three-dimensional model. The other is a semi-
distributed model simulating catchment response from a single hillslope. 
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2 DATASETS  
 
2.1 Outline 
 
One dataset from Sodankylä, northern Finland, and two from Siuntio, 
southern Finland, were used in the case studies. The Sodankylä data were 
provided by the Finnish Meteorological Institute and included 
micrometeorological, snow and turbulence data for snow modelling case 
studies (I, II). The hydrometeorological and tracer data from Siuntio were 
available from the Finnish Environment Institute and were utilised in 
precipitation-streamflow modelling (IV, V). The third set of data was 
gathered in Siuntio by the Helsinki University of Technology for 
development and testing of canopy and snow modelling schemes (III) and 
for modelling runoff generation (V). The objective of these measurements 
was to gather a data set that is more extensive and more suitable for 
modelling purposes compared with the earlier measurements in Finland. 
 
2.2 Sodankylä 1997 data 
 
Sodankylä was the northern site for the WINTEX (winter experiment) field 
campaign, which concentrated on the land-surface-atmosphere interactions 
in a wintertime boreal forest (Heikinheimo and Halldin, 1996; Harding et 
al., 2001). WINTEX was a continuation of the NOPEX (northern 
hemisphere climate processes field experiment), which studied land-surface 
processes at a regional scale for a mixed land cover dominated by boreal 
forest (e.g. Halldin et al., 1998; 1999).  
Sodankylä is located about 100 km north of the Arctic Circle (Figure 1); 
the climate there is subarctic and characterized by long and cold 
continental-type winters and relatively warm but short summers. During 
1931-60 the average annual precipitation was 507 mm and the mean annual 
temperature –0.5 ºC.  
The meteorological data from Sodankylä Observatory covered the period 
from 12 March to 30 May 1997. The data included downward short-wave 
radiation at a height of 16.8 m, reflected short-wave radiation at 2 m, net 
radiation at 2 m, both air temperature and relative humidity at 2 m, wind 
speed at 22 m, cloud cover observations, precipitation and form of 
precipitation. Radiation measurements were taken at one-hour and the other 
meteorological data were gathered at 3-hour intervals. Measurements of 
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turbulent energy exchange were made over a two-week period in March 
using the eddy correlation technique. For the purposes of this study, an 
estimate of the sensible heat flux was derived at the height of 3 m, and an 
estimate of latent heat flux at the height of 18 m. 
Vertical profiles of snow density and temperature were measured in an 
opening within a sparse coniferous forest stand. Hourly variations of snow (or 
air) temperature were measured at 9 locations between heights from 0.1 to 
0.9 m above the ground surface. In addition, two infrared sensors were 
pointed downward to measure the snow surface temperature once every 
hour. Snow depth, snow water equivalent and vertical snow density profile 
were measured at least once a week depending on the occurrence of 
precipitation and snowmelt.  
 
2.3 Siuntio 1991-1996 data 
 
Hydrometeorological and tracer measurements from a forested catchment 
(Rudbäck, 0.18 km2, Figure 1) in southern Finland were provided by the 
Finnish Environment Institute. The elevation in the area ranges from 34 m 
to 65 m with exposed bedrock on top of the hills. The catchment has shallow 
depths of mineral soils underlined by impermeable bedrock. Soils are mainly 
composed of silty and sandy moraines, but layers of clay soils also occur. The 
catchment is covered by a mature forest stand dominated by Norway Spruce. 
More details on the site information are published in Lepistö (1996) and 
Lepistö and Kivinen (1997).  
The climate in Siuntio is temperate with cold, wet winters, having several 
cycles of snow accumulation and melt. Mean annual precipitation 
(uncorrected) during 1991-96 was 700 mm, which includes 15-25 % of 
snowfall. Mean annual air temperature is about 5 °C. Daily discharge values 
at the outlet of a stream draining the catchment were available from the 
period 1991-96.  
Precipitation was measured daily 2 km from the site and other 
meteorological data were available from stations operated by the Finnish 
Meteorological Institute. Mean, minimum, and maximum air temperature 
and relative humidity were measured in Vihti, which is located 
approximately 30 km from the catchment. Daily means of global radiation 
were available from the Helsinki-Vantaa airport, located 44 km from 
Rudbäck.  
Lepistö (1994) measured oxygen isotope concentrations in precipitation 
and in stream water to determine monthly fractions of event and pre-event 
water for a period from 1991 to 1992. The tracer data of Lepistö (1994) was 
used in this thesis to assess model performance. 
 
  
 
25
 
Figure 1. Locations of Sodankylä Observatory, study catchment (Rudbäck) in 
Siuntio and the meteorological stations in Vihti and Helsinki/Vantaa airport. 
Catchment layout shows the locations of the streamflow measurement weir, the 
meteorological station at site, and the ground water tubes (R7, R8, R9). 
 
2.4 Siuntio 1996-2000 data 
 
At the end of 1996, the site in Siuntio was supplemented with automated 
and manual hydrometeorological measurements. Snow depth was measured 
manually at 22 points in the forested catchment, and at 12 points in an 
adjacent clearing (about 0.03 km2, see Figure 1). Water equivalent of snow 
was measured at three points in both forested and open sites by weighing 
cylindrical snow samples. Accumulated precipitation in the clearing was 
measured at one point using a shielded gauge and throughfall in the forest 
was measured in six unshielded gauges. Measurements were taken once or 
twice per week depending on the occurrence of snowfalls and snowmelt. 
Starting from the end of November 1996, micrometeorological variables 
at a height of 2 m above the ground were recorded half-hourly in the 
clearing and in the forest beneath the canopy. The variables at both sites 
included air temperature, relative humidity, wind speed, downward short-
wave radiation and reflected short-wave radiation. Downward long-wave 
radiation was measured in the open starting from January 1997, and the 
sensor was moved to the forest in January 1999 where it resided until the 
meteorological station was shut down in October 1999. Precipitation in the 
form of rain or snowfall was measured in the clearing, where the weight of a 
wind-shielded container (0.44 × 0.44 m2) gave accumulated precipitation. 
Additional temperature measurements were recorded at a distance of 0.3 m 
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and 0.1 m below the soil surface, and at the heights of 0.1 m and 0.3 m 
above the ground in the open. Similarly, in the forest temperature 
measurements were recorded at 0.2 m intervals above and below the soil 
surface (from -0.5 m to +0.5 m). The meteorological station in the clearing 
continued to operate until the end of the study period in April 2000.  
Precipitation in the open was corrected using the procedure 
recommended for the Finnish H&H-90 gauge in Førland et al. (1996). Six 
manually operated precipitation gauges in the forest accumulated 
throughfall between the field visits. The average of the six gauge readings was 
assumed to represent the cumulative net precipitation in the forest. Stemflow 
was assumed negligible.  
Using a v-notch weir, discharge in the stream draining the catchment was 
determined every half-hour from February 1998 to April 2000. Wintertime 
freezing of water hampered the operation of the weir. During weekly field 
visits ice cover at the weir, if present, was broken and removed. 
Table 1 presents accuracies of hydrometeorological instruments 
according to their technical specifications. The actual measurement errors, 
however, were likely to be larger than the ranges shown in Table 1. 
Especially during the wintertime the operation of instruments was hampered 
by cold temperature and snowfalls. For example, radiation sensors were 
occasionally covered with snow, precipitation container had a gauging error 
during snowfalls, cup anemometers became loaded with frost, etc. Checking 
and modification procedures were introduced to remove the influence of 
these error sources as explained more detailed in (III).  
 
Table 1. Accuracy of automated measurements in clear-cut and forested sites.  
 
Clear-cut site Instrument Accuracy 
Datalogger             Campbell CR10  
Air temperature Vaisala HMP35D ± 0.2 ºC 
Relative humidity Vaisala HMP35D ± 3 % 
Wind speed Vaisala WAA 15 ± 0.1 m s-1 
Short-wave radiation Skye pyranometer SKS1110 ± 5 % 
Long-wave radiation Kipp&Zonen pyrgeometer CG1 ± 10 % 
Precipitation weigh module Tedea 1250-E-100 ± 0.03 % 
Forest   
Datalogger             Campbell CR10  
Air temperature  Vaisala HMP 131 Y ± 0.2 ºC 
Relative humidity Vaisala HMP 131 Y ± 3 % 
Wind speed Vaisala WAA 15 A  ± 0.1 m s-1 
Short-wave radiation (downward) Kipp&Zonen pyranometer CM3 ± 2.5 % 
Short-wave radiation (reflected) Li-Cor Inc. LI 200SZ ± 5 % 
Water level at v-notched weir Jensen PSL  0.2 LN2V/2 ± 0.2 % 
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3 METHODS 
 
3.1 Outline 
 
The hydrological modelling system shown schematically in Figure 2 is 
developed step by step in each case study. (I) and (II) concentrate on testing 
and development of snow energy balance schemes, and (III) couples a 
canopy model component with a snow scheme. Study (IV) presents 
application of a hydrological modelling system that is driven by daily 
precipitation and air temperature data. Finally (V) shows application of a 
complete hydrological model using hourly input data.  
This section presents the main model components that include the snow 
routine developed in (II), canopy model from (III), and models of soil and 
ground water interaction and streamflow delay functions used in (IV) and 
(V).  
 
 
Figure 2. Schematic representation of the hydrological model. 
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3.2 Snow models 
 
3.2.1 Development steps (I, IV) 
When daily precipitation and air temperature data are available the 
temperature-index approach is selected to simulate snow accumulation and 
melt. In case study (IV) a degree-day snowmelt model is used to produce 
melt water input for a quasi-three-dimensional runoff generation scheme. 
The other snow modelling applications of this thesis are based on the energy 
balance approach and utilise three-hourly or hourly meteorological data 
including air temperature, relative humidity, wind speed, precipitation, and 
downward short- and long-wave radiation components. 
The development of a new snow energy balance scheme rests on a 
comparison of two existing models UEB (Tarboton et al., 1995) and 
SNTHERM (Jordan, 1991), which are briefly described in (I). The 
developed snow energy balance scheme (II) is presented in the next 
subsections. 
3.2.2 Two-layer snow model – energy balance computation (II) 
The new energy balance snow routine is referred to as two-layer snow model 
indicating the number of modelled snow layers. As the heat exchange within 
a snowpack is extremely non-linear, a two-layer snow scheme is adopted to 
restrict the heat exchange with the atmosphere only to part of the snowpack. 
The water equivalent of snow in the snow layers and the heat content of all 
three layers (two snow layers and one soil layer) are updated at each 
computation time step. The water equivalent of the top snow layer is 
restricted to a maximum value, which is a model parameter. When the total 
water equivalent is less than this value the snowpack is modelled as one 
layer.  
The energy balance equation for the snow layers and a soil layer reads 
jjjj
j MMQQ
dt
dU
−+−=
−− 11 , j = 1, 2     (1) 
g
g QQ
dt
dU
−= 2 ,       (2) 
where Uj is the heat content of the snow layer j, Ug is the heat content of the 
soil layer, Qj is the heat conduction between layers j and j+1, Qg is the 
assumed constant ground heat flux at the bottom of the soil layer, and Mj is 
the energy advected with liquid water percolation from layer j to j+1. In this 
section the subindex j = 0 refers to the snow surface and j = 1, 2 to the snow 
layers. 
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The boundary condition for the energy balance at the snow-air interface 
is formulated as  
00 QQEHRM Pns −+++= λ ,      (3) 
where M0 is the energy available to melt snow, Rns is the net radiation on the 
snow surface, H is the sensible heat flux, λE is the latent heat flux, QP is the 
advective heat flux from precipitation, and Q0 is the heat conduction to the 
top snow layer. Positive energy flux is directed towards snow. In freezing 
conditions (M0 = 0) the snow surface temperature is iterated by balancing 
the atmospheric energy fluxes with the heat conduction into snow. When 
the snow surface temperature becomes 0 °C, the net energy input M0 is used 
to melt snow in the top snow layer. 
The heat conduction between the layers is calculated from 

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kQ ,       (4) 
where Qj is the heat conduction from layer j to layer j+1, Tk  is the thermal 
conductivity between layers j and j+1, and ∆zj,j+1 is the distance between the 
center points of layers j and j+1. The thermal conductivity of snow was 
calculated as a function of density following Anderson (1976). The density of 
snow varies with time because of snow compaction and metamorphism, 
which were calculated using the equations given in Anderson (1976) and 
Jordan (1991). In the case study (II), the thermal conductivity in the soil 
layer was taken as a constant, and in (III) it was calculated as a linear 
combination of conductivities of soil, water and ice fractions as applied in 
Engelmark (1984). 
Turbulent fluxes of sensible and latent heat are given by 
( )00
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where H is the sensible heat flux, λE is the latent heat flux, ρa is the air 
density, cp is the specific heat of air, EH0 is the windless convection coefficient 
for the sensible heat flux, Ta is the air temperature, T0 is the snow surface 
temperature, rs* is the aerodynamic resistance, Rd is the dry gas constant, EE0 
is the windless convection coefficient for the latent heat flux, ea is the air 
vapour pressure, es is the saturation vapour pressure at the snow surface, and 
λs is the latent heat of sublimation of ice. When the snow surface 
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temperature is 0 °C, the latent heat of vaporisation of water, λv, is used in Eq. 
(6). 
Aerodynamic resistance is corrected for atmospheric stability on the basis 
of the estimated value of the Richardson number. The stability correction in 
(II) is adopted from UEB and derives from Price and Dunne (1976), but the 
correction procedure in (III) follows the method of Choudhury and 
Monteith (1988). Aerodynamic resistance for neutral atmospheric stability is 
computed by assuming a logarithmic wind profile above snow surface (see II 
for details). The influence of forest canopy on aerodynamic resistance is 
described in Section 3.3.2.  
Jordan et al. (1999) suggested that the correction for stable atmospheric 
conditions might lead to cessation of turbulent heat exchange and excessive 
cooling of the snow surface during cold periods with low wind speeds. In the 
present snow model an attempt is made to alleviate these problems by 
limiting value of the Richardson number and by allowing windless exchange 
of the sensible heat. The windless convection coefficient EH0 in Eq. (5) 
enables sensible heat transfer to occur even when wind speed is zero and 
thereby prevents surface temperature from falling to unrealistically low 
values in response to radiative losses. Jordan et al. (1999) suggested that the 
windless convection coefficient for latent heat, EE0, had no similar effect and 
therefore it was set equal to zero. 
Net radiation flux Rns into the snowpack is given by 
( ) lsldssns RRRR −+−= α1 ,      (7) 
where Rs is the incoming short-wave radiation, αs is the albedo of the surface 
(snow or ground), Rld is the incoming atmospheric long-wave radiation, and 
Rls is the upward long-wave radiation. The influence of forest canopy on the 
net radiation flux is formulated in Section 3.3.3. 
Snow albedo is not simulated in (II) where downward and reflected short-
wave radiation components are used as input data. In (III) separate functions 
for snow accumulation and melt periods are applied to describe the decrease 
in snow albedo as a function of time since the last snowfall.  
The advective heat flux QP from precipitation is calculated as the energy 
needed to convert precipitation to ice phase at 0 °C.  
The heat content of the soil layer, Ug, is given by (e.g. Karvonen, 1988) 
figgiiggwwgggggg IDTcIDTcwDTcDU λρρρρφ −++−= )1( ,  (8) 
where φ is the porosity of the soil, Dg is the depth of the soil layer, ρg is the 
density of soil grains, cg is the specific heat of soil, Tg is the average soil 
temperature, w is the liquid water content, ρw is the density of water, cw is the 
specific heat of water, I is the ice content, ρi is the density of ice, ci is the 
specific heat of ice, and λf is the latent heat of fusion. The total water content 
of the soil was assumed constant. In the soil layer the relationship between 
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the temperature and the liquid (unfrozen) water content is determined 
according to a freezing depression curve, which is given as 
( ) ggf dTTeIww /)( −−+= , Tg < Tf      (9) 
where Tf is the freezing point temperature, and dg is a parameter. Equations 
(8) and (9) define the relationship between the soil heat content and the 
liquid water content. The heat conduction from the bottom snow layer into 
the soil layer is calculated from Eq. (4). 
The heat content of a snow layer is related to the average temperature and 
the liquid water content of the layer (Tarboton et al., 1995), and it is 
computed from 

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where Tj is the average snow temperature in layer j, Wj is the water 
equivalent of snow (liquid water and snow), and Lj is the mass fraction of 
liquid water. When the heat content becomes positive, the average snow 
temperature is 0 °C.  
3.2.3 Two-layer snow model – mass balance computation (II) 
In the developed snow scheme, the mass balance for a layer of snow is given 
by 
jj
j FF
dt
dW
−=
−1 , j = 1, 2,      (11) 
where Fj is the water outflow from layer j to j+1. In the present model, 
meltwater discharged from the bottom snow layer, F2, does not have any 
effect on the total water content of the soil layer, but is discharged out of the 
system at the snow-soil interface. The boundary condition at the snow 
surface is formulated as 
EPPF sr −+=0 ,       (12) 
where Pr is the rainfall, Ps is the snowfall, and E is the evaporation/ 
sublimation. Melt water outflow is (Tarboton et al., 1995): 
3
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where Ksat is the saturated hydraulic conductivity, Sj is the relative saturation 
in excess of water retained by capillary forces, lr is the liquid water retention 
capacity, and ρs is the density of snow. 
 
3.3 Canopy processes  
 
3.3.1 Computation of daily evaporation and interception (IV)  
The structure of the canopy model depends on the measurement frequency 
of the meteorological data. When only daily data are available, the daily 
potential evapotranspiration is estimated directly from the global radiation by 
multiplication with a constant factor. When the air temperature is below 10 
°C, but above 0 °C, the estimate is scaled down as a linear function of the 
temperature. The potential evapotranspiration is assumed to be equal to zero 
below 0 °C. The interception is simply taken as a constant fraction of the 
daily precipitation. The maximum interception capacity is set to a prescribed 
value, which is greater for snowfall than for rainfall. These schemes are 
adopted in the case study (IV). 
In the method described above the amount of intercepted water does not 
depend on the interception values at previous time steps. But when records 
of hourly meteorological data exist, it is preferable to model the interception 
with the aid of an interception storage whose state is updated at each 
computation time step. Hourly computation of interception largely follows 
the method given in Wigmosta et al. (1994), but in this thesis, the 
computation of overstory interception and aerodynamic resistances has been 
modified and interception in the understory vegetation has been ignored. 
The following subsections present the hourly computation of canopy 
processes.  
3.3.2 Interception (III, V) 
The form of precipitation is determined on the basis of the air temperature. 
Below temperature Tl precipitation falls as snow and above temperature Th as 
rain. Between Tl and Th the proportion of snowfall (and rain) is a linear 
function of the air temperature. The canopy temperature is assumed to be 
equal to the air temperature. The share of precipitation falling between the 
trees is computed as a product of the total precipitation P and the sky-view 
fraction fs. The remaining precipitation, i.e. (1 − fs)P, can be intercepted in 
the canopy and it forms the input to the interception procedure.  
Starting from an interception model proposed by Aston (1979), the 
following equation can be derived to determine the depth of intercepted 
water during a time-step, WI (see III for details):  
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( ) ( ) IsI CP)fkIII eICICW /1(00 −−−−−= ,     (15) 
where I0 is the canopy storage in the beginning of the computation time-step, 
CI is the interception capacity, and kI is a model parameter. The capacity CI 
is higher for interception of snow (CIS) than for interception of rain (CIW). 
Now the change in the canopy storage during a computation time-step, ∆I, 
can be written as 
II EWI −=∆ ,        (16) 
where EI (see Eq. 18) is the depth of interception evaporation (sublimation) 
during a time-step.  
When the air temperature increases above the freezing point and the 
canopy storage is greater than CIW, unloading of the intercepted snow (in 
excess of CIW) occurs. Occurrence of snow unloading is checked in the 
beginning of the computation time step before the depth of intercepted 
water WI is determined according to Eq. (15). Now throughfall PT during a 
computation time-step can be written as 
[ ] SsIsT UPfWPfP ++−−= )1( ,     (17) 
where US is the snow unloading during a computation time-step. 
Evaporation out of the interception storage, EI, is calculated using a 
combination equation of the Penman-Monteith type (Monteith, 1965) 
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where ∆ is the gradient of the saturated vapor pressure – temperature curve, 
Rnc is the net radiation in the canopy, ρa is the air density, cp is the specific 
heat of air, es is the saturation vapor pressure, ea is the vapor pressure of air, rao 
is the aerodynamic resistance of vapor transport, λv is the latent heat of 
vaporization, and γ  is the psychrometric constant. Sublimation of snow in 
the temperatures below 0 °C is calculated by substituting λv with the latent 
heat of sublimation λs and adjusting the psychrometric constant by λv/λs in 
Eq. (18). Condensation into the canopy is not allowed.  
The aerodynamic resistance is calculated according to the eddy diffusion 
theory assuming equal resistances to transfer of heat, vapour and 
momentum. Although this assumption is known not to be strictly valid (e.g. 
Brutsaert, 1982; Male and Granger, 1981), it is commonly used in a 
hydrological context (Calder, 1990; Lundberg et al., 1998; Lundberg and 
Halldin, 1994; Wigmosta et al., 1994). The wind speed is logarithmic above 
the canopy and decreases exponentially within the canopy as assumed in 
earlier studies of the canopy evapotranspiration (Choudhury and Monteith, 
1988; Dolman, 1993). Above the snowpack the exponential wind profile 
merges with a logarithmic wind profile at the height zrs (= 2 m). 
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In the presence of forest canopy, the resistance for the turbulent heat 
exchange above the snowpack, rs, is calculated from  
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where rao, rco, and rss are aerodynamic resistances above, within, and beneath 
the canopy, respectively, do is the zero-plane displacement height, z0o is the 
roughness length of the canopy, zr is the reference height above the canopy, 
and K(z) is the eddy diffusion coefficient. Computation of aerodynamic 
resistances is described in detail in (III). When no canopy is present, 
aerodynamic resistance rs has only one term rss. 
Calder (1990) and Lundberg and Halldin (1994) note that aerodynamic 
resistance rao for the sublimation of snow is an order of magnitude greater 
because of the smooth surface of the intercepted snow. To account for these 
effects rao is multiplied by a factor fr = 10 (Lundberg et al., 1998) at 
temperatures less than 0 °C. 
3.3.3 Radiation (III, V) 
The net radiation absorbed by the canopy is calculated ignoring multiple 
reflections between canopy and snow surface, and it is given by  
[ ] )2)(1()1(1)1( lclsldssccssnc RRRffRR −+−+−−−−= ατα ,  (20) 
where Rs is the incoming short-wave radiation, αc is the albedo of the canopy, 
τc is the transmittance through the canopy, αs is the albedo of the surface 
beneath the canopy (snow or ground), Rld is the incoming atmospheric long-
wave radiation, Rls is the upward long-wave radiation from the surface below 
the canopy, and Rlc is the long-wave radiation emitted by the canopy (upward 
and downward). The long-wave radiation terms Rls and Rlc are calculated as a 
function of the snow/ground surface temperature or canopy temperature, 
respectively, using the Stefan-Boltzmann law. The snow energy balance 
model simulates the snow surface temperature, and the canopy temperature 
is assumed to be equal to the measured air temperature. 
The net radiation flux into the snowpack beneath the canopy, Rns, is 
given by 
[ ]( ) lssldslcssscsns RfRfRffRR −+−+−+−= )1(1)1( ατ .   (21) 
The albedo of canopy and ground surfaces was taken equal to 0.18. Note that 
the net radiation flux into snow is computed according to Eq. (7) when no 
canopy is present.  
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3.3.4 Potential transpiration (IV, V) 
Potential transpiration is given as an input to the runoff generation scheme. 
In case study (IV) potential transpiration is set equal to an estimate of 
potential evapotranspiration (see beginning of Section 3.3.1) from which 
interception evaporation has first been subtracted. In (V) the potential 
transpiration is derived from a reference crop potential evapotranspiration 
that is computed according to a modified combination equation given in 
Shuttleworth (1992). In all studies, the estimate of potential transpiration is 
multiplied with a constant scaling factor (fEP), which is a calibration 
parameter.  
 
3.4 Soil and ground water interactions 
 
3.4.1 Outline 
Two different discretisation schemes are tested to simulate runoff generation 
processes in the forested study catchment. The first approach is presented in 
(IV) where spatial distributions of soil moisture and ground water levels are 
simulated over a finite grid using a quasi-three-dimensional model. The 
second approach is demonstrated in paper (V), where runoff generation is 
simulated on a single hillslope section. In this case the three-dimensional 
catchment domain is simplified into a two-dimensional domain.  
3.4.2 Vertical soil moisture distribution (IV, V) 
In both discretisation schemes lateral water flow is assumed to occur only in 
the saturated part of the soil domain. Vertical unsaturated soil moisture 
distribution in each cell of a finite grid (IV) or in each column of a hillslope 
(V) is computed by approximating the Richards equation (Richards, 1931) 
with successive steady-state solutions of the pressure head distribution. 
Skaggs (1980) introduced this idea in the DRAINMOD model, which is a 
tool for agricultural water management in areas with a shallow water table. 
DRAINMOD has been applied in drained forest areas by McCarthy et al. 
(1992) and Amatya et al. (1997a; b), where the model was modified to 
account for interception and forest evaporation, and was coupled with ditch 
drainage and channel routing procedures. 
Total air volume Vn in a soil column n is given by 
n
old
nn
n
A
Q
iE
dt
dV ∆
+−=       (22) 
where En is the actual transpiration, in is the infiltration into the soil column, 
∆Qold is the net lateral ground water flow into the soil column at the previous 
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time-step, and An is the horizontal area of the column. Transpiration is 
extracted from the root zone. The soil moisture state Dn in the root zone is 
given by 
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where pn is percolation of water from the root zone that is in excess of the 
steady state moisture distribution, and cn is the capillary upflux into the root 
zone. When Dn is equal to zero, there is a steady-state soil moisture 
distribution above the ground water level. When Dn is positive there is water 
in excess of the steady-state moisture content in the root zone (Figure 3) and 
its percolation to the saturated part of the soil domain is controlled by the 
vertical hydraulic conductivity in the root zone (see IV for details). When Dn 
has a negative value, there is less water in the root zone than according to the 
steady-state moisture distribution. Root zone processes are explained more 
detailed in (IV) and (V). 
 
Figure 3. An example of a moisture distribution in a soil column.  
 
When both Vn and Dn are known, the elevation of the ground water table can 
be determined according to the following relationships:  
nn
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n DVV +=        (24) 
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where ssnV  is the air volume corresponding to a steady-state moisture 
distribution, θ is the volumetric soil water content, θs is the saturated soil 
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water content, zgw is the water table elevation, and zs is the soil surface 
elevation. The relation in Eq. (25) is also prescribed in a look-up table. Use 
of pre-calculated look-up tables enables faster and more stable model 
execution than a numerical solution to the transient Richards equation. 
Water retention characteristics required for computing steady-state 
moisture distributions, and unsaturated hydraulic conductivity required for 
calculating vertical movement of water (pn, cn), were parameterised according 
to Van Genuchten’s model (van Genuchten, 1980). The effects of soil frost 
on water characteristic curves and infiltration capacity were disregarded. 
According to Nyberg et al. (2001) and Stähli et al. (2001) soil frost can be 
expected to have a minor effect on runoff dynamics in a boreal-forested 
catchment similar to the current study basin. 
3.4.3 Quasi-three dimensional approach (IV) 
In the case study (IV) the soil moisture computation scheme based on 
Skaggs (1980) is coupled with a simple overland flow redistribution 
procedure and a two-dimensional ground water model, which simulates 
lateral flow in the saturated part of catchment soils. The catchment was 
discretized horizontally using a finite two-dimensional grid, and a soil 
column of a prescribed depth was attached to each grid cell. The saturated 
soil domain was treated as an unconfined aquifer and ground water flow was 
computed using a numerical solution to the continuity equation: 
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where h is the hydraulic head, T is the transmissivity, s is the storage 
coefficient, x and y are the horizontal coordinates, and t is time. The 
transmissivity for each grid cell was calculated using an exponential function 
similar to the one used in TOPMODEL (Beven and Kirkby, 1979): 
∫ −=
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where Kls is the saturated hydraulic conductivity at the soil surface, zbot is the 
elevation of impermeable bottom, and f is the shape parameter. The 
transmissivity between two grid cells was calculated as a harmonic average 
and the transmissivity at the watershed boundary was set to zero to represent 
a water divide. The storage coefficient s was calculated as: 
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where hn is the hydraulic head. The storage coefficient is calculated inside 
the iteration loop to provide accurate estimates.  
The combined model is quasi-three-dimensional in the sense that the 
water balance over a catchment during a time step is computed in two stages. 
Vertical water flow and the resulting change in the water table elevation in 
each grid cell are calculated in the first stage. After computation of vertical 
flow, water table elevation in each node defines the initial hydraulic head for 
the ground water flow computations. The horizontal ground water 
movement in the saturated soil and the resulting change in the water table 
elevation over the grid are calculated in the second stage. The coupling of 
the models is illustrated in Figure 4.  
 
 
Figure 4. Representation of the quasi-three-dimensional rainfall-runoff model. 
 
Runoff generated from vertical water movement (throughfall/snowmelt) and 
from lateral flow (ground water) is calculated separately. In the first stage, 
throughfall or snowmelt forms an input to soil surface water storage in each 
cell. The storage is depleted by infiltration, which is restricted only by the 
total air volume of the soil column from the previous time-step. Water in 
excess of a prescribed maximum value of the surface storage produces 
saturation excess overland flow, which is called direct runoff (dn) in this work. 
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Direct runoff is not routed over the catchment, but runoff generated on cells 
classified as exposed bedrock is distributed uniformly over the cells classified 
as forest soil. The sum of dn generated in the forest cells is part of the input to 
a streamflow routing model. According to the model dn is generated directly 
from throughfall or snowmelt, and it has never infiltrated. In the results 
section direct runoff is compared with the isotopically traced event-water 
contribution. 
In the second stage runoff generation via exfiltration of ground water flow 
is computed. Numerical solution of the ground water model allows rise of 
the water level above the soil surface in saturated columns. When the 
calculated water table level exceeds the soil surface elevation, a 
corresponding amount of exfiltration is added to the soil surface water 
storage. Water in excess of a prescribed maximum value of the surface 
storage produces return flow, which is called runoff from the soil domain (ds) 
in this work. The sum of ds from forest grid cells forms an input of soil water 
flow to a streamflow routing model. The two runoff components, dn and ds, 
are not allowed to mix in this computation scheme, which enables 
calculation of the runoff fraction that has never infiltrated into the soil. 
3.4.4 Characteristic profile model (V) 
Runoff generation processes in paper (V) are simulated on a single hillslope, 
which is assumed to characterise a typical longitudinal section from a water 
divide to a stream. This typical hillslope is called a characteristic profile 
(Figure 5), and a vertical two-dimensional water balance scheme is applied 
along the profile. The water balance scheme is called a characteristic profile 
model (CPM), which describes runoff generation within a catchment. The 
runoff computed in the CPM is discharged into a routing procedure, which 
produces modelled streamflow at the outlet of the catchment. This 
modelling approach will be later referred to as the semi-distributed model. 
The CPM is quasi-two-dimensional in the sense that vertical and lateral 
water fluxes are computed separately. Lateral flow is assumed to take place 
only in the saturated zone. The characteristic profile is divided into soil 
columns, and for each column, vertical water fluxes are computed using the 
Skaggs (1980) method. After the vertical fluxes and the resulting ground 
water levels have been resolved, lateral ground water flow (per unit width) qn 
between vertical soil columns is computed from Darcy’s law 
dL
dh
BKq n
ls
nn −=        (29) 
where lsnK  is the saturated lateral hydraulic conductivity, Bn is the thickness 
of the saturated zone, and dh/dL is the water table gradient between the 
columns. Lateral ground water flow is assigned with a no-flow boundary 
condition at the upslope end of the characteristic profile, which lies at a 
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water divide. At the downslope end of the profile a fixed head type boundary 
condition, which determines water level in the ditch, is used (Figure 5). 
Ground water flow into the ditch determines the base flow and is one part of 
runoff discharged from the soil domain. The other part of runoff from the 
soil domain is produced by exfiltration of net ground water flow in saturated 
soil columns. Net ground water flow ∆Q (see Eq. 22) is computed as: 
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       (30) 
where An is the horizontal area of the column, Ln is the horizontal distance 
between columns n and n+1, and qn is the lateral flow between columns n 
and n+1. The sum of the two runoff components that have been in contact 
with the soil domain, i.e. runoff generated via base flow and exfiltration, is 
compared with the isotopically traced pre-event water contribution. 
 
 
Figure 5. Schematic representation of a characteristic profile. 
 
The following equations are used for calculating infiltration in and direct 
runoff dn in each column n 
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where rn is the throughfall/snowmelt, and 
old
nV  is the total air volume in the 
column at the previous time-step. The index n increases downslope towards 
the ditch. Infiltration is not restricted by the hydraulic conductivity of the soil 
surface, but is solely controlled by the available air volume in the soil 
column. Both direct runoff and exfiltration runoff are transported downslope 
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without any delay and they either reach the ditch, or infiltrate if the air 
volume further down along the hillslope allows it. These two components of 
surface runoff are not allowed to mix in this computation scheme, which 
enables separation of the runoff component dn that has never infiltrated into 
the soil. In the results section direct runoff from the column next to the ditch 
is compared with the isotopically traced event-water contribution. 
 
3.5 Channel routing 
 
Computation schemes for soil and ground water interactions yield runoff 
components that are summed together and taken as an input to a flow 
routing procedure. Flow routing accounts for the water storage within the 
channel network and merely delays streamflow. According to Kirkby (1993), 
the delay from rainfall/snowmelt to basin outflow in small catchments is 
mainly caused by hillslope flow processes, but in catchments larger than 50-
100 km2 travel times through the channel network become increasingly 
important and ultimately dominate the shape of the hydrograph. Therefore, 
simple streamflow routing procedures, such as a single linear storage, may be 
applicable in small catchments. Unlike in the models described above, no 
physical analogy to real processes is sought after in the structure of the 
routing procedure. 
In case study (IV) runoff produced from saturated areas forms an input to 
a nonlinear storage. The output of the storage is compared with the 
measured catchment outflow. In hillslope modelling (V) the total runoff 
from the CPM is the input to a linear storage. Output from the linear storage 
corresponds to the measured streamflow.  
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4 RESULTS AND DISCUSSION 
 
4.1 Snow processes in Sodankylä (I, II) 
 
4.1.1 Outline 
The objective of the snow studies was to identify a snow model structure 
which can function as a subroutine in a physics-based hydrological model, 
and which successfully simulates snow mass and heat balance. Performance 
of two existing snow energy balance models, UEB and SNTHERM, was 
tested first in case study (I) against the snow measurements from Sodankylä. 
In the subsequent study (II) a new snow energy balance model was 
developed and compared with the results of UEB and SNTHERM. The 
following subsections summarise the main results of these applications. 
4.1.2 Input data and model parameters 
For the purposes of the comparison, the input data of the snow models ought 
to be meteorological variables measured at a reference height of 2 m above 
ground. However, meteorological variables in Sodankylä were measured at 
different heights leaving some measurements affected and some unaffected 
by the surrounding sparse forest canopy. Downward short-wave radiation and 
wind speed were measured above the canopy, whereas other meteorological 
variables were measured at the height of 2 m above ground. Prior to the 
model application, the influence of forest canopy on wind speed and solar 
radiation was quantified, and estimates at the height of 2 m were computed 
to provide all meteorological input variables at the same level above ground 
(see II for details). Interception in the sparse forest canopy, and effect of the 
canopy on downward long-wave radiation and turbulent transfer coefficients 
were ignored.  
SNTHERM and UEB included dissimilar procedures for estimation of 
snow albedo and atmospheric long-wave radiation. These procedures yielded 
considerably different radiation components, which precluded further 
comparison of modelled snow heat balance. In order to accomplish a 
meaningful comparison of snow variables, UEB and SNTHERM were 
driven by an identical set of radiation input data, which included measured 
series of downward and reflected short-wave radiation, and the SNTHERM-
estimate of downward long-wave radiation. The rest of the input variables 
were air temperature, relative humidity, wind speed and precipitation.  
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Parameters of UEB and SNTHERM were mostly set to values suggested 
in the model documentation (see II for details). In the calculation of the 
bulk transfer coefficients, UEB was implemented with no correction to 
atmospheric stability, whereas the two-layer scheme was made similar to 
SNTHERM by implementing a correction for the weak transfer of sensible 
heat. The correction in SNTHERM was according to the suggestion in the 
model documentation. The snow parameters of the two-layer model were 
adopted from the UEB documentation and the soil parameters followed 
ranges given in the literature.  
4.1.3 Turbulent heat fluxes 
Comparison of modelled turbulent heat exchange indicated the largest 
systematic differences between sensible heat fluxes (Figure 6). Both UEB 
and the two-layer model yielded a greater contribution of sensible heat 
compared with the cumulative flux by SNTHERM. However, the difference 
between the model results has only a minor effect on the snow mass balance 
as shown in Section 4.1.5. The computed sensible heat flux was sensitive to 
the roughness length and to the inclusion of the correction scheme for 
atmospheric stability. The greater contribution of sensible heat by UEB 
results from the computation procedure that ignores correction for 
atmospheric stability. The absolute magnitude of the latent heat flux over the 
snow surface was small and similar for all models.  
 
 
Figure 6. Calculated cumulative fluxes of sensible heat (a) and latent heat (b) 
during spring 1997 in Sodankylä. 
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Figure 7 presents a comparison of computed turbulent heat fluxes against 
eddy-correlation measurements for a two-week period in March. The 
absolute magnitude of measured and modelled sensible heat fluxes was 
small, and the fluxes varied mostly in range from –50 to 150 kJ m-2 h-1. The 
models yielded values within the measured range of variation, but the 
observed dynamics was not replicated by any of the models. Correlation 
coefficients between computed and measured values were 0.28, 0.29, and 
0.39 for SNTHERM, UEB, and the two-layer snow model, respectively. The 
largest discrepancies between the modelled and measured fluxes were found 
during the midday hours when the measurements showed negative peaks 
(upward heat flux). These discrepancies can be explained by the effect of 
surrounding tree canopy on the energy balance. Solar radiation during the 
daytime may contribute to heating of the canopy with increasing upward 
fluxes of sensible heat from the forest canopy. 
The latent heat fluxes calculated by the models showed similar dynamics, 
but had slightly lower absolute magnitudes compared to the measurements. 
This deviation was not significant because the latent heat flux varied only in 
a range from about –100 to 50 kJ m-2 h-1.  
 
 
Figure 7. Measured and modelled sensible heat (a) and latent heat (b) fluxes 
during March 12-24, 1997. 
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4.1.4 Snow and soil heat balance 
Snow surface temperature simulations indicated that SNTHERM and the 
two-layer snow scheme fit measured values equally well whereas UEB 
produced a systematic overprediction of nighttime temperatures and 
underprediction of daytime temperatures. The mean absolute error of the 
temperature simulation and its standard deviation during 17 Mar – 20 May 
1997 were 1.2 °C and 1.3 °C, respectively, using SNTHERM, 1.2 °C and 
1.2 °C using the two-layer scheme, and 1.8 °C and 1.5 °C using UEB. In 
contrast to the model results, when the snow surface temperature is assumed 
equal to the measured air temperature at a height of 2 m above the ground, 
the mean absolute error and standard deviation would be 3.3 °C and 2.7 °C. 
The nocturnal surface temperature of the snow was sensitive to the inclusion 
of the windless exchange of sensible heat flux and to the estimated heat 
conduction into the snow. The use of the windless convection coefficient in 
both SNTHERM and the two-layer scheme improved the simulation of 
nighttime low surface temperatures during periods of strong radiative 
cooling. Also, the results of the two-layer model improved after the heat 
conduction into the snow was modelled by approximating the temperature 
gradient between the snow surface and a thin upper layer of snow.  
Measured and modelled snow and soil temperatures plotted in Figure 8a 
and 8b are averaged vertically over snowpack and a layer of soil, respectively. 
The exception is the temperature by UEB in Figure 8a, which is a bulk 
temperature of snow and soil layer. During most of the time SNTHERM 
yielded a slightly lower average snow temperature compared to the 
measurements. The results of the two-layer scheme showed lower snow 
temperature than SNTHERM, which was caused by differences in the 
simulated heat conduction within snow. Measurements indicate that 
snowpack is isothermal at 0 °C by 2 May. SNTHERM and UEB yielded 
isothermal snowpack conditions on 5 May, and the two-layer snow model on 
30 April.  
The temperature of the top 0.4 m of soil (Figure 8b) varied little during 
the calculation period and compared well with the SNTHERM results and 
moderately well with the two-layer snow scheme. The dampening of the 
temperature fluctuation in soil is primarily a result from the energy exchange 
associated with soil water freezing and thawing. Because soil water freezing 
and thawing was disregarded in UEB, the computed bulk soil/snow layer 
temperature (Figure 8a) showed wide-ranging dynamics that followed air 
temperature fluctuation. Separation of snow and soil in the snow energy 
balance model seems to be necessary for a realistic simulation of average 
snowpack temperature. 
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Figure 8. Measured and calculated average temperatures of snow (a) and soil (b) 
during spring 1997. The measured snow temperature was the average of 
temperature sensors located within the snowpack. The result of SNTHERM and 
the two-layer scheme were snow-depth averaged temperatures. The result of UEB 
was a temperature index of the snow and soil layer. 
 
Comparison of SNTHERM results and temperature measurements taken 
inside the snowpack reveals a mean absolute error and standard deviation of 
1.2 °C and 1.8 °C, respectively. The largest simulation errors were found at 
measurement points close to the snow surface, and occurred simultaneously 
with 5 - 10 cm errors in calculated snow depth. Examples of temperature 
profiles prior to and at the start of snowmelt are shown in Figure 9. The two-
layer model approximates well the large difference between daytime and 
nighttime temperatures close to the snow surface.  
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Figure 9. Calculated and measured temperature profiles prior to (a, b) and at the 
start (c, d) of snowmelt. Both nighttime and daytime profiles are plotted. 
 
4.1.5 Snow mass balance  
The calculated snow water equivalent is presented together with the 
measured range of snow mass in Figure 10. The two-layer snow scheme 
predicted a slightly faster snowmelt (i.e. loss of snow water equivalent) than 
SNTHERM, especially during the first half of the melting period. 
SNTHERM yielded a mean absolute error and standard deviation of 16 mm 
and 15 mm, respectively. The two-layer model produced corresponding 
values of 15 mm and 10 mm, and UEB 16 mm and 13 mm. Overall, the 
modifications made to the UEB approach in the two-layer snow scheme had 
minor effects on the calculated snow water equivalent. 
The calculated depth of liquid water retained in the snow is shown in 
Figure 11. The results of the two-layer scheme are close to those of 
SNTHERM, except during 8-14 May when it predicts a faster melt than 
SNTHERM. The UEB model yields liquid water in snow only after the 
combined layer of snow and soil reach an average temperature of 0 °C (see 
Figure 8a).  
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Figure 12 presents profiles of measured and calculated snow density from 
the end of March until the middle of May. In late March both 
measurements and model results showed less dense layers of snow near the 
snow surface and denser layers in the middle and at the bottom of the 
snowpack (Figure 12a). Later the measurements indicated that the bottom of 
the snowpack was less dense than the middle layers, which was not predicted 
by the models (Figure 12b-d). Another discrepancy was the measured 
densification of snow near the snow surface during snowmelt, which was in 
contrast to the modelled densification of the bottom of the snowpack during 
the percolation of liquid water (Figure 12d). The measurements suggested 
that some snow layers near the surface were thick and dense enough to 
prevent percolation of melt water. The existence of such dense layers may 
also explain the persistently low density at the bottom of the snowpack.  
 
 
Figure 10. Measured and calculated snow depth (a) and snow water equivalent (b) 
during spring 1997. Measured values are plotted as a range between maximum 
and minimum values. 
 
 
Figure 11. Liquid water mass calculated by SNTHERM, the two-layer scheme, 
and UEB during the spring melt of 1997.  
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Figure 12. Measured and calculated snow density profiles prior to (a, b) and 
during snowmelt (c, d). 
 
4.1.6 Discussion 
Comparison of snow energy balance models indicated that model 
performance is dependent on both representation of snow/soil internal 
processes and computation procedures of surface boundary fluxes. The 
results of UEB, SNTHERM and the two-layer scheme showed the largest 
differences in the calculated sensible heat flux, snow surface temperature, 
average snowpack temperature and liquid water content of snow. There were 
only small differences in calculated snow water equivalent, i.e. the sum of 
ice and water masses of the snowpack.  
The snow models were driven by measured or estimated meteorological 
input at the height of 2 m above ground. The fact that the study site was 
surrounded by sparse forest was assumed not to necessitate modifications to 
snow model parameterisations, which were developed for unforested 
conditions. Davis et al. (1997) and Hardy et al. (1997) successfully applied 
SNTHERM in a forested site in Saskatchewan, Canada, using estimated 
input data beneath the canopy in a similar way as in this study. The effects of 
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canopy on solar radiation and wind speed were taken into account using a 
radiative-transfer model and linear regression, respectively.  
In all models, computation of turbulent heat fluxes was based on flux-
gradient relationships, but in each model different correction scheme for 
atmospheric stability was implemented. Raupach and Legg (1984), Male and 
Granger (1981), and Lee (1978) question the validity of turbulent transfer 
theory within forest canopy and suggest that turbulent fluxes beneath dense 
canopy could be ignored because of reduced wind speed. The comparison 
between measured and modelled fluxes of sensible and latent heat during a 
two-week period in Sodankylä did neither validate nor falsify the model 
parameterisations. Uncertainties in computing turbulent heat fluxes were 
less important than errors in estimating radiation inputs. Hardy et al. (1998), 
Pomeroy and Dion (1996) and Price and Dunne (1976) report that short-
wave and long-wave radiation dominate over turbulent heat fluxes, and are 
primary sources of energy for spring snowmelt in forests.  
The comparison of snow models indicated that similar results were 
achieved in terms of snow mass balance with different snowpack 
discretisation schemes. Blöschl and Kirnbauer (1991) compared simulations 
of snow internal processes against measured data for both one-layer and 
multilayer snow models without calibration. Although the models were 
driven by similar surface energy input, the simpler model produced less 
accurate simulations of water equivalent, liquid water content, and heat 
content of snow compared with the detailed model. Blöschl and Kirnbauer 
(1991) concluded that a one-layer snow scheme was unsuitable for 
simulating dynamics of snow heat and liquid water contents, which were 
unevenly distributed through the snowpack. Discretisation of the snowpack 
was required to produce reasonable results of snow internal variables. 
Gustafsson et al. (2001) compared snowpack parameterisations implemented 
in SNTHERM and in one-layer model of Stähli and Jansson (1998). 
Processes in shallow snow cover were simulated in central Sweden, where 
the models were driven using identical boundary conditions at the snow and 
soil surfaces. The results indicated that simulated surface heat exchange was 
in most situations similar using different parameterisations of internal snow 
processes. Heat exchange depended more on the formulation of snow 
surface boundary condition than representation of snow internal processes.  
The results of the present study are in line with the findings of Blöschl 
and Kirnbauer (1991). The results suggest that separation of snow and soil 
thermal processes is a minimum requirement to achieve meaningful snow 
temperature prediction. In addition, accounting for snow heat content 
separately in a thin surface layer improves surface temperature prediction 
and yields a more realistic simulation of heat conduction into snow. The 
importance of surface boundary condition, as noted in Gustafsson et al. 
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(2001), was revealed by the need to use identical radiation forcing in the 
model comparisons.  
 
4.2 Influence of canopy on snow processes in Siuntio (III) 
 
4.2.1 Outline 
This section summarises canopy process and snow modelling results from 
(III). The snow model used is the two-layer scheme presented in Sections 
3.2.2-3.2.3, and it is combined with the canopy routines described in 
Sections 3.3.2-3.3.3. The study attempts to quantify the effect of forest 
canopy on snow processes on the ground. For the purposes of this thesis, the 
application shows an example of how the effects of a land use change, such 
as forest clear-cutting in this case, can be accounted for in the current 
hydrological modelling system.  
The model simulation in the clearing, i.e. open area without canopy, is 
driven by hourly data of precipitation, air temperature, relative humidity, 
wind speed, downward short-wave radiation, and downward long-wave 
radiation measured at a height of 2 m above ground. Input variables for the 
canopy model ought to be measured above the forest, but in this study the 
meteorological data measured in the open were assumed to be representative 
of the conditions at a height of 2 m above the canopy. The study period is 
from December 1996 until April 2000. Parameterisation of the model is 
presented in detail in (II) and (III). 
4.2.2 Snow in clearing  
In Figure 13 the modelled snow water equivalent is compared against 
measured mean snow water equivalent. Assessment of the model 
performance is made against the rate of change in snow water equivalent 
between weekly observations (SWEnew – SWEold). Based on this criterion, the 
mean absolute error for the entire study period, i.e. for all four winters, 
becomes 1.29 mm d-1. A large difference in model performance is seen when 
snow accumulation and melt periods are considered separately: Mean 
absolute errors for accumulation periods and melt periods are 0.88 and 2.38 
mm d-1, respectively, and biases are –0.11 and –1.78 mm d-1. These results 
suggest that the model reproduces more accurately snow accumulation than 
snowmelt. The calculated biases indicate that the precipitation measurement 
has only a small systematic error, whereas snowmelt is overpredicted 
throughout the study period. The weather station was placed on a small ridge 
in the middle of the clearing in order to minimise the effects of shading and 
turbulence caused by the surrounding forest. However, with regard to 
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snowmelt, this exposed location is not representative of the snowmelt 
conditions in the sheltered areas on the ridge sides, where many of the snow 
cover observations were made. Figure 13 also shows the measured water 
equivalent at an observation point located next to the meteorological station. 
Assessment of model results against these values yields mean absolute errors 
of 0.99 and 1.73 mm d-1, and biases of –0.16 and –0.29 mm d-1 for 
accumulation and melt periods, respectively. The small absolute value of 
bias for melt periods indicates that now there is less systematic error in 
snowmelt predictions than when comparing against the mean snow water 
equivalent. 
 
 
Figure 13. Calculated snow water equivalent (SWE), and measured SWE (mean ± 
standard deviation) in the open during four winters (a, b, c, d) from 1996 to 2000. 
Measured SWE at an observation site located next to the meteorological station is 
also shown. 
 
The readings of temperature sensors residing within the snow cover were 
used to derive the average snowpack temperature, which was compared with 
the modelled snow temperature. The mean absolute error for the entire 
study period is 1.26 °C and bias is –0.61 °C. Large errors occurred when a 
temperature sensor actually measured the air temperature even though 
according to the interpolated snow depth it has resided within the snowpack. 
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4.2.3 Canopy and snow processes in forest 
The canopy model was calibrated against meteorological data measured 
beneath the canopy. Sky-view fraction fs, canopy transmittance τc, and the 
extinction coefficient n were calibrated against measured downward long-
wave radiation, short-wave radiation, and wind speed, respectively. The 
parameter values and details of the calibration are given in (III). Figure 14 
shows the measured and calculated cumulative throughfall, and measured 
cumulative precipitation in the open separately for winter (November - 
April) and summer (May - October) seasons. The interception parameters 
(CIS, CIW, kI) in Eq. (15) were calibrated and validated against measured 
throughfall. Mean absolute errors were 0.31 and 0.16 mm d-1 and biases were 
0.02 and 0.01 mm d-1 for the calibration period (December 1996 - April 
1999) and the validation period (May 1999 - 28 April 2000), respectively. 
There is little difference between interception losses in summer and winter 
seasons. The average interception loss for summer seasons is 29 % and for 
winter seasons 26 %. Interception evaporation during the winter, when the 
zenith angle of the sun is wide and net radiation is of low intensity, is mainly 
explained by advection of energy caused by turbulence within and above the 
forest canopy.  
 
 
Figure 14. Measured and calculated cumulative throughfall, and measured 
cumulative precipitation in the open for winter and summer seasons from 1996 to 
2000. 
 
The snow water equivalent on the ground beneath the canopy is plotted in 
Figure 15 for the entire study period. Similarly to the clearing, the spatial 
variability in the measured water equivalent is high, as indicated by the large 
standard deviation. In the forest, this variability is mostly a result of spatial 
differences in throughfall and snowmelt. Snow drift has little impact, 
because wind speeds beneath the canopy are low. Performance of the snow 
model is again assessed against the rate of change in snow water equivalent 
between observations. The mean absolute error for the entire study period is 
1.12 mm d-1. Mean absolute errors for accumulation periods and melt 
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periods are 1.03 and 1.26 mm d-1, respectively, and biases are –0.29 and –
0.03 mm d-1. In terms of the performance criteria, the snow model beneath 
the canopy yields similar results compared with those obtained in the 
clearing.  
Comparison between the measured and calculated daily average snow 
temperature for a three-month period (January - March 1997) indicated 
similar model performance in the forest as in the open. The mean absolute 
error was 0.82 and the bias –0.12 °C.  
 
 
Figure 15. Calculated snow water equivalent (SWE), and measured SWE (mean ± 
standard deviation) in the forest during four winters (a, b, c, d) from 1996 to 
2000. Simulation results from the clearing are also shown. 
 
4.2.4 Comparison between open and forest  
Differences in snow processes with and without forest canopy were studied in 
terms of modelled snow water equivalent, cumulative snowmelt and energy 
fluxes above the snow surface in the open (clearing) and beneath the canopy. 
The same set of meteorological input data was used for the snow model in 
the open, and the coupled canopy and snow model in the forest. The 
objective was to isolate the effect of canopy on snow processes from other 
factors, such as snow drift and spatial differences in snowmelt. Hence, the 
modelled values of snow water equivalent were used in the comparison 
instead of the measured averages, which are affected by the spatial 
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differences in snowmelt, especially in the clearing (see Section 4.2.2). 
Furthermore, there are no measured data on all energy flux components of 
interest. 
The modelled snow water equivalent both in the open and in the forest is 
shown for the study period in Figure 15. Throughout the winter, depending 
on meteorological conditions, snow water equivalent may be greater either in 
the open or beneath the canopy. Because of greater net precipitation in the 
open, snowfall events, such as those in February 1999, cause the water 
equivalent to increase more rapidly in the open than in the forest. On the 
other hand, the greater intensity of snowmelt in the open causes the water 
equivalent to decrease faster than in the forest. During a sequence of warm 
spells snow mass in the open falls below that in the forest (see e.g. December 
1997 to January 1998). The maximum value of the snow water equivalent is 
in each winter nearly equal in the forest and in the open. Even though the 
open receives more precipitation than the forest, the more intense snowmelt 
in the open is capable of compensating for this difference. 
Figure 16 shows cumulative energy fluxes above the snow surface in the 
open and in the forest. Note that the fluxes are accumulated only when there 
is snow on the ground. Positive flux is directed towards the snow. The most 
prominent differences can be seen in net radiation and sensible heat fluxes. 
Net all-wave radiation in the open (Figure 16a) is dominated by an upward 
net flux of long-wave radiation until spring. In the spring the intensity of solar 
radiation increases, and reverses the direction of net radiation flux to point 
downwards. In mid-winter net radiation is much less negative in the forest 
where the canopy contributes significantly to downward long-wave radiation. 
In spring net radiation intensity is lower in the forest because of a canopy 
shading effect. The loss of radiative energy in the open results in an efficient 
cooling of the snow surface in mid-winter, which together with greater wind 
speeds gives rise to a much greater flux of sensible heat compared to that in 
the forest (Figure 16b). The latent heat fluxes contribute only a little to the 
total energy balance of snow (Figure 16c).  
The advective heat flux from precipitation as defined in Section 3.2.2, 
includes energy associated with phase change (freezing) in the case of rain, 
and temperature changes to bring the precipitation to the reference 
temperature (0 °C). The phase change energy is the largest component of 
the advective heat flux. During rain on snow events the energy associated 
with phase change does not actually go to generating melt. Rain on a cold 
snowpack freezes, releasing energy to the snow and raising its temperature 
until the snowpack is isothermal (0 °C). After this occurs, rain does not 
freeze, so the only energy that goes to melt snow is from temperature 
changes. In order to explore the importance of advective heat flux in 
generating snowmelt, Figure 16d shows only the advective heat component 
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associated with temperature changes. From Figure 16 it is clear that the 
advective heat flux contributes very little to snowmelt. 
 
 
Figure 16. Modelled cumulative fluxes of net radiation (a), sensible heat (b), 
latent heat (c), and advective heat associated with temperature change (d) above 
snow surface in the open and beneath the canopy from 1996 to 2000. Positive flux 
is directed towards the snow. 
 
In Figure 17 daily total net radiation, sensible heat, and latent heat are 
plotted for winter 1998-1999. In the open, snowmelt events in mid-winter 
occur when the weather is warm and cloudy. In such conditions snowmelt is 
driven mainly by sensible heat, with latent heat flux occasionally having a 
significant contribution. Also, net radiation flux is only slightly negative, or 
sometimes even positive. In late spring the increase in solar radiation 
intensity causes net radiation to become the most significant source of energy 
contributing to snowmelt. Unlike in the open, net radiation in the forest 
contributes significantly to snowmelt throughout the winter. In mid-winter, 
peak values of net radiation arise from long-wave radiation emitted by the 
canopy, and in spring from both short- and long-wave radiation. During melt 
events in mid-winter sensible heat flux is of the same magnitude as net 
radiation flux. Latent heat flux in the forest is insignificant throughout the 
winter.  
It is noteworthy that wind speed below the canopy is low and the 
contribution of the sensible heat flux to snowmelt is largely dependent on 
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the selection of the windless convection coefficient (EH0 in Eq. 5). The value 
of this coefficient was adopted from Jordan (1992). Unlike the radiation 
components, the computed turbulent heat fluxes have not been validated 
against measurements. Particularly in the forest the modelled partitioning of 
the turbulent energy into sensible and latent heat fluxes is sensitive to 
assigning EH0 a nonzero value and setting EE0 to zero. As documented and 
cited above (see Section 3.2.2), this parameterisation was based on previous 
snow modelling studies. 
 
 
Figure 17. Computed daily total net radiation (a), sensible heat (b), and latent 
heat (c) in the open and beneath the canopy for winter 1998-1999. Fluxes are 
shown only when there is snow on the ground. Horizontal lines on top of the fluxes 
indicate periods when snowmelt occurred. 
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4.2.5 Discussion 
In this study precipitation measurements taken in the open and beneath the 
canopy suggested that 29 % of precipitation was lost through interception in 
the summer and 26 % was lost in the winter. Considerable wintertime 
interception has also been reported in Japan by Nakai et al. (1999), in 
Canada by Pomeroy et al. (1998), in northern Sweden by Lundberg and 
Halldin (1994), and in Scotland by Calder (1990). While these studies 
attribute interception losses primarily to evaporation/sublimation, Troendle 
(1983) reminds that it is difficult to isolate the roles of depositional 
differences between forest and clearing during snowfall events, redistribution 
of snow following the event, and interception evaporation. Storck (2000) 
reported that in a coniferous forest in Oregon, where the annual 
precipitation was up to 2000 mm, the dominant removal mechanism of 
intercepted snow (60 % of snowfall) was meltwater drip and snow unloading. 
Although removal of intercepted snow via sublimation was of secondary 
importance, it totalled 100 mm per winter season on average.  
In the current study the average interception loss for the winter season 
was 92 mm. Lundberg et al. (1998) noted that determination of interception 
on the basis of the difference between precipitation in open and forest is 
uncertain, because snowfall measurements in particular are prone to gauging 
errors. In the present study precipitation measurement in the open was 
corrected to account for gauge catch deficiencies, and precipitation and 
throughfall estimates in open and in forest were validated by comparing 
modelled and measured snow water equivalent. Snow simulation results gave 
no reason to assume that the magnitude of precipitation in the open was 
incorrect. In the forest, there was a bias of –0.29 mm d-1 between measured 
and computed snow accumulation, which indicated that the increase of 
snow mass was slightly underpredicted. This bias was found to be 
approximately 10 % of measured precipitation during the accumulation 
periods. As shown in a sensitivity analysis in (III), simulated snow water 
equivalent is sensitive to both the magnitude and form of throughfall. 
Therefore, the bias in simulated snow accumulation may be an indication of 
a systematic error, either in the magnitude or form of estimated throughfall. 
According to model interception loss was explained to result from 
evaporation/sublimation. However, it should be noted that no direct 
measurement of interception loss through evaporation or through other 
mechanisms, such as wind-driven redistribution effects, was available.  
Measured throughfall in this study did not include stemflow, which was 
assumed to be negligible. Based on measurements in central Finland, 
Päivänen (1966) found negligible stemflow in spruce forest, and stemflow 
amounted only up to 1.9 % of gross precipitation in pine forest during the 
growing season. Rutter et al. (1975) report greater values of stemflow (7.7 %) 
for a Douglas fir. During snowmelt in winter and spring the role of stemflow 
  
 
59
can be expected to be greater than in summer, which may result in 
overestimation of interception loss when it is based on the difference 
between precipitation gauge measurements.  
Comparison of snow simulation results in open and forest indicated that 
snow accumulation was greater and snowmelt was more intensive in the 
open relative to the forest. These results are qualitatively similar to the 
findings of Hardy et al. (1997), Troendle and King (1987), Kuusisto (1984), 
Troendle (1983), Gary (1974), and Seppänen (1961). Hardy et al. (1997) 
compared snowmelt simulations in open and beneath a boreal jack pine 
forest in Canada. They used SNTHERM driven by input meteorological 
variables measured or estimated at a reference height close to snow surface. 
Their results indicated that small openings in the forest accumulated 
considerably more snow than large openings. Large open areas were 
influenced by wind redistribution and more pronounced energy fluxes. Snow 
depth beneath the canopy was substantially lower than in small openings, 
and melt occurred four days later, and was less intense beneath the canopy 
than in the openings.  
For conditions similar to the current study site the impact of forest clear-
cutting would be most clearly seen as an increase of net precipitation on the 
ground and, hence, an increase of water volume potentially contributing to 
streamflow over the winter season. However, because the maximum values of 
snow water equivalent were similar in the open and in the forest, the volume 
of spring runoff resulting from the final melt may not change. It should be 
noted that these considerations disregard the effect of soil water storage 
differences on runoff generation in clearcut and forested areas. Heikurainen 
and Päivänen (1970) measured the effect of forest clear-cutting and thinning 
on snow depth and runoff in central Finland. Their findings suggested that 
snow accumulation increased with increased thinning, and melting of the 
snow cover occurred earlier in the thinned and cut areas than in the 
untouched areas. In the case of partial forest removal, the spring runoff peaks 
may be decreased, because average snowmelt from plots of different 
treatments occurs during a longer time span than snowmelt from the 
untouched forest preceding the treatment.  
The dominant role of net radiation as a source of energy for spring 
snowmelt is consistent with earlier results from boreal forests (Link and 
Marks, 1999; Hardy et al., 1997; Pomeroy and Dion, 1996; Price and Dunne, 
1976). These studies do not address mid-winter snowmelt, since it rarely 
occurs in the climatic conditions exhibited by their study sites. The mid-
winter melt events occurring in the current study site are associated with 
warm, cloudy weather when both long-wave radiation and sensible heat flux 
contribute to snowmelt. As mentioned earlier, solar radiation intensity in the 
middle of the winter is insignificant. Sources of energy contributing to 
snowmelt in mid-winter, both in the open and in the forest, are strongly 
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dependent on air temperature. Sensible heat flux is directly proportional to 
the temperature gradient above the snow surface, and net radiation is 
dominated by the long-wave components, which are functions of radiation 
source temperatures. As winters in coastal areas of southern Finland 
comprise several melt periods, and melt intensity is sensitive to the air 
temperature, a change in the local climate would have a prominent effect on 
the extent and depth of the snow cover. 
The canopy model results were more sensitive to parameters of turbulent 
flux computation schemes than to parameters influencing computation of 
net radiation intensity within the canopy. This is in line with the finding of 
Lundberg and Halldin (1994), who reported the estimation of interception 
evaporation to be very sensitive to the aerodynamic resistance. Calder (1990) 
noted that evaporation tends to be driven by energy available from radiation 
when surface resistance is large, but energy stemming from turbulence 
becomes important when surface resistance is small, which is the case for tall 
vegetation such as forest. 
Computed snowmelt during mid-winter conditions was sensitive to the 
parameters of the turbulent energy fluxes, particularly to the windless 
exchange coefficient of sensible and latent heat. Because the turbulent 
energy fluxes were not measured beneath the canopy, the parameterisation 
of the turbulent heat fluxes cannot be validated in this study. However, the 
total contribution of turbulent heat fluxes to snowmelt in mid-winter is likely 
to be accurate, because the other major energy fluxes, short-wave and long-
wave radiation, were calibrated and validated against data measured beneath 
the canopy.  
 
4.3 Runoff generation processes in Siuntio (IV, V) 
 
4.3.1 Outline 
This section presents results from studies (IV) and (V), which deal with 
modelling of precipitation-streamflow relationship. The objective is to 
calibrate and validate three- and two-dimensional runoff models, which 
couple vertical soil water movement and lateral ground water flow. Snow 
and canopy process schemes presented in the preceding sections produce the 
input to one of the studied runoff models. Assessment of the Skaggs routine 
(Skaggs, 1980) is presented first, followed by simulation results from two case 
studies.  
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4.3.2 Computation of vertical soil-water flow 
Computation of vertical pressure head distribution was either based on the 
steady-state approach of Skaggs (1980), or on a finite difference solution to 
the Richards equation (e.g. Karvonen, 1988). Performance of the two 
methods is compared in terms of computed soil moisture in the unsaturated 
zone and depth to water table (Figure 18). Model set-up is explained in 
detail in (IV). 
Results of comparison in Figure 18 indicate that the two methods 
simulate nearly identical soil moisture and ground water table dynamics 
during a study period in 1996. For another period in 1995 simulated soil 
moisture close to the soil surface shows a discrepancy at the time of 
infiltration that occurs after a rainless period of one month. Overall, the 
closer the water table is to the soil surface, the better is the agreement 
between the Skaggs approximation and the numerical solution of the 
Richards equation. The Skaggs steady-state routine replicates Richards 
solution during the time periods, when most of the runoff is generated and 
the depth to the water table is less than about 1 m from the soil surface. The 
steady-state routine becomes less appropriate during dry periods.  
 
Figure 18. Calculated water table depth (a, b), and soil moisture time series (c-f) 
at the depths of 0.05 and 0.35 m during May-November 1995 and 1996. Results 
using the numerical solution to the one-dimensional Richards equation and the 
Skaggs approximation are presented. 
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4.3.3 Quasi-three-dimensional model 
In case study (IV) soil and ground water interactions are described in three 
dimensions to simulate soil moisture distribution and dynamics of saturated 
areas within the study catchment. The model is driven by daily air 
temperature and precipitation from January 1991 to December 1996. A 
degree-day snowmelt model is used to simulate snow accumulation and 
melt, and the quasi-three-dimensional scheme (Section 3.4.3) describes 
runoff generation. Potential evapotranspiration and interception are 
according to daily schemes described in the beginning of Section 3.3.1.  
Description of model parameterisation is given in (IV). Only the main 
results are presented here. The model was calibrated against daily streamflow 
data from January 1991 until December 1993, and validated against data 
from January 1994 until December 1996 (Figure 19). The coefficient of 
efficiency, Reff, (Nash and Sutcliffe, 1970) was 0.72 for the calibration period 
and 0.68 for the validation period. Table 2 shows the calculated annual water 
balance and the coefficients of efficiency. Low values for the coefficients in 
1993 and 1995 are the result of large errors in predicting the annual 
maximum flows. For example, the greatest daily flow in 1993 occurred at the 
end of December, and it was underpredicted by nearly 80 %. In 1995, the 
greatest streamflow peaks in the middle of winter were underestimated, but 
the later spring melt was overestimated. Annual cumulative streamflow was 
in accordance with measurements during years other than 1991 and 1995. 
Autumn base flow was overpredicted during 1991, and spring snowmelt was 
greater than measured during 1995. Small measured and simulated 
streamflow volumes during summers of 1992-1996, and successful timing of 
first streamflow events after the summers, suggest that the estimate of 
evapotranspiration was realistic. Coefficients of efficiency in different seasons 
imply that the model performance is better in summer (June-August, Reff = 
0.75) and autumn (September – November, Reff = 0.71) than in winter 
(December - February Reff = 0.66) and spring (March - May Reff = 0.69). 
Winter and springtime results are affected by uncertainties in snowmelt 
simulation.  
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Figure 19. Measured and calculated catchment runoff and their difference during 
1991-96. The period of 1991-93 was used for model calibration and 1994-96 for 
validation. 
 
Table 3 shows the average monthly fractions of modelled direct runoff (that 
has never infiltrated) and fractions of event water according to Lepistö 
(1994). Based on measured oxygen isotope concentrations in precipitation, 
stream water and ground water, Lepistö (1994) traced event water to direct 
rainfall or snowmelt generating saturated overland flow and some shallow 
ground water flow with a very short transit time. The total fraction of 
computed direct runoff was 65 and 63 % for 1991 and 1992, respectively, 
and was significantly greater than the fraction from tracer analysis. According 
to the model, nearly all runoff in summertime is generated directly from 
throughfall.  
 
Table 2. Efficiency coefficients between measured and calculated runoff, annual 
runoff components, and annual precipitation during 1991-96. All hydrological 
variables are in mm/a. 
 1991 1992 1993 1994 1995 1996 Total 
Efficiency 0.73 0.82 0.59 0.81 0.34 0.67 0.69 
Measured runoff 377 415 273 339 291 321 2016 
Calculated runoff 441 420 261 347 386 326 2181 
Calc. direct runoff 288 262 160 241 230 239 1420 
Meas. precipitation 864 830 677 735 798 705 4609 
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Table 3. Calculated fractions of direct rainfall/snowmelt from total runoff. 
Measured fractions of event water are taken from Lepistö (1994). 
 Calculated fraction of  
direct runoff [%] 
Measured fraction of event 
water from tracer analysis [%] 
 1991 1992 1991 1992 
January 60 41 13 13 
February 23 42 3 14 
March 70 65 33 9 
April 58 61 3 4 
May 44 25 3 1 
June 66 28 1 0 
July 92 0 10 0 
August 91 98 66 12 
September 72 92 26 13 
October 52 86 27 8 
November 67 65 24 15 
December 59 58 14 14 
Total 65 63 21 10 
 
4.3.4 Characteristic profile model 
In case study (V) all submodels included in the precipitation-streamflow 
model were calibrated and validated separately against a relevant set of 
hydrometric data. This approach was selected in an attempt to keep track of 
time delays and water losses associated with hydrological subprocesses. 
Meteorological data measured in the clearing adjacent to the study 
catchment (see Figure 1) during 1998-2000 were taken as an input for the 
canopy model, which in turn yielded input variables for computation of 
snow processes beneath the canopy. This part of the application is identical 
to results presented in Section 4.2.3 (III). Throughfall and snowmelt given 
by the canopy and snow models were used to drive the CPM. Potential 
transpiration is estimated as explained in Section 3.3.4. The estimate of 
potential transpiration is multiplied by a constant scaling factor (fEP), which is 
one the calibration parameters. 
In the study catchment, ground water levels were monitored at three 
points (see Figure 1) along a hillslope, which was assumed to represent a 
typical water travel path from a water divide to a ditch. Geometry of the 
CPM was fixed according to the surface and bedrock topographies of this 
hillslope (Figure 20). Parameterisation of the CPM is explained more 
detailed in (V).  
Calibration of the CPM was carried out for a period from January to 
December, 1999, examining winter and summer time data separately. 
Different dominant processes control the hillslope response during these 
periods, which provides guidance for restricting the number of calibration 
parameters in each period. The rest of the data from February to December 
1998, and from January to April 2000, were used for validation. Calibration 
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was based on ground water levels, which were carefully examined in an 
attempt to explain mechanisms behind the observed dynamics. 
 
 
Figure 20. Geometry of the CPM for the study catchment, locations of ground 
water measurement tubes (R7, R8 and R9), and location of the interface between 
top and bottom soil layers. 
 
Wintertime data from January to April 1999, were used to calibrate the 
lateral hydraulic conductivities, and to identify the depth of the interface 
between the two soil layers. As observed in Figure 21, ground water levels in 
winter show a fairly quick decline to a depth of 70 to 110 cm, depending on 
the ground water tube. Thereafter, decline of the water levels ceases almost 
completely. As the transpiration during the winter is insignificantly small, 
dynamics of the ground water levels are attributable only to lateral flow 
within the soil profile. Based on these findings, lateral hydraulic conductivity 
of the top soil layer was given a high value of 10 to 30 cm h-1, and the bottom 
soil layer a low value of 0.15 to 0.35 cm h-1. Also, location of the interface 
between the soil layers around each tube was set to a depth, where decline of 
the water level stopped.  
Calibration was continued using measured ground water levels from 
summer 1999. The most prominent feature in seasonal ground water 
dynamics was that in the summer water levels dropped substantially lower 
than during the winter. Water level decline that continues far below the 
conductive top soil layer is explained by transpiration. The scaling factor, i.e. 
the constant with which the reference crop potential transpiration is 
multiplied, was adjusted in an attempt to replicate the rapid rise of water 
levels caused by autumn storms. Water level drop resulting from 
transpiration was calibrated by adjusting the root zone depth (zr), the vertical 
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hydraulic conductivity, and the water retention parameters of the bottom soil 
layer. These two steps were repeated until no further improvement in the 
model fit against the measured ground water levels was achieved. Despite 
intensive calibration, the calculated water levels at the lower part of the 
hillslope (R7, R8) compare only moderately with measurements throughout 
the summer 1999 (Figure 21). Validation results indicated a good match to 
measured ground water levels during winter seasons, but the model failed to 
replicate some of the observed peaks in tubes R8 and R9 in summer 1998.  
 
 
Figure 21. Measured and calculated ground water elevations along the study 
hillslope (tubes R7, R8, R9). Data from 1999 were used for calibration and the 
remaining data for validation. 
 
After calibration of the CPM parameters, the computed runoff components 
were used as input to the linear storage streamflow model. The retention 
coefficient of the linear storage was calibrated and validated against 
measured streamflow for the same periods as the CPM (Figure 22). The 
efficiencies (Nash and Sutcliffe, 1970) were 0.85 and 0.72 for calibration and 
validation periods, respectively. The volume of total streamflow was 
overestimated by 1.3 % for the calibration period, and by 16 % for the 
validation period. Most of the volume error during the validation period 
accumulated in spring 1998, when instrumentation problems at the weir 
posed uncertainty on the streamflow measurements. 
The validated CPM was applied to a period from 1991 to 1992 in order to 
compare modelled runoff against tracer study results of Lepistö (1994). 
Application of the CPM required hourly input data, which were simulated 
from available daily meteorological measurements. Description of this input 
data simulation is presented in (V). The simulated hourly data were used to 
drive the canopy and snow procedures, whose output - throughfall and 
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snowmelt - were given as input to the CPM calibrated above. Streamflow 
simulation results from 1991 to 1992 yielded a Nash and Sutcliffe efficiency 
of 0.66 and a total volume error of –0.4%. By comparison, the quasi-three-
dimensional precipitation-streamflow model showed an efficiency of 0.78 
(Section 4.3.3), and the total streamflow was overpredicted by 9 % for the 
study period under examination. It is not surprising that a model calibrated 
to streamflow measured in that particular period yields a better fit than a 
model that was calibrated against data measured in another time period. In 
fact, validation (1994-96) of the quasi-three-dimensional model yielded an 
efficiency of 0.68, which is of the same magnitude as the efficiency reported 
here. 
 
 
Figure 22. Modelled and measured hourly streamflow and their difference. Data 
from 1999 were used for calibration and the remaining data for validation. 
 
Direct runoff, i.e. water that never infiltrated into the soil, was compared 
with the isotopically traced event water. In the following, both direct runoff 
and event water are called new water. Runoff generated via baseflow and 
exfiltration, i.e. water that has been in contact with the soil domain, is 
assumed to be comparable with the pre-event water. In the model all water 
that enters the soil domain becomes instantly pre-event water, while in 
reality some of the water that infiltrates may appear in the stream as event 
water. A sounder way of separating event and pre-event waters would be to 
track migration of water particles through the modelling domain and then 
calculate residence times for each particle. All particles having a shorter 
residence time than the span of the event would be considered to form the 
event water fraction.  
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Figure 23 shows monthly totals of measured and calculated runoff, and 
fractions of direct runoff and isotopically traced event water. Isotope tracer 
results were adopted from Lepistö (1994). Fractions for months when the 
model computed less than 5 mm total runoff were omitted. The fractions of 
calculated and measured values are approximately at the same level, except 
for the last quarter of 1992. Also, both model and isotope results show high 
contributions of new water in August 1991, which had a large monthly 
rainfall of 191 mm, and included the greatest value of daily rainfall (77 mm) 
recorded over the study period. Lepistö et al. (1994) studied the relationships 
between event water fraction and event rainfall in Siuntio and found that 
new water fraction becomes dominant only in response to intense storms.  
 
 
Figure 23. Monthly totals of measured and calculated runoff, and fractions of 
direct runoff and isotopically traced event water. 
 
When August 1991 is omitted, the monthly variation of event water fraction 
shows no similarities to the variation of the direct runoff fraction. Rather, the 
modelled fraction of direct runoff shown in Figure 23 depends on the 
amount of monthly streamflow (correlation coefficient = 0.72). The event 
water fraction shows no relation to streamflow (correlation coefficient = 
0.04). It appears that the volume of monthly streamflow alone does not 
explain how much event water is produced, but it is rather more dependent 
on the temporal distribution, and hence intensity, of throughfall/snowmelt. 
The fact that the fraction of direct runoff shows interdependence with 
streamflow suggests that the modelled runoff generation mechanism may not 
be plausible for low intensity streamflow events. In the model, water input on 
near-stream saturated areas always produces direct runoff, regardless of the 
event intensity. 
The fraction of new water for the entire period from 1991 to 1992 was 
0.64 according to results of the quasi-three-dimensional model, 0.30 as 
computed in the CPM, and 0.15 based on tracer analysis. The results of the 
hillslope model are significantly closer to the tracer results than those 
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obtained by the quasi-three-dimensional model. Here the CPM was 
calibrated against ground water levels, whereas in Section 4.3.3 both soil 
water and channel routing routines were calibrated against streamflow 
records. It is believed that examination of ground water level dynamics in 
winter and summer seasons, when control of different processes on the water 
levels can be isolated, leads to a more realistic separation of runoff 
components.  
4.3.5 Discussion 
Applicability of the presented approaches for simulating rainfall-runoff 
processes cannot be ranked without a note of caution. With respect to 
reproduction of streamflow alone there is no reason to believe that the 
presented approaches provide more (or less) accurate predictions than any 
other type of model calibrated against streamflow data. Similar simulation 
results in terms of streamflow predictions have been achieved with models of 
different structure (Ye et al., 1997; Lindström et al., 1997). Seibert (1999), 
Refsgaard (1997) and Grayson et al. (1992) point out that a hydrological 
model having an excess of parameters and including separate routines for 
hydrological subprocesses should be calibrated and validated against 
measured internal fluxes and state variables. Calibration and validation of the 
present modelling system (CPM) aimed at following this direction. 
Comparison between two different discretisation schemes indicated that: 
1) the available data on internal hydrological measures did not support 
calibration of a large set of spatial parameters in a distributed model; and 2) 
comparison between field measurements and model results was most 
straightforward with the simpler discretisation scheme and more restricted 
modelling domain. Similar results were found in other applications of (semi) 
distributed models (Kite and Kouwen, 1992; Wigmosta et al., 1994; Zhang et 
al., 1999). Calibration of a hydrological model with spatially variable 
parameter input must be restricted to a minimum number of parameters by 
fixing as many parameters a priori as possible. Parameters of physics-based 
models have a physical meaning, which should enable determination of 
their values on the basis of field measurements or experiments. Detailed 
measurements are often made in an extent that is directly comparable to the 
modelling domain inherent in hillslope hydrological models (Bronstert, 
1999).  
Hydrological processes were explored in a small catchment covering an 
area of only 0.18 km2. The case studies cannot prove the applicability of the 
modelling system to basins much larger than the study catchment. The main 
obstruction for the transferability of the present system is the overly 
simplified flow routing procedure. Several authors (Orlandini and Rosso, 
1998; Kirkby, 1993; Blöschl and Sivapalan, 1995) point out that in small 
catchments (< 50-100 km2) the delay from rainfall to streamflow is mainly 
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controlled by hillslope flow processes, but in large catchments (>100 km2) 
channel processes become increasingly important. The application of the 
present modelling system to large basins requires first of all use of more 
advanced routing techniques. The modelling component producing the 
share of precipitation that becomes runoff could be identical to the CPM, 
which is shown to work in the study catchment exhibiting homogeneous 
land-use. In larger catchments, which comprise areas with various land-use 
practises, a set of CPMs can be formed on the basis of both topography and 
land-use distribution. Then, the model framework provides some tools to 
quantify the effects human activities may have on the hydrological response 
of a catchment. For example, Karvonen et al. (1999) applied a model similar 
to the semi-distributed approach presented in Section 4.3.4 to a river basin 
having an area of 1 285 km2. A set of CPMs was used to separate runoff 
contributions from predefined areas exhibiting hydrological similarity in 
terms of land-use, vegetation, and mean slope. Total runoff formed an input 
to a geomorphologic instantaneous unit hydrograph (GIUH) used as a flow 
routing scheme (Rodríguez-Iturbe, 1993). Ideally, CPM parameters should 
be related to landscape and terrain properties, and GIUH parameters to 
stream network characteristics (Gupta et al., 1980), but Karvonen et al. 
(1999) ended up calibrating the GIUH parameters against measured 
streamflow.  
In addition to flow routing, the modelling concentrates less on derivation 
of actual transpiration, which is simply a function of estimated potential 
transpiration and soil moisture content. Kellomäki and Wang (1999), Liu et 
al., (1998), and Nijssen et al., (1997) showed how actual transpiration can be 
controlled by relationships between stomatal resistance and vapor pressure 
deficit, soil temperature, photosynthetically active radiation, and soil 
moisture content. The hillslope case study in Section 4.3.4 showed the 
largest prediction errors against summertime water table dynamics. These 
errors are likely to be affected by transpiration estimates. Vakkilainen (1982) 
compared potential evapotranspiration estimates against measured 
transpiration in grass-covered lysimeters in southern Finland and noted that 
estimates may fail during spring and early summer when net radiation may 
not be fully available for transpiration but is partly used to heat the soil. A 
more consistent coupling of snow and runoff models would necessitate 
account for feedback between soil thermal state and transpiration (Metcalfe 
and Buttle, 1999; Levine and Knox, 1997).  
Streamflow simulations utilising Siuntio 1991-94 data can be compared 
with TOPMODEL predictions in Lepistö and Kivinen (1997). Their results 
were realistic in terms of reproduction of annual streamflow volumes. 
However, similar problems were encountered in replicating the peak flows as 
were reported in the present study. Lepistö and Kivinen (1997) had more 
difficulties with summer flows, which were overpredicted compared to the 
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measured negligible flows. The annual streamflow dynamics were replicated 
better using the present models, but the annual water balances were similar 
to the results of Lepistö and Kivinen (1997). They compared the calculated 
average depth to the water table with the point measurements. Present 
studies allowed a more detailed comparison at the measurement locations. 
For example, the water table calculated by the quasi-three-dimensional 
model was closer to the soil surface and compared better with the 
measurements than the average water table depth computed by 
TOPMODEL.  
The data quality of the measured streamflow in Siuntio caused some 
concern because water freezing during the winter and spring snowmelt may 
have had an effect on the operation of the measurement weir. The largest 
errors in the annual water balance computed by the quasi-three-dimensional 
model occurred in 1995, when calculated streamflow was 33 % greater than 
measured. The streamflow records in 1995 may be affected by measurement 
errors, because the annual flow was inconsistent with streamflow measured at 
a weir located 1.5 km downstream and draining an area of 1.42 km2. In 1995, 
the total streamflow at the downstream weir was 42 % greater compared with 
the study catchment, but during 1991-94 and 1996 the annual flow in the 
downstream weir was on the average 17 % greater than the flow from the 
study catchment. Precipitation during 1996, and air temperature during 
1991-96 were measured 30 km north of the site on the other side of the 
Salpausselkä ridge. The meteorological observations in Vihti may not 
represent the study site well enough to support accurate snowmelt and 
evaporation calculations.  
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5 CONCLUSIONS 
 
The main inferences of the snow energy balance studies (I, II) can be 
summarised as the following points: 
1) Comparison of a one layer snow model (UEB) and a multi-layer model 
(SNTHERM) revealed major differences in simulated energy flux 
components at the snow surface. Even after the models were driven by 
identical radiation input, the models produced dissimilar surface 
temperatures, average snowpack temperatures, and liquid water content in 
snow. These differences were affected most by the disregard of soil water 
freezing and thawing in UEB, which treated snowpack and soil down to a 
prescribed depth as one lumped layer. In spite of differing snow heat balance 
simulations, the models showed only minor differences in computed water 
equivalent of snow.  
2) Assessment of the model results against measured snow water equivalent, 
snowpack temperature, and snow surface temperature indicated that 
SNTHERM replicated well both snow mass and heat balance, and its results 
could be used as a reference in modifying and improving simple energy 
balance models.  
3) A new snow energy balance scheme was developed on the premise that 
separation of snow and soil in the model parameterisation is necessary for a 
realistic simulation of average snowpack temperature. In addition to separate 
treatment of snow and soil heat processes, the surface temperature prediction 
was improved after: 1) a procedure was implemented to account for windless 
exchange of sensible heat flux; and 2) the heat conduction into the snow was 
described by approximating the temperature gradient between the snow 
surface and a thin upper layer of snow.  
In the subsequent case study (III) snow processes in the open and forest were 
studied by coupling the developed snow model with a canopy process 
scheme. The main conclusions were: 
4) The difference between measured precipitation in open and throughfall 
in forest suggested that a significant proportion of the precipitation was 
captured in the canopy both during summer and winter. The average 
interception loss was 26 % of precipitation for winter seasons, and 29 % for 
summer seasons. There is little difference in cumulative interception losses 
in winter and summer, although radiation intensity in the winter is 
drastically lower. According to model interception evaporation during the 
winter was mainly explained by advection of energy caused by turbulence 
within and above the forest canopy. 
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5) The effect of the canopy on snow mass balance on the ground can be seen 
as greater snow accumulation and more intense snowmelt in the open. 
Because winters in the study site typically comprise several accumulation-
melt cycles, the snow water equivalent may be greater at any time either in 
the open or beneath the canopy. Also, there is little difference in the 
maximum values of the average snow water equivalent in each winter. When 
a warm spell is short enough to leave snow on the ground both in the open 
and in the forest, the cumulative snowmelt during one event is always greater 
in the open. Because the maximum snow water equivalent prior to the spring 
melt is nearly equal in both sites, there is not much difference in the 
cumulative spring snowmelt. Melt is more rapid in the open, leaving the 
ground free of snow when there is still snow melting in the forest.  
6) The comparison of modelled energy fluxes above the snow surface 
revealed major differences in net radiation and sensible heat fluxes in the 
open and beneath the canopy. In mid-winter the contribution of canopy to 
downward long-wave radiation was clearly seen as smaller radiation losses in 
the forest. In spring the net radiation is of lower intensity in the forest 
because of the canopy shading effect on short-wave radiation. Sensible heat 
flux in the open is much greater than beneath the canopy. In mid-winter the 
main source of energy for snowmelt is sensible heat in the open, whereas 
both sensible heat and net radiation contribute to snowmelt in the forest. 
Solar radiation intensity increases towards the spring, which causes net 
radiation to become dominant in both sites.  
Findings from the precipitation-streamflow modelling studies (IV, V) are: 
7) Use of a DRAINMOD-type approximation (Skaggs, 1980) for simulating 
the pressure head distribution in the unsaturated zone is a promising option 
for simplifying the coupling of vertical soil water and lateral ground water 
models in both two and three-dimensional settings. The approximation 
yields results comparable to a numerically solved Richards equation, and 
enables effective estimation of storage coefficients as a function of water table 
depth.  
8) The hydrological models based on quasi-three dimensional and quasi-two 
dimensional discretisation schemes produced similar results in terms of fit 
against measured daily streamflow. With respect to streamflow reproduction 
alone there is no reason to believe that the presented physics-based 
approaches provide more (or less) accurate predictions than any other type of 
model calibrated against streamflow data. The strength of the current models 
lies in spatially distributed predictions of state variables and fluxes from all 
hydrological subprocesses.  
9) Even though the results of the quasi-three-dimensional model were 
acceptable in terms of fit against streamflow data, the modelled volume of 
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direct runoff from throughfall/snowmelt, i.e. runoff that has never infiltrated 
into the soil domain, was overly large compared with the volume of event-
water estimated from isotopic tracer analysis. As shown in the subsequent 
hillslope study, separate calibration of the hydrological submodels aids in 
obtaining a more realistic separation of runoff components. In the hillslope 
model, where the soil water routine is calibrated against ground water levels, 
the fraction of event-water in streamflow is more realistically estimated than 
in the quasi-three-dimensional model, where only streamflow data were used 
for calibration. 
In the end, the suitability of the presented modelling system for studying the 
impacts of land use changes on hydrological processes was assessed. The 
following arguments can be pointed out: 
10) In the current hydrological model, processes and areas affected and 
unaffected by changing conditions can be considered independently. The 
case study of snow processes in clear-cut and forested sites shows an example 
of how influence of changing conditions on hydrological subprocesses is 
identified. Separating the affected and unaffected areas can be accomplished 
by assigning a CPM to each area.  
11) A CPM outlined in this thesis can be used to simulate runoff generation 
in a non-contiguous area that is similar in terms of its land-use. A system 
where a set of CPMs is combined together can be used to quantify runoff 
contributions from pre-classified areas of different land-use and constitutes a 
tool for studying hydrological impacts of land use changes. The complete 
modelling system is likely to be unreasonably complex for calibration against 
merely streamflow measurements in catchments having mixed landscape 
and terrain properties. Calibration and validation of individual CPMs should 
be conducted against combined hydrometric and tracer/chemical data from 
basins that are homogeneous with respect to properties important for 
hydrological response. The present work shows one example how CPM can 
be calibrated and validated against data from a catchment exhibiting 
homogeneous land-use. 
 
5.1 Future directions 
 
In the current work an attempt was made to formulate a hydrological model 
that provides linkages to atmospheric models through implementation of 
surface energy balance and to water quality models through quantification of 
runoff components. Advancement of these linkages is one of the future 
challenges in hydrological modelling.  
In long-term simulations climate predictions are sensitive to the accuracy 
of estimated land surface hydrology and surface energy balance (Gustafsson, 
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2002). Improvements in computation schemes of land surface processes, 
such as evapotranspiration, interception, snow accumulation, snowmelt, and 
areal soil moisture distribution can aid in obtaining more realistic boundary 
conditions for climate models.  
Tracer and other new techniques for measuring runoff source areas and 
water flow pathways through soils provide clues for improving runoff 
generation schemes (Uhlenbrook and Leibundgut, 2002). Beven (2001) 
notes that model developments are most likely to happen when one is forced 
to reject all the available models because of inconsistency with data. 
Validation of a hydrological model against tracer and chemical data 
increases its credibility for simulating solute transport and nutrient leaching.  
Many hydrological models including the CPM presented in this thesis 
cannot fully exploit spatial data of input variables and catchment physical 
properties. For example, it is not resolved how spatial data on land use, 
topography, and soils are used objectively to determine geometry and 
parameters of typical hillslopes (CPMs). Effective use of spatial data 
resources becomes an issue when process-models tested at point-scale or in 
small catchments are transferred to large heterogeneous catchments.  
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APPENDIX 1: LIST OF SYMBOLS 
 
 
An  area of soil column n [m
2] 
Bn  thickness of saturated zone in soil column n [m] 
cg  specific heat of soil [kJ kg
-1 ºC-1] 
ci  specific heat of ice [kJ kg
-1 ºC-1] 
CI  interception capacity [m] 
CIS snow interception capacity [m] 
CIW rain interception capacity [m] 
cn  capillary upflux into the root zone [m h
-1] 
cp  specific heat of air [kJ kg
-1 ºC-1] 
cw  specific heat of water [kJ kg ºC
-1] 
dg  freezing curve parameter [ºC] 
Dg  depth of the soil layer [m] 
do  zero-plane displacement height [m] 
dn  direct runoff [m h
-1] 
Dn  root zone soil moisture state in column n [m]  
ds  runoff from soil domain [m h
-1]  
E  evaporation/sublimation [m h-1] 
ea  air vapour pressure [Pa] 
EE0  windless convection coefficient for the latent heat flux [kJ m
-2 Pa-1 h-1] 
EH0  windless convection coefficient for the sensible heat flux [kJ m
-2 ºC-1 h-1] 
EI  interception evaporation [m h
-1] 
En  actual transpiration [m h
-1] 
es  saturation vapour pressure [Pa] 
f  shape parameter (of transmissivity) 
F  liquid water flow in snow [m h-1] 
fEP scaling factor of potential transpiration  
fr  interception parameter 
fs sky-view fraction 
h  pressure head [m] 
H  sensible heat flux [kJ m-2 h-1] 
hr  pressure head in the root zone [m] 
I  soil ice content 
I0  initial canopy water storage [m]  
in  infiltration into the soil column n [m h
-1] 
K(z)  eddy diffusion coefficient [m2 h-1] 
kI  interception model parameter 
Kls  lateral saturated hydraulic conductivity of soil [m h-1] 
Ksat  saturated hydraulic conductivity of snow [m h
-1] 
kT  thermal conductivity [kJ ºC
-1 m-1 h-1] 
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Lj  fraction of liquid water in snow 
Ln  soil column length [m] 
lr  liquid water retention capacity of snow  
M  energy advected with liquid water [kJ m-2 h-1] 
n  extinction coefficient (of wind speed within canopy) 
P  precipitation [m h-1] 
pn  percolation from root zone moisture storage [m h
-1] 
Pr  rainfall [m h
-1] 
Ps  snowfall [m h
-1] 
PT  throughfall [m h
-1] 
Q  heat conduction [kJ m-2 h-1]  
QP advective heat flux [kJ m
-2 h-1] 
rao  aerodynamic resistance above canopy [h m
-1] 
rco  aerodynamic resistance within canopy [h m
-1]  
Rd  dry gas constant [J kg
-1 K-1] 
Rlc  long-wave radiation emitted by the canopy [kJ m
-2 h-1] 
Rld  incoming atmospheric long-wave radiation [kJ m
-2 h-1] 
Rls  upward long-wave radiation [kJ m
-2 h-1] 
rn  throughfall/snowmelt [m h
-1] 
Rnc  net radiation in the canopy [kJ m
-2 h-1] 
Rns  net radiation into snowpack [kJ m
-2 h-1]  
Rs  incoming short-wave radiation [kJ m
-2 h-1] 
rs  total aerodynamic resistance [h m
-1] 
rs*  aerodynamic resistance (corrected for atmospheric stability) [h m
-1]  
rss  aerodynamic resistance beneath canopy [h m
-1] 
s  storage coefficient  
Sj  relative saturation in excess of water retained by capillary forces 
t  time [h] 
T  transmissivity [m2 h-1] 
T0  surface temperature [ºC]  
Ta  air temperature [ºC] 
Tf  freezing point temperature [ºC] 
Tg  soil temperature [ºC] 
Th  temperature limit for snowfall [ºC] 
Tl  temperature limit for rainfall [ºC] 
Tj  temperature in snow layer j [ºC] 
Ug  heat content of soil layer [kJ m
-2]  
Uj  heat content of snow layer j [kJ m
-2]  
US  snow unloading [m h
-1] 
Vn  air volume in a soil column n [m
3m-2] 
Vss air volume corresponding to steady-state moisture distribution [m3m-2] 
w  liquid water content 
W  water equivalent of snow [m] 
WI  depth of intercepted water [m h
-1]  
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x    distance [m] 
y  distance [m]  
z0o  roughness length of the canopy [m] 
zbot  elevation of impermeable bottom 
zgw  water table elevation [m] 
zr  reference height above the canopy [m] 
zrs  reference height above ground [m] 
zs  soil surface elevation [m] 
αc  canopy albedo  
αs  snow/ground albedo  
∆  gradient of the saturated vapor pressure – temperature curve [Pa ºC-1] 
∆I change in the canopy storage [m h-1] 
∆Q  net lateral groundwater flow [m3 h-1] 
∆z  vertical distance [m] 
φ  porosity of the soil 
γ  psychrometric constant [Pa ºC-1] 
λE latent heat flux [kJ m-2 h-1] 
λf  latent heat of fusion [kJ kg-1] 
λs  latent heat of sublimation of ice [kJ kg-1]  
λv latent heat of vaporisation of water [kJ kg-1] 
θ  soil water content 
θs  saturated soil water content 
ρa  air density [kg m
-3]  
ρg  density of soil grains [kg m
-3] 
ρi  density of ice [kg m
-3] 
ρs  density of snow [kg m
-3] 
ρw  density of water [kg m
-3] 
τc  transmittance through the canopy 
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