INTRODUCTION
Estimation of the Bayes error is a major issue in pattern classification. It is often considered subsidiary to classifier design, in part because one is often primarily interested in constructing a good classifier, and in part because a standard approach to error estimation is to use sample data to estimate the Bayes (optimal) classifier and then * To whom correspondence should be addressed.
consider the error of the estimated classifier as an estimate of the Bayes (optimal-classifier) error. However, if we are interested in the ability of a feature set to discriminate between classes, the actual measure of interest is the Bayes error, not the error of a designed classifier, nor even the expected error of the designed classifier. And while the approach of classifier design followed by estimation of the error of the designed classifier is generally sound when the sample is large, there are two serious problems for small samples: (1) for a small sample the expected error of the designed classifier can be significantly greater than the Bayes error; and (2) having designed an estimate of the Bayes classifier via some classification rule, the error of that classifier must be estimated using sample data, and this estimation is problematic for small samples. This paper treats the first problem by providing a correction term to subtract from the error of the designed classifier that results in better estimation of the Bayes error. An important aspect of this correction is that it is conservative, meaning that the expected corrected error estimate is lower than the expected uncorrected error estimate but still greater than the Bayes error.
The problem of error estimation relates to three fundamental microarray applications, where small sample issues are ubiquitous (Dougherty, 2002) : classification, prediction and network modeling (see website for extensive references).
Prediction and network design are particularly relevant to this paper. If we assume a gene is either ON or OFF, the assumption underlying the Boolean-network model (Kauffman, 1993) , then we are in the domain of binary prediction, where the observation vector provides the state of some system of genes and a function on the observation vector provides a predictor of the value of a target gene. This is a view taken in expression-based prediction and in gene regulatory modeling involving probabilistic Boolean networks. If gene-expression data are quantized to 0 and 1, then the prediction is done by a binary-valued function defined on binary vectors. In pattern classification and signal processing, the function is called a 'Boolean classifier' and a 'binary filter', respectively. Since the applications of immediate interest involve genomic signal processing, we will use the latter terminology throughout.
Consider prediction of a binary target random variable Y based on the observation random variables X 1 , X 2 , . . . , X N . Letting X = (X 1 , X 2 , . . . , X N ), a random sample of size n is a set of independent examples,
If ψ opt denotes the optimal filter and ψ n denotes an estimate of ψ opt obtained from the random sample, then the error, [ψ n ], of the designed filter ψ n is the sum of the error of ψ opt (fixed for the model) and the error owing to estimation:
is the increase in error owing to using the designed filter instead of the optimal filter. Since the sample is random, we take expectations to obtain the expected error of the designed filter.
where E denotes expectation relative to all random samples of size n. 
Equation (1) motivates us to find a correction τ n and to
If (1) and (2) yields
Our task is to find a correction factor τ n such that 0 
Equation 1 applies directly, with ξ n being a function of p, namely, ξ n (p). Given a sample S of n pairs, the filter ψ n is designed on the configuration x i by the relative frequency η i , which is the ratio of the number of times the pair (1, x i ) is observed and the number of times x i is observed in S, respectively.
is not observed, then various rules can be adopted by which to define ψ n (x i ). For the purposes of our analysis, if x i is not observed, then ψ n (x i ) is defined randomly in {0, 1} with the same probability
The following theorem provides an explicit representation for the expected error increase ξ n (p) for a model p and a sample size n. Its proof is given at the website.
The coefficients c 1 and c 2 depend only on the probabilities r i and the error contributions ρ i . Whether p i is less than or greater than 0.5 determines the use of c 1 or c 2 in the sum. This allows us to find a simple lower bound τ n (p) of ξ n (p) that depends only on the probabilities r i and the error contributions ρ i , and therefore does not depend on whether ψ opt (x i ) = 0 or ψ opt (x i ) = 1. Since we want a lower bound for ξ n (p), we can use the minimum value between c 1 and c 2 for each configuration. For each config-
and define the correction factor for the model p by
Thus the corrected estimate is conservative. The tightness of the lower bound depends on the differences between c 1 and c 2 . The larger these differences, the looser the bound. To compare these values, we let N = 3 and compute the values of c 1 (ρ, r, n) and c 2 (ρ, r, n) for ρ = 0.01, 0.02, . . . , 0.49, 0.50 and n = 10, 20, . . . , 400. The results for c 1 and c 2 and the difference c 2 − c 1 are plotted in Figures A1 and A2 , provided in the website, respectively. The difference between c 1 and c 2 is small for small n and small ρ. In these cases, the bound will be near the real value for ξ n (p).
MODEL TO COMPUTE THE CORRECTION
To compute τ n (p) in (9) we need to know ρ i and r i for all the configurations x i . This means there are 2 × m parameters to be estimated (or to be assumed as prior knowledge). Since we have an interest in small samples, we introduce a model with fewer parameters.
Dirichlet model
The model assumes the probabilities r i are normalized random variables arising from a gamma distribution with shape parameter κ (varying) and scale parameter β fixed at 1, and the configurations possess equal error contributions, ρ i = ρ. A normalization is used to satisfy the probability requirement m i=1 r i = 1, and the resulting distribution is a multivariate Dirichlet distribution (Wilks, 1962) . The model parameters are the error contribution ρ and the shape parameter κ. The model, denoted by (ρ, κ), is summarized by ρ i = ρ, i = 1, . . . , m, and
; with r i ∼ gamma(κ).
The 
For any κ, the probabilities r i can take different values. Hence τ n (p) and c(ρ, r i , n) are random variables. We define τ n (ρ, κ) to be the expected value of τ n (p) relative to the distribution of r 1 , r 2 , . . . , r m . From (9),
Since the correction is a function of the model, not the particular distribution, the corrected estimate for the error of the optimal filter (2) becomes
We can use Monte Carlo simulation, via (9), to obtain τ n (ρ, κ) to a desired degree of precision. Since it requires computation of the correction many times, it is useful to obtain a faster approximate solution. Since the order of the probabilities does not affect the correction, we can re-order r 1 , r 2 , . . . , r m from smallest to largest without changing the correction τ n (p) for a particular distribution. If we denote this re-ordering by r (1) , r (2) , . . . , r (m) , then (9) can be rewritten with r (i) in place of r i . Taking expectations in the new equation yields (11) with E[c (ρ, r (i) 
, n), experimentation shows they tend to be close. With this in mind, we have the approximation
To estimate τ n (ρ, κ), we can obtain empirical means r (1) ,r (2) , . . .,r (m) for r (1) , r (2) , . . ., r (m) using the parameter κ of the model and Monte Carlo simulation. These yield
This estimation is very fast. It needs only some sample points from the gamma distribution.
Estimation of the model
Typically the model is not known beforehand. Therefore, to compute the correction τ n (ρ, κ), we need to estimate ρ and κ from the data, which is a set S of n pairs, (x, y).
We can compute κ as a function of the variance σ 2 of the Dirichlet distribution,
where S 2 is the estimator, from the data, of σ 2 (Wilks, 1962) .
To estimate ρ, we use the fact that the model assumes that all conditional probabilities are equal. This implies that ρ = [ψ opt ]. Hence, an estimator of the error of the optimal filter estimates ρ. First, we obtain a cross-validation high-biased estimateρ n of ρ. Next, we obtain the resubstitution low-biased estimateρ n . A rough estimator of ρ is given by averaging the high-and lowbiased estimators,ρ
Our ultimate goal is to obtain a conservative estimate of ρ = [ψ opt ] less biased than the cross-validation estimate.
The estimateρ provides the starting point for obtaining the desired estimate. The estimatesρ andκ are used with (9) to compute the correction τ n (ρ, κ).
Confidence
The correction τ n (ρ, κ) depends on its parameters ρ and κ. Poor estimation of the parameters can cause too high a correction, which would then underestimate the error of the optimal filter. To avoid this problem, we can define our confidence in ρ via an interval containing ρ. The correction can be computed conservatively by taking the minimum value of τ n (ρ , κ) over all ρ in the interval. A practical way to define the interval is to postulate a Gaussian distribution with mean ρ and standard deviation σ ρ . A 99% confidence interval relative to this distribution is given by [ρ − 2.58σ ρ , ρ + 2.58σ ρ ]. Relative to σ p , the correction is
The larger the value of σ ρ , the lower our confidence in the parameter ρ, and the smaller the correction. The probability model is still determined by (ρ, κ) ; however, the correction is determined by both (ρ, κ) and σ ρ . Figure 1 shows the correction τ σ p n (ρ, κ) computed for fixed ρ = 0.2 and κ = 1. Curves are shown for confidences σ ρ = 0.01, 0.03 and 0.05, each as a function of the sample size (for n = 10, 20, 50, 70, 100, 150). For large training sets (large n) the correction decreases toward zero, owing to the better precision of the estimator, and it decreases also for larger σ ρ (or smaller confidence in the parameter ρ). 
SIMULATION STUDIES OF CORRECTION PROPERTIES
The most basic question regarding the correction is how the corrected and uncorrected error estimations compare. Another concerns robustness relative to using the wrong model parameters, especially with our desire not to underestimate the true error of the optimal filter? A related issue concerns what confidence values σ ρ provide acceptable robustness and still give useful correction. In practice, we do not know the model. What is the effect of using estimated errors of designed filters rather than their true errors? To address these questions, we employ simulations to analyze the behavior of four models, ρ = 0.1, 0.2, 0.3 and 0.4, and κ = 1, for sample size n = 20 and three variables (N = 3). To compare the correction τ n (ρ, κ) with the expected error increase ξ n (ρ, κ) for a given model (ρ, κ), we generate 100 joint distributions 1 , 2 , . . . , 100 of (Y, X). For h = 1, 2, . . . , 100, the distribution h is defined by its probabilities r From each of the 100 distributions corresponding to the model (ρ, κ), we generate 100 random 
This in turn provides an estimate of estimation error for
Averaging this estimate over the 100 distributions provides an estimate of the expected design error,ξ n (ρ, κ), for the model. Table 1 shows a comparison between the estimation error and the correction, averaged over the 100 distributions, for models κ = 1 and ρ = 0.1, 0.2, 0.3 and 0.4, and for n = 20 samples. The correction has been computed using the model parameters ρ and κ. n (ρ, κ) ≤ ξ n (ρ, κ) throughout. Moreover, for the most part, the model correction is more conservative than the average of the distributional corrections for the model. The exception is when ρ is very small and κ is simultaneously large. Even in these extreme cases, the model-based correction only slightly exceeds the expected design error, and this is for the high confidence setting σ ρ = 0.01.
To illustrate the importance of κ, Figure 3 shows the result of the same simulations as in Figure 2 
COEFFICIENT OF DETERMINATION
The coefficient of determination (COD) measures the degree to which a target random variable can be better predicted based on a set of observation random variables than in the absence of any observations. Whereas the correlation coefficient measures a linear relation between the target and a single variable, the COD can be used for any functional relation between the target and a set of variables. Estimation of the COD depends on estimation of the optimal-filter error. Obtaining a corrected estimate of this error will lead to better estimation of the coefficient. The COD is used to measure multivariate gene interaction (Kim et al., 2000) and to construct gene regulatory networks (Shmulevich et al., 2002) . If the variable Y is to be predicted from the vector X = (X 1 , X 2 , . . . , X N ), then the coefficient of determination θ is defined by
where ψ 0 is the best constant predictor of Y in the absence of observations. For a sample of size n, we obtain an estimator of θ by
where ψ n,0 is an estimate of the optimal constant filter ψ 0 based on the sample. Since [ψ 0 ] can be precisely estimated from relatively small samples, a good approximation of θ n is obtained with
Taking the expectation over all the samples of size n yields
Rewriting the right-hand side gives
Hence, E[θ n ] provides a low biased estimate of θ . 
According to the definition of λ n (p), We can use simulation to investigate properties of the COD correction using the same approach as for the properties of the error correction. A key measure is the expected value of the difference θ(p) − ω n (p) across the model (ρ, κ), namely, Table 4 . Coefficients of determination computed for different models, for n = 20 Figure 4 shows the expectations as a function of n. A scatter plot corresponding to the error scatter plot of Figure A4 is shown in Figure A5 on the website for ρ = 0.2 and n = 20. It is interesting to note that there is strong rank correlation between the true values θ(p) and both the uncorrected and corrected estimates for all values of ρ ≤ 0.3 (for ρ ≥ 0.3, the COD is very low). The rank correlations tend to be slightly better for the corrected estimates. For instance, for ρ = 0.2, κ = 1, and n = 20, the rank correlations forĒ[θ n ](p), ω 0.001 (Devroye et al., 1996) , so that individual estimates can vary widely. This yields the crossvalidation estimate of the corrected error, whereρ andκ are estimated in accordance with (15) and (16):
We obtain an estimateω n (p) of ω n (p) by replacing λ n (p) byλ n (p) in (23).
In analogy to Table 1, Table 3 shows a comparison between the estimation error and the correction, averaged over the 100 distributions, for models κ = 1 and ρ = 0.1, 0.2, 0.3 and 0.4, and for n = 20 samples, except here cross-validation is used for estimations. The correction has been computed using the model parameters ρ and κ. A scatter plot analogous to Figure A4 is shown in Figure A6 on the website with cross-validation estimation having been used. The key point is that, for each of the 100 distributions, the average distributional correction is conservative. Finally, Table 4 corresponds to Table 2 for the COD, here cross-validation being used. An application usingρ andκ is given on the website.
CONCLUSION
A major problem of binary filters and pattern classification is estimation of the error of a designed filter when only small samples are available. This paper provides a correction for the high bias of the expected error of the designed filter as an estimate of the error of the optimal filter. Although the general theory applies to any binary problem, a model-based approach is introduced to greatly reduce the required number of parameters. A key point is that the expected correction is conservative. The correction has been adapted to the COD. An application to genotoxic stress analysis is provided on the website.
