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Abstract
Following a combinatorial observation made by one of us recently in re-
lation to a problem in quantum information [Nakata et al., Phys. Rev. X
7:021006 (2017)], we studywhat are the possible intersection cardinalities of
a k-dimensional subspace with the hypercube in n-dimensional Euclidean
space. We also propose two natural variants of the problem by restricting
the type of subspace allowed.
We find that whereas every natural number eventually occurs as the in-
tersection cardinality for some k and n, on the other hand for each fixed k,
the possible intersections sizes are governed by severe restrictions. To wit,
while the largest intersection size is evidently 2k, there is always a large gap
to the second largest intersection size, which we find to be 342
k for k ≥ 2
(and 2k−1 in the restricted version). We also present several constructions,
and propose a number of open questions and conjectures for future inves-
tigation.
1. Introduction
The interplay between algebra and combinatorics has proved fruitful in
may different contexts and in different ways [1, 2, 3]. The particular flavour
of problems we are looking at here is obtained by importing combinatorial
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structures as 0-1-vectors into a real vector space and looking at those sat-
isfying linear constraints; using these can result in elegant proofs of com-
binatorial theorems [4]. Ahlswede et al. were among the first to system-
atically consider extremal problems under dimension constraints [5, 6, 7].
Our work is more in line with a result by Alon and Fu¨redi on covering the
hypercube by hyperplanes [8].
In the present paper, we want to further the deep connection between
these two fields by considering one of the most basic questions one can ask
about the hypercube Hn := {0, 1}n ⊂ Rn, namely what can be its intersec-
tion with a k-dimensional affine linear subspace S of Rn?
By way of notation, we write ej for the j-th standard basis vector of,
j = 1, . . . , n. For a generic vector x ∈ Rn, denote (x)k its k-th component,
so that x =
∑n
k=1(x)kek.
Obviously, the largest cardinality of an intersection is 2k, but are all
other numbers smaller than that possible? Here, we want to study the sets
H(n, k) of possible non-zero intersection cardinalities of a k-dimensional S
with Hn:
H(n, k) :=
{
t > 0 : ∃S < Rn, dimS = k, t = |Hn ∩ S|}. (1)
Except for the case of empty intersection, any affine subspace can be trans-
lated and reflected, using the symmetries of the hypercube, to a linear sub-
space (i.e. containing the origin) that has the same number of points in com-
mon with Hn as the original subspace. We shall henceforth assume, when-
ever it is convenient, that S is a linear subspace. In that case, furthermore,
we may assume, by possibly permuting the coordinates ofRn = Rk⊕Rn−k,
that S projected onto the first k coordinates spans Rk. (Here, we identify
R
k = span{e1, . . . , ǫk} with the subspace of Rn of vectors that have the last
n − k coordinates equal to 0; likewise, Rn−k = span{ek+1, . . . , ǫn} is iden-
tified with the subspace of Rn of vectors that have the first k coordinates
equal to 0.) Thus, S can be parametrised as
S =
{
v ⊕ Lv : v ∈ Rk}, with a linear map L : Rk −→ Rm,
wherem = n−k. We can write explicitly, L = πm◦π−1k , where πk : S −→ Rk
and πm : S −→ Rm are the projection of S onto the first k and last m
coordinates, respectively. This gives rise to an equivalent characterisation
ofH(n, k) as
H(n, k) =
{
t : ∃L : Rk → Rm, t = |Hk ∩ L−1Hm|}. (2)
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This characterisation has the advantage that additional properties of the
linear map L can be imposed. For instance, in [9] the case of an isometry L
(and hence implicitly m ≥ k) was studied, motivating the definitions
Ĥ(n, k) =
{
t : ∃L : Rk → Rm isometry, t = |Hk ∩ L−1Hm| = |Hm ∩ LHk|},
(3)
and the potentially more flexible
H˜(n, k) =
{
t : ∃L : Rk → Rm contraction, t = |Hk ∩ L−1Hm|}. (4)
Clearly, when k = n, H(n, k) = H˜(n, k) = {2k}, so we may assume
from now on that n > k, in which case bothH(n, k) and H˜(n, k) contain all
powers of 2 from 1 to 2k. In [9] it was shown that the second largest element
of Ĥ(2k, k) is 2k−1, a result we shall reproduce and generalise below. Apart
from the cases of fixed n and k, we are very much interested in the case of
unbounded n for given k, giving rise to the variants
H(∞, k) :=
⋃
n≥k
H(n, k), Ĥ(∞, k) :=
⋃
n≥2k
Ĥ(n, k), H˜(∞, k) :=
⋃
n≥k
H˜(n, k).
The structure of the rest of the paper is as follows: In section 2, we
review some constructions showing certain numbers to be realisable as in-
tersections. In section 3 we derive bounds on the second largest number in
H(n, k), and in section 4 we find the second largest number in the isome-
try and contraction versions Ĥ(n, k) and H˜(n, k). After that we conclude
highlighting several open questions and conjectures.
2. Some constructions and other observations
Evidently, the powers of 2 are always possible intersections,
{1, 2, 4, . . . , 2k} ⊂ Ĥ(∞, k) ⊂ H˜(∞, k) ⊂ H(∞, k).
A simple construction for 2j ∈ Ĥ(2k, k) is in terms of the following isome-
try L : Rk −→ Rk:
Lei :=
{
ei for i ≤ j,
−ei for j < i ≤ k.
To see 2j ∈ H˜(k + 1, k), consider the contraction L : Rk −→ R defined by
Lei :=
{
0 for i ≤ j,
−εei for j < i ≤ k,
3
with 0 < ε < 1
k
any sufficiently small positive number.
However, powers of 2 are not the whole story, by a long way. To start,
3 ∈ H(3, 2) as can be seen from inspecting the linear map L : R2 −→ R
defined by Le1 = Le2 = 1. The following proposition generalises this
observation.
Proposition 2.1 For all k ≥ 1: k + 1 ∈ H(k + 1, k), 2k − 1 ∈ H(k + 2, k) and
2k−1 + 1 ∈ H(2k − 1, k).
Proof 1. Consider the linear map L : Rk −→ R defined by Lei = 1 for all
i = 1, . . . , k. The only v ∈ Hk such that Lv ∈ H1 are evidently 0 and the ei;
any other vector v ∈ Hk is a sum of at least two ei’s, so Lv ≥ 2.
2. For the second number, consider L : Rk −→ R2 defined by Lei =
e1 + e2 for i = 1, . . . , k − 1, and Lek = −e2. By inspection, the only v ∈ Hk
such that Lv ∈ H2 are evidently 0, the ei and ei + ek, for i = 1, . . . , k − 1.
3. For the third, consider L : Rk −→ Rk−1 defined by Lei = ei for
i = 1, . . . , k − 1, and Lek = e1 + e2 + . . .+ ek−1. Again, it is easy to see that
the v ∈ Hk with Lv ∈ Hk−1 are precisely v = ek and any v supported on the
first k − 1 coordinates, v =∑k−1i=1 viei with vi ∈ {0, 1} arbitrary. ⊓⊔
These constructions show that every natural number eventually ap-
pears in someH(n, k) ⊂ H(∞, k), for sufficiently large k. Hence the “right”
question is which numbers appear in H(∞, k) for a given k.
Proposition 2.2 For all n ≤ n′ and k ≤ k′, such that n′ − n ≥ k′ − k,
H(n, k) ⊂ H(n′, k′), H˜(n, k) ⊂ H˜(n′, k′), Ĥ(n, k) ⊂ Ĥ(n′, k′),
where in the last relation we implicitly require n ≥ 2k and n′ ≥ 2k′.
Proof Let t ∈ H(n, k) \ {0}, so there is a linear map L : Rk → Rm where
t = |Hk ∩ L−1Hm|. If L′ : Rk+1 → Rm is a linear map with L′|Rk = L and
L′(ek+1) = (b, 0, . . . , 0) with b >
∑k
i=1 |(L(ei))1|+ 1we have that L′(ek+1 +
v) /∈ Hm for all v ∈ Hk, so |Hk ∩ L′−1Hm| = t that imply t ∈ H(n, k + 1).
Now let t ∈ H(n+1, k) and consider a map L that realises t. If we define
L′ : Rk → Rm+1 with L′(v) = (L(v), 0), we have that t = |Hk ∩ L′−1Hm+1|.
So we can conclude thatH(n, k) ⊂ H(n′, k′) for all n ≤ n′, k ≤ k′. ⊓⊔
As with any combinatorial problem, when the structure is not evident
from the start, we begin by experimenting with small numbers. By inspec-
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tion, and aided by the above constructions, we see that
H(∞, 1) = {1, 2} andH(∞, 2) = {1, 2, 3, 4}.
Furthermore,
H(∞, 3) ⊃ {1, 2, 3, 4, 5, 6, 8}, (5)
where the cardinalities 3 and 5 come from Proposition 2.1. Also 6 could be
constructed directly, but we use the occasion to point out a general prin-
ciple, the direct sum construction (Proposition 2.3 below), which gives us
6 ∈ H(5, 3), as 3 ∈ H(3, 2) times 2 ∈ H(2, 1). The same principles give us
H(∞, 4) ⊃ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16}. (6)
Proposition 2.3 If t ∈ H(n, k) and t′ ∈ H(n′, k′), then t ·t′ ∈ H(n+n′, k+k′).
Proof As t ∈ H(n, k), there is L : Rk → Rm with t = |Hk ∩ L−1Hm|; the
same happens with t′ = |Hk′ ∩ L′−1Hm′ |. Let Λ : Rk ⊕ Rk′ = Rk+k′ →
R
m+m′ = Rm ⊕ Rm′ be defined by Λ(v ⊕ v′) = L(v) ⊕ L′(v′). Observe that
Λ(Hk⊕0)∩Λ(0⊕Hk′) = {0}, so v⊕v′ ∈ Λ−1Hm+m′ if and only if v ∈ L−1Hm
and v′ ∈ L′−1Hm′ , which gives t · t′ possibilities. ⊓⊔
We observe the gaps appearing in the lists for k = 3 and k = 4: while
the lower ranges are filling up in accordance with the constructions given in
Proposition 2.1 and the other observations wemade, close to the maximum
we could not find any subspaces realising cardinalities just under 2k. This
is no coincidence or lack of imagination, as we show in the next section.
Indeed, Theorem 3.1 below shows 7 6∈ H(∞, 3) and 13, 14, 15 6∈ H(∞, 4);
this leaves as the only number unresolved 11 in the list ofH(∞, 4).
More generally, for every k, we have 2k − 2k−2 = 3 · 2k−2 ∈ H(k + 1, k)
by applying the direct sum construction to 3 ∈ H(3, 2) and 2k−2 ∈ H(k −
2, k − 2); and it turns out that this is the second largest number in H(∞, k)
(Theorem 3.1 in the next section).
We now show some more constructions of a general nature.
Proposition 2.4 For all n ≥ ℓ, k ≥ ℓ−1, we have (ℓ
r
) ∈ H(n, k). More generally,
consider a knapsack problem with weights pi ≥ 0 (i = 1, . . . , ℓ) and a total weight
q ≥ 0, ∣∣∣∣∣
{
v ∈ Hℓ :
ℓ∑
i=1
pivi = q
}∣∣∣∣∣ ∈ H(n, k).
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In other words, the number of solutions of a knapsack problem, i.e. the number of
ways of writing q as a sum of a subset of the numbers {pi}, is in H(n, k).
Proof By Proposition 2.2, we only have to prove the claims for n = ℓ and
k = ℓ − 1. The first one is a special case of the second by letting all pi = 1
and q = r.
To prove the second claim, notice that the equation
∑ℓ
i=1 pivi = q de-
fines an affine hyperplane (subspace of dimension ℓ − 1) in Rℓ, thus by
definition, its cardinality of intersection with Hℓ is in H(ℓ, ℓ− 1). ⊓⊔
Proposition 2.5 We have
(
ℓ
r
)
+ 1 ∈ H(n, k) when ℓ ≤ k < n.
Proof Let the linear map L : Rk → R be given by
Lei =
{
1
r
for i ≤ ℓ,
2 for i > ℓ.
Then, v ∈ Hk is mapped to H if and only if v = 0 or v = ej1 + · · · + ejr
with ji 6= ji′ when i 6= i′ and ji ∈ [ℓ] = {1, 2 . . . , ℓ}. So we have that(
ℓ
r
)
+ 1 ∈ H(n, k)when ℓ ≤ k. ⊓⊔
Proposition 2.6 For all k ≥ 1, and r < t < k, it holds that 2t + 2r ∈ H(∞, k).
If t ≤ k − 2, we have 2t + 2r + 1 ∈ H(∞, k).
Proof Let L : Rk → Rk be a linear map given by
Lei :=

ei for 1 ≤ i ≤ t,
e1 + . . .+ eℓ for i = t+ 1,
−ei for t+ 2 ≤ i ≤ k,
where ℓ = t− r. It is easy to see that 2t + 2r = |Hk ∩L−1Hk| , which means
2t + 2r ∈ H(2k, k) ⊂ H(∞, k).
When t < k − 1, we modify the previous map L by letting Let+2 =
e1+ · · ·+ et+2. Again, it is easy to check that |Hk ∩L−1Hk| = 2t+2r +1. ⊓⊔
We can generalise this construction as follows.
Proposition 2.7 Let k − j ≥ tj > · · · > t1 > t0 ≥ 0. Then,
∑j
i=0 2
ti ∈
H(∞, k).
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Proof We construct the linear map L : Rk → Rk as follows:
Lei :=

ei for i ≤ tj ,
−ei for tj < i ≤ k − j,∑tj
ν=tδ+1
eν for i = k − δ,
where the last case ranges over δ = 0, . . . , j − 1.
It is checked straightforwardly that Lv ∈ Hk, for v = ∑i viei ∈ Hk,
if and only if all vi = 0 (tj < i ≤ k − j), and at most one of vk−δ = 1
(δ = 0, . . . , j − 1); if all are 0, we set δ = j, and then the vi with i > tj must
be 0, whereas the first tj are free in {0, 1}. This shows that |Hk ∩ L−1Hk| =∑j
i=0 2
ti . ⊓⊔
We close this section by looking at what we can say about k = 5: From
the above constructions we get directly
H(∞, 5) ⊃ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16, 17, 18, 20, 24, 32}.
However, also 11 and 13 ∈ H(∞, 5), using the following joint generali-
sation of constructions one and three in Proposition 2.1 (alternatively by
Proposition 2.7 above).
Proposition 2.8 Let t ∈ H(n, k) be such that there is a linear map L : Rk −→
R
m with t =
∣∣Hk ∩ L−1Hm∣∣, and the additional property that for every v ∈
H
k \ {0} there exists a coordinate j ∈ [m] such that (Lv)j > 0.
Then, t+1 ∈ H(n+1, k+1), and there exists a linear map Λ : Rk+1 −→ Rm
with t+ 1 =
∣∣Hk ∩ Λ−1Hm∣∣, which has the same positivity property as L.
Proof As before, we consider {e1, · · · , ek+1} as a linear basis of Rk+1 and
identify Rk with the subspace spanned by {e1, · · · , ek}. Then, Λ is defined
by letting
Λei :=
{
Lei for i = 1, . . . , k,
e1 + e2 + . . .+ em for i = k + 1.
This has the desired properties: Indeed, the positivity of coordinates is in-
herited from L. Furthermore, v ∈ Hk+1 can be written as v = v′ + vk+1ek+1
with v′ ∈ Hk, so Λv = Lv′+ vk+1(e1 + . . .+ em), which is in Hm iff vk+1 = 0
and Lv′ ∈ Hm, or vk+1 = 1 and v′ = 0. ⊓⊔
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3. Bounds on the largest numbers in H(n, k)
As we have observed, the largest element of H(∞, k) is trivially 2k;
what is the gap to the second largest element, denoted h2(k)? It is easy
to see that h2(1) = 1 and h2(2) = 3, and we have observed above that
h2(k) ≥ 2k − 2k−2 in general. As it turns out, this is tight.
Theorem 3.1 For any k ≥ 2, the second largest number in H(∞, k) equals
h2(k) = 2
k − 2k−2. It is contained inH(n, k) for all n > k.
Proof We distinguish a number of different cases. It will be crucial to
consider the images of the basis vectors, fi := Lei, and for each of them
the support Fi = {j ∈ [k] : (fi)j 6= 0} of indices where fi has non-zero
coefficients.
1. If for all i ∈ [k], fi := Lei ∈ Hm and for all i 6= j, L(ei + ej) ∈ Hm, it
means that the fi are the characteristic functions of the disjoint sets Fi,
Fi ∩Fj = ∅. Thus, for all x ∈ Hk, we have by linearity Lx =
∑
i xifi ∈
H
m, and so the intersection is 2k.
2. If still for all i ∈ [k], fi = Lei ∈ Hm, but there exists a pair i 6= j, such
that L(ei+ej) 6∈ Hm, then the assumptionmeans that Fi∩Fj 6= ∅, and
hence L(ei+ej) has a coordinate equal to 2. But since Lx for x ∈ Hk is
component-wise non-negative, we then have that L(x+ei+ej) 6∈ Hm
for all x ∈ H[k]\{i,j} ⊂ Hk (we think of these as the elements ofHk with
ith and jth coordinate 0). Thus, the intersection is at most 2k − 2k−2.
3. It remains to consider the case that for some i, Lei 6∈ Hm, w.l.o.g. i = k.
If the intersection size
∣∣L−1Hm ∩ Hk∣∣ is at most 2k−1, we are done; if
it is strictly larger than 2k−1, we can use the pigeon hole principle
to deduce that there exists a v ∈ Hk−1, such that ek + v ∈ Hk and
Lv, L(ek + v) ∈ Hm. Hence, Lek = L(ek + v) − Lv ∈ {0, 1,−1}m =:
E
m, where we have introduced notation for the extended hypercube.
By assumption Lek 6∈ Hm, so this vector must have one coordinate
−1, w.l.o.g. the mth: (Lek)m = −1. Also, necessarily (Lv)m = 1,
and because Lv =
∑k−1
i=1 viLei, there must exist an i < k such that
(Lei)m > 0, w.l.o.g. i = k − 1. Now, consider any u ∈ Hk−2: Either
(Lu)m 6∈ {1, 2}, but then
(
L(u+ek)
)
m
6∈ {0, 1} and so L(u+ek) 6∈ Hm;
or (Lu)m ∈ {1, 2}, but then it follows
(
L(u + ek−1)
)
m
> 1 and so
L(u+ ek−1) 6∈ Hm. In any case, we find 2k−2 vectors u′ ∈ Hk such that
Lu′ 6∈ Hm, hence ∣∣L−1Hm ∩Hk∣∣ ≤ 2k − 2k−2.
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This concludes the proof, because we found that all of the intersection
numbers
∣∣L−1Hm ∩Hk∣∣ are either equal to 2k or are ≤ 2k − 2k−2. ⊓⊔
So, what about the third largest number? Note that Theorem 3.1 says
that supk 2
−kh2(k) =
3
4 , and the maximum is attained already for k = 2. So
it may make sense to look at it in terms of supk 2
−kh3(k), etc. By Proposi-
tion 2.1 applied to k = 3, we get 5 ∈ H(5, 3), i.e. a ratio of 58 is obtained.
What about 1116 , or even larger ones? Note that in dimension k, Proposi-
tion 2.1 gives us 2k−1 + 1 ∈ H(∞, k), so a ratio of 12 +2−k is realised. Based
on the evidence of cases we looked at, the following seems reasonable.
Conjecture 3.2 For all k ≥ 1,
H(∞, k) ∩ {n ∈ N : n > 2k−1} = {2k−1 + 2i : 0 ≤ i < k}.
To prove this, we would however need a far-reaching extension of the method used
to characterise the largest two numbers.
We close this section with some observations on the small numbers in
H(∞, k). In the examples for k = 1, 2, 3, 4, 5 that we looked at above, we
observe that all integers up to 2k−1 + 2 occur as intersections. We believe
this to be a general pattern and propose the following conjecture.
Conjecture 3.3 For all k ≥ 1, H(∞, k) contains the whole integer interval[
2k−1 + 2
]
=
{
1, 2, . . . , 2k−1 + 1, 2k−1 + 2
}
.
To prove this by induction, we would need a construction that takes us from
t ∈ H(∞, k) to 2t−1 ∈ H(∞, k+1), because we have already 2t ∈ H(∞, k+1)
by the direct sum construction. Note that we do not actually have a universal con-
struction to show 2k−1 − 1 ∈ H(∞, k); numerical tests however seem to support
this.
4. Bounds on the largest numbers in Ĥ(n, k) and H˜(n, k)
The isometric case, and also themore general contractive case, are much
more constrained, as has been observed before. Evidently, both Ĥ(2k, k)
and H˜(k + 1, k) contain the powers of 2, {1, 2, 4, . . . , 2k−1, 2k}. At least at
the upper end that’s all there is to it:
Theorem 4.1 (Orthogonal case in Nakata et al. [9]) For any k, the second largest
number in H˜(∞, k), and in particular the second largest number in Ĥ(∞, k),
9
equals h˜2(k) = 2
k−1. It is contained in Ĥ(n, k) for all n ≥ 2k and in H˜(n, k) for
all n > k.
Proof It is clear that 2k−1 is in Ĥ(2k, k), and in H˜(k + 1, k). For the oppo-
site, nontrivial, claim, we have to show that for a contractionL : Rk −→ Rm
with
∣∣L−1Hm ∩ Hk∣∣ > 2k−1, the intersection must already be of the maxi-
mum size 2k.
By the pigeon hole principle, for every i ∈ [k] there exists a vi ∈ H[k]\i
such that vi, vi + ei ∈ Hk and Lvi, L(vi + ei) ∈ Hm. Thus, we get, by
linearity of the map, Lei = L(vi + ei) − Lvi ∈ {0, 1,−1}m . Since L is a
contraction, it follows that either Lei = 0 or Lei = µieλ(i) with µi = ±1.
An important observation is that for i 6= j, necessarily λ(i) 6= λ(j). [For if it
were otherwise, λ(i) = λ(j) = λ, consider v = µiei+µjej , which is mapped
to Lv = 2eλ; however, v has length
√
2, whereas its image Lv has length 2,
contradicting the assumption that L is a contraction.] We can include the
case Lei = 0 by allowing µi = 0, and introducing λ(i) differing, w.l.o.g.,
from all other λ(j).
Now we can express the image of a generic x ∈ Hk as
Lx =
k∑
i=1
xiLei =
k∑
i=1
xiµieλ(i),
which is inHm if and only if xiµi 6= −1 for all i, meaning that
∣∣L−1Hm∩Hk∣∣
is a power of 2, namely 2k−ν with ν = |{i : µi = −1}|. By our assumption,
ν = 0, and thus the entire hypercube Hk is mapped to Hm by L. ⊓⊔
What about the subsequent gaps, and the general structure of the sets
H˜(∞, k) and Ĥ(∞, k)? It turns out that it’s not all powers of 2. To wit,
it is of course the case that Ĥ(∞, 1) = H˜(∞, 1) = {1, 2} and Ĥ(∞, 2) =
H˜(∞, 2) = {1, 2, 4}, in accordance with Theorem 4.1. However, for larger
k, we have intersection numbers that are not powers of 2.
Example For k = 3, it holds H˜(∞, 3) = Ĥ(∞, 3) = Ĥ(6, 3) = {1, 2, 3, 4, 8}.
Indeed, the possibility of all powers of two is evident (they are evidently
realised by isometries), and the gap between 4 and 8 is by Theorem 4.1,
leaving only the cardinality 3 to be realised. This is accomplished by the
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orthogonal map L : R3 −→ R3 defined via
Le1 =
1
3
(e1 + 2e2 + 2e3) ,
Le2 =
1
3
(2e1 + e2 − 2e3) ,
Le3 =
1
3
(2e1 − 2e2 + e3) ,
which has the property that L0 = 0, L(e1+e2) = e1+e2, L(e1+e3) = e1+e3,
but no other hypercube point is mapped to the hypercube as can be seen
by inspection.
As a consequence, the third largest number hˆ3(k) in Ĥ(∞, k) ⊂ H˜(∞, k),
is lower bounded hˆ3(k) ≥ 3 · 2k−3, and in fact it is found in Ĥ(2k, k), and
also in H˜(k + 3, k). ⊓⊔
In particular, the construction implies for k = 4, that H˜(∞, 4) ⊃ Ĥ(∞, 4) ⊃
Ĥ(8, 4) ⊃ {1, 2, 3, 4, 6, 8, 16}. Theorem 4.1 rules out the range from 9 to 15,
leaving however the questions after 5 and 7. The former is provided by the
following construction, albeit in dimension larger than 8.
Proposition 4.2 For every k ≥ 3, n ≥ 3k − 2, we have k + 1 ∈ Ĥ(n, k) ⊂
Ĥ(∞, k) ⊂ H˜(∞, k). In particular, 5 ∈ Ĥ(10, 4).
Proof Denoting the all-1 vector in Rk by ~1k, we introduce vi = ~1
k − ei for
i = 1, . . . , k. Note that these vectors all have weight k − 1 and pairwise
inner product k − 2. This allows us to define an isometry L : Rk −→ R2k−2
by letting
Lvi := ei ⊕~1k−2 (i = 1, . . . , k).
By adding all of these equations we obtain (k − 1)L~1k = ~1k ⊕ k~1k−2, and
hence
Lei = L
(
~1k − vi
)
=
1
k − 1
(
~1k ⊕ k~1k−2
)
−
(
ei ⊕~1k−2
)
=
(
1
k − 1
~1k − ei
)
⊕ 1
k − 1
~1k−2.
This means, looking at the second terms in the direct sum, that only those
hypercube points (which are sums of ei’s) can be mapped to the hypercube
that have weight 0 or k − 1, leaving precisely the origin plus the k vectors
vi. ⊓⊔
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5. Discussion
We have initiated the study of the possible intersections of a hypercube
with a linear subspace, or equivalently of the number of points of the k-
hypercube mapped to an m-hypercube by a linear map. While the largest
such number is clearly 2k, we showed that the second-largest number is 34
of that in the general case (and 12 in the case of isometries and contractions).
It seems that also the third-largest intersection, and perhaps more of the
“large” intersection cardinalities are bounded away from 2k by a constant
fraction gap.
On the other end, regarding “small” intersection cardinality, we have
empirically observed that for k ≤ 5, all integers from 1 to 2k−1+2 occur, and
conjecture that this is the case in general. To prove this conjecture remains
one of the biggest open problems of our study.
Some other concrete questions that we would like to recommend to the
attention of the reader include the following:
1. Given t > 0, what is the smallest k such that t ∈ H(∞, k)?
2. Given t ∈ H(∞, k), what is the smallest n such that t ∈ H(n, k)?
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Note added. After posting of our manuscript on arXiv, Carla Groenland
and Tom Johnston (arXiv[math.CO]:1810.02729) managed tomake progress
with our conjectures. In fact, they proved a modified version of our Con-
jecture 3.2 on the “large” elements t > 2k−1 ofH(∞, k), namely
H(∞, k) ∩ {2k−1 + 1, . . . , 2k} = {2k−1 + 2i : i = 0, . . . , k − 1} ∪
{
35
64
2k
}
.
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They also disproved our Conjecture 3.3 on the “small” elements t ≤ 2k−1 of
H(∞, k), amounting to the claim that H(∞, k) would contain all integers
up to 2k−1, by exhibiting a constant fraction of missing numbers. It seems
thatH(∞, k) has a much more intricate structure than anticipated.
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