care technology is becoming intensely active. Among various methods of cardiac activity study, impedance cardiography (ICG) is a promising technique. ICG facilitates noninvasive and continuous monitoring of haemodynamic entities such as stroke volume (SV) and cardiac output (CO) in clinical scenarios. ICG measures the change in impedance that exists at the thorax from the physical activity of the heart muscle (Woltjer et al. 1997; Brown et al. 1994; Nagel et al. 1989) . The methodologies and mathematical analyses used to calculate the ICG, SV and CO can be found in the literature (Scherhag et al. 2005; Kubicek et al. 1966; Sramek 1983; Kubicek et al. 1974; Bernstein 1986 ). Analysis of the ICG signal is an important task when treating a cardiac patient in critical conditions. However, during acquisition, the ICG signal encounters physiological and non-physiological artifacts. The artifacts include the baseline wander artifact (BWA), the electro-muscle artifact (EMA) and the impedance mismatch artifact (IMA). These artifacts cause changes in both the signal shape and tiny features, which are key parameters for clinical diagnoses. Therefore, to achieve high-resolution ICG signals for clinical investigations, the artifacts must be eliminated. Because most of the biomedical physiological and non-physiological phenomena are non-stationary, adaptive filtering techniques are likely to be a good remedy for this application. Adaptive filters can update their filter weights automatically to fit the input noise level. Several researchers have presented contributions on the analysis of ICG using signal processing techniques (Wang et al. 1995; Muzi et al. 1985; Ishiguro et al. 2006; Barros et al. 1995; Dromer et al. 2009; Yamamoto et al. 1988; Javaid et al. 2015; Sebastian et al. 2011) . In these contributions, both least mean square (LMS) and recursive least square (RLS) algorithms are used. In a real-time clinical environment, and in critical conditions from an abnormal heart rhythm, the filter weights may be negative. The negative weights cause an imbalance in the convergence, resulting in poor filtering capability. To overcome this problem, we introduce non-negative adaptive algorithms in the proposed artifact canceller. To accelerate the performance of the AAC, we propose exponential non-negative and normalized non-negative algorithms to update the filter coefficients. The computational complexity of the filtering section in a remote health care system is important to avoid inter-symbol interference of the incoming samples. This can be achieved by combining sign-based algorithms with the adaptive filtering section. The remedy for unbalanced convergence and poor filtering performance of the algorithm is a modified LMS algorithm, in which a diagonal vector of the input is introduced in the weight update equation, i.e., a non-negative LMS (N 2 LMS) algorithm (Chen et al. 2011) . This N 2 LMS keeps the filter weights from becoming negative from the abnormal rhythms of the heart. To improve the performance of the AAC, the N 2 LMS algorithm is varied, resulting in an (Chen et al. 2014a, b) . In conventional AACs, a reference signal, which is correlated with the noise component in the contaminated signal, is required (Thakor and Zhu 1991; Rahman et al. 2011; Karthik et al. 2013; Rahman et al. 2013) . However, in a clinical environment, it is difficult to find a correlated reference. That is, the reference signal and the actual contaminated artifact in the ICG are not correlated. Therefore, a strategy using a discrete wavelet transformation (DWT) is implemented to construct a reference signal based on the contamination present in the actual signal (Peng et al. 2013) . The AAC can then track the changes in the input signal, and, using wavelet decomposition methodology, automatically construct the reference signal. The reference signal is then utilized by the adaptive algorithm in the AAC to update the filter weight coefficients. In remote health care systems, computational complexity is also a factor that plays an important role when developing a lab on chip (LOC) or a system on chip (SOC) in modern health care telecardiology systems. Low complexity is desirable when constructing wearable and nano devices. In addition, if the computational complexity is large, the impulse response length of the receiver filters increases and thus the size of the filter increases. This cause inter-symbol interference at the input of the filter (Rahman et al. 2012) . Therefore, to minimize computational complexity, and thus improving the suitability of the proposed AAC for remote health care systems, we combine the non-negative algorithms with the three simplified algorithms (Farhang-Boroujeny 1998 
Methods
In this paper, we introduce a new technique of artifact cancelation in ICG signals for remote health care monitoring systems. During signal acquisition in a typical ICG remote health care monitoring system, some physiological and non-physiological contaminants add to the actual heart activity, leading to ambiguous diagnoses and measurements. In addition to these contaminants, channel noise also masks the tiny features of the ICG signal. The major artifacts encountered with heart activity are the baseline wander artifact (BWA), the electro-muscle artifact (EMA) and the impedance mismatch artifact (IMA). The BWA is a base-line drift of the ICG signal from respiration activity. The EMA is caused by muscle activity, and the IMA is caused by an impedance mismatch between the electrodes and the skin, or from a mismatch of the electrodes. At the receiving end, a clear high-resolution signal is required to present to the doctor for diagnosis. In this context, AAC plays an important role. Figure 1 shows a block diagram of a wavelet-based AAC for remote health care monitoring systems.
The recorded ICG signal with artifact contaminants is expressed as follows:
where ICG(n) is the recorded ICG signal; s(n) is the original ICG signal generated from heart activity; and n 1 (n) is the artifact component (BWA or EMA or IMA or any combination of these three). In a remote system, n 1 (n) also includes channel noise. The basic working principle of the proposed AAC is the following. The raw signal ICG(n) is input to the DWT decomposition unit. Using decomposition, a reference
signal is constructed for any type of contamination present in the raw input ICG signal. The constructed reference signal is used as the reference signal for the adaptive algorithm to update its weight coefficients. The proposed AAC thus plays a vital role in the implementation of an intelligent remote health care monitoring system that is referencefree by constructing the reference signal itself from the contaminated input signal.
Construction of the reference signal from the noisy input signal
The wavelet transform is used for signal decomposition in our model. It provides the temporal information for the signals whose frequency components are changing with time. The wavelet decomposition is a process of separating the signal into spectrally non-overlapping components. There are two categories of wavelet decomposition: continuous wavelet transforms (CWT) and discrete wavelet transforms (DWT). The CWT for a signal s(n) is as follows:
where a and b are the scaling and shifting parameters, respectively, and ϕ(.) is the mother wavelet function. However, evaluating the scaling (a) and shifting (b) parameters for all possible scales is a computationally in feasible task. One possible way of solving the problem is choosing a and b as powers of two, in which case the DWT is as follows:
where the scaling and shifting parameters are replaced by 2 l and m2 l , respectively. Figure 2 shows the L-level wavelet decomposition of a signal s(n). In this scheme, the signal ICG(n)first passes through the LP and HP filters, whose cut-off frequencies are one-fourth of the sampling frequency f s and down-sampled by 2, thus yielding an approximation a 1 and detail d 1, which are coefficients of the first level. The same procedure is employed on the first level of the approximation coefficientsa 1 , yielding the second level of approximation and detail coefficients. In this decomposition process, because of the down-sampling, the time resolution is halved and the frequency repulsion is doubled from the filtering operation. The frequency content of the signal at the ith level decomposition is given by 0 − f s /2 i+1 and 0 − f s /2 i , i = {1, 2, . . . , L} (Coifman and Donoho 1995; Percival and Walden 2000) .
Non-negative LMS-based algorithms for AACs
In the proposed AAC, the input is the raw contaminated ICG signal and the reference is the signal constructed from the DWT decomposition of the raw ICG signal. This process is shown in Fig. 1 . The AAC consists of an FIR filter of length L taps. The weight coefficients are updated based on the weight update mechanism of various algorithms. The weight update mechanism for the basic LMS algorithm is as follows,
where W(n + 1) is the next weight coefficient; W(n) is the previous weight coefficient; η is the step size; r(n) is the reference signal, which is constructed from the DWT decomposition, required for training to eliminate noise from the raw signal ICG(n); and e(n) is the error generated, which is used as a feedback to the adaptive algorithm. Because of the abnormalities in the ICG signal, i.e., the drastic variations in the signal features, the weight coefficients may become negative. This leads to poor performance of the adaptive algorithm in terms of convergence, stability and filtering capability. To overcome this drawback, a non-negative LMS (N 2 LMS) algorithm is proposed (Chen et al. 2011) . The weight update mechanism is as follows:
where D(n) is the diagonal matrix of the weight coefficients W(n). The elaborated theory and analysis of N 2 LMS is presented by Chen et al. (2011) . In Eq. (4), each component of W(n + 1) is viewed as a variable step because of the combination of ηD(n). In the N 2 LMS algorithm, when the weights tend to zero, the convergence becomes unbalanced and the algorithm may diverge, causing the AAC to be ineffective for noise removal. To avoid the convergence imbalance characteristics in abnormal conditions, the exponential form N 2 LMS (e N 2 LMS) is proposed. The weight update mechanism is then as follows: For 0 < γ < 1, the nth weight update in Eq. (5) where η(n) is a variable step size with respect to the reference input as follows:
where α is a small constant used to avoid numerical difficulties. The elaborated theory and analysis of the eN 2 LMS and N 3 LMS algorithms are presented in the literature (Chen et al. 2014a, b) .
To minimize the computational complexity of the above algorithms, and hence to make them suitable for remote health care applications, we combine the eN This algorithm is the sign regressor eN 2 LMS (SReN 2 LMS) algorithm. The major advantage of this algorithm is its low computational complexity in terms of multiplications, independent of filter length. To compute Eq. (8), only one multiplication is required. Another important feature of the sign regressor (SR) algorithm is that its convergence characteristics are only slightly inferior to those of its normal version. This is caused by the normalization involved in the signum function (Farhang-Boroujeny 1998; Eweda 1990; Koike 1999) . 
Similarly, the weight update mechanism equations for the N 3 LMS algorithm variants are written as follows: (11)
Results
In our experiments, we use the ICG signals obtained from a VU-AMS ambulatory system (Goedhart et al. 2006; Riese et al. 2003; Willemsen et al. 1996) LMS algorithms. According to our proposed model, from the raw ICG signal, we construct a reference signal using DWT decomposition and use it as the reference in the adaptive algorithm. Using the above algorithms, we develop various AACs and calculate the signal-to-noise ratio (SNR), used as a measure of performance in our experiments. Comparisons of the SNR from the various algorithms are shown in Table 1 . In addition to SNR measurements, we also tabulated the weight coefficients used to enhance Data1 during various artifact cancelations to examine the non-negative constraints of the nonnegative algorithms, as shown in Table 2 . The data in Table 2 show that the non-negative algorithms keep the weights from becoming negative. In our simulations, the filter length is 10 and the step size is 0.1. Because of space constraints, only the simulation results from Data1 are shown in this paper. ICG signals contaminated with BWA, EMA and IMA are used to illustrate the enhancement process.
Discussion

Baseline-wander artifact (BWA) removal using the DWT adaptive artifact canceller
This experiment demonstrates the baseline wander artifact cancelation from the ICG signal. The raw ICG signal is input to the DWT-based AAC, as shown in Fig. 1 . Using decomposition, DWT constructs a reference signal. This signal is effectively used as a reference signal to the AAC, as shown in the block diagram as n 2 . Using feedback from the output z(n), the algorithm trains n 2 to closely correlate with the artifact component n 1 in the input ICG signal x(n). The SNR and the relative root mean square error (RRMSE) were used to measure the performance of the DWT-based AAC for BWA cancelation. The filtering results of the BWA cancelation are shown in Fig. 5 . The results shown in Fig. 5d , g, h are clearer than the results from the other AACs. Figure 6 shows the residual error component after filtering with the various algorithms. The data in Fig. 6h show that the residual error in the case of SRN 3 LMS is less than that of the other algorithms. This is also supported by the SNR LMS and their sign regressor versions perform better the other versions. These algorithms achieve the minimum residual error from among all of the tested algorithms. Finally, from all of the performance measures, SRN 3 LMS is better than the other algorithms with respect to SNR, RRMSE, convergence and computational complexity.
Electro-muscle artifact (EMA) removal using the DWT adaptive artifact canceller
This experiment demonstrates electro-muscle artifact cancelation from an ICG signal. The raw ICG signal is input to the DWT-based AAC, as shown in Fig. 1 . The DWT constructs a reference signal using decomposition. This signal is effectively used as a reference signal to the AAC, as shown in the block diagram as n 2 . Using feedback from the output z(n), the algorithm trains n 2 to closely correlate it with the artifact component n 1 in the ICG input signal x(n). The SNR is used to measure the performance of the DWTbased AAC for EMA cancelation. The filtering results of the EMA cancelation are shown in Fig. 9 . The results shown in Fig. 9d , g, h are clearer than the results from the other AACs. Figure 10 shows the residual error component after filtering with various algorithms. The data in Fig. 10h show that the residual error in the case of SR N 3 LMS is less than that for the other algorithms. This conclusion is supported by the SNR table; among all of the algorithms SR N 3 LMS achieves the highest SNR of 7.5570 dBs. The data in Table 2 also show that all of the non-negative algorithms use non-negative weight coefficients when filtering various artifacts. Finally, to summarize the performance measures, is the results show that SR N 3 LMS is better than the other algorithms with respect to SNR, RRMSE, convergence and computational complexity.
Impedance mismatch artifact (IMA) removal using the DWT adaptive artifact canceller
This experiment demonstrates impedance mismatch artifact cancelation from the ICG signal. The raw ICG signal is input to the DWT-based AAC, as shown in Fig. 1 . The DWT constructs a reference signal using decomposition. This signal is effectively used as a reference signal for the AAC, as shown in the block diagram as n 2 . Using feedback from the output z(n), the algorithm trains n 2 to closely correlate with the artifact component n 1 in the input ICG signal x(n). The SNR is used to measure the performance of the DWT-based AAC for EMA cancelation. The filtering results of the EMA cancelation are shown in Fig. 11 . The results shown in Fig. 11d , g, h are clearer than the results for the other AACs. Figure 12 shows the residual error component after filtering with the various algorithms. The data in Fig. 12h show that the residual error in the case of SR N 3 LMSis less than that of the other algorithms. This also is supported by the SNR LMSis better than the other algorithms with respect to SNR, RRMSE, convergence and computational complexity.
Conclusion
This paper presents a new technique for enhancing ICG signals for telecardiology applications. The primary feature of the proposed adaptive artifact canceller is that it does not require a reference signal. The proposed model itself constructs a reference signal 
