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Abstract
We show that all the free Araki–Woods factors Γ (HR,Ut )′′ have the complete metric approxima-
tion property. Using Ozawa–Popa’s techniques, we then prove that every nonamenable subfactor N ⊂
Γ (HR,Ut )
′′ which is the range of a normal conditional expectation has no Cartan subalgebra. We finally
deduce that the type III1 factors constructed by Connes in the ’70s can never be isomorphic to any free
Araki–Woods factor, which answers a question of Shlyakhtenko and Vaes.
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1. Introduction and statement of the main results
The free Araki–Woods factors were introduced by Shlyakhtenko [40]. In the context of free
probability theory, these factors can be regarded as analogs of the hyperfinite factors coming from
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sentation (Ut ) of R on HR, one associates [40] a von Neumann algebra denoted by Γ (HR,Ut )′′,
called the free Araki–Woods von Neumann algebra. The von Neumann algebra Γ (HR,Ut )′′
comes equipped with a unique free quasi-free state, which is always normal and faithful (see
Section 2 for a more detailed construction). If dimHR = 1, then Γ (R, Id)′′ ∼= L∞([0,1]). If
dimHR  2, then M = Γ (HR,Ut )′′ is a full factor. In particular, M can never be of type III0.
The type classification of these factors is the following:
(1) M is a type II1 factor if and only if the representation (Ut ) is trivial: in that case the functor
Γ is Voiculescu’s free Gaussian functor [57]. Then Γ (HR,1)′′ ∼= L(FdimHR) is a free group
factor.
(2) M is a type IIIλ factor, for 0 < λ< 1, if and only if the representation (Ut ) is 2π| logλ| -periodic.
(3) M is a type III1 factor if and only if (Ut ) is nonperiodic and nontrivial.
Let us start by recalling some fundamental structural results for free group factors. In their
breakthrough paper [27], Ozawa and Popa showed that the free group factors L(Fn) are strongly
solid, i.e. the normalizer NL(Fn)(P ) = {u ∈ U (L(Fn)): uPu∗ = P } of any diffuse amenable
subalgebra P ⊂ L(Fn) generates an amenable von Neumann algebra, thus hyperfinite by Connes’
result [9]. This strengthened two well-known indecomposability results for free group factors:
Voiculescu’s celebrated result in [56], showing that L(Fn) has no Cartan subalgebra, which
in fact exhibited the first examples of factors with no Cartan decomposition; and Ozawa’s re-
sult in [26], showing that the commutant in L(Fn) of any diffuse subalgebra must be amenable
(L(Fn) are solid).
For the type III free Araki–Woods factors M = Γ (HR,Ut )′′, Shlyakhtenko obtained several
remarkable classification results using free probability techniques:
• When (Ut ) are almost periodic, the free Araki–Woods factors are completely classified up to
state-preserving ∗-isomorphism [40]: they only depend on Connes’ invariant Sd(M ) which
is equal in that case to the (countable) subgroup SU ⊂ R+ generated by the eigenvalues of
(Ut ). Moreover, the discrete core M σ ŜU (where ŜU is the Pontryagin dual of SU ) is
∗-isomorphic to L(F∞)⊗ B(2).
• If (Ut ) is the left regular representation, then the continuous core M =M σ R is ∗-iso-
morphic to L(F∞)⊗ B(2) [41] and the dual “trace-scaling” action (θs) is precisely the one
constructed by Ra˘dulescu [37].
For more on free Araki–Woods factors, we refer to [21,19,20,18,45,46,43,42,41,40] and also to
Vaes’ Bourbaki seminar [51].
Our first result deals with approximation properties for Γ (HR,Ut )′′. Recall that a von Neu-
mann algebra N is said to have the complete metric approximation property (c.m.a.p.) [15] if
there exists a net of normal finite rank completely bounded maps Φn :N →N such that
• Φn(x) → x ∗-strongly, for every x ∈N ;
• ‖Φn‖cb  1, for every n.
3 Canonical Anticommutation Relations.
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mation property. His idea was to use radial multipliers on Fn. In a subsequent unpublished work
with Szwarc (see [17]), a complete description of completely bounded radial multipliers was
obtained, showing that L(Fn) has the complete metric approximation property. Along the same
pattern, we start by characterizing appropriate radial multipliers on Γ (HR,Ut )′′. At the L2-level,
that is on the Fock space, they just act diagonally on tensor powers of H . They allow us to reduce
the question of the approximation property to a finite length situation, which is enough to con-
clude for almost periodic representations (Ut ). To proceed to the general case, we use completely
positive maps arising from the second quantization functor. The novelty here is that it holds true
under a milder assumption than the usual one [40,55], and we obtain:
Theorem A. All the free Araki–Woods factors have the complete metric approximation property.
The free Araki–Woods factors Γ (HR,Ut )′′ as well as their continuous cores carry a free mal-
leable deformation (αt ) in the sense of Popa: it naturally arises from the second quantization of
the rotations defined on HR ⊕HR that commute with Ut ⊕Ut . Using Ozawa–Popa’s techniques
[27,28], we will then apply the deformation/rigidity strategy together with the intertwining tech-
niques in order to study Γ (HR,Ut )′′. The high flexibility of this approach will allow us to work
in a semifinite setting, so that we can obtain new structural/indecomposability results for the free
Araki–Woods factors as well as their continuous cores. Recall in that respect that a von Neumann
subalgebra A ⊂M is said to be a Cartan subalgebra if the following conditions hold:
• A is maximal abelian, i.e. A = A′ ∩M .
• There exists a faithful normal conditional expectation E :M → A.
• The normalizer NM (A) = {u ∈U (M ): uAu∗ = A} generates M .
It follows from [14] that in that case, L∞(X,μ) = A ⊂ M = L(R,ω) is the von Neumann
algebra of a nonsingular equivalence relation R on the standard probability space (X,μ) up to a
scalar 2-cocycle ω for R.
Shlyakhtenko showed [43] that the unique type IIIλ free Araki–Woods factor (0 < λ< 1) has
no Cartan subalgebra. We generalize this result and prove the analog of the strong solidity [27]
for all the free Araki–Woods factors. Our second result is the following global dichotomy result
for conditioned diffuse subalgebras of free Araki–Woods factors.
Theorem B. Let M = Γ (HR,Ut )′′ be any free Araki–Woods factor. Let N ⊂ M be a dif-
fuse von Neumann subalgebra for which there exists a faithful normal conditional expectation
E :M →N . Then either N is hyperfinite or N has no Cartan subalgebra.
We can deduce from Theorems A and B new classification results for the free Araki–Woods
factors. First recall that a factor N is said to be full if the subgroup of inner automorphisms
Inn(N ) is closed in Aut(N ). Write π : Aut(N ) → Out(N ) for the quotient map. For a full
type III1 factor N , Connes’ invariant τ(N ) is defined as the weakest topology on R that makes
the map t → π(σϕt ) ∈ Out(N ) continuous. In [8], Connes constructed type III1 factors N with
prescribed τ invariant. Recall his construction. Let μ be a finite Borel measure on R+ such that∫
λdμ(λ) < ∞. We will normalize μ so that ∫ (1 + λ)dμ(λ) = 1. Define the unitary representa-
tion (Ut ) of R on the real Hilbert space L2(R+,μ) by (Utξ)(λ) = λit ξ(λ). We will assume that
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ϕ
(
f11 f12
f21 f22
)
=
∫
f11(λ)dμ(λ)+
∫
λf22(λ)dμ(λ).
Let Fn be acting by Bernoulli shift on
P∞ =
⊗
g∈Fn
(P,ϕ).
Denote by N =P∞  Fn the corresponding crossed product. By the general theory, N is a
type III1 factor. Connes showed that N is a full factor and τ(N ) is the weakest topology that
makes the map t → Ut ∗-strongly continuous. In particular, if (Ut ) is the left regular representa-
tion, then τ(N ) is the usual topology and N has no almost periodic state. Observe that N has
a Cartan subalgebra A given by
A =
⊗
g∈Fn
Diag2
(
L∞(R+,μ)
)
.
The following corollary answers a question of Shlyakhtenko (see [42, Problem 8.7]) and Vaes
(see [51, Remarque 2.8]).
Corollary C. The type III1 factors constructed by Connes are never isomorphic to any free
Araki–Woods factor. More generally, they cannot be conditionally embedded into a free Araki–
Woods factor.
The continuous cores M = Γ (HR,Ut )′′σ R of the free Araki–Woods factors were shown to
be semisolid4 for every orthogonal representation (Ut ) and solid when (Ut ) is strongly mixing
(see [21, Theorem 1.1]). They moreover have the c.m.a.p. by Theorem A. Using a similar strategy
as in [23], we obtain new structural results for the continuous cores of the free Araki–Woods
factors.
Theorem D. Let (Ut ) be a nontrivial nonperiodic orthogonal representation of R. Denote by
M = Γ (HR,Ut )′′ the corresponding type III1 free Araki–Woods factor. Denote by M =M σ R
its continuous core, which is a type II∞ factor. Let p ∈ M be a nonzero finite projection and write
N = pMp.
(1) For any maximal abelian ∗-subalgebra A ⊂ N , NN(A)′′ is amenable. In particular, N has
no Cartan subalgebra.
(2) Assume that
(a) either (Ut ) is strongly mixing;
(b) or Ut = R ⊕ Vt , where (Vt ) is strongly mixing.
Then for any diffuse amenable von Neumann subalgebra P ⊂ N , NN(P )′′ is amenable, i.e.
N is strongly solid.
4 For every finite projection p ∈ M , the commutant in pMp of any type II1 subalgebra must be amenable.
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28] and relies on Theorem A. Note that Theorem D allows us to obtain other new classification
results. Indeed, let SLn(Z) Rn be the linear action. Observe that it is an infinite measure-
preserving free ergodic action. Thus the corresponding crossed product von Neumann algebra
Qn = L∞(Rn)  SLn(Z) is a II∞ factor, which is nonamenable for n  3. Since the dila-
tion dt : Rn  x → tx ∈ Rn (for t > 0) commutes with SLn(Z), it gives a trace-scaling action
(θt ) : R+Qn. Theorem D implies in particular that the type III1 factors Qn(θt ) R+ obtained
this way cannot be isomorphic to any free Araki–Woods factor.
Using [2, Theorem 2.5, v] (see also the discussion in [23, 4.2]), we can construct an example
of an orthogonal representation (Ut ) of R on a (separable) real Hilbert space HR such that:
(1) (Ut ) is strongly mixing.
(2) The spectral measure of ⊕n1 U⊗nt is singular with respect to the Lebesgue measure on R.
Shlyakhtenko showed [42, Theorem 9.12] that if the spectral measure of the representation⊕
n1 U
⊗n
t is singular with respect to the Lebesgue measure, then the continuous core of the free
Araki–Woods factor Γ (HR,Ut )′′ cannot be isomorphic to any L(Ft ) ⊗ B(2), for 1 < t ∞,
where L(Ft ) denote the interpolated free group factors [11,38]. Therefore, we obtain:
Corollary E. Let (Ut ) be an orthogonal representation acting on HR as above. Denote by M =
Γ (HR,Ut )
′′ the corresponding free Araki–Woods factor and by M = M σ R its continuous
core. Let p ∈ M be a nonzero finite projection and write N = pMp. We have
• N is a nonamenable strongly solid II1 factor with the c.m.a.p. and the Haagerup property.
• N is not isomorphic to any interpolated free group factor L(Ft ), for 1 < t ∞.
• N ⊗ B(2) is endowed with a continuous trace-scaling action, in particular F (N) = R+.
We recall in Section 2 a number of known results needed in the proofs, for reader’s con-
venience. This includes a discussion of intertwining techniques for semifinite von Neumann
algebras as well as several facts on the noncommutative flow of weights, Cartan subalgebras
and the complete metric approximation property. Theorem A is proven in Section 3, Theorems B
and D in Section 5.
2. Preliminaries
2.1. Intertwining techniques
We first recall some notation. Let P ⊂ M be an inclusion of von Neumann algebras. The
normalizer of P inside M is defined as
NM (P ) :=
{
u ∈U (M ): Ad(u)P = P },
where Ad(u) = u · u∗. The inclusion P ⊂ M is said to be regular if NM (P )′′ = M . The
groupoid normalizer of P inside M is defined as
GNM (P ) :=
{
v ∈M partial isometry: vPv∗ ⊂ P, v∗Pv ⊂ P }.
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QNM (P ) :=
{
a ∈M : ∃b1, . . . , bn ∈M , aP ⊂
∑
i
P bi, P a ⊂
∑
i
biP
}
.
The inclusion P ⊂M is said to be quasi-regular if QNM (P )′′ =M . Moreover,
P ′ ∩M ⊂NM (P )′′ ⊂ GNM (P )′′ ⊂QNM (P )′′.
In [32, Theorem 2.1], [33, Theorem A.1], Popa introduced a powerful tool to prove the unitary
conjugacy of two von Neumann subalgebras of a tracial von Neumann algebra (M, τ). We will
make intensively use of this technique. If A,B ⊂ (M, τ) are (possibly nonunital) von Neumann
subalgebras, denote by 1A (resp. 1B ) the unit of A (resp. B).
Theorem 2.1. (See Popa [32,33].) Let (M, τ) be a finite von Neumann algebra. Let A,B ⊂ M
be possibly nonunital von Neumann subalgebras. The following are equivalent:
(1) There exist n  1, a possibly nonunital ∗-homomorphism ψ : A → Mn(C) ⊗ B and a
nonzero partial isometry v ∈ M1,n(C)⊗ 1AM1B such that xv = vψ(x), for any x ∈ A.
(2) There is no sequence of unitaries (uk) in A such that
lim
k→∞
∥∥EB(a∗ukb)∥∥2 = 0, ∀a, b ∈ 1AM1B.
If one of the previous equivalent conditions is satisfied, we shall say that A embeds into B
inside M and denote AM B . For simplicity, we shall write Mn := Mn(C)⊗M .
In this paper, we will need to extend Popa’s intertwining techniques to semifinite von Neu-
mann algebras. Let (M,Tr) be a von Neumann algebra endowed with a semifinite faithful normal
trace. We shall simply denote by L2(M) the M,M-bimodule L2(M,Tr), and by ‖ · ‖2,Tr the L2-
norm associated with Tr. We will use the following well-known inequality (‖ · ‖∞ is the operator
norm):
‖xξy‖2,Tr  ‖ξ‖2,Tr‖x‖∞‖y‖∞, ∀ξ ∈ L2(M), ∀x, y ∈ M.
We shall say that a projection p ∈ M is Tr-finite if Tr(p) < ∞. Then p is necessarily finite.
Moreover, pMp is a finite von Neumann algebra and τ := Tr(p · p)/Tr(p) is a faithful normal
tracial state on pMp. Recall that for any projections p,q ∈ M , we have p ∨ q − p ∼ q − p ∧ q .
Then it follows that for any Tr-finite projections p,q ∈ M , p∨q is still Tr-finite and Tr(p∨q) =
Tr(p)+ Tr(q)− Tr(p ∧ q).
Note that if a sequence (xk) in M converges to 0 ∗-strongly, then for any nonzero Tr-finite
projection q ∈ M , ‖xkq‖2,Tr + ‖qxk‖2,Tr → 0. Indeed,
xk → 0 ∗-strongly in M ⇐⇒ x∗k xk + xkx∗k → 0 weakly in M
⇒ qx∗k xkq + qxkx∗k q → 0 weakly in qMq
⇒ Tr(qx∗xkq)+ Tr(qxkx∗q)→ 0k k
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⇐⇒ ‖xkq‖2,Tr + ‖qxk‖2,Tr → 0.
Moreover, there always exists an increasing sequence of Tr-finite projections (pk) in M such that
pk → 1 strongly.
Intertwining techniques for semifinite von Neumann algebras were developed in [6]. The fol-
lowing result due to S. Vaes is a slight improvement of [6, Theorem 2.2] that will be useful in the
sequel. We thank S. Vaes for allowing us to present his proof.
Lemma 2.2. (See Vaes [53].) Let (M,Tr) be a semifinite von Neumann algebra. Let B ⊂ M be
a von Neumann subalgebra such that Tr|B is still semifinite. Let p ∈ M be a nonzero projec-
tion such that Tr(p) < ∞ and A ⊂ pMp a von Neumann subalgebra. Then the following are
equivalent:
(1) For every nonzero projection q ∈ B with Tr(q) < ∞, we have
A eMe qBq, where e = p ∨ q,
in the usual sense for finite von Neumann algebras.
(2) There exists a sequence of unitaries (un) in A such that
lim
n
∥∥EB(x∗uny)∥∥2,Tr = 0, ∀x, y ∈ M.
If these conditions hold, we write A M B and otherwise we write AM B .
Proof. We prove both directions.
(1) ⇐ (2). Take a nonzero projection q ∈ B such that Tr(q) < ∞ and set e = p ∨ q . Write
λ = Tr(e). For all x, y ∈ pMq , using the ‖ · ‖2-norm with respect to the normalized trace on
eMe, we have ∥∥EqBq(x∗uny)∥∥2 = λ−1/2∥∥EB(x∗uny)∥∥2,Tr → 0.
This means exactly that A eMe qBq .
(1) ⇒ (2). Let (qn) be an increasing sequence of projections in B such that qn → 1 strongly
and Tr(qn) < ∞. Set en = p∨ qn. Let {xk: k ∈ N} be a ∗-strongly dense subset of (M)1 (the unit
ball of M). Since A enMen qnBqn, we can take a unitary un ∈U (A) such that
∥∥EB(qnxiunxjqn)∥∥2,Tr < 1n, ∀1 i, j  n.
Note that un = punp.
Let ε > 0 and fix x, y ∈ (M)1. Since qm → 1 strongly and since Tr(p) < ∞, take m ∈ N large
enough such that
‖qmxp − xp‖2,Tr + ‖pyqm − py‖2,Tr < ε.
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‖qmxp − qmxi‖2,Tr + ‖pyqm − xjqm‖2,Tr < ε.
Now, for every n ∈ N, we have
∥∥EB(xuny)∥∥2,Tr = ∥∥EB(xpunpy)∥∥2,Tr

∥∥EB(qmxpunpyqm)∥∥2,Tr + ε

∥∥EB(qmxiunxjqm)∥∥2,Tr + 2ε.
Therefore, if nmax{m, i, j}, we get
∥∥EB(xuny)∥∥2,Tr  1n + 2ε. 
Write Trn for the non-normalized faithful trace on Mn(C). The faithful normal semifinite
trace Trn ⊗Tr on Mn(C) ⊗ M will be simply denoted by Tr. Observe that if A M B in the
sense of Lemma 2.2, then there exist n 1, a nonzero projection q ∈ Bn such that Tr(q) < ∞,
a nonzero partial isometry v ∈ M1,n(C) ⊗ M and a unital ∗-homomorphism ψ : A → qBnq
such that xv = vψ(x), ∀x ∈ A. In the case when A and B are maximal abelian, one can get a
more precise result. This is an analog of a result by Popa [33, Theorem A.1] for semifinite von
Neumann algebras.
Proposition 2.3. Let (M,Tr) be a semifinite von Neumann algebra. Let B ⊂ M be a maximal
abelian von Neumann subalgebra such that Tr|B is still semifinite. Let p ∈ M be a nonzero
projection such that Tr(p) < ∞ and A ⊂ pMp a maximal abelian von Neumann subalgebra.
The following are equivalent:
(1) AM B in the sense of Lemma 2.2.
(2) There exists a nonzero partial isometry v ∈ M such that vv∗ ∈ A, v∗v ∈ B and v∗Av =
Bv∗v.
Proof. We only need to prove (1) ⇒ (2). The proof is very similar to the one of [33, Theo-
rem A.1]. We will use exactly the same reasoning as in the proof of [52, Theorem C.3].
Since AM B in the sense of Lemma 2.2, we can find n 1, a nonzero Tr-finite projection
q ∈ Mn(C)⊗B , a nonzero partial isometry w ∈ M1,n(C)⊗ pM and a unital ∗-homomorphism
ψ : A → q(Mn(C) ⊗ B)q such that xw = wψ(x), ∀x ∈ A. Since we can replace q by an
equivalent projection in Mn(C) ⊗ B , we may assume q = Diagn(q1, . . . , qn) (see for in-
stance second item in [52, Lemma C.2]). Observe now that Diagn(q1B, . . . , qnB) is maximal
abelian in q(Mn(C) ⊗ B)q . Since B is abelian, q(Mn(C) ⊗ B)q is of finite type I. Since
A is abelian, up to unitary conjugacy by a unitary in q(Mn(C) ⊗ B)q , we may assume that
ψ(A) ⊂ Diagn(q1B, . . . , qnB) (see [52, Lemma C.2]). We can now cut down ψ and w by one of
projections (0, . . . , qi, . . . ,0) and assume n = 1 from the beginning.
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have
f
(
ψ(A)′ ∩ qMq)f = (ψ(A)f )′ ∩ fMf = (w∗Aw)′ ∩ fMf = w∗Aw,
which is abelian. Let Q := ψ(A)′ ∩qMq , which is a finite von Neumann algebra. Since Bq ⊂ Q
is maximal abelian and f ∈ Q is an abelian projection, [52, Lemma C.2] yields a partial isometry
u ∈ Q such that uu∗ = f and u∗Qu ⊂ Bq . Define now v = wu. We get
v∗Av = u∗w∗Awu= u∗f (ψ(A)′ ∩ qMq)f u ⊂ Bq.
Moreover vv∗ = wuu∗w∗ = wfw∗ = e ∈ A. Since v∗Av and Bv∗v are both maximal abelian,
we get v∗Av = Bv∗v. 
2.2. The noncommutative flow of weights
Let M be a von Neumann algebra. Let ϕ be a faithful normal state on M . Denote by M ϕ
the centralizer and by M =M σϕ R the core of M , where σϕ is the modular group associated
with the state ϕ. Denote by πσϕ :M → M the representation of M in its core M , i.e. πσϕ (x) =
(σ
ϕ
−t (x))t∈R for every x ∈ M , and denote by λϕ(s) the unitaries in L(R) implementing the
action σϕ . Consider the dual weight ϕ̂ on M (see [47]) which satisfies the following:
σ
ϕ̂
t
(
πσϕ (x)
)= πσϕ (σϕt (x)), ∀x ∈M ,
σ
ϕ̂
t
(
λϕ(s)
)= λϕ(s), ∀s ∈ R.
Note that ϕ̂ is a semifinite faithful normal weight on M . Write θϕ for the dual action of σϕ on M ,
where we identify R with its Pontryagin dual. Take now hϕ a nonsingular positive self-adjoint
operator affiliated with L(R) such that hisϕ = λϕ(s), for any s ∈ R. Define Trϕ := ϕ̂(h−1ϕ ·). We
get that Trϕ is a semifinite faithful normal trace on M and the dual action θϕ scales the trace Trϕ :
Trϕ ◦ θϕs (x) = e−s Trϕ(x), ∀x ∈ M+, ∀s ∈ R.
Moreover, the canonical faithful normal conditional expectation EL(R) : M → L(R) defined by
EL(R)(xλ
ϕ(s)) = ϕ(x)λϕ(s) preserves the trace Trϕ , i.e.
Trϕ ◦EL(R)(x) = Trϕ(x), ∀x ∈ M+.
There is also a functorial construction of the core of the von Neumann algebra M which
does not rely on the choice of a particular state ϕ on M (see [7,10,12]). This is called the
noncommutative flow of weights. We will simply denote it by (M ⊂ M,θ,Tr), where M is the
core of M , θ is the dual action of R on the core M and Tr is the semifinite faithful normal trace
on M such that Tr ◦ θs = e−s Tr, for any s ∈ R. Let ϕ be a faithful normal state on M . It follows
from [12, Theorem 3.5] and [48, Theorem XII.6.10] that there exists a natural ∗-isomorphism
Πϕ :M σϕ R → M
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Πϕ ◦ θϕ = θ ◦Πϕ,
Trϕ = Tr ◦Πϕ,
Πϕ
(
πσϕ (M )
)=M .
Let now ϕ, ψ be two faithful normal states on M . Through the ∗-isomorphism Πϕ,ψ := Π−1ψ ◦
Πϕ :M σϕ R →M σψ R, we will identify(
πσϕ (M ) ⊂M σϕ R, θϕ,Trϕ
)
with
(
πσψ (M ) ⊂M σψ R, θψ,Trψ
)
.
In the sequel, we will refer to the triple (M ⊂ M,θ,Tr) as the noncommutative flow of weights.
By Takesaki’s Duality Theorem [47], we have
(M σ R)(θs ) R ∼=M ⊗ B
(
L2(R)
)
.
In particular,M is amenable if and only if M =M σ R is amenable. The following well-known
proposition will be useful for us.
Proposition 2.4. Let ϕ be a faithful normal state on M . Let M =M σϕ R be as above. Then
L(R)′ ∩M =M ϕ ⊗L(R). In particular, if M ϕ = C then L(R) is maximal abelian in M .
Proof. We regard M =M σϕ R generated by π(x) = (σϕ−t (x))t∈R, for x ∈M , and 1 ⊗ λϕ(t),
for t ∈ R. Therefore M ⊂M ⊗ B(L2(R)). Since L(R) ⊂ B(L2(R)) is maximal abelian, we get
L(R)′ ∩M ⊂M ⊗L(R).
Denote by ϕ̂ the dual weight of ϕ on M (see e.g. [47]). The following relations are true: for
every s, t ∈ R, for every x ∈M ,
σ
ϕ̂
t
(
π(x)
)= π(σϕt (x)),
σ
ϕ̂
t
(
1 ⊗ λϕ(s))= 1 ⊗ λϕ(s),
itϕ̂ = itϕ ⊗ 1.
Since (1⊗λϕ(s))s∈R is a 1-cocycle for (σ ϕ̂t ), [7, Théorème 1.2.4] implies that the faithful normal
semifinite weight Tr given by σTrt = (1 ⊗ λϕ(t))∗σ ϕ̂t (1 ⊗ λϕ(t)) is a trace on M . This implies
that L(R)′ ∩M is exactly the centralizer of the weight ϕ̂. Since itϕ̂ = itϕ ⊗ 1, for every t ∈ R,
we get L(R)′ ∩M ⊂M ϕ ⊗ B(L2(R)). Thus L(R)′ ∩M =M ϕ ⊗L(R). 
2.3. Basic facts on Cartan subalgebras
Definition 2.5. Let M be any von Neumann algebra. A von Neumann subalgebra A ⊂M is said
to be a Cartan subalgebra if the following conditions hold:
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(2) There exists a faithful normal conditional expectation E :M → A.
(3) The normalizer NM (A) = {u ∈U (M ): uAu∗ = A} generates M .
Let A ⊂M be a Cartan subalgebra. Let τ be a faithful normal tracial state on A. Then ϕ =
τ ◦ E is a faithful normal state on M . Moreover A ⊂M ϕ , where M ϕ denotes the centralizer
of ϕ. Write (σϕt ) for the modular automorphism group. Denote by M =M σϕ R the continuous
core and write λϕ(t) for the unitaries in M which implement the modular action. The following
proposition is well known and will be a crucial tool in order to prove Theorem B. We include a
proof for reader’s convenience.
Proposition 2.6. The von Neumann subalgebra A⊗L(R) ⊂M σϕ R is a Cartan subalgebra.
Proof. Since A ⊂M and L(R) ⊂ B(L2(R)) are both maximal abelian, it follows that A⊗L(R)
is maximal abelian in M ⊗ B(L2(R)). Therefore A⊗L(R) is maximal abelian in M σϕ R.
The faithful normal conditional expectation F : M σϕ R → A ⊗ L(R) is given by:
F(xλϕ(t)) = E(x)λϕ(t), ∀x ∈M , ∀t ∈ R. Observe that F preserves the canonical trace Trϕ .
It remains to show that A ⊗ L(R) is regular in M σϕ R. Recall that A ⊂ M ϕ , so that
aλϕ(t) = λϕ(t)a, for every t ∈ R and every a ∈ A. For every t ∈ R, every u ∈NM (A) and every
a ∈ A, we have
σ
ϕ
t (u)u
∗a = σϕt (u)
(
u∗au
)
u∗
= σϕt
(
uu∗au
)
u∗
= aσϕt (u)u∗,
so that σϕt (u)u∗ ∈ A′ ∩M = A. We moreover have
u
(
aλϕ(t)
)
u∗ = (uau∗)uλϕ(t) = (uau∗)(uσϕt (u∗))λϕ(t),
so that u(A⊗L(R))u∗ = A⊗L(R). Consequently, A⊗L(R) ⊂M σϕ R is regular. 
Assume that M is a type II von Neumann algebra. Then M =M σ R is still of type II. As-
sume now that M is a type III von Neumann algebra. Then M is of type II∞. Let p ∈ A⊗L(R)
be a nonzero projection such that Tr(p) < ∞, so that pMp is of type II1. The next proposition
shows that (A⊗L(R))p ⊂ pMp is a Cartan subalgebra.
Proposition 2.7. Let N be a type II∞ von Neumann algebra with a faithful normal semifinite
trace Tr. Let B ⊂ N be a maximal abelian ∗-subalgebra for which Tr|B is still semifinite. Let
p ∈ B be a nonzero projection such that Tr(p) < ∞. Then NpMp(Bp)′′ = pNM(B)′′p.
Proof. The equality (pBp)′ ∩ pMp = p(B ′ ∩ M)p is well known (see for instance [31,
Lemma 2.1]). Thus, Bp is maximal abelian in pMp. Let u ∈NM(B). We have
pup(Bp) = puBp = pBup = (Bp)pup.
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imal abelian subalgebra generate the same von Neumann algebra (see [36, Theorem 2.7]). Thus
QNpMp(Bp)′′ =NpMp(Bp)′′ and pNM(B)′′p ⊂NpMp(Bp)′′. Let now v ∈NpMp(Bp). De-
fine u = v+(1−p) ∈U (M). It is clear that u ∈NM(B) and pup = v. ThereforeNpMp(Bp)′′ ⊂
pNM(B)′′p, which finishes the proof. 
2.4. Complete metric approximation property
Definition 2.8. (See Haagerup [15].) A von Neumann algebra N is said to have the (weak∗)
complete bounded approximation property if there exist a constant C  1 and a net of normal
finite rank completely bounded maps Φn :N →N such that
• Φn(x) → x ∗-strongly, for every x ∈N ;
• lim supn ‖Φn‖cb  C.
The Cowling–Haagerup constant Λcb(N ) is defined as the infimum of the constants C for which
a net (Φn) as above exists. Also we say that N has the (weak∗) complete metric approximation
property (c.m.a.p.) if Λcb(N ) = 1.
Theorem 2.9. The following are true.
(1) Λcb(pMp)Λcb(M ), for every projection p ∈M .
(2) If N ⊂M such that there exists a conditional expectation E :M →N , then Λcb(N )
Λcb(M ).
(3) If M is amenable then Λcb(M ) = 1.
(4) Denote by σ the modular automorphism group on M . Then Λcb(M ) = Λcb(M σ R).
(5) If Mi is amenable for every i ∈ I , then Λcb(∗i∈IMi ) = 1.
Proof. (1), (2), (4) follow from [1]. The equivalence between semidiscreteness and amenability
[9] gives (3). Finally (5) is due to [39]. 
2.5. Free Araki–Woods factors
Recall now the construction of the free Araki–Woods factors due to Shlyakhtenko [40]. Let
HR be a real separable Hilbert space and let (Ut ) be an orthogonal representation of R on HR. Let
H = HR ⊗R C be the complexified Hilbert space. Let J be the canonical anti-unitary involution
on H defined by
J (ξ + iη) = ξ − iη, ∀ξ, η ∈ HR.
If A is the infinitesimal generator of (Ut ) on H , we recall that j : HR → H defined by
j (ζ ) = ( 2
A−1+1 )
1/2ζ is an isometric embedding of HR into H . Moreover, we have JAJ = A−1.
Let KR = j (HR). It is easy to see that KR ∩ iKR = {0} and KR + iKR is dense in H . Write
I = JA−1/2. Then I is a conjugate-linear closed invertible operator on H satisfying I = I−1
and I ∗I = A−1. Such an operator is called an involution on H . Moreover, KR = {ξ ∈ dom(I ):
Iξ = ξ}.
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F (H) = CΩ ⊕
∞⊕
n=1
H⊗n.
The unit vector Ω is called the vacuum vector. For any ξ ∈ H , define the left creation operator
(ξ) :F (H) →F (H)
{
(ξ)Ω = ξ,
(ξ)(ξ1 ⊗ · · · ⊗ ξn) = ξ ⊗ ξ1 ⊗ · · · ⊗ ξn.
We have ‖(ξ)‖∞ = ‖ξ‖ and (ξ) is an isometry if ‖ξ‖ = 1. For any ξ ∈ H , we denote by s(ξ)
the real part of (ξ) given by
s(ξ) = (ξ)+ (ξ)
∗
2
.
The crucial result of Voiculescu [57] is that the distribution of the operator s(ξ) with respect
to the vacuum vector state χ(x) = 〈xΩ,Ω〉 is the semicircular law of Wigner supported on the
interval [−‖ξ‖,‖ξ‖].
Definition 2.10. (See Shlyakhtenko [40].) Let (Ut ) be an orthogonal representation of R on the
real Hilbert space HR. The free Araki–Woods von Neumann algebra associated with (HR,Ut ),
denoted by Γ (HR,Ut )′′, is defined by
Γ (HR,Ut )
′′ := {s(ξ): ξ ∈ KR}′′.
We will denote by Γ (HR,Ut ) the C∗-algebra generated by the s(ξ)’s for all ξ ∈ KR.
The vector state χ(x) = 〈xΩ,Ω〉 is called the free quasi-free state and is faithful on
Γ (HR,Ut )
′′
. Let ξ, η ∈ KR and write ζ = ξ + iη. We have
2s(ξ)+ 2is(η) = (ζ )+ (Iζ )∗.
Thus, Γ (HR,Ut )′′ is generated as a von Neumann algebra by the operators of the form (ζ ) +
(Iζ )∗ where ζ ∈ dom(I ). Note that the modular group (σχt ) of the free quasi-free state χ is
given by σχ−t = Ad(F (Ut )), where F (Ut ) = 1 ⊕
⊕
n1 U
⊗n
t . In particular, it satisfies
σ
χ
−t
(
(ζ )+ (Iζ )∗)= (Utζ )+ (IUtζ )∗, ∀ζ ∈ dom(I ), ∀t ∈ R.
The free Araki–Woods factors provided many new examples of full factors of type III [3,7,45].
We can summarize the general properties of the free Araki–Woods factors in the following theo-
rem (see also [51]):
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R on the real Hilbert space HR with dimHR  2. Denote by M := Γ (HR,Ut )′′.
(1) M is a full factor and Connes’ invariant τ(M ) is the weakest topology on R that makes the
map t → Ut ∗-strongly continuous.
(2) M is of type II1 if and only if Ut = 1, for every t ∈ R.
(3) M is of type IIIλ (0 < λ< 1) if and only if (Ut ) is periodic of period 2π| logλ| .
(4) M is of type III1 in the other cases.
(5) The factor M has almost periodic states if and only if (Ut ) is almost periodic.
Shlyakhtenko moreover showed [44] that every free Araki–Woods factor M = Γ (HR,Ut )′′
is generalized solid in the sense of [26,54]: for every diffuse subalgebra A ⊂M for which there
exists a faithful normal conditional expectation E :M → A, the relative commutant A′ ∩M is
amenable. The first-named author showed [19] that every type III1 free Araki–Woods factor has
trivial bicentralizer [16].
3. Approximation properties: Proof of Theorem A
There are not so many ways to produce concrete examples of completely bounded maps on
free Araki–Woods von Neumann algebras. When (Ut ) is trivial, one recovers the free group
algebras, and harmonic analysis joins the game with Fourier multipliers. On F∞, multipliers
that only depend on the length are said to be radial. Haagerup and Szwarc obtained a very nice
characterization of them. Their approach was based on a one-to-one correspondence between
Fourier multipliers on a group G and Schur multipliers on B(2(G)) established by Gilbert.
Their idea was to look for a description of Schur multipliers obtained this way and they managed
to do so for more general multipliers related to homogeneous trees. The key point is to find a
shift algebra that is preserved by those Schur multipliers. This technique or some variations have
operated with success on other groups [17,58].
The free semicircular random variables and the canonical generators of F∞ have different
shape but there is a natural length for both of them which is related to freeness. This notion
still makes sense after the quasi-free deformation and one can hope to have nice multipliers. We
follow the scheme of Haagerup and Szwarc, but Gilbert’s theorem is missing here (there is no
easy way to extend multipliers). Nevertheless, we obtain exactly the same characterization and
the parallel with Schur multipliers is very striking. This is the first step towards the approxima-
tion property that originates from the paper [15], where it was shown that the projection onto
tensors of a fixed given length is bounded. Haagerup’s ideas turned out to be efficient to prove
various approximation properties in relationship with Khintchine type inequalities (see [5,25]).
The second step consists in using functorial completely positive maps called second quantiza-
tions (see [40,4]). The new point is that we show that the second quantization is valid under a
milder assumption than the one in [40].
3.1. Preliminaries
The C∗-algebra Γ (HR,Ut ) is generated by real parts of some left creation operators. Since
we look for completely bounded maps on free Araki–Woods algebras, it seems natural to try to
find them as restrictions on some larger algebra. This is why we are interested in basic properties
of the algebra generated by creation operators.
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space. We write T (H) for the C∗-algebra generated by all the left creation operators T (H) =
〈(e): e ∈ H 〉. It is easy to verify that for any e, f ∈ H :
(f )∗(e) = 〈f, e〉.
In fact, this property completely characterizes the algebra T (H). Indeed, in the sense of [29],
T (H) is a Toeplitz algebra and satisfies the following universal property (see [29, Theorem 3.4]):
if u : H → B(K) is a linear map (for some Hilbert space K) so that u∗(f )u(e) = 〈f, e〉, then
there is a unique ∗-homomorphism π :T (H) → B(K) so that π((e)) = u(e).
When H = C, we will simply denote T (C) by T : this is the universal C∗-algebra gener-
ated by a shift operator S (a nonunitary isometry). We will need the following very elementary
estimates about creation operators:
Lemma 3.1. For orthonormal families (ei), (fi) in H and αi ∈ C with |αi | 1, we have∥∥∥∥∥1n
n∑
i=1
αi(ei)(fi)
∗
∥∥∥∥∥∞ 
1
n
and
∥∥∥∥∥1n
n∑
i=1
αi(ei)(fi)
∥∥∥∥∥∞ 
1√
n
.
Proof. Let (ei), (fi) be orthonormal families in H and αi ∈ C with |αi | 1. The first inequality
follows from(
1
n
n∑
i=1
αi(ei)(fi)
∗
)(
1
n
n∑
i=1
αi(ei)(fi)
∗
)∗
= 1
n2
n∑
i=1
|αi |2(ei)(ei)∗
 1
n2
n∑
i=1
(ei)(ei)
∗
 1
n2
.
The second inequality follows from(
1
n
n∑
i=1
αi(ei)(fi)
)∗(
1
n
n∑
i=1
αi(ei)(fi)
)
= 1
n2
n∑
i=1
|αi |2(fi)∗(fi)
 1
n2
n∑
i=1
(fi)
∗(fi)
= 1
n
. 
We come back to free Araki–Woods algebras as in 2.5 with the same notation: Γ (HR,Ut ) =
〈s(ξ): ξ ∈ KR〉 is the C∗-algebra generated by the s(ξ)’s for all ξ ∈ KR, and Γ (HR,Ut )′′ is the
corresponding von Neumann algebra. Given any vector e in KR + iKR, we will simply write e
for I (e) as I (h+ ik) = h− ik, for h, k ∈ KR.
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Γ (HR,Ut )
′′ is uniquely determined by ξ = xΩ ∈F (H), so we will write x = W(ξ). Note that
for ξ ∈ KR, we recover the semicircular random variables W(ξ) = 2s(ξ) generating Γ (HR,Ut )′′.
It readily yields W(e) = (e)+ (e)∗, for every e ∈ KR + iKR.
Given any vectors ek belonging to KR + iKR, it is easy to check that e1 ⊗ · · · ⊗ en lies in
Γ (HR,Ut )Ω . Moreover we have a nice description of W(e1 ⊗ · · · ⊗ en) in terms of the (ek)’s
called the Wick formula. Since it plays a crucial role in our arguments, we state it as a lemma.
Lemma 3.2 (Wick formula). For any (ei)i∈N in KR + iKR and any n 0:
W(e1 ⊗ · · · ⊗ en) =
n∑
k=0
(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗.
Proof. We prove it by induction on n. For n = 0,1, we have W(Ω) = 1 and we observed that
W(ei) = (ei)+ (ei)∗.
Next, for e0 ∈ KR + iKR, we have
W(e0)W(e1 ⊗ · · · ⊗ en)Ω = W(e0)(e1 ⊗ · · · ⊗ en)
= ((e0)+ (e0)∗)e1 ⊗ · · · ⊗ en
= e0 ⊗ e1 ⊗ · · · ⊗ en + 〈e0, e1〉e2 ⊗ · · · ⊗ en.
Hence
W(e0 ⊗ · · · ⊗ en) = W(e0)W(e1 ⊗ · · · ⊗ en)− 〈e0, e1〉W(e2 ⊗ · · · ⊗ en),
but using the assumption for n and n− 1 and the commutation relations
(e0)
∗W(e1 ⊗ · · · ⊗ en) = 〈e0, e1〉W(e2 ⊗ · · · ⊗ en)+ (e0)∗(e1)∗ · · ·(en)∗.
Finally (e0)W(e1 ⊗ · · · ⊗ en) gives the first n terms in the Wick formula for order n+ 1. 
This formula expresses W(e1 ⊗· · ·⊗ en) as an element of T (H) and has many consequences
such as Khintchine type inequalities in [5,25,4] for instance. We let
W = span{W(e1 ⊗ · · · ⊗ en): n 0, ek ∈ KR + iKR}.
It is a dense ∗-subalgebra of Γ (HR,Ut ).
We will use the notion of completely bounded maps (see [30]). We will not need very much
beyond definitions and the fact that bounded functionals are automatically completely bounded
(with the same norm).
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The construction of our radial multipliers relies on some functionals on T . Let ϕ : N → C
be a function. The radial functional γ associated to ϕ is defined on span{SiS∗j } ⊂ T by
γ (SiS∗j ) = ϕ(i + j).
The C∗-algebra T admits very few irreducible representations (the identity and its char-
acters). It is thus possible to compute exactly the norm of such radial linear forms, see [17,
Proposition 1.8 and Theorem 1.3] and [58]:
Proposition 3.3. The functional γ extends to a bounded map on T if and only if B = [ϕ(i+j)−
ϕ(i + j + 2)]i,j0 is a trace-class operator. If this is the case, then there are constants c1, c2 ∈ C
and a unique ψ : N → C such that
∀n ∈ N, ϕ(n) = c1 + c2(−1)n +ψ(n), and lim
n
ψ(n) = 0.
Moreover
‖γ ‖T ∗ = |c1| + |c2| + ‖B‖1,
where ‖B‖1 is the trace norm of B .
We say that γ is the radial functional associated to ϕ. The definition of multipliers on
Γ (HR,Ut )
′′ follows the same scheme. Define mϕ on W by
mϕ
(
W(e1 ⊗ · · · ⊗ en)
)= ϕ(n)W(e1 ⊗ · · · ⊗ en).
Lemma 3.4. Let ϕ : N → C be any function. If mϕ can be extended to a completely contractive
map on Γ (HR,Ut ), then there is a unique normal completely contractive extension of mϕ from
Γ (HR,Ut )
′′ to Γ (HR,Ut )′′.
Proof. This is a standard fact. The space W is norm dense in Γ (HR,Ut ) which is weak-∗
dense in Γ (HR,Ut )′′. So W is also norm dense in Γ (HR,Ut )′′∗ using the basic embedding
Γ (HR,Ut )
′′ → Γ (HR,Ut )′′∗ given by j (x)(y) = χ(xy) (where χ denotes the free quasi-free
state). By a duality argument, mϕ :W →W extends uniquely to a completely contractive map
on Γ (HR,Ut )
′′∗ , say T . Thus T ∗ is the only operator that satisfies the conclusion. 
If mϕ is completely bounded on Γ (HR,Ut ), we say that mϕ is a radial multiplier on
Γ (HR,Ut )
′′
.
Theorem 3.5. Let ϕ : N → C be any function and HR an infinite dimensional real Hilbert space
with a one-parameter group (Ut ) of orthogonal transformations. Then ϕ defines a completely
bounded radial multiplier on Γ (HR,Ut )′′ if and only if the radial functional γ on T associated
to ϕ is bounded. Moreover
‖mϕ‖cb = ‖γ ‖T ∗ .
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Proof of the upper bound. We assume that ϕ gives a bounded functional γ on T . By the
universal property of T (H), there is a ∗-homomorphism
π :T (H) →T (H)⊗min T ,
(ξ) → (ξ)⊗ S.
So the map mϕ = (Id⊗γ )π : T (H) → T (H) is completely bounded on T (H) with norm
‖γ ‖T ∗ . We have, for all n ∈ N and all ek ∈ KR + iKR:
mϕ
(
(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗
)= ϕ(n)(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗.
Recall that the Wick formula (Lemma 3.2) says
W(e1 ⊗ · · · ⊗ en) =
n∑
k=0
(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗.
Thus we derive that mϕ(W(e1 ⊗ · · · ⊗ en)) = ϕ(n)W(e1 ⊗ · · · ⊗ en). So mϕ is bounded on
Γ (HR,Ut ) and is a radial multiplier. 
To check the necessity of the condition, the idea is similar to [17] or [58]. We find a shift
algebra on which mϕ acts. We start by taking an orthonormal system (ei)i1 in KR + iKR such
that 〈ei, ej 〉 = 〈ei, ej 〉 = 0 for all i = j and ‖ei‖  1 (this is possible by the Gram–Schmidt
algorithm). Consider the following element for n 1:
Sn = 1√
n
n∑
i=1
(ei)⊗W(ei) ∈T (H)⊗ B
(
F (H)
)
.
Lemma 3.6. For all n 1,
∥∥S∗nSn − 1∥∥∞  3√n.
Proof. We have
W(ei)
∗W(ei) =
(
(ei)
∗ + (ei)
)(
(ei)+ (ei)∗
)
= 1 + (ei)(ei)+ (ei)(ei)∗ + (ei)∗(ei)∗
= 1 +W(ei ⊗ ei).
It follows that
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1
n
n∑
i,j=1
(ei)
∗(ej )⊗W(ei)∗W(ej )
= 1 ⊗ 1 + 1
n
n∑
i=1
1 ⊗ ((ei)(ei)+ (ei)(ei)∗ + (ei)∗(ei)∗).
Lemma 3.1 yields ∥∥∥∥∥1n
n∑
i=1
1 ⊗W(ei ⊗ ei)
∥∥∥∥∥∞ 
3√
n
,
so that we get the estimate. 
For convenience, we will use a standard multi-index notation, we write i for (i1, . . . , in) ∈ Nn
and |i| = n. For α,β  0, set
e
α,β
i = ei1 ⊗ · · · ⊗ eiα ⊗ eiα+1 ⊗ · · · ⊗ eiα+β ,
V nα,β = n−
α+β
2
n∑
i1,...,iα+β=1
(ei1) · · ·(eiα )(eiα+1)∗ · · ·(eiα+β )∗ ⊗W
(
e
α,β
i
)
,
if α + β > 0 and V n0,0 = 1 ⊗ 1.
Lemma 3.7. For all α,β  0,
Sαn S
∗β
n − V nα,β = O
(
1√
n
)
.
Proof. We do it by induction on α + β . When α + β  1, there is equality. Assume this holds
for (α,β), we prove it for (α + 1, β). First, SnV nα,β is equal to
n−
α+β+1
2
n∑
i0,...,iα+β=1
(ei0) · · ·(eiα )(eiα+1)∗ · · ·(eiα+β )∗ ⊗W(ei0)W
(
eαi
)
.
Recall the identity
W(h)W(h1 ⊗ · · ·) = W(h⊗ h1 ⊗ · · ·)+ 〈h,h1〉W(h2 ⊗ · · ·)
used in the proof of the Wick formula. Therefore
SnV
n
α,β = V nα+1,β +
(
1
n
n∑〈
ei, e
(∗)
i
〉
(ei)(ei)
(∗) ⊗ 1
)
V n
α˜,β˜i=1
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β˜ = β − 1 and e(∗)i = ei if α = 0. We have by Lemma 3.1 1n
∑n
i=1〈ei, e(∗)i 〉(ei)(ei)∗ = O( 1n )
and 1
n
∑n
i=1〈ei, e(∗)i 〉(ei)(ei) = O( 1√n ). This yields SnV nα,β − V nα+1,β = O( 1√n ). According to
Lemma 3.6 and the induction hypothesis, Sn and then V na,b for a + b  α + β are uniformly
bounded in n. Consequently,
Sα+1n S∗βn − V nα+1,β = Sn
(
Sαn S
∗β
n − V nα,β
)+O( 1√
n
)
= O
(
1√
n
)
.
The other case (α,β + 1) is obtained by taking adjoints. 
Proof of the lower bound. Assume mϕ is a completely bounded multiplier on the free Araki–
Woods factor Γ (HR,Ut )′′. Let U be a nontrivial ultrafilter on N. Set B = T (H) ⊗ B(F (H))
so that Sn ∈ B. Consider the C∗-algebra A =∏UB, and T the ultrapower of Id⊗mϕ . The
element S = (Sn) ∈ A satisfies S∗S = 1 by Lemma 3.6. As (Id⊗mϕ)(V nα,β) = ϕ(α + β)V nα,β ,
we get by Lemma 3.7, T (SαS∗β) = ϕ(α + β)SαS∗β . Taking a particular non-constant ϕ (that
does exist), this shows that S is nonunitary and S is a shift. Thus, T leaves T = 〈S〉 invariant.
By composing it with the trivial character ω of T (ω(SαS∗β) = 1), we obtain that γ = ωT is a
bounded functional on T with ‖γ ‖T ∗  ‖mϕ‖cb. 
A linear map between C∗-algebras A and B is decomposable if it is a linear combination of
completely positive maps from A to B. Any functional can be decomposed into sums of states,
so we have:
Corollary 3.8. Any radial multiplier on Γ (HR,Ut ) is decomposable from Γ (HR,Ut ) into
T (H).
More generally, a function ϕ : N → C defines a radial multiplier on T (H) if the map Tϕ
given by
Tϕ
(
(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗
)= ϕ(n)(e1) · · ·(ek)(ek+1)∗ · · ·(en)∗
extends to a completely bounded map on T (H). The above proof actually gives the following
Corollary 3.9. For ϕ : N → C, we have ‖mϕ‖cb = ‖Tϕ‖cb = ‖Tϕ‖.
Remark 3.10. The situation is very similar to the one of Herz–Schur and Schur multipliers. We
have an extension of mϕ to a larger algebra that remains a multiplier. Moreover its bounded and
completely bounded norms coincide. Of course, by Stinespring’s theorem, there is always an
extension of mϕ to a map from T (H) to B(F (H)). The point is that we cannot ensure it to
be Tϕ , whereas for Herz–Schur and Schur multipliers this fact is easy (this is related to Gilbert’s
argument). It is straightforward to deduce the main result of this section from this corollary, but
unfortunately we have no direct way to prove it.
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ϕ(n) = δn,1. We have ‖mϕ‖cb = 2 by the above theorem. But because of the invariance un-
der orthogonal transformations of semicircular random variables, it is standard to check that
‖mϕ‖ = 163π = ‖s‖1‖s‖∞, where s is a normalized semicircular random variable.
Taking δd(n) = δnd , the corresponding multiplier Pd on Γ (HR,Ut ) is called the projection
onto words of length less than d . Thanks to Proposition 3.3, we get:
Corollary 3.12. For any orthogonal group (Ut ) on an infinite dimensional real Hilbert space HR,
‖Pd‖cb(Γ (HR,Ut )) ∼
d→∞
4
π
d.
Proof. We apply Theorem 3.5 and Proposition 3.3 to this particular radial function. It is clear that
c1 = c2 = 0 in 3.3. It remains to estimate the trace norm of B =∑di=0 ei,d−i +∑d−1i=0 ei,d−1−i .
To do so, B + ed,d is unitarily equivalent to a circulant matrix of size d + 1, Idd+1 +Jd+1 where
Jd+1 =∑di=0 ei,i+1. The singular values of B are exactly 1+ e 2iπkd+1 , for k = 0, . . . , d . We get that
‖B‖1/d tends to
∫ 1
0 |1 + e2iπt |dt = 4π . 
Remark 3.13. The upper bound can be established directly (with a worse constant) using the
argument of Chapter 3 in [39]. We point out that the lower bound in 3.5 remains true for the
q-deformed algebras.
Corollary 3.14. For any orthogonal group (Ut ) on an infinite dimensional real Hilbert space HR,
there are finitely supported functions ϕn : N → R such that limn ‖mϕn‖cb = 1 and limn ϕn(k) = 1
for all k  0.
Proof. This is an argument due to Haagerup [15] (see also [39]). Using Corollary 3.16 below
or Theorem 3.5, the contraction H  ξ → e−t ξ ∈ H gives rise to a unital completely positive
multiplier mψt on Γ (HR,Ut )′′ (for t  0) where ψt(k) = e−kt . Since
ψt =
∑
d
e−dt δd =
∑
d
e−dt (δd − δd−1),
the polynomial estimate gives that
lim sup
d→∞
∥∥mψt (1 − Pd)∥∥cb  lim sup
d→∞
∑
kd
e−kt‖Pk+1 − Pk‖cb = 0.
For every n 1, choose dn large enough so that ‖mψ1/n(1 − Pdn)‖cb  1/n. The net of the form
ϕn = ψ1/nδdn satisfies the conclusion of the corollary. 
3.3. Approximation properties
We follow a very typical approach. We first establish a second quantization procedure on free
Araki–Woods von Neumann algebras, which generalizes [40,55]. Then, to get the approximation
property, we just need to cut them with some radial multipliers to get finite rank maps. Let H
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first quantization F (H) →F (K) by
Γ˜ (T ) = 1 ⊕
⊕
n1
T ⊗n.
Theorem 3.15. Let H and K be Hilbert spaces and T : H → K be a contraction. Then there is
a unique unital completely positive map Γ (T ) :T (H) →T (K) such that
Γ (T )
(
(h1) · · ·(hk)(hk+1)∗ · · ·(hn)∗
)= (T (h1)) · · ·(T (hk))(T (hk+1))∗ · · ·(T (hn))∗
for all hi ∈ H .
Proof. This is again a consequence of the universal property of T (H). It is clear that if Γ (T )
and Γ (S) exist then Γ (ST ) = Γ (S)Γ (T ). So by the general form of a contraction, one just
needs to prove the result when T is either an inclusion from H to K , or a unitary on H , or an
orthogonal projection from H to K .
If T is an inclusion, this is just the universal property of T (H) (note that Γ (T ) is an injective
∗-representation). We emphasize that if H ⊂ K and h ∈ H , then (h) has a priori two different
meanings as a creation operator on F (H) or F (K). The universal property tells us that there is
no difference at the C∗-level.
If T is a unitary, this is also the universal property, but in this case Γ (T ) is nothing but the
restriction of the conjugation by the unitary Γ˜ (T ) on the full Fock space F (H).
If T is an orthogonal projection from H to K , we write j : K → H for the inclusion. The
first quantization Γ˜ (j) = ι is also an inclusion of F (K) into F (H), the orthogonal projection
ι∗ is exactly Γ˜ (T ). To avoid any confusion, for k ∈ K , write K(k) :F (K) →F (K) for the
creation operator onF (K) and H (k) :F (H) →F (H) for the creation operator onF (H). For
h ∈ H and k ∈ K , we have H (h)∗k = 〈h, k〉Ω = 〈T (h), k〉Ω = H (T (h))∗k = K(T (h))∗k.
This yields
ι∗H (h1) · · ·H (hk)H (hk+1)∗ · · ·H (hn)∗ι
= K
(
T (h1)
) · · ·K(T (hk))K(T (hk+1))∗ · · ·K(T (hn))∗.
Hence Γ (T )(x) = ι∗xι, for all x ∈T (H). It is then clear that Γ (T ) :T (H) →T (K) is com-
pletely positive. 
We come back to the free Araki–Woods algebras with the notation of the previous sections.
The second quantization is usually stated for maps such that AT = TA which is a somewhat
strong assumption [40]. This was the main obstacle to prove approximation properties for general
free Araki–Woods algebras as there can be no finite rank T satisfying that condition.
Corollary 3.16. Let T : H → H be a contraction so that IT I = T . Then Γ (T ) leaves
Γ (HR,Ut ) invariant and Γ (T ) extends to a normal completely positive map on Γ (HR,Ut )′′
so that
Γ (T )W(ξ) = W (Γ˜ (T )ξ), ∀ξ ∈ Γ (HR,Ut )′′Ω.
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Wick formula for ei in KR + iKR, we have
Γ (T )W(e1 ⊗ · · · ⊗ en) =
n∑
k=0

(
T (e1)
) · · ·(T (ek))(T (ek+1))∗ · · ·(T (en))∗
=
n∑
k=0

(
T (e1)
) · · ·(T (ek))(T (ek+1))∗ · · ·(T (en))∗
= W (T (e1)⊗ · · · ⊗ T (en)).
As the set of such elements is linearly dense in Γ (HR,Ut ), we get that Γ (HR,Ut ) is stable by
Γ (T ). The normal extension is done as in Lemma 3.4. 
Proposition 3.17. There is a net of finite rank contractions (Tk)k converging to the identity on H
pointwise, such that Tk = ITkI , for every k.
Proof. Let (1[λ,∞](A))λ0 be the spectral projections of A. Since IAI = A−1, we get
I1[λ,∞[(A)(H) = 1[0,1/λ](A)(H).
Recall that I = JA−1/2 is the polar decomposition of I . We also have JAJ = A−1 and J is an
anti-unitary that sends 1[λ,β](A)(H) to 1[1/β,1/λ](A)(H).
Fix λ > 1 and 0 < δ < 1. Take a subspace E in 1[λ,λ+δ](A)(H) and denote by P the orthogo-
nal projection onto E. We show that IP I is almost the orthogonal projection JPJ . Indeed, we
have
IP I = JA−1/21[λ,λ+δ](A)P1[λ,λ+δ](A)JA−1/21[ 1
λ+δ ,
1
λ
](A).
Moreover ∥∥∥∥A−1/21[λ,λ+δ](A)− 1√
λ
1[λ,λ+δ](A)
∥∥∥∥∞  δ2√λ3 ,∥∥A−1/21[ 1
λ+δ ,
1
λ
](A)−
√
λ1[ 1
λ+δ ,
1
λ
](A)
∥∥∞  δ2√λ.
The triangle inequality gives
‖IP I − JPJ‖∞  δ2λ +
δ
2λ
+ δ
2
4λ2
 2δ
λ
.
Summarizing, for any finite dimensional subspace E ⊂ 1[λ,λ+δ](A)(H) and corresponding pro-
jections PE , TE = 11+ 2δ
λ
(PE ⊕ IPEI) is a finite rank contraction that satisfies ITEI = TE and
∥∥TE − (PE ⊕ JPEJ )∥∥ < 4δ .∞ λ
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sum S + T by S ⊕ T .
Take F a finite dimensional subspace of H and fix ε > 0. Then there exists n ∈ N such
that for all f ∈ F , we have ‖1[e−n,en](A)f − f ‖  (ε/3)‖f ‖. Set λk = enk/N , for 1  k  N
for some large N chosen later. Let Pk be the orthogonal projection onto 1[ 1
λk+1 ,
1
λ k
](A)(H) ⊕
1[λk,λk+1](A)(H) for k  1, and P0 be the projection onto the eigenspace of A for 1. Observe that
λk+1−λk
λk
= en/N − 1.
By the above construction, for each 1  k  N , we can find a finite rank contraction Tk on
Pk(H) such that ITkI = Tk and for every f ∈ F ,
∥∥Tk(Pkf )− Pkf ∥∥ 4(en/N − 1)‖Pkf ‖.
For k = 0, as I is an anti-unitary on P0(H), we take T0 the orthogonal projection onto P0(F )+
IP0(F ), it satisfies the above properties with k = 0.
Set T =⊕Nk=0 Tk , which is a finite rank contraction as the Tk’s act on orthogonal subspaces.
Moreover IT I = T and for all f ∈ F , gathering the estimates
∥∥T (f )− f ∥∥ 4(en/N − 1)‖f ‖ + ∥∥1[e−n/N ,en/N ]\{1}(A)f ∥∥+ (2ε/3)‖f ‖.
Letting N → ∞, this upper bound can be made smaller than ε‖f ‖. So we get the conclusion
with a net index by finite dimensional subspace of H and ε > 0. 
Theorem 3.18 (Theorem A). The von Neumann algebra Γ (HR,Ut )′′ has the complete metric
approximation property.
Proof. Using the contractions of the previous proposition, the net (Γ (Tk))k is made of unital
completely positive maps which tend pointwise to the identity. Let (mϕn) be the multipliers from
Corollary 3.14. Since
(
mϕn ◦ Γ (Tk)
)(
W(ei)
)= ϕn(|i|)W (Γ˜ (Tk)ei),
the net (mϕn ◦ Γ (Tk))n,k are normal finite rank completely bounded maps which satisfy:
• limn limk(mϕn ◦ Γ (Tk)) = Id pointwise ∗-strongly and
• limn limk ‖mϕn ◦ Γ (Tk)‖cb = 1.
The proof is complete. 
There is another approximation property that turns out to be useful. A von Neumann algebra
M satisfies the Haagerup property if there exists a net (ui)i∈I of normal completely positive
maps from M to M such that
(1) for all x ∈ M , ui(x) → x σ -weakly,
(2) for all ξ ∈ L2(M) and i ∈ I the map x → ui(x)ξ is compact from M to L2(M).
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Proof. This is just a variation. As above, with the finite rank maps of the previous proposition, it
is easy to check that (Γ (e−t Tk))t>0, k∈N is a net of unital completely positive maps that tends to
the identity pointwise with respect to the σ -weak topology. It remains only to check the second
point.
We use the notation of the proof of Corollary 3.14. We have Γ (e−t ) = mψt and
lim
d→∞
∥∥mψt (1 − Pd)∥∥cb = 0.
So Γ (e−t Tk) = mψt (1 − Pd)Γ (Tk)+ PdΓ (e−t Tk), as PdΓ (e−t Tk) is finite rank, Γ (e−t Tk) is a
limit in norm of finite rank operators so is compact from Γ (HR,Ut )′′ to Γ (HR,Ut )′′. In partic-
ular, its composition with the evaluation on a vector ξ ∈ L2(Γ (HR,Ut )′′) is also compact. 
4. Malleable deformation on free Araki–Woods factors
4.1. The free malleable deformation
We first introduce some notation we will be using throughout this section. Let HR be a separa-
ble real Hilbert space (dimHR  2) together with (Ut ) an orthogonal representation of R on HR.
We set:
• M = Γ (HR,Ut )′′ the free Araki–Woods factor associated with (HR,Ut ). Denote by χ the
free quasi-free state and by σ the modular group of the state χ .
• M =M σ R is the continuous core of M and Tr is the semifinite trace associated with the
state χ .
• Likewise M˜ = Γ (HR ⊕ HR,Ut ⊕ Ut)′′, χ˜ is the corresponding free quasi-free state and σ˜
is the modular group of χ˜ .
• M˜ = M˜ σ˜ R is the continuous core of M˜ and T˜r is the semifinite trace associated with χ˜ .
It follows from [40] that
M˜ ∼=M ∗M .
In the latter free product, we shall write M1 for the first copy of M and M2 for the second copy
of M . We regard M ⊂ M˜ via the identification of M with M1.
Denote by (λt ) the unitaries in L(R) that implement the modular action σ on M (resp. σ˜
on M˜ ). Define the following faithful normal conditional expectations:
• E : M → L(R) such that E(xλt ) = χ(x)λt , for every x ∈M and t ∈ R;
• E˜ : M˜ → L(R) such that E˜(xλt ) = χ˜ (x)λt , for every x ∈ M˜ and t ∈ R.
Then
(M˜, E˜) ∼= (M,E) ∗L(R) (M,E).
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M2 for the second copy of M . We regard M ⊂ M˜ via the identification of M with M1. Notice
that the conditional expectation E (resp. E˜) preserves the canonical semifinite trace Tr (resp. T˜r)
associated with the state χ (resp. χ˜ ) (see [49]).
Consider the following orthogonal representation of R on HR ⊕HR:
Vs =
(
cos(π2 s) − sin(π2 s)
sin(π2 s) cos(
π
2 s)
)
, ∀s ∈ R.
Let (αs) be the natural action on (M˜ , χ˜) associated with (Vs):
αs = Γ (Vs), ∀s ∈ R.
In particular, we have
αs
(
W
(
ξ
η
))
= W
(
Vs
(
ξ
η
))
, ∀s ∈ R, ∀ξ, η ∈ HR,
and the action (αs) is χ˜ -preserving. We can easily see that the representation (Vs) commutes with
the representation (Ut ⊕ Ut). Consequently, (αs) commutes with modular action σ˜ . Moreover,
α1(x ∗ 1) = 1 ∗ x, for every x ∈M . At last, consider the automorphism β defined on (M˜ , χ˜) by
β
(
W
(
ξ
η
))
= W
(
ξ
−η
)
, ∀ξ, η ∈ HR.
It is straightforward to check that β commutes with the modular action σ˜ , β2 = Id, β|M = IdM
and βαs = α−sβ , ∀s ∈ R. Since (αs) and β commute with the modular action σ˜ , one may extend
(αs) and β to M˜ by αs |L(R) = IdL(R), for every s ∈ R and β|L(R) = IdL(R). Moreover (αs, β)
preserves the semifinite trace T˜r. We summarize what we have done so far:
Proposition 4.1. The T˜r-preserving deformation (αs, β) defined on M˜ = M ∗L(R) M is s-malle-
able:
(1) αs |L(R) = IdL(R), for every s ∈ R and α1(x ∗L(R) 1) = 1 ∗L(R) x, for every x ∈ M .
(2) β2 = Id and β|M = IdM .
(3) βαs = α−sβ , for every s ∈ R.
Denote by EM : M˜ → M the canonical trace-preserving conditional expectation. Since
T˜r|M = Tr, we will simply denote by Tr the semifinite trace on M˜ . Recall that the s-malleable
deformation (αs, β) automatically features a certain transversality property.
Proposition 4.2. (See Popa [35].) We have the following:
∥∥x − α2s(x)∥∥2,Tr  2∥∥αs(x)− (EM ◦ αs)(x)∥∥2,Tr, ∀x ∈ L2(M,Tr), ∀s > 0. (1)
790 C. Houdayer, É. Ricard / Advances in Mathematics 228 (2011) 764–8024.2. Locating subalgebras inside the core
The following theorem is in some ways reminiscent of a result by Ioana, Peterson and Popa,
namely [24, Theorem 4.3] (see also [6, Theorem 4.2] and [21, Theorem 3.4]).
Theorem 4.3. Let M = Γ (HR,Ut )′′ and M =M σ R be as above. Let p ∈ L(R) ⊂ M be a
nonzero projection such that Tr(p) < ∞. Let P ⊂ pMp be a von Neumann subalgebra such that
the deformation (αt ) converges uniformly in ‖ · ‖2,Tr on U (P ). Then P M L(R).
Proof. Let p ∈ L(R) be a nonzero projection such that Tr(p) < ∞. Let P ⊂ pMp be a von
Neumann subalgebra such that (αt ) converges uniformly in ‖ · ‖2,Tr on U (P ). We keep the
notation introduced previously and regard M ⊂ M˜ = M1 ∗L(R) M2 via the identification of M
with M1. Recall that αs |L(R) = IdL(R), for every s ∈ R. In particular, αs(p) = p, for every s ∈ R.
Step (1): Using the uniform convergence on U (P ) to find t > 0 and a nonzero intertwiner v
between Id and αt .
The first step uses a standard functional analysis trick. Let ε = 12‖p‖2,Tr. We know that there
exists s = 1/2k such that ∀u ∈U (P ),
∥∥u− αs(u)∥∥2,Tr  12‖p‖2,Tr.
Thus, ∀u ∈U (P ), we have∥∥u∗αs(u)− p∥∥2,Tr = ∥∥u∗(αs(u)− u)∥∥2,Tr

∥∥u− αs(u)∥∥2,Tr
 1
2
‖p‖2,Tr.
Denote by C = cow{u∗αs(u): u ∈U (P )} ⊂ pL2(M˜)p the ultraweak closure of the convex hull
of all u∗αs(u), where u ∈ U (P ). Denote by a the unique element in C of minimal ‖ · ‖2,Tr-
norm. Since ‖a − p‖2,Tr  1/2‖p‖2,Tr, necessarily a = 0. Fix u ∈U (P ). Since u∗aαs(u) ∈ C
and ‖u∗aαs(u)‖2,Tr = ‖a‖2,Tr, necessarily u∗aαs(u) = a. Taking v = pol(a) the polar part of a,
we have found a nonzero partial isometry v ∈ pM˜p such that
xv = vαs(x), ∀x ∈ P. (2)
Note that vv∗ ∈ P ′ ∩ pM˜p and v∗v ∈ αs(P )′ ∩ pM˜p.
Step (2): Proving P M L(R) using the malleability of (αt , β).
The rest of the proof is very similar to the reasoning in [34, Lemma 4.8, Theorem 6.1],
[32, Theorem 4.1] and [24, Theorem 4.3] (see also [20, Theorem 5.6] and [21, Theorem 3.4]).
For the sake of completeness, we will give a detailed proof.
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enough to find a nonzero partial isometry w ∈ pM˜p such that
xw = wα2s(x), ∀x ∈ P.
Indeed, by induction we can go till s = 1 (because s = 1/2k). Recall that β(z) = z, for every
z ∈ M . Recall that vv∗ ∈ P ′ ∩ pM˜p. Since P M L(R), we know from [6, Theorem 2.4] that
P ′ ∩ pM˜p ⊂ pMp. In particular, vv∗ ∈ pMp. Set w = αs(β(v∗)v). Then,
ww∗ = αs
(
β
(
v∗
)
vv∗β(v)
)
= αs
(
β
(
v∗
)
β
(
vv∗
)
β(v)
)
= αsβ
(
v∗v
) = 0.
Hence, w is a nonzero partial isometry in pM˜p. Moreover, for every x ∈ P ,
wα2s(x) = αs
(
β
(
v∗
)
vαs(x)
)
= αs
(
β
(
v∗
)
xv
)
= αs
(
β
(
v∗x
)
v
)
= αs
(
β
(
αs(x)v
∗)v)
= αsβαs(x)αs
(
β
(
v∗
)
v
)
= β(x)w
= xw.
Since by induction, we can go till s = 1, we have found a nonzero partial isometry v ∈ pM˜p
such that
xv = vα1(x), ∀x ∈ P. (3)
Note that v∗v ∈ α1(P )′ ∩ pMp. Moreover, since α1 : pM˜p → pM˜p is a ∗-automorphism, and
P M L(R), [6, Theorem 2.4] gives
α1(P )
′ ∩ pM˜p = α1
(
P ′ ∩ pM˜p)
⊂ α1(pMp).
Hence v∗v ∈ α1(pMp).
Since P M L(R), we know that there exists a sequence of unitaries (uk) in P such that
limk ‖EL(R)(x∗uky)‖2,Tr → 0, for any x, y ∈ M . We need to go further and prove the following:
Claim 4.4. ∀a, b ∈ M˜ , limk ‖EM (a∗ukb)‖2,Tr = 0.2
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from M1 L(R) and M2 L(R). Write b = yb′ with
• y = b if b ∈ L(R);
• y = 1 if b is a reduced word beginning with a letter from M2 L(R);
• y = the first letter of b coming from M1 L(R) otherwise.
Note that either b′ = 1 or b′ is a reduced word beginning with a letter from M2 L(R). Likewise
write a = a′x with
• x = a if x ∈ L(R);
• x = 1 if a is a reduced word ending with a letter from M2 L(R);
• x = the last letter of a coming from M1 L(R) otherwise.
Either a′ = 1 or a′ is a reduced word ending with a letter from M2  L(R). For any z ∈ M1,
xzy −EL(R)(xzy) ∈ M1 L(R), so that
EM2(azb) = EM2
(
a′EL(R)(xzy)b′
)
.
Since limk ‖EL(R)(xuky)‖2,Tr = 0, it follows that limk ‖EM2(aukb)‖2,Tr = 0 as well. Note that
A := span{L(R), (Mi1 L(R)) · · · (Min L(R)): n 1, i1 = · · · = in}
is a unital ∗-strongly dense ∗-subalgebra of M˜ . What we have shown so far is that for any
a, b ∈A , ‖EM2(aukb)‖2,Tr → 0, as k → ∞. Let now a, b ∈ (M˜)1. By Kaplansky density theo-
rem, let (ai) and (bj ) be sequences in (A )1 such that ai → a and bj → b ∗-strongly. Recall that
(uk) is a sequence in P ⊂ pM˜p with Tr(p) < ∞. We have∥∥EM2(aukb)∥∥2,Tr  ∥∥EM2(aiukbj )∥∥2,Tr + ∥∥EM2(aiuk(b − bj ))∥∥2,Tr
+ ∥∥EM2((a − ai)ukbj )∥∥2,Tr + ∥∥EM2((a − ai)uk(b − bj ))∥∥2,Tr

∥∥EM2(aiukbj )∥∥2,Tr + ∥∥aiukp(b − bj )∥∥2,Tr
+ ∥∥(a − ai)pukbj∥∥2,Tr + ∥∥(a − ai)ukp(b − bj )∥∥2,Tr

∥∥EM2(aiukbj )∥∥2,Tr + 2∥∥p(b − bj )∥∥2,Tr + ∥∥(a − ai)p∥∥2,Tr.
Fix ε > 0. Since ai → a and bj → b ∗-strongly, let i0, j0 be large enough such that
2
∥∥p(b − bj0)∥∥2,Tr + ∥∥(a − ai0)p∥∥2,Tr  ε/2.
Now let k0 ∈ N such that for any k  k0,∥∥EM2(ai0ukbj0)∥∥2,Tr  ε/2.
We finally get ‖EM (aukb)‖2,Tr  ε, for any k  k0, which finishes the proof of the claim. 2
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So, for any x ∈ P , v∗xv ∈ pM2p. Since α1(uk) ∈U (pM2p), we get∥∥v∗v∥∥2,Tr = ∥∥α1(uk)v∗v∥∥2,Tr
= ∥∥EM2(α1(uk)v∗v)∥∥2,Tr
= ∥∥EM2(v∗ukv)∥∥2,Tr → 0.
Thus v = 0, which is a contradiction. 
Corollary 4.5. Let M = Γ (HR,Ut )′′ and M =M σ R be as above. Let p ∈ L(R) ⊂ M be a
nonzero projection such that Tr(p) < ∞. Let P ⊂ pMp be a von Neumann subalgebra such that
P M L(R). Then there exist 0 < κ < 1, a sequence (tk) of positive reals and a sequence (uk) of
unitaries in U (P ) such that limk tk = 0 and ‖(EM ◦ αtk )(uk)‖2,Tr  κ‖p‖2,Tr, for every k ∈ N.
Proof. Assume P M L(R). Using Theorem 4.3, we obtain that the deformation (αt ) does not
converge uniformly on U (P ). Combining this with inequality (1) in Proposition 4.2, we get
that there exist 0 < c < 1, a sequence of positive reals (tk) and a sequence of unitaries (uk)
in U (P ) such that limk tk = 0 and ‖αtk (uk) − (EM ◦ αtk )(uk)‖2,Tr  c‖p‖2,Tr, ∀k ∈ N. Since
‖αtk (uk)‖2,Tr = ‖p‖2,Tr, by Pythagoras’s theorem we obtain∥∥(EM ◦ αtk )(uk)∥∥2,Tr  κ‖p‖2,Tr, ∀k ∈ N,
where κ = √1 − c2. 
Remark 4.6. Assume in Theorem 4.3 that the free Araki–Woods factor M = Γ (HR,Ut )′′ is a
type III1 factor so that the core M =M σ R is a type II∞ factor. Then the Tr-finite projection
p ∈ L(R) can be replaced by any Tr-finite projection in M . Indeed, let q ∈ M be a Tr-finite
projection. Since M is a type II∞ factor, L(R) is diffuse and Tr|L(R) is semifinite, we may find a
projection p ∈ L(R) and a unitary u ∈U (M) such that upu∗ = q .
5. Structural results: Proofs of Theorems B and D
5.1. Weak containment of bimodules
Let M , N , P be any von Neumann algebras. For any M,N -bimodules H , K , denote by πH
(resp. πK ) the associated ∗-representation of the algebraic tensor product M Nop on H (resp.
on K). We say that H is weakly contained in K and denote it by H ⊂weak K if ‖πH (T )‖∞ 
‖πK(T )‖∞, for every T ∈ M Nop. Recall that H ⊂weak K if and only if H lies in the closure
(for the Fell topology) of all finite direct sums of copies of K . Let H,K be M,N -bimodules.
The following are true:
(1) Assume that H ⊂weak K . Then, for any N,P -bimodule L, we have H ⊗N L ⊂weak K ⊗N L,
as M,P -bimodules. Likewise, for any P,M-bimodule L, we have L⊗M H ⊂weak L⊗M K ,
as P,N -bimodules (see [1, Lemma 1.7]).
794 C. Houdayer, É. Ricard / Advances in Mathematics 228 (2011) 764–802(2) A von Neumann algebra B is amenable if and only if L2(B) ⊂weak L2(B) ⊗ L2(B), as
B,B-bimodules.
Let B , M , N be von Neumann algebras such that B is amenable. Let H be any M,B-bimodule
and let K be any B,N -bimodule. Then, as M,N -bimodules, we have H ⊗B K ⊂weak H ⊗ K
(straightforward consequence of (1) and (2)).
We will be using from now on the notation introduced in Section 4. Let M = Γ (HR,Ut )′′ be
a free Araki–Woods factor. Denote by M =M σ R its continuous core.
Lemma 5.1. Let p ∈ L(R) be a nonzero projection such that Tr(p) < ∞. The pM1p,
pM1p-bimodule H = L2(pM˜p)  L2(pM1p) is weakly contained in the coarse bimodule
L2(pM1p)⊗L2(pM1p).
Proof. Set B = L(R). Let p ∈ L(R) be a nonzero projection such that Tr(p) < ∞. By def-
inition of the amalgamated free product M˜ = M1 ∗L(R) M2 (see [57] and [49]), we have as
pM1p,pM1p-bimodules
L2(pM˜p)L2(pM1p) ∼=
⊕
n1
Hn,
where
Hn = L2(pM1)⊗B
2n−1︷ ︸︸ ︷(
L2(M2)L2(B)
)⊗B · · · ⊗B (L2(M2)L2(B))⊗BL2(M1p).
Since B = L(R) is amenable, the identity bimodule L2(B) is weakly contained in the coarse
bimodule L2(B) ⊗ L2(B). From the standard properties of composition and weak containment
of bimodules, it follows that as pM1p,pM1p-bimodules
Hn ⊂weak L2(pM1)⊗
2n−1︷ ︸︸ ︷(
L2(M2)L2(B)
)⊗ · · · ⊗ (L2(M2)L2(B))⊗L2(M1p).
Consequently, we obtain as pM1p,pM1p-bimodules
H = L2(pM˜p)L2(pM1p) ⊂weak
⊕
L2(pM1)⊗L2(M1p).
Moreover, as a left pM1p-module, L2(pM1) is contained in
⊕
L2(pM1p). Likewise, the right
pM1p-module L2(M1p) is contained in
⊕
L2(pM1p). Therefore, we get as pM1p,pM1p-
bimodules
H = L2(pM˜p)L2(pM1p) ⊂weak
⊕
L2(pM1p)⊗L2(pM1p). 
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Let M = Γ (HR,Ut )′′ be a free Araki–Woods factor. Since M has the complete metric ap-
proximation property by Theorem A, so do its core M =M σ R and pMp, for any Tr-finite
nonzero projection p ∈ M by Theorem 2.9.
Theorem 5.2. Let M = Γ (HR,Ut )′′ be a free Araki–Woods factor. Denote by χ the correspond-
ing free quasi-free state and by M =M σχ R the continuous core. Let p ∈ L(R) be a nonzero
projection such that Tr(p) < ∞. Let P ⊂ pMp be an amenable von Neumann subalgebra. If
P M L(R), then NpMp(P )′′ is amenable.
Proof. The proof is a generalization of the one of [23, Theorem 3.5] building on the work of
Ozawa and Popa (see [27, Theorem 4.9] and [28, Theorem B]). What is shown in [23, Theo-
rem 3.5] is the following. Assume that P ⊂ N are finite von Neumann algebras such that P is
amenable and N has the c.m.a.p. Assume moreover that there are a finite von Neumann algebra
N ⊂ N˜ and trace-preserving ∗-homomorphisms αt : N → N˜ such that:
(1) limt→0 ‖αt (x)− x‖2 = 0, for every x ∈ N .
(2) There exist 0 < κ < 1, a sequence of positive reals (tk) and a sequence of unitaries (uk) in
U (P ) such that limk tk = 0 and ‖(EN ◦ αtk )(uk)‖2,Tr  κ‖p‖2,Tr, for every k ∈ N.
(3) The N,N -bimodule L2(N˜)L2(N) is weakly contained in the coarse bimodule L2(N)⊗
L2(N).
Then NN(P )′′ is amenable.
Now let M = Γ (HR,Ut )′′ be a free Araki–Woods factor. Denote by χ the corresponding
free quasi-free state and by M = M σχ R the continuous core. Let p ∈ L(R) be a nonzero
projection such that Tr(p) < ∞. We know that N = pMp has the c.m.a.p. since both M and
M have the c.m.a.p. (by Theorem A). Let P ⊂ pMp be an amenable von Neumann subalgebra.
The malleable deformation (αt ) clearly satisfies (1). Since P M L(R), Corollary 4.5 yields (2).
Lemma 5.1 finally yields (3). Therefore NpMp(P )′′ is amenable. 
5.3. Proof of Theorem B
Let M be a von Neumann algebra and let ϕ, ψ be two faithful normal states on M . Recall
from Section 2 that through the natural ∗-isomorphism
Πϕ,ψ :M σϕ R →M σψ R,
we will identify(
πσϕ (M ) ⊂M σϕ R, θϕ,Trϕ
)
with
(
πσψ (M ) ⊂M σψ R, θψ,Trψ
)
,
and simply denote it by (M ⊂ M,θ,Tr), where θ is the dual action of R on the core M and Tr
is the semifinite faithful normal trace on M such that Tr ◦ θs = e−s Tr, for any s ∈ R.
However, we need to pay attention to the following: whereas the inclusion M ⊂ M does not
depend on the state, there are a priori two different copies of the abelian von Neumann algebra
L(R) inside M . To avoid any confusion, we will denote by λϕ(s) (resp. λψ(s)) the unitaries
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be useful, as it explains why we do not have to worry very much about the state.
Proposition 5.3. Let M be a von Neumann algebra. Let A ⊂ M be a separable diffuse von
Neumann subalgebra. Then, for any nonzero projection p ∈ A′ ∩ M with Tr(p) < ∞, and any
faithful normal state ϕ on M , we have
Ap M λϕ(R)′′.
Proof. Fix ϕ a faithful normal state on M and p a nonzero Tr-finite projection in M . Since
A ⊂M is diffuse and separable, any maximal abelian ∗-subalgebra in A is separable and diffuse,
and thus isomorphic to L∞([0,1]). Therefore there exists a sequence of unitaries (un) in A such
that un → 0 weakly. Observe that Ap ⊂ pMp is a von Neumann subalgebra and that (unp) are
unitaries in Ap.
Let (qm) be an increasing sequence of projections in λϕ(R)′′ such that qm → 1 strongly and
Tr(qm) < ∞. Let x, y ∈ (M)1 and ε > 0. Since Tr(p) < ∞, choose m ∈ N large enough such
that ∥∥qmx∗p − x∗p∥∥2,Tr + ‖pyqm − py‖2,Tr < ε.
Observe now that the unital ∗-algebra
E :=
{∑
s∈S
xsλ
ϕ(s): S ⊂ R finite, xs ∈M
}
is ∗-strongly dense in M , so that one can find nets (xi)i∈I and (yj )j∈J in (E )1 such that xi → px
and yj → py ∗-strongly. Since now Tr(qm) < ∞, one can find (i, j) ∈ I × J , such that∥∥qmx∗p − qmx∗i ∥∥2,Tr + ‖pyqm − yjqm‖2,Tr < ε.
For simplicity of notation write L(R) := λϕ(R)′′. For every n ∈ N, we get∥∥EL(R)(x∗punpy)∥∥2,Tr  ∥∥EL(R)(qmx∗punpyqm)∥∥2,Tr + ε

∥∥EL(R)(qmx∗i unyjqm)∥∥2,Tr + 2ε.
Since xi, yj ∈ (E )1, write
xi =
∑
s∈S
xsλ
ϕ(s),
yj =
∑
t∈T
ytλ
ϕ(t),
where S,T ⊂ R are finite and xs, yt ∈M . Therefore
EL(R)
(
qmx
∗
i unyjqm
)= ∑ ϕ(x∗s unyt)λϕ(t − s)qm.
(s,t)∈S×T
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weakly in A, there exists n0 ∈ N large enough such that ∀n n0, ∀(s, t) ∈ S × T ,∣∣ϕ(x∗s unyt)∣∣ ε‖qm‖2,Tr(|S| · |T | + 1) .
We get, for every n n0, ∥∥EL(R)(qmx∗i unyj qm)∥∥2,Tr  ε.
Therefore, we have for every n n0,∥∥EL(R)(x∗punpy)∥∥2,Tr  3ε.
By (2) of Lemma 2.2, we get Ap M λϕ(R)′′. 
We are now ready to prove Theorem B. We will denote by χ the corresponding free quasi-free
state onM . We prove the result by contradiction. Assume that there exists a diffuse nonamenable
von Neumann subalgebra N ⊂ M together with E : M → N a faithful normal conditional
expectation such that N has a Cartan subalgebra A ⊂ N . Observe that A is necessarily dif-
fuse. Denote by F : N → A the faithful normal conditional expectation. Choose a faithful
normal trace τ on A. Write ψ = τ ◦ F ◦ E. Observe that ψ is a faithful normal state on M
such that ψ ◦ E = ψ and A ⊂N ψ . Set M =M σψ R and N =N σψ R and notice that
λψ(R)′′ ⊂ A′ ∩ M . Observe that since N is a nonamenable von Neumann algebra, its core N
is nonamenable as well. Take a nonzero Tr-finite projection p ∈ λψ(R)′′ large enough such that
pNp is nonamenable. Since (A⊗ λψ(R)′′)(1 ⊗ p) ⊂ pNp is regular and pNp is nonamenable,
Theorem 5.2 implies that (A ⊗ λψ(R)′′)(1 ⊗ p) M λχ(R)′′ and thus A(1 ⊗ p) M λχ(R)′′.
Since A is diffuse, this contradicts Proposition 5.3.
5.4. Proof of Theorem D
Let M = Γ (HR,Ut )′′ be a free Araki–Woods factor. As usual, denote by M =M σ R its
continuous core, where σ is the modular group associated with the free quasi-free state χ . Let
p ∈ L(R) := λχ(R)′′ be a nonzero projection such that Tr(p) < ∞.
(1) By contradiction, assume that there exists a maximal abelian ∗-subalgebra A ⊂ pMp for
which NpMp(A)′′ is not amenable. Write p − z ∈ Z (NpMp(A)′′) for the maximal projection
such that NpMp(A)′′(p − z) is amenable. Then z = 0 and NpMp(A)′′z has no amenable direct
summand. Notice that
NpMp(A)
′′z ⊂NzMz(Az)′′.
Since this is a unital inclusion (with unit z), NzMz(Az)′′ has no amenable direct summand either.
Moreover, Az ⊂ zMz is still maximal abelian. Since L(R) is diffuse, Tr|L(R) is semifinite and
M is a type II∞ factor, we can find a projection p0 ∈ L(R) such that p0  p and a unitary
u ∈ U (M) such that uzu∗ = p0. Observe that A0 = uAzu∗ ⊂ p0Mp0 is maximal abelian and
Np Mp (A0)′′ has no amenable direct summand. Therefore, we may assume without loss of0 0
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has no amenable direct summand.
Theorem 5.2 yields A M L(R). Thus there exist n  1, a nonzero Tr-finite projection q ∈
L(R)n, a nonzero partial isometry v ∈ M1,n(C) ⊗ pM and a unital ∗-homomorphism ψ : A →
L(R)n such that xv = vψ(x), ∀x ∈ A. Write q = ψ(p), q ′ = v∗v. Note that vv∗ ∈ A′ ∩ pMp =
A and q ′ ∈ ψ(A)′ ∩qMnq . It follows that q ′(ψ(A)′ ∩qMnq)q ′ = (ψ(A)q ′)′ ∩q ′Mnq ′. Since by
spatiality ψ(A)q ′ = v∗Av is maximal abelian, we get q ′(ψ(A)′ ∩ qMnq)q ′ = ψ(A)q ′ = v∗Av.
Thus ψ(A)′ ∩ qMnq has a type I abelian direct summand. Moreover,
q
(
M χ ⊗L(R))nq ⊂ q(L(R)′ ∩M)nq ⊂ ψ(A)′ ∩ qMnq.
Recall that one of the following situations holds:
(a) (Ut ) contains a trivial or periodic subrepresentation of dimension 2. In that case, L(F2) ⊂
M χ .
(b) (Ut ) = R ⊕ (Vt ), where (Vt ) is weakly mixing. In that case, M χ = L(Z).
(c) (Ut ) is weakly mixing and then M χ = C.
The subcase (a) cannot occur because otherwise ψ(A)′ ∩ qMnq would be of type II.
Assume now that (b) occurs. We have (Ut ) = R ⊕ (Vt ) where (Vt ) is weakly mixing. Then
we have
M = Γ (HR,Ut )′′  Γ (KR,Vt )′′ ∗L(Z),
and [50, Proposition 1] implies that L(Z) is maximal abelian in M . Therefore B = L(Z)⊗L(R)
is maximal abelian in M . Since AM L(R), we get AM B . Since A ⊂ pMp and B ⊂ M are
both maximal abelian, Proposition 2.3 yields n 1, a nonzero partial isometry v ∈ pM such that
vv∗ ∈ A, v∗v ∈ B and v∗Av = Bv∗v. By spatiality, we get
Ad
(
v∗
)(
Nvv∗Mvv∗
(
Avv∗
)′′)=Nv∗vMv∗v(Bv∗v)′′.
On the one hand,Nvv∗Mvv∗(Avv∗)′′ = vv∗NpMp(A)′′vv∗ is not amenable, sinceNpMp(A)′′ has
no amenable direct summand. On the other hand, since L(Z) =M χ is diffuse, Proposition 5.3
implies Bv∗v = (L(Z) ⊗ L(R))v∗v M L(R). Theorem 5.2 implies that Nv∗vMv∗v(Bv∗v)′′ is
amenable. We have reached a contradiction.
Assume at last that (c) occurs. Since (Ut ) is weakly mixing, it follows that M χ = C and
L(R) is maximal abelian in M by Proposition 2.7. Proposition 2.3 yields n 1, a nonzero partial
isometry v ∈ pM such that vv∗ ∈ A, v∗v ∈ L(R) and v∗Av = L(R)v∗v. By spatiality, we get
Ad
(
v∗
)(
Nvv∗Mvv∗
(
Avv∗
)′′)=Nv∗vMv∗v(L(R)v∗v)′′.
On the one hand,Nvv∗Mvv∗(Avv∗)′′ = vv∗NpMp(A)′′vv∗ is not amenable, sinceNpMp(A)′′ has
no amenable direct summand. On the other hand, since (Ut ) is weakly mixing, L(R) is singular
in M , i.e. NM(L(R))′′ = L(R). Therefore Nv∗vMv∗v(L(R)v∗v)′′ = L(R)v∗v. We have reached
again a contradiction.
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Neumann subalgebra. By contradiction, assume that NpMp(P )′′ is not amenable. With the same
reasoning as before, we may assume that NpMp(P )′′ has no amenable direct summand.
Theorem 5.2 yields P M L(R). Thus there exist n  1, a nonzero Tr-finite projection
q ∈ L(R)n, a nonzero partial isometry v ∈ M1,n(C) ⊗ pM and a unital ∗-homomorphism
ψ : P → qL(R)nq such that xv = vψ(x), ∀x ∈ P . Note that vv∗ ∈ P ′ ∩ pMp ⊂ NpMp(P )′′
and v∗v ∈ ψ(P )′ ∩ qMnq . Since ψ(P ) ⊂ qL(R)nq is a unital diffuse von Neumann subalgebra
and the action RM is strongly mixing (see [21, Proposition 2.4]), [21, Theorem 3.7] yields
QNqMnq(ψ(P ))′′ ⊂ qL(R)nq . Thus we may assume that v∗v = q . Let u ∈NpMp(P ). We have
v∗uvψ(P ) = v∗uPv
= v∗Puv
= ψ(P )v∗uv.
Hence v∗NpMp(P )′′v ⊂QNqMnq(ψ(P ))′′ ⊂ qL(R)nq . But
Ad
(
v∗
) : vv∗NpMp(P )′′vv∗ → qL(R)nq
is a unital ∗-isomorphism. Since NpMp(P )′′ has no amenable direct summand, it follows that
vv∗NpMp(P )′′vv∗ is not amenable. This contradicts the fact that qL(R)nq is amenable.
(2-b) Assume that Ut = R ⊕ Vt where (Vt ) is strongly mixing. Observe that we have
Γ (HR,Ut )
′′ = Γ (KR,Vt )′′ ∗ L(Z). If we denote by u a generating Haar unitary for L(Z) and
by Q∞ = ∗n∈ZunΓ (KR,Vt )′′u−n the infinite free product, we may regard Γ (HR,Ut )′′ as the
crossed product
Γ (HR,Ut )
′′ =Q∞ Z
where the action ZQ∞ is the free Bernoulli shift. Observe that the modular group (σχt ) acts
trivially on L(Z). Moreover, (σχt ) acts diagonally on Q∞ in the following sense. Denote by
ψ the free quasi-free state on Γ (KR,Vt )′′. Let y1, . . . , yk ∈ Γ (KR,Vt )′′  C, n1 = · · · = nk ,
xi = uni yiu−ni and write x = x1 · · ·xk for the corresponding reduced word in Q∞. Then we
have
σ
χ
t (x) = un1σψt (y1)u−n1 · · ·unkσψt (yk)u−nk .
The core M is therefore given by
M =Q∞  (Z × R).
Since (Vt ) is assumed to be strongly mixing, it is straightforward to check that the action
Z × RQ∞ is strongly mixing (see [21, Proposition 2.4]).
We are now ready to prove that pMp is strongly solid. Assume by contradiction that it is not.
As we did before, let P ⊂ pMp be a unital diffuse amenable von Neumann subalgebra such
that NpMp(P )′′ has no amenable direct summand. Theorem 5.2 yields P M L(R) and hence
P M L(Z)⊗L(R). Thus there exist n 1, a nonzero Tr-finite projection q ∈ (L(Z)⊗L(R))n,
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L(R))nq such that xv = vψ(x), ∀x ∈ P . Note that vv∗ ∈ P ′ ∩ pMp ⊂NpMp(P )′′ and v∗v ∈
ψ(P )′ ∩ qMnq . Since ψ(P ) ⊂ q(L(Z) ⊗L(R))nq is a unital diffuse von Neumann subalgebra
and the action Z × R Q∞ is strongly mixing, [21, Theorem 3.7] yields v∗NpMp(P )′′v ⊂
q(L(Z)⊗L(R))nq . But
Ad
(
v∗
) : vv∗NpMp(P )′′vv∗ → q(L(Z)⊗L(R))nq
is a unital ∗-isomorphism. Since NpMp(P )′′ has no amenable direct summand, it follows
that vv∗NpMp(P )′′vv∗ is not amenable. This contradicts the fact that q(L(Z) ⊗ L(R))nq is
amenable.
Remark 5.4. If we do not assume that A ⊂ pMp is maximal abelian, the assertion (1) in The-
orem D fails to be true. Indeed, assume that (Ut ) is almost periodic. Denote L(R) = λχ(R)′′,
where χ is the free quasi-free state, which is assumed to be almost periodic. It is straightforward
to check that the groupoid normalizer GNM(L(R)) generates M . Since L(R) is abelian, we have
GNM(L(R))′′ =NM(L(R))′′ by [13, Lemma 2.2], so that NM(L(R))′′ = M . Let p ∈ L(R) be
a nonzero Tr-finite projection. Since L(R) is abelian, we finally get
pMp =NpMp
(
L(R)p
)′′
,
that is, L(R)p is regular in pMp.
5.5. Further structural results for free products
A free malleable deformation for (amalgamated) free products of von Neumann algebras was
discovered in [24]. Using ideas and techniques of [6,22,24,27] and of the present paper, we obtain
the following indecomposability results for free products of von Neumann algebras:
Theorem 5.5. Let (Mi , ϕi) be a family of von Neumann algebras endowed with faithful normal
states. Denote by (M , ϕ) = ∗i∈I (Mi , ϕi) their free product.
(1) Assume that M has the complete metric approximation property. Then either M is
amenable or M has no Cartan subalgebra.
(2) Assume that each Mi is hyperfinite. Let N ⊂M be a diffuse von Neumann subalgebra for
which there exists a faithful normal conditional expectation E :M →N . Then either N
is hyperfinite or N has no Cartan subalgebra.
Observe that in (2), a free product of hyperfinite von Neumann algebras automatically has the
complete metric approximation property by [39].
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