Sparseness of the regression coefficient vector is often a desirable property, since, among other benefits, sparseness improves interpretability. Therefore, in practice, we may want to trade in a small reduction in prediction accuracy for an increase in sparseness. Spike-and-slab priors as introduced in (Chipman et al., 2001) can potentially handle such a trade-off between prediction accuracy and sparseness. However, here in this work, we show that spike-and-slab priors with full support lead to inconsistent Bayes factors, in the sense that the Bayes factors of any two models are bounded in probability. This is clearly an undesirable property for Bayesian hypotheses testing, where we wish that increasing sample sizes lead to increasing Bayes factors favoring the true model. As a remedy, we suggest disjunct support spike and slab priors, for which we prove consistent Bayes factors, and show experimentally fast growing Bayes factors favoring the true model. Several experiments on simulated and real data, confirm the usefulness of our proposed method to identify models with high effect size, while leading to better control over false positives than hard-thresholding.
Introduction
Sparseness of the regression coefficient vector is often a desirable property, since it (1) helps to improve interpretability, and (2) reduces the cost 1 of prediction. In particular, we are interested here in the setting when the sparsity assumptions regarding exact zero regression coefficients are violated, and many regression 1 In case where acquiring the value of a covariate incurs a cost. coefficients might be non-zero but have negligible magnitude. In such situations, we may have to trade in a small reduction in prediction accuracy for an increase in sparseness.
Spike-and-slab priors, as proposed by (Chipman et al., 2001) , can potentially handle such a trade-off between prediction accuracy and sparseness. Though, manual setting of these priors is difficult, since they are either too restrictive, or depend on the unknown noise variance of the response variable. The limitations of these previous approaches are basically due to the desire for conjugate priors which results in closed-form solutions for the marginal likelihood.
Here, in this work, we propose a hierarchical spike-and-slab prior for the linear regression model that allows the user to explicitly specify the minimal magnitude δ of the regression coefficients that is considered practically significant. The proposed model decouples the response noise prior variance from the regression coefficients' prior variance, and thus making the threshold parameter δ more meaningful than previous work (Chipman et al., 2001) . For example, δ can be set such that the Mean-Squared Error (MSE) of the prediction is only little influenced by ignoring covariates with coefficients' magnitude smaller than δ.
Our proposed method also resolves another subtle issue with previous spikeand-slab priors, namely inconsistent Bayes factors (BF). Due to the fact that the spike-and-slab priors of (Chipman et al., 2001 ) (and related work like (Ishwaran et al., 2005) ) have full support, the Bayes factors of any two models is bounded in probability, for which we give a formal proof in Section 4. This is an undesirable property for Bayesian hypothesis testing, since we would like that the BF between the true and the wrong model grows with increasing sample size. In order to resolve this issue, our proposed method uses disjunct support priors, which allows us to guarantee consistent Bayes factors in the sense that the ratio of the true model's marginal likelihood to any other models' marginal likelihood converges to infinity for large sample sizes.
Though our choice of the priors allows us to prove consistent Bayes factors, our choice complicates the calculation of the marginal likelihood. As a solution, we propose to estimate all Bayes factors by introducing a latent variable indicator vector z, with an efficient Gibbs sampler to sample from its posterior distribution.
The rest of this arcticle is organized as follows. In the next section, we summarize the properties of spike-and-slab priors from previous work. In Section 3, we introduce our model for variable selection based on disjunct support spikeand-slab priors. In Section 4, we prove that the disjunct support priors of our proposed method allows us to guarantee consistent Bayes factors. In Section 5, we explain our MCMC sampling strategy for estimating model probabilities. Since the elicitation of δ can be difficult, we discuss in Section 6 a strategy for determining δ by estimating the increase in mean squared error (MSE) for prediction. We evaluate our proposed method on several simulated data sets in Section 7, and real data sets in Section 8. Finally, we summarize our findings in Section 9. Figure 1: Example of spike and slab prior as proposed in (Chipman et al., 2001) .
A natural way to handle noise for variable selection are the spike-and-slab priors as proposed in (Chipman et al., 2001) . The basic idea is to model the coefficients of the relevant and non-relevant variables by a normal distribution with variances σ Figure 1 .
The variance parameters σ 2 1 and σ 2 0 must be set manually. A difficulty of spike-and-slab priors is the correct setting of these parameters, and therefore Ishwaran et al. (2005) proposed to place hyper-priors over these parameters in such a way that the resulting marginal prior p(β) is little sensitive to the hyper-parameter choice. However, their prior choice does not allow for a closedform marginal likelihood. Furthermore, their prior choice is only suitable for the situation where there is no noise, i.e. a variable j is considered to be relevant if and only if the true coefficient β j is not zero.
In contrast, the spike and slab priors proposed in (Chipman et al., 2001 ) allow to specify practical significance (what we call here "relevance") by setting σ 2 1 to some large enough value (for example 100) and then set σ 2 0 such that the intersection points of the two priors occur at a pre-specified value δ (and −δ), see Figure 1 . However, their method has some drawbacks:
• Their conjugate prior formulation is sensitive to the prior for the response variance, whereas their non-conjugate formulation is not sensitive to the response variance, but has no closed-form solution anymore.
• For any δ > 0, the Bayes factors are not consistent in the following sense. Let S be the true set of relevant variables and S any other set, then we 3 have p(y n |X n , S) p(y n |X n , S )
where y n := (y 1 , . . . y n ) and X n := (x 1 , . . . , x n ), are the observed responses and covariates of n samples. This is due to the fact that the model dimension of spike-and-slab priors is the same for model S and S . As a consequence, the influence of the prior can be ignored, in the sense that the influence of the prior is asymptotically the same for model S and S . For both models, the posterior distribution of β will concentrate around the true regression coefficient vector, and thus, the marginal likelihood cannot be distinguished any more. A formal proof will be given in Section 4.
• It might be difficult to specify δ a-priori.
Finally, we note that recently Miller and Dunson (2018) proposed a new framework, named c-posteriors, which can be applied to handle slight violations from the sparsity assumption. However, their method introduces a hyperparameter c which might be difficult to interpret. Furthermore, their approach does not allow for the calculation of Bayes factors anymore. Let S be the indices of the selected covariates (i.e. the covariate that are considered to be relevant), and C := {1, . . . , d} \ S the set of irrelevant covariates. Furthermore, let s := |S| be the number of selected covariates. We consider the following linear model for y ∈ R regressed on x ∈ R d :
Prior for noise
Prior for regression coefficients β ν r , η 2 r are set such that Inv-χ 2 (ν r , η 2 r ) is a weakly informative prior. Inv-χ 2 denotes the scaled inverse chi-square distribution (see details below), where ν r can be interpreted as the number of a-priori observations. For our experiments, we set ν r and the prior variance σ determines the shape of the spike and slab prior, respectively. For the slab prior, in order to allow for possibly large values of β j , we place a diffuse hyper-prior on σ 2 1 . In particular, we set ν 1 = 1, and η 2 1 = 100 which corresponds to a truncated Cauchy distribution with mean zero and scale η 2 1 for p(β j |j ∈ S, ν 1 , η 2 1 , δ). At the boundary β j = δ (and, due to symmetry β j = −δ) we want to be indifferent about whether β j was sampled from the spike or slab prior. Therefore, we set σ 2 0 such that
The left hand side of Equation (1) does not have a closed-form solution. However, note that
which we solve using numerical integration. Our proposed spike and slab prior is illustrated in Figure 2 . Therefore, the remaining critical hyper-parameter is only the specification of the threshold parameter δ. In Section 6, we discuss the specification of δ.
Note that the prior on the number of relevant variables s ensures multiplicity control and has been extensively studied in Scott and Berger, 2006) . The probability of a variable being relevant π rel can be integrated out leading to
Note that the scaled inverse chi-square distribution is defined as follows (see e.g. Gelman et al. (2013) ):
Therefore, the joint probability density function is given by: 
Γ(ν 1 /2) .
4 Asymptotic Bayes factors
In this section, we formally prove the asymptotic behavior of the Bayes factors between the true model and any other model, first for our proposed method, in Theorem 1, and then for previously proposed spike and slab priors, in Theorem 2.
In the following, we define the true set of variables S as
Furthermore, we denote convergence in probability by
Theorem 1. Let S be the true set of relevant variables and S any other set of variables. For the proposed method with disjunct support priors (as defined in Section 3), it holds that
where X n := (x 1 , . . . , x n ), are n samples drawn from a non-degenerated probability distribution p(x) with finite covariance matrix, and y n := (y 1 , . . . , y n ), where
r,t , β t ), for some true parameters σ 2 r,t and β t . We assume that β t is not on the boundary of the support of the prior p(β|S).
We note that the convergence to infinity in Theorem 1 is exponentially fast in the number of samples n.
Proof. First, in order to approximate the marginal likelihood p(y n |X n , S), we use the Laplace approximation from Theorem 1 in (Kass et al., 1990) . The likelihood function of the normal linear model is Laplace regular (see proof in Kass et al. (1990) ), which means that the conditions on the likelihood function in Theorem 1 (Kass et al., 1990) hold. Let us denote by Θ S the Cartesian product of the support of the priors p(β|S) and p(σ 2 r ) (for technical reasons we may exclude the points at δ and −δ to make Θ S an open subset of R d+1 ). Since the densities of the Cauchy distribution, the normal distribution, and the scaled inverse chi-square distribution, are four times continuously differentiable, we have that the priors p(β|S) and p(σ 2 r ) are four times continuously differentiable on its support.
Letθ n be the maximum likelihood estimate (MLE) for log p(y n |X n , θ). Note that by the consistency of the MLE, we have thatθ n p → θ t (see for example Theorem 4.17. in Shao (2003) ), therefore for any open ball around θ t , denoted by B(θ t ), we have P (θ n ∈ B(θ t )) → 1, and therefore P (θ n ∈ Θ S ) → 1.
Therefore, all conditions of Theorem 1 in (Kass et al., 1990) are met. Let us define p(θ|S) := p(β|S) · p(σ Lower bound on log p(yn|Xn,S) p(yn|Xn,S )
Putting together the results from Equations (2) and (3), we get
and θ S := arg max θ:p(θ|S )>0 E x g(θ) . Since θ t is the unique global maximum of E x g(θ) (see Lemma 1 in Appendix A) and p(θ t |S ) = 0, we have that
and therefore
From the above line, we also see that the convergence of the Bayes factor p(yn|Xn,S) p(yn|Xn,S ) is exponential in n.
Next, let us investigate the Bayes factors for full support spike and slab priors, as for example in (Chipman et al., 2001; Ishwaran et al., 2005) .
Theorem 2. Under the same assumptions as in Theorem 1, but assuming full support spike and slab priors for the evaluation of the marginal likelihoods p(y n |X n , S) and p(y n |X n , S ), we have the following result:
Proof. Since the priors have full support, the posterior distribution also has full support. Both posterior distributions contain the true regression coefficient vector β t , i.e. p(β t |y n , X n , S ) > 0, ∀S Furthermore, since the likelihood function is the same as before in Theorem 1, we have, that the regularity conditions for the Laplace approximation are 9 fulfilled for all models S , and we have:
And therefore
Estimation of model probabilities
Calculating the marginal likelihood for each model explicitly is computationally challenging, due to the disjunct support priors on β:
• A Laplace approximation is not valid anymore, since the true parameter might not be contained in the support of the prior distribution.
• Chib's method (Chib, 1995; Chib and Jeliazkov, 2001 ) is computationally very expensive since, though we can sample, the normalization constants of each conditional probability is not available.
Instead, we estimate p(S|y, X), by introducing a model indicator vector z ∈ {0, 1} d , where z j indicates whether variable j should be included in S or not. We sample M samples from the posterior distribution of z using Algorithm 1.
Algorithm 1 Gibbs sampler for sampling from p(z|σ 0 , y, X).
Sampling from each of the conditional distributions in Algorithm 1 is explained in the following. We note that all of the conditional distributions, except p(σ 5.1 Analytic solution for p(z j |β −j , z −j , σ r , σ 1 , σ 0 , y, X) Let x j denote the j-th column of X, and X −j the matrix X where column j is removed. Then we have
, and ι(A zj ,μ,σ 2 ) is the normalization constant of a truncated normal distribution given by
In the case, where δ = 0, some care is needed. First, consider z j = 1, then we can proceed as before
, where c is a normalization constant. Second, for z j = 0, the prior p(β j ) is a Dirac measure with 1 at position 0, and otherwise 0. Therefore, we can use the same calculation as before, but replacing β j by 0. This way, we get
Note that in both cases, we can integrate over β j , and therefore the reversible jump MCMC methodology (Green, 1995; Green and Hastie, 2009 ) is not necessary here.
Analytic solution for
Note that if δ = 0, then
For the conditional posterior p(σ 2 r |β, z, y, X), we have a closed form solution given by
Sampling from
For sampling from p(σ 2 1 |β, σ 2 r , z, y, X), we employ a Slice sampler as described in the following. First note that
1, and δ 1, we have approximately that
and we have exactly (not approximately) that
That means we have that
, and the function h(σ (2008)) as follows. We start from the (approximate) mode given by σ 2 1 :=νη 2 ν+2 , and then run the following two steps, until we retain a sample in the second step:
, and retain the sample if U < h(σ 2 1 ). Note that the sampling scheme is guaranteed to sample exactly from p(σ 2 1 |β, σ 2 r , y, X, S), independently of how well the approximation h(σ 2 1 ) ∝ 1 holds. The correctness of the sampling scheme is shown in Appendix B. However, of course, the efficiency (whether we accept the sample in step 2) will depend on the closeness of the approximation in Equation (4). In practice, we observe that the sampling method is efficient if s is small. In detail, for several settings, for s = 1, and s = 10, the lowest acceptance rates were around 97% and 67%, respectively, where we tested j∈S β 2 j ∈ {0.1, 1.0, 10.0, 100.0}, and δ = {0.8, 0.05, 0.001}.
Specification of δ
In some situations, where prior knowledge is given in the form of similar regression tasks from the past, it is possible to directly elicit a suitable threshold value δ.
As an alternative, several plausible values for δ might be evaluated in terms of the expected increase of mean squared error (MSE). As the final model, we can then select the model that is the sparsest and does not increase MSE by more than, for example, 5% when compared to the best model (see Piironen and Vehtari (2017) ; Hahn and Carvalho (2015) for similar ideas).
For the "best model" we use the Bayesian model averaged (BMA) regression model, since it is often considered the gold standard due to its good theoretic and practical performance (Fernandez et al., 2001; Piironen and Vehtari, 2017 ). The BMA model for the prediction of a new datapoint (ỹ,x) is defined as
where θ denotes all parameters. The BMA model is a meta-model since it still requires the specification of the model for p(z, θ, y|X). Here, we use for p(z, θ, y|X), our proposed model with δ = 0.
The expected mean squared error of BMA is therefore given by
which we estimate from the samples of our MCMC algorithm in Algorithm 1. Given a threshold δ * , and the best subset of variables specified by z * , we estimate the MSE as follows
where X |z * means that only the covariates index by z * are used, where
We can now estimate for each threshold δ the expected increase in MSE when compared to MSE bma , i.e.:
We then select the most parsimonious model that has an expected increase in MSE of less than 5%.
Evaluation on synthetic data
We study two settings, the low-dimensional setting with d < n and the highdimensional setting with d ≥ n.
For the low-dimensional experiments, we use the same regression setting as in (Tibshirani, 1996) , namely the regression coefficient vector is set to
and the response noise is set to σ r = 3.0. For each sample, we draw a covariate vector x ∼ N (0, Σ), where Σ ij = 0.5 |i−j| . The number of samples is varied from n = 10 to n = 100000.
For the high-dimensional experiments, we use the same setting as in (Ročková and George, 2014) , with d = 1000 and n ∈ {100, 1000}, where the first three covariate are set to 3 ,2, and 1, and all others are set to zero. The covariate vector is drawn from x ∼ N (0, Σ), where Σ ij = 0.6 |i−j| . Furthermore, in the noise setting, we replace each zero entry of the original regression coefficient vector by a value sampled from Uniform([−η, η]), where η ∈ {0.2, 0.5}. For example, when η = 0.5, the new regression coefficient vector for the low-dimensional experiment becomes
where the relevant variables are marked by bold font. The expected increase in mean squared error (MSE) for choosing the parsimonious model without the noise coefficients is about 0.4% and 2.8%, for η = 0.2, and η = 0.5, respectively. In the high-dimensional noise setting, we replace only 1% of the original zero entries (following the largest entries 3, 2, and 1). For choosing the parsimonious model (i.e. only relevant variables), this leads to an expected increase in mean squared error of about 3.1% for η = 0.2.
4
All methods are evaluated in terms of identifying the set of relevant variables.
Analysis of Bayes factors
First, we investigate the advantage of disjunct support priors in contrast to full support priors. For that purpose, we replace the truncated normal spike and slab priors by non-truncated ones, i.e. the model specification in Section 3 stays the same except that, if j ∈ S, then β j ∼ N (0, σ 2 1 ), else β j ∼ N (0, σ 2 0 ). Sampling from the posterior probabilities is analogously to Algorithm 1. We evaluate the Bayes factors (BF) in favor for the true model using the proposed method with either the disjunct support priors or the full support priors. We define
where S is the true model and S is the most frequently selected model S 1 , in case where S = S 1 , otherwise we set S to the second most frequently selected model S 2 . This means, BF < 1, if the most frequent model was not the true model, and BF > 1, denotes the Bayes factor compared to the second best model. We hope to observe that the BF grows with increasing sample size n. As can be seen in the results in Table 1 , this is indeed the case for the proposed model with disjunct support priors, but not always the case for full support priors. This confirms our asymptotic results from Theorem 1 and Theorem 2. Importantly, even when n is in the order of the number of dimensions d, or only slightly above, i.e. n ≥ 50 (for low-dimensional setting) and n = 1000 (for high-dimensional setting), we observe higher Bayes factors when using the proposed method with disjunct support priors. 
Comparison to other model selection methods
We evaluate our proposed method for δ ∈ {0.8, 0.5, 0.05, 0.01, 0.001, 0.0}, and select the most parsimonious model that is estimated to lead to an increase in MSE of not more than 5% as was described in Section 6. For MCMC we use 10000 samples, out of which 10% are used for burn in. We compare to the Gaussian and Laplace spike-and-slab priors combined with the EM-algorithm as proposed in George, 2014, 2018) which we denote as "EMVS" and "SSLASSO", respectively.
5 Note that EMVS and SSLASSO do not provide model or variable inclusion posterior probabilities.
Here we show only the results for SSLASSO. The results for EMVS were always similar or worse than SSLASSO and are given in Appendix C. Comparison to the robust objective prior proposed in (Bayarri et al., 2012) are also given in Appendix C. The above methods cannot account for negligible noise on the coefficient vectors. Therefore, we introduce another baseline using the horseshoe prior (Carvalho et al., 2010) as follows.
6 First, using the horseshoe prior, we estimate the mean coefficient vector β and the mean response variance σ 2 r,f ull for the full model. Then, for each δ, we hard threshold β, and this way get a model candidate z δ . Finally, using again the horseshoe prior for the linear regression model but reduced to the covariates z δ , we estimate the mean response variance σ 2 r,z δ , and then select the most parsimonious model that has lower expected increase in MSE than 5%. To estimate the expected increase in MSE, we use Formula (5), where we replace MSE δ * and MSE bma by σ 2 r,z δ and σ 2 r,f ull , respectively. Finally, we compared to three frequentist methods for model search. We used the Least Angle Regression (LARS) method (Efron et al., 2004) or Lasso (Tibshirani, 1996) to get a set of candidate models, and then ranked each model using either Akaike information criterion (AIC) (Akaike, 1973) , the Bayesian information criterion (BIC) and its extensions (Schwarz, 1978; Chen and Chen, 2008; Foygel and Drton, 2010) , or stability selection (Meinshausen and Bühlmann, 2010) . We show here only the results for BIC. The other results are given in Appendix C.
Low-dimensional setting
The results for the low-dimensional setting, with and without noise, are shown in Figure 3 . Overall, we see that the proposed method and the horseshoe prior method perform best and can identify only the relevant set of variables in the noise setting, assuming sufficiently large n. Note that BIC and SSLASSO also perform good in the noise setting when the sample size is only small or moderate. This phenomena is likely to be due to that the sampling noise and the noise on the regression coefficients cannot be distinguished anymore, and as a consequence, BIC and SSLASSO tend to select the more parsimonious models. However, in the noise setting when n ≥ 1000, sampling noise and the signal from the regression coefficients can be distinguished even for regression coefficients with very small magnitude, and as a consequence BIC and SSLASSO start to select also the irrelevant variables.
High-dimensional setting The results for the high-dimensional setting, with and without noise, are shown in Figure 4 . Overall, the horseshoe prior method performs somehow unsatisfactory, tending to select too many variables. Inspecting the results for different δ confirmed this (details given in Appendix C). BIC performed very poorly in this setting, selecting too many variables. One reason seems to stem from the numerical instability of the maximum likelihood estimate for d ≤ n.
7 The proposed method and SSLASSO performed best in this setting. Interestingly, even in the noise setting, SSLASSO correctly selected mostly only the relevant variables, which is likely to be due to the same phenomena as described in the low-dimensional setting.
Evaluation on real data
In this section, we compare the results of our proposed and all baselines on two real data sets: crime data (Raftery et al., 1997; Liang et al., 2008) and ozone data (Garcia-Donato and Martinez-Beneito, 2013) . Details of all datasets, preprocessing, and additional results on GDP growth data (SDM) (Sala-i Martin et al., 2004) are given in Appendix D.
We also show the results for AIC, the extended Bayesian information criterion (EBIC), stability selection, EMVS and the robust objective prior (Bayarri et al., 2012), which we denote as "GibbsBvs". Note that EBIC with γ = 0, is equal to ordinary BIC (Schwarz, 1978) . For the experiments with the real data we use 100000 MCMC-samples for the proposed method, GibbsBvs, and the horseshoe prior.
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The results for the ozone and crime data are shown in Tables 2 and 3 , respectively. We see that the horseshoe method performs similar as in the simulated data, tending to select models with relatively many variables. For ozone, our model suggests that the model using x6.x7, x6.x8, x7.x7, and x6.x6, have relatively high regression coefficients, but not all of them are together in one model, possibly due to high correlation. For crime, our model suggests that all variables should be considered as relevant, whereas in particular M, Ed, Po1, Ineq have high regression coefficients.
To further analyze the results of our proposed method, we inspect the top 10 model probabilities and variable inclusion probabilities calculated for δ = 0 and δ = 0.5. The model probabilities for ozone and crime are shown in Tables 4 and 6, respectively. Considering the low model probabilities, it is clear that there is no clearly winning model, and that care is needed when drawing conclusions from only the top model.
In order to investigate the importance of each individual variable, we also show the variable inclusion probabilities for ozone and crime in Tables 5 and 7 , respectively. In each of the Tables, we also show the results that were reported in previous studies. From the difference in the probabilities between previous studies, δ = 0 and δ = 0.5, we can draw some interesting conclusions.
Ozone data In Table 5 , we show the inclusion probabilities of the proposed method together with the results reported in (Garcia-Donato and MartinezBeneito, 2013) . Comparing those results to the result of the proposed method, we find that the discrepancy between the results is not large, except in two cases.
First, the importance of the variable x9, including its interaction terms, is much higher in (Garcia-Donato and Martinez-Beneito, 2013) . Second, the squared term x7.x7 is considered as relevant by the proposed method, even when δ = 0.5, which is in contrast to (Garcia-Donato and Martinez-Beneito, 2013) , where an inclusion probability of only 45% is reported. Comparing the proposed method between δ = 0.0 and δ = 0.5, we see that the interaction variable x6.x8 is the most likely to be included for δ = 0.0, with probability around 70%. However, looking at the result with δ = 0.5, the effect size of x7.x7 is likely to be larger than x6.x8.
Crime data In Table 7 , we show the inclusion probabilities of the proposed method together with the results reported in (Liang et al., 2008) . For the proposed method with δ = 0, we see good agreement with the results in (Liang et al., 2008) . This is in particular true with respect to the median probability model that includes all variables with probability larger than or equal to 0.5. However, inspecting the inclusion probabilities for δ = 0.5, there is not enough evidence that the effect size of Po2 and U2 is high.
Conclusions
We proposed a new type of spike-and-slab prior that is particularly well suited for the situation where there are small negligible, but non-zero regression coefficients. These small negligible regression coefficients are considered as noise, since they can lead to the selection of overly complex models (i.e. models with many variables), although, only few variables should be considered as practically relevant. The proposed method uses disjunct support priors on the regression coefficients with a threshold parameter δ > 0 in order to ignore small coefficients. We proved that for fixed δ, the proposed method leads to consistent Bayes factors, which is not the case for full support priors as originally proposed in (Chipman et al., 2001) .
Due to the non-conjugacy of the priors proposed by our method, estimating the marginal likelihood explicitly is computationally infeasible. We therefore introduced a latent variable indicator vector z, and proposed an efficient Gibbs sampler to sample from its posterior distribution.
For synthetic data with ground truth, we showed that the proposed method leads to good model selection performance in various settings: with/without noise and low/high dimensions. For real data, we showed that by inspecting the model and variable inclusion probabilities for different threshold values δ, we can draw interesting conclusions about the effect size (the absolute magnitude) of regression coefficients. Together with an estimate of the mean squared error (MSE) of the final model, this allows for a trade-off between sparsity and prediction accuracy, similar to the practical advise given in (Hahn and Carvalho, 2015) . proposed (δ = 0.8, MSE inc = 37.31%) x7.x7 proposed (δ = 0.5, MSE inc = 19.5%) x6.x6, x6.x7 proposed (δ = 0.05, MSE inc = 5.43%) x6.x7, x6.x8, x7.x7 proposed (δ = 0.01, MSE inc = 4.91%) x6.x6, x6.x7, x6.x8 proposed (δ = 0.001, MSE inc = 4.94%) x6.x6, x6.x7, x6.x8
proposed (δ = 0.0, MSE inc = 5.44% ) x6.x7, x6.x8, x7.x7
horseshoe (δ = 0.8, MSE inc = 15.47%) x6.x7, x7.x7, x7.x10 horseshoe (δ = 0.5, MSE inc = 5.11%) x6.x7, x6.x8, x7.x7, x7.x8, x7.x10 horseshoe (δ = 0.05, MSE inc = 0.0%) all except x5, x4.x5, x4.x8, x5.x8, x6.x9, x6.x10, x8.x8, x8.x9, x9.x10 horseshoe (δ = 0.01, MSE inc = 0.0%) all except x5.x8, x6.x9 horseshoe (δ = 0.001, MSE inc = 0.0%) all except x6.x9 horseshoe (δ = 0.0, MSE inc = 0.0%) all GibbsBvs x6.x6, x6.x7, x6.x8 EMVS none SSLASSO x6.x7, x6.x8, x7.x7 AIC x9, x4.x4, x6.x7, x6.x8, x7.x7, x7.x8, x7.x10, x8.x10, x9.x9 EBIC (γ = 0) x6.x7, x6.x8, x7.x7, x7.x8, x7.x10, x8.x10, x9.x9 EBIC (γ = 0.5) x6.x7, x7.x7, x7.x8, x7.x10, x9.x9 EBIC (γ = 1.0) x4.x8, x6.x7, x7.x7
has a unique maximum, where
and x is distributed according to some non-degenerated distribution with mean zero and positive definite covariance matrix C.
Proof. First of all, let us do a change of variable using the one-to-one mapping τ := σ −2 r . For simplicity, let us denote θ := (τ, β), and the true parameter vector 
and
Since C is positive definite, we have that E x,y (y−x T β) 2 has a unique minimum 22 at β = β t . To see this note that
where we used that E x x = 0, and C = E x xx T . For β = β t , we have
is strictly concave with respect to τ , with unique maximum τ r , we have that the unique maximum of E x g(θ) is given by (τ t , β t ).
Appendix B: Slice Sampler
First let us introduce the auxiliary random variable U , and the following joint distribution:
where L is an appropriate normalization constant. We then have that
In order to sample from the joint distribution p(U, σ 2 1 ), we employ a Gibbs sampler, where
for an appropriate normalization constantL.
Appendix C: Additional results synthetic data
We show the results for δ ∈ {0.8, 0.5, 0.05, 0.01, 0.001, 0.0}, and the results of the most parsimonious model that is estimated to lead to an increase in MSE of not more than 5%. For all methods based on MCMC we use 10000 samples, out of which 10% are used for burn in.
As our first baseline, we use the robust objective prior proposed in (Bayarri et al., 2012) together with a Gibbs sampler to explore the space of models, which we denote as "GibbsBvs".
9 Furthermore, we use the Gaussian and Laplace spike-and-slab priors combined with EM-algorithm as proposed in George, 2014, 2018) which we denote as "EMVS" and "SSLASSO", respectively.
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Note that EMVS and SSLASSO do not provide model or variable inclusion posterior probabilities.
Finally, we include also three frequentist methods for model search. As a first frequentist method, we use the popular Least Angle Regression (LARS) method (Efron et al., 2004) to get a set of candidate models. We then select the model using the Extended Bayesian information criterion (EBIC) with γ ∈ {0, 0.5, 1} (Chen and Chen, 2008; Foygel and Drton, 2010) , or the Akaike information criterion (AIC) (Akaike, 1973) . Note that EBIC with γ = 0, is equal to the Bayesian information criterion (BIC) (Schwarz, 1978) . As a third frequentist method, we use linear regression with Lasso (Tibshirani, 1996) combined with stability selection (Meinshausen and Bühlmann, 2010) . Stability selection has two hyper-parameters that need to be specified: the "upper bound for the per-family error rate" (PFER) and "the number of (unique) selected variables" (denoted by q) as in the R package 'stabs'. For PFER we set always 1. However, we found that stability selection can be sensitive to the choice of q, and therefore show all results for three different values.
We evaluate all methods in terms of F1-Score. All experiments are repeated 10 times and we report average and standard deviations (shown in brackets). For large n, GibbsBvs did not execute correctly, which we mark as "-". For the high-dimensional setting GibbsBvs did not finish computation due to high memory requirements. When we selected the threshold value δ automatically by using the estimated increase in MSE, we mark this in all Tables by " * ". If not reported otherwise, we use for all baselines the default settings.
Low-dimensional setting
The results for the low-dimensional setting, with and without noise, are shown in Tables 8, 9 and 10. Overall, we see that the proposed method and the horseshoe prior method perform best.
GibbsBvs, SSLASSO, EBIC and Stability selection (with q ≥ 4) perform good for no noise or small noise. However, for η = 0.5, GibbsBvs, SSLASSO, EBIC and Stability Selection start to select more irrelevant variables with increasing sample size n. Asymptotically, all four methods are expected to select all variables with coefficient regressions β j = 0, no matter how small β j is. However, if the sample size is small (n ≤ 100), then all three methods are not influenced by the noise, i.e. they ignore the negligible small regression coefficients.
AIC performs similar to EBIC for n ≤ 100, but for larger sample sizes it tends to select too many variables, even in the no-noise setting. This is not too surprising, since it is well known that AIC is not model selection consistent (see e.g. (Yang, 2005) ).
Interestingly, in the noise setting (η = 0.2 and η = 0.5), even for large n, EMVS find the correct relevant variables. However, for small sample sizes EMVS tends to select too few variables. This suggests that EMVS has a strong inductive bias for sparse models, which can be helpful in the noise setting, but is deteriorating performance for small to medium-sized n.
High-dimensional setting
The results for the high-dimensional setting, with and without noise, are shown in Tables 14, and 15 . Overall, we see that the proposed method, SSLASSO, Stability selection (with q ≥ 50) and EMVS perform best. In this setting the EMVS seems to profit from its inductive bias for sparse models. On the other hand, the horseshoe prior method performs somehow unsatisfactory, tending to select too many variables. AIC and EBIC performed very poorly in this setting, selecting too many variables. One reason seems to stem from the numerical instability of the maximum likelihood estimate for d ≤ n. As an ad-hoc remedy we tried to combine it with a ridge estimate, but this did not seem to help. Tables 11, 12 , and 13, we show the results for different fixed δ in the low-dimensional setting, and in Tables 16 and 17 for the high-dimensional setting. The proposed method is less sensitive to the choice of δ and tends to select sparse models even in the high-dimensional setting. However, as expected, the horseshoe prior method is highly sensitive to the choice of δ.
Analysis of different δ In

Appendix D: Details of real data experiments and additional results
The details of all data sets are shown in Table 18 ; all variables are described in Tables 19, 20 and Tables 21 and 22 . In order to make the choice of all hyper-parameters invariant to the scale, we normalize the observations to have roughly the same scale as for the synthetic data set. In detail, we normalize the covariates to have mean 0 and variance 1, and the response variable to have mean 0 and variance 30. Furthermore, we log-transform the crime data as in (Liang et al., 2008) .
For the experiments with the real data we use 100000 MCMC-samples for the proposed method, GibbsBvs, and the horseshoe prior.
11 Concerning the stability selection method, based on our findings from the simulated data, we set q to the values {0.1 · d, 0.5 · d, 0.8 · d}.
Tn Table 23 , we also show the results on the GDP growth data (SDM) (Sala-i Martin et al., 2004) .
GDP growth data (SDM) For SDM, our proposed model suggests that only EAST and MALFAL66 have relatively high regression coefficients, but our method also shows that the expected increase in mean-squared error is around 27% when compared to the Bayesian averaged model that uses all variables. In Table 25 , we show the inclusion probabilities of the proposed method together with the results reported in (Sala-i Martin et al., 2004) . We see that all the top 18 variables that have been considered as significant by (Sala-i Martin et al., 2004) are also listed in the top 18 of the proposed method (δ = 0). Moreover, the results of the proposed method with δ = 0.5, suggest, that among those 18 variables, only 7 variables have a probability of more than 20% of having a high effect size. In particular, it appears that DENS65C (density of costal population) seems to have only marginal influence on economic growth. Table 4 : Top 10 selected models using the proposed method with δ = 0.0 and δ = 0.5 for the ozone data. Last column also shows the highest posterior probability model reported in (Garcia-Donato and Martinez-Beneito, 2013 ) using a g-prior where inclusion probabilities are calculated exactly (i.e. no MCMC). model probability , x6.x7, x6.x8, x7.x7, x7.x10 0.018 x4.x10, x6.x7, x6.x8, x7.x7, x7.x10 0.018 x4.x6, x4.x10, x6.x8, x7.x7, x7.x10 0.016 x10, x4.x6, x6.x8, x7.x7, x7.x10 0.013 x6.x7, x7.x7, x7.x8 0.01 x6, x4.x10, x6.x8, x7.x7, x7.x10 0.01 x4.x6, x6.x8, x7.x7 0.009 x6, x6.x8, x7.x7 0.009
Gracia-Donato x10, x4.x6, x6.x8, x7.x7, x7.x10 0.0009 Table 5 : All variable inclusion probabilities using the proposed method with δ = 0.0 and δ = 0.5 for the ozone data. Last column also shows the results reported in (Garcia-Donato and Martinez-Beneito, 2013 ) using a g-prior where inclusion probabilities are calculated exactly (i.e. no MCMC). Table 6 : Top 10 selected models using the proposed method with δ = 0.0 and δ = 0.5 for the crime data. model probability Table 7 : All variable inclusion probabilities using the proposed method with δ = 0.5 and δ = 0.0 for the crime data. Last column also shows the results reported in (Liang et al., 2008) Table 8 : Low-dimensional setting, d = 8 and n ∈ {10, 50, 100, 1000, 100000}.
Evaluation results with no noise on regression coefficients. all except DENS65I, DPOP6090, ECORG, EUROPE, HERF00, LANDAREA, LANDLOCK, OIL, ORTH00, PI6090, SQPI6090, POP6560, SIZE60, TOT1DEC1, TOTIND, WARTIME, WARTORN horseshoe (δ = 0.01, MSE inc = 0.0%) all except DENS65I, ECORG, LANDAREA, SQPI6090, WARTIME horseshoe (δ = 0.001, MSE inc = 0.0%) all horseshoe (δ = 0.0, MSE inc = 0.0%) all GibbsBvs  DENS65C, EAST, GDPCH60L, IPRICE1, P60, TROPICAR  EMVS  none  SSLASSO  EAST, P60, TROPICAR  AIC  AVELF, BUDDHA, CIV72, CONFUC, DENS65C, EAST, GDPCH60L,  GGCFD3, GOVNOM1, GVR61, HINDU00, IPRICE1, MALFAL66,  MINING, MUSLIM00, OPENDEC1, OTHFRAC, P60, POP60, RERD 
