Abstract. We develop spectral collocation methods for fractional differential equations with variable order with two end-point singularities. Specifically, we derive three-term recurrence relations for both integrals and derivatives of the weighted Jacobi polynomials of the form 1 x¦
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been employed by some researchers to solve FDEs with nonsmooth solutions at the end-points; see, e.g., [26, 29, 32, 48, 50] . In 1986, Lubich [23] developed a class of convolution quadratures with correction terms to approximate the fractional integral and derivative of the nonsmooth functions. His method is exact for low regularity terms of the nonsmooth functions and leads to globally high-order convergence. Lubich's approach was further extended to solve time-fractional anomalous diffusion equations in [44, 45] . Nonpolynomial bases have been adopted by some researchers to solve FDEs with singularities at the boundaries; see, e.g., [3, 9, 10, 42, 43, 49] . There are other methods to solve FDEs with nonsmooth solutions; see, e.g., [14, 15, 16, 17, 41] .
In the current work, we adopt the weighted Jacobi polynomial P x¦. The use of this kind of basis is motivated by the fact that the solution of the considered FDEs may have two end-point singularities; see, e.g., [8, 34] for the fractional diffusion model with twosided fractional derivatives, which is a more physical model of diffusion that allows particles to move forward and/or backward. Another example is a modified version of the two-sided Feller fractional diffusion equation generalized from the classical random model of the standard diffusion, which was derived in [11] .
This work can be seen as a generalization of our previous work [47] , where the three-term recurrence formula was developed to calculate the left (or right) fractional integral of the weighted Jacobi polynomial of the form 1 x¦ μ P a,b j x¦ (or 1 AE x¦ μ P a,b j x¦). Here we develop the three-term recurrence formulas to efficiently calculate the fractional integrals/derivatives of the weighted Jacobi polynomial P a,b,μ 1 ,μ 2 j x¦. In [19, 47] , the fractional derivative of the weighted Jacobi polynomial was derived from the corresponding fractional integral of the weighted Jacobi polynomial, which is somewhat complicated. In this work, we prove that the three-term recurrence formula for the fractional integral of P a,b,μ 1 ,μ 2 j x¦ can be directly used to calculate the fractional derivative of P a,b,μ 1 ,μ 2 j x¦. Specifically, if G α j α ± 0¦ is the αth-order fractional in-numerical methods; see section 4. Some theoretical arguments are presented to explain the high accuracy of the present collocation methods; see Theorems 3.3-3.4. We organize this paper as follows. In section 2, definitions of fractional integrals and derivatives are introduced. The three recurrence formula for the left/right fractional integral/derivative of the weighted Jacobi polynomials is developed in section 3. We also present in section 3 the corresponding differentiation matrices and some theoretical aspects. Numerical examples and applications are presented in section 4 to illustrate the effectiveness of the current spectral collocation methods. We conclude this work in section 5.
Definitions.
In this section, we introduce the definitions of the fractional integrals and derivatives with variable orders and their related properties.
Definition 2.1 (see [54] ). and the right Riemann-Liouville fractional derivative is defined by
where n is a positive integer and n AE 1°α x¦°n.
Next, we introduce the Hadamard finite part integral that plays a crucial role in the numerical calculation of the fractional derivative operators in this work. There are several ways to define the finite part integral; see, e.g., [4, 5, 28, 33] . In this paper, we introduce the finite part integral defined in the following manner. 
where lim 0 J 0 ¦ exists and is finite, which is also denoted by (2.6) 
AEαAE1 f s¦ ds.
For the right Riemann-Liouville fractional derivative operator, we can similarly have
In the following, Ì
A 0 is reduced to
f x¦ dx exists and is finite, i.e.,
f x¦ exists and is finite.
Derivation of the differentiation matrices.
In this section, we develop the recurrence formulas to calculate the fractional integrals and derivatives of the weighted Jacobi polynomials P
Then, we derive the corresponding differentiation matrices that will be used to solve FDEs. The Jacobi polynomial P a,b j x¦, a, b ± AE1, x AE1, 1 , is defined by the following three-term recurrence relation (see, e.g., [35] ):
n , where δ mn is the Kronecker delta function and
A364
F. ZENG, Z. MAO, AND G. KARNIADAKIS Some other properties of the Jacobi polynomials used in the present paper are presented below:
where Ö A j , × B j , and × C j are given by
In this section, we also use the following notation: x¦ by the three-term recurrence relation.
We
x¦ by the following recurrence relation, the proof of which is presented in Appendix A.
x¦ satisfy, for j ³ 1 and x AE1, 1¦,
14) 
where A j , B j , and C j are given in (3.3) , and Ö A j , × B j , and × C j are defined by (3.9), (3.10), and (3.11), respectively. 
Next, we discuss how to obtain the initial values
There are many numerical approaches to calculate the hypergeometric functions (see, e.g., [7, 22, 30] ), which is not discussed here.
The initial values of H j j 0, 1¦ in Theorem 3.1 (or Theorem 3.2) can be obtained from the relation
). The initial values of R j j 0, 1¦ in Theorem 3.1 (or Theorem 3.2) can be similarly derived by the relation
). In general cases, i.e., ab 0 and a b, it is difficult to prove that the three-term recurrence formula (3.14)-(3.16) or (3.17)-(3.19) could define an orthogonal system. Thus, we numerically show their performance of stability. Here we consider only (3.14)-(3.16), since the situation is very similar for (3.17)-(3.19). 
where s
s¦ ds can be efficiently calculated by the three-term recurrence formula in [47] , and p jk satisfies I
,AE 1 2 k ŝ¦ that can be efficiently obtained through the fast Fourier transform. Now we are ready to test the computational performance of the recurrence formula (3.14)-(3.16). We apply (3.20) 
x¦ as the benchmark solutions and the numerical solutions obtained by the recurrence formula (3.14)- (3.16) 
where
x¦. In Table 1 , we display the relative maximum error ùeù R,é of the recurrence formula (3.14)-(3.16), where we used the multiprecision toolbox for MATLAB 1 to compute the benchmark solutions defined by (3.20) in order to avoid big roundoff errors. Obviously, satisfactory accuracy is observed, which implies good performance of stability of the recurrence formula (3.14)-(3.16).
Differentiation matrices.
Let u x¦ be a function defined on the interval AE1, 1 . Then we can let v x¦ 1 x¦
Here we can choose suitable μ 1 and μ 2 such that v x¦ has the same regularity as u x¦ or better regularity than u x¦. Let N be a positive integer. Denote x j j 0, 1, . . . , N¦ as the Jacobi-Gauss-Lobatto (JGL) points defined on the interval AE1, 1 . Then u x¦ can be approximated by
N is the JGL interpolant, and l j x¦ is the Lagrange interpolation basis function. The basis function l j x¦ can also be represented as
where c k,j can be determined by the relation [35] (3.24)
is the Jacobi-Gauss or Jacobi-Gauss-Radau interpolant, then we have
u x¦ can be calculated by the following relation:
x¦ is defined by (3.12) that can be obtained from the three-term recurrence relation in Theorem 3.1. Combining (3.25) and (3.26) yields (3.27)
In the following in this subsection,ũ x¦ always denotes
u x¦ at the collocation points x x j j 1, 2, . . . , N AE 1¦ can be calculated by the following simple formula:
x¦ is defined in (3.12), and C is defined by (3.24). We can similarly obtain the differentiation matrix D R such that
The differentiation matrices D L and D R will be used to construct spectral collocation methods for solving FBVPs and FPDEs.
Some theoretical results.
In this subsection, we present some error estimates of the interpolation operator I μ,a,b N . These error estimates can also be used to illustrate high accuracy of the spectral collocation methods in section 4.
defined by (3.22) satisfies the following property:
AE1, 1¦, and
which yields the desired result by applying Theorem 3.41 in [35] .
If we choose a b AE 1 2 , then we can obtain (see eq. (5.5.28) in [2] ) 
Applications and numerical examples.
In this section, we present two examples to illustrate the spectral collocation methods using the singular basis to solve an FBVP and a fractional Burgers's equation.
Example 4.1. Consider the following FBVP:
where 1°α 1 , α 2 ² 2, p and q are nonnegative constants, and p q 0.
The JGL spectral collocation method for (4.1) is given as follows: 1, such that the analytical solution to (4.1) is U x¦ 1 x¦ In this example, the absolute errors are measured in the following sense: really have several optimal choices of μ, which is given as μ Tables 2-3, we display the maximum errors ùeù é of the standard collocation method (see μ 0, 0¦ in Tables 2-3 ) and our collocation method (4.2) with four optimal choices of μ. We can see that spectral accuracy is observed for the optimal choices of μ, while spectral accuracy is lost for the standard collocation method by choosing μ 0, 0¦ (this can be explained from Theorem 3.4). We can also observe that very high accuracy is achieved when μ is close to the optimal choices of μ; see Table 4 . This motivates us to choose suitable μ that is near the optimal choice in real computations when we do not know the regularity of the analytical solution.
For Case II, we do not have analytical solutions and the regularity of the analytical solutions is unknown. The singularity may depend on the fractional orders α 1 and α 2 , the coefficients p and q, and the source term f x¦. Specifically speaking, we have singularity at the left (or right) end-point when p 0, q 0 (or p 0, q 0) and the regularity is low when α is small (see, e.g., [5] ) or have singularities at both end-points when pq 0.
We first choose p q 1 and relatively small values of fractional order α 1.05, 1.1 in the computation for Case II; numerical solutions are shown in Figure 1 . We observe that satisfactory numerical solutions are obtained for difference choices of μ when p q. This may be explained from the symmetry of the Riesz fractional operator that leads to the partial cancellation of the singularity of the solutions, so that the regularity of the analytical solution is moderately good and leads to satisfactory numerical solutions. Next, we let p q be sufficiently large (or small) to lead to stronger singularity at the left (or right) end-point. We still choose a small fractional order α 1.05 in the computation, and numerical solutions are shown in Figure 2 . We find that wiggles appear with the standard collocation method (μ 0, 0¦), due to the low regularity of the analytical solutions, while wiggles near the left boundary disappear when μ 2 0, μ 1 decreases and p q is sufficiently large; see q 0 (or p 0) and f x¦ is smooth, which leads to the optimal choice of μ αAE2, 0¦ (or μ 0, α AE 2¦); see numerical solutions in Figures 2(a)-(b) and Figures 3(a)-(b) .
In Table 5 , we present the maximum errors for Case II with μ μ 1 , 0¦, p 1, q 0. In such a case, we know the regularity of the analytical solutions (see [5] ) and we have the optimal choice of μ α AE 2, 0¦, which is used to get the benchmark solutions with N 256. We can see that better numerical solutions are obtained as
Next, we compare our collocation method with the indirect finite element method (IFEM) developed in [40] and the PGFEM developed in [14] .
For Case III, we present the L 2 errors of our collocation method and the IFEM in Table 6 , which shows that the present collocation method displays much better accuracy. Since the analytical solution is known, the optimal μ αAE2, 0¦ was chosen in the computation that leads to much better results of the collocation method than those from the IFEM in [40] .
For Case IV, we show the L 2 errors of our collocation method and the PGFEM in Tables 6-7 . According to [14, 17] (see Theorem 4.8 and section 5 in [14] , and (3.1) and Remark in [17] ), the analytical solution contains the low-order term x αAE1 . Hence, we can also choose μ α AE 2, 0¦ in the collocation method, which really shows much better numerical results than those from the PGFEM [14] in this example. In summery, we have the following conclusion and observation from numerical solutions of (4.1):
(1) Given a smooth input with q 0, p 0 (or p 0, q 0), the analytical solution to (4.1) has singularity at the left (or right) boundary; see, e.g., [5, pp. 130-131] . Specifically, the solution has very low regularity when α 1 , α 2 tend to 1; see also numerical results in Figures 2(a)-(b) and Figures 3(a)-(b) . (2) If p q (or p q), then the solution has stronger singularity at the left (or right) boundary than at the right (or left) boundary, especially when the fractional orders α 1 , α 2 tend to 1; see Figures 2(c)-(d) and Figures 3(c)-(d) . (3) When p q 0, the solution has singularity at both end-points. However, the singularity is not very strong due to the symmetry of the Riesz fractional operator when α 1 α 2 ; see Figure 1 and also related numerical results in [25] . We will further verify the above observation in the following example, solving a space-fractional Burger's equation. We apply the collocation method in space and second-order semi-implicit time discretization to solve (4.3). The fully discrete spectral collocation method for (4.3) is given by the following: Find u
where τ T n T is the time stepsize, n T is a positive integer, and t n nτ . In the numerical simulations, we always choose the initial condition ϕ x¦ sin πx¦ and a b 0 (Legendre collocation) in the method (4.4).
We first consider Case I using the standard collocation method (μ 0, 0¦ in (4.4)) with N 128; numerical solutions at t 0.4 are shown in Figure 4 for different fractional orders α 1.05, 1.1, 1.2, 1.3, 1.4. We observe wiggles at both left and right boundaries for α 1.05 in Figure 4(a) , where we choose p q 0.5. In Figure 4 (b), we observe wiggles for α 1.05, 1.1 at the left boundary due to p q 1.5 ± 1. This coincides with the numerical results in the previous example. Wiggles do not appear due to the relatively good regularity of the analytical solutions when the fractional order α is relatively large. In the following, we are mainly concerned with smaller values of the fractional order α that may cause stronger singularity of solutions to (4.3), which is not well solved numerically by the known methods.
Next, we show the effectiveness of negative μ 1 and/or μ 2 on the improvement of accuracy of numerical solutions when the regularity of analytical solutions to the considered FDEs is low, i.e., α is small in (4.3). In Figure 7 , we show numerical solutions at t 0.2, 0.4, 0.8, 1 for Case II and find that the solution has stronger singularity at the right boundary for p 0.3, q 0.7 as t evolves. Hence, we choose μ 0, μ 2 ¦ and N 128 in the computation. Wiggles appear using the standard collocation method due to the low regularity of the analytical solution at the right end-point; see numerical solutions for μ 0, 0¦ in Figures 7(a)-(d) . However, wiggles disappear as μ 2 decreases, which means we get better numerical solutions using the singular basis functions 1 AE x¦
x¦. In the last example, we choose in Case III the fractional order α x, t¦ to behave like Gaussian distribution in space when t ± 0. We choose p, q¦ 0.7, 0.3¦ and N 128 in the computation; numerical solutions at t 0.2, 0.5, 0.8, 1 are shown in Figure 8 . We observe that better numerical solutions are obtained by tuning μ μ 1 , 0¦, i.e., decreasing μ 1 yields better numerical solutions due to the stronger singularity at the left boundary as time t evolves. If p, q¦ 0.3, 0.7¦, then the analytical solution has strong singularity near the right boundary as time t evolves, and numerical solutions become better when tuning μ 0, μ 2 ¦ with μ 2 decreased; the results are not provided here.
Conclusion and discussion.
In this work, we proposed spectral collocation methods using the singular basis functions of the weighted Jacobi polynomials 1 x¦
x¦ to solve FBVPs and FPDEs with singularities at both end-points. In order to construct the spectral collocation method, we develop the three-term recurrence formula to efficiently calculate the left and right fractional derivatives of the weighted Jacobi polynomials, which leads to the corresponding differentiation matrices. In some special cases, the three-term recurrence formula can be reduced to the orthogonal Jacobi polynomials (or functions); see, e.g., [24, 42, 47] . The present threeterm recurrence formula greatly simplifies the calculation of the fractional derivative of the weighted Jacobi polynomials in [19, 47] . We also provide some theoretical results (see subsection 3.3) to explain why the present collocation methods can achieve high accuracy.
We present extensive numerical experiments to illustrate the accuracy of our collocation method, which shows that the present collocation method achieves high accurate numerical solutions for nonsmooth solutions, even if the regularity of the analytical solutions is low and unknown. Furthermore, we compare the present collocation methods with the known methods such as the FEM (see [40] ) and the PGFEM (see, [14] ) and find that the present method achieves much better numerical solutions; see Tables 6-8 . One of the important features that distinguishes the present collocation method from the known ones is that we take AE1°μ k ² 0 k 1, 2¦ in the computation when using the singular basis Ö 1 x¦ where we used the following relation (see, e.g., [42, 47] 
