Abstract: This paper considers the problem of testing cross-sectional correlation in large panel data that the test has good size and power for large panels when serial correlation in the errors is present. 
Introduction

10
This paper studies testing for cross-sectional correlation in panel data when serial correlation 11 is also present in the disturbances. It does that for the case of strictly exogenous regressors. 1 vector B, d −→ denotes convergence in distribution and p −→ denotes convergence in probability. We use 91 (N, T) → ∞ to denote the joint convergence of N and T when N and T pass to infinity simultaneously.
92
K is a generic positive number not depending on N or T. 
Model and Tests
94
Consider the following heterogeneous panel data model y it = β i x it + u it , for i = 1, . . . , N; t = 1, . . . , T, (2.1)
where i and t index the cross section dimension and time dimension respectively; y it is the dependent variable and x it is a k × 1 vector of exogenous regressors. The individual coefficients β i , are defined on a compact set and allowed to vary across i. The null hypothesis of no cross-sectional correlation is Under the alternative, there exists at least one ρ ij = 0, for some i = j. For the panel regression model (2.1), the residuals are unobservable. In this case, the test statistic is based on the residual-based correlation coefficientsρ ij . Specifically, where e it is the Ordinary Least Squares (OLS) residuals using T observations for each i = 1, . . . , N. These OLS residuals are given by e it = y it − x itβi , (2.4) withβ i being the OLS estimates of β i from (2.1) for i = 1, . . . , N. Let M i = I T − P X i , where P X i = 95 X i X i X i −1 X i , and X i is a T × k matrix of regressors with the t-th row being the 1 × k vector x it .
96
We also define u i = (u i1 , . . . , u iT ) , e i = (e i1 , . . . , e iT ) and v i = e i / e i , for i = 1, . . . , N. The OLS 97 residuals can be rewritten in vector form as e i = M i u i , and the residual-based pair-wise correlation 98 coefficients can be rewritten asρ ij = v i v j , for any 1 ≤ i = j ≤ N.
LM and CD Tests
100
For N fixed and T → ∞, Breusch and Pagan [9] propose an LM test to test the null of no cross-sectional correlation in (2.2) without imposing any structure on this correlation. It is given by:
(2.5)
LM BP is asymptotically distributed as Chi-squared distribution with N(N − 1)/2 degrees of freedom under the null. However, for a typical micro-panel data set, N is larger than T; and the Breusch-Pagan LM test statistic is not valid under this "large N, small T" setup. In fact, Pesaran [23] proposes a scaled version of this LM test as follows:
(2.6)
Pesaran [23] shows that LM P is distributed as N(0, 1) with T → ∞ first, then N → ∞ under the null.
However, E Tρ 2 ij − 1 is not correctly centered at zero with fixed T and large N. Hence, Pesaran et al. [25] propose a bias-adjusted version of this LM test, denoted by LM PUY . They show that the exact mean and variance of (T − k)ρ 2 ij are given by
and Pesaran et al. [25] show that LM PUY is asymptotically distributed as N(0, 1) under the null (2.2) and the normality assumption of the disturbances as T → ∞ followed by N → ∞. Alternatively, Pesaran [23] proposes a test based on the average of pair-wise correlation coefficients rather than their squares. The test statistic is given by
(2.10) Assumption 1. Define ξ i = (ξ i0 , ξ i1 , . . . , ξ iT ) and ε i = (ε i0 , ε i1 , . . . , ε iT ) . We also assume that ξ i = σ i ε i , for i = 1, . . . , N, where ε i is a random vector with mean vector zero and covariance matrix I T . Let ε it denote the t-th entry of ε i , for any i = 1, . . . , N. ε it has uniformly bounded 4th moment and there exists a finite constant ∆ such that E(ε 4 it ) = 3 + ∆. Following Bai and Zhou [4] , the disturbances u t = (u 1t , u 2t , . . . , u Nt ) are generated by: 
113
Assumption 1 allows the error term u it to be correlated over time. The condition ∑ ∞ s=0 |d s | < K < ∞ excludes long memory type strong dependence. We need bounded moment conditions to ensure large (N, T) asymptotics for panel data models with serial correlation. The conditions in Assumption 1 are quite relaxable; they are satisfied by many parametric weak dependence processes, such as stationary and invertible finite-order auto-regressive and moving average (ARMA) models. Under Assumption 1, the covariance matrix of each u i is Σ i = σ 2 i Σ, where Σ is a T × T symmetric positive definite matrix. The random vector u i can be written as u i = σ i Γε i , where ΓΓ = Σ. The generic covariance matrix Σ i of each u i captures the serial correlation. Bai and Zhou [4] use this representation and show that 1/Ttr(Σ κ ) is bounded for any fixed positive integer κ. More specifically, considering a multiple moving average model of order 1 (MA(1)) : 12) where |θ| < 1 and u t , ξ t , u i and ξ i are defined in Assumption 1. For this case, Σ MA = (δ lr ) T×T , where
(2.13)
One can also verify that for (2.11), we have the following generic representation,
We use this representation throughout the paper for convenience.
114
Assumption 2. The regressors, x it , are strictly exogenous such that 15) and X i X i is a positive definite matrix.
115
Assumption 3. T > k and the OLS residuals, e it , defined by (2.4), are not all zeros with probability 116 approaching 1.
117
Assumptions 2 and 3 are standard for model (2.1), see Pesaran [23] and Pesaran et al. [25] . We 118 impose the assumption that the regressors are strictly exogenous. We do not impose any restrictions 119 on the distribution of the errors or the relative convergence speed of (N, T). This framework is 120 quite relaxable while LM type tests usually impose the normality assumption and restrictions on 121 the relative speed of N and T, namely, N/T → c ∈ (0, ∞) .
Under these assumptions, the OLS estimates for model (2.1) are consistent but inefficient. We focus on the term used in Pesaran's CD test [23] :
(2.16)
In the next section, we derive the first two moments of this test statistic and later derive its 123 limiting distribution under this general unknown form of serial correlation over time. In this section, we study the asymptotics of the test statistic T n defined in (2.16). To derive its 127 limiting distribution, we first consider its first two moments.
128
Theorem 1. Under Assumptions 1-3 and the null given in (2.2),
and
where M i = I T − X i (X i X i ) −1 X i , and Σ is defined by (2.14).
129
Theorem 1 shows that the mean of the test statistic is zero. Its variance depends on Σ, which is a 130 generic form containing serial correlation.
131
In fact, as shown in the proof of Theorem 1 (see the Appendix), E ρ 2
In the special case where the error terms are independent over time, Σ = I T , and E ρ 2 ij reduces to tr M j M i /(T − k) 2 , which yields the results given in equation (2.7) for the LM PUY test statistic with no serial correlation. However, with serial correlation in the errors, an extra bias term is introduced in LM PUY since
More specifically, let us assume that u i , i = 1, . . . , N, are observable, then E ρ 2 ij = tr Σ 2 /tr 2 (Σ) .
132
For the MA(1) process defined by (2.12), tr Σ 2 /tr 2 (Σ) = 1/T + θ 2 /(T + Tθ 2 ) and tr Σ 2 /tr 2 (Σ) = serial correlation is present in the disturbances.
136
Unlike LM type tests, the test statistic T n is centered at zero; it does not need bias adjustment. Note that if u it are independent over time, our model reduces to that of Pesaran [23] . Let γ 2 0 be the variance of T n without serial correlation, it can be written as
where 
Under Assumptions 1-3 and the null in (2.2), E γ 2 = γ 2 . As (N, T) → ∞,
Theorem 3 shows thatγ 2 is a good approximation for the variance, and we do not need to 148 specify the structure of Σ. In other words, the test statistic allows the error terms of model (2.1)
149
to be dependent over time. Also, CD R is a modified version of CD P , so they are likely to perform 
Local Power Properties
152
We now consider the power analysis of the test. Naturally the power properties depend on the specifications of the alternatives. One general alternative specification that allows for global cross-sectional correlation in panels is the unobserved multi-factor model. Under this alternative, the new error terms are defined by
where F = ( f 1 , f 2 , · · · , f T ) denotes the T × r common factor matrix and λ i is the r factor loading vector. Under the null hypothesis, λ i = 0, for all i. We now consider the following Pitman-type local alternative:
where δ i is a non-random and non-zero r × 1 vector, which does not depend on N or T. To simplify 153 the analysis, we add the following Assumption:
We only consider the case that the number of non-zero factor loading vectors is N or of order N, which means the model has strong error cross-sectional correlation. For the weak error cross-sectional correlation case, we conjecture it is similar to Pesaran [24] .
Assumption 4.
(1) f t ∼ I ID(0, I r ). (2) f t are independent of ε it , x it , for all i and t. (3) For each
, for all i and j.
157
The following Theorem gives the power properties under the local alternative (3.8).
158
Theorem 4. Under Assumptions 1-4 and local alternative (3.8), as (N, T) → ∞, 
Monte Carlo Simulations
163
This section conducts Monte Carlo simulations to examine the empirical size and power of the 164 proposed test (CD R ) defined in (3.6) in heterogeneous panel data regression models. We also look at 165 the performance of LM PUY and CD P defined by (2.9) and (2.10) respectively for comparison purposes.
166
We consider four scenarios: (1) 
Experimental Design
173
Following Pesaran et al. [25] , our experiments use the following data generating process:
where α i ∼IIDN(1, 1); β i ∼IIDN(1, 0.04). x it is a strictly exogenous regressor and we set η = 0.6 and υ it ∼IIDN(φ 2 i /(1 − 0.6 2 )) with φ i ∼IIDχ 2 (6)/6, for i = 1, . . . , N. The error terms of (4.1) are generated using the following four data generating processes:
where ξ it = σ i ε it ; σ 2 i ∼IIDχ 2 (2)/2 and ε it ∼IID(0, 1). We further set θ = 0.8 and ρ = 0.6. To check 174 the robustness of the tests to non-normal distributions, ε it are generated from a Normal(0, 1) and a
175
Chi-squared distribution χ 2 (2)/2 − 1 .
To examine the empirical power of the tests, we consider two different cross-sectional correlation alternatives: factor and spatial models. The factor model is generated by
where f t ∼IIDN(0, 1) and λ i ∼IIDU[0.1, 0.3]; In this case, u * it replaces u it in (4.1) for the power studies. u it is generated by the four scenarios defined by (4.3) − (4.6), respectively. For the spatial model, we consider a first-order spatial auto-correlation model (SAR(1)), pair of (N, T) , we run 2, 000 replications. To obtain the empirical size, we conduct the proposed test
179
(CD R ) and CD P at the two-sided 5% nominal significance level and LM PUY at the positive one-sided 180 5% nominal significance level. Table 1 reports the empirical size of CD P , LM PUY and CD R for normal and chi-squared under the two distributions: normal and chi-squared scenarios. Note that CD R is over-sized in Table   194 4 for the chi-squared case when T = 10. However, it has the correct size as T gets larger than 20. Author Contributions: All authors contributed equally to the paper.
Simulation Results
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272
Let us introduce some notation before proceeding: For two matrices B = (b ij ) and C = (c ij ), we . Under Assumptions 1, we have
The Proof of part (a) 
tr(B j 1 )tr(Bj 2 )tr 2 (B i ) .
289
Proof. Recall that the pair-wise correlation coefficients is defined aŝ
where v i are the scaled residual vector defined by v i = e i (e i e i ) 1/2 . e i is the OLS residual vector from the individual-specific least squares regression and it is given by
where M i is idempotent. Consider part (a), 
Together with the above results, we have
Consider part (b).
Using part (a) of Lemma A.1, we have
Using part (c) of Lemma A.1, we also have
With the fact that E ε j Γ M j Γε j =tr(B j ), we obtain
tr 2 (B j ) .
Next we consider E tr
Hence,
by using Cauchy-Schwarz inequality and
290
Lemma A.3. Under Assumptions 1-3 and the null in (2.2), for any fixed positive number k, we have
Proof. Part (a) is directly from Bai and Zhou [4], hence we omit it here. Next we consider part (b).
Since I T − P X i is idempotent, for any i = 1, . . . , N; hence, tr
By using the inequality that for any positive definite matrices A and B (see Bushell and Trustrum [10] ):
For part (c), since for each B i l , l = 1, · · · , k, it is positive semi-definite. We also have B i l ≤ Σ, l = 1, . . . , k. By using the facts that for any matrices A, B, with A ≤ B and C positive definite, tr(AC) ≤ tr(BC), we conclude that 1
Part (c) holds.
Appendix B. Proof of The Theorems
296
Appendix B.1. Proof of Theorem 1
297
Proof. Since E(e i |X i ) = 0, and ε i , i = 1, . . . , N, are independent, it is easy to show that E(ρ ij ) = 0, which further implies E(T n ) = 0. Next we consider the variance of T n .
To calculate the above term, we have 3 cases to discuss:
Hence, the above results give us the variance of T n , which is
and Theorem 1 is proved.
303
Appendix B.2. Proof of Theorem 2
304
Proof. To prove this theorem, we need to employ the Martingale Central Limit Theorem (Billingsley [8] ). For that purpose, we define F 0 = {φ, Ω} , F Ni as the the σ-field generated by {ε 1 , ε 2 , . . . ,
For every N, we can further show that
By applying the Martingale Central Limit Theorem, it is sufficient to show that, as (N, T) −→ ∞,
Lemmas B.1 and B.2 prove the above conditions. Hence, we can apply the Martingale Central Limit Theorem, and as (N, T) −→ ∞, we have
305
Lemma B.1. Under Assumptions 1-3 and the null (2.2), as (N, T) → ∞,
Proof. To prove Lemma B.1, we first show that E ∑ N i=1 δ 2 Ni =var(T n ). Then we will show that as
Next, we only need to show that the second condition is satisfied. We first consider the magnitude of var(T n ). From Lemma A.3, we know that
.
Therefore, we need to show the magnitude of var ∑
tr B j .
Next we consider E
To calculate magnitude order of the above term, we have 3 cases to discuss.
(1) j 1 = j 2 = j 3 = j 4 = j.
It further leads to
By using Lemma A.3, we have 
By using the results from Lemma B.1, we have
Proof. We want to show
Note that
It is easy to show that the first term E(a 1 ) = γ 2 , and E(a i ) = 0, i = 2, 3, 4. So we prove the first part. By using Lemma A.3 and Theorem 1, we have γ 2 = O(T −1 ). Hence, to proveγ 2 − γ 2 = o p (1), we only need to show that var(a 1 )= o p (T −2 ) and a i = o p γ 2 , for i = 2, 3, 4. Let us consider var(a 1 ).
Now we only consider the term E ∑
. There are 3 cases for this term 313 and Lemma A.2 is used frequently:
314
(1) i 1 , i 2 , j 1 and j 2 are mutually different.
(2) i 1 = i 2 , j 1 = j 2 and i 1 = j 1 .
From above results, we have
Hence a 1 p → γ 2 . Consider the second term a 2 , which is equal to
by using Lemmas A.2 and A.3. By using part (c) of Lemma A.3, the second term of E
. Consider a 4 , it can be divided into two terms:
It is easy to show that the former term is O p N −1 a 2 , then it is o p (γ 2 ). We only need to consider the
by using Lemma A.2-A.3. Hence, the latter term is O p (N −2 T −1 ). 
321
From Theorem 1, T n1 = O p T −1/2 . Consider T n2 . We observe that E(T n2 ) = 0 and
Consider the term ε i Γ M i M j Fλ j .
Using Assumption 4 and under the local alternative, we first have ||ε i Γ Fλ j || = O p T 1/4 N −1/2 ; we then have ||ε i ΓX i (X i X i ) −1 X i Fλ j || = O p T −1/4 N −1/2 since
we last have ||ε i Γ X i (X i X i ) −1 X i X j (X j X j ) 
