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A construction of cylindric and polyadic algebras from
atomic relation algebras
Ian Hodkinson
Abstract. Given a simple atomic relation algebra A and a ﬁnite n ≥ 3, we construct
eﬀectively an atomic n-dimensional polyadic equality-type algebra P such that for
any subsignature L of the signature of P that contains the boolean operations and
cylindriﬁcations, the L-reduct of P is completely representable if and only if A is
completely representable. If A is ﬁnite then so is P.
It follows that there is no algorithm to determine whether a ﬁnite n-dimensional
cylindric algebra, diagonal-free cylindric algebra, polyadic algebra, or polyadic equal-
ity algebra is representable (for diagonal-free algebras this was known). We also ob-
tain a new proof that the classes of completely representable n-dimensional algebras
of these types are non-elementary, a result that remains true for inﬁnite dimensions
if the diagonals are present, and also for inﬁnite-dimensional diagonal-free cylindric
algebras.
1. Introduction
Algebraic logic has traditionally studied representations of various kinds of
abstract algebra as genuine algebras of relations on a set. A representation is
an embedding from the abstract algebra into a concrete algebra of relations,
respecting the operations on the algebra. One example is relation algebras.
These are axiomatically-deﬁned abstract algebras whose corresponding con-
crete algebras are algebras of binary relations on some base set, the concrete
algebra operations being the boolean operations, identity (or equality), rela-
tional converse, and the relational composition of two binary relations. An-
other example is n-dimensional cylindric algebras, for some ﬁxed ordinal n.
Again, these are abstract algebras, deﬁned by axioms; the corresponding con-
crete algebras are algebras of n-ary relations on some base set, endowed with
the boolean operations together with diagonals and cylindriﬁcations, which
are algebraic versions of ﬁrst-order equality and existential quantiﬁcation, re-
spectively. In these algebras, in ﬁnite dimensions, all non-permutational sub-
stitution operations are deﬁnable — these operations are algebraic analogues
of changing the free variables in a ﬁrst-order formula. Polyadic equality alge-
bras are similar to cylindric algebras, but include all substitutions as primitive
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cylindric algebras   deﬁnable
polyadic algebras  
polyadic equality algebras   
Table 1. Some algebras of ﬁnite-dimensional relations.
operations. If we drop the diagonals, we obtain polyadic algebras, and if we
drop the substitutions as well, we obtain diagonal-free cylindric algebras. Sub-
stitution algebras (Pinter, [24, Deﬁnition 2.1]) incorporate only the boolean
operations and non-permutational substitutions. See Table 1 for a summary.
An abstract algebra is said to be representable if it has a representation.
Often, the class of abstract representable algebras is diﬃcult to characterise.
For example, it is frequently not ﬁnitely axiomatisable in ﬁrst-order logic (e.g.,
[21, 22]). Rather less studied than questions of axiomatisation is the question
of whether an algorithm exists to ascertain representability of ﬁnite abstract
algebras. There is a connection between the two kinds of question. If the
class of representable algebras is ﬁnitely axiomatisable (in almost any ﬁnitary
logic one can think of), then such an algorithm exists: we simply evaluate the
ﬁnite set of axioms in the given algebra. (Thus, for example, by [5, 3.2.54,
3.2.55, 3.2.65], for n ≤ 2 it is decidable whether a ﬁnite n-dimensional cylin-
dric algebra is representable.) But the converse is false in general, and the
class Crsn (for ﬁnite n ≥ 3) of n-dimensional cylindric relativised set algebras
provides a counter-example: see [23] and [5, 5.5.12]. So showing that there is
no algorithm to decide representability gives a stronger result than non-ﬁnite
axiomatisability of the class of representable algebras in a particular logic.
In [7, 8], it was shown that the problem of whether a ﬁnite relation algebra
is representable is indeed undecidable. The proof involved a rather intricate
reduction of an undecidable tiling problem. Some applications appear in [10,
11]. The result was extended in [10] to ﬁnite n-dimensional diagonal-free
cylindric algebras, for all ﬁnite n ≥ 3, using work of Johnson [12].
A little can be deduced from this about the cylindric algebra case. In
[20], Monk gave an eﬀective representability-preserving construction of a 3-
dimensional cylindric algebra from an arbitrary relation algebra. [20, p. 63]
states that the idea is due to Lyndon. [20, p. 81] adds that ‘This description
occurs in a letter from Lyndon to Thompson dated May, 1949 . . . in this letter
he restricts himself to the case of proper relation algebras.’ It also states that
reference to the embedding has occurred in several places. The earliest of them
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is [15]. Now if the relation algebra is ﬁnite, then the constructed cylindric
algebra will also be ﬁnite. It follows by Turing reduction from the relation
algebra case that it is undecidable whether a ﬁnite 3-dimensional cylindric
algebra is representable.
It has remained an open question whether there is an algorithm to de-
cide representability of ﬁnite cylindric algebras of higher ﬁnite dimensions
(4, 5, . . . ). That there is no such algorithm can be proved by a complicated
adaptation of the already rather complicated proof for relation algebras, and
this has been done in outline by Robin Hirsch and independently by the au-
thor. However, it would be simpler, perhaps more interesting, and potentially
more useful, to generalise Monk’s construction, at least for ﬁnite or atomic
relation algebras, to higher dimensions.
In some way, this has already been done. In [16], Maddux put forward a new
construction of cylindric algebras from relation algebras, using what we will
call ‘networks’. Here is a rough summary adequate for now (we will say more
in Section 3). In dimension 3, given a relation algebra, Maddux’s construction
produces a 3-dimensional cylindric algebra isomorphic to Monk’s. The con-
struction can also work in higher dimensions. In dimension 4, given a relation
algebra, it produces a 4-dimensional cylindric algebra, but representability
may not be preserved. In higher dimensions, it works only for certain relation
algebras and again representability may not be preserved.
In this paper, we present a construction that (roughly) does preserve and
reﬂect representability in higher dimensions than 3. Our construction is similar
to Maddux’s in the case of ﬁnite algebras and dimension 3.
In a little more detail, let A be any simple atomic relation algebra. (We
assume simplicity solely to allow a shorter presentation, and simple algebras
are all we need for our undecidability result — by [8, Theorem 18.13], it is
undecidable whether a ﬁnite simple relation algebra is representable.) Let
n ≥ 3 be ﬁnite. We will construct from A an atomic n-dimensional polyadic
equality-type algebra Pn(A) with the following property. Let L be any sub-
signature of the signature of polyadic equality algebras containing the boolean
operators and cylindriﬁcations — that is, L lies between diagonal-free cylin-
dric algebras and polyadic equality algebras in expressivity. Let Q be the
L-reduct of Pn(A). Then A has a complete representation if and only if Q
has a complete representation. See Theorem 4.13 below; a rough explanation
of the construction will be given in Section 3. (A complete representation is
one that respects all existing meets and joins in the algebra.) If A is ﬁnite,
the construction is eﬀective and Q is ﬁnite, and in this case there is of course
no diﬀerence between complete representations and ordinary representations.
It follows by Turing reduction from the relation algebra case [7, 8] that for
any ﬁnite n ≥ 3, there is no algorithm to decide whether a ﬁnite L-algebra is
representable as an algebra of relations. See Corollary 5.1 below.
This theorem covers cylindric algebras, diagonal-free cylindric algebras,
polyadic algebras, and polyadic equality algebras (Theorem 5.2), and the proof
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handles all of them together. It does not cover, e.g., Pinter’s substitution al-
gebras, whose signature is just the booleans and the non-permutational sub-
stitution operators — and indeed their representability is decidable since the
class of representable algebras is ﬁnitely axiomatisable [25, Theorem 17].
Our construction has further applications. In [6], it was shown that the
classes of completely representable relation algebras, and completely repre-
sentable α-dimensional cylindric algebras, for any α ≥ 3, are non-elementary.
Here we prove that for any ﬁnite n ≥ 3 and any signature L as above, the class
of completely representable L-algebras is non-elementary, again by ‘reduction’
from the relation algebra case. See Corollary 6.3. Essentially the same result
can be found in [13], which adapts the known proof for cylindric algebras. Re-
mark 6.4 discusses the inﬁnite-dimensional case: when diagonals are present,
the direct argument used for cylindric algebras in [6] can be applied, and we
can also handle inﬁnite-dimensional diagonal-free cylindric algebras as a spe-
cial case. As far as we know, the case of inﬁnite-dimensional polyadic algebras
remains open.
Layout of paper. After revision of some background information in Section 2,
the construction is presented in Section 3, the proof of preservation of repre-
sentability in Section 4, the undecidability result in Section 5, and the non-
elementary result in Section 6. We hope that the construction will ﬁnd further
uses and be generalised to other kinds of algebra, and Section 7 lists some
possibilities.
Notation. We will generally identify (notationally) an algebra or structure with
its domain. For sets X,Y , ℘(X) denotes the power set of X , and XY denotes
the set of maps f : X → Y . Maps are regarded formally as sets of ordered
pairs, so above, f = {(x, f(x)) : x ∈ X}. For a partial map f : X → Y , we
write dom f for the domain {x : ∃y((x, y) ∈ f)} of f . For possibly partial
maps f : X → Y and g : Y → Z, we let g ◦ f denote the composition map
: X → Z given by g ◦ f(x) = g(f(x)) (for x ∈ dom f with f(x) ∈ dom g). For
f : X → Y and X ′ ⊆ X , we write f [X ′] for {f(x) : x ∈ X ′}, and rng f for
f [X ]. For f, g : X → Y and x ∈ X , we write f =x g if f(x
′) = g(x′) for each
x′ ∈ X \ {x}. An ordinal is the set of all smaller ordinals. For an ordinal n,
we generally write elements of nX as a¯, b¯ (to suggest n-tuples or sequences),
and write a¯(i) simply as ai for i < n.
2. Background
We assume familiarity with the fundamentals of boolean algebras, some
experience with basic aspects of relation algebras ([5, 5.3.1–5.3.5] and [18] have
more than what we need), and a little acquaintance with cylindric algebras
and polyadic algebras. In this section, we brieﬂy recall some relevant notions
and ﬁx some notation. Fix, throughout, a ﬁnite dimension n ≥ 3 (so n =
{0, 1, . . . , n− 1}).
 Cylindric and polyadic algebras from relation algebras 261
2.1. Boolean algebras. Let A,B be similar algebras of a signature contain-
ing the boolean operators, and suppose that the boolean reducts of A,B are
boolean algebras. As usual, by an atom of A we will mean an atom of its
boolean reduct. We write AtA for the set of atoms of A. A homomorphism




f [S] whenever S ⊆ A and∑A




f [S] whenever S ⊆ A and
∏A
S
exists). The composition of two complete homomorphisms is complete. We
will need the following lemma, which is essentially [8, 2.16–2.17].
Lemma 2.1. Let A,B be as above and assume that B is atomic. Let f : A → B
be a homomorphism. Then f is complete iff for each atom b ∈ AtB, there is
an atom a ∈ AtA with f(a) ≥ b. If f is complete and injective, then A is
atomic.
Proof. If f is complete, take b ∈ AtB. The set S = {a ∈ A : f(a) ≥ b} is an
ultraﬁlter of A, so a =
∏A
S exists (it is an atom of A in S if S is principal,
and 0 otherwise). If a = 0, then as f is complete, 0 = f(a) =
∏B
f [S] ≥ b > 0,
a contradiction. So a ∈ S is an atom of A with f(a) ≥ b.
Conversely, assume the condition and take any x ∈ A and S ⊆ A such
that x =
∑A S. Then f(x) is an upper bound in B for f [S]. Assume for
contradiction that f(x) =
∑B
f [S]. As B is atomic, there is b ∈ AtB with
b ≤ f(x) and b · f(s) = 0 for all s ∈ S. Using the condition, take a ∈ AtA
with f(a) ≥ b. Then f(a · x) = f(a) · f(x) ≥ b > 0, so a · x > 0 and a ≤ x.
Hence, a ≤ s for some s ∈ S (else x − a is a smaller upper bound for S). So
b ≤ f(a) ≤ f(s), contradiction.
For the last part, if x ∈ A is non-zero, then f(x) > 0, so as B is atomic,
there is b ∈ AtB with b ≤ f(x). Take a ∈ AtA with f(a) ≥ b. As above,
a ≤ x, proving that A is atomic. 
2.2. Representations and complete representations. A relation algebra
is an algebra A = (A,+,−, 0, 1, 1
,
,˘, ; ) satisfying certain equations laid down
in [26] (see also [5, 5.3.1], [19, 6.0.1]). The equations comprise the axioms for
boolean algebras (so (A,+,−, 0, 1) will be a boolean algebra) plus others that
will not be explicitly needed here. See, e.g., [19, 8] for more information about
relation algebras.
Deﬁnition 2.2. A full relation set algebra is an algebra of the form
Re(U) = (℘(U × U),∪, \ , ∅, U × U, IdU ,−
−1, | ),
where U is a set, IdU = {(x, x) : x ∈ U}, and for R,S ⊆ U × U , we have
R−1 = {(x, y) : (y, x) ∈ R} and R | S = {(x, y) : ∃z((x, z) ∈ R ∧ (z, y) ∈ S)}.
Let A be a relation algebra. A representation of A is an embedding (i.e.,
an injective homomorphism) h : A → R =
∏
k∈K Re(Uk), for some index set
K and sets Uk (k ∈ K). We say that h is an atomic representation if for
every k ∈ K and x, y ∈ Uk, there is an atom a of A with (x, y) ∈ h(a), and
is a complete representation if h : A → R is a complete homomorphism in the
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sense of Subsection 2.1. We say that A is (completely) representable if it has
at least one (complete) representation.
This does indeed ‘represent’ the elements of A as relations because, assum-





k∈K Uk. There are similar deﬁnitions
for polyadic equality algebras and their reducts. An (n-dimensional) polyadic
equality-type algebra is an algebra with the signature
{+,−, 0, 1, dij, ci, sσ : i, j < n, σ : n→ n},
where the boolean operations +,−, 0, 1 are as for relation algebras, the dij are
constants, and the ci and sσ are unary function symbols. In this paper, we do
not need to restrict ourselves to polyadic equality algebras (algebras satisfying
the axioms of polyadic equality algebra), so we do not introduce the polyadic
axioms. (See, e.g., [5, §5.4] for more information.)
Deﬁnition 2.3. An (n-dimensional) full polyadic equality set algebra is an
n-dimensional polyadic equality-type algebra of the form
Pen(U) = (℘(




σ : i, j < n, σ : n→ n),
where U is a set, and for each X ⊆ nU , i, j < n, and σ : n→ n,
• DUij = {a¯ ∈
nU : ai = aj},
• CUi X = {a¯ ∈
nU : ∃b¯ ∈ X(a¯ =i b¯)}, where a¯ =i b¯ means that aj = bj for
each j ∈ n \ {i} (as in the Notation in Section 1),
• SUσ X = {a¯ ∈
nU : a¯ ◦ σ ∈ X}.
Deﬁnition 2.4. Let B be an L-algebra, where
{+,−, 0, 1} ⊆ L ⊆ {+,−, 0, 1, dij, ci, sσ : i, j < n, σ : n→ n}.
(1) Suppose that L ∩ {dij , sσ : i, j < n, σ : n → n} = ∅. A representation of
B is an L-embedding h : B → Q =
∏
k∈K Qk, where K is some set and
each Qk is the L-reduct of a full polyadic equality set algebra Pen(Uk),
for some set Uk. For use below, we write Pk =
nUk for each k ∈ K.
(2) Suppose instead that L ⊆ {+,−, 0, 1, ci : i < n}. In this case, a repre-
sentation of B is an L-embedding h : B → Q =
∏
k∈K Qk, where K is
some set, Uk,i is a set (for each k ∈ K, i < n), Pk =
∏
i<n Uk,i (for each
k ∈ K), and
Qk = (℘(Pk),∪, \, ∅, Pk, C
Pk
i : i < n, ci ∈ L),
where CPki X = {a¯ ∈ Pk : ∃b¯ ∈ X(a¯ =i b¯)} for each X ⊆ Pk and i < n.
In either case, if such an h exists, the boolean reduct of B is a boolean algebra.
We say that h is an atomic representation if for every k ∈ K and a¯ ∈ Pk, there
is an atom b of B with a¯ ∈ h(b), and is a complete representation if h is complete
in the sense of Subsection 2.1. It can be checked that h is complete iff the
projection πk ◦ h : B → Qk is a complete homomorphism for each k ∈ K. B is
said to be (completely) representable if it has some (complete) representation.
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Remark 2.5. The following applies to all kinds of representation deﬁned so
far. Any representation of a ﬁnite algebra is complete — all existing meets and
joins are ﬁnite and so are respected by any representation, since it preserves the
boolean operations. The algebras R,Q in Deﬁnitions 2.2 and 2.4 are atomic,
so by Lemma 2.1, a representation of an arbitrary algebra is complete iff it is
atomic, and any completely representable algebra is atomic.
If A is a dense subalgebra of B — that is, for each b ∈ B \ {0} there is
a ∈ A\{0} with a ≤ b — then for each S ⊆ A such that
∑A
S exists, we have∑A S = ∑B S. Hence, if B is completely representable, then so is any dense
subalgebra of B.
An algebra is simple if it has no proper nontrivial homomorphic images.
(Some authors also require that the algebra is itself nontrivial.) If A is a
simple relation algebra and h : A → R =
∏
k∈K Re(Uk) is a representation,
let πk : R → Re(Uk) be the natural projection for each k. It is easily veriﬁed
that πk is a complete homomorphism. As h is one-one, there is k ∈ K such
that πk ◦ h(0) = πk ◦ h(1). By simplicity, πk ◦ h : A → Re(Uk) is one-one
and so a representation of A, and if h is a complete representation, then so is
πk ◦ h. Similar considerations apply to the representations of Deﬁnition 2.4.
We conclude that any simple (completely) representable algebra of the above
kinds has a (complete) representation of the above form with |K| = 1. Such a
representation is sometimes said to be square.
2.3. Polyadic equality atom structures. Our algebra Pn(A) will be the
complex algebra over an atom structure.
Deﬁnition 2.6. An (n-dimensional) polyadic equality atom structure is a
structure of the form
S = (S, dij ,≡i,−
σ : i, j < n, σ : n→ n),
where S is a non-empty set, dij ⊆ S, ≡i is an equivalence relation on S,
−σ : S → S is a map taking s ∈ S to an element sσ ∈ S, and (sσ)τ = sσ◦τ for
all σ, τ : n→ n and s ∈ S. We will often refer to elements of an atom structure
as ‘atoms’.
The complex algebra of S is the n-dimensional polyadic equality-type alge-
bra
S+ = (℘(S),∪, \, ∅, S, dij, ci, sσ : i, j < n, σ : n→ n),
where for each X ⊆ S, we have ciX = {s ∈ S : ∃x ∈ X(x ≡i s)} and
sσX = {s ∈ S : sσ ∈ X}. As is usual, we identify an element s ∈ S with the
atom {s} ∈ S+.
2.4. Relation algebra networks. The atoms of the atom structure will be
made from atomic A-networks.
264 I. Hodkinson Algebra Univers.
Deﬁnition 2.7. Let A be an atomic relation algebra. An atomic A-network
is a structure N = (N1, N2), where N1 is a (possibly empty) set of ‘nodes’,
and N2 : N1 ×N1 → AtA is a map satisfying, for all x, y, z ∈ N1,
(1) N2(x, x) ≤ 1
,
,
(2) N2(x, y) = N2(y, x)˘ ,
(3) N2(x, y) ≤ N2(x, z) ;N2(z, y).
N is said to be strict if N2(x, y) ≤ 1
,
⇒ x = y. For networks N = (N1, N2)
and N ′ = (N ′1, N
′
2), and an object i, we write N =i N
′ if N1 \ {i} = N ′1 \ {i}
and N2(j, k) = N
′
2(j, k) for all j, k ∈ N1 \ {i}. Note that we require neither
N1 = N
′
1 nor i ∈ N1 ∪N
′
1 here. We sometimes drop indices and just write N
for any of N,N1, N2. We may refer to N1 as the domain of N , or its set of
nodes.
2.5. Equivalence relations on n. Each atom will also incorporate an equiv-
alence relation on n that will determine which diagonals the atom lies in. Here,
we lay down some useful facts and notation about such equivalence relations.
The number n − 3 ﬁgures prominently and its role will become clear in Sec-
tion 3.
Deﬁnition 2.8. We write Eq(n) for the set of equivalence relations on n. Let
∼,∼′ ∈ Eq(n).
(1) For i < n, we write ∼ =i ∼′ iff j ∼ k ⇐⇒ j ∼′ k for all j, k ∈ n \ {i}.
(2) For X ⊆ n, we write X/∼ = {{j < n : j ∼ i} : i ∈ X} (this is slightly




H(∼) = {X ⊆ n : n \X is a union of exactly n− 3 ∼-classes}
= {X ⊆ n : |(n \X)/∼| = n− 3 and
⋃
(X/∼) = X}.
Of course, H(∼) may be empty. Obviously, |X | ≤ 3 for each X ∈ H(∼).
(4) For X,Y ⊆ n and i < n, we say that X and Y match for ∼ oﬀ i if
X ∪ {i} = Y ∪ {i} = I, say, and |(n \ I)/∼| = n− 3.
(5) For σ : n→ n, we write ∼σ ∈ Eq(n) for the equivalence relation given by
i ∼σ j iff σ(i) ∼ σ(j) (for each i, j < n).
(6) For X ⊆ n and a map σ : n→ n, we let
σ∼(X) = {i < n : ∀j < n(i ∼ σ(j) → j ∈ X)}.
A more explicit but less handy equivalent deﬁnition is
σ∼(X) = n \
⋃
((σ[n \X ])/∼).
We will need the following elementary lemma. We let Id denote the identity
map on n.
Lemma 2.9. Let i < n, let ∼,∼′ ∈ Eq(n) satisfy ∼ =i ∼
′, and let X,X ′ ⊆ n.
(1) If X and X ′ match for ∼ oﬀ i, then X \ {i} = X ′ \ {i}.
(2) X and X ′ match for ∼ oﬀ i iff they match for ∼′ oﬀ i.
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(3) If X ∈ H(∼), then X and X ′ match for ∼ oﬀ i iff X∪{i} = X ′∪{i} = I,
say, and Id∼(I) = X.
(4) If σ, τ : n→ n and σ(j) ∼ τ(j) for each j ∈ n \X, then σ∼(X) = τ∼(X).
(5) If σ : n→ n and X ∈ H(∼σ), then
(a) σ[X ] ⊆ σ∼(X),
(b) σ[n \X ] ⊆ n \ σ∼(X) and (σ[n \X ])/∼ = (n \ σ∼(X))/∼,
(c) σ∼(X) ∈ H(∼).
(6) If σ, τ : n→ n, then (σ ◦ τ)∼(X) = σ∼(τ∼σ (X)).
Proof. In the proof, we use j, k, t, u, and (after part (3)) i as variables ranging
over n.
(1) and (2): These are easy.
(3): Assume that X ∪ {i} = X ′ ∪ {i} = I, say. By deﬁnition,
Id∼(I) = {t : ∀u(t ∼ u→ u ∈ I)}. (2.1)
Claim. |(n \ I)/∼| = n− 3 iff Id∼(I) ⊆ X .
Proof of claim. Plainly, (n\I)/∼ ⊆ (n\X)/∼, and the latter has size n−3 since
X ∈ H(∼). So |(n\ I)/∼| = n−3 iff they are equal, iff (n\ I)/∼ ⊇ (n\X)/∼,
iff ∀t(t /∈ X → ∃u(t ∼ u ∧ u /∈ I)), iff ∀t(∀u(t ∼ u → u ∈ I) → t ∈ X), which
by (2.1), is iff Id∼(I) ⊆ X . This proves the claim.
Since X is a union of ∼-classes and X ⊆ I, it is immediate from (2.1) that
X ⊆ Id∼(I). By the claim, X and X ′ match for ∼ oﬀ i iff |(n \ I)/∼| = n− 3,
iff Id∼(I) = X . What we have proved is equivalent to what is required.
(4): Given the assumption, observe simply that σ∼(X) = {i : ∀j(j /∈ X →
i ∼ σ(j))} = {i : ∀j(j /∈ X → i ∼ τ(j))} = τ∼(X).
(5): Let i be arbitrary. If i ∈ X , then for any j, if σ(i) ∼ σ(j), then
i ∼σ j; as X is a union of ∼σ-classes, this implies j ∈ X . So by deﬁnition,
σ(i) ∈ σ∼(X), and we conclude that σ[X ] ⊆ σ∼(X). If on the other hand
i /∈ X , then j = i satisﬁes σ(i) ∼ σ(j) and j /∈ X , so σ(i) /∈ σ∼(X). Hence,
σ[n \ X ] ⊆ n \ σ∼(X), so also, (σ[n \ X ])/∼ ⊆ (n \ σ∼(X))/∼. Further,
if k /∈ σ∼(X), then by deﬁnition there is j /∈ X with k ∼ σ(j). Hence,
(σ[n \X ])/∼ ⊇ (n \ σ∼(X))/∼ as well. It now follows that σ∼(X) ∈ H(∼),
because it is immediate from the deﬁnition that σ∼(X) is a union of ∼-classes,
and |(n\σ∼(X))/∼| = |(σ[n\X ])/∼| = |(n\X)/∼σ| = n−3, since X ∈ H(∼σ).
(6): We note that for each i,
i ∈ σ∼(τ∼σ(X)) ⇐⇒ ∀j(i ∼ σ(j) → j ∈ τ∼σ (X))
⇐⇒ ∀j(i ∼ σ(j) → ∀k(j ∼σ τ(k) → k ∈ X))
⇐⇒ ∀j(i ∼ σ(j) → ∀k(σ(j) ∼ σ(τ(k)) → k ∈ X))
⇐⇒ ∀jk(i ∼ σ(j) ∧ σ(j) ∼ σ(τ(k)) → k ∈ X)
⇐⇒ ∀k(∃j[i ∼ σ(j) ∧ σ(j) ∼ σ(τ(k))] → k ∈ X)
⇐⇒ ∀k(i ∼ σ(τ(k)) → k ∈ X) ⇐⇒ i ∈ (σ ◦ τ)∼(X).
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(Near the end, it is clear that ∃j[i ∼ σ(j) ∧ σ(j) ∼ σ(τ(k))] implies that
i ∼ σ(τ(k)) as ∼ is an equivalence relation, and the converse follows by taking
j = τ(k).) 
3. The construction
We begin this section by attempting to outline our construction informally.
The reader may wish to skip this description.
In [20], Monk constructed from an arbitrary relation algebra A a certain
3-dimensional cylindric algebra, which we will denote here by C(A). The con-
nection between relation algebras and 3-dimensional cylindric algebras has
been explored much further by Maddux — see, e.g., [16, 18] — and in the
former, Maddux gave a new construction of cylindric algebras from relation
algebras that gives a result isomorphic to Monk’s C(A) in dimension 3. Accord-
ing to this construction, in the case when A is ﬁnite, C(A) is isomorphic to the
complex algebra over the following atom structure S(A). The elements of S(A)
are all ‘3-dimensional’ atomic A-networks of the form N = (3, N2) — that is,
with set of nodes {0, 1, 2}. The diagonal dij is {N ∈ S(A) : N(i, j) ≤ 1
,
}, and
N ≡i N ′ iff N(j, k) = N ′(j, k) for all j, k ∈ 3 \ {i}. For cylindric algebras, we
do not need to introduce the substitutions −σ for σ : 3 → 3, though it would
be easy to do so by deﬁning Nσ by Nσ(i, j) = N(σ(i), σ(j)). Representability
of (ﬁnite) A is preserved and reﬂected by C(A), very roughly because
(i) a representation of A can be ‘read oﬀ’ from a representation of C(A) in
a straightforward way using the so-called relation algebra reduct of C(A),
which is isomorphic to A (see, e.g., [5, 5.3.7] for information on relation
algebra reducts), and
(ii) all 3-dimensional atomic A-networks ‘embed into’ any representation of
A in a way respecting the operations of C(A), and thus a representation
of C(A) can be interpreted in one of A.
Maddux’s construction extends in some way to higher dimensions. For
n ≥ 4, Maddux ([17, Theorem 10]; see also [18] and [5, 5.3.17]) constructed
an n-dimensional cylindric algebra from any atomic relation algebra A that
has an n-dimensional cylindric basis (which is a set of n-dimensional atomic
A-networks with certain substitution and amalgamation properties). But even
for n = 4, the cylindric algebra may not inherit the representability of A (see
[17, pp. 960–961] and [18, p. 389] for an example), and for n ≥ 5, not all atomic
relation algebras (even representable ones) have an n-dimensional cylindric
basis. So although this is an important construction, used by a number of
authors, it is not what we need here.
Here, we will construct an atomic n-dimensional polyadic equality-type al-
gebra Pn(A) from an arbitrary (simple) atomic relation algebra A. To help
explain our approach, let us say that a loose representation of A is a complete
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representation of A with the proviso that 1
,
may not be respected. (Repre-
sentations not respecting 1
,
have been considered earlier by (e.g.) Jo´nsson,
Tarski, and Comer.) The rough idea is now that any complete representation
of Pn(A) over a base set U is a free amalgam of loose representations of A.
In a little more detail, for each subset Z ⊆ U of cardinality n − 3, there
is a loose representation of A on the base U \ Z, which we will call the
Z-representation, regarded in 3-dimensional cylindric (and in fact polyadic)
fashion in the same way as in (ii) above. There is no connection between the
loose Z-representations for diﬀerent Z.
Pn(A) is an n-dimensional algebra and each element of it is interpreted
as an n-ary relation on U — a set of n-tuples. The relations in Pn(A) that
‘hold’ on a given tuple a¯ ∈ nU embody what a¯ can ‘see’ in the representation.
Plainly, a¯ is ‘aware’ of the Z-representation for each (n−3)-sized set Z ⊆ rng a¯,
if any: it can directly inspect the (at most three) elements of (rng a¯) \ Z,
and using cylindriﬁcations it can ‘see’ other elements of U \ Z in this same
Z-representation. Now a loose representation of A respects only the relation
algebra operations and may not survive inspection at dimensions higher than
three — see the example in [17, 18]. But a¯ can never ‘see’ more than three
elements of the Z-representation at once, because this would entail ‘moving’
some element of rng a¯∩Z, at which point Z is no longer a subset of the tuple
and all information about the Z-representation is lost.
A tuple a¯ may also ‘see’ elements of other Z-representations, for other
(n− 3)-sized sets Z ⊆ rng a¯. But these representations are independent of one
another, because the representation of Pn(A) is a free amalgam of loose rep-
resentations of A. (This amalgamation is done with a game, and is why loose
representations of A are needed: e.g., we could not amalgamate a ﬁnite repre-
sentation with an inﬁnite one.) Any interaction between the Z-representations
for diﬀerent Z is coincidental and not dangerous.
That is the rough idea: now we have to build Pn(A) to make it work. Each
atom of Pn(A) will be a whole cluster of atomic A-networks of dimension at
most three, each with domain a subset of n whose complement corresponds to
an (n−3)-sized subset of the range of any tuple satisfying the atom. Complete
representability of A will be preserved and reﬂected by Pn(A) because (i)
much as in the 3-dimensional case, a complete representation of A can be
‘read oﬀ’ from any of the loose representations in a complete representation
of Pn(A) (see Proposition 4.12), and (ii) a complete representation of Pn(A)
can be constructed over an inﬁnite base set U by freely amalgamating loose
representations of A, indexed by sets Z of n − 3 distinct points of U (see
Proposition 4.7).
We remark that contrary to possible expectations, and diﬀerently from both
Monk’s and Maddux’s constructions [20, 16], A is not in general isomorphic
to the relation algebra reduct of Pn(A). (For example, if n ≥ 6 and A is
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representable then {c2 · · · cn−1ν : ν ∈ Sn(A)} ⊆ {d01,−d01}. So the rela-
tion algebra reduct of Pn(A) is just {0, 1, d01,−d01}.) This is unsurprising,
considering the form of representations of Pn(A).
In Subsections 3.1–3.2, we formally present our construction. In Section 4,
we will show that the construction preserves and reﬂects complete repre-
sentability. Fix a simple atomic relation algebra A.
3.1. The atom structure Sn(A).
Deﬁnition 3.1. We will let S = Sn(A) denote the following n-dimensional
polyadic equality atom structure. Its elements (atoms) are the families of the
form
ν = (∼ν , NνX : X ∈ H(∼
ν)),
where ∼ν ∈ Eq(n) and for each X ∈ H(∼ν), NνX is an atomic A-network with
domain X and such that for each i, j ∈ X , if i ∼ν j, then NνX(i, j) ≤ 1
,
(note
that the converse implication need not hold). For i, j < n and σ : n → n, we
deﬁne
(1) dij = {ν ∈ S : i ∼ν j},
(2) for ν, ν′ ∈ S, ν ≡i ν′ iff ∼ν =i ∼ν
′
and NνX =i N
ν′
X′ whenever X ∈ H(∼
ν)
and X ′ ∈ H(∼ν
′
) match for ∼ν oﬀ i,
(3) for ν ∈ S, νσ = ((∼ν)σ, Nν
σ




informally by ‘Nνσν(X) ◦ σ’ and formally by
Nν
σ
X (i, j) = N
ν
σν(X)(σ(i), σ(j)) for i, j ∈ X , where (3.1)
σν(X) = σ∼ν (X) (see Deﬁnition 2.8). (3.2)
As rough intuition, suppose that the complex algebra over Sn(A) has a
complete (hence atomic) square representation over the base set U . For each
Z ⊆ U of size n− 3, there should be a loose representation of A on U \Z. For
an n-tuple a¯ ∈ nU to stand in the relation ν, we intend ﬁrstly that ai = aj iff
i ∼ν j for each i, j < n. In consequence, H(∼ν) is the set of all X ⊆ n such
that the set Z = {ai : i ∈ n\X} has exactly n−3 elements, and ai ∈ U \Z for
each i ∈ X . For each i, j ∈ X ∈ H(∼ν), the atom NνX(i, j) of A is interpreted
as a binary relation in the loose representation of A on U \ Z. We intend
secondly that (ai, aj) lies in this relation. On this view, it is not so hard to see
that if a¯, a¯′ ∈ nU are in the relations ν, ν′, respectively, i, j < n, and σ : n→ n,
then ai = aj iff ν ∈ dij , a¯ =i a¯′ ⇒ ν ≡i ν′, and if a¯′ = a¯ ◦ σ, then ν′ = νσ.
The details are in Lemma 4.3.
We now check that Sn(A) is a well-deﬁned polyadic equality atom structure.
We will write ∼ for ∼ν if the context makes the meaning clear. Recall that Id
denotes the identity map on n.
Lemma 3.2. For each i < n, ≡i in Deﬁnition 3.1 is an equivalence relation.
Proof. We check that ≡i is reﬂexive. Suppose ν = ν′ in the deﬁnition. Then
∼ν = ∼ν
′
= ∼, say, so ∼ν =i ∼ν
′
. If X,X ′ ∈ H(∼) match for ∼ oﬀ i,
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then X = Id∼(X ∪ {i}) = Id∼(X ′ ∪ {i}) = X ′ by Lemma 2.9(3), so certainly
NνX =i N
ν′
X′ . That ≡i is symmetric follows from Lemma 2.9(2).
We check transitivity. Suppose ν ≡i ν′ ≡i ν′′. Write ∼ν = ∼, ∼ν
′
= ∼′, etc.
Then ∼ =i ∼′ =i ∼′′, so certainly ∼ =i ∼′′. Let X ∈ H(∼) and X ′′ ∈ H(∼′′)
match for ∼ oﬀ i, so X∪{i} = X ′′∪{i} = I, say, and |(n\I)/∼| = n−3. Since
∼ =i ∼′ and i ∈ I, we have |(n\I)/∼′| = n−3, and so X ′ = n\
⋃
((n\I)/∼′) ∈
H(∼′). Clearly, I = X ′ ∪ {i} as well, so X,X ′ match for ∼ oﬀ i and X ′, X ′′










Lemma 3.3. For each σ : n → n and ν ∈ Sn(A), the atom νσ is well deﬁned
and in Sn(A).
Proof. Write ∼ for ∼ν . Then ∼ν
σ
= ∼σ ∈ Eq(n). Let X ∈ H(∼σ). By
Lemma 2.9(5c), σν(X) ∈ H(∼), and so Nνσν(X) is deﬁned. By Lemma 2.9(5a),
σ[X ] ⊆ σν(X), so for any i, j ∈ X , N
ν
σν(X)(σ(i), σ(j)) is well deﬁned. So N
νσ
X
is well deﬁned, and clearly it is an atomic A-network. Finally, if i ∼ν
σ
j, then
by deﬁnition, i ∼σ j, so σ(i) ∼ σ(j), and Nν
σ
X (i, j) = N
ν




Lemma 3.4. Sn(A) is a polyadic equality atom structure.
Proof. By Lemma 3.2, each ≡i is an equivalence relation. Writing στ for σ ◦τ ,
we check that νστ = (νσ)τ for each ν, σ, τ . Again, write ∼ for ∼ν . First
observe that i ∼στ j iff σ(τ(i)) ∼ σ(τ(j)), iff τ(i) ∼σ τ(j), iff i (∼σ)τ j. So
(∼σ)τ = ∼στ — the equivalence relations in (νσ)τ and νστ are the same. It
follows that H((∼σ)τ ) = H(∼στ ), so the sets of indices of networks in (νσ)τ










τνσ (X) ◦ τ = (N
ν
σν(τνσ (X)) ◦ σ) ◦ τ = N
ν
(σ◦τ)ν(X) ◦ (στ) = N
νστ
X ,
as required (that σν(τνσ (X)) = (στ)ν (X) follows from Lemma 2.9(6)). The
networks here are well deﬁned by Lemma 3.3. 
3.2. The algebra Pn(A).
Deﬁnition 3.5. We write Pn(A) for the complex algebra Sn(A)+.
Pn(A) is an atomic n-dimensional polyadic equality-type algebra. It is ﬁnite
iff A is ﬁnite, and in that case, it is eﬀectively constructible from A.
We brieﬂy examine substitutions in Pn(A). For i, j < n, write [i/j] : n→ n
for the map given by [i/j](i) = j and [i/j](k) = k for k ∈ n \ {i}.
Lemma 3.6. Let i, j < n be distinct and let ν, ν′ ∈ Sn(A). Then ν′ = ν[i/j]
iff ν ≡i ν′ and ν′ ∈ dij . Hence, Pn(A) |= ∀x(s[i/j]x = ci(dij · x)).
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Proof. Write σ = [i/j] and ∼ = ∼ν . Recall ∼ν
σ
= ∼σ. Plainly, σ(i) =
σ(j) = j, so i ∼σ j, and hence νσ ∈ dij . We check that ν ≡i νσ. Certainly,
∼σ =i ∼. Let X ∈ H(∼), Y ∈ H(∼σ), and suppose X and Y match for ∼
oﬀ i, so X ∪ {i} = Y ∪ {i} = I, say, and |(n \ I)/∼| = n − 3. We require
NνX =i N
νσ
Y . Certainly, X \ {i} = Y \ {i}. Let k, l lie in this set; we check that
NνX(k, l) = N
νσ
Y (k, l). Now N
νσ
Y (k, l) = N
ν
σν(Y )(σ(k), σ(l)) = N
ν
σ∼(Y )(k, l).
But by Lemma 2.9(3,6,4), σ∼(Y ) = σ∼(Id∼σ (I)) = (σ ◦ Id)∼(I) = σ∼(I) =
Id∼(I) = X .
For the converse, assume that ν ≡i ν′ ∈ dij . We require ν′ = νσ. As usual,
we write ∼′ for ∼ν
′
. First, from the assumptions we obtain ∼′ =i ∼ and






Claim 1. For all m < n we have m ∈ X iff σ(m) ∈ X , and in that case,
Nν
′




X (m,σ(m)) ≤ 1
,
.
Proof of claim. As σ = σ ◦ σ, we have m ∼σ σ(m). The ﬁrst part follows
since X is a union of ∼σ-classes, and the second by deﬁnition of Sn(A) since
m ∼′ σ(m).




X , we take arbitrary k, l ∈ X and prove that
Nν
′
X (k, l) = N
νσ
X (k, l). By deﬁnition,
Nν
σ
X (k, l) = N
ν
σν(X)(σ(k), σ(l)). (3.3)
Claim 2. σν(X) and X match for ∼ oﬀ i.
Proof of claim. By Lemma 2.9(5),
X \ {i} ⊆ σ[X ] ⊆ σ∼(X) and n \ (X ∪ {i}) ⊆ σ[n \X ] ⊆ n \ σ∼(X).
It follows that X \ {i} = σν(X) \ {i}, and so X ∪ {i} = σν(X) ∪ {i} = I, say.
By Claim 1, i ∈ X iff j = σ(i) ∈ X . As j = i, this is iff j ∈ I, and it follows
that σ[n \ X ] = n \ I. So by Lemma 2.9(5b), (n \ I)/∼ = (σ[n \ X ])/∼ =
(n\σ∼(X))/∼, and the latter set has size n−3 by Lemma 2.9(5c). This proves
the claim.
Since ν ≡i ν′, Claim 2 yields Nνσν(X) =i N
ν′
X . As i /∈ rngσ, we get
Nνσν(X)(σ(k), σ(l)) = N
ν′
X (σ(k), σ(l)). (3.4)
By networkhood of Nν
′
X and Claim 1,
Nν
′
X (σ(k), σ(l)) ≤ N
ν′
X (σ(k), k) ;N
ν′












and since both are atoms of A,
Nν
′
X (σ(k), σ(l)) = N
ν′
X (k, l). (3.5)
From (3.3), (3.4), and (3.5), we obtain Nν
σ
X (k, l) = N
ν′
X (k, l) as required.
For the second part of the lemma, for any r ∈ Pn(A) we have
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s[i/j]r = {ν ∈ Sn(A) : ν
[i/j] ∈ r}
= {ν ∈ Sn(A) : ∃ν
′(ν ≡i ν
′ ∧ ν′ ∈ dij ∩ r)} = ci(dij · r),
as required. 
4. Representations
In this section, we prove that for any subsignature L of the signature of
Pn(A) containing the booleans and cylindriﬁcations, A is completely repre-
sentable iff the L-reduct of Pn(A) is completely representable. The proof
proceeds in a circle. Assuming that A is completely representable, we show
that Pn(A) has a complete representation by constructing one using a game.
It is trivial that if Pn(A) is completely representable, then so is its L-reduct,
and if its L-reduct is completely representable, then so is the reduct of Pn(A)
to the smallest signature: that of diagonal-free cylindric algebras. Extending
a result of Johnson, we show that if this reduct of Pn(A) is completely repre-
sentable, then so is its cylindric reduct, and if this is completely representable,
then we can read oﬀ a complete representation of A. This will all be done in
Subsection 4.2. The next subsection contains some preliminary work needed
for the game argument.
4.1. Networks from representations. Our games will be played on Sn(A)-
networks.
Deﬁnition 4.1. Let S be any n-dimensional polyadic equality atom structure.
An S-network is a structure M = (M1,M2), where M1 is a (possibly empty)
set and M2 :
nM1 → S satisﬁes that for all a¯, b¯ ∈ nM1, i, j < n, and σ : n→ n,
(1) M2(a¯) ∈ dij ⇐⇒ ai = aj ,
(2) a¯ =i b¯ =⇒ M2(a¯) ≡i M2(b¯),
(3) M2(a¯ ◦ σ) = M2(a¯)σ.
For S-networks M = (M1,M2) and M ′ = (M ′1,M
′
2), we write M ⊆ M
′ if
Mi ⊆ M ′i for each i = 1, 2. As with relation algebra networks, we may write
M for any of M,M1,M2, and we will call M1 the domain of M , or its set of
nodes.
We now show how to build Sn(A)-networks from a complete representa-
tion of A. Until the end of Subsection 4.1, suppose that A is completely
representable. Then, being simple, it has a ‘square’ complete representation
h : A → Re(R1) for some set R1, where (recall from Deﬁnition 2.2) Re(R1)
denotes the algebra of all binary relations on R1. We can view h as a strict
atomic A-network R = (R1, R2), where
R2(x, y) =
∏
{a ∈ A : (x, y) ∈ h(a)} ∈ AtA, for each x, y ∈ R1. (4.1)
(By Remark 2.5, this is indeed an atom of A, and one can check that R is a
strict atomic A-network.)
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For a set X , and m < ω, we let [X ]m = {Y ⊆ X : |Y | = m} as usual.
Deﬁnition 4.2. Let M1 be a non-empty set and F = {fZ : Z ∈ [M1]
n−3} a
set of maps, where fZ : M1 \ Z → R for each Z. The maps have no special
properties and there need be no connection between them. For each a¯ ∈ nM1,
we deﬁne an atom M2(a¯) = ν = (∼, NνX : X ∈ H(∼)) ∈ Sn(A) as follows.
• i ∼ j ⇐⇒ ai = aj for i, j < n,
• for X ∈ H(∼), we observe that Z = {ai : i ∈ n \ X} ∈ [M1]n−3, and
deﬁne NνX(i, j) = R(fZ(ai), fZ(aj)) for i, j ∈ X .
We deﬁne Net(M1,F) = (M1,M2).
In the second bullet point above, ai, aj ∈ M1 \ Z by deﬁnition of ∼ and
H(∼), and so fZ(ai), fZ(aj) are deﬁned. Clearly, NνX is an atomic A-network
with domain X . Moreover, if i, j ∈ X , then i ∼ j ⇒ ai = aj ⇒ NνX(i, j) ≤ 1
,
,
as required. So indeed ν ∈ Sn(A).
Lemma 4.3. Net(M1,F) is an Sn(A)-network.
Proof. Write M for Net(M1,F). Let a¯ ∈
nM and M(a¯) = ν. Then for i, j < n,
we have ν ∈ dij iff i ∼ν j iff ai = aj , as required.
Next let i < n and a¯, b¯ ∈ nM with a¯ =i b¯. Suppose M(a¯) = ν and
M(b¯) = ν′. We require ν ≡i ν′. As usual, we write ∼ for ∼ν and ∼′ for
∼ν
′
. Certainly, ∼ =i ∼′. Take X ∈ H(∼) and X ′ ∈ H(∼′) that match for
∼ oﬀ i. So X ∪ {i} = X ′ ∪ {i} = I, say, and |(n \ I)/∼| = n − 3. We desire
NνX =i N
ν′
X′ . Clearly, X \ {i} = X
′ \ {i}. Moreover, (n \ X)/∼ = (n \ I)/∼
and (n \ I)/∼′ = (n \X ′)/∼′ since X,X ′ ⊆ I  i and these sets of equivalence
classes all have size n−3. Let Z = {aj : j ∈ n\X} and Z ′ = {bj : j ∈ n\X ′}.
These sets have size n− 3. Moreover,
Z = {aj : j ∈ n \ I} because (n \X)/∼ = (n \ I)/∼,
= {bj : j ∈ n \ I} because a¯ =i b¯ and i ∈ I,
= Z ′ because (n \ I)/∼′ = (n \X)/∼′.
Now take any j, k ∈ X \ {i}. By deﬁnition of Net(M1,F), we have
NνX(j, k) = R(fZ(aj), fZ(ak)) = R(fZ′(bj), fZ′(bk)) = N
ν′
X′(j, k),
as required to prove ν ≡i ν′.
Finally, take a¯ ∈ nM and σ : n→ n. Let M(a¯) = ν and M(a¯ ◦ σ) = ν′, say.
We require ν′ = νσ. We adopt the usual abbreviations. Obviously, i ∼′ j iff
(a¯ ◦ σ)i = (a¯ ◦ σ)j iff aσ(i) = aσ(j) iff σ(i) ∼ σ(j) iff i ∼σ j for i, j < n; so





Let Z = {ai : i ∈ n \ σν(X)} and Z ′ = {(a¯ ◦ σ)i : i ∈ n \ X} ∈ [M ]n−3. It
can be seen by Lemma 2.9(5b) and the deﬁnition of ∼ that Z = Z ′. Let
i, j ∈ X . By Lemma 2.9(5a), σ(i), σ(j) ∈ σν(X). By deﬁnition of Net(M1,F),
we have Nν
′
X (i, j) = R(fZ′((a¯ ◦ σ)i), fZ′((a¯ ◦ σ)j)) = R(fZ(aσ(i)), fZ(aσ(j))) =
Nνσν(X)(σ(i), σ(j)) = N
νσ
X (i, j), as required. 
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So we can make an Sn(A)-network from a set of maps. There is a kind of
converse to this for very small Sn(A)-networks: see Lemma 4.6.
Deﬁnition 4.4. Let N,N ′ be atomic A-networks. A partial map f : N → N ′
is said to be a weak embedding if N(i, j) = N ′(f(i), f(j)) for all i, j ∈ dom f .
(We do not require that f is 1–1.)
The following is easily proved using basic properties of relation algebras:
Lemma 4.5. Let N be any atomic A-network with at most three nodes. Then
any partial weak embedding h0 : N → R extends to a total weak embedding
h : N → R.
Lemma 4.6. Let ν = (∼, NνX : X ∈ H(∼)) ∈ Sn(A) be given, and let a¯ =
(a0, . . . , an−1) be a tuple such that ai = aj iff i ∼ j for i, j < n. Write
M1 = rng a¯. For each Z ∈ [M1]n−3, let h0Z : M1 \ Z → R be a partial map,
and suppose that for each X ∈ H(∼), if Z = {ai : i ∈ n \X}, then the map
g0Z = h
0
Z ◦ a¯  X : N
ν
X → R (4.2)
is a partial weak embedding. Then there is a set H = {hZ : Z ∈ [M1]n−3},
where hZ : M1 \ Z → R is a total map extending h0Z (for each Z), such that,
writing M = Net(M1,H), we have M(a¯) = ν.
Proof. For each Z ∈ [M1]n−3, select the unique X ∈ H(∼) such that Z =
{ai : i ∈ n \ X}. Using Lemma 4.5, extend g0Z to a total weak embedding
gZ : N
ν
X → R. Now deﬁne hZ : M1 \Z → R by hZ(ai) = gZ(i) for i ∈ X . This
is well deﬁned. For if i, j ∈ X and ai = aj , then i ∼ j, so as ν ∈ Sn(A), we
have NνX(i, j) ≤ 1
,
. Hence, R(gZ(i), gZ(j)) ≤ 1
,
, and so gZ(i) = gZ(j) as R is
strict. Plainly, hZ is total and extends h
0
Z .
We now deﬁne H = {hZ : Z ∈ [M1]
n−3}, M = Net(M1,H), and ν
′ = M(a¯).
We check that ν′ = ν. Certainly, ∼′ = ∼. Let X ∈ H(∼) and i, j ∈ X . Put
Z = {ak : k ∈ n \X} ∈ [M1]n−3. Then
Nν
′
X (i, j) = R(hZ(ai), hZ(aj)) by deﬁnition of Net(M1,H),
= R(gZ(i), gZ(j)) by deﬁnition of hZ ,
= NνX(i, j) as gZ : N
ν





X for each X ∈ H(∼), showing that ν
′ = ν. 
4.2. Building representations. This subsection contains the main techni-
cal results of the paper. We will prove ‘equi-complete representability’ of A
and all ‘pseudo-diagonal-free reducts’ of Pn(A).
Proposition 4.7. Suppose that A has a complete representation. Then Pn(A)
has a complete representation as well.
Proof. Let R be a complete representation of A, viewed as in (4.1) above as
an atomic A-network. We write S = Sn(A). Let κ = |S| + ω = |AtA| + ω.
Players ∀ and ∃ will play a κ-round game to build a complete representation
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of Pn(A) = S+ in the form of an S-network. There will be an initial round,
followed by rounds numbered 0, 1, . . . , t, . . . (t < κ). At the start of each
numbered round t < κ, there will be given a pair (Dt,Ft), where Dt is a non-
empty set and Ft is a set of maps f
t
Z : Dt \ Z → R (for each Z ∈ [Dt]
n−3),
satisfying




Z for each u < t and Z ∈ [Du]
n−3. (4.3)
Consequently, we will have Net(Du,Fu) ⊆ Net(Dt,Ft). Play in round t will
create a new set Dt+1 and a new set of maps Ft+1 = {f
t+1
Z : Z ∈ [Dt+1]
n−3},
satisfying (4.3) for t+1, and the pair (Dt+1,Ft+1) will be passed to the start
of the next round.
In the initial, un-numbered round, ∀ chooses an atom ν ∈ S. The game rules
require that ∃ respond with a pair (D0,F0) such that if M = Net(D0,F0), then
M(a¯) = ν for some a¯ ∈ nD0. To do this, she lets a¯ = ({0}/∼
ν , . . . , {n−1}/∼ν)
(so ai = aj iff i ∼ν j), and deﬁnes D0 = n/∼ν and F0 = H as in Lemma 4.6
(with h0Z = ∅ for all Z). By the lemma, Net(D0,F0)(a¯) = ν, as required.
The pair at the start of round 0 of the main game is deﬁned to be (D0,F0).
Condition (4.3) holds vacuously.
Let (Dt,Ft) be the pair existing at the start of some numbered round t of
the main game (t < κ), where Ft = {f tZ : Z ∈ [Dt]
n−3}, and (4.3) holds. Write
M = Net(Dt,Ft). Player ∀ moves in this round by choosing three items. First,
he picks a tuple a¯ ∈ nDt. Let M(a¯) = ν = (∼, NνX : X ∈ H(∼)) ∈ S. Then
he chooses an index i < n, and an element ν′ = (∼′, Nν
′
X : X ∈ H(∼
′)) ∈ S
satisfying ν ≡i ν′. He is always able to do this. The rules demand that
∃ respond with a pair (Dt+1,Ft+1) satisfying (4.3) for t + 1 and such that
Net(Dt+1,Ft+1)(b¯) = ν′ for some b¯ ∈ nDt+1 with b¯ =i a¯.
She proceeds as follows. Suppose ﬁrst that there is j ∈ n\{i} with ν′ ∈ dij .
In that case, by Lemma 3.6, we have ν′ = ν[i/j] = M(a¯ ◦ [i/j]). Then ∃ may
let (Dt+1,Ft+1) = (Dt,Ft) because she can take b¯ = a¯ ◦ [i/j] =i a¯.
So suppose not. Now ∃ introduces a new node p /∈ Dt, and deﬁnes Dt+1 =
Dt ∪ {p}. She lets b¯ ∈ nDt+1 be given by
bj =
{
p, if j = i,
aj, otherwise,
for j < n. Then a¯ =i b¯. Also, bj = bk iff j ∼′ k, for each j, k < n. For if
j, k = i, we have bj = bk iff aj = ak iff j ∼ k iff j ∼′ k (because a¯ =i b¯ and
ν ≡i ν
′), while bi = bj and i ∼
′ j are both false (because p /∈ Dt and ν
′ /∈ dij).




f tZ  (Dt ∩B \ Z), if Z ⊆ Dt,
∅, otherwise (i.e., if p ∈ Z).
Claim. Let Z ∈ [B]n−3 and X ′ = {j < n : bj /∈ Z} ∈ H(∼′). Then the map
h0Z ◦ b¯  X
′ : Nν
′
X′ → R is a partial weak embedding.
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Proof of claim. The claim holds vacuously if h0Z = ∅, so assume that Z ⊆ Dt.
Then Z ⊆ rng a¯, and as |Z| = n− 3, we have X = {j < n : aj /∈ Z} ∈ H(∼).
Since a¯ =i b¯, we have X \ {i} = X ′ \ {i}, so X ∪ {i} = X ′ ∪ {i} = I, say. As
bi = p /∈ Z, we have i ∈ X
′, so X ′ = I and |(n \ I)/∼| = |(n \X ′)/∼| = |Z| =
n− 3. Thus, X,X ′ match for ∼ oﬀ i. Now ν ≡i ν
′ yields NνX =i N
ν′
X′ .
Let j, k ∈ X ′ with bj , bk ∈ domh0Z = Dt ∩ B \ Z. We know bi /∈ Dt, so
j, k = i. Consequently,
Nν
′
X′(j, k) = N
ν




X′ and j, k = i,
= R(f tZ(aj), f
t
Z(ak)) since M = Net(Dt,Ft) and M(a¯) = ν,
= R(f tZ(bj), f
t
Z(bk)) as a¯ =i b¯ and j, k = i,
= R(h0Z(bj), h
0




By the claim and Lemma 4.6, there is a set H = {hZ : Z ∈ [B]n−3} of total
maps hZ : B \ Z → R with hZ ⊇ h
0
Z and Net(B,H)(b¯) = ν
′. Now, for each
Z ∈ [Dt+1]
n−3, ∃ deﬁnes a map f t+1Z : Dt+1 \ Z → R as follows.




Z ∪ hZ : Dt+1 \ Z → R. This is





Z(x), and dom f
t+1
Z = (Dt \ Z) ∪ (B \ Z) = Dt+1 \ Z,
as required.
We remark here that we cannot guarantee that f t+1Z is 1–1. While p
is a ‘new’ node, f t+1Z (p) may be a ‘new’ element of R for some Z and
an ‘old’ one in rng(f tZ) for other Z. This is why we do not use strict
networks NνX in the deﬁnition of Sn(A) and why we do not require that
NνX(i, j) ≤ 1
,
⇒ i ∼ν j. See our discussion of loose representations earlier.
(2) Suppose Z ⊆ Dt and Z ⊆ B. ∃ lets f
t+1
Z : Dt+1 \ Z → R be an arbitrary
extension of f tZ : Dt \ Z → R to the new node p.
(3) Suppose Z ⊆ B and Z ⊆ Dt (so p ∈ Z). ∃ lets f
t+1
Z : Dt+1 \ Z → R be
an arbitrary extension of hZ : B \ Z → R (hZ ∈ H).
(4) Finally, if both Z ⊆ Dt and Z ⊆ B, then ∃ chooses an arbitrary map
f t+1Z : Dt+1 \ Z → R.
Let Ft+1 = {f
t+1
Z : Z ∈ [Dt+1]
n−3}. The pair (Dt+1,Ft+1) is ∃’s response to
∀’s move in round t. We check that it is satisfactory. Clearly, Dt+1 ⊇ Dt and
f t+1Z ⊇ f
t
Z for each Z ∈ [Dt]
n−3, so condition (4.3) for t + 1 follows. Since
f t+1Z ⊇ hZ for Z ∈ [B]
n−3, we have Net(Dt+1,Ft+1)(b¯) = Net(B,H)(b¯) = ν′,
as required.
Finally, let δ ≤ κ be a limit ordinal, let (Dt,Ft) be the pair that was in play
at the start of round t, for each t < δ, and assume that (4.3) holds for these t.
Deﬁne Dδ =
⋃




{f tZ : t < δ, Z ⊆ Dt} is a well-deﬁned
map from Dδ \Z to R for each Z ∈ [Dδ]n−3. Deﬁne Fδ = {f δZ : Z ∈ [Dδ]
n−3}.
If δ < κ, the pair at the start of round δ is now deﬁned to be (Dδ,Fδ). (Clearly,
(4.3) then holds for t = δ.) For δ = κ, (Dδ,Fδ) is the outcome of the game.
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Now consider a play of the game in which ∀ chooses ν ∈ S (say) in the
initial round and then plays, at some (possibly later) stage of the game, every
move that ever becomes possible, and in which ∃ responds to ∀’s moves as
just described. Let (Dκ,Fκ) be the outcome of the game and put Mν =
Net(Dκ,Fκ). We assume without loss of generality that the Mν (ν ∈ S)







nMν : Mν(a¯) ∈ r} for each r ∈ Pn(A). It can be checked
that h is a complete representation of Pn(A). 
Deﬁnition 4.8.
(1) A signature L is said to be (n-dimensional) pseudo-diagonal-free if
{+,−, 0, 1, ci : i < n} ⊆ L ⊆ {+,−, 0, 1, ci, dij , sσ : i, j < n, σ : n→ n}.
(2) A pseudo-diagonal-free reduct of Pn(A) is a reduct of Pn(A) to an n-
dimensional pseudo-diagonal-free signature.
(3) The cylindric reduct of Pn(A) is the reduct of Pn(A) to the signature
{+,−, 0, 1, ci, dij : i, j < n} of n-dimensional cylindric algebras.
(4) Let L be a pseudo-diagonal-free signature and C an L-algebra. The
diagonal-free reduct of C is the reduct of C to {+,−, 0, 1, ci : i < n},
the signature of n-dimensional diagonal-free cylindric algebras.
Proposition 4.9.
(1) Suppose that the algebra Pn(A) is completely representable. Then every
pseudo-diagonal-free reduct of Pn(A) is completely representable.
(2) Suppose that some pseudo-diagonal-free reduct of Pn(A) is completely rep-
resentable. Then the diagonal-free reduct of Pn(A) is completely repre-
sentable.
Proof. This is trivial. 
The following proposition is a simple adaptation of Lemmas 1.4–1.7 and
Theorem 1.8 of Johnson [12] to complete representations. Recall that an alge-
bra C with signature {+,−, 0, 1, ci, dij : i, j < n} is an n-dimensional cylindric
algebra if it satisﬁes the following axioms (from [4]), where i, j, k < n and x, y
are arbitrary elements of C:
C0. the boolean reduct of C is a boolean algebra,
C1. ci0 = 0,
C2. x ≤ cix,
C3. ci(x · ciy) = cix · ciy,
C4. cicjx = cjcix,
C5. dii = 1,
C6. if k = i, j, then dij = ck(dik · dkj),
C7. if i = j, then ci(dij · x) · ci(dij · −x) = 0.
Let C, C′ be n-dimensional cylindric algebras. We say that C′ is a complete
subalgebra of C, and write C′ ⊆c C, if C′ is a subalgebra of C and
∑C
X ∈ C′
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for each X ⊆ C′ such that
∑C
X exists. We say that C is completely generated
by a subset X ⊆ C if whenever X ⊆ C′ ⊆c C, we have C′ = C.
Proposition 4.10 (essentially Johnson). Let C be an n-dimensional cylindric
algebra completely generated by {c ∈ C : Δc = n}, where (recall) we deﬁne
Δc = {i < n : cic = c}. Suppose that the diagonal-free reduct D (say) of C is
completely representable. Then C is also completely representable.
Proof. First suppose that D is simple. Let h : D → Q be a complete represen-
tation, where Ui (i < n) are sets, P =
∏
i<n Ui, and
Q = (℘(P ),∪, \ , ∅, P, CPi : i < n),
where CPi X = {a¯ ∈ P : ∃b¯ ∈ X(a¯ =i b¯)} for X ⊆ P and i < n, as in
Deﬁnition 2.4.
Claim 1. We can assume that Ui = Uj for each i, j < n, and if a¯ ∈ P , i, j < n,
and ai = aj , then a¯ ∈ h(dij).
Proof of claim. Let δ =
∏
i,j<n dij ∈ D. As C is a cylindric algebra, for
each i < n we have c0 · · · ci−1ci+1 · · · cn−1δ = 1. So for each u ∈ Ui, there is
a¯ ∈ h(δ) with ai = u. Hence we may choose a function si : Ui → h(δ) such
that (si(u))i = u for each u ∈ Ui.
Now let U be the disjoint union of the Ui (i < n). Let ti : U → Ui be the
surjection given by ti(u) = (sj(u))i, where u ∈ Uj. Deﬁne
g : D → (℘(nU),∪, \, ∅, nU,CUi : i < n) by
g : d → {a¯ ∈ nU : (t0(a0), . . . , tn−1(an−1)) ∈ h(d)}.
Then (see [12, Lemma 1.4]) g is a representation of D. Moreover, since h is
complete, it is atomic (see Remark 2.5), and hence plainly, so is g. So g is
also a complete representation of D. Finally, suppose that a¯ ∈ nU satisﬁes
ai = aj with ai ∈ Uk, say, where k < n. Let b¯ = sk(ai) = sk(aj) ∈ h(δ).
Then ti(ai) = bi and tj(aj) = bj . So (t0(a0), . . . , tn−1(an−1)) agrees with b¯
on coordinates i, j. Since b¯ ∈ h(δ) ⊆ h(dij) and Δdij = {i, j}, we see that
(t0(a0), . . . , tn−1(an−1)) ∈ h(dij), and so a¯ ∈ g(dij), as required. This proves
the claim.
From now on, we assume that the complete representation h satisﬁes the
properties of Claim 1. For distinct i, j < n deﬁne ∼ij = {(ai, aj) : a¯ ∈ h(dij)},
a binary relation on U .
Claim 2. ∼ij = ∼01, and ∼01 is an equivalence relation on U .
Proof of claim. This is [12, Lemma 1.6].
For a¯, b¯ ∈ nU , deﬁne a¯ ∼ b¯ iff ai ∼01 bi for each i < n. Plainly, ∼ is an
equivalence relation on nU . We let
E = {d ∈ D : h(d) is a union of ∼-classes}.
Claim 3. {d ∈ D : Δd = n} ⊆ E.
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Proof of claim. This is [12, Lemma 1.7].
Claim 4. E is the domain of a complete subalgebra E ⊆c C.
Proof of claim. We have {0, 1, dij : i, j < n} ⊆ E by Claim 3 since Δ0 = Δ1 =
∅ and Δdij = {i, j} = n (as n ≥ 3). If h(d) is a union of ∼-classes, then so
is nU \ h(d) = h(−d). If S ⊆ E and
∑D





h[S], a union of ∼-classes — so
∑D
S ∈ E as
well. Finally, if e ∈ E, then cie ∈ E by Claim 3 (as i /∈ Δ(cie)). This proves
the claim.
By the assumption in the proposition, E = C. Now deﬁne V = U/∼01, and
g : C → (℘(nV ),∪, \, ∅,n V,DVij , C
V
i : i, j < n) by
g : c → {(a0/∼01, . . . , an−1/∼01) : a¯ ∈ h(c)}, for c ∈ C.
It can be checked that g is an atomic, and hence complete, representation of
C. In particular, ai/∼01 = aj/∼01 iff ai ∼ij aj (by Claim 2) iff a¯ ∈ h(dij)
(since Δdij = {i, j}).
Now we drop the assumption that D is simple. Suppose that h : D → Q =∏
k∈K Qk is a complete representation, as in Deﬁnition 2.4(2). Fix k ∈ K,
let πk : Q → Qk be the canonical projection, and let Dk = rng(πk ◦ h). We
may deﬁne diagonal elements in Dk by dij = πk(h(dCij)): this expands Dk to
a cylindric-type algebra Ck that is a homomorphic image of C, and hence is a
cylindric algebra with diagonal-free reduct Dk. The inclusion map ιk : Dk →
Qk is a complete representation of Dk. Also, since plainly
πk[h[{c ∈ C : Δc = n}]] ⊆ {c ∈ Ck : Δc = n},
and πk, h preserve arbitrary sums, we see that Ck is completely generated by
{c ∈ Ck : Δc = n}. Now c0 · · · cn−1x is a discriminator term in Qk, and it
follows that Dk is simple. So by the above, Ck has a complete representation
gk : Ck → Q′k, say. Choose such a gk and Q
′
k for each k. Then it is not hard




k given by g(c)k = gk(πk(h(c))) is a complete
representation of C. 
Corollary 4.11. Suppose that the diagonal-free reduct D (say) of Pn(A) is
completely representable. Then the cylindric reduct C of Pn(A) is also com-
pletely representable.
Proof. First we check that C is a cylindric algebra. C satisﬁes C0–C4 since
D is representable. Any ν ∈ Sn(A) satisﬁes i ∼ν i, so ν ∈ dii. Hence, C5
holds. For C6, by Lemma 3.6, ck(dik · dkj) = s[k/i]dkj = {ν : ν
[k/i] ∈ dkj} =
{ν : k (∼ν)[k/i] j} = {ν : i ∼
ν j} = dij . For C7, again by Lemma 3.6,
ci(dij · x) · ci(dij · −x) = s[i/j]x · s[i/j](−x)
= {ν : ν[i/j] ∈ x} ∩ {ν : ν[i/j] ∈ −x} = ∅.
We now show that each atom ν of C is in the subalgebra generated by
{c ∈ C : Δc = n}. In fact, we have ν =
∏
i<n ciν. To prove this, we take
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an arbitrary atom ν′ ≤
∏
i<n ciν, so that ν ≡i ν
′ for every i < n, and prove
that ν′ = ν. Certainly, ∼ν = ∼ν
′
because n ≥ 3 and ∼ν =i ∼ν
′
for every
i < n. Write ∼ for ∼ν and let X ∈ H(∼); we check that NνX = N
ν′
X . Take
any i, j ∈ X and representatives k1, . . . , kn−3 of the ∼-classes in n \ X . Let
l ∈ n \ {i, j, k1, . . . , kn−3}. Then (n \ (X ∪ {l}))/∼ = (n \X)/∼, which yields
|(n \ (X ∪ {l}))/∼| = n− 3. So X and X match for ∼ oﬀ l, and since ν ≡l ν′,
we have NνX =l N
ν′
X . Hence, N
ν
X(i, j) = N
ν′
X (i, j). As i, j ∈ X were arbitrary,
this shows that NνX = N
ν′
X . So ν = ν
′, as desired.
Since every element of C is a sum of atoms, C is completely generated by
{c ∈ C : Δc = n}. The corollary now follows from Proposition 4.10. 
Proposition 4.12. Suppose that the cylindric reduct C (say) of Pn(A) is
completely representable. Then A is completely representable as well.
Proof. We can ﬁnd δ = (∼δ, N δX : X ∈ H(∼)) ∈ S = Sn(A) with i ∼
δ j for all
i < j < n: i.e., ∼δ is equality on n. Since C is completely representable, there
is a complete homomorphism h : C → (℘(nM),∪, \, ∅,M,CMi , D
M
ij : i, j < n)
for some set M , such that h(δ) = ∅. Deﬁne M(a¯) =
∏
{c ∈ C : a¯ ∈ h(c)}
for a¯ ∈ nM ; by Remark 2.5, this is an atom of C and we identify it with the
corresponding element of S as usual. By Lemma 3.6, the substitutions s[i/j]
(i, j < n) are term-deﬁnable, so are respected by h. So for each i, j < n and
a¯ ∈ nM , we have
M1. ai = aj iff M(a¯) ∈ dij , iff i ∼M(a¯) j,
M2. M(a¯ ◦ [i/j]) = M(a¯)[i/j].
Take d¯ ∈ nM satisfying M(d¯) = δ. For each i < j < n, we have i ∼δ j, so
by M1, di = dj . Consequently, |M | ≥ |rng d¯| = n and Z = {d3, . . . , dn−1} ∈
[M ]n−3. Put
z¯ = (d3, . . . , dn−1),
R = M \ Z = ∅.
(4.4)
Plainly, if p, q, r ∈ R and M(p, q, r, z¯) = ν, say, then 3 ∈ H(∼ν), so Nν3 is
deﬁned. We now deﬁne an atomic A-network over R as follows. For p, q ∈ R,
we deﬁne
R(p, q) = Nν3 (0, 1) ∈ AtA, where ν = M(p, q, q, z¯).
Claim. If a0, a1, a2 ∈ R, i, j < 3, ai = p, aj = q, and ν = M(a0, a1, a2, z¯),
then R(p, q) = Nν3 (i, j).
Proof of claim. Choose k ∈ 3\{0, i} and let σ = [k/j]◦[0/i]◦[1/k]◦[2/1]. Then
(a0, a1, a2, z¯) ◦ σ = (ai, aj , aj , z¯) = (p, q, q, z¯), so by M2, M(p, q, q, z¯) = νσ. By
deﬁnition, R(p, q) = Nν
σ
3 (0, 1) = N
ν
σν(3)(σ(0), σ(1)) = N
ν
3 (i, j), as claimed.
We will establish in a standard way the following properties. They will
show that R is a network and yields a complete representation of A.
(1) R(p, p) ≤ 1
,
for each p ∈ R. Let M(p, p, p, z¯) = ν, say. By M1, 0 ∼ν 1.
So R(p, p) = Nν3 (0, 1) ≤ 1
,
.
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(2) R(q, p) = R(p, q)˘ for each p, q ∈ R. Let M(p, q, q, z¯) = ν. By the claim,
R(q, p) = Nν3 (1, 0) = N
ν
3 (0, 1)˘ = R(p, q)˘ .
(3) R(p, q) ≤ R(p, r) ; R(r, q) for each p, q, r ∈ R. Let ν = M(p, q, r, z¯) and
N = Nν3 . By the claim and because N is a network, R(p, q) = N(0, 1) ≤
N(0, 2) ;N(2, 1) = R(p, r) ; R(r, q).
(4) If p, q ∈ R, a, b ∈ AtA, and R(p, q) ≤ a ; b, then there is r ∈ R with
R(p, r) = a and R(r, q) = b. To see this, using that |R| ≥ 3, choose
r′ ∈ R \ {p, q} and let ν = M(p, q, r′, z¯), so by the claim, R(p, q) =
Nν3 (0, 1) ≤ a ; b. By properties of relation algebras, there is an atomic
A-network N with domain 3 and such that N =2 Nν3 , N(0, 2) = a, and
N(2, 1) = b. Let ν′ be identical to ν except that Nν
′
3 = N . It can be
veriﬁed that ν′ ∈ S and ν′ ≡2 ν. Hence, ν ≤ c2ν′. As h preserves c2,
there is r ∈ M with M(p, q, r, z¯) = ν′. As 2 ∼ν
′
j for each j ∈ n \ 3,
we have r ∈ R. By the claim, R(p, r) = Nν
′
3 (0, 2) = N(0, 2) = a and
R(r, q) = Nν
′
3 (2, 1) = N(2, 1) = b.
Now deﬁne a congruence ≈ on R by p ≈ q iff R(p, q) ≤ 1
,
. Let [p] denote the
congruence class of p ∈ R. Since A is simple, it is standard to check that the
map h : A → Re(R/≈) given by h(x) = {([p], [q]) : p, q ∈ R, R(p, q) ≤ x} (for
x ∈ A) is a complete representation of A. 
Theorem 4.13. Let A be a simple atomic relation algebra and let L be an
n-dimensional pseudo-diagonal-free signature. Then A is completely repre-
sentable iff the L-reduct of Pn(A) is completely representable.
Proof. This follows from Propositions 4.7, 4.9, 4.12, and Corollary 4.11. 
5. Undecidability of representability
We can now obtain our ﬁrst main results.
Corollary 5.1. For each ﬁnite n ≥ 3 and each signature L satisfying
{+,−, 0, 1, ci : i < n} ⊆ L ⊆ {+,−, 0, 1, ci, dij , sσ : i, j < n, σ : n→ n},
it is undecidable whether a ﬁnite L-algebra is representable as an algebra of
n-ary relations.
Proof. Suppose for contradiction that there is an algorithm A to determine
whether a ﬁnite L-algebra is representable. We can now decide eﬀectively
whether a ﬁnite simple relation algebra A is representable by constructing the
(ﬁnite) L-reduct C of Pn(A) and returning the answer A(C). By Theorem 4.13,
this is the correct answer since for ﬁnite algebras, every representation is com-
plete.
However, by [8, Theorem 18.13(1)], it is undecidable whether a ﬁnite sim-
ple relation algebra is representable. This is a contradiction, and so no such
algorithm A can exist. 
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Theorem 5.2. For ﬁnite n ≥ 3, it is undecidable whether a ﬁnite algebra of
the following kinds is representable:
(1) n-dimensional cylindric algebra,
(2) n-dimensional polyadic algebra,
(3) n-dimensional polyadic equality algebra,
(4) n-dimensional diagonal-free cylindric algebra (a known result [10]).
Proof. Take the case of cylindric algebras. Let C be the class of all n-dimen-
sional cylindric-type algebras; (RCAn and) CAn denote the classes of (rep-
resentable) n-dimensional cylindric algebras. By Corollary 5.1, there is no
algorithm to decide whether a ﬁnite member of C is in RCAn. Since RCAn ⊆
CAn ⊆ C and it is decidable whether a ﬁnite member of C is in CAn, it follows
by elementary recursion theory that there is no algorithm to decide whether a
ﬁnite n-dimensional cylindric algebra is in RCAn. The other cases are proved
similarly. 
Remark 5.3. Examination of the proof shows that Theorem 5.2 also holds
for simple algebras, since if A is simple, then so is every pseudo-diagonal-free
reduct of Pn(A). (This can be proved by showing that c0 · · · cn−1cn−1 · · · c0x is
a discriminator term.) It also holds for algebras generated by < n-dimensional
elements (see Corollary 4.11).
It trivially follows that the classes RCAn,RPAn,RPEAn,RDfn of represent-
able algebras of the kinds in Theorem 5.2 are not ﬁnitely axiomatisable in
ﬁrst-order, second-order, or kth-order logic (any ﬁnite k), in ﬁrst-order logic
extended by ﬁxed point operators, etc., since a ﬁnite axiomatisation in a logic
where evaluation in ﬁnite structures is eﬀective would immediately yield an
algorithm to decide representability.
6. Complete representations
It was shown in [6] that for any ordinal α ≥ 3, the classes of completely
representable relation algebras and completely representable α-dimensional
cylindric algebras are non-elementary. Here, we extend this result to more
classes of algebra. Essentially the same result can be found in [13], although
an analogue of Proposition 4.10 appears to be missing.
To begin, let X be an inﬁnite set and write ℘ω(X) for the set of countable
subsets of X . A club in ℘ω(X) is a subset C ⊆ ℘ω(X) with the following
properties:
closed: if C0 ⊆ C1 ⊆ · · · and Ci ∈ C for each i < ω, then
⋃
i<ω Ci ∈ C,
unbounded: for each Y ∈ ℘ω(X), there is C ∈ C containing Y .
Now ﬁx a non-principal ultraﬁlter D on ω. For a structure M , we write M∗
for the ultrapower Mω/D. By [6, §3.4, §3.6], there is an (integral and hence)
simple atomic relation algebra A such that:
(1) A is not completely representable,
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(2) the set C of countable elementary subalgebras of A∗ that are completely
representable forms a club in ℘ω(A∗).
It follows easily that the class of completely representable relation algebras is
not elementary. But with our earlier results, these properties also imply the
same for pseudo-diagonal-free algebras, as we now show. The relation algebra
A remains as above. Note that by Los´’s theorem [1, Theorem 4.1.9], A∗ and
Pn(A)∗ are atomic algebras.
Lemma 6.1. Pn(A)∗ is isomorphic to a dense subalgebra of Pn(A∗).
Proof. By a theorem of Goldblatt [2, Lemma 3.6.5], there is an algebra em-
bedding θ : (Sn(A)+)∗ → (Sn(A)∗)+ given by
θ
(








for ri ⊆ Sn(A) (i < ω). It can be veriﬁed that Sn(−) commutes with ultra-
products (e.g., because Sn(A) is ﬁrst-order interpretable in A). So Sn(A)∗ ∼=
Sn(A∗). Together this yields an embedding θ′ : (Sn(A)+)∗ → Sn(A∗)+, that
is, θ′ : Pn(A)∗ → Pn(A∗). It can be checked that θ′ maps AtPn(A)∗ surjec-
tively onto AtPn(A∗). Since Pn(A∗) is atomic, the θ′-image of Pn(A)∗ is a
dense subalgebra of Pn(A
∗). 
From now on, we shall identify Pn(A)∗ with this dense subalgebra, and
thereby assume that Pn(A)∗ ⊆ Pn(A∗), the two having the same set of atoms
(i.e., Sn(A∗), up to isomorphism). We can now obtain the main result of
this section. In the proof, we assume familiarity with basic model theory of
elementary substructures and chains: see, e.g., [1].
Theorem 6.2. Let n ≥ 3 be ﬁnite, and let L be an n-dimensional pseudo-
diagonal-free signature. The class of completely representable L-algebras is not
elementary.
Proof. As above, let C be the club of completely representable countable el-
ementary subalgebras of A∗. They are all atomic. We will deﬁne countable
elementary chains of algebras:
in C︷ ︸︸ ︷
B0 ⊆ B1 ⊆ · · ·  A
∗,
D0  D1  · · ·  Pn(A)
∗ ⊆dense Pn(A
∗).
We let B0 ∈ C be arbitrary and D0  Pn(A)∗ any countable elementary
subalgebra. Given l < ω such that Bl,Dl are deﬁned, we deﬁne Bl+1,Dl+1 as
follows:
(1) Clearly, Sn(Bl) is a countable subset of Sn(A∗) ⊆ Pn(A)∗. Using the
downward Lo¨wenheim–Skolem–Tarski theorem, let Dl+1 be any countable
elementary subalgebra of Pn(A)∗ containing Sn(Bl) and Dl.
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(2) Because Dl+1  Pn(A)∗, we see that Dl+1 is atomic. Choose Bl+1 ∈ C
containing Bl and such that AtDl+1 ⊆ Sn(Bl+1). This is possible because
C is a club and only countably many atoms of A∗ are involved in atomic
A∗-networks occurring in atoms of Dl+1.
This completes the deﬁnition of the Bl and Dl. Let Bω =
⋃




l<ω Dl  Pn(A)
∗. As C is a club, Bω ∈ C, so Bω is a completely
representable relation algebra. By Theorem 4.13, Pn(Bω) is a completely rep-
resentable polyadic equality algebra. For each l < ω, we arranged that Dl is
atomic and
Sn(Bl) ⊆ AtDl+1 ⊆ Sn(Bl+1).








and it follows that Dω is a dense subalgebra of Pn(Bω). By Remark 2.5, Dω
is completely representable. Clearly its L-reduct is a completely representable
L-algebra.
But Dω is elementarily equivalent to Pn(A)∗, and hence also to Pn(A),
and this obviously remains true for the L-reducts of these algebras. As A
is not completely representable, by Theorem 4.13, neither is the L-reduct of
Pn(A). So the class of completely representable L-algebras is not closed under
elementary equivalence and cannot be elementary. 
Corollary 6.3. For each ﬁnite n ≥ 3, the completely representable n-dimen-
sional polyadic algebras, polyadic equality algebras, cylindric algebras, and
diagonal-free cylindric algebras do not form elementary classes.
Remark 6.4. For inﬁnite dimensions, the corollary is true for all pseudo-
diagonal-free signatures containing the diagonal elements. This can be shown
directly by a simple cardinality argument [6, Corollary 26]. It also holds for
inﬁnite-dimensional diagonal-free cylindric algebras. To see this, using the
proof of Theorem 6.2, take two elementarily equivalent 3-dimensional diagonal-
free-type algebras B, C, where B is completely representable and C is not.
Let α ≥ 3 be any ordinal. Expand B, C to α-dimensional diagonal-free-type
algebras Bα, Cα by deﬁning cix = x for all x and all 3 ≤ i < α. Plainly, Bα
is elementarily equivalent to Cα, and it can be checked that Bα is completely
representable and Cα is not.
The case of inﬁnite-dimensional polyadic algebras (without diagonals) is
not covered by this argument. We do not know whether the corollary holds
for them, or (even in ﬁnite dimensions) for numerous other kinds of algebras,
including Pinter’s substitution algebras [24] and various relativised set alge-
bras.
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7. Conclusion
Here we very brieﬂy list some possible further work. We already suggested
some in Remark 6.4. We could also ask for necessary and suﬃcient conditions
on a simple atomic relation algebra A for the cylindric reduct of Pn(A) to be
in classes such as CAn, SNrnCAn+m, etc. On the other side, what properties
of Pn(A) (if any) ﬂow from A ∈ RAk, A ∈ SRaCAk, etc, for k ≥ 5?
It could be interesting to use the construction of Section 3, or a stronger one,
to lift other relation algebra results to cylindric algebras and polyadic algebras.
An example is the problem of whether, for ﬁnite n ≥ 3, the class of polyadic
(equality) atom structures whose complex algebras are representable is elemen-
tary. In the notation of [3, p. 556], this is asking whether the classes StrRPAn
and StrRPEAn are elementary. [9, 14] prove that StrRCAn and StrRDfn, respec-
tively, are non-elementary for every ﬁnite n ≥ 3. This problem may perhaps
be solved by adapting the known proofs for relation algebras or cylindric al-
gebras, but a direct reduction from the relation algebra case [8, Chapter 14]
may be an alternative.
It may also be interesting (and necessary for the above) to extend the con-
struction of Section 3 to arbitrary relation algebras that are not necessarily
atomic. It seems that this can be done, but it is complicated.
It may also be worth giving a representability-preserving reduction from
CAn to CAn+1, and similarly for polyadic (equality) algebras.
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