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ABSTRACT

A DEDICATED QUALITY CONTROL TEST STAND FOR THE g-2
TRACKER SYSTEM

Aaron Epps, M.S.
Department of Physics
Northern Illinois University, 2017
Michael Eads, Director

The Fermilab Muon g-2 experiment will measure the anomalous magnetic moment of
the muon to a precision goal of 140 parts per billion, which is a factor of four improvement
over the previous E821 measurement at Brookhaven. Both of these measurements are made
by an analysis of the modulation of the decay rate of the higher-energy positrons from the
(anti-)muon decays recorded by 24 calorimeters and three straw tracking detectors. The
straw tracking detectors will be used to cross-calibrate the calorimeter, identify pileup and
muons lost from the storage region, and to measure the beam-profile.
Quality control in the straw tracking system is of particular importance, as the uncertainty in measurements taken by the tracking system will be determined by the quality of
construction of the trackers. A dedicated quality-control system consisting of a radioactive
source mounted on a movable stage using a silicon photomultiplier detector has been designed, constructed, and is in use to measure important parameters of the straw trackers.
Currently measurements of the gain and plateau region have been successful, but work is
ongoing in measuring the wire and straw positions of the tracker.
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CHAPTER 1
INTRODUCTION TO g-2

1.0.1

Introduction

Early measurements of g-2 for the muon began in 1960’s following the discovery of parity
violation which made the measurement possible[1]. Since then both theory and experiment
have improved as a small, but significant, discrepancy between the two has persisted. This
has culminated in the New g-2 Experiment at Fermilab which hopes to resolve theory and
experiment showing whether the discrepancy is statistically significant. If it is, the result
will be a proof of physics beyond the standard model.

1.0.2

Magnetic Moment of the Muon

The magnetic dipole moment is defined in terms of the torque a magnetic dipole will
experience in a magnetic field. As such it is a measure of the strength of the interaction.
For a circulating charge the magnetic moment can be defined as:

µ = IA

(1.1)

where µ is the magnetic moment, I is the current due to the circulating charge, and A is the
area inside the loop formed by the circulating charge. A visual representation can be found
in Fig. 1.1. The current in this distribution is given by I =
circle, A = πr2 . Substituting both into eq. 1.1 yields:

qv
2πr

while the area is that of a

2

Figure 1.1: A Charge Circling a Central Axis. Image produced by L. Welty-Rigger.

µ=

qvr
2

(1.2)

The angular momentum is defined as L = mvr. Substituting this into eq. 1.2 yields:

µ
~=

q ~
L
2m

(1.3)

The angular momentum can refer to either the orbital angular momentum as shown in
Fig. 1.1 or the spin angular momentum. A free fundamental particle will have angular
momentum due only to its intrinsic spin. Basic quantum mechanics tells us this spin is
quantized and for a fermion can take values of ± h̄2 . An extra factor known as the g-factor is
necessary. This factor comes from relativistic quantum mechanics and is directly predicted

3

Figure 1.2: Feynman Diagrams for QED Corrections to the Gyromagnetic Ratio. From Ref.
[3]
by the Dirac equation. Replacing the angular momentum with the spin and adding the
factor for the g-factor to eq. 1.3 yields:

µ
~ =g

q ~
S
2m

(1.4)

The Dirac equation predicts that g = 2, but further corrections due to quantum electrodynamics(QED) predict a small discrepancy from two. Due to the discrepancy from two
being small, a common way of referring to the discrepancy is by defining the anomalous
magnetic moment as a =

g−2
.
2

This difference from two arises from coupling to virtual parti-

cles. The first order correction can be found due to the coupling to photons and is known as
the Schwinger correction giving the largest correction of 0.1162 to the electron[2]. This can
be calculated from first principles using Feynman diagrams. Fig. 1.2 shows the Feynman
diagram for the Schwinger correction and corrections of higher orders[3].
Higher order corrections from QED to g come from adding complexity to the loops. The
first order correction is on the order of α, the fine structure constant, with higher orders
giving corrections on the order of powers of α. Since α < 1 higher order contributions
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contribute less to the correction. Contributions to the correction come not only from QED,
but also from the electroweak(EW) and quantum chromodynamics (Hadronic) contributions.
The total correction from the standard model is the sum of these contributions:

aSM = aQED + aEW + aHadronic

(1.5)

The QED and EW contributions can be calculated from first principles, but the hadronic
contribution requires simulation or input from experiment which has led to some discrepancy
in results. The anomalous magnetic moment of the electron is well studied with agreement
between theory and experiment[4]. Further investigation is limited by the lack of an independent measurement of the fine structure constant[1]. This led to investigation of the
anomalous magnetic moment of the muon.
The muon is about 200 times more massive then the electron. Standard Feynman calculations include a term that includes the square of the mass of the particle in question. This
term is related to the likelihood of coupling to massive particles in the loops of the Feynman
diagram. Barring any exotic theories this means that any discrepancy in the anomalous magnetic moment would be approximately 40,000 times greater. The muon has a manageable
lifetime of 2.2 µs making it a prime candidate for study. Any discrepancy found between the
standard model value of the anomalous magnetic moment and that measured by experiment
implies new physics that have not been included in the standard model.

1.0.3

Current State of the Measurement

Historically agreement between theory and experiment for aµ , the anomalous magnetic
moment of the muon, have shown a discrepancy. The discrepancy has never risen to the 5σ
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Figure 1.3: Standard Model Contributions to aµ . From Ref. [5].
(five standard deviation) level required for a discovery. This has led to further theoretical
calculations and experimental measurements trying to reconcile the two values.
The current theoretical values of the standard model values contributing to aµ can be
found in Fig. 1.3[5]. The QED value is very well understood. The value has been calculated through five loop contributions with the largest error coming from the value of the fine
structure constant. The EW contribution has been calculated through two loops with the
contribution from the Higgs considered negligible due to its mass. The largest uncertainty
comes from quarks in the second order loop. The hadronic contributions contribute the most
to the uncertainty. Two recent analysis have determined different values for the hadronic
vacuum polarization(HVP). This has led to two quoted values of the standard model contribution to aµ . Further theoretical work into the hadronic contributions are expected to
produce a factor of two improvement in the uncertainty of the standard model prediction by
the time that the final results of the g-2 experiment at Fermilab have been completed.
The current experimental value of aµ is aµ (Expt) = 11659208.0(5.4)(3.3) × 1010 [6]. This
result is from measurements performed at Brookhaven National Lab between 1997 and 2001.
This measurement represented a 14 fold improvement over the last measurement performed
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Figure 1.4: Current Values of aµ . All values are in units of 10−11 . Values are from Ref. [5].
at CERN[7]. The Brookhaven measurement was statics limited and led to the proposal of
an experiment at Fermi National Lab due to the ability to produce more muons there. The
experimental method used at Brookhaven closely resembles that of the new g-2 experiment
at Fermilab and will be discussed further in chapter 2.
The current experimental and theoretical values of aµ and the difference between them
are summarized in Fig. 1.4. The reason for the two discrepancies between experiment and
theory are due to different calculations of the hadronic contribution and are described above.
The three to four standard deviation discrepancy is a strong indication of physics beyond
the standard model, but a five standard deviation discrepancy is needed to claim evidence
of a discovery. This has led to improvements in the theoretical value and a new experiment
at Fermilab.

CHAPTER 2
THE NEW g-2 EXPERIMENT AT FERMILAB

2.0.1

Introduction

The new g-2 experiment at Fermilab seeks to measure the anomalous magnetic moment
of the muon to a precision goal of 140 parts per billion[5]. This would be a factor of four
improvement over the current best experimental measurement from Brookhaven National
Lab. The experiment has much in common with the Brookhaven experiment. The storage
ring is being reused and many of the people from the previous experiment have decided to
work on the new one. An engineering run is in progress and data is currently being collected.
The experiment will run for at least two years.

2.0.2

Principle of the Measurement

In order to measure the anomalous magnetic moment of the muon, aµ , muons are stored
in a ring using a magnetic field. A uniform magnetic field is applied towards the center of
the ring causing the muons to travel around the ring at the cyclotron frequency given by:

ωc =

eB
mµ

(2.1)

where q is the charge of the muon, B is the applied magnetic field,m is the mass of the muon,
and natural units are used such that c = 1. Due to the torque caused by the magnetic field
the spin precesses at the Larmour frequency given by:
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ωs = g

eB
2mµ

(2.2)

Using the definition of the anomolous magnetic moment, aµ =

g−2
,
2

we can define the

rate at which the spin turns relative to the momentum as:

ωa = ωs − ωc = aµ

eB
mµ

(2.3)

It is of note that if g = 2 the spin and momentum precess at the same frequency in the ring
and ωa = 0.
The definition above excludes the effects due to the electric field used for beam focusing.
Electric fields are used so that the momentum of the muons is perpendicular to the applied
magnetic field. The full definition of ωa including the field terms is[5]:


!





γ
e  ~
~ β~ − aµ − mc
aµ B − aµ
β~ · B
ωa =
m
γ+1
p

!2 



~
β~ × E


c

(2.4)

where β is the relativistic momentum, γ is the Lorentz factor, E is the electric field, and
p is the momentum of the muon. The second term in the equation is cancelled due to the
~ = 0. The second term can
decision to use electric fields for beam focusing such that β~ · B
be made to cancel through a carefully chosen momentum. This is referred to as the magic
momentum in the experiment with pmagic = 3.09 GeV. Using this momentum causes the
second term to cancel resulting in eq. 2.3.
To measure aµ and thus g there are only two unknowns: the magnetic field and ωa . The
magnetic field can be measured through nuclear magnetic resonance (NMR) and will be
discussed further in the next section. ωa can be found by measuring the rate versus time
of positrons resulting from muon decays. Muons are polarized when they enter the ring.
The muons decay into positrons with an exponential decay rate. The energy of the resulting
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positrons will vary based on the angle between the spin and momentum vectors at the time
of decay with the highest energy positrons being produced when the two are aligned. If only
the highest energy electrons are selected a sinusoidal dependence in the decay rate will be
expected as this angle varies in time. This dependence is ωa
After the positron energies are measured and the cut is made a plot can be prepared of
decay rate versus time. An example from the Brookhaven experiment can be found in Fig.
2.1[6]. A fit of this plot can be made with the following function:

N (t) = N0 e

− γτt

µ

[A cos ωa t + φ]

(2.5)

Here N is the number of decays, N0 is the initial number of decays, τµ is the lifetime of the
muon, γ is the Lorentz factor, A is the maximum amplitude of the sine function, and φ is
the phase shift. The value of ωa can be extracted from this fit.

2.0.3

Details of the Experiment

To produce the muons used in the experiment an 8 GeV pulsed proton beam coming from
the recycler ring is collided with a target, producing pions. An energy cut is implemented
on the pions producing a polarized muon beam. This beam is transported to a delivery ring.
Pions decay into muons during this transportation and most of the remaining pions decay
while they are held in the delivery ring. These muons are then transported to the storage
ring in the experimental hall on the muon campus. A visual representation can be found in
Fig. 2.2[3].
The muons are injected into the storage ring through the inflector magnet which provides
a region free of magnetic fields for the muons to pass through. The muons are then put on
the proper orbit using the kicker. The kicker is a series of three long plates that are able to
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Figure 2.1: Rate Versus Time for Positron Decays in the Brookhaven g-2 Experiment. Prepared by Ref. [6]
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Figure 2.2: Illustration of the Beam Path to the Muon Campus at Fermilab. The proton,
pion, and muon path are displayed in red, yellow, and aqua respectively. From Ref. [3].
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Figure 2.3: Cartoon of Storage Ring. The kickers are in scallop regions seven, eight, and
nine labelled as K1, K2, and K3. The calorimeters are at the end of the numbered scallop
regions. Other subsystems are labelled. Image from Ref. [5].
produce a pulsed magnetic field. A labelled cartoon of the storage ring can be found in Fig.
2.3[5].
With the muons on a closed orbit around the storage ring the positrons resulting from the
muon decays begin to be measured. This is primarily achieved through the use of segmented,
lead fluoride calorimeters. There are 24 calorimeters placed in scallop regions around the
center of the storage ring. Tracking detectors are present at three scallop regions around the
ring. These trackers are capable of an independent measurement, but their main purpose is
to inform other measurements. This will be discussed in the next chapter. A representation
of two consecutive scallop regions, one containing a tracker, can be found in Fig. 2.4[5].
As positrons are produced they are pushed into the center of the ring by the magnetic
field. This happens because they carry only a fraction of the momentum of the parent muons.
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Figure 2.4: Image of Scallop Region. Image from Ref. [5].
They travel through the tracker, if available, then into the calorimeter. This data is used to
measure ωa .
The other important measurement in the experiment is of the magnetic field. The storage
ring produces the magnetic field by means of superconducting coils surrounded by iron yolks.
A schematic can be found in Fig. 2.5[5]. The most important goal of the magnet, beyond
containing the muons, is to produce an extremely uniform magnetic field.
The storage ring from the Brookhaven experiment was reused for the Fermilab experiment. During the Brookhaven experiment an average uniformity of ±1 ppm and a local
uniformity of < 100 ppm was achieved. The current experiment hopes to improve on this
through further shimming of the magnet.
A number of subsystems are present whose goal is to precisely measure the field. There
are fixed NMR probes at many locations around the ring. A trolley system that can travel
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Figure 2.5: Cross Section of the Superconducting Magnet Used in the Storage Ring.
Image from Ref. [5].
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around the ring and map out the field seen by the muons has been implemented. Plunging
probes that can be inserted and removed from the storage region are also present.

2.0.4

Uncertainties

To meet the goal of an experimental precision of 140 ppb, 21 times more data must be
collected as compared with the previous experiment. This will result in a 100 ppb statistical
uncertainty in the measurement. Fermilab is much better equipped to provide protons to
the experiment than Brookhaven so the limiting factors will be the data accumulation rate
and total running time.
The measurement of ωa and the magnetic field (ωp ) both have total proposed statistical uncertainty limits of 70 ppb. This is an approximately 2.5 times reduction from the
Brookhaven experiment. In order to achieve these goals a combination of improvements to
the experimental method, new systems, and improvements to existing systems have been
implemented. Figures 2.6 and 2.7 show an overview of the improvements. One of these
improvements and the focus of the rest of this discussion is an upgraded tracking detector
stationed at more positions than in the previous experiment.
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Figure 2.6: Expected Improvement in the Systematic Uncertainties Contributing to the
Measurement of ωa . Prepared by Ref. [5]

Figure 2.7: Expected Improvement in the Systematic Uncertainties Contributing to the
Measurement of the Magnetic Field. Prepared by Ref. [5]

CHAPTER 3
THE STRAW TUBE TRACKER SYSTEM

One important improvement over the Brookhaven experiment is an upgraded tracking
system included at more locations around the ring. The tracking system consists of a series of
drift chambers, called the straws, connected to a manifold that houses cooling and electronics.
The tracking system allows for measurement of the beam profile and a crosscheck on the
calorimeters, reducing systematic uncertainties in the experiment. It is also the only system
able to detect tilt in the muon precession away from the vertical, allowing for a measurement
of the muon electric dipole moment.

3.0.1

Purpose

The straw tube tracking system’s primary purpose is to reduce systematic uncertainties.
A summary of the suggested reductions can be found in Fig. 3.1[5]. One way in which this is
accomplished is through measurement of the momentum spread of the muon beam. Although
the goal is for the muons to be at the magic momentum, the muons will have a range of
momenta. Another way in which the beam profile is monitored is through measurement
of the betatron motion of the beam. This is the phenomenon where the beam makes small
oscillations about its ideal orbit. The tracker is well suited to measure these beam parameters
and has better momentum resolution than the calorimeters.
The tracking system also assists in reducing uncertainties in the measurements made by
the calorimeters. In the Fermilab experiment the calorimeters are segmented, but multiple
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Figure 3.1: Expected Reduction in Systematic Errors Due to the Tracking System. Image
from Ref. [5].
positron hits in a short time window in an individual calorimeter crystal are difficult to
separate into individual events. This phenomenon is known as pileup. Using the tracking
system to make tracks for the individual positrons can separate these events in the stations
where trackers are present and leads to a better understanding of pileup in the scallop regions
where they are not. Gain is an important parameter in the calorimeters, so much so that a
laser calibration system has been implemented to help measure it. The trackers also assist
in this effort through a more accurate measurement of positron momentum.
The improved trackers are the only subsystem capable of making a measurement of
the electric dipole moment (EDM) of the muon. Like the magnetic moment, the EDM
of the muon is a quantity of interest. Also like the magnetic moment, this is a quantity
that arises from the torque the muon experiences due to a field. In this case it is from
the electric field rather than the magnetic. The current limit on the EDM of the muon is
dµ < 1.8 × 10−19 e · cm[8]. Due to improvements in the vertical resolution of the tracker
system the expected sensitivity to an EDM is on the order of 10−24 e · cm.
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3.0.2

Straws

In general, a drift chamber consists of an enclosure containing an anode and cathode
separated by a region containing a gas. When a particle passes through the chamber it ionizes
the gas and the resulting electron drifts towards the anode while the ion drifts towards the
cathode. On its way to the anode the electron ionizes other atoms, resulting in a cascade
effect. This results in a gain coming directly from the gas and creates enough of a current
to be detectable. The ions are able to recover electrons from the cathode and the system
returns to a neutral state. This allows for the detection of charged particles in the drift
chamber. The majority of the signal comes from the ions, but a finer detection of where in
the chamber a particle hit is made possible by comparing the time of detection coming from
electrons in the chamber to a known initial time[9].
The drift chambers in g-2 are known as straw tubes. This type of drift chamber consists
of a thin outer wall that allows particles to pass into the straw. The wall also serves as the
cathode. There is a thin central wire that serves as the anode. The straw contains a gas and
is capped on both ends to prevent its escape. The end caps also serve to connect the straw
to the electronics in the tracker manifold. A diagram can be found in Fig. 3.2[5].
A diagram outlining the mechanical properties of our straws can be found in Fig. 3.3[5].
One of the most important properties of the tracker system is that the measurement is not
destructive because the same particles are measured at the calorimeter. This is achieved by
minimizing the distance in radiation lengths which is a weighted value that combines the
likelihood of an interaction in a material with the amount of material that a particle must
pass through. The amount of material used can be found in Fig. 3.4[5]. The straw walls
are made of aluminized mylar with minimal amounts of gold and aluminum. The aluminum
serves as shielding so the straws do not effect the magnetic field. The gold serves as the
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Figure 3.2: Diagram of a Straw Tube. Measurements are in mm. Image from Ref. [5].
cathode. The central wire is gold plated tungsten. An equal mix of argon and ethane is used
as the gas in the straw.
Our straws are 10 cm long with an active detection area of 7.63 cm. The straws are 5
mm in diameter with a central wire measuring 25 µm in diameter. The gas mixture will be
held at one atmosphere above the vacuum used in the storage ring. The gas is expected
to provide a gain of 2 × 106 and give an internal resolution of approximately 100 µm. The
end caps are aluminum attached with silver epoxy. Pins extending from the cap allow for
electrical contact. Plastic inserts are included to allow gas to flow through the straws.
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Figure 3.3: Mechanical Properties of Straw Tubes. Image from Ref. [5].

Figure 3.4: Material Budget in Active Straw Region.
lengths. Image from Ref. [5].

X
X0

is the material thickness in radiation
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3.0.3

Manifold and Flobber

Straws are arrayed in four layers of 32 straws. Each set of two layers are at a 7.5◦ angle
to the vertical. This allows for a determination of particle momentum in the vertical. This is
a compromise as a perpendicular arrangement of straws would be ideal for this purpose, but
limitations in the mechanical design prevent this. The straws are glued into an aluminum
manifold which contains the first set of readout electronics and a cooling system. The
manifold also allows gas to flow from the top piece to the bottom through the straws. An
indium seal is used to prevent gas from leaking from the manifold cap.
Attached to the manifold itself are two flanges referred to as the snouts which contain the
electronic connections, the feedthroughs for the water cooling system, and allows gas to flow.
These snouts connect to what has become known as the flobber. The flobber houses most
of the electronics for the tracker. This was necessary due to space constraints and cooling
issues. A diagram of a tracker module with attached flobber can be found in Fig. 3.5[5].

3.0.4

Electronics

Straws are attached directly to ASDQ boards that digitize the signal coming from the
straws. Each ASDQ board serves 16 straws. Flexicables attach directly to the top of the
ASDQ boards and route the signal through the snouts to the flobber. A top view of the
tracker manifold displaying the electronics can be found in Fig. 3.6[5]. Inside the flobber
this signal is passed to TDC motherboards. Each motherboard houses two TDC boards
that serve an ASDQ board each. The TDC boards buffer the signal before passing it to
logic boards. Each logic board serves two TDC motherboards for a total of four TDCs. The
logic boards serve as a further buffer for the data, control the clock, label the data, note
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Figure 3.5: Diagram of Tracker Module. Image from Ref. [5].
discrepancies, and incorporate data from the low voltage system. The signal from the logic
board is passed to the external electronics. A side view of the tracker electronics housed in
the flobber can be found in Fig. 3.7[5].
The signal from the logic boards is passed to an FC7 board housed in an electronics
rack. The FC7 board processes the signals from eight trackers. The FC7 controls the logic
board clocks, converts the signal to a format readable by the next electronics board, and
passes parts of the signal to a computer which can quickly identify data corruption. The
FC7s communicate their data to AMC13 boards which control the clock of the FC7s and
communicate the data to the data acquisition system. A single AMC13 can control all of
the tracking stations.
Eight tracker modules form a tracker station. There are three tracker stations in locations
approximately equidistant around the storage ring. Extensive testing is performed during
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Figure 3.6: Top View of Electronics in the Tracker Manifold. Image from Ref. [5].

Figure 3.7: Side View of Electronics in the Flobber. Image from Ref. [5].
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construction of the trackers before they are shipped to Fermilab. After shipping, additional
quality control measurements were desired. This led to the development of a dedicated
quality control test stand for the tracker modules.

CHAPTER 4
DEDICATED QUALITY CONTROL TEST STAND

In order to ensure that no damage has occurred in shipping and that the straw trackers
meet design parameters a dedicated quality control test stand was proposed. The system
described in Ref. [10] was used as a starting point, but differences in the design, electronics,
and data acquisition of our system made this more complicated than simply using the proposed design[10]. The completed test stand has been used to perform gain, plateau, position,
and cross-talk studies.

4.1

Design

The initial concept of the test stand consisted of a motor control system mounted to
a frame that utilized collimated, replaceable radioactive sources and a collimated silicon
photomultiplier(SiPM)/scintillator system as a detector. These were mounted to a ”horseshoe” arm in order to keep the source scintillator and system aligned and surrounding the
tracker. Fig. 4.1 shows a model of the proposed design[11]. The motor control system
could be used to perform scans of the tracker or used to move to particular positions to
make repeatable measurements. Simulation was used to refine the final design of the system
which was achieved through an iterative process with, an NIU engineering graduate student.
After construction the test stand was incorporated into the tracking system’s DAQ and the
performance of the test stand and its components were verified.
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Figure 4.1: 3-D Model of the Proposed Test Stand.

4.1.1

Goals

The E989 technical design report outlines the major goals of the test stand[5]. The
greatest concern is the relative position of the wire in the straw tube. Another parameter of
interest is the location of the straw walls. While not the focus of the initial design, the test
stand proved to be the best way to make repeatable measurements of the gain and plateau
of the trackers.
The main consideration in the design of the test stand was the straw wire position. This
is an incredibly important parameter for our trackers as we not only record a hit in the
system, but use the relative timing information to more accurately describe the path of
positrons through the trackers on the way to the calorimeter. This was also deemed to be
the most difficult measurement to make accurately. This measurement can be achieved by
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using a beta source to scan across a straw and measure the relative difference between a hit
in the straw and a hit in the SiPM. A hit closer to the center of the straw will have a smaller
time till detection relative to that of one further away. An accuracy of better than 100 µm
was required for the test to be worthwhile, but any improvement on this was welcome.
Related to wire position is the measurement of the wire angle and sag in the wire. The
wire angle can be determined using measurements of the wire position at different points
vertically along the wire. A linear fit can then be applied to determine the angle of the wire.
An accuracy of better than 100 µrad was desired for the angle measurement. Sag should not
be a problem if the wire is properly tensioned, but is possible due to improper construction
or damage[12]. Possible sag can be indicated by the quality of the linear fit as indicated
by the chi squared value. If an indication of sag is found it may just be due to an outlying
measurement of position, so a more detailed scan can then be performed to confirm if the
problem is real.
Measuring the relative gain of each straw is another method of determining if a wire is
not centered. With this method it is unfeasible to determine the actual position of the wire,
but if there is a problem with the wire it will be revealed as a difference in the gain between
the problematic straw and the others. A measurement of the gain also is important as an
independent measurement. A gain measurement can be achieved by making a measurement
of the hit rate with a Fe-55 source over a range of thresholds and voltages for each straw.
A measurement of the straw wall positions was also desirable both to check for damage
and to cross-check the wire position measurement. This can be achieved using a photon
source. The source is moved to across the straw and hit rate is measured. As the source is
moved further from the straw the hit rate decreases. This was assumed to be a straightforward measurement in the planning stages.
Finally a plateau measurement can be performed. By plotting the rate versus voltage
of a straw the plateau region can be identified. The plots obtained from this measurement
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are used to determine the operating voltage of the straw trackers and as another check for
potential damage or malfunction. This measurement is performed using a Sr-90 source to
measure the rate over a range of voltages for each straw.

4.1.2

Overview of Construction and Final Design

The final design of the test stand was a collaborative work with NIU engineering personnel. The requirements for the test stand and alterations suggested from my work were turned
into a mechanical design. Here I intend to present an overview of the final construction design and any changes that were made; detailed drawings and discussion of the final design
can be found in Ref. [11]. After the construction of the test stand further alterations were
made to correct for unforeseen complications in performing measurements on the trackers.
The frame of the test stand was built from extruded aluminum with a central groove that
allow adjustment of the attached components. The frame was built to be able to handle two
trackers at a time, however due to the range of the movable stage only one tracker is used.
A plate designed to hold the tracker in place was modeled after the vacuum flanges to be
used in the experiment. Fig. 4.2 shows the design[11]. When installing a tracker it is bolted
to the central plate and has a hole for an alignment pin. The plate is bolted to the frame
using the smaller plates found on each side of the central plate. The smaller plates allow for
adjustment of the tracker in the test stand.
A cross bar is attached to the top of the frame with a thin aluminum plate attached
which allows for the mounting of the traverse system. Velmex brand x-slide traverses were
used[13]. These operate by way of a motor driven lead screw that allows for fine, accurate
movement. The motor controllers are VXM stepping motor controllers, also produced by
Velmex[14]. The vertical traceverse is mounted to the horizontal traverse which is mounted
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Figure 4.2: Drawing of Mounting Plate for Tracker in Test Stand. The central plate has bolt
holes for mounting the tracker and an alignment pin. The four smaller plates on each side
allow the tracker to be adjusted in the stand. Image from Ref. [11].
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Figure 4.3: Partially Constructed Test Stand. The frame is shown on the left with mounting
plate and traverses attached. Motor Controllers are on the table to the right.
to the frame. Fig. 4.3 shows the frame with the mounting plate and traverses attached with
the motor controllers on the table to the right.
Attached to the vertical motor is one half of what came to be known as the horseshoe
arm. This piece has a 3.5x3.5 mm hole to allow mounting of the scintillator and SiPM. The
front has posts that allow a collimator to be attached. At the top of the piece the other half
of the arm is attached by two Newport 450-A linear ball bearing stages. These allow for fine
adjustments between the two sides of the system. The face of this arm has posts that allow
the source holder to be attached. The arm as a whole is meant to surround the tracker. Fig.
4.4 shows the horseshoe arm in the frame.
Custom source holders were designed for the test stand. The outer design is the same
for both, but the Sr-90 and Fe-55 sources are slightly different so the inner design is slightly
different. Fig. 4.5 shows an exploded view of the source holder taken from Ref. [11]. The
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Figure 4.4: The Horseshoe Arm of the Test Stand. The fine adjust can be seen in the upper
left. The pins on the left allow mounting of the collimator. The hole on the right side is
meant to house the scintillator.
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Figure 4.5: An Exploded View of the Custom Source Holder. From left to right: the back,
the source, the front, the cap. Image from Ref. [11].
back is made so that it can be slip-fit onto the horseshoe arm in two different positions so
that the collimator can be aligned at a 7.5◦ angle with the straws. The cap is also a slip-fit
design. The odd shape is so that the source holder can get as close as possible to the edges
of the tracker manifold.
On the other side of the horseshoe arm is a SensL series J Silicon Photo-multiplier with
a 3.07mm2 viewing window[15]. This is mounted on a SensL MicroFJ-SMPTA-30035 SiPM
readout board. Precut and polished 3x3x20 mm EJ 200 Plastic scintillator obtained from
Eljen is prepared by painting then glued to the SiPM window using EJ 500 optical cement[16].
The paint serves to keep photons produced in the scintillator in and other light out[17]. The
paint also adds extra thickness so that the window is completely covered. This assembly
is then inserted into the hole on the horseshoe arm. Fig. 4.6 shows the SiPM along with
painted scintillator.
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Figure 4.6: Silicon Photomultiplier Board and Scintillator. Right: SensL series J SiPM. Left:
Painted Scintillator.
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4.1.3

Simulation and Calculations Leading to the Final Design

Andrew Behnke of NIU Engineering proposed an initial design after being informed of the
physical requirements of the test stand[11]. Over the course of several months Andrew and
I worked together to improve and refine the test stand before construction began. Andrew
worked on the aspects of mechanical design that were least likely to change; I performed
calculations and simulations that drove refinement of the design. Specifications were added,
removed, and revised as the system was better understood.

4.1.3.1

Drift Times

Garfield, a gaseous detector simulator, was used to better understand the drift times
expected in the detector[18]. Drift times in a drift chamber are dependant on the electronics,
gas used, and mechanical design of the system. When work began on the test stand the
mechanical design and gas were fixed, but the specifics of the electronics were still variable.
The results of simulations carried out using Garfield were used to perform Monte Carlo
analysis of fitting methods to be used in determining the position of the straw wire.
Garfield is, among other things, able to generate a drift time given a hit position in a
straw. First a geometry was established using the details of a straw which can be found in
chapter 4. The wire and straw were made coaxial with the z axis for convenience and the
z axis was made infinite to avoid edge effects. 1803 V was used as the potential difference
between the straw’s wire and walls. This value is somewhat higher than the expected operating voltage of 1570V as this value was undetermined at the time. The gas used was an
equal mix of argon and ethane.
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Once the details of the detector are established particles can be fired at it. Electrons were
used as a Sr-90 source was expected to be used in the test stand. The electron energy was
set at 0.546MeV, the maximum for a Sr-90 decay[9]. This is lower than the actual energy
as Sr-90 decays into Y-90 which has a somewhat higher decay energy with a maximum of
2.283MeV. This was an oversight, but it was later found that MeV level changes in energy did
not significantly effect the drift times. The electrons were allowed to hit the straw randomly
at any point at the leading edge of the straw. The time between electron hits was set at
100 ns to allow recovery between hits.
Given the inputs, Garfield simulates the electromagnetic fields generated by the potential
difference and uses a table system to look up the resulting ionization in the gas. The drift of
the resulting electrons is simulated and a time to detection can be found for each electron.
Fig. 4.7 shows an example of a simulated hit for a single electron.
The simulation was run 5 billion times with the wire located at the center of the straw.
It was also run 1 billion times each for the wire at ±10,20,50,100,150 µm perpendicular to
the incident electron. A much smaller sample was taken with the wire moved parallel to
incident electron.
Electrons hitting the edge of the straw do not always register as a hit. Fig. 4.8 shows the
distribution of these null hits. 83% of these hits come from the outer 200 µm of the straw.
This is due to the relatively small amount of gas that they traverse. The rate of null hits
was found to be 0.4% of the total electrons simulated. This is true for both a centered and
offset wire. The very low rate of these hits and the fact that they occour only at the very
edge of the straw makes this a negligible effect for both simulation and real operation.
A representative scatter plot of 994 events can be found in Fig.4.9. The drift times ranged
from approximately 6 to 60 ns. This does not compare well with Ref. [10] which found a
range of approximately 10 ns, but is of the correct order of magnitude. The change was
originally attributed to different gas, electronics, and geometry[10]. It was later found that
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Figure 4.7: Simulation of Electron Hitting Straw. A Garfield simulation of a 0.546 MeV
electron hitting a straw detector. The large straight line is the electron, the points are initial
ionizations, and the curved lines are the path the free electrons take to the wire.
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Figure 4.8: Histogram of Null Hits from Simulation. The 420 hits shown here are the null
hits from a sample size of 100,000 electrons.
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Figure 4.9: Representative Plot of Drift Times Found Using Garfield. The wire is positioned
at the origin. The x axis is the distance perpendicular to the beam. The sample size was
1000 events; there are 994 due to the 0.4% null hit rate.
this was due to extracting an average time from the coincidence between SiPM and straw
hits for many data points.
The resulting data files were processed using Python[19]. The files were stripped of extraneous information, such as headers, and sorted into two files. One contained hit positions
and drift times; the other contained the position of the null hits. These files were then used
in further analyses.

4.1.3.2

Method of Best Fit

In order to determine the expected resolution of a wire position measurement, a wire position must first be extracted from the Garfield data. This was achieved by using histograms
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to simulate the uncertainty in the position of electrons hitting the straw and varying the
amount of hits ascribed to each position. A variety of fits to the data were tried and compared
before choosing the fit described in eq. 4.1.
An estimation of the uncertainty in a wire position scan can be determined using the
results of the Garfield simulation. The uncertainty in position due to the collimator and
other effects, such as uncertainty due to the motor and multiple scattering of the electrons,
can be simulated by taking the average of drift time values from a range of positions and
assigning that value to the central position of the range. The width of the range is analogous
to the uncertainty in the position of the electron hit; the central value is the nominal position
of the source. The length of time at the position and rate of the source can be simulated
by the number of points that go into the aforementioned average. Fig. 4.10 shows a simple
example of this process where the data points in Fig. 4.9 are binned to simulate a 250 µm
uncertainty in position.
As a starting point for the analysis a study of the method of best fit was carried out. Oh
et al. suggest a symmetric second degree polynomial of the following form:

t0 + a|x − x0 | + b|x − x0 |2 = 0

(4.1)

where: t0 gives the minimum time at the wire, a and b are scaling parameters, and x0 is the
center of the wire. [10]: However they offer no physical justification for this fit nor do they
offer a χ2 value or other commonly used value to measure goodness of fit. Furthermore, a
symmetric fit seems inappropriate as this seems to assume the wire is at the center and a
similar increase in time will occur on either side of the central value, but we are trying to
determine if the wire is in fact centered. With this in mind a study of a variety of fits was
performed using eq. 4.1 as a baseline.
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Figure 4.10: Plot of Binned Data Points for Monte Carlo Analysis. Example plot showing
the binning of data points from fig. 4.9 to simulate uncertainty in position.
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To perform this study the Garfield data was sorted into three sets of ten files: 10,000,
1,000, and 100 data points in length. Each file was then used to generate one plot for each
of a number of bin sizes. These plots were generated with Root, a C++ based data analysis
package[20]. Bins of 10, 100, and 1000 were used. Each plot was fitted then the results from
all ten files were analyzed. One drawback to this method is that with a smaller number
of data points one can not use a large number of bins since the number of data points is
limited. This isn’t a major problem with the method though as a large number of bins is
unrealistic and the goal was to get an estimate of the uncertainty and bias for the different
fits. The average wire position and standard deviation were compared and a decision about
the fit was made. A successful fit would show a low standard deviation and little offset from
the known wire position.
The first fits studied included the fit given by eq. 4.1 where x0 was taken as the wire
position. Another method consisted of fitting polynomials to the data then taking the
minimum value of the fit function as the wire center. Yet another method was to perform a
linear fit on each side of the origin on the plot then taking the intersection of the two lines
as the wire position. Finally a second degree polynomial was fit from each side of zero, but
allowed to overlap to 0.5 mm past the origin in order to capture the other side of the curve;
the intersection of the two curves was then taken to be the wire position.
Samples of the data have been included in tables 4.1 and 4.2. Table 4.1 shows the results
of all trials for the fit given by eq. 4.1. Table 4.2 shows the results of all the methods for
10,000 data points with a binning of 10. This corresponds to an uncertainty in position of
0.5 mm with 1000 hits per bin. The general trend for any given fit is that as more data
points are included the fit improves. When going from 10 bins to 100 bins the fit generally
improves, but when going from 100 bins to 1000 bins the opposite is true. This is likely to
due to the nature of histograms, with too fine a binning the trend is obscured.
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Table 4.1: Results of Fit Testing for Symmetric Polynomial Fit. The results of the fit from
eq. 4.1 are shown here. This data is for a wire centered at the origin.
data points
10 bins
average(µm)
standard deviation(µm)
100 bins
average(µm)
standard deviation(µm)
1000 bins
average(µm)
standard deviation(µm)

10k

1k

100

6.17
19.0

21.54
69.3

144.66
134.0

-3.32
14.8

-31.41
33.2

n/a
n/a

-0.87
15.0

n/a
n/a

n/a
n/a

Table 4.2: Results of Fit Testing for all Fit Types at 10,000 Data Points With a Binning of
10. The results for all fit types are shown here. Pfit refers to the fit described by eq. 4.1.
2D and 3D refer to the respective polynomial fits. 1D refers to the method of combining
two linear fits. 2DO refers to the method of combing two second degree polynomial hits. All
data is for a wire centered at the origin.
Method
Average(µm)
Std. Dev(µm)

Pfit
6.17
19.0

1D
1.01
5.02

2D
2.47
8.72

3D
1.68
15.2

2DO
-4.71
12.0
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With the wire positioned at the straw center, the method of combining two linear fits
clearly outperformed all other fits in both accuracy of wire position and in having a low
standard deviation. The second degree polynomial also consistently performed well. The
other fits performed much worse when the number of data points was reduced. The fit
given by eq. 4.1 performed slightly worse than all other fits in most circumstances. It was
encouraging that almost all of the results fell within 100 µm limit for accuracy.
Next the same analysis was performed with the wire moved from the center of the straw.
This resulted in the fit given by eq. 4.1 performing about as well as it did at with the wire
at the straw center, but all the other fits gave very poor results. Because the method of
combing two linear fits was very promising when the wire was centered at zero some more
thought was given to improving this fit with the wire in other positions.
Because the graphs are very linear far from the wire, but begin to curve closer to the wire,
reducing the fit range for each line was the first attempt at improving this method. Analysis
was performed with the linear fit terminating at 250 µm and 500 µm from the origin. These
fits performed worse than fitting the lines to the origin. Next a combination fit was tried of
the plot using the fit given in eq. 4.1 initially then using the result to determine the bounds
of the linear fits. For example, if the first fit found a central value of −50 µm then a linear fit
would be performed on each side of 50 µm rather than zero. This was an improvement over
the method of two linear fits centered at zero, but failed to outperform the fit given by eq.
4.1. Finally combining the two methods described in this paragraph was tried. The fit given
in eq. 4.1 was used to decide where the center was then a fit to within 250 µm to 500 µm
of this center was performed. This improved the results, but still under performed the fit
from eq. 4.1. One other method was tried, this consisted of finding the center using the
method described above then using a second degree polynomial. This fit performed about
as well as the same method using a first degree polynomial. On inspection this was due to
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the coefficient of the square term being two orders of magnitude less than that of the linear
term.
The symmetric second degree polynomial outperformed the other methods and was chosen as the best fit going forward.

4.1.3.3

Accuracy of Postion Measurements

Monte Carlo analysis was performed on the drift time data sets to determine the level of
measurement uncertainty that could be achieved with our design. This analysis helped to
determine the necessary collimator size and was performed using ROOT, a C++ based data
analysis package[20].
To improve on the method used in the previous section, the points from Garfield simulation can be sorted into the appropriate ranges then drawn randomly from these distributions
to generate plots like the one in fig. 4.10. A value for the center of the wire can be extracted
by fitting these plots as shown in fig. 4.11. A residual plot like that shown in fig. 4.12 can
then be made from the results. The residual plot is made using a histogram of the difference
between the known wire position and the measured wire position for many measurements.
The residual plot can be fit with a Gaussian distribution and the width of the distribution,
given by σ, can be taken as the uncertainty for the measurement. This method allows a
more accurate determination of the uncertainty in the measurement as well as allowing the
simulation to be run as many times as desired without exhausting the data.
Now that the method of fit was decided on it was important to measure the accuracy of a
position measurement obtained using a range of source positional uncertainties, determined
primarily by the collimator size, and number of electron hits. Histograms were binned at
5, 7, 10, and 20 bins corresponding to a positional uncertainty of 1000, 714, 500, 250 µm
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Figure 4.11: Plot of Garfield Data That Has Been Binned and Fitted. Plot showing original
Garfield data(black dots), binning(blue bars), and fit(red line).
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Figure 4.12: Residual Plot of Multiple Fits of Garfield Data.
respectively. These can be taken to be the approximate uncertainty due to the collimation of
the source. The total number of data points used for each binning ranged from 250 to 5,000.
This is not a completely accurate representation of what would occur in a scan. There are
other factors that contribute to the positional uncertainty, the most important of which is
multiple scattering of the electrons. In practice the bins can also overlap. However this gave
a straightforward way to evaluate relative collimator sizes.
With the wire centered at zero all of the chosen values gave a negligible mean on the order
of 10−2 µm. The uncertainty of the measurements ranged from 2-23 µm. A summary plot
of the results can be found in fig. 4.13. The different shaped points represent the different
binning. Increasing the bin size decreases the uncertainty, but there are diminishing returns.
This can be seen when comparing the decrease of 10σ when going from five to ten bins and
the decrease of 3σ in going from 10 to 20 bins. Increasing the total number of data points
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Figure 4.13: Results of Monte Carlo Analysis with Wire Centered at the Origin.
collected also shows a case of diminishing returns. With the exception of 7 bins an increase
√
in the number of data points shows an N trend as the total number of data points is
increased. While any of the scenarios in the graph is well within the 100 µm goal for the
measurement, based on these trends the optimal uncertainty for the least amount of effort
can be achieved by using 10 bins(500 µm uncertainty) with 1000 total data points(100 points
per bin).
The results with the wire offset from zero by −150 µm to 150 µm with 10 bins and 1,000
data points per bin were also examined. The results can be found in table 4.3. All the
values obtained in the analysis were with 93% of the known value. The uncertainty in
the measurements was uniform ranging from ±5.9-6.6 µm. This compares well with the
uncertainty in the measurement when the wire is centered at zero. The absolute value of
the difference between the known offset and the simulated value gets larger as the wire is

49

Table 4.3: Results of Accuracy Testing With Wire Offset. A comparison of the measured
value given by simulation with the wire offset from zero.
Offset(µm)
150
100
50
20
10
-10
-20
-50
-100
-150

Mean(µm)
141
93.3
46.5
18.9
9.09
-9.85
-18.3
-46.6
-93.3
-141.3

Sigma(µm)
5.9
6.6
5.9
6.3
5.9
5.7
5.9
5.8
6.6
6.6
avg

abs diff(µm)
8.4
6.7
3.5
1.1
0.91
0.15
1.7
8.7
6.7
8.7
4.12

offset more from zero. This happens in a predictable manner and can be accounted for then
taking a real measurement. The effect is likely due to assuming symmetry in the fit.
An analysis was also performed to determine if we could detect if the wire was moved
parallel to the incoming electron. For any reasonable wire offset this is undetectable. Moving
the wire both perpendicular and parallel to the incoming electron was also indistinguishable
from moving the wire perpendicular only.
The accuracy studies led to the following conclusions. First and most importantly that
our method was feasible. That a large number of data points would not be needed at a given
position, although this turns out to be more complicated in practice. A 0.5 mm circular
collimator would be a good starting point for collimation of the source, this was later changed
to a rectangular collimator due to unexpected rate requirements due to multiple scattering
and triggering in the data acquisition system. Finally, that the method was robust and if
changes were needed in the timing or collimation that it wouldn’t be devastating to the
method.
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4.1.3.4

Wire Angle Measurements

Using the results of the position measurements outlined in the last section the wire angle
can be determined. To get a better feeling for how accurate this would be and to make sure
that it was feasible a study was performed.
A Gaussian distribution was generated using the uncertainty from the wire position studies. Points were drawn randomly from the Gaussian then plotted to simulate the uncertainty
in measurement for a wire at a 7.5◦ angle. The first study used end points 20 mm from the
end of the straw, the proposed maximum range of the motor due to the source holder at the
time. The result was an uncertainty outside the proposed maximum uncertainty of 100 µrad.
This led to a redesign of our source holder that allowed us to get within 6 mm of the straw
ends.
After the redesign, the extreme points were 6 mm from the end of each straw. The other
points were evenly spaced between. A linear fit was then performed on the plot and the
slope of the line was extracted. See fig. 4.14 for an illustration using four points.
This was performed 10,000 times for each data set then the results were arrayed in a
histogram then fit with a Gaussian. The sigma value of the Gaussian was taken to be the
uncertainty in the measurement. See fig. 4.15 for an illustration. At four positions the
uncertainty was shown to be 90 µrad. Increasing the number of positions showed minimal
gain. At eight positions this was only reduced to 57 µrad.
The result of these studies led to a redesign of the source holder so that it could be moved
closer to the manifold of the tracker. An acceptable level of uncertainty was shown when
taking four horizontal positions. Due to limitations due to scanning times, increasing the
number of positions was undesirable so the new collimator was incorporated into the design
and four scans in the horizontal plane was decided to be the optimal scan.
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Figure 4.14: Sample Plot of Angle Uncertainty Analysis. Four vertical positions are used.
The x-axis is along the length of the straw. The y-axis is the width.
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Figure 4.15: Gaussian Produced in Angular Uncertainty Analysis. Four vertical positions
were used in the analysis. This residual shows the distance from the center that is later
converted to an angle.
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4.1.3.5

Time to Perform Scan

Ideally all quality control measures for a tracker module once it has arrived at Fermilab
would be completed in less than one week. Simulation and calculation were used to verify
that a position scan could be performed on a reasonable time scale. These studies also led to
further redesign of the collimators and source holders. This analysis was performed primarily
using G4Beamline[21].
G4Beamline is a simulation suite based on Geant4, simulation software primarily used
for the passage of particles through matter[22]. Although it is optimized for beamline applications it is still suitable for Geant’s original purpose and has a number of advantages over
Geant. The most important of these being a much more straightforward way of constructing
the geometry of the system to be simulated.
The time it takes to complete a Sr-90 position scan has multiple factors. The most
obvious are the number of desired positions in the horizontal, the number of desired horizontal
passes in the vertical, and the number of hits desired at a given position. The rate of the
source is an important factor. The number of electrons making it from the source to the
scintillator is more complicated. Naively a solid angle integration will provide this value,
but multiple scattering of the electrons turned out to be one of the most important factors
to be considered. The time needed to perform a scan is given by the following equation:

t=

4πr2
hits
1
×
×
× positions × passes × scatter
rate
lw
position

Here t is the scan time. Rate is the rate of the source.

4πr2
lw

(4.2)

is a geometric factor due to

solid angle integration onto the scintillator. Hits, positions, and passes are described above.
Scatter is the ratio of electrons that actually do make it through the system to the total
number that would if the system was an empty vacuum. To give a baseline for further
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discussion: with no scattering a 2.63 × 106 Bq Sr-90 source, 9.33 cm from the detector will
take approximately 30 minutes to perform a scan with a 0.5 mm circular collimator taking
100 hits per position at 320 positions and four passes.
Initially it was desired that a scintillator would be incorporated on each side of the tracker
to establish a better coincidence between straw hit time and arrival time. The central 98%
of the projected angular distribution due to multiple scattering is approximated by[9]:
s

x
13.6M eV
x
1 + 0.03 ln
z
θ0 =
βcp
x0
x0




(4.3)

Here β is the velocity, c is the speed of light in vacuum, p is the momentum of the
particle, z is the charge of the particle, and

x
x0

is the thickness of the material to be traversed

in radiation lengths. This approximation is good to 11% for small angles. For a 3 mm thick
piece of scintillator θ0 = 8.1◦ for 2 MeV electrons and 25◦ for 0.5 MeV electrons. Using
simple geometry to project this onto a surface 8 mm away gives 98% of the electrons in a 45◦
cone. This seemed untenable for a reasonable rate of electrons going through our system,
but warranted further investigation as it was unknown what the distribution within the cone
would be.
To further investigate whether an initial scintillator was possible for our system a simple
g4Beamline simulation was developed. The geometry of the system consisted of a point
source radiating in the x direction. A 0.5 mm circular collimator placed immediately after
the source followed by four realistically sized straws. The straw was not given the full
characteristics of a realistic straw in this study. The simulation assumed any electron hitting
the straws would be detected. Another collimator was placed on the far side of the straws
followed immediately by another scintillator. Fig. 4.16 shows an illustration of a later
system that was simulated in a more realistic manner and without the initial scintillator,
but it serves to illustrate the general layout.
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Figure 4.16: G4 Beamline Simulation. G4Beamline geometry of the test stand with a tracker.
From left to right: collimator, four straws, collimator, material in the source holder, scintillator. Ten electron events are shown by the red lines in the cartoon.
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The result was of 1 million electrons fired into the system only approximately 8,000 hit
the first straw. This was reduced by 1,000 per straw. Over multiple simulations a maximum
of six electrons out of the million fired hit the far scintillator. This corresponds to a scatter
factor of 166,667, which would make the 30 minute scan discussed above take about 9.5
years. As a result the initial scintillator was abandoned.
The simulation was made more realistic by including the proper Argon/Ethane mix in
the straws, proper straw wall materials, the central wire and the correct angle of the layers
in the straws. Initial simulations showed that scattering in air and the straws gave a factor
of 8197 to the sample system equating to a scan time of approximately 170 days. A number
of options were investigated to reduce this including changing the collimator, using a higher
energy source, using a higher activity source and putting the test stand in vacuum.
There were minimal gains to be had by going to a higher energy source. Fig. 4.17 was
prepared using eq. 4.3 and shows the scattering angle vs electron energy. The only likely
replacement was Ru-106 which has a maximum energy from one of its daughters of about 3.5
MeV[9]. Going from 2.5 MeV Sr-90 to 3.5 MeV Ru-106 would offer little gain in the scattering
angle. This was verified through simulation which found only a factor of 4 reduction in the
scattering factor when using the maximum energy. Due to the short half-life of Ru-106 there
were no reasonably active sources available at Fermilab that could be borrowed and the cost
of a new source was prohibitive.
We ultimately did go to a higher activity source. Radiation Safety at Fermilab was able
to find a source that was approximately a factor of 10 higher than the one originally available.
This gives a factor of 10 reduction in time.
Putting the test stand in vacuum offered gains, but was not practical. Using the density
relationship and the ideal gas law it was possible to rewrite x0 in eq. 4.3 as a function of
pressure. Fig. 4.18 shows the relationship between scattering angle and pressure for a 2
MeV electron. A coarse vacuum pump is able to achieve a vacuum of down to 1 Pa. Given
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Figure 4.17: Scattering Angle as a Function of Energy.
the graph this results in a negligible scattering angle so a pure vacuum could be used to
estimate the results of putting the test stand in vacuum. Simulation showed a factor of 13
reduction in time. However the test stand is quite large, more than 10 cables would need
to run into and out of the vacuum chamber, and there was some concern about damage to
the straws so this was not adopted. A helium tent was briefly considered, but was not given
serious consideration.
The shape of the collimator was ultimately changed from circular to rectangular. By
aligning the long piece of the rectangle with length of the straw by placing it at a 7.5◦ we
were able to increase the size of the collimator without sacrificing much accuracy in the
measurement. This necessitated a change in both the source holder and the far collimator.
Since in each tracker there are two straws angled in one direction from the vertical and two
angled in the other direction the source holder had to be adjusted so that it could be aligned
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Figure 4.18: Scattering Angle as a Function of Pressure.
with either. The same is true for the scintillator side collimator. A 1x3 mm collimator was
initially studied. This reduced the time by a factor of 23 making a scan take approximately
1.5 days.
The simulation was updated with the change in the shape of the collimator. Until this
point the simulation used a Gaussian distribution of electrons centered around a value about
0.5 MeV less than the given maximum value for Y-90 decays. While the trends were right
this meant that scatter factors were underestimations. In order to further improve the G4Beamline simulations a more robust method was developed.
If a formula for the electron energy spectra for a beta decay could be found then it
could be normalized to one then integrated over intervals to find the percent of electrons in
the interval. Obtaining a formula for a given beta decay spectra is quite complicated[23].
There are three terms, the simplest deals with splitting the energy of the decay between
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Figure 4.19: Energy Spectra of Sr-90 Decay. This plot shows Energy of the electron on the
x-axis with an arbitrary number of electrons on the y.
the nucleus, electron, and neutrino. Another accounts for forbidden energies that could
be given to the nucleus and the last accounts for the nuclear Coulomb field. Even the
approximation was overly complex for our needs. An excel file with data points for nearly
all beta decays compiled from medical literature was found at RADAR, a radioactive dose
assessment website[24]. The spectra for Sr-90 and Y-90 can be found in figures 4.19 and 4.20
respectively.
Previous simulations had shown that low energy electrons had virtually no chance of
making it through the system. As a result the contribution from Sr-90 was considered
negligible. In order to obtain a continuous function from the data points found in fig. 4.20
it was fit with a fifth degree polynomial. This matched the shape of the curve well. This
equation was then normalized to one, resulting in the following equation:
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Figure 4.20: Energy Spectra for Y-90 Decay. This plot shows Energy of the electron on the
x-axis with an arbitrary number of electrons on the y.
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h

i

8.7 × 10−2 1.46x5 − 7.97x4 + 16.17x3 − 19.08x2 + 12.94x + 3.52 = 0

(4.4)

This equation could then be integrated over small ranges to yield the fraction of electrons
that occurred in that energy range. Contributions from electrons with less than 1.4 MeV
were considered negligible. This is not entirely true as there is some contribution from these
electrons, but this was a necessary trade-off to reduce simulation time. As a result this
method overestimates the scatter factor and thus the time to complete a scan. Eq. 4.4 was
integrating over 10 MeV ranges to obtain the percentage of electrons that fell within each
range. A Garfield simulation was run using the energy of the central value of each range.
The number of electrons that made it through the system for each range was multiplied by
the fraction of electrons obtained from integration to weight each number. These were then
summed and divided by the the total number of electrons used in simulation providing the
scattering factor. This method provided a much more accurate method of determining the
scattering factor.
Many simulations were run over time using this improved method. As a result it was
determined that the overall length of the system, defined by the distance between the source
and the scintillator, needed to be reduced as much as possible. Approximately 35 mm was
shaved from the initial design. This results in a large reduction in scan time as can be seen
in eq. 4.2 as the r term is squared. These studies also resulted in the adoption of a 1x3 mm
rectangular collimator instead of the 0.5 mm circular collimator that was originally proposed.
Table 4.4 shows the results of the new simulation process for the final system. 100,000
electrons were used for the simulation of each energy. The fraction of total electrons for
the energy is multiplied by the number of electrons that get through the simulation to hit
the scintillator. These are summed for each energy range resulting in 247.7 as the weighted
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Table 4.4: Results of Garfield Simulation for the Final Design of the Test Stand. Fraction
of total e is obtained using integration, number of e from simulation, and weighted value is
the product of the two.
Energy(MeV)
0-1.4
1.4-1.45
1.45-1.55
1.55-1.65
1.65-1.75
1.75-1.85
1.85-1.95
1.95-2.05
2.05-2.15
2.15-2.25
2.25-2.35

fraction of total e
0
0.025
0.046
0.041
0.035
0.028
0.021
0.014
0.008
0.003
0.0004

number of e
0
682
795
951
1138
1322
1498
1653
1985
2268
2463
sum

Weighted number of e
0
17.05
36.57
38.99
39.83
37.02
31.46
23.14
15.88
6.80
0.99
247.7

average number of electrons. This is then divided by the 100,000 electrons used in the
simulation giving a scatter factor of 403.67.
The final values related to the time to perform a position measurement are outlined in
table 4.5. Substituting these values into eq. 4.2 yields a total scan time of approximately
9.75 hours. This was considered an acceptable time frame. Now that all of the parameters
were fixed with the possible exception of hits, positions, and passes eq. 4.2 can be rewritten
as:

t = 0.273 ×

hits
× positions × passes
position

(4.5)
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Table 4.5: A List of Values Related to Scan Time for the Final System.
rate
2.69 × 107 Bq
r
65.9mm
l
3mm
w
1mm
hits
100
positions 320
passes
4
scatter
404

4.1.3.6

Other Studies

When moving to a collimator that was angled to match the straws there was some concern
that uncertainty in the angle of the collimator would add a great deal of uncertainty to the
position measurements. This can be investigated with simple geometry. Given a collimator
of length l, the maximum deviation of the end of the collimator due to the angle being
different then expected is given by θdif f = l sin θ. The added uncertainty in the horizontal
will be twice this as the two endpoints will move away from each other as the angle is
increased. When this was being considered the collimator size had not yet been decided on
so a spreadsheet was made to decide how much uncertainty in angle would be acceptable.
For the 3 mm collimator that was ultimately used the added uncertainty in the horizontal
due to the angle was 10 µm for a 0.1◦ angular uncertainty and 40 µm for 0.5◦ . Due to the
horizontal size of the collimator and the large spread in electrons due to multiple scattering
these values were not overly concerning and the engineer was confident he could provide
better than 0.5◦ angular uncertainty.
The thickness of material to be used in the source holder needed to be determined before
the source holder could be designed. This was especially important for the front of the
holder where the collimator was located as we wanted the source to be as close to the straw
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as safely possible to reduce the overall length the electrons needed to travel. Aluminum
was the preferred material as it is cheap and easy to work with. This can be estimated
2

using the stopping power of Al which is 1.578 M eVgcm [9]. Multiplying this by 270 cmg 3 , the
eV
density of aluminum, yields 4.261 Mcm
. This is the amount of energy that can be stopped

per unit length of material. To obtain the material needed the maximum energy of a Y-90
electron was multiplied by the reciprocal of this value. The needed amount of material is 5.3
mm. This estimation does not take into account any air gaps and is the amount of material
needed to completely stop the electron and resulting photons. Given the overestimation
in the calculation using 5 mm of material for the front collimator was investigated using
G4Beamline. In the simulation almost no electrons were able to penetrate the material, but
photons do make it through the metal. These photons were found to be depositing less than
1 keV on average in the straws. This should be undetectable in the tracker. A 5 mm front
collimator was used for the source holder, slightly more material was used for the rest of the
source holder.

4.2

Overview of Electronics and Data Acquisition

The test stand is incorporated into the straw tracker data acquisition system(DAQ) which
uses the MIDAS DAQ[25]. A custom circuit board powers the SiPM, provides some noise
reduction, inverts the signal, and routes the signal into a LEMO cable. Several NIM modules
are used to process the signal which is fed into a TDC board. From the TDC board the
readout behaves in the same way as the trackers.
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Figure 4.21: Recommended Circuit Diagram for SensL Series J Readout Board. Image from
Ref. [15].

4.2.1

Electronics

A custom circuit board using the circuit diagram suggested by SensL in their users
manual[15]. Fig. 4.21 shows a diagram of the recommended circuit which is a simple opamp circuit, with some noise reduction. The physical board is shown in fig. 4.22. The board
consists of a high speed op amp with a capacitor to reduce noise. The op amp circuit has
negative unity gain. On the right, from top to bottom the connections: output from op amp,
30 V in to power the SiPM, 30V out to SiPM, -5 V to op amp, ground. A connector to a
LEMO cable was acquired from unused equipment and incorporated into the board and can
be seen on the right of fig. 4.22.
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Figure 4.22: Circuit Board Built to Readout SiPM.
An electronics rack is used to house the electronics necessary to run the trackers and test
stand. Fig. 4.23 shows the electronics crate on the left and the gas system on the right. The
individual racks are labelled in the figure.
The signal coming out of the LEMO cable is then routed to a NIM crate in the electronics
rack. Various NIM modules are used to shape and amplify the signal before a discriminator
is used to eliminate noise hits. The signal height is much much greater than the noise so
virtually all noise can be eliminated. This is done by simply tuning the discriminator until
no hits are registered by the NIM counter when the source is not present.
The discriminator digitizes the signal which is then converted to TTL and sent to a TDC
logic board that is the same as that used by the trackers. The signal from the TDC is then
routed back to the FC7 in the crate. The FC7 communicates straw and SiPM information
to MIDAS running on a Linux machine located in the lab.
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Figure 4.23: Electronics Crate and Gas System. The Electronics crate is shown on the left
with important systems labelled. The gas delivery system is shown on the right.
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4.2.2

Data Acquisition

All the data from both the tracker and SiPM is then read by MIDAS. The MIDAS frontend controls both the input and the output which is written into MIDAS files. ART, an
event processing framework, is used to process the MIDAS files into ROOT trees that can
then be analyzed using whatever software is preferred[26].
MIDAS is controlled through a web interface. Fig. 4.24 shows the front page for the
straw tracker DAQ. The front page is useful for monitoring the status of the DAQ for any
problems. In the programs tab the equipment front ends can be started and stopped. The
Online Database (ODB) tab allows one to change common variables such as straw masking
and accumulation times. The messages tab has detailed collection logs and error messages.
Alarms can be set, but in practice this has not been used for the test stand. The sequencer
tab allows one to write programs that can execute scripts and operate the DAQ.
MIDAS organizes data into runs. Runs can be started manually using the start button
or controlled through the sequencer. The test stand tends to use many runs for an individual
measurement in order to keep track of changes to parameters for a scan. For instance, each
time the motor is moved a new run is started. Variables important to test stand operation
are written to the ODB so that they are included in the MIDAS output file.
The data collected can be masked through the MIDAS ODB. Individual straws and entire
logic boards can be masked off through this method. It should be noted that this will not
eliminate cross-talk if the straws/boards are powered. Originally it was planned that the
SiPM would serve as a trigger for data collection, collecting straw hit data in a few hundred
ns window before any SiPM hit. Unfortunately, due to limitations in the tracker electronics
the best case scenario, for Fe-55, was that data could be collected for 10 ms then 10 ms was
needed to read the data from the boards. In the case of Sr-90 the rate was high enough to
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Figure 4.24: The MIDAS Straw Tracker DAQ Homepage.
fill the board’s buffers so a readout scheme of 0.5 ms collection followed by 10 ms of readout
was necessary.
The sequencer is used for all but the most routine tasks when taking data with the test
stand. Using a combination of python scripts to control the motor, changing of the ODB
variables, and controls to start and stop individual runs scripts have been written to perform
all of the necessary scans.

4.3

Detail and Performance of the Subsystems

After constructing the test stand and incorporating it into the DAQ there were still
many details to be worked out. Performance of individual components were tested, changes
to some of the systems were made, control scripts were written, and improvements to the
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Figure 4.25: The Test Stand with a Tracker Installed.
system were tried and sometimes rejected. Fig. 4.25 shows the completed test stand with a
tracker installed.

4.3.1

Frame

The frame itself remained unchanged after construction, but changes to mounting of
the tracker and traverses were made. Safety tests to make sure the trackers could not be
damaged by the test stand were performed using a 3-D printed model of a tracker. The
initial diagrams describing where the tracker mounting plate and traverse system were to be
mounted allowed the horseshoe arm to be driven into the tracker mounting plate. At first the
traverse was moved to solve this problem, but difficulties in positioning made this solution
reduce the straw area that could be covered. The traverse also allowed the horseshoe arm to
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Figure 4.26: Traverse Showing Post Location and Stop. The vertical traverse is shown here
with labels pointing out the stop and post location
make contact with the tracker manifold. The attempted solution to this was to re-position
the tracker mounting plate, but the range of the vertical traverse still allowed contact.
Both problems were solved by introducing posts on the traverse system to contact the
stop button of the traverse. Fig. 4.26 shows the traverse and stop button. To maximize
the coverage area it was desired that the posts be as short as possible while still preventing collisions. In order to accomplish this the horseshoe arm was moved until the source
was almost contacting the manifold in the vertical and the arm was almost contacting the
mounting plate in the horizontal. The distance was measured with a micrometer. Both the
measurement and the traverses were provided to the machine shop so that the distance could
be verified. Thin aluminum posts were produced. Superglue was initially tried, but proved
insufficient to secure the posts in place. This was rectified by scuffing the post and traverse
before gluing with JB Weld.
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Figure 4.27: Travelling Microscope with Attached Traverse.

4.3.2

4.3.2.1

Traverse and Motors

Accuracy and Repeatability

Before mounting the traverses to the frame it was desired to measure parameters of the
motors and traverses to compare with the values given by Velmex. This was accomplished
using a traveling microscope to make position measurements and LabView to control the
motors[27]. The traveling microscope is operated by sliding a microscope along a track in one
dimension to the rough position to be measured then a fine adjust knob is used to finalize the
measurement. The traverse was secured to the microscope using a clamp. The microscope
can be read to the nearest 10 µm. Fig. 4.27 shows the travelling microscope with attached
traverse.
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In order for the measurements taken with the travelling microscope to be meaningful
the accuracy of the microscope first had to be determined. The microscope was moved
to an arbitrary position then a measurement was made of the edge of the traverse. The
traverse was then moved away and the measurement was repeated 10 times coming from the
left hand side of the traverse. This was repeated coming from the right hand side. Both
data sets found a measurement uncertainty, taken as the standard deviation of the group of
measurements, of 10 µm. There was a 30 µm discrepancy between the mean of coming at the
traverse from the right versus coming from the left. This is likely due to the gear system of
the fine adjust. The result is that measurements are accurate to 10 µm, but one needs to be
consistent in the direction the fine adjust is turned when making the measurement.
Next the distance traveled by one motor step was measured. The traverse was moved
to an arbitrary position taken to be the origin. The traverse was then moved ten steps
and the change in position was measured. This was repeated ten times. The measurement
was repeated ten times for steps of 100 and 1,000. The average of these measurements was
6.31 µm with a standard deviation of 0.4 µm. The step size given by Velmex is 6.35 µm. Due
to the uncertainty of 10 µm coming from the microscope the Velmex step size could not be
confirmed, but the measurement is consistent with the quoted value.
In order to study the repeatability of returning to the same spot with the traverse an
arbitrary position was once again chosen as the origin then another arbitary position was
chosen as the measurement location. The traverse was moved from the origin to the measurement location, the position measured, then returned to the origin and the position was
measured again. The difference between these measurements was then taken. This was
repeated twenty times. The standard deviation of the difference between the measurements
was found to be 17 µm. The quoted repeatability is 2.54 µm. Again this could not be confirmed given the measurements limitations, but my measurement was consistent with the
quoted value.
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Finally the ability to return to the same location using the motor from the left versus
the right was measured. The average and standard deviation from these measurements was
consistant with the accuracy of the microscope itself. So within the measurement error it
does not matter which direction the traverse is moved.

4.3.2.2

Control and Operation

Movement of the traverses can be accomplished using buttons on the motor controller
box. This method is insufficient as the traverse motion needs to be automated to provide
repeatability of measurements, be incorporated into the DAQ, and reduce the need for human
intervention.
Originally this was to be accomplished using LabView, but LabView proved to be unwieldy and hard to incorporate into MIDAS. Python scripts utilizing the PySerial library
were ultimately used[28]. These scripts were much simpler than the LabView program and
were callable from the MIDAS sequencer offering a signifigant improvement. The computer
running the DAQ communicates with the motion controller by means of a USB cable. The
motor communicates in terms of steps which are 6.35 µm in length. An absolute coordinate
system was decided upon in which an origin is assigned then all communication is converted
by the Python scripts into position relative to this point.
Three Python scripts were written to communicate with and control the motors. The
script setZero.py provides no input or output, but tells the motion controller that the current
position is 0,0 and all further positions are referenced to this point. The script getPosition.py
takes no input and outputs the current position relative to zero. The script simpleMotor.py
takes the desired position to be moved to as input and outputs the position when movement is
complete. This script also sets sets ODB variables that were added to the DAQ. One variable
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named ”sourceMoving” is set to ”y” when started and back to ”n” when completed. This
allows the sequencer script to pause when the source is being moved. The other variables
record the position of the motor in the MIDAS output file.
The absolute zero of the motor is set at 100 motor steps from the top, right of the range
of motion. This is done, because when the traverse contacts a stop, the position can become
confused. For instance after being stopped by the traverse stop sometimes the motor would
report that it was at -3,2. Setting the zero point away from the stops solved this problem.
In the coordinate system devised the source is far from the tracker at (0,0). At y = 0
the straws begin to see the source at approximately x = 35, 000 and the movement range
ends at x = 68758. The movement range in y ranges from 0 to 9979 with all y positions
covering the straw area. In order to prevent the traverse hitting a stop and the motor
position becoming muddled the maximum range for any automated run should be limited
to a maximum position of (68500,9900).

4.3.3

Scintillator

The first scintillator used was EJ 200 Plastic scintillator, a vintytouline based scintillator
produced by Eljen, that was left over from a previous experiment and obtained from the NIU
NICADD lab. The EJ 200 data sheet lists all of the scintillator’s relevant properties[16]. The
emission spectra of the scintillator matches well with the photon detection efficiency of the
SiPM with peaks at approximately 425 nm as can be seen in fig. 4.28[15].
The scintillator has an efficiency of 10,000 photons per Mev and our SiPM has a photon
detection efficiency of 30%. The stopping power of Vintytoulene was used to verify that a
3x3 mm piece of scintillator would produce enough photons to detect nearly all electrons
passing through it. The stopping power of Vintytoulene can be found in the PDG for vari-
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Figure 4.28: Photon Emmision Spectra and Photon Detection Efficiency. The photon emission spectrum of the scintillator is shown on the top[16]. The photon detection efficiency of
the SiPM is shown on the bottom[15].
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ous energies[9]. Assuming the electron passes through the entire width of the material, an
estimate for the number of photons detected can be obtained through dimensional analysis.
Multiplying the stopping power of the material by the material density, thickness of material, photon production efficiency, and photon detection efficiency yields an estimate of the
number of photons detected. Equation 4.6 shows a sample calculation for our scintillator,
using a 2 MeV electron.

P hotons = 1.807

g
photons
M eV cm2
× 1.023 3 × 0.3cm × 10, 000
× 30% = 1664
g
cm
M eV

(4.6)

The stopping power actually increases for lower energy electrons so any electron with sufficient energy to make it through our system will almost certainly be detected by the SiPM
and 3 mm thickness was found to be acceptable.
Many pieces of 3x3x15 mm scintillator were prepared by the NIU machine shop. The
machine shop was provided with ”Machining and Polishing of Plastic Scintillators” which
outlines cutting methods that will reduce heat damage and wear on the scinitillator[29].
After obtaining the cut scintillator it was polished using the methods outlined in the
same document. The scintillator was then painted with five layers of white paint, followed
by one layer of black, then one layer of varnish as outlined in Ref. [17]. One of the 3x3 mm
sides was left unpainted to allow connection to the SiPM. It was found that the paint added
at most 0.5 mm to the one dimensional thickness of the collimator when applied lightly.
This made it large enough to completely cover the SiPM, but small enough to still fit in the
housing on the horseshoe arm.
The scinitillator is attached to the SiPM using EJ-500 optical cement. Both objects are
quite small, the optical cement takes on the order of 24 hours to dry, and the scintillator
cannot stand up on the board without aid so gluing by hand was not an option. A clamp
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was briefly considered, but the SiPM is fragile so this was ruled out. The solution was to
3-D print a jig that could hold the scintillator in place. The outer dimensions of the jig were
the same as the SiPM in length/width and slightly shorter than the scintillator in height. A
hole slightly larger than the scintillator was placed in the center so that it would overlap the
window of the SiPM.
In practice the glue is applied to both the scinitillator and SiPM then the jig is taped
onto the top of the SiPM. After which the scintillator is inserted in the hole of the jig. The
system is placed on a level surface where it is unlikely to be disturbed and a small nut is
placed on the top of the scintillator to facilitate contact between the scintillator and the
SiPM. After at least 24 hours has passed the tape is removed from the jig however the jig
almost always ends up glued to the SiPM. This can be removed by turning the system over
and carefully pressing straight down while the scintillator is in contact with a level surface.
The jig will break free of the SiPM. The connection between the SiPM and the scintillator
is then painted with two layers of white paint then black paint as needed.
After a great deal of troubleshooting it was determined that we needed new scintillator.
The rates obtained were not behaving as expected. A number of things were tried including
changes in the electronics, light shielding, and not sanding the scintillator, but these were
unable to resolve the problem.
After narrowing the problem down to the scintillator it was found that the rate at the end
of the scintillator was much lower than the rate at the base. A longer piece of scintillator was
prepared for study and it was found that this was not an edge effect as originally thought,
but that the rate decreased linearly with distance from the base.
Around the same time it was found that electrons were hitting the base of the scintillator
without going through the collimator. A larger collimator that would fit over the old collimator covering the small amount of scintillator that did not go in the housing was designed
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Figure 4.29: Old and New Collimator. The original collimator is shown above the new in
both frames. The new collimator is made to slip over the old.
and prepared. Fig. 4.29 shows a frontal and top down view of both collimators with the old
collimator appearing above the new in each.
This combined with the rate problems led to the decision to go to a longer scintillator
mounted in the back of the horseshoe arm as opposed to the side. This helped, but did not
completely resolve the problem so six pieces of 3x3x20 mm precut and polished scintillator
and new optical cement were ordered. Between these two replacements and the re-positioning
of the scintillator the problems were resolved. It is still unclear if the problem was due to
the scintillator being old, the glue being old, or damage due to the way the scintillator pieces
were cut.
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4.3.4

Silicon Photomultiplier

A SensL series J SiPM is used as our detector. Important properties can be found on
the data sheet[15]. The J series was chosen primarily due to its high timing resolution,
having a rise time of 100 ps. Cost and size were other important considerations. The SiPM
was purchased mounted to a MicroFJ-SMTPA board that was cost effective and ideal for
mounting the SiPM on the horseshoe arm, but is not optimized for timing. It was thought
with the high timing resolution of the SiPM itself that this would not be an issue for our
requirement of better than 1 ns in timing resolution.

4.3.4.1

Verifying Properties of the SiPM

Before attaching the scintillator the properties of the SiPM that could be verified with
the equipment available were measured. This equipment included a power source that can be
controlled through a computer, an ammeter that can be read out using a computer, a large
dark box, and SiPM Signal Proccessor(SSP) developed for the Deep Underground Neutrino
Experiment(DUNE)[30]. The SSP is optimized for measurement of SiPMs and was quite
effective at rate and timing applications, but reads voltages in ADC counts which presented
some problems in analysis.
The current versus voltage curve of the SiPM was measured using an ammeter and a
voltage source. The breakdown voltage of the SiPM can be determined from this curve by
plotting the square root of the measured current versus the applied voltage. The current
will be relatively constant until the breakdown voltage then rise linearly. The value of the
breakdown voltage can be found by performing a linear fit on this region. Fig. 4.30 shows
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Figure 4.30: Breakdown Voltage Derived from IV Data. Image from Ref. [31].
an illustration of this process[31]. A breakdown voltage of 24.7488 ± 8 × 10−4 V was found
which agrees well with the range given by SensL of 24.25-24.75 V.
The dark count rate was measured by placing the SiPM in the dark box then counting the
measured hits using the SSP. The dark hits are predominately one photoelectron in height,
but significant numbers of hits can be seen up to four photoelectrons. The dark count rate
is not significant for us in practice as we expect significantly more photoelectrons from an
electron hit in our system, but this study allowed for verifying that the SiPM was working
correctly. A measurement was made for both 2.5 and 5 V over the breakdown voltage. The
2.5 V overvoltage measurement yielded a dark count rate of 332.3 ± 0.7 kHz which is close
to the given range of 424.1 to 706.9 kHz. The 5 V overvoltage measurement yielded a rate
of 647.9 ± 1.1 kHz which was close to the given range of 754.0 to 1480 kHz. A possible
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Figure 4.31: Waveform of SiPM Measured Using SSP. The graph was prepared using the
SSP software which does not allow for axis labelling. The x axis is unknown time units. The
y corresponds to voltage in ADC counts.
explanation for this discrepancy is that using the SSP the SiPM was not reverse biased.
While this is a valid operating mode for the SiPM it is not the recommended mode.
Using the SSP the shape of the waveform was observed and an example can be found in
fig. 4.31. The hit shown is due to an electron from a Sr-90 beta source. The SSP hardware
and software were not well understood when this measurement was taken. The x-axis is in
time units, the y-axis is in ADC counts. Do to the unknown units it was not possible to
quantify any parameters of the SiPM, but this did confirm that we could measure an electron
hit and gave roughly the expected shape for an electron hit in the SiPM.
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4.3.4.2

SiPM Operation in the Test Stand

A great deal of time and effort was put into obtaining a usable signal from the SiPM
and incorporating the test stand as a whole into the readout electronics. Much of this effort
involved trial and error, switching out components, inexplicable changes in operation from
one day to the next, etc. I will not cover all of this here, but will outline a few of the problems
and solutions ending with a summary of the current state of the system.
Before incorporating the SiPM into the DAQ readout it was read out with an oscilloscope
to make sure it was functioning properly. Electron hits were visible on the scope, but the
recovery time was much longer than expected. It was eventually found that this was partially
due to a light leak. The light leak was not immediately obvious, because an electron hit
was many orders of magnitude higher than a hit coming from the lights in the room. After
removing the source and going to a much finer voltage setting on the oscilloscope, the periodic
hits coming from the lights were identified and can be seen in fig. 4.32. With the SiPM
constantly firing and recovering due to the lights the hits from electrons were registering at
random places on the periodic waveform coming from the lights causing unexpected shapes.
At first it was suspected that the light leak was from improper painting, but after repeated
attempts, repainting could not solve the problem. The light was getting to the SiPM through
the transparent coating on the SiPM’s circuit board. The eventual solution was to use Tevlar,
a thin, flexible, opaque material, to shield the SiPM from the light. The pins of the board
easily puncture the Tevlar without letting any detectable light in so that the electronics
can still be connected to the SiPM. Changes in the electronics were also necessary to shape
the signal, including the custom circuit board described earlier in this chapter. After these
changes the signal from an electron hit was found to be a bit wider than that found in the
SiPM manual, but of the right shape as can be seen in fig. 4.33.
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Figure 4.32: Oscilloscope Displaying Signal from Light Leak
A G4Beamline simulation was performed with just the test stand system, but not the
tracker to determine the expected rate from the Sr-90 source in air only. The result was 21.6
Hz. Using a counter in the NIM rack a rate of 0.32 Hz was found. After becoming more
adept with the electronics and making the custom circuit board this rate was improved to
15.1 Hz. Further investigation led to replacing the scintillator. This led to a rate of around
50 Hz which was much higher than the simulation. This was not completely unexpected as
the simulation was an underestimate. Until this point only a rough alignment between the
source and detector arms had been performed.
A systematic alignment was performed after the major problems had been worked out.
First the range of the fine adjust was measured. It was found that through 33 full turns the
range was approximately 12.5 mm. The horizontal fine adjust was set at the furthermost
point to the left, the vertical to the top. This was taken to be the origin. Without moving
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Figure 4.33: The Waveform Resulting from an Electron Hit Registered by the SiPM. The
periodic noise is from a smaller light leak than that described that was eventually fixed.
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Figure 4.34: Rate Measurement for Alignment of the Horizontal Fine Adjust.
the vertical fine adjust the horizontal was moved in 4 turn increments through its entire
range with the rate from a Sr-90 source measured at each point. The maximum value of 95
Hz was found at 20 turns as can be seen in fig. 4.34. With the horizontal fine adjust set
at 20 turns the same procedure was carried out with the vertical fine adjust. The results
was that the optimal position was 0 turns with a rate of 95 Hz. The results can be seen in
fig. 4.35. This seemed like to large a coincidence as the horizontal fine adjust maximum was
found at zero in the vertical. A quick unsystematic check was performed by checking the
rate at a variety of semi random positions. No rate higher than 95 Hz was found so 20 turns
in the horizontal from the left and the uppermost position in the vertical was found to be
the proper alignment.
This rate is reduced by approximately two-thirds when the electrons pass through the
straws. This gives a measured rate of approximately 30 Hz with the system positioned in
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Figure 4.35: Rate Measurement for Alignment of the Vertical Fine Adjust.
front of the straws. With this information the rate of the source, the solid angle integration,
and the scatter factor can be replaced in eq. 4.2 by the measured rate yielding a more
accurate estimation of the time needed to perform a scan. There are other factors that came
into play later that invalidated this estimate including the 5% active time due to buffering,
time to move the motor, and overshooting of the desired run time by MIDAS.
The SiPM is powered at 30 V corresponding to approximately 5.25 V over the breakdown
voltage. It should be noted that the SiPM is reversed biased such that 30 V is supplied to
the anode not the cathode. 30 V is the maximum that can be supplied by the current power
supply. The gain increases with voltage, but so does the noise. Since a hit in our system is
so much larger than any noise this is an acceptable operating voltage.
To summarize, the details of the SiPM are as follows. The rate through the straws is
approximately 30 Hz. There are almost no noise hits due to the ability to set a very high
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threshold. The SiPM is operated at 30 V and reverse biased. Additional light shielding is
necessary due to the protective layer on the SiPM’s circuit board. The gluing and painting
procedure works well with the new scintillator. Finally, the custom circuit board removes
many of the problems in reading the circuit out.

CHAPTER 5
TEST STAND ANALYSIS, RESULTS, AND
RECOMMENDATIONS

With the test stand construction completed and the major operational problems worked
out test measurements began. Fe-55 position scan troubleshooting began while the SiPM
system needed to make Sr-90 position measurements was being finalized. The work involved
in troubleshooting the position measurements made the plateau and gain measurements
straightforward. The plateau and gain measurements are finalized as far as taking the data
is concerned, but some minor improvements in analysis still needs to be completed. The Fe55 position scan to measure the straw walls was ultimately unsuccessful and is unlikely to be
resolved with further effort. However other useful information can be obtained from scans
using the Fe-55 source. The Sr-90 position measurements show promise, but will require
further effort to be finalized.
Analysis of the test stand data is accomplished by an initial culling of original MIDAS
data into the ROOT tree format using ART modules [26]. The ART module is used to make
histograms and plots in the ROOT format then analysis is completed using ROOT for fitting
and extracting values. The ART modules are quite flexible and writing any final analysis
into this format would be desirable over using ROOT and ART. Unless otherwise stated the
analysis, plots, and results in this chapter were completed using the proceeding method.
In the case of all the measurements the stability of the DAQ has been a major issue.
Many of the problems have been worked out, but many have not and new issues present
themselves regularly. Almost all of the problems involve a simple power cycle or restarting
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a DAQ run to fix, but this is time consuming. Data sets for longer runs are often stitched
together from smaller subsets to avoid starting over. These problems are unpredictable and
sometimes days will go by without any trouble while other times multiple problems will
present over the course of an hour. Fortunately all but the most severe problems can be
resolved remotely.

5.1

Operation

The test stand in its current form is almost entirely automated and can be controlled
remotely from any computer. The only need to be physically present is to exchange the
source, exchange the tracker, or to turn the power on or off to the components. These
components include the motor control, power supply for the SiPM, and the electronics crate
itself. The stand is operated through programs that control the various tracker components
and MIDAS scripts to take data and control the motor.
With a tracker installed in the test stand the first step in making measurements is to
ensure everything is powered on and that gas is flowing through the tracker. The most
important thing to is to ensure that the water cooling system is powered. If anything else
is forgotten the measurement will fail, but if this is neglected damage can occurs in the
tracker. The gas system has the ability to supply nitrogen or argon-ethane gas. Nitrogen
can be used to flush the system, but this is unnecessary and Ar-Eth can be used for this
purpose. For measurements Ar-Eth should be used. Before making a measurement the gas
should be allowed to flow for at least an hour to ensure a pure gas in the straws. The gas
rate can be increased during this period as impurities decrease with the number of times the
gas volume is replaced. During operation the flow should be reduced until a slow constant
bubbling is observed in the bubbler.
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Next one should ensure that the SiPM power supply, motor controller, and electronics
crate is powered. These are simple toggle switches. The threshold of the SiPM should now
be adjusted. No source should be installed in the test stand for this procedure. It is not
sufficient that the source is capped as the Sr-90 will still produce a low level of hits even
with the cap. The threshold dial on the discriminator in the NIM crate should be adjusted
until a small rate can be seen on the counter. Then the threshold should be slowly turned
up until the point where no hits can be seen. A more robust procedure can be carried out
using an oscilloscope, but this produces virtually the same results if done carefully.
Electronics components of the tracker crate can be controlled using gm2straw6, the computer in the lab. This can also be accomplished by remotely logging in to gm2straw6 through
any computer. Before using any of the following scripts one must be logged in as gm2, then
run ”setup.sh” and ”daq.” The low voltage boards can be turned on, off, or power cycled using ”TurnBoardsOff.sh” and ”TurnBoardsOn.sh” located in the ”LowVoltage” folder.
”gtkterm” allows for control of the high voltage system. This can be run from the home
folder. The terminal allows one to monitor and change the voltage, current, and limits to
the straws. Each tracker utilizes eight HV modules numbered 0 through 7, each HV module
powers the straws corresponding to one logic board. A layout describing which logic board
powers which straws can be found in the doc-db 4375[32]. This document is also quite useful
when masking straws. ”gtkterm” should only be used by people familiar with the HV system
as changing limits can potentially damage the trackers. For general position scans a voltage
of 1570 V is appropriate. Plateau and gain scans use a variable voltage controlled through
the sequencer script.
A source can now be installed in the test stand. There are two sources, Sr-90 and Fe-55.
Fermilab general and source training are necessary to handle the sources. The source can
be aligned with either the U or V layer of the straws and slip fits onto the two pegs on the
source arm. It is possible to install the source incorrectly: if the bottom of the source is
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lower than the arm it is housed on it is placed improperly and needs to be moved up on the
pegs. This installation should be done with the arm positioned far from the tracker. A large
metal plate is used for radiation shielding and should be placed on the near side of the test
stand frame to block radiation from the source. The source cap can now be removed. It is
very important to ensure the source cap is removed as it can make contact with the upper
manifold of the tracker, while this will not damage the manifold the falling cap can contact
the straws and cause damage.
The motor control origin should now be reset. This is accomplished through the python
scripts, ”setZero.py” and ”simpleMotor.py.” The traverse should first be made to contact the
top, right motor stops. To do this run the movement script using large negative numbers.
For example, use the command ”simpleMotor.py -1000000 -1000000”. Once the traverse
is finished moving run ”setZero.py”, then move the motor to the position 100, 100. Run
”setZero.py” again and the origin is set.
The MIDAS system should now be initialized. The MIDAS control web page can be
accessed at ”gm2straw6:8080” from any computer if logged into gm2straw6. If logging in
remotely one should do so using their own user name, not gm2, and start a Firefox session. If
not already running, the Logger, Ebuilder, and MasterGM2 should be started first from the
programs tab. Then the StrawTrackerLVandSC01 can be started. Finally the StrawTrackerDAQ should be started. The order is important with the most common mistake being
starting the LV before the DAQ in which case both will fail.
The proceeding discussion is for an initial setup. If continuing to do scans without
powering down the systems most of this can be safely ignored. If the traverse contacts a
stop it should be reinitialized. Changing the source can proceed at any time with the traverse
far from the tracker. The low voltage boards are temperamental and most problems can be
resolved by using the commands to turn them off then on again, ,then restarting the LV and
DAQ programs.
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Data can now be taken using the test stand. There are a number of already written
scripts that will make gain, plateau, and position measurements. The gain and plateau
scripts are finalized and will produce the desired results for these scans. The position scripts
are for a variety of position scans and can be modified as needed to change the ranges. If
anything else is modified besides the range a new script should be made. Most scripts will
handle changing the ODB variables to appropriate values, but this should be verified in order
to avoid producing nonsensical data.
Data can also be taken without the use of the sequencer by simply pushing the start run
button. This will collect data until the run is stopped or an error is encountered.
The threshold should generally be set at 200 mV. This can be changed in the ”Straws”
tab. The accumulation duration and trigger period clocks in the ODB will need to be
changed based on whether the Sr-90 or the Fe-55 source is used. The trigger period clock is
in units of 25 ns and corresponds to the total time for a trigger. The accumulation duration
is in units of nano-seconds and is the amount of time within the trigger period that data will
be collected. For Fe-55 scans 10 ms of collection, followed by 10 ms of readout is used so
the trigger period clock and accumulation duration should be set to 800,000 and 10,000,000
respectively.
Straw can be masked so that no data is collected for the straw. This is accomplished
through the straws tab. The ”present” variable for each logic board can be set to ”y” or
”n”. If set to ”n” no straws will be read from that board. If masking of individual straws
within a logic board is required the ”Straw Masking” variable can be changed. If this is set
to 65535 all straws are unmasked. Masking straws is accomplished by imagining that the
straws associated with the logic board are layed out in a line. A number of 1 should be
assigned for a straw that is desired to be unmasked and 0 for one that is to be masked. The
resulting 16 digit number should be treated as a binary number and converted to a decimal.
This is the number that should be entered for the masking variable.
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Care must be taken with the available hard drive space when performing Sr-90 scans.
The hit rate at the straws when using Sr-90 is very high and will quickly consume disk space.
A reasonable rule of thumb is approximately 100 megabytes per minute, but sample run or
two should be performed and the necessary disk space estimated before a scan is performed.
A raid array is available to copy data to in order to free up hard drive space.
The preceding covers the basic operation of the test stand. There are more options
available for utilizing the test stand. These should only be performed after understanding
the basic options and consultation with experts.

5.2

Fe-55 Position Scans

The first measurements attempted with the completed test stand were Fe-55 position
scans to measure the straw wall positions. This is carried out using MIDAS sequencer
scripts. The scripts evolved over the course of the analysis automating more of the process
as time went on. Generally the data is collected by aligning the source with the straws of
interest then choosing a number of events to be collected per step and a step size for the
motor to move between each collection. It is important to note that only the straws and not
the SiPM is used for these measurements.

5.2.1

Initial Measurements

Some initial measurements were taken to ensure proper operation and to find the straws
in terms of motor steps. The first systematic measurement made was a thorough scan of one
straw in each of the first two layers. 1000 events were used corresponding to a collection time
of 10 seconds at each position. The horizontal area between 58,000 and 61,000 motor steps
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was scanned in 100 step increments corresponding to a stepping distance of 0.635 mm per
step. This was repeated 11 times in the vertical range between 0 and 9,000 motor steps at a
stepping distance of 818 motor steps which corresponds to 5.2 mm per step. The hit rate is
measured for each event, aggregated into an average for all events then plotted against the
position of the measurement. The error bars are produced by taking the square root of the
number of measurements.
Fig. 5.1 shows a result for the straw in the layer closest to the source at a fixed vertical
position. There are a total of 11 of these plots one for each vertical location in the scan.
The hit rate is quite high at approximately 1900 Hz at the center of the straw. This coupled
with the size of the error is promising as less data could be collected to produce a relevant
measurement. The straws start to ”see” the source approximately 1.5 straw lengths away
from the straw center. This is problematic for a measurement of the straw wall. The shape
fits well to Gaussian if the fit is limited to one straw length centered at the maximum, but
the tails are somewhat harder to understand. The contribution to the tails is due to the
geometry of the collimator.
Fig. 5.2 shows a result for the straw one layer removed from the source at a fixed vertical
position. The hit rate is lower and the error bars are wider. This is expected as a significant
percentage of the photons hitting the straw are expected to be absorbed. The width is wider
than for the near straw due to the extra distance the photons spread as they travel the extra
distance. This information verifies our initial assumption that a straw wall measurement
would only be possible for the near layer of straws.
Fig. 5.3 shows a result for the straw closest to the source at a fixed horizontal position.
There are 46 of these plots one for each horizontal location in the scan. One should note this
is a very coarse scan when compared with the horizontal scan with an order of magnitude
increase in the step distance. The shape of this plot shows the collimator covering more
of the straw as it is moved vertically downward if read from left to right. Much like the
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Figure 5.1: Hit Rate vs. Motor Steps for Detailed Fe-55(Horizontal) Scan of One Straw in
the Layer Closest to the Source. The x-axis is in units of motor steps where 1 motor step
=6.35 µm. The vertical location is fixed.
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Figure 5.2: Hit Rate vs. Motor Steps for Detailed Fe-55(Horizontal) Scan of One Straw in
the Next Closest Layer to the Source.
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Figure 5.3: Hit Rate vs. Motor Steps for Detailed Fe-55 Scan(Vertical) with the Horizontal
Position Fixed.
horizontal graph the increase in the left hand side of the plot before x = 6000 or so is due to
the spread of the photons coming from the source when it is not in front of the straw. The
more linear part of the graph from x= 6000 to x=9000 is due to the source becoming more
centered as it is moved.
Fig. 5.4 shows the data from both the horizontal and vertical scans. The x-axis is
horizontal motor steps, the y-axis is vertical motor steps, and the z-axis is rate. This plot
illustrates all of the data collected in the scan. The angle of the straw is clearly visible,
although this wasn’t quantified at the time.
Another initial scan was taken using the same timing parameters, but with the goal of
scanning the entire tracker. Three points were taken in the vertical, one at each extreme
and one in the center. A range of 35,000-68,750 motor steps was used with a step size of
250. This corresponds to a step distance of 1.58 mm.
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Figure 5.4: 2-D plot of All Fine Straw Measurements. The x-axis is horizontal motor steps,
the y-axis is vertical motor steps, and the z axis is rate in Hz.
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Figure 5.5: Hit Rate Versus Motor Steps for Course Fe-55(Horizontal) Scan in Same Fixed
Vertical Position as that shown in Fig. 5.1.
This was a much coarser scan, but allowed comparison between the straws. Fig. 5.5
shows the same straw in the same vertical position as in Fig. 5.1. The general shape is
preserved, but less well defined. With all the straws measured plots like that shown in Fig.
5.6 can be made. This plot can be quickly visually inspected to look for major problems that
would show up as significantly different hit rates. The structure is of the straws is clearly
visible.

5.2.2

Finer Collimation

The initial scans showed promise, but the spread of the photons was greater than expected. The tails due to photon hits when the collimator was far from the straw would need
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Figure 5.6: Hit Rate Versus Motor Steps for Course Fe-55(Horizontal) Scan of All Straws in
Module.
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to be very well understood to make an accurate determination of the straw wall position.
Since the rate was very high further collimation of the source was considered to reduce this
effect.
A better understanding of the spread can be gained by considering the source side collimation. The source is 4 mm removed from the front of the collimator with a 1 mm wide
slit allowing for the photons to exit. The photons then travel another approximately 12 mm
to the first straw. Photons are not subject to multiple scattering like electrons so we can
consider that they are traveling in straight lines. Using similar triangles we can estimate
that if the photon has a maximum deviation of 1 mm in the 4 mm collimator then it will
have a 4 mm deviation when it reaches the straw. We consider the center of the collimator
to be the source position so one can expect to start seeing hits with the collimator 3.5 mm
from the straw. Fig. 5.7 illustrates this geometry. In the data we observe hits approximately
7 mm from straw center so this estimate gives about half of the measured value.
Even though there is a discrepancy between the estimate and the measured value. This
can still be used to determine how other collimation schemes would effect the spread of
photons. A circular pinhole collimator was the first thing considered as a solution. This
could at most reduce our hole size to 0.5 mm in diameter due to machining limitations.
Using the similar triangle method this still means we would be seeing hits 1.5 mm away
from the straw. If the scale of this underestimate is the same as the last then this becomes
3 mm. So there was little to be gained in simply going to a pinhole collimator.
Considering Fig. 5.7 additional gains can be had by going to a two collimator system
with a longer path for the photons to travel before exiting the collimator. Around the
same time we also began considered purchasing narrower collimators then we could machine
ourselves. To further investigate if this was a feasible solution a Monte Carlo simulation
was written to determine the initial momenta of the photons as they leave the collimator.
The resulting momenta were used to seed a G4Beamline simulation of our system. Previous
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Figure 5.7: An Illustration of Using Similar Triangles to Determine Photon Spread.
studies assumed that photons were coming out the collimator directed in the straw direction
or with a small Gaussian spread due to limitations in the simulation package. A number of
collimation schemes were studied. Fig. 5.8 shows one result for a 50 µm circular collimator
placed 1 mm in front of the source with a 1 mm circular collimator positioned 5 mm away.
We ultimately purchased two pairs of 25 µm and 50 µm pinhole collimators from National
Aperture[33]. These collimators are made of stainless steel and are quite thin having a
thickness of 12.7 µm . This is necessitated due to laser drilling process that creates the small
collimation holes. This led to a redesign of the source holder to accommodate the new thin
collimators.
The key design consideration was the thinness of the collimators. The collimators would
need to be held in place and being so thin makes them rather fragile. The new design
consisted of three pieces. The back holds the source. It has a 1 mm front plate with a 1
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Figure 5.8: A Histogram of the Horizontal Distribution of Photons Arriving at the Nearest
Straw. Produced through a combination of G4Beamline and Monte Carlo simulation.
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Figure 5.9: A New Collimator for the Photon Source. On the left from top to bottom: front
plate, cylinder, source holder. On the right assembled Collimator.
mm diameter hole allowing the photons to pass out of it. There is a raised circle around the
hole allowing for a small cylinder to placed inside. The cylinder has a 1 mm hole through
the center. Then there is a cap piece with a 0.5 mm hole in the front. This can be seen in
Fig. 5.9. The small collimators can be placed flat in the source side hole, then the cylinder
placed on top. Then the second collimator can be placed in the cap and the system screwed
together. The source holder can be used with or without the new collimators and also with
or without the front plate allowing for a great deal of flexibility in making measurements.
There was some concern that the new collimators were too thin to stop the photons. To
investigate a simple G4Beamline simulation was written that consisted of a beam of photons,
a wall with dimensions corresponding to the collimator, and a detector. The simulation
showed that the new collimator stopped 75% of the photons. Using two collimators in the
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Figure 5.10: Histogram of the Expected Photon Distribution Using the New Source Holder.
same position was shown to stop 95% of the photons. This led to using all four collimators
with two in each position. A likely rate of 20 Hz was calculated using the solid angle.
A more robust G4Beamline simulation was written to investigate the likely distribution of
photons at the first straw using the new collimator. Fig. 5.10 shows the resulting distribution
for the source holder with only the cylinder installed. There is still some spreading of
the electrons with the maximum deviation 0.6 mm from the central position. The clear
peak towards the central value is encouraging and it was considered likely that this sort of
distribution is something we could deal with in analysis of the straw wall positions.
Measured rates were far lower than expected with the new source holder. With the new
25 µm collimators no appreciable rate was detected. Removing the new collimators and using
the source holder with the central cylinder installed gave a maximum rate of approximately
2.5 Hz. Using the source holder without the cylinder gave a maximum rate of 5 Hz. These
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Figure 5.11: Rate Versus Position for a Course Scan of One Straw Using the New Source
Holder.
low rates are likely due to misalignment of the many components of the new source holder.
No simple solution to this problem was conceived of so tests proceeded using the new source
with the cylinder installed. With the data rates so low an irreducible background in the
straws of approximately 0.15 Hz became apparent. Attempts to reduce this background by
increasing the threshold left the rate unchanged. This background remains puzzling.
Fig. 5.11 shows an example of a course scan using the new source holder with the cylinder
only. As discussed, the rate is much reduced. This led to needing a much longer collection
time. This plot used 20,000 events per position. This equates to 200 seconds of collected
data for each point. The length of the tails are much reduced and the straw only begins to
see the source approximately 1 mm before the center of the source is aligned with the straw.
While the new source holder improved the measurement, it vastly increased the necessary
time while not entirely eliminating the tails. The actual time spent in measurement at each
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point is not limited to the collection time. Reading out the data from the electronics doubles
this. Moving to a new position and MIDAS collecting extra events before it notices the
limit has been reached also add slightly to the time. Considering only the readout time a
coarse scan of a tracker would take approximately one day. While this is manageable, a
more detailed scan would likely be needed to measure the position of a straw’s walls further
increasing the time. The tails on the plot while reduced are still present so for a value to
be obtained for a straw wall position they would still need to be well understood. For these
reasons we returned to using the 1x3 mm collimated source holder. The new holder still
exists and is available for measurements if desired.

5.2.3

Current State of the Measurement

A straw wall measurement is not currently possible. Time spent really understanding the
measured shape of these curves will be necessary to move forward. This will likely involve a
combination of terms due to the geometry of the collimator and the shape obtained due to
the straw hits themselves to obtain a useful fit. There may also be other factors that have
not been considered. Fe-55 position measurements have been useful for other purposes.
Fe-55 scans have been used throughout making the other measurements described in
this chapter to map the positions that should be used in the measurements. With the 1x3
collimator rough straw positions can be obtained quickly using as few as 200 events. Although
there is little reason to reduce the number below 1,000 as at this level the collection time is
negligible compared to the time added due to MIDAS over collection and the time needed
to move the source.
A partial mapping of straw center positions has been made at vertical motor positions of
0, 4000, and 9000. When a tracker is available for a long period of time a full map should be
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Figure 5.12: Rate Versus Position for a Course Scan of One Straw With Limited Gaussian
Fit. The red is the fit.
made and a database of straw centers should be made for the entire tracker. This information
will not change from tracker to tracker and would be useful for quickly positioning the source
at straws and deciding on ranges for scans.
A course scan for quality assurance purposes would still be useful. A scan of 0.5 mm steps
across the entire horizontal straw area using 1,000 events per location takes approximately 5
hours. A ROOT script has been written that will extract the central positions of the straws
and the measured distance between them. This is accomplished by finding the maximum
value of the histogram for a straw then fitting a Gaussian to the distribution with a range
limited to an actual straw width eliminating the need to consider the tails. The central value
of the Gaussian is considered to be the center of the straw. Fig. 5.12 illustrates this process.
This was tested on data from a preproduction module at y = 0. A missing straw was
obvious from the output of the script showing a negative average distance from the straw
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next to it. The average number of motor steps between straw centers was found to be 954.8.
The average distance 6.06 mm with a standard deviation of 97 µm.
A quick look at the differences between central wire positions produced by the script will
make major problems immediately obvious. This script should be updated to report any
large deviations from the average difference so that the there is no chance of missing this
information. Any large deviations can be inspected through a more detailed scan. This can
be repeated for any number of vertical locations desired, but one should be enough for the
identification of potential problems.

5.3

Sr-90 Position Scans

Position measurements using the beta source are primarily concerned with the wire position within the straw. These measurements are carried out using a Sr-90 beta source to
measure the coincidence between hits in the straws and hits in our SiPM. The relative time
between these hits is measured and this measurement is repeated at many locations across a
straw. The resulting distribution of times and positions is then used to try to determine the
wire position. As with the Fe-55 measurements the data is packaged into MIDAS files by
the DAQ, extracted with ART, then studied using ROOT. Measurements have been made,
but further study will be needed to determine whether our method is successful.

5.3.1

Data Rates

When performing initial measurements one of the first problems encountered was a very
high rate at the straws. This was unforeseen due to the very low expected rate at the
scintillator. With the source positioned in front of one of the near straws and all straws
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unmasked the following rates were found for the straws listed from near to far: 250 kHz, 200
kHz, 110 kHz, 90 kHz. The straws in the same layer on either side of these straws showed
a rate of approximately half this. This fills the straw readout electronics buffers as they
were not designed to handle rates of this magnitude. The filling of readout buffers was not
immediately apparent and was discovered by looking at the distribution of hit times over
the original 10 ms data window. All hits were registering in the first two milliseconds with
no hits at later times. As a result the accumulation time needed to be reduced to 0.5 ms
while increasing the readout time to 10.5 ms.
This reduction in data collection time means that taking 25 seconds of data takes approximately five minutes. A further issue with these high rates is that a great deal of extraneous
data is collected in addition to the coincidence hits that we care about. With all but one
straw masked we collect approximately 75 thousand straw hits for each hit SiPM hit. This
corresponds to a data rate of between 20-50 Mb per second. With all straws unmasked this
increases to approximately 100 Mb per second.
A number of strategies have been discussed, but not implemented to deal with the size
of the data. Although the original plan had been to use a trigger based on a scintillator hit
this is unfeasible. The electronics are only able to read out on a periodic trigger. The likely
solution to this problem will be to process the data in real time. The large MIDAS files
generated per run can be split into sub runs based on data size or run time. A Python or
ROOT script can be written that determines when a file is complete based on the last time
it was written to. The file can then be unpacked and processed writing the hits of interest to
a new file and discarding the rest. As a stopgap measure a RAID array has been installed in
the electronics rack to store the large data sets until a better solution has been implemented.

112

5.3.2

First Measurements

The first systematic wire position measurements taken were of wire 18 in a preproduction
module. The rough boundaries of the straw were measured using the Fe-55 source then the
Sr-90 source was used to complete the wire position measurements. A step size of 100 motor
steps equating to 0.64 mm was used across ten locations on the straw. 10,000 events were
collected at each location. This results in five seconds of data being collected at each position
over the course of about two minutes. Between 1000-4000 coincidence events were collected
at each position with higher rates being collected towards the center of the straw.
Fig. 5.13 shows an example of the data collected towards the edge of the straw. Fig. 5.14
show the data collected near the center. Fig. 5.15 shows a plot produced by Ref. [10] for
comparison[10]. Of immediate note is how much wider our distribution is than that shown
in Ref. [10]. We see a rough 200 ns range while they see something on the order of 40 ns.
Some of this can be attributed to differences in gas, electronics, and mechanical design, but
this is also larger than the expected range of approximately 50 ns for hits in our straws as
found by Garfield simulation and the technical design report[5]. The ill defined peaks are
consistent with Ref. [10]’s especially far from the wire.
The mean of the distributions for each position can be found in table 5.3.2. Neither the
mean or the standard deviation can be taken too serious here due to the large plot area and
the unaccounted for noise at early times, but it does allow for some comparison. The motor
steps ranging from 100-800 show a trend and are fairly symmetric. Those at 0 and 900 seem
anomalous due to not following the trend of the others and having a much larger standard
deviation. This makes sense due to the range of measurements taken with 900 motor steps
corresponding to 5.715 mm with the straw being only 5 mm so the edge measurements were
taken with the source centered outside the straw.
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Figure 5.13: Rate Versus Time Difference for a Course Scan Near the Edge of a Straw. This
plot shows the data corresponding to 100 in 5.3.2.

Table 5.1: Mean of
Position(motor steps)
Mean(ns)
Std. Dev.(ns)

Coincidence
0
100
87.1 97.1
73.0 56.9

Measurements for
200 300 400
91.2 84.0 80.4
53.1 49.8 48.3

First Wire Position
500 600 700
81.8 83.5 92.6
44.8 50.4 50.6

Scan.
800 900
97.7 91.0
54.9 65.9
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Figure 5.14: Rate Versus Time Difference for a Coarse Scan Near the Center of a Straw.This
plot shows the data corresponding to 400 in Table 5.3.2.
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Figure 5.15: The time distributions for 3 different slit positions. Near the sense wire (solid
line), about 1 mm from the sense wire (dashed line) and about 1.7 mm (dotted line) from
the sense wire[10].
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The data taken with the source centered in the straw corresponds to a range of 4.445 mm
so all but the last 0.25 mm of the straw has been covered. The mean values have a range of
17 ns with the lower values appearing towards the center of the wire as expected. The peaks
also appear to be tighter as one approaches the wire. This agrees with the data from Ref.
[10] in Fig. 5.15 and is supported by the reduction in the standard deviation. The data is
relatively symmetric when points are taken in pairs on either extreme of the range with a
maximum difference of 1.4 ns. This excludes the points at 400 and 500 motor steps with the
wire appearing to lie between these two points. Further analysis of the wire position using
the fitting methods described in the previous methods was not performed on this data set
as a better understanding of the coincidence plots was desired.

5.3.3

Coincidence and Initial Wire Position Analysis

A number of changes were made to improve the quality of the coincidence data. A
small light leak was identified and fixed. The NIM amplifier that was originally used was
giving somewhat unexpected results in amplification and was replaced. The window in which
something was considered coincident was refined. Dead time was imposed after a hit to deal
with any after pulsing. Finally the data was re-centered so that coincidence hits began at the
origin. This work happened over a period of time and involved a great deal of troubleshooting
that is beyond the scope of this discussion.
Fig. 5.16 shows a coincidence plot for one position using the new method of generating
coincidence plots. The peak now starts at the origin. It is still somewhat wider than expected,
but is nearly within the total range expected. The shape, at least visually, compares much
better with that found in Ref. [10]. Some of the clarity can be attributed to a longer
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Figure 5.16: Rate Versus Time Difference for a Course Scan Near the Center of a Straw
After Improvements in Collection and Analysis.
collection time of 25,000 events as compared to the 10,000 shown in Fig.5.14, but most of
the improvements come from the improvements in method.
Data was collected at 10 data points using a step size of 100 which corresponds to
0.64 mm per step. This gave a total range of measurement of 6.4 mm. Eight data points
had significant peaks above noise corresponding to a range of 5.1 mm. 25,000 events were
collected at each position corresponding to a data collection time of 12.5 seconds and a total
time of approximately 6 minutes spent at each position.
Ref. [10] used the average time of the distribution to determine the coincidence time at a
position. While this worked well for them we wanted to fit the coincidence peaks. This is due
partially to the fact that the method used in Ref. [10] was verified by physical measurement
of the wire after the measurement was taken. This is unfortunately not an option for us as
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Figure 5.17: Gaussian Fit to Coincidence Peak
this involves destruction of the straw. If an analytic fit could be found then we would be
more sure of the method.
As a first pass a simple Gaussian was fit to the peak. This was bound to be a poor fit by
inspection, but could serve as a starting point. An example result can be found in Fig. 5.17.
Attempts were made to improve the fit by determining initial parameters before fitting and
adding a constant to account for the background. This offered little or no improvement over
the initial result. A ROOT script was written to implement this for each data point then
plot and fit the results with eq.4.1.
Fig.5.18 illustrates the results of this process for a subset of the data in the straw region.
This is not a ”good” fit with a chi squared per number of degrees of freedom of about four,
but it was not a good fit in simulation either and provided the correct results. The fit
predicts a wire position of 1.961 mm ± 0.013 mm. This illustrates an overlooked problem
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Figure 5.18: Time Versus Position Fit for Small Data Set With Gaussian Time Extraction.
with our method. We need to either recreate simulation, recreate the results in Ref. [10], or
have a good analytic fit of the coincidence otherwise it is difficult to be sure of the result.
The same data set was plotted by taking the mean value of the entire distribution as
the time and can be found in Fig. 5.19. The data is very different using this method.
The fit given by eq.4.1 fails to converge. The range is smaller, but this is explained by the
background in the sample at times prior to zero. This method could likely be improved by
narrowing the time window and implementing a reasonable background subtraction.
Fig. 5.20 shows the result for a finer scan using 0.5 mm steps. Data was collected at 27
data points using a step size of 80 corresponding to 0.51 mm per step. This gave a total range
of measurement of 13.7 mm. 15 data points had significant peaks above noise corresponding
to 7.6 mm such that some of the measurements were necessarily outside of the straw. 25,000
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Figure 5.19: Time Versus Position Fit for Small Data Set With Mean Time Extraction.
events were collected at each position corresponding to a data collection time of 12.5 seconds
and a total time of approximately 6 minutes spent at each position.
The region of the graph that is assumed to lie within the straw shows a similar pattern
to the in Fig. 5.18. A fit shows shows the wire position to be 4.119 mm ± 0.022 mm. The
increase in uncertainty is likely due to including points outside the presumed straw region.
This data and the data shown in Fig. 5.18 show promise, but further work is needed to
determine if the values obtained can be trusted and to relate the wire position to that of the
straw itself.
Some initial work has been done on further improving the coincidence data. Initial
analysis led to an investigation of the time resolution of the SiPM. SensL reports a 100 ps
time resolution of the SiPM, but further states that the evaluation board we are using is not
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Figure 5.20: Time Versus Position Fit for Large Data Set With Gaussian Time Extraction.
optimized for timing[15]. It was assumed that even with this limitation the timing would be
within an order of magnitude of the quoted time. This was not the case.
In order to measure the timing resolution of the SiPM a pair of large paddle scinitilators
and photomultiplier tubes were used. These were obtained from a cosmic ray test stand
constructed by collaborators. First the timing resolution of the cosmic ray scintillators was
measured by placing them directly on top of each other. A Sr-90 source was used to provide
a signal. Fig. 5.21 shows the result[34]. If the errors are uncorrelated the timing resolution
should be given by eq. 5.1.

q

σ12 + σ22 = σmeasured

(5.1)

Assuming the timing resolution of the two paddles are the same and using the measured
value of 2.45 ns each paddle should have a resolution of 1.73 ns.
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Figure 5.21: Histogram of Time Difference Between Two Paddle Scintillators[34].
The timing resolution of the SiPM was then measured by using a single paddle with the
SiPM on top under a small box. Two paddles would be optimal, but our electronics only
allowed two outside signals to be read into the DAQ. A Sr-90 source was then placed over
the box to provide a signal. The result can be found in Fig. 5.22[34]. There are fewer entries
as the scintillator attached to the SiPM is much smaller than the paddle scintillator. The
shift in the time axis is due to differing cable lengths, but we are only concerned with the
width so this is not problematic. Substituting the time resolution of one paddle as σ1 and
the measured value of 4.72 ns into eq. 5.1 yields a value of 4.40 ns as the resolution of the
SiPM.
This result was unexpected. A better timing resolution is desired as this is a straightforward way to improve our coincidence data which in turn improves our measurement. Two
main solutions are possible. Our SiPM has a fast output that could be used if a new electron-
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Figure 5.22: Histogram of Time Difference Between Paddle Scintillator and SiPM[34].
ics circuit board is produced. It is unclear if or by how much this will improve our resolution,
but it is the cheapest option. Alternatively a new SiPM of the same type, but mounted to a
readout board optimized for timing could be ordered. This had the best chance of success.
However the optimized board is larger than the current board and a new mounting system
would need to be devised for the SiPM. This is also the costlier option. If needed both
options could be implemented.
Some work has been done in simulating the expected coincidence distribution[34]. This
is rather preliminary at the moment, but shows the final distribution will be at a minimum
some combination of a distribution due to multiple scattering and a distribution due to the
geometry of the collimator.

124

5.3.4

Current State of the Measurement

Further data sets have been collected and initial analysis performed, but the arrival of
completed trackers that needed to be put in the ring as soon as possible necessitated changing
our focus to plateau and threshold measurements. As a result a great deal of analysis and
improvements have been proposed to improve the wire position measurement, but they still
needs to be implemented.
Values for the wire position can be obtained, but some method needs to be determined
to be confident in the measurement. One way to do this may be if a straw or tracker is
damaged that has been previously measured a straw could be cut open and the wire position
measured mechanically. There are problems with this method, the main being it relies on
an accident and the logistics of the mechanical measurement.
Another option is developing an analytic fit for the coincidence distributions. This has
been discussed in the previous subsection. The main problem here is that the distribution is
quite complex. If this can be achieved one would still have concerns about how this translates
to the time versus position curve. Simulation and previous work show that fitting this curve
produces the wire position, but verification would be ideal.
If simulation is advanced to the stage that we see the same data coming from measurement
and simulation this would lead to confidence in the measurement. Currently the shape of
the time vs. position curves is encouraging, but not ideal. The range in time is very different
between simulation and measurement. This needs to be better understood.
The solution that may be easiest to implement is to compare Fe-55 position measurement
with Sr-90. Using Fe-55 the nominal center of the straws has been obtained. If we collect
data for straws with both the wire position and straw center can be compared. Assuming
we have not systematically misaligned the straws in construction, the a residual plot of the
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difference in position could be made. This should form a Gaussian distribution centered
about the origin with the width giving the uncertainty in our position measurement. There
is extensive quality control performed at Liverpool during construction so the assumption
that most wires should be centered is probably a good one.
A study needs to be performed to determine the optimal amount of data to be collected
due to the longs scan times resulting from the need to readout the buffers. A straw should
be measured using an excessive number of events then analysis performed on subsets of the
data. An optimal scan time can be determined from a combination of this study and the
one described in the last paragraph.

5.4

Plateau Measurements

A measurement of the plateau region of the straw is desirable to inform the operating
voltage and as an additional quality control mechanism. At a given threshold as the voltage is
increased in our straws we see three behaviors. At first the number of hits observed increases
somewhat linearly as the straw becomes more efficient at detecting particles. Next is a flat
region termed the plateau where variations in voltage have little effect on the number of hits.
This is the efficient operating region. Finally the number of hits increases exponentially as
the noise due to the voltage overwhelms the real signal. A measurement of plateau or efficient
region allows us to determine the ideal operating voltage and differences among straws can
be used to identify potential problems.
The optimization performed and understanding of operation gained in struggles with the
positional measurements made the plateau measurement a relatively straightforward one. A
Sr-90 source is used for this measurement. The only new work to be done in implementing
this measurement was controlling the voltage using the sequencer. A script was written that
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can be called from the sequencer to set the voltage and update a voltage variable in the
ODB.
The sequencer was used to measure the rate at 18 voltages. This was performed at four
positions, one for the approximate central straw of each TDC board. Each TDC uses a
different high voltage module so an independent measurement of each is desired. A measurement is made at each desired location then the voltage rather than the alternative so we
are not putting undue stress on the straws. Due to wide spread of electrons coming from the
collimator a measurement for all straws in the module can be performed using only these four
locations. 1000 events per location is used and a measurement of the entire module takes
approximately 1 hour. It should be noted that only 24 minutes of this is data collection and
readout with most of the time spent changing HV values and positions so more data can be
collected without significantly increasing the scan time.
Fig. 5.23 shows the result of one of these scans for a module. Each line is a straw with
different colors signifying different TDC boards. The rates have been normalized to one for
1250 V ,the lowest voltage measurement, to allow for comparison. The hits measured vary
between the straws due to differences in relative position to the source and extraneous data
collected while the source is being moved. Each of the three regions described are clearly
visible. Even though the heights differ the plateau region is similar for all straws and an
operating voltage can be determined.
Due in part to the relatively short scan time and in part to the desire to make the
measurements more easily comparable to each other a new scanning regime was devised.
In the previously described scan all the straws in the module were recording for the entire
measurement. This led to very different rates for each straw as can be seen in Fig. 5.24. The
normalization keeps the rates from diverging overmuch, but there is still a large range. The
new scan used one position at each straw in the front layer. This straw and the three others
in a rough line behind it were turned on for the measurement while the others were masked
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Figure 5.23: Plateau Measurement of Entire Module.
using the ODB. The new method gives much more consistent results for a given layer as can
be seen in Fig. 5.25. The different layers can not be compared with this method and have
very different rates due to differences in the distance from the source. Each a plot for each
layer in TDC0 can be found in Fig. 5.26. The new method increases the number of positions
to 32 and increases the scan time to approximately seven hours.
One problem encountered in performing the scans is that a voltage channel will occasionally trip. The tripping seems to be related to the voltage module and if a module trips at a
given voltage it will likely trip at that voltage each time unless the HV module is replaced.
These trips are not particularly worrisome for our measurement as they tend to occur in the
exponential region after the plateau. They are also not a problem in actual operation as
they happen well above the operating voltage. There are two types of trips both of which
are displayed in Fig. 5.26. The voltage can trip and not recover as displayed in both of the
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Figure 5.24: Plateau Measurement of One TDC Using the Original Method.

Figure 5.25: Plateau Measurement of One TDC Using the New Method.
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Figure 5.26: Plateau Measurements for Each Layer in One TDC. The top left is the layer
closest to the source with the layer distance increasing clockwise.
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top plots or it can trip and recover as displayed in the bottom. The current limit has been
increased to make this less of an issue.
A test of the repeatability of the measurement has been performed by scanning across
one TDC. The measurement was then repeated by performing the same scan immediately
after in the other direction. The values obtained in the scan agree to 2% in the plateau
region.
There are some things that were uncovered in these scans that warrant further study.
One example can be found in Fig. 5.25 near the bottom right. This is a non-functioning wire,
but at high voltages the wire begins to see hits. This is currently unexplained although some
speculation relating to cross-talk or electronic noise has been proffered. There is also the
occasional straw that does not follow the trend of the others that also requires investigation.
The script used to implement the scan has been improved to automatically set the threshold and time variables. Two versions of the scan have been prepared in the sequencer. One
method scans the entire module. The other is split into four scripts that scan one TDC
each. This is useful when the DAQ is being troublesome. The methods used in this measurement and the gain measurements have vastly increased the range of what is possible in
the sequencer.
This is a successful measurement and a tentative operating voltage of 1570 V has been
selected. Some version of this measurement has been carried out on all eight of the modules
currently in the ring. The first modules to arrive received the four position scan before the
new scan was developed. That said there is still some work to be done to finalize the process.
The analysis script should be updated to identify outlying measurements for further study
and a method of quantifying the plateau region should be developed with the resulting values
stored in a database.
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5.5

Gain Measurements

A measurement of the gas gain of the straw is desirable to inform other measurements
and as an additional quality control mechanism. This is measured using a Fe-55 source as
it produces very nearly mono-energetic photons. The gain at the operating voltage is not
measured directly, but extrapolated to using simulation due to a saturation of the electronics
at high voltages.
In order to understand the gain measurement it is important to understand the absorption
of the Fe-55 photons by the straw. If a photon interacts with a straw the photon is absorbed
entirely unlike the Sr-90 electrons that ionize atoms, but then continue on their way. Due to
this the energy of the photons can be directly converted to a charge deposited in the straw.
Fe-55 is very nearly mono-energetic with the vast majority of photons emitted forming a
single absorption peak having an average energy of 5.89 keV[35]. About 8% of the photons
form a distinct peak having an average energy of 6.49 keV. The only other readily measurable
peak is at 2.9 keV and comes from energy lost due to a low energy photon that can be emitted
by argon after it has absorbed a photon in the 5.89 keV range. These peaks as measured by
Ref. [35] can be found in Fig. 5.27.
To obtain the gain at a given voltage the rate is measured at a range of thresholds and
a plot is made. The threshold measured in mV can be converted to a charge based on the
tracker electronics. An example plot can be found in Fig. 5.28. The total fit is the sum of
three error functions, each corresponding to one of the peaks in 5.27, and an exponential to
account for noise. The gain can be obtained by fitting the 5.89 keV peak and taking the ratio
of the corresponding charge with the known deposited charge. This method begins to fail at
a straw voltage of approximately 1370 V when the tracker electronics become saturated by
the charge.
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Figure 5.27: Fe-55 Absorption Peaks. Absorption for Fe-55 as measured by Ref. [35].

Figure 5.28: Rate Versus Threshold for a Detailed Gain Measurement.
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Figure 5.29: Threshold Versus Voltage for a Detailed Gain Measurement. The black and
blue dots are measured thresholds. The red line is from simulation
The initial gain measurements were very detailed. Fifteen voltages were used ranging in
5 V steps from 1300-1375 V. 120 thresholds ranging from 170 mV to a varying maximum
that depended on voltage were measured at each voltage. 500 events were accumulated at
each threshold. The measured threshold at each voltage were then plotted and can be found
in Fig. 5.29. Good agreement with simulation was found and ways to reduce the total time
of the measurement were investigated.
As the shape of the rate versus threshold plot was well understood and we were only
concerned with fitting the part of the plot resulting from the 5.89 keV peak the number of
measured thresholds was reduced to six. This was done by carefully choosing the thresholds
to be measured based on the voltage. An example of the result can be found in Fig. 5.30.
Simulation was refined and understood well enough that we felt comfortable measuring
three voltages at 1295, 1325, and 1350 V. The result was then extrapolating to the expected
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Figure 5.30: Threshold Versus Voltage the Faster Gain Measurement. The blue, green, and
red lines correspond to measurements at 1295, 1325, and 1350 V respectively. Each line of
the same color corresponds to a straw in a different layer.
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Figure 5.31: Gain Versus Wire Voltage from Garfield Simulation. The expected operating
voltage and actual measured values are labeled.
operating voltage of 1570 V obtained from the plateau measurements. An example of the
expected curve can be found in Fig. 5.31.
The procedure for the gain measurement is finalized with measurements carried out at six
thresholds for three voltages at four straw positions. This measurement take approximately
one hour and has been completed on each of the modules currently at Fermilab. The only
further work to be done is to perform the extrapolation to the operating voltage and record
these values in an accessible database for the experiment.

CHAPTER 6
CONCLUSION

The new g-2 experiment at Fermilab is well underway and has just finished its commissioning run. Operation will resume in Fall 2017 when the collection of the first data set will
begin. The data is expected to broken into two, one year periods. The experiment predicts a
factor of four improvement over the Brookhaven value for the measurement of the anomalous
magnetic moment and a four to five order of magnitude improvement on the limit of the
muon electric dipole moment.
The dedicated quality control test stand is successful in some regards and not in others.
It is capable of detecting malfunctioning straws. It can measure the gas gain and operating
region of the detector efficiently and repeatably. More work will be needed to measure the
value of the wire position in the tracker. A measurement of the straw wall position has not
been completely ruled out, but does seem unlikely. The test stand is operational and can
potentially be used for other measurements not yet conceived of.
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