AbstractÐIn this paper, we present a new scheduling approach for servicing soft aperiodic requests in a hard real-time environment, where a set of hard periodic tasks is scheduled using the Earliest Deadline First algorithm. The main characteristic of the proposed algorithm is that it achieves full processor utilization and optimal aperiodic responsiveness, still guaranteeing the execution of the periodic tasks. Another interesting feature of the proposed algorithm is that it can easily be tuned to balance performance versus complexity for adapting it to different application requirements. Schedulability issues, performance results, and implementation complexity of the algorithm are discussed and compared with other methods, such as Background, the Total Bandwidth Server, and the Slack Stealer. Resource reclaiming and extensions to more general cases are also considered. Extensive simulations show that a substantial improvement can be achieved with a little increase of complexity, ranging from the performance of the Total Bandwidth Server up to the optimal behavior.
INTRODUCTION
M ANY complex real-time control applications require the concurrent execution of computational activities characterized by different types of timing constraints. For example, processing activities related to sensory acquisition and low-level control must be periodically executed to ensure a correct reconstruction of external signals and guarantee a smooth and stable behavior of the controlled system. Other computations, such as planning special actions or handling exceptional situations, do not need periodic execution, but are triggered aperiodically when some particular condition occurs. In addition, to achieve a predictable timing behavior and to satisfy stability requirements, some control tasks may be characterized by stringent timing constraints that have to be met in all anticipated workload conditions.
If a task has a critical deadline that has to be met in all working scenarios to avoid catastrophic consequences, the task is said to be hard. On the other hand, if missing a deadline does not cause any serious damage to the system, the task is said to be soft. In critical control applications, periodic tasks are typically hard, while aperiodic tasks can be either hard or soft. Notice that hard aperiodic tasks can only be guaranteed by assuming an upper bound on their activation rate (or, equivalently, a minimum interarrival time between consecutive instances). Aperiodic tasks with this feature are called sporadic and, as far as the guarantee is concerned, they can be handled as periodic tasks.
The main scheduling problem that has to be solved when dealing with tasks with different level of criticalness is to guarantee that all hard and sporadic tasks will be executed within their timing constraints while providing good responsiveness for soft aperiodic tasks. In other words, the idea is to schedule aperiodic requests as soon as possible, but without jeopardizing the guarantee performed on hard and sporadic tasks.
The problem of scheduling hybrid task sets, consisting of hard periodic and soft aperiodic tasks, has been considered in the literature both under fixed and dynamic priority assignments. In particular, several approaches have been proposed in the case in which periodic tasks are executed under the Rate Monotonic (RM) scheduling algorithm, such as the Priority Exchange Server [10] , the Deferrable Server [20] , the Sporadic Server [16] , and slack stealing techniques [11] , [5] , [21] .
Although RM is an optimal algorithm, in general it cannot achieve full processor utilization. In the worst case, the maximum periodic processor utilization has been proven to be 69 percent [13] . For those applications requiring a high periodic workload, this bound could represent a serious limitation. Processor utilization can be increased by using dynamic scheduling algorithms, such as the Earliest Deadline First (EDF) [13] or the Least Slack algorithm [14] . Both algorithms have been shown to be optimal and achieve full processor utilization, although EDF can run with smaller overhead.
Scheduling aperiodic tasks under the EDF algorithm has been investigated by Chetto and Chetto [3] and Chetto et al. [4] . These authors propose acceptance tests for guaranteeing single sporadic tasks or a group of precedence related aperiodic tasks. Although optimal from the processor utilization point of view, these acceptance tests require a relatively large overhead to be practical in real-world applications.
Server mechanisms under EDF have been proposed by Ghazalie and Baker [7] . The authors describe a dynamic version of the known Deferrable and Sporadic Servers [16] , called Deadline Deferrable Server and Deadline Sporadic Server, respectively. Then, the latter is extended to obtain a simpler algorithm called the Deadline Exchange Server. Spuri and Buttazzo [17] , [19] proposed five new algorithms for aperiodic service under EDF, characterized by different performance and complexity. In particular, one of these algorithms, called the Total Bandwidth Server (TBS), was extended to handle hard aperiodic tasks and deal with overload situations [18] .
In this paper, we further extend the Total Bandwidth approach toward optimality and provide a general method for assigning deadlines to soft aperiodic requests. Basically, the deadline assigned by the TBS to an aperiodic request is reduced to enhance its response time but still guaranteeing the deadlines of periodic tasks. An interesting feature of the proposed algorithm is that it can easily be tuned to improve its performance from the one of the TBS up to the optimal behavior, at the cost of a linearly increasing complexity.
The rest of the paper is organized as follows: Section 2 introduces our terminology and states our basic assumptions. Section 3 presents an overview of the Total Bandwidth Server approach with its formal properties. Section 4 describes a general extension of the server that can be used to improve the response time of soft aperiodic requests up to an optimal behavior. Section 5 evaluates the complexity of the general approach. Section 6 discusses how the proposed algorithm can be extended to more general cases. Section 7 illustrates the performance results obtained on the algorithms and Section 8 contains our conclusions and remarks.
TERMINOLOGY AND ASSUMPTIONS
Throughout our discussion, we consider a set of n preemptable periodic tasks and m preemptable aperiodic tasks. All tasks are executed on a uniprocessor system by the Earliest Deadline First (EDF) scheduling algorithm, hence, the processor is always assigned to the task whose absolute deadline is the earliest. For the sake of clarity, all formal properties of the proposed algorithm will be proved under the following assumptions:
1. All periodic tasks are simultaneously activated at time t H. 2. Each periodic instance has a hard deadline equal to the end of its current period. 3. Aperiodic tasks do not have explicit deadlines; however, a fictitious deadline is assigned to each aperiodic request by the servicing algorithm for scheduling purposes. 4. Aperiodic requests are serviced on a First-ComeFirst-Served (FCFS) basis. 1 
5.
Deadline ties are broken in favor of aperiodic tasks.
6. Tasks are independent. 7. Each aperiodic request has a known computation time but an unknown arrival time. Notice that most of these assumptions are made to simplify the presentation of the main results, but they can easily be relaxed to deal with more realistic cases. In Section 6, the task model is extended to handle periodic tasks with relative deadlines different from their periods and aperiodic tasks with firm deadlines. Shared resources can also be included in the model assuming an access protocol like the Stack Resource Policy [1] and a modified schedulability analysis to take into account the blocking factors due to the mutually exclusive access to shared resources.
We now state our notation:
g i denotes the maximum computation time of a periodic task ( i , i.e., the worst-case execution time needed by the processor to execute an instance of the task without interruption.
i t denotes the remaining computation time of the current periodic instance of task ( i , i.e., the residual worst-case execution time needed by the processor, at the current time t, to complete the instance without interruption. g k denotes the maximum computation time of an aperiodic request t k , i.e., the worst-case execution time needed by the processor to execute the job without interruption.
d k denotes the absolute (fictitious) deadline assigned to an aperiodic job t k by the algorithm.
f k denotes the estimated finishing time of an aperiodic job t k , i.e., the time at which job t k , according to the current schedule, will complete its execution, assuming a worstcase scenario.
r k denotes the arrival time of an aperiodic request t k , i.e., the time at which the job is activated and becomes ready to execute.
g pe t I Y t P denotes the total execution time demanded by aperiodic requests arriving no earlier than t I and having deadlines no later than t P .
THE TOTAL BANDWIDTH SERVER
In this section, we recall the Total Bandwidth Server (TBS) algorithm and show its main properties useful for the schedulability analysis. The server was proposed by Spuri and Buttazzo [17] , [19] to improve the response time of soft aperiodic requests in a dynamic real-time environment, where tasks are scheduled according to EDF. The name of the server comes from the fact that, each time an aperiodic request enters the system, the total bandwidth (in terms of cpu execution time) of the server, is immediately assigned to it, whenever possible. This is done by simply assigning a suitable deadline to the request, which is scheduled according to the EDF algorithm together with the periodic tasks in the system. The assignment of the deadline is done to improve the aperiodic responsiveness, while still maintaining the schedulability of periodic tasks.
The definition of the TBS is relatively simple. When the kth aperiodic request arrives at time t r k , it receives a deadline
where g k is the execution time of the request and s is the server utilization factor (i.e., its bandwidth). By definition, d H H. The request is then inserted into the ready queue of the system and scheduled by EDF along with any periodic or sporadic instances. Note that we can keep track of the bandwidth already assigned to other requests by simply taking the maximum between r k and d kÀI . Fig. 1 shows an example of schedule produced with a TBS. The first aperiodic request arrives at time t T and is assigned a deadline d I r I gI s T I HXPS IH. Since d I is the earliest deadline in the system, the aperiodic activity is executed immediately. Similarly, the second request receives the deadline d P r P g P s PI, but it is not serviced immediately since, at time t IQ, there is an active periodic task with a shorter deadline (18) . Finally, the third aperiodic request arrives at time t IV, receives the deadline
HXPS PS and is serviced during [22, 23] .
TBS Schedulability
Intuitively, the assignment of the deadlines is such that, in each interval of time, the fraction of processor demanded by aperiodic requests never exceeds the server utilization s . This is proven by the following lemma. Given the deadline assignment of the TBS, there must be two indexes k I and k P such that
Since the processor utilization due to aperiodic tasks is at most s , the schedulability of a periodic task set in the presence of a TBS can simply be tested by verifying the following condition: t u
Implementation Complexity
The implementation of the TBS is very simple. In order to correctly assign the deadline to the new issued request, we only need to keep track of the deadline assigned to the last aperiodic request (d kÀI ). Then, the request can be inserted into the ready queue and scheduled by EDF as any other periodic instance. Hence, the overhead is practically negligible.
In spite of its simplicity, the TBS shows the best performance/cost ratio among the algorithms described in [19] . In Section 6, we describe how the TBS can be extended to handle aperiodic tasks with firm deadlines and mutually exclusive resources.
IMPROVING TBS
In this section, we propose a new deadline assignment technique for improving the performance of the TBS scheduling algorithm. The idea underlying the new algorithm is to assign each aperiodic request a deadline shorter than that given by the TBS rule.
The algorithm works in the following way: Each time an aperiodic task is eligible for execution (that is, as soon as it is released when there are no aperiodic tasks to execute or all the previously arrived aperiodic tasks complete) it is first assigned a deadline d k according to a TBS with a bandwidth s I À p . Then, the algorithm tries to shorten this deadline as much as possible to enhance aperiodic responsiveness, still maintaining the periodic tasks schedulable.
If d k is the deadline assigned to the aperiodic request by the TBS, the new deadline d H k is set at the estimated worstcase finishing time f k of the aperiodic request, scheduled by EDF with deadline d k . We now show that setting the new deadline d H k at the current estimated worst-case finishing time does not jeopardize schedulability.
Theorem 3. Let ' be a feasible schedule of task set in which an aperiodic job t k is assigned a deadline d k and let f k be the finishing time of
H produced by EDF is still feasible.
Proof. The proof of the theorem follows as a direct consequence of the EDF optimality, proven by Dertouzos in [6] under very general conditions. The Dertouzos theorem ensures that if for a task set there exists a feasible schedule, then EDF also produces a feasible schedule. Let H be the new task set derived from after the deadline of t k is changed from d k to d H k . To prove the theorem, it is sufficient to show that there exists a feasible schedule for H . Since, by assumption, ' is a feasible schedule for , ' is also a feasible schedule for H . In fact, job t k finishes at its deadline (f k d H k and all periodic executions and deadlines remain unchanged.
We observe that ' may not be an EDF schedule for H because, after the deadline change, the job sequence may not be consistent with the deadline sequence. Nevertheless, since ' is a feasible schedule for H , the Dertouzos theorem ensures that the new schedule ' H produced by EDF is also feasible. Hence, the theorem follows.
t u
The process of shortening the deadline can be recursively applied to each new deadline until no further improvement is possible, given that the schedulability of the periodic task set must be preserved. If d s k is the deadline assigned to the aperiodic request t k at step s and f or after a maximum number of steps defined by the system designer for bounding the complexity.
The possibility of bounding the number of shortening steps is a very important feature in dynamic systems since it allows the designer to balance the performance of the algorithm versus its complexity. In the following, TB(x) will denote a Total Bandwidth server which performs at most x shortening steps in the deadline assignment rule. In particular, the standard TBS can be denoted by TB(0). Moreover, TB* will denote a Total Bandwidth server which continues to shorten the deadline until d Based on its definition,f s k can be computed as follows:
where t is the current time (corresponding to the maximum between the release time r k of request t k and the completion time of the previous request), g k is the worst-case computation time required by t k , and s p tY d 
where next r i t identifies the time greater than t at which the next periodic instance of task ( i will be activated. The ÀI in (3) discounts the effect of the last period of the periodic task ( i in the interval tY d s k . Since s and s f can be computed in yn, the overall complexity of the deadline assignment algorithm is yxn, where x is the maximum number of steps performed by the algorithm to shorten the initial deadline assigned by the TBS.
We 
An Example
The following example illustrates the TB* deadline assignment algorithm. The task set consists of two periodic tasks, ( I and ( P , with periods 3 and 4 and computation times 1 and 2, respectively. A single aperiodic job t k arrives at time t P, requiring two units of computation time. The periodic utilization factor is p SaT, leaving a bandwidth of s IaT for the aperiodic tasks.
When the aperiodic request arrives at time t P, it receives a deadline d H k r k g k a s IR, according to the TBS algorithm. The schedule produced by EDF using this deadline assignment is shown in Fig. 2 .
By applying (2) and (3), we have:
and, by (1), we obtain:
k s s f IPX In this case, it can easily be verified that the aperiodic task actually terminates at t IP. This happens because the periodic tasks do not leave any idle time to the aperiodic task, which is thus compelled to execute at the end. Table 1 shows the subsequent deadlines evaluated at each step of the algorithm. In this example, six steps are necessary to find the shortest deadline for the aperiodic request.
The schedule produced by EDF using the shortest deadline d Fig. 3 . Notice that, at t IW, the first idle time is reached, showing that the whole task set is schedulable.
Algorithm Description
The pseudocode of the TB(N) algorithm is illustrated in Fig. 4 . The algorithm is executed every time a new aperiodic 
Optimality
If the actual execution time of tasks is equal to the worstcase execution time, the TB* deadline assignment algorithm achieves optimality in that it minimizes the response time of each aperiodic task among all scheduling algorithms which meet all periodic task deadlines, assuming that aperiodic requests are processed in FIFO order (assumption 4) and that deadlines ties are broken in favour of aperiodic tasks (assumption 5). The result is summarized in the following theorem.
Theorem 5. For any periodic task set and any aperiodic arrival stream processed in FIFO order, the TB* algorithm minimizes the response time of every aperiodic task among all scheduling algorithms which meet all periodic task deadlines.
Proof. Given a periodic task set and an aperiodic arrival process (t k , k b H), let ' be a feasible schedule produced by EDF and let d k be the deadline assigned by the TB* algorithm to the current aperiodic job t k . By the definition of the TB* algorithm, the iteration stops when d k f k , where f k is the finishing time of t k , scheduled in ' with deadline d k . We now show that f k is the minimum finishing time achievable by any other feasible schedule.
Let r H be the earliest request such that the interval r H Y d k is fully utilized by t k and by tasks with deadline less than d k . Hence, in ', d k represents the time at which t k and all instances with deadline less than d k complete execution.
To prove the theorem, it is sufficient to show that any schedule '
H in which t k finishes at f
H , d k must be the finishing time of some periodic instance, say t p , with deadline d p`dk . Note that time d k cannot be the finishing time of an aperiodic task because we assume that aperiodic requests are served in a FIFO order. Since t p finishes after its deadline, '
H is not feasible. Thus, the theorem follows. t u
Reclaiming Unused Computation Time
The spare time unused by a task can easily be reclaimed by an opportune adjustment of the fictitious deadline assigned to aperiodic requests. If, at time t, spare time is saved by early completion of a periodic instance, the periodic interference s p tY d s k on the current aperiodic request t k , if any, is clearly reduced by . As a consequence, the finishing time of request t k can be reduced by , at least. Therefore, by Theorem 3, the deadline can be shortened by , while leaving the task set schedulable. At this point, further iterations can be performed to find a shorter deadline, using the technique illustrated above.
When an aperiodic request t k completes units of time before its worst-case finishing time, the initial deadline (d H kI ) assigned to the next request by the TBS can be modified as described in [18] :
where f k is the actual finishing time of request t k . Intuitively, the deadline d k is set to the value d H k that would have been assigned by the TBS if t k had required a processing time equal to g k À .
COMPUTATIONAL COMPLEXITY
In this section, we provide an upper bound for the maximum number x of steps that must be performed by the TB* algorithm to find the optimal deadline d Ã k , that is, the deadline which minimizes the response time of aperiodic request t k . To compute x, we must identify the largest interval s k within which the deadline can be moved. Interval s k can be computed as 
Then, the following chain of inequalities holds:
Thus, the lemma follows. t u
The implication of Lemma 6 is that, if the initial deadline assigned by the standard TBS is greater than d k , the TB* algorithm will cycle until it obtains a final deadline shorter than d k . Hence, the schedulability of the task set is guaranteed by choosing an initial deadline equal to d k . In general, the initial deadline for the TB* algorithm can be chosen as the minimum between d k and the deadline assigned by the TBS.
Deadline d An upper bound for x can be obtained by considering thatÐin the worst caseÐexactly one periodic deadline is crossed at each shortening step. This yields to the following equation, which gives an overestimate on the number of iterations:
Finally, by defining g p n iI g i and substituting for s using (9), we obtain:
Notice that, as expected, the above bound is strongly dependent on the task parameters. In general, when the periodic task set has a high utilization factor and periodic tasks have small periods, many iterations will be required to find the optimal deadline assignment. In most practical situations, however, simulation experiments show that, for random task sets, the algorithm reaches a nearly optimal performance after a small number of steps, as illustrated in Section 7.
EXTENSIONS
In this section, we relax some of the assumptions introduced in Section 2 to extend the use of the proposed algorithm to more practical situations.
Deadlines Less Than Periods
Assumption 2 can be relaxed to allow periodic tasks to have relative deadlines less than periods. In this case, the interference s f tY d s k given by (3) is modified as follows:
where h i is the relative deadline of periodic task ( i . Moreover, the maximum server utilization s to be used in the initial deadline assignment can be determined using a processor demand criterion. This method has been proposed by Baruah et al. [2] and later used by Jeffay and Stone [9] to account for interrupt handling costs under EDF.
In general, the processor demand of a task ( i in any interval tY t v is the amount of processing time required by ( i in tY t v that has to complete at or before t v. For a set of periodic tasks with deadlines less than or equal to periods invoked at time t H, the cumulative processor demand in any interval HY v is the total amount of processing time g HY v that must be executed with deadlines less than or equal to v. That is,
Given this definition, the schedulability of a periodic task set is guaranteed if and only if the cumulative processor demand in any interval HY v is less than the available time; that is, the interval length v. This is stated by the following theorem:
Theorem 7 (Baruah et al. 90).
A set of periodic tasks with deadlines less than or equal to periods is schedulable by EDF if and only if, for all v, v ! H,
In the presence of a Total Bandwidth Server with bandwidth s , Lemma 1 guarantees that, in any interval of length v, aperiodic tasks never demand a computation time greater than v s . Hence, a set of hard periodic tasks with deadlines less than or equal to periods can be feasibly scheduled by EDF+TBS if and only if
Although this test is meant to be executed off line, it is worth noting that it is sufficient to verify (13) only for values of v equal to deadlines no greater than the hyperperiod.
Aperiodic Tasks with Firm Deadlines
A further extension of the proposed methodology can be introduced by considering aperiodic tasks with firm deadlines, thus relaxing assumption 3 in Section 2. A task t k with a firm deadline d firm k can be guaranteed on line so that each of its instances is either scheduled to complete within d firm k
or not executed at all.
In the case in which aperiodic requests are served in a FCFS fashion (as stated in assumption 4), it is straightforward to show that the schedulability of a request t k can be guaranteed if and only if the optimal fictitious deadline d The case in which aperiodic requests are scheduled according to a preemptive discipline (e.g., according to their firm deadline) can be treated as proposed in [18] . In particular, whenever an aperiodic request is preempted by another request, the current request can be broken into two portions: the part which has already run and the other one still to be executed. The first part is treated as an aperiodic task with early completion on which the reclaiming technique is applied to advance the deadline of the next request. The second part is kept in the aperiodic queue and treated like a new request with reduced execution time.
Sharing Resources
In this section, we relax assumption 6 by allowing periodic and aperiodic tasks to share mutually exclusive resources. When soft aperiodic tasks share resources with periodic tasks, the duration of their critical sections must be taken into account in the feasibility analysis. In order to bound the maximum blocking time of each task and analyze the schedulability of hybrid task sets, we assume that shared resources are accessed using the Stack Resource Policy (SRP), a concurrency control protocol proposed by Baker in [1] .
According to this protocol, every task ( i is assigned a dynamic priority p i based on EDF and a static preemption level % i , such that the following essential property holds: Property 1. Task ( i is not allowed to preempt task ( j unless % i b % j .
Under EDF, Property 1 is verified if periodic task ( i is assigned the following preemption level:
In addition, every resource k is assigned a static 3 ceiling defined as
Finally, a dynamic system ceiling is defined as Å s t mx feil k j k is urrently usyg fHg X Then, the SRP scheduling rule states that a task is not allowed to start executing until its priority is the highest among the active tasks and its preemption level is greater than the system ceiling.
The SRP ensures that once a task is started, it will never block until completion; it can only be preempted by higher priority tasks. This protocol has several interesting properties. For example, it applies to both static and dynamic scheduling algorithms, prevents deadlocks, bounds the maximum blocking times of tasks, reduces the number of context switches, can be easily extended to multiunit resources, allows tasks to share stack-based resources, and its implementation is straightforward.
Under the SRP, there is no need to implement waiting queues. In fact, a task never blocks its execution: It simply cannot start executing if its preemption level is not high enough.
As a consequence, the blocking time f i considered in the schedulability analysis refers to the time for which task ( i is kept in the ready queue by the preemption test. Although the task never blocks, f i is considered to be as a ªblocking timeº because it is caused by tasks having lower preemption levels.
In general, the maximum blocking time for a task ( i is bounded by the duration of the longest critical section among those that can block ( i .
Given these definitions, the feasibility of a task set with resource constraints (when only periodic and sporadic tasks are considered) can be tested by the following sufficient condition [1] :
which assumes that all the tasks are sorted by decreasing preemption levels so that % i ! % j only if i`j.
In [12] , the analysis has been extended to provide a tighter schedulability test, using a processor demand approach. The result is stated in the following theorem.
Theorem 8 (Lipari and Buttazzo, 99) . Let be a set of n hard periodic tasks ordered by decreasing preemption level (so that % i ! % j only if i`j) such that p I. Then, is schedulable by EDF+SRP if
The complexity of the proposed schedulability test is pseudopolynomial. As a consequence, for large task sets, this method can be used off-line to guarantee the schedulability of all critical periodic and sporadic tasks in the presence of resource constraints.
To use the SRP along with a TBS, aperiodic tasks must be assigned a suitable preemption level. In particular, each aperiodic request t k is assigned the following preemption level:
Notice that g k s d k À e k is the interval between the time e k at which the aperiodic request becomes eligible to execute and the absolute deadline assigned to it by the TBS. Since this is equivalent to a relative deadline, the preemption level defined by (16) is consistent with Property 1.
Then, the schedulability of the hybrid task set can be guaranteed based on the following theorem.
Theorem 9 (Lipari and Buttazzo, 99). Let be a set of n hard periodic tasks ordered by decreasing preemption level (so that % i ! % j only if i`j) and let e be a set of aperiodic tasks scheduled by a TBS with utilization s such that p s I. Also, let % Ã be the maximum preemption level among those assigned to aperiodic tasks. Then, is schedulable by EDF+SRP+TBS if
where i is a select function defined as:
Unfortunately, extending this result to the TB(N) algorithm is not trivial. In fact, whenever the deadline of job t k is shortened, the preemption level associated with t k increases and the blocking factors of all the tasks in the set change at each shortening step. A complete analysis of the TB(N) in the presence of resource constraints is under investigation and will be the topic of future research.
PERFORMANCE STUDIES
Simulations have been conducted to test the performance of the proposed algorithm. In order to evaluate how an increase in complexity reflects an increase in performance, the optimal TB* server has been compared with the TB(N), for different values of x, including TB(0) (i.e., the standard TBS) and the background server.
The performance of the algorithms was measured by computing the average aperiodic response time as a function of the mean aperiodic load. In particular, each aperiodic response time has been normalized with respect to its length. Thus, a value of 5 on the y-axis actually means an average response time five times longer than the task computation time; a value of 1 corresponds to the minimum achievable response time.
To understand how task set parameters affect aperiodic responsiveness, several simulations have been performed by changing the periodic load, the number of periodic tasks, and the average aperiodic computation time. In particular, the first nine experiments described in this section can be grouped in three sets. The first set shows the performance of the algorithms as a function of the aperiodic load for three different periodic loads, p HXT, p HXUS, and p HXW, respectively. The second set of experiments tests the sensitivity of the algorithms with respect to the number of periodic tasks. Three simulations are shown using 10, 15, and 30 periodic tasks, respectively. Finally, the third set of experiments illustrates the performance of the algorithms for different values of the average aperiodic computation time.
In all the experiments, a task set consisting of n periodic tasks (n depending on the specific experiment) was randomly generated with a constant utilization factor p .
For each task, the period i was generated as a random variable uniformly distributed from 50 to 200 units of time. Then, its partial utilization factor i g i i was evaluated as a random variable uniformly distributed in HY I and normalized to give the desired periodic utilization factor p .
The aperiodic load was created from a set of five tasks. Execution times of aperiodic requests were chosen to be uniformly distributed in a predefined interval, which depends on the specific experiment, whereas their interarrival times were generated according to an exponential distribution, with average value computed to impose a specific aperiodic load & , which is varied from 0 to s I À p . Each point in the plots is computed over 60 runs, each having a duration of 200,000 units of time. Standard deviations for the average values were computed and they were never greater than 2 percent.
First Set of Experiments
The first set of experiments includes three simulations which show the performance of the algorithms as a function of the aperiodic load for three different periodic loads:
p HXT, p HXUS, and p HXW. In these simulations, the periodic task set consists of 10 tasks and the aperiodic computation times (ACT) are uniformly distributed in the interval ISY PS. The results of this first set of simulations are shown in Fig. 5, Fig. 6, and Fig. 7 , respectively.
As the reader can see, when the periodic load is not high (i.e., p HXT), all the algorithms have a similar performance and just a few shortening steps are sufficient to find the optimal deadline assignment. Also notice that, for a large range of aperiodic load values, the response time achieved by TB* and TB(3) is one, meaning that aperiodic tasks execute immediately. When the total processor load ( p & ) is close to one, all the algorithms perform poorly. For these limit values, the aperiodic service queue contains a very large number of tasks whose delay is thus largely independent from the scheduling discipline, while it can be influenced by the queue ordering. This suggests the use of a queue discipline different from FIFO for servicing aperiodic tasks (for instance, Shortest Processing Time First) to achieve shorter average response times.
As the periodic load increases, the behavior of the algorithms starts to diverge. For example, when p HXUS, the TBS performs well for low aperiodic loads, but gracefully degrades its performance for high loads. In this case, the TB(3) curve is very close to the one of TB*, especially for low aperiodic loads, meaning that the optimal deadline can still be found in a few iterations. For example, in Fig. 6 , for & HXP, the TB* required no more than 16 iterations to find the optimal deadline, with an average of five steps. Fig. 7 shows the case in which p HXW. This time the curve corresponding to TB(5) is shown. Notice that, for & `H XHS, the TB* algorithm is still able to schedule aperiodic tasks as soon as they arrive. However, in this experiment, more iterations are needed to achieve the optimal behavior. This is due to the fact that the initial deadline assigned by TB(0) is too far from the earliest deadline that can be assigned by TB*. Nevertheless, although all the algorithms must tend to infinity as the total processor utilization tends to one, the TB* algorithm exhibits a reasonable performance up to a total load of 0.99. 
Second Set of Experiments
In the second set of experiments, we tested the sensitivity of the algorithms with respect to the number of periodic tasks, so we performed three simulations using a periodic task set consisting of five, 15, and 30 tasks, respectively. During these tests, the periodic load was set at p HXW and the server bandwidth at s HXI. Aperiodic tasks were generated with a computation time (ACT) uniformly distributed from 15 to 25 units of time. The results of the three simulations are shown in Fig. 8, Fig. 9, and Fig. 10 , respectively.
By comparing the three figures, we can see that, as the number of periodic tasks increases, all the algorithms improve their performance and such an improvement is more significant for high values of the total load ( p & b HXWS). In fact, this is the reason why, in these simulations, the periodic load was set at p HXW. In particular, notice that the TB* server is the one which takes best advantage of a high number of periodic tasks. time obtained with 30 tasks is about five times smaller than that experienced with five tasks. Such behavior can be explained as follows: When many periodic tasks are present in the system, each shortening step performed by the TB* algorithm may pass over many periodic deadlines, so improving the response time by a higher factor, with respect to the case of a small periodic task set.
Third Set of Experiments
The third set of experiments illustrates how the performance of the algorithms is affected by the length of aperiodic tasks. These three simulations were performed using a set of 10 periodic tasks, with p HXUS and s HXPS. The average aperiodic computation time (ACT) was chosen to be uniformly distributed in the interval RY IH for Simulation 7, ITY PR for Simulation 8, and RPY RV for Simulation 9. Notice that, since periods are distributed in the range SHY PHH, the periodic computation time is uniformly distributed in pmin n Y pmx n (n represents the number of periodic tasks); that is, in the interval QXUSY IS. The three simulation results are reported in Fig. 11, Fig. 12 , and Fig. 13 , respectively. Before discussing the results, it is worth recalling that the aperiodic response times reported on the y axis are normalized with respect to jobs' execution times. Hence, although the background curve reports lower normalized values as the ACT increases in the three tests, the actual aperiodic response times get worse. Fig. 11 shows that, when the ACT is comparable with the periodic computation time, all the TB(N) algorithms are able to provide almost immediate service to aperiodic tasks up to a total load of 0.87 (& HXIP). Even for higher loads, the improvement achieved over the background service is quite significant. As the ACT increases, the standard TBS algorithm tends to approach the background curve, especially for high aperiodic loads (see Fig. 12 ), whereas the TB(N) can still achieve significant performance for x b Q. When the ACT becomes much larger than the periodic computation time (see Fig. 13 ), all the algorithms tend to have similar performance.
Generally speaking, assigning earlier deadlines is convenient if the processing time of aperiodic tasks is not too long compared to the processing time of periodic tasks. This is intuitive because, in the limiting case of infinite aperiodic length, no significant improvement could be achieved by scheduling aperiodics by closer deadlines and all service strategies would exhibit the same performance. 
Comparison with the Slack Stealer
To show the improvement in aperiodic responsiveness achieved by our dynamic approach with respect to a fixed priority environment, the performance of our TB(N) algorithm has also been compared with the performance of the Slack Stealer for different periodic and aperiodic workloads. Among the different slack stealing versions described in the literature [11] , [5] , [21] , we selected the locally optimal version proposed by Tia et al. [21] which minimizes the response time of the currently executing aperiodic request.
Fig. 14 compares the Slack Stealer against TB(0), TB(1), TB(2), and TB* for a periodic load of p HXU. The periodic task set has been chosen to be schedulable under both RM and EDF. As can be seen from the plots, the Slack Stealer performs better than the standard TBS. However, just one iteration on the TBS deadline assignment, TB(1), dominates the Slack Stealer. . 15 shows the same comparison for a feasible periodic task set with p HXVS. In this case, although more iterations are needed to reach the optimal deadline assignment, the performance of the Slack Stealer is still worse than that of TB(1).
To better understand such a significant difference in aperiodic responsiveness between static and dynamic scheduling approaches, let us consider the example illustrated in Fig. 16 , which compares the schedule of an aperiodic request produced by the Slack Stealer (Fig. 16a) under the Rate Monotonic assignment against the TB* (Fig. 16b) under the EDF assignment. Notice that, under the fixed-priority assignment, scheduling the aperiodic request immediately would cause task ( P to be delayed by the second instance of ( I , thus missing its deadline.
In general, dynamic priority assignments result in aperiodic execution delay which is inversely proportional to the urgency of periodic instances. On the other hand, with fixed-priority schemes, low priority tasks always pay a much greater performance penalty with respect to higher priority tasks, regardless of their absolute deadlines.
Performance Summary
The simulation experiments reported above provide some useful insights on the task set parameters that most affect aperiodic responsiveness in the proposed algorithm. The first experiment shows that the greatest gain in the deadline iteration process is achieved for high periodic loads ( p b HXV). For lower periodic utilizations, the standard TBS or the TB(N) with a few deadline iterations are sufficient to reach a suboptimal behavior.
The second experiment shows that all the algorithms improve their performance as the number of periodic tasks increases. However, such an improvement is more significant for the TB*, especially when the total load is higher than 0.95. Again, this result suggests that the use of the TB* is more appropriate for systems characterized by a very high processor utilization. As far as the aperiodic computation time is concerned, the third experiment illustrates that the best performance of the TB algorithms is achieved when the ACT is comparable with the one of periodic tasks. For moderately long aperiodic tasks, the improvement obtained by the TB* over the background service is less significant and, for very long tasks, all the algorithms tend to exhibit a similar performance.
It is worth pointing out that one could exploit the tunability of the TB(N) algorithm by setting the N parameter (maximum number of deadline iterations) to be a function of the current load in the system. This solution would allow achieving good responsiveness with more efficient resource usage, increasing the complexity only when needed.
CONCLUSIONS
In this paper, we presented a new approach for enhancing the response time of soft aperiodic tasks in a dynamic hard real-time environment, where periodic tasks are executed according to the EDF scheduling algorithm. The basic idea of our method is to assign a fictitious deadline to each aperiodic request so that its response time is minimized and the schedulability of the periodic tasks preserved. This servicing algorithm has several advantages with respect to other approaches (e.g., deadline exchange servers, sporadic servers, or slack stealing algorithms). First of all, it has been proven to be optimal in the sense that, assuming that aperiodic requests are served in a FIFO order, it minimizes the response time of each aperiodic request. Second, no large memory space is required by the algorithm (as in the case of the optimal EDL server [19] ) and the optimal deadline can be computed in yxn complexity, x being the maximum number of steps that have to be done for each task to shorten its initial deadline (assigned by the TBS rule). In general, x depends on the particular characteristics of the task set and it can be large in the worst case. However, simulation experiments show that, for random task sets, the algorithm reaches a nearly optimal performance after a limited number of steps. Hence, if x is kept fixed, the algorithm shows a suboptimal behavior with an yn complexity. Finally, the algorithm is very simple to implement. Once a deadline is assigned to the aperiodic request, the request is scheduled by EDF, together with all other periodic instances, without introducing additional overhead.
In future work, we plan to investigate the problem of resource constraints more deeply and fully integrate the Stack Resource Policy in the TB(N) algorithm when mutually exclusive resources are shared among periodic and aperiodic tasks.
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