Abstract: A numerical model is suggested and validated for simulating frictional forces between two samples. The model employs knowledge of surface topographies and values of surface properties provided in the relevant literature and can be applied to contact between complex surfaces. It employs the Lennard-Jones molecular force theory and applies it to a surface segmented into cuboids, which represent separate springs in a Winkler layer. In order to model a contact of two rough surfaces, their asperities are merged into one surface that is put into contact with a perfectly flat surface. Validation, done by atomic force microscopy (AFM), shows that the model can be applied for contacts of rigid samples in the elastic regime of forces.
Introduction
Reliability is always a significant issue in micro-and nanoelectromechanical systems (MEMS and NEMS). Because of scaling effects, volumetric properties of MEMS/NEMS are not the main focus of failure mode analysis [1] [2] [3] [4] [5] [6] . In microscale, surface properties and surface-surface contact mostly affect performance and reliability [7] . Adhesion of surfaces and friction between two sliding surfaces result in stiction (sometimes permanent due to low elastic restoring forces) and wear of mechanisms [8] [9] [10] . Adhesion of two surfaces can be modeled based on contact theories such as the Johnson, Kendall, and Roberts (JKR) [11] or Maugis model [12] . With detailed knowledge of both contacting surface topographies, it is possible to predict the adhesion forces between them [13] . Prediction of friction is, however, a more complex issue, and even the measurement of friction forces between two surfaces in microscale is a difficult task [14] . That leads toward a need to develop a way to accurately simulate friction contact of two surfaces. A respective contact model was suggested and validated in this paper.
Previously developed friction models present accurate predictions within limited areas. For example, the Greenwood-Wiliamson statistical approach with Weibull distribution [15] is a good predictor of contact between two surfaces with very limited number of contacting asperities, which comes to very rough surfaces under low loads. Those limitations make it hard to use this model while developing contact surfaces in MEMS and NEMS for minimal friction. There are also models for specific situations such as numerical simulations of rigid body dispersions, which predict frictional behavior during dispersion in solvents [16] ; however, they are not applicable to this scale. Molecular dynamics models are also a possibility for predicting contact, but their complexity is still very high. Numerous parameters affect those models, and due to still high error of the results and long computation time, these models still need significant work in order to be applied to the design of MEMS/NEMS devices [17, 18] . Validation of friction models is also a complex task as it might require development of special apparatus to accurately measure nanoscale contact [19] . However, it is possible to use atomic force microscope (AFM) to measure contact parameters with high accuracy, as it was done for other types of simulation models [20] [21] [22] .
Simulation model
In this simulation, the Tabor's theory [23] , developed further by McClelland [24] , is assumed to be a good description of two contacting surfaces. This theory suggests that friction can be divided into adhesive friction and mechanical friction. The adhesive part is caused by molecular bonds between atoms of two surfaces moving relatively to each other. The mechanical part, also called load-controlled or deformation component, describes the force needed for those surfaces to deform each other. Another assumption taken in this model is a simplification of elastic deformation by considering the material as a set of parallel springs as in the Winkler mattress model. Each spring in the Winkler layer is a separate point in the simulation approximating area S. Asperities of two contacting surface topographies are summed to form one rough surface (Figure 1 ), which is in contact with a flat surface. Additionally, the flat sample is assumed to be rigid, and the Young's modulus of the rough surface is calculated according to Eq. (1) [25] .
where E 1 , E 2 , ν 1 , ν 2 are Young's modulus and Poisson's ratio of material surfaces 1 and 2, respectively.
Deformation of the elastic layer can be derived from the force equilibrium Eq. (2):
where P i is the contact deformation force acting on the surface layer deforming it elastically over Δz i [26] . F(l i ) is the molecular force described by the Lennard-Jones theory, l i is the distance between the two surfaces in point i and can be described as l i = d − z i . N is the external force, m is the number of springs being in mechanical contact, and n is the number of springs in strictly adhesive contact. The elementary force opposing the elastic deformation can be described as [26] :
where h is the height of the Winkler's layer, and k is:
The molecular force F(l i ) can be derived from the Lennard-Jones potential energy equation [27] :
Powers n and m are taken as 2 and 8 due to the assumption of two half-spaces interacting with each other [28] . Afterward, we differentiate Eq. (5) with respect to distance and calculate constants A and B assuming that the force equals 0 when the distance is ε and the adhesion energy to be equal to the integral of the force with respect to the distance over ε to ∞.
After these transformations, the force can be calculated as:
where ε is the intermolecular distance at which potential energy is minimal, Δγ is the adhesion energy equal to 1 2 , ∆γ γ γ = where γ 1 and γ 2 are surface energies of samples 1 and 2. For points with no initial mechanical contact l i > ε, we can calculate the deformation of the elastic layer by assuming a force equilibrium F(l i ) = P i (Δz i ) and using Eqs. (3) and (7), 2 8
where d is the distance between the flat surface and the base of the rough surface, and z i is the height of the asperity at point i from the base level, as can be seen in Figure 2 . Each spring in the model is a cuboid of the surface material with its height being the height of the Winkler's layer and its upper area is equal to S. When two surfaces: "rough surface" and "flat and rigid surface" are moving laterally with respect to each other, each cuboid is sheared. A schematic of a sheared element is shown in Figure 3 . The work of the shear force is:
An extension of the diagonal of the cuboid resulting from the shear can be calculated in two ways. Strictly geometrical under an assumption that the angle between the diagonal and the top side (α in Figure 3 ) does not change with the shear of the top, due to a low deformation of the cuboid:
where
Δx is the side of the upper square of the cuboid. The second way of denoting an extension is to use a well-known equation, due to stretching of the material in the direction and contracts in the direction traverse of the stretching:
where 1 , Q S σ = and 2 . (10) and (11), we can calculate:
where , 2(1 ) 
The energy needed to break contact can be derived from Eq. (7) by assuming the separation of surfaces from distance l ia to ∞ 3 9 2 8 2 8
Assuming that the work of the shear force has to be equal to the energy needed to break contact, we can use Eqs. (13) and (14) to calculate the lateral force needed to destroy the adhesion bonding at point i: Figure 2 : Schematic of contact between two real surfaces. Asperities of two real surfaces are merged into one surface called "rough surface", and the second is presumed to be ideally "flat and rigid surface". The figure shows deformation of the "rough surface" under load and due to adhesion forces.
Figure 3: With a surface modeled as collection of parallel springs, one spring representing a cuboid of the surface material is shown. Δx and Δy are the dimensions of the cuboid in this model, assumed to be the size of the step set during surface topography measurement. Z i is the height of the layer, Q is the shearing force, while P and F are the load and adhesion forces that could stretch or compress z i .
The lateral force is summed for all points, where adhesive contact occurs. The contact component is calculated using the previously determined force P i . Knowing the external force N, it is possible to calculate the distance d from Eq. (2) and then P i from Eq. (3). Then, we can calculate the distance l im at which the molecular force F(l i ) is equal to P i . Afterward, the energy needed to break contact is calculated as the energy needed to separate the initial contact from the distance l im to ε and from that point to ∞. The calculation of energy needed is similar to that of Eq. (14).
The lateral force needed to break the contact can be calculated in a similar way as Eq. (15):
The force required to separate a contact is summed for every cuboid in the model, both while in contact due to the deformation of the surface under normal load and while in contact due to adhesion forces.
It is also possible to calculate those values for a situation, where the two contacting surfaces were held in contact for some time prior to movement by assuming a time-dependent elastic modulus [29] . This model for the time being was implemented in Delphi; however, owing to a fairly simple algorithm (Figure 4) , it can be transferred to other programming languages.
Simulation studies
In order to simulate the contact of two surfaces with this method, some parameters of the samples have to measured or assumed. In the model, we assume the intermolecular distance ε to be 2 nm [27] and the Winklers layer thickness as the thickness of the measured layer. The area of a single spring in the model is important as well; it was assumed to be the step of scanning during the AFM measurement of the surface, which was 20 nm × 20 nm. The AFM was used because it is a widely available and commonly used instrument [30] [31] [32] [33] [34] . This could allow for an easy acquisition of model inputs.
Other inputs of the model are surface free energy of samples, elastic modulus, and Poisson's ratio of both materials and detailed topography of surfaces.
Validation method
The validation of the model was done by assuming one of the contacting surfaces to be a sphere sliding over a flat surface ( Figure 5 ). Because of this assumption, the outputs of the model can be compared with the AFM friction loop measurements. A cantilever with a spherical tip was used on various samples to measure the lateral force and, as the result, the coefficient of friction. One additional simplification was added at this point: the tip sphere was not modeled as a whole sphere, but rather as a half sphere. During the test, no sample with roughness higher than 70 nm Ra was used; therefore, the force between the higher parts of the sphere and the surface sample are negligible. As the exact point of initial contact will, in most cases, not be known in nanometer resolution, validation was done by numerous measurements of topography and friction on the same samples but over different areas, and averaging of both values: measurement of friction and simulated friction for multiple sample surface with the AFM tip.
Measurements
In order to validate the model, a cantilever with a SiO 2 tip with a diameter of 2 μm was used. This cantilever was CP-NCH-SiO-A from sQube. Calibration of the cantilever in the z axis was realized by a reference spring with a stiffness of 35.5 N/m and the Si wafer as the hard material for photodiode calibration [35] . In the torsional axis, the calibration was done on the basis of the measurements of the geometrical dimensions of the beam and the assumption of the AFM manufacturer that photodiode sensitivity is equal in both directions. An NT-206 AFM system was used during this study. Friction loop measurements were done on polysilicon samples ( Figure 6 ) produced by low-pressure chemical vapor deposition (LPCVD) with different deposition temperatures, by thermal decomposition of silane in temperatures of 580°C, 610°C, and 630°C. Layers were produced on SiO 2 , which was attained through thermal oxidation of <100> -oriented silicon substrate. The SiO 2 film thickness manufactured in that way was 1.7 μm. Various temperatures of polysilicon deposition resulted in change in the roughness and the grain size of the top layer. The duration of the deposition was controlled in order to achieve a constant thickness of the polysilicon layer of 50 nm for all samples.
The topography of both cantilever tip and samples was measured by the AFM with a step of data acquisition of 20 nm × 20 nm, using a sharp tip CSC17-No Al-15 from MikroMasch. The topography was measured in contact mode with low loads. For polysilicon samples, the measurements were done over an area of 5 μm × 5 μm at seven separate spots. No significant deformations or differences were spotted between scans. Additionally, scans over a larger area of 20 μm × 20 μm were done to check if larger deformations exist on the surface of the sample. In the case of the spherical tip CP-NCH-SiO-A, its topography was acquired by repeated scans on the AFM and combining the resulted areas. Young's modulus of the polysilicon samples was measured on a Tryboscope using the indentation procedure with the application of the Oliver and Pharr model [36] . For these measurements, the Berkovitch tip was used. A trapezoidal loading curve with both loading and unloading time of 5 s and a holding time of 2 s was used. The maximum load during those measurements was 1500 μN. In order to avoid the impact of the substrate during the measurements, samples with a 2-μm polysilicon layer were prepared utilizing the same fabrication process. The value obtained was 110 GPa. During this study, a Hysitron Tryboscope was used. For the purpose of simulation, it was accepted that the Young's modulus of SiO 2 is 70 GPa, according to Ref. [37] . For both samples, literature values of Poisson's ratio were used: 0.22 [38] for polysilicon and 0.17 [37] for SiO 2 , respectively. Surface free energy of the LPCVD-prepared samples was measured according to a wettability method [39] . Five microliters of droplets of water and diiodomethane were placed on samples, and their angle with the surface was measured. Afterward, the surface free energy of the samples was calculated [39] . Because of the spherical shape of the cantilever, the wettability procedure was not used for the cantilever tip; in this case, a value of 72 mJ/m 2 [40] was used in the model.
Friction loop measurements with the use of the simulated cantilever were done on each of these samples seven times at various locations on the sample, and the average value was accepted to be compared with the simulation results. The friction measurements were done under a constant load of 10 μN and a sliding speed of 3.5 μm/s. The constant load was achieved by a feedback loop system with the AFM piezo-element controlling the deflection of the cantilever to be constant at the level at which 10 μN load is exacted on the surface. A 10-μN load was selected in order to be certain that the contact stays in the elastic regime. The Hertz contact model for a ball with 2 μN in contact with a flat surface for these materials shows that in order to exceed the polysilicon yield strength, a load of 70 μN would have to be applied. Kinematic friction was used for comparison with the simulation. The measurement devices and example results are depicted in Figure 7 . All of these measurements were done in a clean room with controlled environment, with a temperature of 22.3°C and a humidity of 53.1-56.2%.
Results
In the simulated samples, the adhesive component of friction is dominating the mechanical part and is roughly 40 times greater for all the SiO 2 -polysilicon contacts. In both friction measurements and simulation, the same normal load of 10 μN was applied; therefore, the comparison of the friction coefficient is equivalent to the comparison of the lateral force. The average values of the friction coefficient from seven measurements and from seven simulations, one for each topography scan of polysilicon in contact with the cantilever plane, are depicted in Figure 8 .
A two-sample t-test was done on each surface pair resulting in p values of 0.13, 0.12, and 0.79 for roughness values of 1.45, 1.49, and 1.7 μm; each of these values is greater than the assumed threshold of 0.1. Additionally, the R-Pearson correlation between averages was calculated to be 0.96, which is a high strength correlation. Simulation is in line with the measurements giving a good prediction of the values. Figure 9 depicts the range of friction coefficient values for each simulation compared to the range of values obtained from the measurements. We can see that the scatter of both simulation and experimental values is similar, which further suggests the accuracy of the model.
Discussion
The simulation model is a good predictor for contacts of two smooth samples. The influence of change in roughness of one surface on the friction is predicted accurately. At this point, the model is accurate for contact between samples when the adhesion contact is dominant as no mechanical locking of two surfaces is taken into account. The adhesive part of friction will be greater than the mechanical one for smooth samples and during low loads. For example, for a simulated sample (Ra of 1.7 nm) in contact with the 2-μm diameter ball tip, the mechanical part exceeds the adhesive part at about 600 μN of load. This model assumes the surface to consist of cuboids with x and y dimensions according to the scan size. This assumption has a negligible effect on smooth surfaces, but surfaces with higher kurtosis, with more spiked asperities, will be affected more by this simplification. By assuming the top of the asperity to be a cuboid of x,y dimensions instead of a sharp end, the contact area will be significantly overestimated at this point, resulting in overestimation of the force needed to break contact, which in turn overestimates the friction force. This was tested on samples with higher roughness and kurtosis (Ra ~50 nm and Rku ~3), and the step of data acquisition for topography had to be 5 nm × 5 nm or less to correctly simulate the friction force. As this model is meant to be used in conjunction with the topography measured by the AFM, which scans the sample in particular points and not the highest points of the asperities, the flat cuboid should be statistically indistinguishable from the actual surface for a smallenough measuring mesh. One more noteworthy limitation of the model is that it assumes an elastic contact and no plastic deformation. That means that simulation is only accurate when loads do not exceed the elastic regime of the measured surface material. This limitation is, however, met for majority of the loads existing in MEMS/NEMS and materials such as polymers, silicon, silicon dioxide, or polysilicon [41, 42] . Calculation of friction based on topography and more easily measured properties such as surface free energy can lead toward easier prediction of surface interaction than either uncertain off-chip measurement methods or expensive and time-consuming on-chip measurements [43] .
Summary
A simulation model for the contact of two surfaces is discussed. The model allows the prediction of friction forces with the separation for adhesion friction and mechanical friction. The model uses the Winkler's layer model, Lennard-Jones energy of contact, and Tabor's friction theory as its base. This is a numerical model with a simulation step size possible to be set according to the resolution, with which we measured the simulated surfaces. The inputs of the model are both surface topographies, and their properties such as elasticity, surface free energy, and Poisson's ratio. Simulation outputs were validated for smooth surfaces in which the adhesive part of the friction is dominant. Further validation of rough samples and plastic range of deformation are required to specify the exact range of model application. It is planned to continue the validation of other materials in order to confirm the effects of surface energy and elastic properties on friction results, to ensure accurate prediction over a wide range of values. The proposed model is simpler and faster in calculation than the molecular dynamics models and can be applied to highly patterned surfaces of elements within the elastic regime. The prediction of friction forces in MEMS and NEMS devices can possibly lead toward a more optimized development of NEMS actuators.
