Abstract-Within a deterministic framework, it is well known that n-term wavelet approximation rates of functions can be deduced from their Besov regularity. We use this principle to determine approximation rates for symmetric-α-stable (SαS) stochastic processes. First, we characterize the Besov regularity of SαS processes. Then the n-term approximation rates follow. To capture the local smoothness behavior, we consider sparse processes defined on the circle that are solutions of stochastic differential equations.
I. INTRODUCTION
Stochastic models are commonly used in engineering and financial applications [1] , [2] , [3] , [4] . The most widely considered stochastic models are based on Gaussian probabilities. However, this assumption is too restrictive for many applications, and more general models are needed to accurately represent real data. Symmetric-α-stable (SαS) models directly generalize Gaussian models, and they maintain many desirable properties, such as satisfying a generalized central limit theorem [5] . The non-Gaussian stable laws have heavy-tailed distributions, so they are particularly relevant for applications [6] . Moreover, as we shall see, the family of SαS processes is defined by a parameter α ∈ (0, 2], which determines its sparsity with respect to wavelet representation. Here, we characterize sparsity by n-term wavelet approximation rates; i.e., one process is said to be sparser than another if it satisfies a faster rate of approximation.
Our interest in a sparse wavelet representation is compressibility; we can more efficiently store and transmit sparse processes by first transforming them into a wavelet domain. We shall show that Gaussian processes (corresponding to α = 2) are the least sparse, and as α decreases, the sparsity increases. Sparsity is also a useful assumption in inverse imaging problems. If an image is known to be sparse a priori, then this information can be incorporated to produce a better reconstruction algorithm [7] , [8] , [9] .
Our model is the stochastic differential equation
where L is a differential operator, s is a stochastic process, and w is a SαS white noise process. The two defining components are the operator and the white noise. The white noise w is a random generalized function on the circle
We consider standard differential-type operators of the following type: L is an order γ > 0 operator that reduces the regularity of a function by γ. More precisely, L maps the Besov space (of functions with mean zero)
In the remainder of this section, we collect our notation. In Section 2, we recall some standard results from the theory of wavelet approximation. In Section 3, we specify SαS processes and review some of their properties. Section 4 is devoted to our main result: the n-term approximation of SαS processes, and we conclude in Section 5.
A. Notation and Background
The Lebesgue space L p (T) is the collection of functions for which
is finite. For p ≥ 1, (2) is a norm, and for 0 < p < 1, it is a quasi-norm. The space of continuous functions on the circle is denoted as C(T). The notation for the collection of functions with k ∈ N continuous derivatives on the circle is
The Schwartz space of infinitely differentiable test functions on the circle T is denoted as S(T). The corresponding space of generalized functions is S (T). These spaces are nuclear spaces, and
For our purpose, we consider the related spaces with mean zero. Such generalized functions are well suited to wavelet approximation rates, since wavelets also have mean zero. In addition, this assumption simplifies the definition of stochastic processes. For example, the distributional derivative becomes a bijective mapping of Sobolev and Besov spaces of functions with mean zero.
We define the nuclear space of infinitely differentiable test functions with mean zero to be N (T). The corresponding space of generalized functions (continuous linear functionals on N (T)) is N (T).
We have introduced N (T) because nuclear spaces are the ideal infinite dimensional extension of finite dimensional 978-1-4673-7353-1/15/$31.00 c 2015 IEEE vector spaces. Many of the properties associated with finite dimensional vector spaces, for example Bochner's theorem, have a generalization to this setting. The Bochner-Minlos theorem implies that a continuous, positive definite functional C on N (T) is the Fourier transform of a finite Radon measure µ on N (T); i.e., there is a measure µ such that
for ϕ ∈ N (T). The functionals exp − ϕ α Lα(T) are positive definite and continuous for 0 < α ≤ 2, and they are the characteristic functionals for SαS white noises, cf. Section III.
II. WAVELETS, BESOV SPACES, AND n-TERM APPROXIMATION

A. Daubechies Wavelets on the Circle
There are several different equivalent definitions of Besov spaces. We choose to use the wavelet-based definition since it is suited to our presentation. Essentially, it says that a generalized function on T is in a given Besov space if its appropriately normalized wavelet coefficients are in a Besov sequence space.
Partly due to their compact support, we consider Daubechies wavelets [10] . By periodizing the standard Daubechies wavelets, we obtain an orthonormal basis of L 2 (T)
(6) The index j ∈ N ≥0 corresponds to a scaling parameter, and G is used to denote gender (M for mother or F for father). The coarsest scale is j = 0, which includes the scaling functions, so G 0 = {M, F } has 2 elements and G j = {M } has one element for j > 0. The parameter k denotes the smoothness of the wavelet, and it determines the support of the wavelet. For k > 0, the classical Daubechies mother wavelet on the real line has support greater than one. Here, we require the support of the wavelets to be a proper subset of the circle. Consequently, the coarsest scale is scaled by 2 L , where the parameter L ∈ N ensures that this condition is satisfied. For the remainder of this paper, we set L (as a function of k) to be the smallest integer that guarantees this support condition. The wavelet translates are indexed by m, and the set of translations at scale j is
More details on the adaptation of wavelet bases for periodic domains can be found in [11, Section 1.3] . In fact, we follow the notation of that book. Our Ψ The wavelet decomposition of a sufficiently smooth generalized function f is
B. Besov Spaces of Zero Mean
We now come to the definition of Besov spaces B τ p,q (T), which are defined by two primary parameters, p and τ , and one secondary (minor adjustment) parameter q. The parameter p ∈ (0, ∞] is similar to the index defining the Lebesgue spaces L p (T), and τ ∈ R indicates smoothness. Therefore, roughly speaking, for τ ∈ N, a function in B τ p,q (T) has τ derivatives in L p (T). In Figure 1 , we provide a structural diagram, representing the collection of Besov spaces. 
indexed as described above, with finite (quasi-)norm
In the special case p = q, we have
which is a weighted p space. We shall work with these spaces, which have simplified norms, and derive more general results using embedding properties between Besov spaces.
Definition 3. Let k ∈ N, 0 < p, q ≤ ∞, and τ ∈ R such that
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A generalized function f ∈ N (T) is in the Besov space B τ p,q (T) if it can be represented as
for some sequence λ ∈ b τ p,q . Criteria for unconditional convergence and many additional properties can be derived. We refer the interested reader to [11, Section 1.3] .
The above definition is somewhat unsatisfactory, since the sequence λ is not specified. However, if a preliminary bound on the smoothness of a generalized function f is known, then we can choose sufficiently smooth wavelets (by specifying a sufficiently large parameter k) to obtain the following result. 
C. n-term Approximation
Besov spaces also have a classical definition. One of the chief advantages of the definition above is to show that they are isomorphic to sequence spaces. This reduces the question of n-term approximation to the study of sequence spaces.
In [12] , the authors cover several important n-term approximation results. In particular, their Section 8 describes how to obtain approximation rates in sequence spaces.
Definition 5. Let f ∈ L 2 (T), and suppose we have wavelets that are sufficiently smooth. Then Σ n (f ) denotes the best nterm wavelet approximation to f , where the error is measured in the L 2 (T) norm.
Basically, Σ n (f ) is obtained as follows. The function f is expanded in a wavelet basis of smoothness k
Then, the collection of the n largest wavelet coefficients are identified. Let Λ n denote the index triples (j, G, m) associated with these coefficients. Then the n-term approximation is
The following result can be derived using the techniques described in [12] .
.
III. WHITE NOISE AND SPARSE PROCESSES A. Definition of SαS White Noise
Our definition of continuous SαS white noises is analogous to the finite dimensional case, which we recall here. A probability density function (pdf) P X for a scalar-valued random variable X is SαS with scale c > 0 if its characteristic function P X is of the form exp {−c α |·| α }; i.e.,
A vector of independent, identically distributed (i.i.d.) SαS random variables X = (X 1 , . . . , X N ) is called a discrete white noise process. In this case, the characteristic function for X is
Note the simple form for the characteristic function, which fully identifies the pdf of the random variable. We define continuous white noise processes on the circle T in an analogous way: via characteristic functionals. Specifically, a continuous SαS white noise w α on T is a random generalized function. For every test function ϕ ∈ N (T), the random variable w α , ϕ follows a SαS probability law. Also, if two test functions have disjoint support, then the corresponding random variables are independent.
Definition 7. A SαS white noise w α is a random process with characteristic functional
for some c > 0.
The existence of w α is simplified by the Bochner-Minlos theorem, which implies that P wα specifies a probability measure on N (T). Further information on SαS white noises and their properties can be found in [9] .
B. Regularity of SαS White Noise
There are many benefits in defining a white noise through its characteristic functional; however, regularity estimates do not immediately follow. Such results are important, and we provide a bound below that is derived using wavelet techniques. Our result uses the fact that Besov spaces are measurable with respect to the inverse Fourier transform of P wα , which is a Radon probability measure on N (T).
Theorem 8. The sample paths of a SαS white noise, with 0 < α < 2, are in the Besov space B 1/α−1− α,α (T) with probability one, for every > 0.
For the Gaussian case α = 2, there is a slight modification; the sample paths are in the Besov spaces B −1/2− p,p (T) with p = ∞ rather than p = 2.
Theorem 9. The sample paths of a SαS Gaussian white noise (α = 2) are in the Besov space B −1/2− ∞,∞ (T) with probability one, for every > 0.
Proofs for these regularity results will be presented in [13] . We apply embedding theorems to determine a collection of Besov spaces that also contains the sample paths with probability one. These spaces are depicted in Figure 2 and The shaded region comprises the Besov spaces having probability one with respect to the SαS (0 < α < 2) Radon probability measure. Fig. 3 . The shaded region comprises the Besov spaces having probability one with respect to the SαS (Gaussian, α = 2) Radon probability measure. 
C. SαS Processes
of order γ = N ; the fractional Laplacian (−∆) γ/2 ; and the Matérn operators (1 − ∆) γ/2 . The fact that we consider spaces of functions with zero mean is important here. Otherwise, the derivative and Laplacian operators would not be isomorphisms, and these cases would involve additional technicalities.
For certain operators L, the resulting processes are classical. When L = D, s is a Lévy process. In general, when L is of the form (22), s is an AR(N ) process (autoregressive process of order N ) [15] , [16] .
Theorem 11. The sample paths of a SαS stochastic process s defined by a SαS white noise w α (0 < α < 2) and an order γ > 0 admissible operator L are in the Besov space B γ+1/α−1− α,α (T) with probability one, for every > 0. The sample paths of an analogous Gaussian (α = 2) process s are in B γ−1/2− ∞,∞ (T) with probability one, for every > 0.
IV. n-TERM APPROXIMATION OF SαS PROCESSES
Using the Besov regularity of SαS processes from the last section, we immediately deduce their n-term wavelet approximation rates from Lemma 6. with probability one.
The remainder of this section is devoted to a discussion of this result. In Theorem 11, we observe that the Gaussian result is not what is expected by taking the limit (α → 2) of the SαS case. However, this does not impact the results of Theorem 12, where the Gaussian result matches the limiting behavior.
As expected, the rate of decay of the n-term bound is increasing with γ, when α is fixed. This correlates with the principle that smoother functions satisfy higher approximation rates.
For fixed γ, the rate of decay of the n-term bound increases monotonically as α goes to zero. We interpret this to mean that the Gaussian processes are the least sparse among the collection of SαS processes. Finally, note that τ 0 → +∞ when α → 0, so for small α, SαS processes are highly compressible.
V. CONCLUSION
We have presented n-term wavelet approximation rates for SαS stochastic processes on the circle T, which are based on Besov regularity properties of the underlying white noise. Our analysis indicates that Gaussian processes have the least sparse representation within the specified family.
We considered processes on the circle; however, there is a local nature to our results which should carry over to the real line and more general classes of domains.
