It is common to evaluate scheduling policies based on their mean response times. Another important, but sometimes opposing, performance metric is a scheduling policy's fairness. For example, a policy that biases towards small job sizes so as to minimize mean response time may end up being unfair to large job sizes. In this paper we define three types of unfairness and demonstrate large classes of scheduling policies that fall into each type. We end with a discussion on which jobs are the ones being treated unfairly.
INTRODUCTION
Traditionally the performance of scheduling policies has been measured using mean response time (a.k.a. sojourn time, time in system) [8, 11, 13, 16] , and more recently mean slowdown [1, 5, 7] . Under these measures, size based policies that give priority to small job sizes (a.k.a. service requirements) at the expense of larger job sizes perform quite well [15] . However, these policies tend not to be used in practice due to a fear of unfairness. For example, a £ This work was supported by NSF Career Grant CCR-0133077 and by Pittsburgh Digital Greenhouse Grant 01-1.
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This tradeoff between minimizing mean response time while maintaining fairness is an important design constraint in many applications. For example, in the case of Web servers, it has been shown that by giving priority to requests for small files, a Web server can significantly reduce response times; however it is important that this improvement not come at the cost of unfairness to requests for large files [8] . The same tradeoff applies to other application areas; for example, scheduling in supercomputing centers. Here too it is desirable to get small jobs out quickly, while not penalizing the large jobs, which are typically associated with the important customers. The tradeoff also occurs for age based policies. For example, UNIX processes are assigned decreasing priority based on their current age -CPU usage so far. This can create unfairness for old processes. To address the tension between minimizing mean response time and maintaining fairness, hybrid scheduling policies have also been proposed; for example, policies that primarily bias towards young jobs, but give sufficiently old jobs high priority as well.
Recently, the topic of unfairness has been looked at formally by Bansal and Harchol-Balter, who study the unfairness properties of the Shortest-Remaining-Processing-Time (SRPT) policy under an M/GI/1 system [2] ; and by Harchol-Balter, Sigman, and Wierman, who address unfairness under all scheduling policies asymptotically as the job size grows to infinity [9] . In this paper, these results are extended to characterize the existence of unfairness under all priority based scheduling policies, for all job sizes.
In order to begin to understand unfairness however, we must first formalize what is meant by fair performance. In this definition, and throughout this paper we will be using the following notation. We will consider only an M/GI/1 system with a continuous service distribution having finite mean and finite variance. We let Ì´Üµ be the steady-state response time for a job of size Ü, and ½ be the system load. That is , where is the average arrival rate of the system and is a random variable distributed according to the service (a.k.a. job size) distribution ´Üµ with density function ´Üµ. The slowdown seen by a job of size Ü is Ë´Üµ Ì´Üµ Ü, and the expected slowdown for a job of size Ü under scheduling policy È is Ë´Üµ È . Definition 1.1 is a natural extension of the notion of fairness used in [2, 9] . Notice that the definition of fairness has two parts. First, the expected slowdown seen by a job of size Ü must be no greater than a constant (i.e. independent of Ü). Processor-Sharing (PS) is a common scheduling policy that achieves this. Under PS the processor is shared evenly among all jobs in the system at every point in time. It is well known that Ë´Üµ È Ë ½ ´½ µ [21] , independent of the job size Ü. The second condition of the definition of fairness is that the particular constant must be ½ ´½ µ.
Although this constant may seem arbitrary, in Section 2 we will show that ½ ´½ µ is the lowest possible constant obtainable under any policy with constant expected slowdown. This fact is a formal verification that ½ ´½ µ is the appropriate constant for defining fairness.
With these definitions, it is now possible to classify scheduling policies based on whether they (i) treat all job sizes fairly or (ii) treat some job sizes unfairly. Curiously, we find that some policies may fall into either type (i) or type (ii) depending on the system load. We therefore define three classes of unfairness:
Always Fair: Policies that are fair under all loads and all service distributions.
Sometimes Unfair: Policies that are unfair for some loads and some service distributions; but are fair under other loads and service distributions. For most policies in this class we show that there exists a cutoff load Ö Ø, below which the policy is fair for all service distributions, and above which the policy is unfair for at least some service distributions.
Always Unfair: Policies that are unfair under all loads and all service distributions.
The goal of this paper is to classify scheduling policies into the above three types (see Figure 1 ). Scheduling policies are typically divided into non-preemptive policies and preemptive policies. We find that non-preemptive policies can either be Sometimes Unfair or Always Unfair, however preemptive policies may fall into any of the three types. In this paper, we concentrate on preemptive priority based policies. These include policies for which (i) a fixed priority is associated with each possible job size (a.k.a. size based policies), (ii) a fixed priority is associated with each possible job age (a.k.a. age based policies), and (iii) a fixed priority is associated with each possible remaining size (a.k.a. remaining size based policies). Observe that (i) includes policies like PreemptiveShortest-Job-First where small jobs have higher priority, but also includes perverse policies like Preemptive-Longest-Job-First and others. Observe that (ii) includes policies like Feedback (FB) 1 scheduling where young jobs are given priority, yet also includes other practical policies that primarily bias towards young jobs and also give high priority to sufficiently old jobs. Observe that (iii) includes policies like Shortest-Remaining-Processing-Time-First and Longest-Remaining-Processing-Time-First that bias towards jobs with small and large remaining times respectively, as well as practical hybrids. We show that all policies in (i) and (ii) are Always Unfair; whereas policies in (iii) can be Sometimes Unfair or Always Unfair.
Lastly, for the case where jobs are being treated unfairly, we investigate which job sizes are treated unfairly, and find that these are not necessarily the jobs one would expect. Furthermore, we find that the answer to this question depends on the system load.
ALWAYS FAIR
Two well known Always Fair policies are Processor-Sharing (PS) and Preemptive-Last-Come-First-Served (PLCFS). Recall that PLCFS always devotes the full processor to the most recent arrival. Both of these policies have the same expected performance: This theorem follows from the lemma below, which provides a necessary condition for a policy to be Always Fair. We will appeal to this result in the proof of Theorem 4.1. 
ALWAYS UNFAIR
In this section we will show that a large number of common policies are Always Unfair. That is, many common policies are guaranteed to treat some job size unfairly under all system loads. In each subsection we will investigate a class of common policies, proving that the class is Always Unfair. Figure 2 summarizes the policies that will be looked at in this section. Section 3.1 illustrates that all non-preemptive policies are unfair for all loads when the service distribution is defined on some neighborhood of zero. However, if the service distribution has a non-zero lower bound then only non-preemptive policies that do not make use of job sizes (non-size based) are guaranteed to be unfair for all loads. (Note that among non-preemptive policies it is not possible to prioritize based on age or remaining size.) Section 3.2 shows that any preemptive, size based policy is Always Unfair. In fact, we show that any job size that is assigned a fixed, low priority upon arrival will be treated unfairly. We next discuss policies where a job's priority is a function of its current age. We first investigate a common policy of this type in Section 3.3 and then in Section 3.4 extend the results to show that every age based policy is Always Unfair.
Non-size based, non-preemptive policies
The analysis in this section is based on the simple observation that any policy where a small job cannot preempt the job in service will likely be unfair to small jobs. For example, let us begin with the class of non-preemptive policies. The above theorem says that any non-preemptive policy where some fraction of the arriving jobs are tagged as high priority, others are tagged as low priority, and low priority jobs cannot preempt high priority jobs will be unfair to small jobs. Specifically, the small jobs in the neighborhood of zero, regardless of their priority, will have to wait behind the excess of the service distribution. Furthermore, even under policies which do allow some preemption, for example a policy È which allows small jobs to preempt large ones some fraction of the time, there is still unfairness to the small jobs since Ë´Üµ È will have a term dependent on ¾ which will cause Ë´Üµ ½ as Ü ¼. Such policies are unfair for all loads when the service distribution is defined on a neighborhood of zero.
However, under service distributions with non zero lower bounds on the smallest job size a much smaller set of policies can be classified as Always Unfair. These are the non-size based, non-preemptive policies. (Note that the remainder of the possible non-preemptive policies are explored in Section 4. PROOF. Assume that the service time distribution has lower bound ¼ (we have already dealt with the case of ¼). We will show that jobs of size are treated unfairly. Recall that all non-preemptive, non-size based policies have the same expected response time for a job of size Ü [10] .
where the last inequality follows since the service distribution is required to be non-deterministic.
Preemptive, size based policies
In this section we analyze size based policies (i.e. policies where a job receives a priority based on a bijection of its original size), where higher priority jobs always preempt lower priority jobs. An example of such a policy is Preemptive-Shortest-Job-First (PSJF), which improves overall time in system with respect to PS by biasing towards jobs with small sizes. We seek to understand the unfairness properties caused by this bias. Further, every policy in this class will bias against a particular job size, so it is important to understand if unfairness results from this bias.
THEOREM 3.2. Any preemptive, size based policy is Always Unfair.
The remainder of this section will prove this result. We will break the analysis into two cases: (1) when there exists a finite sized job that has the lowest priority and (2) when there is no finite sized job with the lowest priority. Case (2) will be broken into two subcases: (2.1) when priorities decrease monotonically (i.e., the PSJF policy), and (2.2) when priorities are non-monotonic, but no finite sized job receives the lowest priority. This method of proof will be used again in Section 3.4 and Section 4.3.
It will be helpful in the proofs below if we first analyze the Longest-Remaining-Processing-Time (LRPT) policy. At any given point, the LRPT policy shares the processor evenly among all the jobs in the system with the longest remaining processing time. LRPT has the following expected slowdown [9] :
where Î is the work in the system seen by an arrival and ´Üµ is the length of a busy period started by a job of size Ü. 
µ since the service distribution is assumed to have finite variance. To prove the lemma it is sufficient to show that Ü Ë´Üµ converges to zero from below as Ü ½ .
By observing that
Let us begin by calculating
Observe that distributions with finite second moments must have Using this observation, we see that Notice that under the policies in this section, the job sizes that are treated unfairly depend on how priorities are assigned. When there is a finite job size Ý that receives the lowest priority, then Ý is treated unfairly. However, in the case when no job size was given the lowest priority, we see that it is not the largest job that is treated the most unfairly. This follows from the fact that Ü Ë´Üµ È Ë Â is decreasing as Ü ½. Thus, some other class of large, but not the largest, jobs is receiving the most unfair treatment. This observation is discussed in more detail in Section 3.3.2.
FB
We now turn to a specific policy, Feedback (FB) scheduling. Under FB, the job with the least attained service gets the processor to itself. If several jobs all have the least attained service, they time-share the processor via PS. This is a practical policy, since a job's age is always known, although its size may not be known. This policy improves upon PS with respect to mean response time and mean slowdown when the job size distribution has decreasing failure rate [20] and closely approximates the optimal policy, Shortest-Remaining-Processing-Time, under distributions with regularly varying tails [3] . We have [10] :
Given the bias that FB provides for small jobs (since they are always young), it is natural to ask about the performance of the large jobs. Thus, understanding the growth of slowdown as a function of the job size Ü is important. The following Lemma will be useful in evaluating FB's performance. The proof of this theorem shows us that all job sizes greater than a certain size have higher mean response time under FB than under PS. Counter-intuitively however, the job that performs the worst is not the largest job. Thus, the intuition that by helping the small jobs FB must hurt the biggest jobs is not entirely true.
Interestingly, this theorem is counter to the common portrayal of FB in the literature. When investigating Ë´Üµ , previous literature has used percentile plots such as Figure 3(b) , which hide the behavior of the largest one percent of the jobs [12] . When we look at the same plots as a function of job size, such as Figure  3(a) , the presence of a hump becomes evident. In fact, even under bounded distributions, this hump seems to exist regardless of the bound placed on Ü. 
Who is treated unfairly?
Having shown that some job sizes are treated unfairly under FB scheduling, it is next interesting to understand exactly which job sizes are seeing poor performance. The following theorem places a lower bound on the size of jobs that can be treated unfairly. It is important to notice that as increases, so does the lower bound ½ Ô ½ on Ü. In fact, this bound converges to 1 as ½, which signifies that the size of the smallest job that might be treated unfairly is increasing unboundedly as increases. Interestingly, this work also provides bounds on the job sizes that might be treated unfairly under PSJF due to Lemma 3.6.
Intuition for non-monotonicity
The fact that FB and PSJF have non-monotonic slowdown is somewhat surprising. Below we provide an intuitive explanation for this phenomenon.
For small jobs, it is clear that FB and PSJF provide preferential treatment. Thus it is believable that the slowdown should increase monotonically as job size increases.
Next consider a somewhat large job Ü, of size Ü, where this job is large enough that with high probability it is the largest job in any busy period in which it appears. Under FB and PSJF, job Ü will complete only at the end of the busy period, since it is the largest job in the busy period. Observe that job Ü will also only complete at the end of its busy period under LRPT, since all jobs complete at the end of the busy period under LRPT. Thus the performance of job Ü under FB and PSJF may be approximated by the performance of job Ü under LRPT. Next recall from Lemma 3.2, that the is natural that LRPT has a monotonically decreasing tail since the asymptotic behavior of LRPT is the same as the asymptotic behavior of a busy period. Figure 4 (a) shows that FB does in fact converge in performance to LRPT for large job sizes. Figure 4(b) shows the same for PSJF.
Age based policies
FB scheduling is one example of an age based policy (i.e. policies where a job's priority is some bijection of its current age). Age based policies are interesting because they include many hybrid policies where, in order to minimize mean response time and curb the unfairness seen by large jobs, both sufficiently old jobs and very young jobs receive preferential treatment.
Observe that under FB, priority is strictly decreasing with age. Thus, a new arrival will run alone until it achieves the age, , of the youngest job in the system; and then those jobs of age will timeshare. This timesharing is caused by the fact that if one job starts to run, its priority will drop, causing a different job to immediately run, and so on. In the case of a policy where priority is strictly increasing with age, a new arrival always has the lowest priority and can't run until the system is idle.
More generally one can imagine a set of ages whose priorities are the lowest in their neighborhood. Suppose age represents such a local minimum. Jobs with age will accumulate, and once one such job begins to run that job will continue running until it hits a lower priority age. Thus, the behavior of age-based policies can be quite varied. In our analyses below we will assume that ties between two jobs of the same age are broken in favor of the job that arrived first. The remainder of this section will prove this theorem using a method similar to the method used in Section 3.2. We break the analysis into two cases: (1) the case when there exists a finite sized job that has the lowest priority and (2) when there is no finite sized job with the lowest priority. We begin with case (1). LEMMA 3.7. Any age based policy È where there is a finite age that receives the lowest priority is Always Unfair.
PROOF. We will show that È must be unfair to a job of size · , where · is infinitesimally larger than .
First notice that when a job of size · arrives, all the work in the system can be guaranteed to be completed before · leaves.
Further, all arriving jobs of size Ü will have Ñ Ò Ü work completed on them before · leaves the system. Thus we can view this as a busy period and derive: We now move to case (2).
LEMMA 3.8. Any age based policy where no finite job size has the lowest priority is Always Unfair.
The proof of this final lemma follows from Theorem 3.3 and an argument symmetric to the proof of Lemma 3.5.
SOMETIMES UNFAIR
We now move to the class of Sometimes Unfair policies -policies that for some treat all job sizes fairly, but for other treat some job size unfairly. In Section 4.1 we return to non-preemptive policies and illustrate that when the service distribution sets a nonzero lower bound on the smallest job size, non-preemptive policies can avoid being Always Unfair by making use of job sizes, but cannot attain the Always Fair class. In Section 4.2 we build on previous work in [2] 
Non-preemptive, size-Based Policies
This section completes the analysis of non-preemptive policies begun in Section 3.1. It is based on the observation that if there is a lower bound on the smallest job size in the service distribution, then it is possible for a non-preemptive policy to avoid being Always Unfair. PROOF. Recall that Ð ÑÜ ½ Ë´Üµ É ½ for all non-preemptive policies É, by Theorem 4 from [9] . Thus, we can apply Lemma 2.1 to conclude that a non-preemptive policy É cannot attain Always Fair. Thus, È (being a non-preemptive policy) must be either Always Unfair or Sometimes Unfair.
Observe there are examples of size based, non-preemptive policies in each of the two classes. For instance, it can easily be shown that the Longest-Job-First (LJF) policy is Always Unfair. However, Shortest-Job-First (SJF) is only Sometimes Unfair -that is, there exist service distributions and loads such that Ë´Üµ ËÂ ½ ´½ µ for all Ü. One example of such a distribution and load iś ¾µ Ü Ố½µ with ¼ ¾.
SRPT
Under the SRPT policy, at every moment of time, the server is processing the job with the shortest remaining processing time. The SRPT policy is well-known to be optimal for minimizing mean response time [14] . The mean response time for a job of size Ü is as follows [15] :
, Ë´Üµ ËÊ ÈÌ is monotonically increasing in Ü.
PROOF. Begin by defining
Then we can derive
Recall that this expression provides us with the sign of the derivative of slowdown. There are 3 terms in the above expression. The first of these terms is clearly positive. The third of these terms is also clearly positive. We will complete the proof by showing that the third term is of larger magnitude than the second term.
To obtain a bound on the third term, we can quickly show that
To further specify this bound we can compute
Finally, putting all three terms back together we see that when
PROOF. This follows immediately from the above theorem and by recalling the following result: for any work conserving scheduling policy È , Ð ÑÜ ½ Ë´Üµ È ½ ´½ µ [9] .
The fact that Ë´Üµ ËÊ ÈÌ ½ ´½ µ for all Ü when ½ ¾ was first proven in [2] using a different technique that did not describe the behavior of Ë´Üµ ËÊ ÈÌ as a function of increasing Ü.
The previous theorem showed monotonically increasing slowdown for SRPT under low load. We now show that if load is sufficiently high, a very different behavior occurs. Earlier work (see Theorem 8 of [2] ) showed that for a bounded job size distribution, the largest job size Ô has the property that Ë´Ôµ ËÊ ÈÌ ½ ´½ µ. The above theorem extends this result to unbounded job size distributions by utilizing monotonicity. The monotonicity result above is somewhat surprising. One might assume that the largest jobs are the ones receiving the most unfair treatment under SRPT. This is in fact the case for bounded job size distributions, however it is not true for unbounded job size distributions.
PROOF. The proof for the unbounded case is somewhat technical, but will follow a similar method to the previous proof. We will show that as Ü ½ the derivative of expected slowdown approaches zero from below.
As 
So, the derivative of slowdown converges from below when this is less than zero, which occurs when The existence of this Ü¼ size beyond which Ë´Üµ ËÊ ÈÌ is monotonically decreasing has gone unnoticed by previous research. The reason is that percentile plots are typically used when viewing expected slowdown. As seen in Figure 5 , because the hump occurs around the 99th percentile it is hidden when looking at the percentile plots in Figure 5 (c) and (d). Viewing those same plots as a function of job size, such as in Figure 5 (a) and (b), reveals the existence of a hump under high load. Note that the peak of the hump occurs far from the largest job size.
Who is treated unfairly?
Having seen that SRPT is Sometimes Unfair, it is interesting to consider which job sizes are being treated fairly/unfairly. The following theorem shows that as increases, the number of jobs being treated fairly also increases. 
Intuition for dependence on load
Similarly to FB, notice that SRPT exhibits non-monotonicity under high load. Unlike FB however, SRPT does not have this nonmonotonicity at all loads. Intuitively, the existence of a hump can be explained in the same way as it was for FB and PSJF in Section 3.3.2. Under high load, the large jobs in an SRPT system do not have the opportunity to increase their priority by reducing their remaining size. Thus, the largest job to arrive in a busy period will likely be the last to leave. This leads to unfairness.
However, SRPT does not always treat large jobs unfairly because during low load, the large job is often alone in its busy period, which provides it the opportunity to increase its priority as it receives service. Consequently, the large job will sometimes not be the last job to finish in the busy period.
Remaining size based policies
SRPT is one example of a remaining size based policy. In this section we will examine the entire class of remaining size based policies (i.e. policies where a job's priority is some bijection of its remaining size). The class of remaining size based policies includes many hybrid policies; for example policies where, in order to minimize mean response time and curb the unfairness seen by large jobs, both jobs with very small and sufficiently large response times are given preferential treatment.
The class of all remaining size based policies is quite broad. In the same way as for age based policies, there are many possible mappings between priority and remaining size, allowing for multiple local minima in priorities and many interesting behaviors. We will again choose to break ties among jobs in the system with the same priority in favor of the job that arrived first.
Although SRPT is in this class and is Sometimes Unfair, not all such policies are Sometimes Unfair. For instance, the LRPT policy is Always Unfair as shown in Lemma 3.2. The remainder of this section will prove this theorem using the same method that was used in Section 3.4 and Section 3.2. We break the analysis into two cases: (1) the case when there exists a finite sized job that has the lowest priority and (2) when there is no finite sized job with the lowest priority. PROOF. We will begin by deriving the expected performance seen by a job of original size , entering the system under È . Notice that all work initially in the system will be completed before begins to be worked on. In addition, all arrivals during this time that have size less than will be completed before leaves the system. However, once starts being worked on and has remaining size Ø, the only arrivals that are guaranteed to finish before leaves the system are those arrivals of size less than Ø. Thus The proof of this final lemma follows from Theorem 4.3 and an argument symmetric to the proof of Lemma 3.5.
CONCLUSION
The goal of this paper is to classify scheduling policies in an M/GI/1 in terms of their unfairness. Very little analytical prior work exists on understanding the unfairness of scheduling policies, and what does exist is isolated to a couple particular policies. This paper is the first to approach the question of unfairness across all scheduling policies. Our aim in providing this taxonomy is, first, to allow researchers to judge the unfairness of existing policies and, second, to provide heuristics for the design of new scheduling policies.
In our attempt to understand unfairness, we find many surprises. Perhaps the biggest surprise is that for quite a few common policies, unfairness is a function of load. That is, at moderate or low loads, these policies are fair to all jobs. Yet at higher loads, these policies become unfair. This leads us to create three classifications of scheduling policies: Always Unfair, Sometimes Unfair, and Always Fair (shown in Figure 1 ). Rather than classifying individual policies, we group policies into different types: size based, age based, remaining size based, and others. We prove that all preemptive size based and age based policies are Always Unfair, but that remaining size based policies and non-preemptive policies are divided between two classifications. The result that all preemptive size based policies are Always Unfair may seem surprising in light of the fact that one could choose to assign high priority to both small jobs and sufficiently large jobs in an attempt to curb unfairness.
With respect to designing scheduling policies, we find that under high load, almost all scheduling policies are unfair. However under low load one has the opportunity to make a policy fair by sometimes increasing the priority of large jobs. For example, PSJF and SRPT have very similar behavior and delay characteristics, but result in completely different unfairness classifications because SRPT allows large jobs to increase their priority, whereas PSJF does not.
A variety of techniques are used in order to classify policies with respect to fairness. For classifying individual policies it is useful to try to prove monotonicity properties for the policy over an interval of job sizes. It then suffices to consider the performance of the policy on just one endpoint of the interval. In classifying a group of policies, it helps to decompose the group into two cases: the case where the lowest priority job has a finite size/age, and the case where the lowest priority job has infinite size/age. In the latter case, we find that the fairness properties for the entire group of policies reduces to looking at one individual policy.
Since so many policies are Always Unfair, and so many others are Sometimes Unfair, it is interesting to ask who is being treated unfairly. Initially it seems that unfairness is an increasing function of job size, with the largest job being treated the most unfairly. This is in fact the case for most bounded job size distributions. However, for unbounded job size distributions, we find this usually not to be the case. Instead, unfairness is monotonically increasing with job size up to a particular job size; and later is monotonically decreasing with job size. Thus the job being treated most unfairly ("top of the hump") is far from the largest. Interestingly, this "hump" changes as a function of load.
The above findings show that we are just beginning to understand unfairness in scheduling policies. This is a fertile area with many more properties yet to be uncovered.
Thus, for AE´ Üµ
