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加えて，v = (v1, v2, · · · , vF )T のとき，ℓ1ノルム ∥v∥1は，以下のように定
義する．
∥v∥1 = |v1|+ |v2|+ · · ·+ |vF | (2.1)































主成分分析（PCA: Principal Component Analysis），線形判別分析（LDA: Latent






























ここで，与えられたデータ行列をV ∈ RF×N とする．NMFでの分解結果




V = [v1,v2, · · ·vN ] ∈ RF×N ,W = [w1,w2, · · ·wK ] ∈ RF×K ,H = [h1,h2, · · ·hN ] ∈ RK×N
また，各行列の要素vfn, wfk, hknはすべて非負である．wf = [w1i, · · · , wKi]T ,hn =



























































2. NTF:Nonnegative Tensor Factorization　行列形式のデータを高次元テ
ンソルへ一般化する手法


























外れ値を考慮したNMF（RNMF: Robust Nonnegative Matrix Factorization）
[7]は，一般的なNMFでは対応しきれないような大きなデータ欠損に対し
て有効な手法である．前節で紹介したNMFではデータ行列V ∈ RF×N を基
底行列W ∈ RF×K と係数行列H ∈ RK×N の積で近似していたが，RNMF[7]











∥V−WH−R∥2F + λ∥R∥1 (2.10)







Rfn − λ2 Rfn　 > λ2
Rfn +
λ


















2.2節で紹介した RNMFと同様にデータ行列 V ∈ RF×N と基底行列
W ∈ RF×K と係数行列H ∈ RK×N および外れ値行列R ∈ RF×N を以下の関
係式で表す．
V ≈WH+R (2.13)






∥V−WH−R∥2F + λ∥R∥1,1 (2.14)
λ ≥ 0は正則化重み係数である．上述した最適化問題について，[1]の乗
法更新則に基づき，以下の更新式を定義する．



























∥vi −Wthi − ri∥2F + λ∥ri∥1 (2.16)
subject to Wt ≥ 0,
h1, · · · ,ht ≥ 0,














rt = r˜t ⊙ vt





























Algorithm 2 Online NMF with outliers (ONMFO)
Require: データ行列V，正則化重み λ，初期辞書行列W0
Ensure: 辞書行列WN





5: At := At−1 + vthTt
6: Bt := Bt−1 + hthTt








る．解析対象となる混合信号のデータ行列V ∈ RF×N を，構造既知信号
Va ∈ RF×N，構造未知信号Vb ∈ RF×N，外れ値行列R ∈ RF×N により表現
する．
V = Va +Vb +R (3.1)
この混合信号を，複数辞書を用いて表現する．Va及びVbを，既知の辞書
行列Wa ∈ RF×K，係数行列Ha ∈ RK×N，未知の辞書行列Wb ∈ RF×K，係数














2∥V−WaHa −WbHb −R∥2F + λ∥R∥1,1 (3.3)







Ha = H˜a ⊙ Wa
TV
WTa (WaH˜a +WbHb +R)
(3.4a)
Hb = H˜b ⊙ Wb
TV
WTb (WaHa +WbH˜b +R)
(3.4b)
Wb = W˜b ⊙ VHb
T
(WaHa + W˜bHb +R)Hb
T
(3.4c)
R = R˜⊙ V


























∥vi −Wathai −Wbthbi − ri∥2F + λ∥ri∥1 (3.5)
subject to Wbt ≥ 0,
ha1, · · · ,hat ≥ 0,
hb1, · · · ,hbt ≥ 0,







hat = h˜at ⊙ W
T
a vt
WTa (Wah˜at +Wbt−1hbt + rt)
(3.6a)
hbt = h˜bt ⊙ W
T
bt−1v
WTbt−1(Wahat +Wbt−1h˜bt + rt)
(3.6b)
rt = r˜t ⊙ vt
Wahat +Wbt−1hbt + r˜t + λF×1
(3.6c)
Wbt = W˜bt ⊙ At
W˜bBt +WaCt +Dt
(3.6d)
[1]のMultiplicative update rulesでは，辞書行列W の更新式を以下に定義




本問題設定では，V ≈WaHa +WbHb +Rであるため，以下に修正
Wb = W˜b ⊙ VH
T
b




Wbt = W˜bt ⊙ vth
T
bt






























Algorithm 4 online MDNMFO
Require: データ行列V，初期辞書行列Wat，Wb0，正則化重み λ
Ensure: 辞書行列WbN






7: At := At−1 + vthTbt
8: Bt := Bt−1 + hbthTbt
9: Ct := Ct−1 + hathTbt






















2. 一様分布の乱数から作成した行列を特異値分解し， [10]の 2.3.の手
法で非負値行列に修正
3. その行列を縦に 2分割して初期辞書行列Wa0 ∈ RF×K ,Wb0 ∈ RF×K を
生成




7. Voに外れ値行列R ∈ RF×N を加え対象データ行列Vを生成





























とが分かる．今回選択した値の中で最も小さい λ = 0.001の場合，EWbavg
は減少しているものの，反復毎の減少値は小さい．そして，選択した値

























前節で最もEWbavgが低い値となった正則化重み係数 λ = 0.01を用いて，
















図 4.2: 異なる外れ値密度 ρにおけるEaavgの推移













図 4.3: 異なる外れ値密度 ρにおけるEbavgの推移


























図 4.4: 異なる外れ値密度 ρにおけるEaavgの推移



























































































顔画像認識の研究に用いられているUMIST(University of Manchester Institute














1. 800枚のUMISTの画像から作成した学習用データ行列Vl ∈ R1024×800
を使用して [1]のMultiplicative update rulesによりWa ∈ R1024×49の学習
2. 上記で使用していないUMISTの画像とDTDの画像各 200枚から作成


















































































































































– GarageBandにより作成した約 6秒のピアノ音源 (モノラル)
– ファイル形式：WAV
– サンプルレート：44100
– C3(130.81Hz) C4(261.63Hz)の白鍵 8音を 1音ずつ鳴らした
• テスト音源データ（構造既知信号）











1. 先述した学習用音源に STFTを行い学習用データ行列Vl ∈ R257×3074
であるパワースペクトログラムを作成
2. [1]のMultiplicative update rulesによりWa ∈ R257×64の学習
3. 同様に先述のテスト音源データから構造既知信号Va ∈ R257×770およ
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