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Abstract
Extending the energy range of high sensitivity astronomical x-ray observations to the hard
x-ray band (10{100 keV) is important for the study of nonthermal emission mechanisms
and heavily obscured sources. This thesis, in two parts, describes the development of the
High Energy Focusing Telescope (HEFT), a focusing telescope for the hard x-ray band, and
the Serendipitous Extragalactic X-ray Source Identication (SEXSI) survey, a degree-scale
x-ray/optical survey of sources detected in the Chandra hard band (2{7 keV).
HEFT is a balloon-borne x-ray telescope that is expected to have its rst flight in the
fall of 2003. The telescope will be among the rst to focus x-rays at energies greater than 20
keV. HEFT’s mirrors use graded multilayers { thin lm coatings ( 1m) that enhance high
energy reflectance via constructive interference. In the rst half of the thesis, I describe the
optimization algorithm that I developed for x-ray optics and how I applied this algorithm
to the design of the HEFT optics. In addition, I present x-ray measurements that verify
the HEFT multilayer coating designs at energies where the telescope will operate.
The SEXSI survey complements Chandra deep-eld surveys by covering a much larger
area of the sky, but to a shallower x-ray flux limit. For the SEXSI survey, we use public
data from the Chandra archive to compile a catalog of extragalactic sources detected in
the 2{7 keV band. We identify the optical counterparts to the x-ray sources and obtain
their optical spectra (400{1000 nm). Presently SEXSI includes 30 Chandra elds, covering
roughly 2 square degrees and yielding over 1200 x-ray sources to a flux limit of 10−15{10−13
erg cm−2 s−1. In the second part of the thesis, I present results from 10 elds for which we
have substantial spectroscopic coverage.
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1Chapter 1 Introduction
The research described in this thesis is rooted in the eort to investigate astronomical x-
ray emission at higher energies and to fainter flux levels than previous missions have been
capable of. The rst part of this thesis covers the design and fabrication of the optics
for a hard x-ray telescope, the High Energy Focusing Telescope (HEFT), one of the rst
telescopes to focus x-rays at energies above 20 keV. Observations in the hard x-ray band
(10{100 keV) will allow us to study nonthermal emission processes that are not accessible
at low energies and sources whose low energy emission is obscured by intervening dust
or gas. For technical reasons, hard x-ray telescopes have not previously been capable of
achieving the required sensitivity levels. The development of HEFT is one of the rst
eorts to employ focusing technology in order to dramatically improve the sensitivity of
hard x-ray telescopes. The second part of the thesis presents the preliminary results of the
Serendipitous Extragalactic X-ray Source Identication (SEXSI) survey, a square-degree
scale survey of sources detected in the 2{7 keV band with the Chandra X-ray Observatory.
Although Chandra is only sensitive below 10 keV, its faint flux sensitivity limit is orders of
magnitude better than that of prior missions, allowing us to observe previously inaccessible
sources.
Hard x-ray observations allow us to study physical processes that either do not occur at
lower energies or are dominated at low energies by thermal emission from the hot ( 107 K)
plasma commonly found in high-energy sources. Two examples of physical phenomena
uniquely observable at hard x-ray energies are nuclear decay lines in supernova remnants
and inverse Compton scattering in radio galaxies and galaxy clusters. In supernova rem-
nants, nuclear decay of 44Ti produces emission lines at 68 and 78 keV. 44Ti is created
in supernova explosions near the boundary between ejecta and in-fall materials; measure-
ment of its spatial distribution would constrain models of supernova nucleosynthesis and
explosions. In radio galaxies and galaxy clusters, the relativistic electron population that
produces radio synchrotron emission also up-scatters microwave background photons into
the x-ray and soft γ-ray bands. The photon index of the x-ray continuum is directly related
to that of the radio synchrotron spectrum because they are generated by the same popula-
2tion of electrons. By combining the two measurements, one can determine the strength of
the magnetic eld in the galaxy or cluster. In most cases, the x-ray measurement is nearly
impossible at low energies because thermal emission dominates the x-ray spectrum below
10 keV.
Another impetus to improve hard x-ray sensitivity is the ability to detect sources that
are obscured at lower energies. Column densities between 1020 and 1025 atoms/cm2 impact
our ability to detect sources in the x-rays.1 At 1020 cm−2, which is a typical value of the
galactic column density at high galactic latitudes, there is no appreciable attenuation of
x-rays down to 0.5 keV. Above 1025 cm−2, obscuring material is considered Compton thick:
hard x-rays (E > 10 keV) are converted into soft x-rays via Compton scattering which are
then photoelectrically absorbed. Column densities between those two extremes limit the
ability of a given instrument to detect sources. For example, ROSAT, which operated in the
0.1{2.5 keV range and performed the last x-ray all-sky survey, was unable to detect sources
behind absorbing columns greater than 1022 cm−2. The most sensitive x-ray telescopes in
operation today, Chandra and XMM-Newton, detect x-rays up to approximately 8{10 keV.
An absorbing column of 1024 cm−2 would block the < 10 keV emission from all but the
most luminous sources. A high-sensitivity, hard x-ray telescope would allow us to study
obscured x-ray sources out to the Compton-thick limit.
High-sensitivity, hard x-ray observations of the x-ray sky have not yet been carried out
because the imaging systems currently in use, collimators and coded aperture masks, cannot
reach the required sensitivity levels. Focusing telescopes have provided high-sensitivity
observations at low energies, E < 10 keV, but were restricted to low energies by technical
limitations. The present generation of astronomical instruments operating in the hard x-
rays employ either coded aperture masks (Integral) or collimators (RXTE) to detect x-ray
sources. The noise in x-ray measurements is dominated by the internal detector background
rate, so the minimum detectable flux is proportional to the ratio of the detecting area to
the eective collecting area (Adet=Ae ). With a collimator, Adet=Ae  1, and with a coded
aperture mask, the ratio of the areas rises to 2:1. Coded aperture systems, despite their
obvious sensitivity limitation, still have a place in x-ray astronomy because of their ability
to perform wide eld-of-view imaging. The faint source sensitivity of focusing systems is
1Attenuation of x-ray sources is normally quoted in terms of the neutral hydrogen column density, NH ,
and assumes the elemental abundances found by Morrison and McCammon (1983) [3].
3much better than that of collimator and coded mask systems because the detecting area of
a focuser is orders of magnitude smaller than its collecting area. The use of focusing in the
low energy x-ray band began with the Einstein Observatory (1978 - 1981, 0.1{4 keV). With
a ratio of detecting to collecting area of 103 { 104, the Einstein Observatory was hundreds
of times more sensitive than its nonfocusing predecessors. The energy range of focusing
telescopes has been extended to  10 keV with the Chandra X-ray Observatory (CXO) and
XMM-Newton, both launched in 1999. CXO, with arcsecond imaging performance has a
collecting to detecting area ratio of roughly 107.
Focusing optics have not been used at energies above 10 keV because the optics currently
used on x-ray telescopes are dicult to employ in practical hard x-ray telescopes. Today’s
focusing telescopes rely on total external reflection. In the x-rays, where the refractive
indices of materials are smaller than the vacuum refractive index, total external reflection
occurs at grazing incidence angles, on the order of several milliradians. The grazing inci-
dence optics used by Chandra, XMM and all previous x-ray focusing telescopes are dicult
to use at higher energies because the critical reflection angle, above which reflectance is
negligible, is roughly proportional to 1=E. The main problem with total external reflec-
tion grazing incidence optics is that the reduction in the critical angle at higher energies
translates directly into a decrease in the eld of view of the telescope. In addition, the
small graze angles force the telescope design to employ either small radius optics or a long
focal length. Small radius optics are undesirable because they dilute the sensitivity gains
of focusing systems. A long focal length (> 30 m) increases the power (and hence weight
and cost) requirements on the spacecraft for pointing.
Reflectance at angles greater than the critical graze angle can, however, be achieved by
using depth graded multilayer coatings on the mirror surfaces [4, 5]. Multilayer coatings
consist of alternating layers of high and low refractive index materials (e.g., tungsten and
silicon (W/Si), or platinum and carbon (Pt/C)). As in Bragg reflection, reflectance from
multilayer coatings is enhanced by constructive interference between reflections from ad-
jacent layers. The bilayer thicknesses in a multilayer coating are analogous to the lattice
spacing of a crystal. By varying the bilayer thicknesses in the coating, one can design broad
band x-ray reflectors operating at angles greater than critical. Several multilayer mirror
telescopes are currently being developed to extend focusing capability to higher energies.
These eorts include at least two balloon instruments, InFocus [6], being developed by
4Goddard Space Flight Center and Nagoya University in Japan, and the High Energy Fo-
cusing Telescope (HEFT) [7, 8], being developed by Caltech, Columbia University, Danish
Space Research Institute, and Lawrence Livermore National Laboratory. In addition, the
Constellation-X mission concept [9] includes a hard x-ray focusing telescope.
One of the major scientic motives for developing hard x-ray focusing telescopes is
to trace the history of accretion from the formation of the rst structures to the present
epoch and to determine the fraction of accretion power obscured at lower energies by large
absorption columns. The rapid time variability (days or shorter) of x-ray emission from
active galactic nuclei (AGN) implies that x-rays are generated in a small region [10]. The
power per unit volume of the x-ray emitting region in active galaxies can only be explained
by the accretion of matter onto a super-massive black hole. In the local universe and at low
energies, AGN are the dominant source of extragalactic x-radiation [11, 12]. Furthermore,
most models of the extragalactic x-ray background (XRB) predict that AGN are responsible
for practically all of the flux [13, 14, 15, 16]. We know that the power released by accretion
and the environment in which it occurs has evolved over time because the spectrum of
the XRB cannot be reproduced by the integrated spectra of nearby, bright x-ray sources
[17] and because QSOs have undergone signicant evolution. XRB synthesis models use
AGN redshift and obscuration column distributions to reproduce the observed background
spectrum. These models predict that a signicant fraction of the hard XRB comes from
sources that are totally obscured in the soft x-rays [18]. Most of the power in the XRB
spectrum is concentrated in the 20{40 keV band, so developing high-sensitivity instruments
for that energy range is necessary to develop a comprehensive understanding of the accretion
history of the universe.
Over the past decade, x-ray focusing telescopes have played a signicant role in improv-
ing our understanding of the XRB. In the 90’s, deep surveys with ROSAT resolved roughly
80% of the 0.5{2 keV XRB into point sources and determined that the majority of those
sources were AGN [11, 12]. Chandra and XMM continue ROSAT’s work, but with signi-
cantly better angular resolution and broader sensitivity bands, up to  10 keV. Chandra’s
subarcsecond imaging allows unambiguous identication of the x-ray sources in other spec-
tral bands. The ability of Chandra and XMM to observe at higher energies allows us to
detect sources behind obscuration columns up to 1024 cm−2. Deep observations of the x-ray
sky with Chandra have resolved  75% of the XRB flux [19] over the 0.5{10 keV band and
5have found that at these higher energies, a smaller fraction of the spectroscopically classi-
ed sources, roughly 1/2, exhibit AGN signatures [20, 21]. The SEXSI survey, which uses
40{100 ks Chandra observations, complements the deep, megasecond surveys by covering
a much larger area of the sky. Although SEXSI does not reach the flux levels of the deep
surveys by a factor of ten, it covers approximately thirty times the area. The SEXSI survey
allows us to address issues of eld-to-eld variations, especially at the bright source end
(10−15 { 10−14 erg cm−2 s−1, 2{10 keV), where the statistics of the deep surveys will be
poor.
A combination of wide eld of view (FOV) survey instruments and high-sensitivity
focusing telescopes will be required to study the heavily obscured sources that are expected
to be responsible for the hard XRB. At the flux sensitivity level achievable in the next
decade, the density of hard x-ray sources will still be too low for deep eld surveys to
produce meaningful results. We rst need wide FOV instruments conducting all-sky surveys
to locate the hard x-ray sources. We then need focusing instruments to provide accurate
positioning and high-sensitivity spectroscopy of the cataloged sources. The last all-sky
survey in the hard x-rays was completed more than 20 years ago using the collimated A4
instrument on HEAO 1 and reached a sensitivity limit of  13 mCrab(2) [23]. New hard
x-ray all-sky surveys will be performed in the next few years with the coded aperture mask
instruments on the INTEGRAL and Swift missions. Coded aperture masks are well suited
for large area surveys because of they can be designed with wide elds of view; however,
they have poor angular resolution (relative to focusing telescopes), typically on the order
of 100. The Burst Alert Telescope (BAT), a coded mask instrument on Swift, is designed
to detect γ-ray bursts, but it will also conduct an all-sky survey over the 10{100 keV range
to a sensitivity limit of  1 mCrab. BAT expects to discover 400{600 hard x-ray sources
in its all-sky survey, but the energy resolution and sensitivity of the instrument will be
insucient for detailed spectroscopic analysis. Furthermore, its point spread function (170)
is too large to reliably cross identify the sources in longer wavelength bands for follow
up observations. Focusing telescopes, such as HEFT and Constellation-X, will be used to
perform follow up observations of the Swift catalog sources. Although the eld of view of a
focusing telescope is much smaller than that of a coded mask instrument, focusing telescopes
provide far superior angular resolution. HEFT and Constellation-X follow-up observations
2The Crab has a photon spectrum of  10E−2 cm−2 s−1 keV−1[22].
6will improve the astrometric positions of the hard sources to sub-arcminute levels. In
addition, the higher sensitivity and ner energy resolution of the focusing instruments will
allow us to measure the x-ray spectra of the Swift sources. The new wide eld instruments
and focusing telescopes operating in the hard x-ray band will provide strong observational
constraints on the XRB synthesis models.
This thesis describes a few of the current eorts to investigate the origin of the XRB
and to thereby trace the accretion history of the universe. The rst part of the thesis
describes development of HEFT, focusing on the design and fabrication of its multilayer
coated mirrors. The second part of the thesis discusses the results of the SEXSI, a medium-
sensitivity survey of x-ray sources in the 2{7 keV band. Chapter 2 consists of an overview of
HEFT’s performance parameters and its general layout. Chapter 3 is a primer on multilayer
design for x-ray optics. In Chapter 4, I describe a generalized multilayer design optimization
algorithm and its application to HEFT. Chapter 5 covers multilayer fabrication methods
and presents experimental performance verication of the designs developed in Chapter 4.
In the second part, I discuss the SEXSI survey. An overview of the survey and its observing
plan is presented in Chapter 6. Details of the x-ray and optical data reduction are described
in Chapter 7, and preliminary results of the survey are discussed in Chapter 8. Chapter 9
concludes the thesis.
7Chapter 2 Overview of the High Energy Focusing Telescope
HEFT will be among the rst astronomical instruments to focus x-rays at energies above 20
keV. The impressive gain in sensitivity achievable with focusing is illustrated in Figure 2.1.
As a balloon-borne instrument, HEFT will be sensitive to sources two orders of magnitude
fainter than those detected by the coded aperture mask instruments GRIP and GRATIS
(both also flown on balloons). The potential of a satellite-borne focusing telescope is shown
in the right panel of Figure 2.1. The ability to take long exposures and the absence of
atmospheric attenuation would give HEFT almost three orders of magnitude better sensi-
tivity than the collimated High Energy X-ray Timing Experiment (HEXTE) on board the
Rossi X-ray Timing Explorer, presently the highest sensitivity instrument in the 20-100
keV band. The improved sensitivity will give us a more comprehensive view of the hard
x-ray sky, allowing us to study nonthermal processes in a variety of astrophysical sources.
In addition to gains in faint source sensitivity, HEFT will have the best angular resolution,
 10(0.3 mrad) half energy width (HEW), and will be one of the highest spectral resolution
instruments, < 1 keV FWHM at 60 keV, ever operated in the 20 { 70 keV band.
As one of its main objectives, HEFT will be used to conduct a spectroscopic survey of
mCrab flux AGN. Initially, we will select sources from low energy x-ray catalogs (ROSAT
and Einstein) but these catalogs will select for unobscured, type 1 AGN. The obscured, type
2 AGN population is much more interesting because they are thought to contribute to the
bulk of the XRB at high energies. Presently, the only comprehensive catalog of hard x-ray
sources is the HEAO 1 A-4 catalog, which covers the 13{180 keV band to a flux level of
 13 mCrab [23]. The HEAO 1 A-4 catalog nds only ve active galaxies, all of which have
been extensively studied in the intervening years. The Swift mission will conduct a mCrab
sensitivity survey over the 10{100 keV range and is predicted to locate approximately 400
sources, with the majority being obscured at lower energies [24]. HEFT’s 3 continuum
sensitivity limit is less than 0.1 mCrab, so our follow-up of the Swift detections will produce
high-quality spectra of several type 2 AGN.
In addition to the investigation of hard x-ray emission from active galaxies, we will
also use HEFT to study supernovae remnants and clusters of galaxies. With supernovae
8Figure 2.1: The sensitivity of HEFT for observations from a balloon platform (left) com-
pared to the large-area coded aperture instruments GRIP and GRATIS, and from a satellite
platform (right) shown relative to current and future x-ray and gamma-ray instruments.
The energy bandwidth is E/E = 50%, and the balloon observations assume an atmospheric
column depth of 3.5 g cm−2.
remnants, HEFT will detect the 68 keV emission resulting from the decay of 44Ti, an
element created near interface between ejecta and in-fall material in supernova explosions
[25]. The energy resolution of the HEFT’s cadmium-zinc-telluride (CZT) detectors will
allow us to resolve Doppler broadening of the 68 keV emission line. HEFT will map the 44Ti
distribution of the Cas-A remnant in three dimensions, providing observational constraints
on supernova nucleosynthesis models. In clusters of galaxies, the magnetic eld can be
determined by combining radio synchrotron and x-ray inverse Compton measurements.
The inverse Compton flux results from microwave background photons scattering o the
relativistic electrons that produce the radio emission. The inverse Compton flux has a
power law spectrum, in contrast to the thermal bremsstrahlung spectrum which falls away
at high energies. With HEFT, we will look for a deviation from the thermal bremsstrahlung
spectrum in the diuse emission of Coma and other clusters of galaxies.
2.1 Payload overview
HEFT is a balloon-borne mission intended to fly for 24{48 hours at an altitude of 39 km
during each deployment. The fully assembled instrument will consist of 14 co-aligned x-ray
9telescopes. Each telescope consists of a conical approximation Wolter 1 optics module and
an actively shielded cadmium-zinc-telluride (CZT) detector. The telescope will be sensitive
over the 20{70 keV energy range, limited at the low end by atmospheric absorption and at
the high end by the choice of multilayer material. A schematic of the telescope is shown in
Figure 2.2. The performance parameters are listed in Table 2.1 and the physical parameters
are listed in Table 2.2.
Figure 2.2: Schematic diagram of the HEFT payload.
Table 2.1: HEFT performance parameters
Bandpass 20 { 69.5 keV
Eective area 300 cm2 at 30 { 40 keV
Energy resolution < 1 keV FWHM at 60 keV
Angular resolution 0.3 mrad (10) HEW on-axis
Field of view 3.0 mrad FWHM in area
2.1.1 Detectors
Cadmium-zinc-telluride is a semiconductor ideal for use in the hard x- and soft γ-ray bands.
Its bandgap (1.57 eV) is large enough so that, unlike germanium detectors, it may be used
without cryogenic cooling. The average atomic number of CZT’s constituent elements
results in a relatively large cross section to high energy x-rays. A 2 mm thick CZT crystal
will have quantum eciency close to 100% up to 100 keV. For comparison, a silicon detector
of the same thickness is only ecient up to  20 keV.
Each of HEFT’s 14 detector modules consists of two 27132 mm pixelled CZT crystal
inside a 245 mm long, 40 mm I.D. plastic scintillator shield with 25 mm thick walls. The
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Table 2.2: HEFT physical parameters
Envelope 6.5 m long  1 m dia.
Telescope modules 14 co-aligned
Optics
conguration conical approximation Wolter I
focal length 6 m
dimensions 4 { 12 cm radius, 40 cm length
substrate thermally formed glass
coating materials W/Si
Detectors
material CZT
dimensions (2) 27 13 2 mm3
pixel pitch 0.05 cm
shielding graded Z (passive) with plastic scintillator (active)
Mass 1270 kg
Power consumption <300 W
plastic scintillator is used in anticoincidence with the detector to reduce background from
spallation products. The detector is further shielded from secondary x-rays by a series of
lead, tin and copper sleeves lining the inside wall of the plastic shield.
The pixel pitch of the detectors, 0.05 cm, oversamples the projected angular resolution
of the optics by a factor of 3. Each detector is indium bump-bonded to a VLSI chip with
separate event triggering, preamplication, and pulse sampling circuitry under each pixel.
This arrangement minimizes stray capacitance between the detector and the preampli-
cation stage, signicantly reducing electronic noise in the detector electronics. The latest
tests of the detector/VLSI hybrid indicate that HEFT’s spectral resolution should fall in
the range 0.5 { 1.0 keV FWHM at 60 keV. For more details on the detectors see Harrison
et al. (2000) [26] and references therein.
2.1.2 Optics
The HEFT optics are congured in a conical approximation to the Wolter I geometry. In
the conical approximation, the half opening angle of the secondary mirror shell is three
times that of the primary shell. The half opening angle of the primary shell, , is given by
4 = arctan(r=f) where r shell radius and f is the focal length as dened in Figure 4.1.
HEFT mirror shells are 40 cm long overall and range from 4 to 12 cm in radius. With its 6
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m focal length, the primary opening angles will range from 1.67{5.0 mrad. Each telescope
module will consist of 72 nested mirror shells lling roughly 50% of the aperture. More
details on the shell packing arrangement and its optimization are discussed in Section 4.1.
The tight packing arrangement of HEFT’s optics requires that we use a mirror substrate
that is thin, sti and light. The Wolter I geometry requires that the substrate be easily
formed into conical sections. Finally, in order to maximize the performance of the coatings,
the substrate must have relatively low (< 4A) surface roughness. D263, a borosilicate
glass produced by the DESAG division of Schott, meets the requirements for the HEFT
optics. D263 is manufactured in a \down-draw" process where the glass is formed by
flowing through a slot in the bottom of the melting tank. This manufacturing process can
produce glass in thickness ranging from 30{1100 m with RMS surface roughness typically
less than 4 A. HEFT will use 200 and 300 m thick D263, thermally formed [8] and then
cut into 10 cm long, 45 cylindrical sections. The glass is thin and flexible enough to allow
the mounting process to force the cylindrical glass sections into the conical conguration
required for focusing. X-ray reflectance tests comparing multilayer coatings on flat and
slumped glass showed that the slumping process did not adversely aect the surface quality
of the glass [7].
Two other common substrate materials for hard x-ray optics are epoxy-replicated alu-
minum foils (ERAFs) and electroformed nickel shells. We considered ERAFs for HEFT but
in the end decided that the production process would require too many sensitive steps and
that glass would provide equivalent to superior performance with much simpler production
methods. Electroformed nickel is attractive because it can be used to produce full-revolution
true Wolter I optics; however, it is prohibitively costly, requiring a separate mandrel for
each radius optic, and nickel shells would be much heavier than glass shells.
The main problem with glass as a substrate is its brittleness. A balloon payload must
be able to withstand shocks of 5{10 g that occur when the parachute opens during descent
and upon landing. Under such heavy loads, microscopic cracks in the edges of the glass
could propagate, shattering the optics. Standard mounting techniques, where the substrates
are bonded or clipped at their edges, would very likely break the glass substrates under
heavy loads. In order to mitigate this problem, we developed a mounting and assembly
method that would provide the optics with stable support and highly accurate alignment.
The mounting method, being executed by Colorado Precision Products, Inc. (CPPI), in
12
Boulder, CO, calls for the mirror segments to be bonded to precision machined graphite
rods. The rods are bonded along the entire length of the optics, parallel to the optical axis,
providing support for the glass. Segments are built up from the inner shell to the outer.
After a new set of rods are bonded to the back side of an optic, the rods are machined
to set the angle of the next optic. Because the angle machined into each rod is indicated
from the base of the segment, there is no buildup in mounting errors. Figure 2.3 illustrates
the mounting technique from an end-on view of the optics and shows a prototype using
uncoated glass on the assembly xture at CPPI.
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    mandrel and machined.
2. First glass optic is epoxied to the rods. 
    to the glass and machined.
4. Next optic is epoxied to the rods.
1. Graphite rods are attached to the
3. Next set of graphite rods are attached
Alignment strongback
Graphite spacers
Figure 2.3: Top: The HEFT optic mounting and alignment procedure. Bottom: HEFT
uncoated prototype optic on the mounting assembly xture.
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Chapter 3 Principles of x-ray multilayers
X-ray focusing can be achieved either through reflection or refraction. In the x-ray band,
the real part of the refractive index for all materials is less than the vacuum refractive
index by a very small amount (10−3{10−6 at 10 keV). Consequently, reflective optics must
operate at grazing incidence angles where a condition for total external reflection exists.
Refractive optics must use compound lenses to shorten the focal length to a usable distance
[27]. Refractive optics must have surfaces with small radius of curvature, so they are best
suited to situations where small apertures are acceptable. Also, because the refraction
angle, and hence the focal length, is energy dependent, refractive lenses are not suitable
for broad band applications. Grazing incidence reflective optics are the standard choice for
x-ray astronomy, where large apertures and energy independent focal length are important.
This chapter covers the basic physics of x-ray reflection from standard materials and
multilayer coatings. Multilayer coatings are considerably more complex than single-material
reflectors, so some multilayer design considerations and material selection criteria will also
be discussed.
3.1 X-ray reflection from standard materials
Standard materials, especially high Z elements, make highly ecient x-ray reflectors at
grazing incidence angles where a condition for total external reflection exists. Conversely,
at larger incidence angles, outside of the total external reflection regime, the reflectance
rapidly falls o to virtually unusable values. The energy dependence of the critical angle
for total external reflection limits the practical use of standard reflectors in astronomical
telescopes to low energies (E < 15 keV).
The x-ray index of refraction, nr, of materials is often written as
nr = 1− Nre
2
2
(f1 + if2) = 1−  − i; (3.1)
where N is the number density of atoms, re is the classical electron radius,  is the wave-
length of light, and f1 and f2 are atomic scattering form factors. The imaginary part of nr
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is related to the absorption cross section (a) and the transmission coecient (T ) by the
following equations:
a = 2ref2 =
4
N
(3.2)
T (x) = exp(−Nax): (3.3)
The real part of nr is used by Snell’s law to calculate the refraction angle. Because nr in
the x-rays is less than the refractive index in vacuum, x-rays exhibit total external reflection
at small grazing incidence angles. The maximum grazing incidence angle, or critical angle
(c), is related to the refractive index by Snell’s law:
cos(c) = nr: (3.4)
The relationship between photon energy and critical angle is found by combining Equations
3.1 and 3.4:
c =
p
2 = 
s
Nref1

: (3.5)
Since  = hc=E, it is often stated that the critical angle is inversely proportional to the
incident photon energy. Although the form factor, f1, is also dependent on energy, its
dependence is weak. The form factor is the measure of the number of \free" electrons
in the system, i.e., the number of electrons whose binding energy is less than the photon
energy, so at energies greater than a few keV and away from photoelectric transitions, f1 is
nearly constant. In the following discussion, I will use the symbol e = Nf1 as the eective
electron density.
The reflectance function, R, of a standard (nonstratied) material is calculated from
the Fresnel formulae (see Born and Wolf 1980 for derivation):
rTE =
sin i − n sin t
sin i + n sin t
(3.6)
rTM =
n sin i − sin t
n sin i + sin t
; (3.7)
where n is the complex refractive index of the material, i is the grazing incidence angle
(measured from the interface surface), and t is the angle of the transmitted ray, which is
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related to i by Snell’s law. For unpolarized light, the reflectivity function is:
R =
rTE + rTM2

2
: (3.8)
When i < c, the angle of transmission, t, is imaginary, causing the terms in the numerator
of Equations 3.6 and 3.7 to be out of phase in the complex plane, resulting in Fresnel
coecients with magnitude near 1. When i > c, then t is real and because  << 1,
i  t, so the Fresnel coecients are nearly zero. With the exception of Bragg reflection
o of crystalline solids, the x-ray reflectivity of standard materials is negligible at incidence
angles greater than the critical angle.
3.2 X-ray reflectivity from multilayers
In order to achieve appreciable x-ray reflectivity at incidence angles greater than c, one
can use thin lm coatings to create a synthetic Bragg crystal. Such thin lm coatings are
commonly referred to as \multilayers" [4, 5]. In order to be eective at reflecting x-rays,
multilayers are deposited as alternating layers of high and low refractive index materials
(e.g., tungsten and silicon (W/Si), or platinum and carbon (Pt/C)). Figure 3.1 illustrates
a generic multilayer coating. Typical values for the layer thicknesses range from 10{100A
with total coating thicknesses up to a few microns.
The reflectance function of a multilayer coating can be calculated via recursive appli-
cation of the Fresnel formulae to the reflectivity calculation for a single lm. The Fresnel
reflection coecients for the jth interface are
rTEj =
nj sin j − nj+1 sin j+1
nj sin j + nj+1 sin j+1
(3.9)
rTMj =
nj+1 sin j − nj sin j+1
nj+1 sin j + nj sin j+1
; (3.10)
where nj is the complex refractive index of the jth layer. Snell’s law (nj cos j = cos i) is
used to calculate j , the refracted angle of the transmitted beam. Because we are considering
grazing incidence angles, where cos   1, it is computationally more useful to use an
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Figure 3.1: Schematic diagram of a multilayer coating with notation corresponding to that
used in the text. Layers and interfaces are labeled by j, n is the complex index of refraction,
t is the layer thickness, and  is the interface width. Adapted from Joensen, 1995.
algebraically equivalent form of Snell’s law:
nj sin j =
q
n2j + sin
2 i − 1: (3.11)
The reflectivity of the coating, R, is found by recursively calculating the reflection coecient
for a single thin lm:
rj =
rj + rj+1 exp(−i2j+1)
1 + rjrj+1 exp(−i2j+1) ; (3.12)
where rj is the combined reflection coecient for interfaces j : : : 2N and j is the change
in phase of the radiation as it passes through layer j with thickness tj:
j =
2

tjnj sin j: (3.13)
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The recursion relation starts at the j = 2N th interface with r2N = r2N . It is safe to
assume that r2N+1, the reflection coecient for the back side of the substrate, is zero as
long as the substrate is much thicker than the coating. The recursion ends at j = 0 and we
nd the reflectivity of the coating:
R =j r0 j2 : (3.14)
The Fresnel formulae give us the reflectance function of a multilayer coating with perfect
interfaces. In practice, print-through of substrate roughness, deposited thin lm roughness,
and interdiusion between adjacent layers conspire to reduce reflectivity from the ideal case.
Roughness and interdiusion are taken into account by multiplying the Fresnel coecients
(rj) by the Nevot-Croce factor [28]:
FNC;j = exp
 
−8
2
2
(nj sin j)(nj+1 sin j+1)2j
!
: (3.15)
The Nevot-Croce factor is essentially the Debye-Waller factor with refraction taken into
account.
3.3 General design considerations
3.3.1 Bilayer thickness range
The bilayer thickness, d, (or thicknesses, dk) of a multilayer coating is equivalent to the
lattice spacing of a crystal when one considers its Bragg reflection properties. The Bragg
formula, m = 2d sin  (where m is an integer), is used to estimate (or calculate) the
bilayer thicknesses to be used in any particular application. For completeness, the refraction
corrected Bragg formula and its derivation are outlined here, but in practice, the standard
formula is used more often.
Multilayer coatings, like crystals, enhance reflectance via constructive interference be-
tween reflections from adjacent bilayers. Constructive interference is locally maximized
when the change of phase through a bilayer is and integer multiple of , i.e., j+j+1 = m.
Using Equations 3.11 and 3.13 and assuming that     1 and c < i  1, one can
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derive the refraction-corrected Bragg formula [29]:
m = 2d sin 
s
1− 2(Γjj + Γj+1j+1)
sin2 
; (3.16)
where m is the order of the reflection, d is the bilayer thickness and Γj = tj=d.
By inverting the rst-order (m = 1) Bragg equation for d, one can estimate the range in
bilayer thicknesses required to enhance reflectance over the energy range Emin − Emax and
angular range min − max:
dmin =
hc
2Emax sin(max)

1− 2(Γ11 + Γ22)
sin2 max
−1=2
(3.17)
dmax =
hc
2Emin sin(min)

1− 2(Γ11 + Γ22)
sin2 min
−1=2
: (3.18)
For the minimum bilayer thickness, we can drop the refraction-correction term because
typically max  c. The maximum bilayer thickness, however, requires more careful atten-
tion because specications (including those for HEFT) may result in a substantial refraction
correction. When min  c, the standard Bragg formula for crystals underestimates the
maximum bilayer thickness.
3.3.2 Bilayer thickness distribution
Broadband reflectivity is achieved with multilayer coatings by varying the bilayer thick-
nesses throughout the coating. Lateral gradations are used in some specialized thermal
neutron beam or synchrotron applications, but for astronomical x-ray telescopes, depth
graded multilayer coatings are the norm. The Bragg formulas, Equations 3.17 and 3.18,
give the required range in bilayer thicknesses for a given application, but the distribution of
bilayer thicknesses still must be specied. Methods for specifying the bilayer thickness dis-
tribution generally fall into two categories: power-law distributions and \needle variation"
derived distributions.
Power law distributions are motivated by the fact that more bilayers are needed to
achieve a given level of reflectance for high energy photons than are needed for low energy
photons. The Fresnel reflection coecients, Equations 3.9 and 3.10, show that r / j−j+1
(assuming     1 and c < i  1). Since  / e=E2, we nd that the reflection
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coecients scale as e=E2. Ignoring attenuation and scattering due to roughness, this
implies that each factor of 2 in energy requires 24 times as many bilayers in order to achieve
a flat response.
The use of power-law bilayer thickness distributions originated with F. Mezei (1976)
[30], who was also the rst to propose the use of multilayer coatings for the reflection of
thermal neutrons. Mezei’s approach to power-law parameterization is outlined in Joensen
(1995) [31] and will not be repeated here. Mezei (1976) derives a power-law formula for flat
response, broadband neutron mirrors assuming that N , the number of bilayers, is large and
ignoring multiple reflections and absorption/extinction. The Mezei formula is
d(k) = dc=k0:25; (3.19)
where k is the index of the bilayer consisting of layers j = 2k − 1 and j = 2k, and dc =
=2 sin c. Note also that his denition for the maximum bilayer thickness (dc) does not
include any refraction corrections to the Bragg formula.
Other power-law parameterizations have been developed [32, 33, 34] but will not be
expanded upon, with the exception of Joensen’s parameterization. In his thesis, Joensen
proposes an empirical distribution formula which is a generalization of the Mezei formula:
d(k) =
a
(b+ k)c
(3.20)
with a; c > 0 and b > −1. Using the energy weighted average reflectance at a single incidence
angle as his gure of merit, Joensen nds superior performance with his parameterization
when compared against those of Mezei (1976), Schelten and Mika (1978), Hayter and Mook
(1989), and Yamada et al. (1978). For this reason, Joensen’s parameterization is used in
the optimization of the HEFT multilayer design.
The other major class of multilayer designs involves the needle variation technique,
where a merit function is used to predict locations in the coating design where the addition
or subtraction of bilayers will improve the desired reflectance response. This technique was
pioneered in the 1980s by Tikhonravov (1982) [35] and Baskakov (1984) [36]. The needle
variation method is potentially very useful for solving the inverse of the Fresnel formulae,
i.e., calculating a bilayer distribution from a desired reflectance prole. For example, in the
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work of Kozhevnikov et al. (1998, 2001) [37, 38], a recursion relation has been developed
to calculate an initial distribution for a given reflectance prole. Standard minimization
techniques (Newton-Raphson, Levenberg-Marquadt, simplex) are then used to minimize
the mean square dierence between the calculated reflectance and the desired prole. The
limitation to Kozhevnikov’s present method is that the number of bilayers is xed, narrowing
the search space considerably, but also, very likely, missing the true optimal design. It is
possible that the needle variation technique, in conjunction with Kozhevnikov’s recursion
relation, would be a very powerful technique for solving the \inverse problem."
3.4 Multilayer materials
In choosing material combinations for a graded multilayer one must consider that the band-
pass and the reflectivity are limited by attenuation in the multilayer coating because of
photoelectric absorption and scattering at the interfaces. The ideal material pairs have a
large dierence in refractive index; minimal absorption over the energy range of interest;
and can be fabricated with sharp, smooth interfaces.
The Fresnel formulae (Equations 3.9 and 3.10) show that the reflectance of an interface
scales with the dierence in refractive index between the two sides of the interface. As
previously discussed,  / e and since the eective electron density is proportional to
the mass density, one can use bulk density as an initial screen to nd promising pairs of
materials for multilayers. At the energies of interest (10-100 keV), photoelectric absorption
is the main component of an atom’s cross section and, away from absorption edges, it scales
roughly as Z4E−5=2. Highly absorbing materials are to be avoided because the reflectance
of a multilayer made with such materials levels o with fewer bilayers than that of a coating
using smaller cross section materials. Thus, if the reflectivity per interface is the same, the
material combination with a lower absorption coecient will have better reflectance.
Photoelectric absorption edges must also be considered when choosing materials. For
example, at the W K-absorption edge (69.5 keV), the reflectivity of a W/Si graded multilayer
drops considerably, as shown in Fig. 3.2. The reflectivity of a Cu/Si multilayer with the
exact same specications, shown as the dotted curve in Fig. 3.2 demonstrates that the cuto
is not due to the multilayer’s bilayer distribution. A broadband reflector that uses tungsten
is therefore limited either to energies below the W K-edge or signicantly above it.
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Figure 3.2: Calculated reflectivity vs. photon energy at 1.75 mrad of a graded W/Si mul-
tilayer and a Cu/Si multilayer with the exact same specications (bilayer thickness distri-
bution and interface width). The Cu/Si reflectivity demonstrates that the range in bilayer
thicknesses for this mirror would allow reflectivity at 1.75 milliradian from 20 to 100 keV,
but the jump in absorption at the W K-edge (69.5 keV) drastically reduces reflectivity of
the W/Si multilayer above the absorption edge.
Following the selection of materials based on refractive index contrast and minimal ab-
sorption, one must experimentally determine which material combinations are compatible.
Problems that may arise include excessive interdiusion, which reduces the refractive index
contrast, high levels of stress in the lm, which may result in delamination, and corrosion.
Other experimentally determined factors include maximum deposition rates of the materials
and deposited surface roughness.
The most common high-density materials in x-ray multilayers are Pt, W, Ni, and Mo.
The most common low density materials are C, B4C, and Si. The HEFT project will use
primarily W/Si since this combination has been found to produce stable coatings with
relatively low ( = 3:5A) roughness interfaces.
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Table 3.1: Comparison of the physical properties of a few multilayer material combinations
[2]. Absorption coecients are given for 30 keV x-rays.
materials 1=2 11 22
[cm−1] [cm−1]
Pt/C 9.77 566. 0.435
W/Si 8.28 439. 3.35
Mo/Si 4.38 287. 3.35
Ni/C 4.05 92.0 0.435
Cu/Si 3.85 97.8 3.35
24
Chapter 4 Optimization of multilayer designs
The current literature on multilayer optimization almost exclusively deals with maximizing
integrated reflectance [39, 40] or matching the reflectance to a desired function [39, 37, 41]
either over a range of photon energies at a single reflection angle or over a range or reflection
angles at a single photon energy. Optimization methods that optimize a multilayer design
for a single angle or a single photon energy may be useful for laboratory applications where
reflection angles and/or photon energies are xed. For a general-purpose astronomical hard
x-ray telescope, however, maximizing the eective area over a given energy range and eld
of view (i.e., a relatively wide range of incidence angles) is more important than producing
a specic response at a single energy or reflection angle. For example, galaxy clusters
and nearby radio galaxies are extended at the few arcminute level. In addition, for a
balloon-borne instrument, one must account for instabilities in the pointing of the telescope
which can also be at the few arcminute level. For these reasons, the o-axis performance
of astronomical x-ray telescopes deserves at least as much attention as the often-quoted
on-axis performance.
To this end, I devised a gure of merit function that is the eld-of-view and energy-
weighted average eective area of a telescope’s optics [42]. The calculation of the gure
of merit requires specication of the geometry of the telescope optics, weighting functions
for spectral and angular response and the matrix of multilayer reflectivity vs. energy and
incidence angle.
4.1 Geometry of the optics
The rst step in multilayer optimization is specication of the geometry of the telescope’s
optics. O-axis performance is strongly aected by vignetting, so the optimum geometry is
determined by balancing on-axis collecting area with o-axis vignetting. The geometry is
also crucial to the multilayer design optimization because the reflection angle distribution
on each mirror is needed to calculate the throughput of the optics. For both tasks, one runs
a Monte Carlo ray trace using roughly 108 input events. The o-axis angle distribution
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used in the ray trace aects the optimization of the geometry of the optics and determines
the reflection angle distributions that will be used to calculate the gure of merit. I use a
uniform distribution of o-axis angles between 0 and 3 mrad, with the largest angle set by
the size of our detectors and the focal length of the telescope. To design geometries and
multilayers with greater o-axis performance (at the expense of on-axis performance), one
would use an input distribution that favors o-axis photons.
HEFT’s optics are arranged in a conical approximation to the Wolter I (parabola/
hyperbola) geometry. HEFT uses thermally slumped glass which presently has gure errors
that result in a point spread function at the 10 level. A schematic of the optics’ geometry
and the relevant angles are shown in Figure 4.1. The half-opening angles of the mirror shells
are set by the following equations:
i = ri=(4f) (4.1)
i = 3i; (4.2)
where i and i are the respective half-opening angles of the primary and secondary shells,
ri is the radius of the ith shell at the plane between the primary and secondary mirror
sections (4{12 cm for HEFT), and f is the focal length of the telescope (6 m for HEFT).
The HEFT substrates are 0.3 mm thick, 20 cm long sheets of Schott DESAG D263 glass.
The dierence in radii between consecutive concentric mirror shells produces a tradeo
between on- and o-axis collecting areas. On-axis collecting area is maximized when the
inner radius of the i+ 1st primary shell lies on the same coaxial cylinder as the outer edge
of the ith primary shell. Increasing the radial gap (cf Figure 4.1) between consecutive shells
improves o-axis collecting area at the expense of on- and nearly on-axis area. I explored
two methods of dening the extra gap between mirror shells: a constant gap between all
shells, such that the dierence in radii between consecutive shells is
ri;i+1 = il + const:; (4.3)
where l is the length of the mirror along the optical axis, and a radius dependent gap where
the gap between the consecutive shells is
ri;i+1 = il + il; (4.4)
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Figure 4.1: Geometry of conical-approximation Wolter I optics with primary and secondary
reflection angles for on- and o-axis rays.
where  is the variable gap parameter. When  = 0, there is no additional gap between
shells; when  = 1, the gap is equal to the projected radial width of the primary shell. From
ray tracing with perfect reflectivity, R = 1, one nds that the angularly averaged collecting
area (the fraction of collected events multiplied by the illuminated area) is maximized with
a constant gap of 0.17 mm between consecutive shells (see Figure 4.2). A variable gap with
 = 0:26 maximizes the area for that method, but falls short of the constant gap geometry
by a fraction of a percent.
4.2 Eective areas
The eective are of an optical system is the product of the physical collecting area, the
reflectance of the mirrors, and transmission functions of windows, covers, and the ambient
medium. Section 4.2.1 covers the geometry-dependent aspects of the eective area, and
section 4.2.2 covers transmission corrections to the geometric area.
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Figure 4.2: Angularly averaged collecting area vs. radial gap between mirror shells. Variable
gap results (+) are plotted against the bottom scale and constant gap results () are
plotted against the top scale. Each area is determined by ray tracing 108 events uniformly
distributed in o-axis angles between 0 and 3 mrad, and uniformly distributed spatially
over the 12 cm radius aperture. The standard deviation in the estimate of the area is 0.025
cm2.
4.2.1 Geometry-dependent area
The physical collecting area and the mirror reflectance function are the the two components
of the geometry-dependent part of the eective area. On-axis eective area is easy to
calculate, since the incidence angles on the primary and secondary mirrors are identical.
The area of the ith shell is thus
Ai(E) = (2riil)  ([R(E;i)]2); (4.5)
where l is the length of the mirror along the optical axis and E is the energy of the photon.
The rst term in the above equation is the projected area of the primary mirror, and the
second term gives the reflection eciency.
O-axis eective areas are more complicated to calculate because the incidence angles on
the two mirrors dier for o-axis photons. Calculation of the o-axis eective area requires
knowledge of the incidence angle distribution on each mirror. Consider photons arriving
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from a source at o-axis angle  . The incidence angles on the primary and secondary mirrors
are 1 =  +  1 and 2 = +  2, respectively. The angles  1 and  2 have values between
− and  , depending on the dierence between the azimuthal angle of the source and the
azimuthal position of the point of reflection, . For example, when  = 0,  1 = − 
and when  = ,  1 =  . With conical approximation Wolter I optics with   1, one
can make the approximation that  1 = − 2. This approximation allows one to calculate
the eective area using only the incidence angle distribution on the primary mirrors. The
one-dimensional function Winc(i;  1) is the incidence angle distribution generated by the
ray trace with o-axis angles uniformly distributed between 0 and 3 mrad. Winc has units
of area and is related to the event distribution (the raw output of the ray trace) by the
density (events/unit area) of input events. The angularly weighted eective area is
Ai(E) =
Z  
− 
d 1Winc(i;  1)  [R(E;i +  1)R(E;i −  1)] (4.6)
where  is the half angle of the full eld of view. There is no explicit integration in
the azimuthal () direction in Equation 4.6 because it is already incorporated into the
distribution function by the ray trace.
If one cannot use the approximation  1 = − 2, then it is necessary to explicitly
keep track of the correlation between  1 and  2 in the ray trace and generate a two-
dimensional incidence angle distribution for each set of mirror shells. A contour map of the
two-dimensional incidence angle distribution for HEFT’s the outermost set of mirrors and
associated projections are shown in Figure 4.3. The sum of the deviation angles,  1 + 2, is
used instead of  2 alone on the y-axis and the contours denote logarithmic intervals. The
Figure 4.3 demonstrates the excellent degree to which the  1 = − 2 approximation is valid
for conical approximation Wolter I optics. Note that the y axis scale is in microradians,
whereas the x axis scale is in milliradians. With a two-dimensional distribution, the angu-
larly weighted eective area is
Ai(E) =
Z  
− 
d 1
Z  
− 
d 2Winc(i;  1;  2)  [R(E;i +  1)R(E;i +  2)]: (4.7)
Use of the exact formula for the area allows application of this technique to other reflection
geometries such as Kirkpatrick-Baez or a true parabola/hyperbola Wolter I. In addition,
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extending the technique to geometries with even more reflections is trivial: one simply adds
one dimension to the incidence angle distribution matrix for each additional reflection.
Figure 4.3: Upper left: The two-dimensional reflection angle distribution, Winc( =
5 mrad;  1;  2). Because the distribution is nonzero only near the line  1 = − 2, it is
mapped as  1 +  2 vs.  1. Each contour line demarcates a factor of ten in the magnitude
of the weighting function. Upper right: Projection of the distribution onto the  1 +  2
axis. One half of the distribution lies within 0.625 rad of  1 +  2 = 0 and 90% of the
distribution lies with 7.5 rad. Lower left: Projection of the distribution onto the  1 axis,
Winc( = 5 mrad;  1).
4.2.2 Transmission components of the eective area
In addition to the geometry-dependent parts of the eective area, it is important to take
into account known absorbers between the source and the detector and the detector’s quan-
tum eciency (QE). In the case of HEFT, where we have a balloon-borne telescope, the
absorbers include mylar windows to protect the optics, a kevlar pressure vessel that houses
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the detectors, and, most importantly, the atmosphere above the telescope. HEFT uses CZT
detectors and in the energy range of interest, the QE of CZT is not a strong function of
photon energy.
The transmission function for atmospheric attenuation is dened as
Tatm(E; atm) = exp(−(E)atm); (4.8)
where (E) is the attenuation coecient of dry air and atm is the altitude dependent
atmospheric column density. The area is thus redened:
~A(E; atm) = A(E)Tatm(E; atm): (4.9)
For HEFT, we assume a column density of 3.5 g/cm2, corresponding to an altitude of 39
km.
At this time the thicknesses of the kevlar pressure vessel and the mylar windows on the
mirrors have not been decided upon; however, the transmission functions of these windows
are expected to be close to unity at energies above 20 keV. Consequently, their omission
will not signicantly change the results of the optimization.
4.3 Figure of merit function
We use the angularly weighted eective area to calculate the gure of merit (FOM) for
specic multilayer bilayer distributions. In the FOM we include an additional, energy-
dependent weighting function, WE(E), that allows flexibility in dening the spectral re-
sponse of an optimized design. We use an energy weighting function that increases with
energy because almost all astronomical sources have falling x-ray spectra. The energy
weighting function is normalized so that its integral over the energy range of interest is
unity. The FOM is thus the weighted energy integral of the eld-of-view averaged eective
area for each mirror shell, summed over all mirrors:
FOM =
PN
i=1
R Emax
Emin
dE ~Ai(E)WE(E)
Emax − Emin : (4.10)
The advantages of using Equation 4.10 as a gure of merit are as follows: (1) it takes
31
into account the performance across the eld of view, (2) it can be used to compare dierent
telescope designs (given the same weighting functions), and (3) it allows us to automate the
optimization of multilayer designs for a given optics geometry.
4.4 Design optimization
4.4.1 Parameterization of the bilayer distribution
Optimizing an unconstrained multilayer design is extremely computationally intensive be-
cause of the size of the parameter space that must be searched. When the materials are
selected ahead of time, a multilayer design with N bilayers has 2N free parameters. If one
ignores the realities of thin lm deposition (nite targets, internal lm stresses, interfacial
roughness), any measure of the average reflectance will improve with increasing coating
thickness, tcoating. One may reasonably assume that the improvement will be negligible
when the minimum distance traveled through the coating ( 2tcoating= sin max) is a few
times the mean free path of photons with energy Emax1, but the diculty of the problem
is still compounded by the fact the N is not known a priori.
The problem of optimization is greatly simplied if one parameterizes the layer thickness
distribution. Parameterization greatly reduces the search space, but there is always the
concern that it may exclude globally near-optimal solutions. The work of Kozhevnikov et al.
[37], who use a recursion relation to establish an initial guess, and Michette and Wang [39],
who start their optimization with Joensen’s power-law parameterization (Equation 3.20),
demonstrate that power-law and recursion relation parameterizations will give solutions that
are globally near-optimal for wide bandpass applications such as astronomical telescopes.
Using Joensen’s parameterization, the bilayer thickness distribution can be specied
with the four parameters a, b, c and N . It is, however, more convenient to specify dmin =
d(N), dmax = d(1), c, and N because it is easier to understand the physical eects of dmin
and dmax than the eects of a and b on reflectance. Since Joensen’s parameterization only
species the bilayer thickness distribution, one must also specify the fractional thickness of
the high Z layer within each bilayer (Γk). A Joensen-parameterized graded multilayer is
thus specied with N + 4 parameters. One may further reduce the number of adjustable
1The mean free path of a 69 keV photon in tungsten is 5.8 mm. The maximum incidence angle for HEFT
is 8 mrad. Thus, even an idealized mirror coating should not contain more than 23 m of tungsten.
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parameters by restricting designs to those with a single value of Γ, cutting the number of
parameters from N + 4 to just ve: N , c, Γ, dmin and dmax.
4.4.2 Bilayer thickness range
The refraction-corrected Bragg formulae (Equations 3.17 and 3.18) dene the relationship
between bandpass (Emin : : : Emax), angular acceptance range (min : : : max), and bilayer
thickness range. The angular acceptance range for a set of conical approximation Wolter
I mirrors with primary half-opening angle  and eld of view 2Ψ is given by the following
equations:
min =
8><>: −Ψ −Ψ > cc −Ψ < c (4.11)
max =
8><>: + Ψ Ψ < 2 Ψ >  (4.12)
where c is the critical angle for total external reflection (
p
2 for a pure material,
p
2(Γ11 + Γ22)
for a 2 component multilayer). At angles less than min, the photon is either out of the
eld of view ( <  − Ψ) or in an angular range where it will reflect by total external
reflection ( < c). At angles greater than max, the photon is either out of the eld of
view ( > + Ψ) or striking the primary mirror at an angle where it will not reflect o the
secondary mirror and will not hit the focal spot ( > 2). The resulting values of dmin and
dmax theoretically cover the entire range required for rst order reflection.
In practice, Equations 3.17, 3.18, 4.11, and 4.12 only serve as guidelines for calculating
the bilayer thickness range. For dierent reasons, one is forced to adjust both the maximum
and minimum bilayer thicknesses from their calculated values.
In the case of dmax, we know from the diraction corrected Bragg equation that the un-
corrected Bragg equation underestimates the bilayer thickness when   c. Using Equation
3.18, by the denition of c, dmax ! 1 as  ! c. Physically, when   c, the refracted
beam travels nearly parallel to the plane of the interface, thus requiring ever increasing
lm thickness in order to reflect o the back surface. For broad bandwidth applications,
where power-law distributions are applicable, the bilayer thicknesses drop very quickly from
dmax. The implications are twofold: rst, the total coating thickness is not a strong function
of dmax, second, the interference peaks from the top-most layers are relatively broad, i.e.,
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  i=m, where m represents the number of participating interfaces2. Because fewer
bilayers are needed at low energies and because the resulting interference peaks are broad,
the gure of merit is not expected to be a strong function of dmax. Thus, in cases where
min = c, one uses the uncorrected Bragg equation to dene a lower limit to dmax but
in practice uses a larger value in order to smooth the transition between total external
reflection and multilayer reflection.
In the case of dmin, it can be dicult or impractical to fabricate the calculated minimum
bilayer thicknesses or the calculated value would result in an optimized coating that is
unrealistically thick. Bilayers with thickness less than 10A are dicult to reliably deposit
with present technology, and the typical interface widths (from interdiusion and interfacial
roughness) would be a large fraction of the bilayer thickness. It is often necessary to use
a minimum bilayer thickness greater than the thickness specied by Equations 3.17 and
4.12. Raising dmin reduces the bandpass of the optics, aecting the high-energy response
at large reflection angles (at the edges of the eld of view). The reduced bandpass that
comes with raising dmin also results in a much smaller optimized total coating thickness.
Fortunately, the desirable eect of reducing optimized coating thickness is strong because
of the power-law parameterization and the reduction in the gure of merit is small.
The eect of raising dmin on the gure of merit is small because events with large
reflection angles comprise a very small fraction of the total number of accepted events.
The angular weighting function, shown in Figure 4.3 for the outermost set of mirror shells,
approaches zero at extreme values of  ; therefore, the contribution to the gure of merit
also approaches zero. Another way to look at the eect of dmin on reflectance is to consider
the eect of changing dmin on the eective area for a point source at o-axis angle  src.
The minimum bilayer thickness aects the reflectivity of the outermost set of shells to the
highest energy photons from a source at the edge of the eld of view ( src = Ψ). The
incidence angle distribution is nearly uniform between −  src and +  src. Raising dmin
by reducing the maximum reflection angle from max to 0max thus reduces the eective area
(at energy Emax) presented to a source at the edge of the eld of view roughly by a factor
of max−
0
max
Ψ .
The bilayer thickness ranges actually used in the HEFT design and the methods for
2Given m sources in a line separated by distance d and assuming   1, one nd that the rst order
interference peak falls to zero at =(md).
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determining them are discussed in Section 4.5.
4.4.3 Optimization algorithm, characteristics of the FOM surface
Joensen’s power-law parameterization of the bilayer thickness distribution reduces the op-
timization phase space from 2N parameters down to 5: N (number of bilayers), c (power
law index), Γ (fractional thickness of the high Z material), dmin and dmax. Although the
optimization will not nd the asymptotic gure of merit, one may be condent, given the
results of Kozhevnikov and Michette, that the result will be close. The goal of this opti-
mization scheme is not merely to nd the set of parameters that maximizes the gure of
merit, but also to nd the functional dependence of the gure of merit vs. coating thickness.
Having this information in hand allows one to quickly make tradeos between overall coat-
ing performance and fabrication time. By shrewdly choosing dmin and dmax based on the
arguments presented in the Section 4.4.2, the optimization is reduced to three parameters
and the thickness is controlled largely by N .
The optimization problem is reduced to nding optimal values of c and Γ for several
values of N . This two-dimensional optimization is eciently carried out using the amoeba
algorithm from Numerical Recipes [43], which is based on the downhill simplex method
of Nelder and Mead [44]. Downhill simplex works well in this restricted parameter space
because the gure of merit surface does not exhibit local extrema over a wide range of
parameter space near the (restricted) absolute optimum. Figure 4.4 shows the contour
map of a c, Γ gure of merit surface at two values of N . In the gure, the dotted lines
depict an N = 200 surface and the solid lines represent an N = 250 surface. In addition to
demonstrating the regularity of the gure of merit surface, the gure also shows that the
gure of merit is much more sensitive to changes in c than Γ and that the optimum values
for c and Γ decrease with increasing N .
In the optimization program used for HEFT, one starts with a value of N that is
known by experience to be well below the optimal value and upon completion of each
(c;Γ) optimization, N is incremented by a factor of 1.25. The process is repeated until
the optimum gure of merit for successive values of N decreases3. The optimization is
3Recall that at some point the gure of merit decreases with increasing N only because the parameter-
ization restricts the space of allowable bilayer distributions. In a global optimization, the gure of merit
would asymptote or plateau at some value that depends on the properties of the materials and the interfacial
roughnesses.
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Figure 4.4: Figure of merit contour maps of a Joensen parameterized graded multilayer.
The dotted lines represent an N = 200 surface and the solid lines represent an N = 250
surface. The calculations were performed for HEFT’s innermost set of mirror shells.
robust with respect to initial values of c and Γ because of the regularity of the gure of
merit surface. The optimization at each subsequent value of N starts with the optimal
parameters from the previous step. The optimization terminates at each value of N when
the range of gures of merit at the vertices of the simplex are fractionally less than 0.003.
With this criteria, c and Γ are typically optimized in 10{30 steps.
For each set of parameters, the reflectance matrix must be entirely recalculated. A
modern desktop computer will calculate a single reflectance matrix ( 8 105 elements) in
3{10 minutes, depending linearly on the number of bilayers. Fortunately, the calculation of
reflectance matrices lends itself well to parallelization because the calculation time for any
element of a given matrix is the same and does not depend on other elements in the matrix.
With parallel processing, the time to calculate the gure of merit for a given parameter
set scales as 1/(number of processors). With the 32 and 64 processor systems available
through Caltech’s Center for Advanced Computing Research, the time required to optimize
the HEFT design was reduced from weeks to hours.
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4.5 The HEFT optimization
The optimization process is best illustrated by describing its application to HEFT. The
specications for HEFT that relate to multilayer design will be repeated here. After the
angular and energy ranges are dened, the Bragg equation is used to determine the bilayer
thickness range. As discussed above, one generally uses a bilayer thickness range narrower
than what one would calculate from Equations 3.17, 3.18, 4.11, and 4.12. The nal product
of the optimization is a discretized curve of gure or merit vs. coating thickness with the
optimal parameters (N; c;Γ) at each step.
The geometry of HEFT’s optics and the dimensions of its detectors dene eld of view
and thus the range of possible reflection angles. HEFT is a 6 m focal length balloon-borne
hard x-ray telescope consisting of 14 identical co-aligned telescope modules. In each module,
there are 71 mirror shells between 4 and 12 cm radius (half opening angles 1.67{5.0 mrad)
congured in a conical-approximation Wolter I geometry. The detector is a 25  25 mm
pixelled CZT detector, allowing a maximum o-axis angle of 3 mrad at the corners. As
described in Section 4.2.1, the angular weighting function is generated by ray trace, with
the o-axis angle of the input photons uniformly distributed between 0 and 3 mrad.
Atmospheric absorption and the choice of multilayer materials set HEFT’s bandpass
to 20{70 keV. The low end of the energy range is limited by atmospheric absorption. At
a float altitude of 39 km, there is 3.5 g/cm2 of air between the source and the detector
giving a transmission function of 0.54 at 70 keV, 0.29 at 30 keV and 0.07 at 20 keV. The
high end of the energy range is set by the tungsten K absorption edge (69.5 keV). The
material combination W/Si was chosen because of the small interface widths ( = 3:0− 3:5
A) achievable with this combination and because both components can be deposited at
high rates (> 1 A/s). The energy weighting function, WE, is proportional to E[keV] + 70,
giving the highest energy photons roughly 1.5 times the weight of the lowest energy photons.
The gradually rising linear function pushes the optimization towards designs with flatter
response. As discussed in Section 3.3.2, the Fresnel reflection coecients scale as e=E2;
without a rising weighting function, an optimization would boost low energy response at the
expense of high energy response. Admittedly, the choice of WE here is somewhat arbitrary
and one may nd other functional forms that would be appropriate for other applications.
The bilayer thickness range can be dened for each pair of mirror shells or it can be
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dened for a group of shells. From a fabrication point of view, it is no more dicult to coat
the same design on all mirrors or to coat a dierent design on each mirror. The main con-
straints in fabrication are the minimum layer thickness and the maximum coating thickness.
The minimum layer thickness depends on the properties of the material combination and
the maximum coating thickness depends on the stability of the coating chamber and the
production schedule. From a computational point of view, designing for groups of mirror
shells is more practical. Alternate telescope specications often need to be investigated and
a quick mirror design turnaround make for ecient evaluation of the alternate specica-
tions. HEFT mirror shells are divided into 10 logarithmically spaced groups, reducing the
range of mirror shell opening angles within each group from 3 to 10
p
3  1:12.
Table 4.1 summarizes the minimum and maximum bilayer thickness specications for
each of HEFT’s mirror groups. As described in Section 3.3.2, coating thickness is a strong
function of dmin, whereas gure of merit is a weak function of dmin. Specications for dmin
are increased from their calculated values so that the thickness of optimized designs falls in
the range 1.0{1.5 m, dictated by the HEFT production schedule. An absolute minimum
bilayer thickness of 23A (for W/Si) is also imposed on the design due to limitations in
thin lm deposition technology. Although thinner W/Si bilayers have been demonstrated
[45], the coatings do not perform well when the layer thicknesses become comparable to the
interface widths,   3:5A for W/Si. Specifying an absolute minimum thickness guarantees
that the minimum single layer thickness is always greater than 2. On the outer three
groups of mirror shells, the minimum bilayer thickness reduces the on-axis bandpass below
Table 4.1: HEFT design: mirror groups and bilayer thickness specications.
mirror angular range radial range shells per dmin dmax
group [mrad] [cm] module [A] [A]
1 1.67-1.86 4.00-4.46 6 33.3 297.6
2 1.86-2.08 4.46-4.99 6 29.9 266.6
3 2.08-2.32 4.99-5.57 7 28.7 238.9
4 2.32-2.59 5.57-6.22 7 27.4 214.0
5 2.59-2.89 6.22-6.94 7 26.1 191.8
6 2.89-3.22 6.94-7.73 7 24.7 171.8
7 3.22-3.60 7.73-8.64 7 24.6 153.9
8 3.60-4.01 8.64-9.62 8 24.3 137.9
9 4.01-4.48 9.62-10.75 8 23.7 123.6
10 4.48-5.00 10.75-12.0 8 23.0 110.7
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70 keV. The eects of raising dmin on high energy and large angle reflectivity are summarized
in Table 4.2.
Unlike dmin, dmax does not strongly aect the total coating thickness. Even so, in cases
where min as calculated by Equation 4.11 is close to c, the refraction corrected Bragg
formula (Eqn. 3.18 species an unreasonably large bilayer thickness). Experience has shown
that using the standard (uncorrected) Bragg formula with min = min=1:6, where min is
the half-opening angle of the group’s innermost shell, results in a reflectance prole that
smoothly transitions between total external reflection and interference enhanced reflection.
With the eld of view and angular range, energy bandpass, mirror groupings, and bilayer
thickness range all settled, we are almost ready to determine optimum values of N ,c, and Γ
for each of HEFT’s mirror groups. The remaining inputs are airmass (3.5 g/cm2 for flight
at 39 km), interfacial width/roughness ( = 3:5 A), and mass density of the deposited
materials (I assume bulk density in the absence of better information).
Table 4.2: Comparison of multilayer performance limits (idealized case vs. HEFT parame-
ters). Column 3 (max): maximum reflection angle at the maximum photon energy. Column
4 (Emax): maximum on-axis reflected energy on the outermost shell within each group, dis-
regarding absorption edge eects. Column 5: estimated fractional loss in 70 keV eective
eective area for sources at the edge of the eld of view.
(via Eqn 4.12) / (adjusted)
mirror dmin max [mrad] Emax [keV] max=Ψ
group [A] (E = 70 keV) ( = max) (E = 70 keV)
1 23.8 / 33.3 3.72 / 2.66 140 / 100.1 0.57
2 21.3 / 29.9 4.16 / 2.96 140 / 99.9 0.57
3 19.1 / 28.7 4.64 / 3.09 140 / 93.2 0.67
4 17.1 / 27.4 5.18 / 3.23 140 / 87.5 0.75
5 15.3 / 26.1 5.78 / 3.39 140 / 82.3 0.82
6 14.2 / 24.7 6.22 / 3.59 135 / 77.9 0.88
7 13.4 / 24.6 6.60 / 3.60 128 / 70.1 1.00
8 12.6 / 24.3 7.01 / 3.64 122 / 63.6 N/A
9 11.8 / 23.7 7.48 / 3.74 117 / 58.4 N/A
10 11.1 / 23.0 8.00 / 3.85 112 / 53.9 N/A
4.5.1 Results of the optimization for HEFT
The nal product of the optimization is a locus of points tracing out the gure of merit vs.
N . Analysis of the results from mirror group 4 are presented in this section. Results for
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the full HEFT design are detailed in Appendix A.
Figure 4.5 shows the results of the mirror group 4 optimization. The optimization was
started with N = 150. After each optimization of c and Γ, N is increased by a factor of 1.25
and the (c;Γ) optimization is run again. The program terminates when the gure of merit
decreases with an increase in N . In this case, the gure of merit falls o after N = 363
with a corresponding coating thickness of 1.27 m. For HEFT, we use this information to
trade 2% of the gure of merit for a substantially thinner coating. The N = 233 design
has roughly 98% of the area of the optimum design but its coating thickness is 30% thinner
than the N = 363 design’s coating.
Figure 4.5: Figure of merit vs. coating thickness for HEFT’s  = 2.32{2.59 mrad mirrors.
The dashed lines indicate levels of 98% and 95% of the optimum gure of merit.  is the
RMS interface width.
The angularly averaged eective area ( ~A, Equation 4.9) of the optimized and \98%
optimized" designs for this subset of HEFT’s shells is shown in Figure 4.6 both with and
without the energy weighting function, WE / E[keV] + 70, used to calculate the gure
of merit. These plots show that the tradeo is not uniform across the bandpass. The
thinner design has less eective area above 33 keV and more eective area below 30 keV.
The characteristics of the tradeo depend on the energy weighting function: To produce a
tradeo with less sacrice in high energy response, one would rerun the optimization with
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a steeper energy weighting function.
Figure 4.6: Angularly averaged eective area and energy weighted, angularly averaged
eective area (in bold). WE / E[keV + 70]. The solid line, N = 233, corresponds to the
HEFT design with a gure of merit that is 98% of optimum. The dashed line, N = 363, is
our best estimate of optimum design. The gure of merit is the average value of the energy
weighted, angularly averaged eective area.
It is also useful to look at the spectral response of the multilayer design to point sources
at various positions in the eld of view. Plotted in Figure 4.7 are the spectral response of
the N = 233 design (in bold) and the N = 363 design to point sources in positions from
on-axis to 1.5 mrad o-axis. These calculations were performed with a ray trace program
with an input event density of > 4100 events/cm2, corresponding to an uncertainty of
0:016 cm2 at 1 cm2 in eective area. The calculations show that most of the eective
area lost in the tradeo is at o-axis angles less than 1 mrad. At and beyond 1 mrad, the
eective area is not appreciably aected by the thinner coating. One could reduce the loss
in on-axis area when trading between performance and coating thickness by using an input
distribution that decreases with increasing o-axis angle in the generation of the angular
weighting function (see Section 4.2.1). The large dip in on-axis response around 39 keV is
not of concern because that feature is averaged out by the other groups of mirror shells.
The parameters for a fully optimized design and the \98% optimal" design are listed in
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Figure 4.7: Mirror group 4 eective areas at 0.0, 0.5, 1.0, and 1.5 mrad o axis. The 98%
optimum design (N = 233) is shown with heavy lines and the optimum design (N = 363)
is shown with light lines.
Table 4.3. The design that is specied for HEFT has a per-module gure of merit that is
only 1.44% smaller than that of the optimal design while its average coating thickness is
28% thinner than that of the optimal design. The eective area of the full HEFT telescope
is plotted in Figure 4.8 for on-axis sources and sources at 0.5, 1.0, and 1.5 mrad o-axis.
The full width at half-maximum of the eective area for HEFT is 3.0 mrad at energies less
than 45 keV and gradually decreases to 2.0 mrad at 70 keV. The decrease in the eld of
view at higher energies reflects the outer mirrors’ lack of high energy response.
4.6 Further developments in optimization
The desired information from these optimizations is not merely the set of parameters that
give the maximum gure of merit, but a locus of points in the parameter space that traces
the optimum parameters and gure of merit as a function of coating thickness. With ad-
equate computational resources, one could conceivably optimize all of the parameters in
a power-law distributed multilayer design, but the design would likely be far too thick to
actually implement. The challenge is to organize the algorithm so that it nds optimized
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Figure 4.8: Eective area of the full 14-module HEFT design for on-axis sources and o-axis
point sources at 0.5, 1.0, and 1.5 mrad o-axis.
parameters while stepping through a reasonable range of coating thicknesses. The problem
appears dicult for the Joensen parameterization because the coating thickness depends
on N , c, dmin, and dmax. One can, however, calculate an approximate gure of merit vs.
coating thickness curve because for xed values of N (as long as N > 100), the coating
thickness is a weak function of all other parameters (c, Γ, dmin, dmax). Adding dmin and
dmax as variable parameters will allow us to truly optimize the Joensen parameterization,
with the only restriction being the fabrication-imposed limit on the absolute minimum
bilayer thickness. The only drawback is that the additional parameters will signicantly
increase the computational time of the iterative part of the optimization, making the mul-
tilayer optimization package computationally burdensome even for supercomputers. Future
development of the multilayer optimization software will require either faster methods of
calculating the reflectance matrices or a more ecient iterative optimization routine.
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Table 4.3: HEFT design parameters for W/Si.
mirror optimum design 98% optimum design
group N c Γ t [m] FOM [cm2] N c Γ t [m] FOM [cm2]
1 243 0.191 0.345 1.021 0.485 125 0.236 0.393 0.564 0.477
2 291 0.204 0.375 1.110 0.559 187 0.230 0.401 0.743 0.550
3 291 0.212 0.372 1.074 0.734 187 0.232 0.405 0.713 0.717
4 363 0.205 0.349 1.264 0.800 233 0.222 0.402 0.833 0.788
5 390 0.200 0.373 1.283 0.848 250 0.225 0.399 0.852 0.826
6 390 0.203 0.374 1.218 0.851 312 0.215 0.393 0.990 0.835
7 390 0.192 0.376 1.195 0.804 312 0.204 0.395 0.972 0.796
8 390 0.192 0.347 1.179 0.813 312 0.195 0.381 0.948 0.802
9 487 0.175 0.338 1.405 0.678 312 0.197 0.375 0.926 0.671
10 390 0.175 0.365 1.092 0.553 312 0.195 0.367 0.895 0.541
avg. coating thickness: 1.189 0.852
FOM per module: 7.125 7.023
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Chapter 5 Multilayer fabrication
The manufacture of x-ray telescope optics places several requirements on the chosen thin
lm deposition technique. First, the deposition technique must be able to uniformly coat
the substrate. In our case, the substrates will range from 410 cm to 910 cm in area with
concave surfaces. The deposition rate must be high enough so that the coating process can
keep up with substrate production and assembly rates, but not so high that the precision
and accuracy of deposition thicknesses is compromised. Deposition rates of a few to 10
A/s would allow us to complete HEFT’s  1m coatings in less than a day while assuring
that we would be able to control the layer thickness to fractions an Angstrom. Finally,
the deposition technique must be able to produce layer thicknesses over the range required
(10{200 A for HEFT).
The technical requirements for x-ray optic multilayer coatings are best met by magnetron
sputtering. Magnetron systems typically have deposition rates in ranges that allow for good
control over coating thickness and adequate production rates. With a well set up system,
magnetron sputtering can produce multilayer coatings with excellent interface properties
(  4 A) and individual layers with thicknesses as small as 10 A. With regards to large
area coating uniformity, planar magnetron targets are commonly available in sizes from a
few to tens of centimeters. Larger targets can more uniformly expose larger substrates to
the sputtered target material.
In a magnetron sputtering system, a strong electric eld is used to generate a glow
discharge and to accelerate the ionized sputter gas towards the cathode (also known as the
target). Atoms on the surface of the target are ejected by the bombardment of the target
by the sputter gas ions and the substrate is coated by the ejected target atoms. Magnetron
targets use strong permanent magnets ( 1500 Gauss) placed behind the target to enhance
the sputtering rate. Free electrons are trapped by the magnetic eld, resulting in a higher
sputter gas ionization rate and hence a higher sputtering rate. One of the great advantages
of magnetron sputtering is its ability to work with almost any solid material. The process
is simplest with conductive, nonmagnetic materials but will also work with insulators, by
using a radio frequency AC power supply instead of a DC supply, and magnetic materials,
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by using targets thin enough to allow sucient magnetic flux to exist on the sputtering
side of the target. For more detail on magnetron sputtering and other thin lm deposition
processes, see Vossen and Kern (1978) [46].
5.1 Deposition systems
We have used several dierent sputtering systems in the development, prototyping and
manufacture of HEFT’s optics. The initial tests of multilayer material combinations, coat-
ing/substrate compatibility and coating uniformity were carried out in the deposition cham-
bers at Osmic, Inc., in Troy, MI [7]. Further investigation into multilayer material combina-
tions and the coatings for rst assembled optics prototype were performed by David Windt
at Bell Laboratories (now at Columbia University) [47]. Finally, the flight optics will be
coated in a custom built sputtering chamber at DSRI. The DSRI system began producing
flight optics in early 2002 and is expected to be able to coat 20{50 optics per day. Almost all
of these deposition systems use planar magnetron targets, although in very dierent target
to substrate congurations.
In the sputter system at Osmic, the targets (33  9 cm) are vertically mounted on the
sides of the cylindrical (60 cm diameter) vacuum chamber facing inwards. The substrate
carrier is an octagonal carousel which places the substrate roughly 10 cm from the target.
Our work at Osmic established W/Si as our chief multilayer material combination because
of its excellent interface qualities, established the compatibility between W/Si multilayers
and the DESAG glass substrate, conrmed the ecacy of using thermal slumping to form
the glass, and baselined the azimuthal coating uniformity on curved substrates [7].
Bell Labs had two sputter systems: a small \sputter gun" chamber for testing material
combinations and a large planar magnetron system [48], which we used to coat the rst
few assembled prototypes. These sputter systems are best suited to coat flat samples,
although we did use them to coat curved glass. In the large system, the targets (50  9
cm) face upwards from the bottom of the chamber and the substrate carrier turns on two
vertical axes. One axis transfers the substrate between the two targets and the other spins
the substrate to deposit a uniform azimuthal coating. Baes with wedge-shaped openings
control the radial thickness prole. On the formed glass substrates, this system can deposit
coatings with thickness deviations of less than 2% along the optical axis and less than
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5% in the substrate’s azimuthal direction. We used these optics on the rst HEFT optic
prototype to test the accuracy of the mounting technique and for high-energy reflectance
measurements of the multilayer designs. Although we measured the azimuthal uniformity,
these results do not reflect flight optic uniformity because the substrate to target geometry
is so dierent from the DSRI system.
The DSRI sputtering chamber is similar to the Osmic system in that the substrates are
mounted on a carousel and the targets are positioned vertically. Unlike the Osmic system,
however, the DSRI system has the targets (50  3:8 cm) positioned inside the vacuum
chamber facing radially outward and the substrates are mounted on the 1 m diameter
carousel facing inward. The substrate to target distance can be adjusted by moving the
targets along a radial track; presently, the distance is set at 10.8 cm. The optics are
mounted with their optical axes perpendicular to the length of the targets. With the
perpendicular arrangement, changes in substrate to target distance and angle along the
optical axis adversely aect the coating uniformity in that direction, but with the large
carousel diameter in the DSRI system, these eects are negligible. Along the optical axis,
the perpendicular mounting results in a 2% variation in substrate to target distance and a
6variation in deposition angle. We can control the uniformity along the azimuthal direction
of the optic by masking the sputter target to alter its lengthwise emission prole. The
coating uniformity characteristics of this conguration have been measured with 8.048 keV
R vs.  scans and the results are displayed in Figure 5.1.
5.2 High-energy measurements of graded multilayer designs
At all of the coating facilities, we had access to 8.048 keV (Cu anode) x-ray systems for
measuring reflectance vs. incidence angle. We use R vs.  measurements to nd the layer
thicknesses and average interface width of our coatings. Theoretically, 8 keV measurements
are adequate to fully characterize the coatings for use at higher energies because the x-rays
fully penetrate the coating and they probe surface irregularities over the full range of length
scales, from the beam footprint to the sub-Angstrom scale. Nevertheless, in order to excise
any doubt that the mirrors would work as designed over the operating energy band (20{70
keV), we tested the optics at energies up to 170 keV.
We built a nested mirror prototype section and brought it to the European Synchrotron
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Figure 5.1: Recent results of thickness uniformity measurements from the DSRI production
coating facility. In the original baseline tests performed at Osmic, the coating thickness t
a cosine function in the azimuthal direction (dotted lines). The latest results from DSRI
demonstrate considerable improvement in the uniformity of the coatings.
Radiation Facility (ESRF) in Grenoble, France, for the high-energy reflectivity measure-
ments. These were the rst tests of graded multilayer designs on thermally formed glass
above 8.048 keV and they veried that the high-energy performance of the coatings is
consistent with calculations based on low energy x-ray data.
The multilayer coatings were deposited by David Windt at Bell Labs in the large planar
magnetron system. The Bell system is designed to produce uniform or radially varying
multilayer coatings on flat samples (Si wafers), not for large convex substrates. Longitudi-
nally, near the symmetry axis of the substrate, the coating is deposited as it would be on
a flat sample. At larger azimuthal angles, however, there is no guarantee that the coating
will resemble, either in terms of interface properties or thickness uniformity, flight optics
fabricated in the DSRI production facility. For this reason, only measurements taken at
the smallest azimuthal angles (nearest the symmetry axis) will be discussed in detail in
this section. The mirrors fabricated for the test assembly have coating designs for the ve
innermost mirror groups taken from Mao et al. (1999) [42]. The design parameters for the
coated shells are listed in Table 5.1. The parameters for the prototype dier from those of
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the nal design, listed in Table 4.3, because at the time, the optimization was calculated
by a grid search, as described in Mao et al. (1999), rather than the iterative search that is
currently implemented.
Table 5.1: HEFT prototype design parameter.
group N c Γ t [m] FOM [cm2]
1 150 0.225 0.40 0.664 0.480
2 200 0.230 0.40 0.793 0.552
3 250 0.220 0.40 0.934 0.729
4 250 0.225 0.40 0.896 0.792
5 300 0.220 0.40 1.014 0.832
The coated samples were assembled into a single-reflection cylindrical prototype at Col-
orado Precision Products, Inc. (CPPI). The quadrant-section shells are each separated by
ve graphite rods positioned at 0, 22, and 44. The shells are 20 cm in length and were
formed to 8.3, 8.4, 8.5, 8.6 and 8.7 cm radii of curvature. Specular reflectivity measurements
were taken at azimuthal angles out to 40to determine both the coating uniformity and
the imaging performance, or gure, of the assembled optics. The uniformity was found to
be better than cosine distributed, with the bilayer thickness falling o by less than 10% at
40[49]; however, these results will not necessarily carry over to the production mirrors be-
cause of the dierences in deposition chamber geometry. The imaging performance was very
promising, with a calculated half power diameter (HPD) of 35.100 for the single-reflection
prototype [50]. This would translate to an HPD of 49.600 for the 2-reflection telescope.
The measurements closest to the symmetry axis, at  = +5and  = −8, veried the
performance of the coating designs with measurements from 34 to 170 keV. Determining
the bilayer distribution of a graded multilayer coating from a reflectivity scan is much more
dicult than determining the layer thicknesses of a non-depth graded coating. In modeling
the reflectivity measurements, we assume that the bilayer thickness distribution only diers
from point to point on the coating by a multiplicative parameter. The observed minimum
bilayer thickness can be deduced by a sharp drop in reflectivity just above the incidence angle
corresponding to rst order Bragg reflection o the bottom-most layer of the coating. The
reflectivity is then calculated by using the design-specied values of b and c (from Equation
3.20) and adjusting a so that the minimum bilayer thickness matches the thickness deduced
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from the reflection data. The second-order reflectivity is used to determine the interface
width, .
The reflectivity data and the reflectivity of the associated models are shown in Figures
5.2{5.4, and the minimum bilayer thicknesses determined from the data are listed in Table
5.2. The discrepancies in dmin on a given sample are partly due to residual alignment
errors ( 0:25A) and partly due to dierences in the coating at  = −8and  = 5. The
reflectance model, shown as the solid lines in Figures 5.2{5.4, uses an interface width value
of  = 4:5A in all cases. The interface width is overestimated at 158 keV by 0.3A and
underestimated by 0.3A at 170 keV (dotted lines), but overall, the value of  determined
by the high-energy data are in good agreement with the  = 4:5A obtained from 8.048
keV measurements on the prototype taken at DSRI. The interface widths measured on
the prototype coatings,  = 4:5A meet the requirements originally outlined in the HEFT
proposal but are considerably greater than the 3.5A interface width demonstrated in early
constant bilayer thickness coatings fabricated at Osmic. Presently, mirrors fabricated in the
DSRI coating system have had interface width values around 4.0 A.
Figure 5.2: Data and model as described in the text for all mirror segments at 34 keV and
 = +5. The full line is the model calculation.
The prototype that we tested at ESRF served several purposes for the HEFT program.
It was the rst demonstration of the mounting technique developed for thin-glass optics
and it allowed us to measure the imaging and throughput performance of an assembled set
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Figure 5.3: Data and model as described in the text for all mirror segments at 65 keV and
 = −8. The full line is the model calculation.
of optics. The consistent agreement between calculated and measured reflectance with a
single value for of  over the HEFT bandpass experimentally validate the relevance of 8
keV measurements to performance at those energies.
Table 5.2: Minimum bilayer thickness [A] determined by hard x-ray measurements con-
ducted at ESRF.
Mirror 34 keV 65 keV 158 keV 170 keV
Segment  = 5 -8 -8 -8
D1 34.6 34.3
D2 30.8 30.2
D3 29.4 29.6 29.6
D4 27.6 27.5 28.8
D5 26.4
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Figure 5.4: Data and model as described in the text for mirror segment D3 at 170 keV
and D4 at 158 keV. In both cases, the azimuthal position is  = −8. The solid lines show
the calculated reflectivity vs. incidence angle assuming  = 4:5A. The dotted lines are
calculated reflectivities for  = 4:2A (D4, 158 keV) and  = 4:8A (D3, 170 keV).
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Chapter 6 The Serendipitous Extragalactic X-ray Source
Identication survey
The 1999 launch of the Chandra X-ray Observatory, with subarcsecond angular resolution
in the 0.5{10 keV band, reinvigorated research on the extragalactic x-ray background. Long
exposures, 105{106 s, have resolved 70{80% of this energy band’s extragalactic x-ray emis-
sion into discrete sources [19, 20, 51]. Apart from verifying the existence of these faint x-ray
sources and perhaps determining the spectral indices of their continuum emission, little
else on the individual sources can be gleaned from the x-ray images. In order to study the
nature of extragalactic x-ray sources, we must use other wavelength bands. Chandra’s sub-
arcsecond angular resolution allows for reliable optical identication of the x-ray sources,
making it possible for us to study the optical spectra of the newly located extragalactic
x-ray sources.
One of the shortcomings of the deep observations is their limited sky coverage. With a
eld of view roughly 0.07 square degrees, the Chandra deep-eld (CDF) surveys nd several
hundred sources to a limiting flux of around 10−16 erg cm−2 s−1 in the Chandra soft (0.5{2
keV) and hard (2{10 keV) bands. At the bright end ( 10−14 erg cm−2 s−1) of the deep
eld survey population, however, the statistics are poor. In the soft band, CDF surveys nd
fewer than ve bright sources per eld, and in the 2{10 keV band they only nd around 20
bright sources per eld [52, 20]. The bright end of the CDF survey population is of interest
because sources with observed fluxes around 10−14 erg cm−2 s−1 in the Chandra soft and
hard bands contribute to a large fraction of the extragalactic x-ray emission [19, 51]. The
Serendipitous EXtragalactic Source Identication (SEXSI) survey complements the deep
Chandra observations by using a large number of medium depth (20 { 200 ks) exposures.
Presently, the SEXSI survey covers an area of roughly 2 square degrees to a maximum depth
of 10−15 erg cm−2 s−1 in the 2{10 keV band. The wide area covered by the SEXSI survey
has yielded more than 1200 sources covering the bright end of the CDF survey populations.
The SEXSI survey uses Chandra’s public archived data: performance verication data,
in-flight calibration data, and data from other observing programs. We select imaging
observations of high galactic latitude elds (jbj > 20) using the ACIS detectors. The
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distribution of the selected elds’ exposure times are plotted in Figure 6.1. More detailed
information on the individual elds are listed in Table 6.1.
Figure 6.1: Exposure time distribution of the SEXSI survey. The heavy line shows the
exposure times of the 10 elds for which we have optical spectroscopic data.
As of the present date, optical imaging of the SEXSI elds is 65% complete by source
count in the R (or r0) band and spectrocopic follow-up covers 16% of sources in the survey
over the 400{1000 nm band. The pace of optical imaging in other lter bands will increase
due to the availability of large area (240 240 FOV) optical cameras such as the Large Format
Camera (LFC) at Palomar and the 8k Camera at the MDM 2.4 m telescope. Previous optical
cameras have had elds of view on the order of 100, so the large area cameras increase our
observing eciency by more than a factor of 4. Optical spectroscopic coverage proceeds
at a much slower pace than imaging but it also yields much more information about the
sources: redshift, luminosity, and spectral classication. The following discussion on the
SEXSI survey will concentrate on the ten elds (designated with bold type in Table 6.1
and with the heavy line in Figure 6.1) for which we have substantial optical spectroscopic
coverage.
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Table 6.1: Status of optical spectroscopy follow-up observations.
Target ra/dec exp ACIS # x-ray R-band spectr.
[ks] center:chips srcs. done done
NGC 891 02:22:33 +42:20:57 51 S:235-8 54 41 0
AWM 7 02:54:28 +41:34:47 48 I:0-367 34 28 0
XRF 011130 03:05:28 +03:49:59 30 I:0-3 38 27 0
NGC 1569 04:30:49 +64:50:54 97 S:0-357 47 44 15
3C 123 04:37:55 +29:40:14 47 S:235-8 29 14 0
CL 0848 08:48:32 +44:53:56 186 I:0-367 85 74 55
RXJ 0910 09:10:39 +54:19:57 171 I:0-36 104 64 0
1156+295 11:59:32 +29:14:44 49 I:0-367 54 52 1
NGC 4244 12:17:30 +37:48:32 49 S:235-8 36 28 7
NGC 4631 12:42:07 +32:32:30 59 S:235-8 43 32 2
HCG 62 12:53:08 {09:13:27 49 S:35-8 43 35 19
RXJ 1317 13:17:12 +29:10:18 111 I:0-36 71 0 0
BD 1338 13:38:25 +29:31:05 38 I:0-367 51 36 30
RXJ 1350 13:50:55 +60:05:09 58 I:0-36 38 38
3C 295 14:11:20 +52:12:21 23 S:235-8 11 5 5
GRB 010222 14:52:12 +43:01:44 18 S:235-8 26 23 13
NGC 5846 15:06:27 +01:36:12 30 S:235-8 27 0
QSO 1508 15:09:58 +57:02:32 89 S:0-367 52 44 0
MKW 3S 15:21:52 +07:42:32 57 I:0-368 38 27 0
ABELL 2104 15:40:04 {03:17:30 49 S:235-8 36 0
ABELL 2142 15:58:20 +27:13:45 30 S:235-8 7 6 5
MS 1621 16:23:36 +26:33:50 30 I:0-36 31 28 0
NGC 6251 16:32:32 +82:32:28 40 I:0-367
GRB 000926 17:04:11 +52:46:34 32 S:235-8 32 26 22
RXJ 1716 17:16:52 +67:08:31 52 I:0-36 48 43 30
NGC 6543 17:58:29 +66:38:29 46 S:4-9 25 7 0
XRF 011030 20:43:32 +77:16:43 67 S:23678
MS 2053 20:56:22 {04:37:44 44 I:0-36 51 40 16
RXJ 2247 22:47:29 +03:37:13 49 I:0-36 56
Q2345+007 23:48:20 +00:57:21 74 S:123678 43 22 0
totals 1210 784 220
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Chapter 7 Data reduction
7.1 X-ray reduction
SEXSI uses high galactic latitude (jbj > 20) imaging observations using the ACIS camera
on board the Chandra X-ray Observatory (CXO). The ACIS camera consists of ten 1024 
1024 CCD detectors, each with a 8.40 8.40 eld of view. Four chips constitute the ACIS-I
(imaging) array, arranged in a square and tilted so that they are tangent to the focal plane
of the mirror array. The remaining six which make up the ACIS-S (spectroscopy) array are
arranged linearly on the Rowland circle of the gratings. In the CXO documentation, ACIS
chips are sometimes referred to as ACIS-I 0{3 and ACIS-S 0{5, and sometimes referred to
as ACIS 0{9, with 0{3 corresponding to the ACIS-I array, and 5{9 corresponding to the
ACIS-S array (see Figure 7.1). In all of the processing software that I have written for data
reduction, I use the second convention, and I will use it for all references to the ACIS arrays
in this thesis.
When using the ACIS camera for imaging observations, users can specify the location
of the optical axis either on the ACIS-I array or on the ACIS-S array. With ACIS-I obser-
vations, the optical axis is located o-center on chip 3, and with ACIS-S observations, the
optical axis is located on chip 7. Some observers choose the ACIS-S array for imaging be-
cause chips 5 and 7 are back-side illuminated, giving these chips better low energy quantum
eciency but also, initially, poorer energy resolution. During Chandra’s calibration phase,
radiation damage from protons degraded the energy resolution of the front-side illuminated
chips, making their resolution comparable to that of the back-side illuminated chips. For
detecting serendipitous sources, ACIS-I observations are ideal. The point spread function
(PSF) of the mirrors remains at the arcsecond level on all of the I chips, and brighter sources
can be detected on chips 6 and 7 on the S array, although with much poorer angular res-
olution. With ACIS-S centered observations, the chips from which we can extract sources
are 6,7, and 8 on the S array and 2 and 3 on the I array. The PSF and eective area on the
remaining chips are generally too poor to use.
X-ray raw data from CCDs diers from optical and other long wavelength raw data
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Figure 7.1: ACIS flight focal plane layout. Courtesy of Chandra Science Center [1].
because the detector is operated as photon counter with energy discrimination rather than
as a flux integrator. For each photon detected, the location of the triggering pixel and
the energy deposited in that pixel and its 8 nearest neighbors are recorded. To distinguish
between photon and cosmic-ray events, event grades are dened, based on which of the
neighboring pixels exceed a \split" threshold. The event grades dened for the ASCA
mission are often used for data from other missions. The denition of the ASCA event
grades can be found in The ASCA Data Reduction Guide [53].
We use the wavelet detection program, wavdetect, in the CIAO software package for
source detection. wavdetect operates on images, not event lists, so we create images of
each chip from the event list, using ASCA event grades 0, 2, 3, 4, and 6. On-axis chips (0{3
for ACIS-I pointings and 7 for ACIS-S pointings) are not rebinned, while the remaining
o-axis chips are 22 rebinned. Most of our sources are not detected with enough photons
to construct an energy spectrum of the source, we use count ratios between bands to get a
crude idea of the source spectrum. For each chip, we create a soft-band image (0.3{2.1 keV)
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and a hard-band image (2.1{7 keV). The hard and soft energy bands are chosen to cover
the range of energies for which Chandra has substantial eective area (see Figure 7.2). We
separate the bands at 2.1 keV to coincide with the large change in the Chandra mirrors’
reflectance due to the Ir-M photoelectric edge.
Figure 7.2: Chandra eective area for front- and back-side chips. Courtesy of Chandra
Science Center [1].
Under certain conditions, usually at far o-axis positions, the wavdetect derived posi-
tions appear to be oset in random directions from the centroid position of the source by
several arcseconds, in one case (NGC 1569, d2001) being 800 o the centroid of the source
(see Figures 7.3 and 7.4). Similar problems with wavdetect derived positions have been
reported by Brandt et al. (2001) [54]. Most investigators have been using wavdetect de-
rived positions for x-ray sources detected by CXO, and we also use those positions, except
in those cases where the position is obviously far from the centroid. We nd the object’s
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centroid position by iteratively calculating the centroid with the PSF radius, as dened by
the o-axis angle of the source. The routine converges when the shift in position is less than
5% of the PSF. The position problem with wavdetect tends to occur with sources at large
o-axis angles (large PSF’s), so in order to quantitatively dierentiate between good and
bad wavdetect positions, we calculate the product of the absolute and PSF normalized ra-
dial shifts, r2=PSF. Empirically, we nd that using a cuto of r2=PSF = 0:8 agrees with
what we would conclude from visual inspection. For those sources where r2=PSF > 0:8,
we use the centroid position, otherwise, we stay with the wavdetect position. A scatter
plot of r2=PSF vs. wavdetect derived SNR is shown in Figure 7.5.
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Figure 7.3: A pathological case demonstrating problems with wavdetect’s determination of
source positions. Left: NGC 1569, chip 2, hard-band CXO image. Data courtesy of Crystal
Martin. Right: P60, CCD-13 R band image of the same eld. The green circles mark the
wavdetect positions. The blue markers indicate centroid positions that do not meet the
criteria to supersede the wavdetect positions and red markers indicate positions where the
centroid position supersedes the wavdetect position. The radii of the markers correspond
to the PSF of the mirror array at that location. The north arm of the compass rose is 6000
and the east arm is 3000.
After the source positions are checked and adjusted as prescribed, we calculate the
source flux and detection probability. Because of the CXO’s ne angular resolution and low
background, we are often able to detect sources with as few as 5 or 10 photons. Based on
an estimate of the local background rate, we calculate a detection probability and reject
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Figure 7.4: More typical source position results from wavdetect. Here, source c6007 has
the largest r2=PSF oset, at 0.21, followed by c6005 with a 0.20 oset. Both are well
below our criteria for using centroid-derived positions. Left: HCG 62, chip 6, hard-band
CXO image. Data courtesy of Jan Vrtilek. Right: MDM 2.4 m, Eschelle camera R band
image of the same eld. The green circles mark the wavdetect positions. The blue markers
indicate centroid positions. The radii of the markers correspond to the PSF of the mirror
array at that location. The north arm of the compass rose is 6000 and the east arm is 3000.
sources for which the detection probability is less then 10−6. In order to estimate the
flux from these sources, we t the number of detected photons to a power law spectrum
F = kE−Γ erg=(cm2 s keV) with the index, Γ = 1:5. At this point, we have completed the
main part of the x-ray data processing. We have the position, PSF, hard and soft fluxes,
and a measure of the detection condence of each source.
7.2 Optical reduction
For optical imaging of the Chandra elds, we use the 60 and 200 inch telescopes at Palomar
and the MDM 2.4 meter telescope. Until the large eld of view detectors (LFC on the P200
and the 8k camera on the MDM 2.4 m) became reliable for general use in the past year,
multiband optical imaging was very dicult. Both LFC and the 8k camera have 240240
elds of view, allowing them usually to cover an entire Chandra eld with a single pointing.
For comparison, CCD-13, used on the P60, only has a 12.5012.50 eld of view and the
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Figure 7.5: r2=PSF vs. wavdetect derived SNR for hard-band detections from NGC
1569, chip 2 and HCG 62, chip 6. The dotted line indicates the cut, above which we adopt
the centroid derived position
previous cameras on the P200 (Cosmic) and MDM 2.4 m (Eschelle) had even smaller elds
of view. The availability of large detectors in optical astronomy is important for the SEXSI
project because it allows us to eciently take multiband optical images of the Chandra
elds. Most of SEXSI’s optical data were taken with a Johnson-Cousins R band lter
because the large cameras were not available early on and we rarely had enough observing
time to use other lters. With LFC, we use Sloan lters, g0, r0, i0, and z0, and with the 8k,
we use Johnson-Cousins lters, B, V , R, and I. In each lter band, our goal has been to
obtain images with a limiting magnitude of 24{25.
For optical spectroscopy of the counterparts, we use the Low Resolution Imaging Spec-
trometer (LRIS) on Keck [55] and Doublespec on the P200. LRIS has a 7.50 60 eld of
view and supports slit masks. Typically, given the source density of our elds, we t 5{20
mR < 23 sources on a mask. The spectra of sources fainter than mR = 23 generally require
exposure times greater than the two hours we allot to each mask. Slit masks are fabricated
well before the observing run and cannot be changed during the night, so we specify 1.400
wide slits on our masks even though the PSF due to atmospheric turbulence (\seeing") at
Keck is usually subarcsecond. We use Doublespec mainly for brighter sources that do not
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t well onto LRIS slit masks because it is impractical to use the P200 on sources fainter
than mR = 21. Doublespec is a single-slit instrument and the dierent sized slits can be
interchanged during the night. We use the 1.000, 1.500, or 2.000 slits depending on the seeing.
Typical seeing at the P200 is 1.0{1.500. Table 7.1 details the setup of the spectrometers.
Table 7.1: Spectrometer setup parameters.
Doublespec LRIS
blue red blue red
grating pitch [lines/mm] 600 158 300 150
blaze [A] 3780 7560 5000 7500
center [A] 4500 7500 N.A. 7000{8500
dichroic D52 (5200 A) D560 (5600 A)
slit width [arcsec] 1.0, 1.5, or 2.0 1.4
7.2.1 Imaging
The details of the optical image reduction described in this section apply to the small format
cameras. With the large format cameras, astrometry is more dicult to solve because of
the substantial spatial distortions at large o-axis angles (50{ 100). The basic outline of
data reduction is the same for small and large format cameras; however, I have not been
directly involved in the more complex processing of the large format cameras.
We subtract the bias level from the raw images and flatten their exposures according to
the standard methods provided by the IRAF software package [56]. Except in rare cases,
we use bias frames taken from the same night that the images are taken. For the flat eld
images, we either use dome flats or we make a sky flat by combining all the images from
the night, including the twilight flats, and using min/max rejection to remove the stars.
The next step in optical data reduction involves stacking the images and solving for
the astrometry. Both of these tasks require knowledge of the (x; y) positions of the objects
in the elds. We use the DOPHOT software package to locate all of the nonsaturated,
point-like objects in the images. We use starmatch, an object matching program written
by Doug Reynolds (University of Washington), both to align the images before stacking
and to solve the astrometry of the nal, combined image. Cosmic ray traces are cleaned
from the nal image with the crreject rejection subroutine within IRAF, which uses a
one-sided sigma clipping algorithm. The astrometry is determined via comparison with the
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USNO-A2 catalogue and the standard deviation of the solution is generally  0:300.
For photometry, we determine the zero-point magnitude from Landolt elds [57] taken
at an airmass close to that of the image in question. Most of our images, however, were
obtained on non-photometric nights (usually due to high cirrus clouds). In cases where the
non-photometric image overlaps a photometric image from another night, we determine the
zero-point magnitude by matching the photometry of the overlapping region (bootstrap-
ping). If no photometric images exist of the eld, then for R and B band images, we use
the photometry from the USNO-A2 catalogue to establish the zero-point. In the absence
of photometric data, calibrating to the USNO-A2 measurements is adequate in that we can
establish the faint source limit of the image and use the approximate photometry to plan
spectroscopic observing runs.
Optical identication of the x-ray sources is carried out in two steps. In the initial
pass, we identify sources within a 500 radius of the wavdetect or centroid position from the
CXO image. Using these sources, we calculate an x-ray signal to noise ratio weighted oset
between the CXO astrometry and the USNO astrometry, correcting the CXO positions to
zero the oset. In the nal pass, we identify the optical counterpart if there is a source
or a group of sources within the PSF radius at the corrected positions. We use IRAF’s
PHOT package to measure the magnitudes of the counterparts. Because of variability in
their morphology, we measure the photometry from apertures large enough to capture all of
the flux from each source. We typically use aperture radii of 2.5 { 3.5 times the point-source
FWHM and extract the sky background from a 0.5 FWHM thick annulus with an inner
radius of 4{5 times the FWHM. For each source, we record the extraction radius and the
sky region with the measured magnitude.
7.2.2 Spectroscopy
Our spectroscopic data reduction closely follows the procedures outlined in Massey, Valdes,
and Barnes’ IRAF guide [58]. We use bias frames taken during the afternoon setup. The
flat eld exposures and calibration lamp spectra are taken immediately after completing the
exposures for a given mask. For red-side spectra, we use Ne and Ar calibration lamps and
for the blue side, we use either a Hg lamp or a Fe hollow cathode lamp. Most masks and
long-slit exposures were allotted 1{2 hours, with the time split into three exposures. With
LRIS, we oset the exposures by 300 along the slits in order to facilitate fringe subtraction
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at long wavelengths (> 7200A). The osets were not performed with Doublespec because
the controls are not in place at the P200 to track the telescope along the slit.
Daniel Stern’s bogus script was crucial for the timely reduction of the slit mask data.
The script takes as input the debiased slit mask images and outputs the images (2-D spectra)
from the individual slits as separate les. The output images from a given mask are aligned
on their dispersion axes in order to facilitate batch processing of the wavelength calibration.
The script also performs cosmic-ray rejection, flat elding, sky subtraction, and fringe
subtraction on the images and aligns and stacks the individual exposures. The cosmic-
ray rejection routine within bogus, xzap, can be overzealous and will occasionally remove
or severely alter some narrow spectral features. Consequently, we always compare xzap-ed
and non-xzap-ed images to safeguard against the removal of spectral lines by the cosmic-ray
rejection routine. Although bogus is primarily a script for slit mask data, I also used it to
process Doublespec long-slit spectra in order to maintain consistency in the data processing.
For extraction of the spectra from the images, wavelength calibration, and flux cali-
bration, I used the doslit script in the noao/kpnoslit IRAF package. The extraction
aperture width was set to where the spatial prole of the object fell to 5% of its peak value.
We t the extraction trace with a Legendre polynomial, typically fth order, and use the
same set of parameters to extract the lamp spectrum. The wavelength calibrations, mea-
sured from the extracted lamp spectrum required a separate third to fth order Legendre
polynomial t. For flux calibration standards, we used the sources investigated by Oke and
Gunn (1983) [59] and Massey and Gronwall (1990) [60].
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Chapter 8 Results from the SEXSI survey
The SEXSI survey presently consists of over 1200 CXO hard band (2.1{7.0 keV) selected
sources from 31 elds. Roughly half of the sources (582) have been optically identied and
a quarter (202) of them have no optical counterpart down to mR = 24. For the remaining
sources, an eighth are undetected in the optical at mR = 23 and the nal eighth have yet
to be imaged in the optical. In this chapter, I discuss our classication scheme for objects
with optical spectroscopic data and present preliminary results of the survey. The results
come from the ten elds, noted in boldface type in Table 6.1, for which we have optical
spectroscopic data on a signicant number of the counterparts.
8.1 Spectroscopic classication
Based on the optical spectroscopic data, we classify the sources as active galaxies, normal
galaxies or stars. The active galaxies are further subdivided into broad and narrow line
QSOs and Seyfert galaxies. The nonactive galaxies are subdivided into emission line and
absorption line (early-type) galaxies. The stars we detect are typically M stars. There are
a few cases where the optical image suggests that the source may be a cluster of galaxies,
but we have not yet spectroscopically followed up any of these sources.
Our classication of active galaxies follows the criteria outlined by Schmidt et al. (1998)
[12]. We identify as AGN sources with broad emission lines or lines from highly ionized
species. For low redshift objects, we look for broad H or H emission (see Figure 8.1). For
higher redshift objects, we look for Mgii2799A and Ciii]1909A lines and, if accessible,
Civ1549A and Ly emission. Within the AGN category, we dierentiate between the
narrow and broad line varieties with a cut at line widths of the permitted lines (Civ, Ciii],
Mgii) at 2000 km/s. Examples of broad and narrow line AGN optical spectra are shown
in Figures 8.2 and 8.3. Schmidt uses the [Nev]3426A line to identify soft x-ray emitting
galaxies and classies them as AGN when their luminosity exceeds 1043 erg cm−2 s−1. We
nd many galaxies without any obvious AGN characteristics in the 1042{1044 erg cm−2 s−1
luminosity range.
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Figure 8.1: Example of a low redshift broad line AGN with broad H and H lines. The
source is a7007 from the 3C 295 eld. The permitted Mg and H lines exceed 3800 km/s
FWHM. The redshift of the source is 0:4719  0:0009. Here and in the following spectra,
the  symbol indicates telluric night-sky lines.
Figure 8.2: Example of a broad line AGN from the GRB 010222 eld, source b6007. The
redshift of the source is 1:609  0:003.
Nonstellar objects with none of the AGN characteristics are classied as emission-
line or early-type galaxies. Emission line galaxies typically have narrow [Oii]3727A and
[Oiii]4959A,5007A lines. In addition, several of the emission line galaxies also exhibit
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Figure 8.3: Example of a narrow line AGN from the HCG 62 eld, source c7022. The widths
of the permitted emission lines are at resolution limit of the spectrograph. The redshift of
the source is 1:154  0:002.
Figure 8.4: Example of an emission line galaxy from the GRB 000926 eld, source b3004.
The red-side flux has been multiplied by 1.4 to compensate for a discepancy in the flux
calibration between the red and blue cameras. The redshift of the source is 0:25870:0006.
the Ca-K (3933A) and Ca-H (3967A) absorption lines. Absorption line galaxies constitute
our smallest and most restricted class. The spectra of these sources are only identiable by
the Ca-K and Ca-H absorption lines or in some cases, the D4000 spectral break. Examples
of emission line and absorption line galaxies are shown in Figures 8.4 and 8.5.
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Figure 8.5: Example of an absorption line galaxy from the NGC 1569 eld, source d3008.
The redshift of the source is 0:753  0:001.
There is little doubt that the sources we classify as AGN do, in fact, contain active
nuclei, but the classication of the nonactive galaxies is less clear. Several of the AGN
identied on the basis of broad Mgii emission also have the emission and absorption lines
characteristic of normal galaxies. At lower redshifts, due to incomplete spectral coverage,
we cannot be certain that the sources we classify as normal galaxies do not also have shorter
wavelength lines associated with AGN. Similarly, we classify absorption line galaxies on the
basis of incomplete information. With broader spectral coverage or longer exposures, these
sources may be reclassied as emission-line galaxies or even AGN.
8.2 Preliminary results from SEXSI
The 10 elds from which we draw our preliminary results contain roughly 398 hard band
(2.1{7 keV) selected sources. We have categorized 211 of these objects using optical spec-
troscopic data and there are another 75 counterparts that await spectroscopic observation.
Of the remaining sources, 5 have had no optical follow up, 33 are optically faint (mR > 24),
and 74 require deeper optical observations to determine if the optical emission from the
source is bright enough for spectroscopy.
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8.2.1 Comparisons with deep-eld surveys
From the x-ray data alone, we can extract the soft (0.5{2.1 keV) and hard (2.1{10 keV)
band fluxes and calculate the hardness ratio. We follow the convention of Tozzi 2001 [61]
in using exposure corrected counts in the two bands and dening the hardness ratio (HR)
as (H{S)/(H+S), where H and S are the corrected count rates in the hard and soft bands,
respectively. Figure 8.6 shows scatter plots of the hardness ratio vs. soft and hard-band
fluxes for all sources in the ten elds.
The trends in these plots agree with the megasecond (Ms) survey results (CDF-S and
CDF-N). In the soft band, the hardness ratio increases with decreasing flux but in the hard
band, this trend is far less apparent. The trend in the soft band is just as one would expect,
given that the average spectrum of the (pre-Chandra) known AGN population (Γ  1:7)
[10] is softer than that of the x-ray background (Γ  1:4) [17].
Figure 8.6: Hardness ratio, (H{S)/(H+S), vs. soft (0.5 { 2.1 keV, left panel) and hard (2.1
{ 10.0 keV, right panel) band fluxes. The sources are taken from the ten elds for which
we have optical spectroscopic data. The vertical scales for both plots are the same; the
equivalent photon index scale is shown on the right hand side of the hard-band plot.
Spectroscopic data on the optical counterparts show that the hardest x-ray sources tend
to appear at low redshifts. Figure 8.7 shows a HR vs. redshift scatter plot and the associated
redshift histograms for the various types of sources. Again, some of the patterns we see
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in the data have also been observed by CDF-S [61]. Broad line AGN generally have soft
spectra, with −0:6 < HR < 0, and appear over a broad range of redshifts, the bulk of them
between z = 0:5 and 2.3 and peaking at a redshift of 1.5. The hard spectrum objects, those
with HR > 0, are concentrated at lower redshifts, most with z < 1:5. This result points to
the importance of surveying x-ray sources at higher energies. In the deep ROSAT surveys, it
was found that the intrinsic absorbing column of the sources tends to increase with redshift
[62]. The ROSAT results would suggest that we should nd either increasing or constant
HR vs. z. The Chandra results dier from the ROSAT results because Chandra’s band
pass extends to a much higher energy than ROSAT’s band, so the hardest sources in the
Chandra surveys are either undetectable or very faint in the ROSAT (0.5{2.0 keV) band.
One major dierence between our ndings and those of the CDF-S is the distribution of
nonactive galaxies. Tozzi et al. (2001) nd very few hard spectrum normal galaxies. The
hardest normal galaxy that they report is at HR = -0.4. In the CDF-S, they categorize
all of the hard, low redshift sources as type 2 AGN. We nd that the hard, low redshift
population is dominated by narrow emission-line galaxies (NELGs), without any obvious
AGN signatures. Figure 8.8 plots the HR distributions of broad and narrow line AGN,
emission-line and early-type galaxies and the faint sources (mR > 24). Except for the
broad line AGN, all of the categories are roughly evenly distributed in HR between -0.6
and +0.8, with a strong spike in the distribution at HR = 1 (sources detected only in the
hard band). Details on the CDF-S optical spectroscopy are unpublished at this time, so
the dierence between our results and their’s may either lie in the spectral identication
scheme or the depth of the exposures used for optical spectroscopy. If their exposures are
signicantly deeper than our LRIS spectra, they may be detect weak AGN signatures in
sources that we would identify as NELGs.
The substantial fraction NELGs in our hard selected sample is interesting to note be-
cause Schmidt et al. (1998) [12], in their paper on ROSAT deep survey (RDS) optical
identications, cast doubt on the large percentages (10{26%) of NELGs identied in pre-
vious ROSAT surveys, such as those of Griths et al. (1996) [63] and McHardy et al.
(1998) [64]. The RDS only identied 2% of their sources as NELGs, and noted that NELGs
are common among eld galaxies, making the identications in the other surveys prone to
source confusion. Chandra observations, with subarcsecond imaging, does not suer from
the ROSAT’s source confusion issues, and the NELG identications in the SEXSI survey
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are secure. The data presented in this thesis are hard band selected, so they do not directly
address the question of the NELG fraction in the soft band; however, that information can
be extracted from SEXSI and can be used to denitively settle this issue.
Figure 8.7: Top panel: hardness ratio, (H+S)/(H-S), vs. redshift. The right-hand scale
shows the equivalent photon index. The dotted lines trace the hardness ratio vs. redshift
of a source with a Γ = 1:7 spectrum, intrinsically obscured by NH column densities of 1020,
1021, 1022, and 1023 cm−1. The solid dots indicate sources with low ratios of soft-band x-ray
flux to optical R band flux. Bottom panel: redshift distributions of broad and narrow line
AGN, emission line galaxies, and normal galaxies found in the SEXSI survey.
Given fluxes and redshifts, we calculate the luminosity of the sources assuming H0 = 50
km s−1 Mpc−1, Ω = 1, and  = 0. Here again, considering HR vs. luminosity (Figure 8.9),
we dier substantially from the ndings of the CDF-S. For hard-band detected sources,
Rosati et al. (2002) [52] nd clear separation among normal galaxies, broad line AGN and
narrow line AGN. In our survey, we do nd some separation among the various categories,
but also considerable overlap. Figure 3 in Rosati et al. (2002) suggests that one may be
71
Figure 8.8: Hardness ratio distributions of broad and narrow line AGN, emission line galax-
ies, normal galaxies and optically faint, uncategorized objects. The plots have been slightly
shifted to avoid overlapping. On average, emission line galaxies have the hardest x-ray spec-
tra and broad line AGN have the softest spectra. Narrow line AGN and normal galaxies
appear to be evenly distributed over the observed -0.6 to 1.0 hardness ratio range. Based
on these distributions, the optically faint sources do not appear to be dominated by either
broad line AGN or emission line galaxies.
able to categorize sources based on their location on a HR/luminosity, but Figure 8.9 here
shows that this is likely not the case.
The nal comparison that I will draw between SEXSI’s results and those of the deep
surveys concerns the discovery of optically bright counterparts found at low soft-band fluxes.
CDF-N [20], CDF-S [51] and the Lynx deep survey [65] all nd that the x-ray to optical
flux ratios of the majority of their sources fall within the range −1 < log(fX=fR) < 1,
the range for AGN found in earlier surveys [66, 12]. In addition, they report a class of
sources with unusually low x-ray to optical flux ratios (log(fX=fR) < −1:5) appearing only
at the lowest soft-band fluxes (fX < 10−15 erg s−1 cm−2). Almost all of these sources are
identied as normal galaxies. Hornschemeier et al. (2002) further state that \The nature
of this optically bright, X-ray faint population can only be studied with Chandra exposure
times longer than 100 ks . . . "
The SEXSI data do not support the claim that optically bright, x-ray faint sources can
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Figure 8.9: Hardness ratio vs. soft-band (left) and hard-band (right) luminosities. Contrary
to the results of the CDF-S, we nd considerable overlap among the dierent categories of
sources. As in the case of HR vs. flux, we nd that hardness increases with decreasing
soft-band luminosity, but that the correlation with hard-band luminosity is much weaker.
only be studied by deep-eld observations. Figure 8.10 shows scatter plots of the hard
and soft-band x-ray flux to optical flux ratios vs. their respective x-ray band fluxes. In
the soft log(fX=fR) plot, we also nd normal galaxies with low soft x-ray to optical flux
ratios. Those detected in the soft band (marked with a solid dot inside the plot symbols)
have fluxes between 4  10−16 and 10−14 erg s−1 cm−2. Included in this sample, but not
showing up in the soft-band plot, are sources detected only in the hard band (HR = 1).
In the hard-band plot, sources with fXsoft=fR < −1:5 are again denoted with solid dots
inside their plot symbols. As the deep surveys nd, these sources are almost exclusively
emission-line galaxies, although a few early-type galaxies and narrow line AGN also ap-
pear. These sources are easily detected in the hard band, ranging in flux from 10−15 to
3  10−14 erg s−1 cm−2. CDF-S [61] also nd a large number of hard-band only sources
which they do not comment on, regarding the optically bright/soft x-ray faint population.
In addition, the existence of this population should not be a surprise, given the results
of the Extended Medium Sensitivity Survey (EMSS) [66], where they identied optically
bright (−2 < log(fX=fV ) < −1) normal galaxies with soft-band fluxes of approximately
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Figure 8.10: (a) Soft-band (0.5 { 2.1 keV) and (b) Hard-band (2.1 { 10.0 keV) x-ray to
optical (R band) flux ratios vs. the respective x-ray band flux. The dashed lines indicate lines
of constant optical flux, at mR = 24 and mR = 25. In general, we do not spectroscopically
pursue sources with mR > 24. Sources with low soft x-ray to optical flux ratios (< −1:5)
are marked with a solid dot. The Ms surveys only observe these sources at soft fluxes
below 10−15 erg s−1 cm−2. SEXSI, and EMSS before, demonstrate that the optically bright
galaxies are not conned to low soft x-ray fluxes.
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10−13 erg s−1 cm−2. In the EMSS, the source density of optically bright/soft x-ray faint
sources is low, only 0.015 sources per sq. degree at the EMSS flux limit. It is not surprising
that the deep surveys, which only cover 0.07 sq. degrees, would not detect the brighter (in
x-ray flux) of these optically bright soft sources.
The preliminary results of this survey have conrmed several of the results seen earlier
in the Ms surveys: the trend for fainter soft-band sources to have harder x-ray spectra and
the weak dependence of hardness ratio on hard-band flux, the preponderance of soft sources
in the broad line AGN distribution, and the trend for harder sources to appear at lower
redshifts. We dier from the results of the Ms surveys mainly in our identication of the
hard sources. Whereas the CDF-S nds mostly type 2 AGN at low redshifts and high HRs,
we nd a combination of emission line galaxies, early-type galaxies and broad line AGN.
Deeper optical spectroscopy, however, may reveal AGN signatures in the sources that we
categorize as emission-line and early-type galaxies. CDF-S nds clear separation by source
type in the HR vs. luminosity plane while we nd that there are signicant areas of overlap
among the dierent classes of sources. Finally, we note that the optically bright but soft
x-ray faint population of sources found in the Ms surveys also exist at brighter soft fluxes
and, in fact, were detected a decade ago in the EMSS.
8.2.2 Emission line galaxies
Emission line galaxies (ELGs) form the second largest subpopulation in our survey, next to
the broad line AGN, yet the x-ray emission mechanism remains unknown. XRB synthesis
theories suppose that obscured AGN are the main contributors to hard x-ray flux, but the
star formation is known to produce x-ray emission, so starburst galaxies, those with star
formation rates (SFR) greater than 100 M/yr, must also be considered. Estimates of the
SFR from [Oii] luminosity indicates that star formation in SEXSI’s ELGs is not at the level
of starburst galaxies. Kennicutt (1998) [67] gives the following as an estimate of the SFR
in a galaxy from the [Oii] luminosity:
SFR(M yr−1) = (1:4  0:4) 10−41L[OII](erg s−1): (8.1)
Among the SEXSI ELGs, we nd that the SFRs inferred from [Oii] luminosities range
from 0.5{10 M/yr, well below the rates of starburst galaxies. We can also estimate the
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fraction of the x-ray emission that is due to star formation. Stern et al. (2002) [65] derive
an estimate of the SFR in starburst galaxies based on the 2{10 keV x-ray luminosity of a
source:
SFR(M yr−1) = (2− 20) 10−40L2−10 keV(erg s−1): (8.2)
Figure 8.11 plots the fraction of x-ray luminosity from star formation vs. the SFR for the
SEXSI’s ELGs. The contribution to x-ray emission from star formation falls in the 10−5 {
10−3 range. The small fractions of x-ray luminosity that can be attributed to star formation
leaves open the strong likelihood that the bulk of the x-ray emission is produced by a heavily
obscured AGN.
Figure 8.11: Fractional contribution of x-ray emission due to star formation vs. star for-
mation rate. The SFR is estimated from the [Oii]3727 luminosity using Equation 8.1 and
the 2{10 keV x-ray luminosity attributed to star formation is calculated from Equation 8.2.
The range in the error bars correspond to the range in the conversion factor of Equation
8.2.
8.3 The future of SEXSI
The results presented here only show the basic trends in the extragalactic x-ray source
population detected at 10−13 − 10−15 erg s−1 cm−2. The SEXSI survey samples the bright
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end of the cumulative source distribution (logN − logS) with a far greater number of
sources than the Ms surveys have access to. We can obtain a much more accurate measure
of the logN − logS at the brighter fluxes and determine the eld-to-eld variability of that
distribution.
We can also use the data from SEXSI to investigate the nature of the x-ray emitting
normal galaxies. Arguably, some fraction of the x-ray emission from these galaxies comes
from starburst regions, but is there AGN activity buried within these galaxies? Composite
optical spectra of the normal galaxies may reveal weak AGN signatures, such as Mgii or
[Nev] but in order to maximize the signal to noise on these faint lines, we will need to
identify and set aside the spectra of galaxies with strong starburst signatures.
The x-ray data on most of the sources that we detect only consist of tens of photons. By
creating composite x-ray spectra from the existing detections, we may be able to measure
the average absorbing column for subsets of the population and determine the intrinsic
source spectrum. These results could strengthen the case for the unied model of AGN and
incorporate the emission-line and early-type galaxies that we observe into the unied model
as the most heavily obscured AGN.
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Chapter 9 Conclusion
We have undertaken the two projects described in this thesis, HEFT and SEXSI, in order
to explore the x-ray universe at higher energies and to fainter fluxes. By observing hard
x-ray emission, we can study nonthermal emission mechanisms, such as inverse Compton
scattering galaxy clusters and nuclear decay lines from supernova remnants, and we can
study sources that are obscured at lower energies. The bulk of the x-ray emission in the
universe is believed to arise from the accretion that powers AGN; however, the discrepancy
between the integrated spectra of the local AGN population and that of the XRB leads us
to conclude that the bulk of the sources are heavily obscured and can only be detected at
higher energies. SEXSI is an eort to address this problem with the best instrumentation
currently available, the Chandra X-ray Observatory, and HEFT is an eort to extend the
sensitivity advantages of a focusing telescope into the hard x-ray band (10{100 keV).
HEFT’s rst flight is currently scheduled for the fall of 2003. The balloon will be
launched from either Fort Sumner, NM, or Palestine, TX, and will remain at altitude (40
km) for up to 48 hours. For the rst flight, we will have at least two telescope modules
assembled and integrated into the payload. The rst two optics modules will use the W/Si
design described in this thesis. As the fabrication progresses, the coating designs will
change as we nd better ways to optimize their design. One of the changes intended for
future modules will be Ni0:93V0:07/Si coatings for the inner shells. This will allow the HEFT
band to be extended from 70 keV up to 100 keV.
By 2005, all of HEFT 14 telescope modules will be complete and we will be able to take
advantage of results from Swift’s hard x-ray all-sky survey. Swift expects to nd 400{600
x-ray sources in its milli-Crab sensitivity survey. In a 20 ks exposure, HEFT will be able
to measure the hard x-ray spectra of the faintest objects in the Swift survey. In addition,
with HEFT’s superior angular resolution (10 vs. 170 for Swift), we will be better equipped
to identify the hard x-ray sources in other wavelength bands.
Focusing instruments are well suited for deep eld surveys, as Chandra has shown, but
HEFT’s sensitivity is insucient to conduct deep surveys. The source density in the hard x-
rays is unknown, but extrapolating from the Swift estimate, a 100 ks random pointing with
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HEFT would only have a 30% chance of detecting a single source. For the future, higher
sensitivity satellite-borne telescopes are being planned. NASA’s proposed Constellation-
X mission will have an eective area ve times that of HEFT. Deep surveys by these
instruments will allow us to study x-ray sources that are obscured at soft x-ray energies
(< 10 keV).
Presently, however, the best available x-ray telescope for studying obscured sources is
the Chandra X-ray Observatory. The SEXSI survey complements the single pointing deep
Chandra surveys by covering a substantially larger area of the sky, but to a shallower
flux level. The larger sky coverage gives us excellent statistics on the bright end (> 10−15
erg cm−2 s−1) of the deep Chandra survey distribution, where they only nd tens of sources.
Most of our results echo those of the deep surveys; the major dierence we nd is that the
optically bright sources that the deep surveys nd at low soft-band flux also can be found
at higher soft-band fluxes and over a wide range in hard-band fluxes.
One of the mysteries raised by the SEXSI survey is the nature of the emission line
galaxies that we nd in the Chandra hard band selected sample. These sources make up a
considerable fraction of the source population and are likely, give their strong x-ray fluxes,
to contain buried AGN. For now, we are looking for optical signatures of AGN activity in
these objects, but the denitive answer on the nature of these sources may have to wait
until we build the next generation of hard x-ray telescopes.
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Appendix A HEFT optimization results
The following plots summarize the results of the HEFT optimization described in Chapter 4.
The program increments the number of layers by a factor of 1.25 at each step in the opti-
mization and terminates when the gure of merit drops from the previous step. The estimate
of the optimum is the second thickest coating. The dotted lines in each plot indicate gures
of merit 98% and 95% of the optimum value.
Figure A.1: Mirror group 1: 1:67 <  < 1:86
.
87
Figure A.2: Mirror group 2: 1:86 <  < 1:86
.
Figure A.3: Mirror group 3: 2:08 <  < 2:32
.
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Figure A.4: Mirror group 4: 2:32 <  < 2:59
.
Figure A.5: Mirror group 5: 2:59 <  < 2:89
.
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Figure A.6: Mirror group 6: 2:89 <  < 3:22
.
Figure A.7: Mirror group 7: 3:22 <  < 3:60
.
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Figure A.8: Mirror group 8: 3:60 <  < 4:01
.
Figure A.9: Mirror group 9: 4:01 <  < 4:48
.
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Figure A.10: Mirror group 10: 4:48 <  < 5:00
.
Who cares? It’s only a thesis.
|Fiona A. Harrison (1993)
