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A vector bosonic field coupled to the electronic spin is treated by means of the continuous-time
quantum Monte Carlo method. In the Bose Kondo model with a sub-Ohmic density of states
ρB(ω) ∝ ω
s with s = 0.2, two contributions to the spin susceptibility, the Curie term T−1 and the
term T−s due to bosonic fluctuations, are observed separately. This result indicates the existence
of a residual moment and a hidden critical behavior. By including hybridization with itinerant
electrons, a quantum critical point is identified between this local-moment state and the Kondo
singlet state. It is demonstrated that the energy scale of the bosonic fluctuations is not affected by
the quantum phase transition.
PACS numbers: 75.20.Hr, 71.10.-w
I. INTRODUCTION
The continuous-time quantum Monte Carlo (CT-
QMC) method for fermions has been developing since
2005, as a numerical tool for correlated electron
systems.[1, 2] In particular, the algorithm based on the
expansion around the atomic limit (CT-HYB)[3–5] is
highly effective as the impurity solver for the dynam-
ical mean-field theory (DMFT). The method has also
been applied to variants of Kondo models,[6, 7] where
a localized spin interacts with itinerant electrons via the
exchange coupling.
There is another class of impurity models which in-
clude an additional bosonic field coupled to local degrees
of freedom. The simplest one is the coupling between
the electronic charge nf and a boson φ of the form nfφ.
In CT-QMC, arbitrary energy dispersion of the bosonic
field is treatable, and a dynamical screening effect has
been investigated.[8] This algorithm can also be applied
to the coupling Szfφ with S
z
f being z-component of the
local spin.[9] We may consider more complicated interac-
tion including a spin flip scattering of the bosonic field,
i.e., the coupling Sf · φ, where a vector bosonic field φ
couples to the electronic spin Sf .
The coupling Sf ·φ appears when the Heisenberg inter-
action is treated in a “mean-field” theory. The boson φ
describes a time-dependent auxiliary field which mediates
the effective local spin-spin interaction resulting from
the intersite interaction. This bosonic dynamical “bath”
is determined self-consistently, and thus gives descrip-
tions of a quantum spin glass in infinite dimensions,[10–
13] fluctuations around the molecular field in the (non-
random) Heisenberg model,[14] and an impurity embed-
ded in an antiferromagnet.[15] With a fermionic bath in
terms of DMFT,[16] doping of the spin glass[17] and an
extended Hubbard model with intersite interactions[18–
21] can be addressed beyond the molecular-field approx-
imation.
These single-site theories for the Heisenberg interac-
tions lead to the effective impurity model consisting of
the fermionic bath akσ and the vector bosonic bath bqξ
(ξ = x, y, z), with self-consistent equations. Solving the
equations requires a reliable method to compute dynam-
ical quantities of the impurity problem. Furthermore,
properties of the impurity model itself need to be un-
derstood, since the self-consistent solution for the lattice
problem inherits features of the impurity problem. The
impurity Hamiltonian reads
H =
∑
σ
ǫfσnfσ + Unf↑nf↓ +
∑
kσ
ǫka
†
kσakσ
+ V
∑
σ
(f †σaσ + a
†
σfσ) +
∑
qξ
ωqξb
†
qξbqξ +
∑
ξ
gξS
ξ
fφ
ξ,
(1)
where aσ = N
−1/2
∑
k akσ, φ
ξ = bξ + b
†
ξ, and bξ =
N−1/2
∑
q bqξ with N being the number of sites. nfσ =
f †σfσ, and S
ξ
f = (1/2)
∑
σσ′ f
†
σσ
ξ
σσ′fσ′ with σ
ξ being the
Pauli matrix. We have introduced XXZ-type anisotropy,
gx = gy ≡ g⊥ and ωqx = ωqy ≡ ωq⊥, so that the formal-
ism in this paper covers the Ising- and XY-type couplings
as well. The bosonic part in H is reminiscent of the spin-
boson model, which has been investigated in the context
of dissipative systems.[22, 23] Its SU(2) symmetric ver-
sion is referred to as the Bose Kondo model,[15] and the
Bose-Fermi Kondo model with inclusion of the fermionic
field.[18] The Hamiltonian (1) describes charge fluctu-
ations as well, and may be addressed as a Bose-Fermi
Anderson model.
The essence of this model is that the fermionic field
screens the localized spin, while the bosonic field stabi-
lizes the moment to decouple the fermionic field. This
competition, in a certain situation, leads to a quan-
tum phase transition between the Kondo singlet state
for small g and a local-moment state with a residual mo-
ment for large g.[24] Furthermore, when two or three spin
directions are favored by degenerate bosonic fields, the
local-moment state may be governed by an intermediate-
coupling (critical) fixed point.[15] A critical nature of this
fixed point has been clarified by means of perturbative
2renormalization group (RG) theory.[25–28]
In numerical approaches, on the other hand, the
case of Ising-type coupling (single-component bosonic
field) has been extensively investigated with[29] and
without[23, 30] the fermionic field either by QMC or nu-
merical renormalization group (NRG) method. We note
that the local-moment state, in this case, is governed
by a strong-coupling fixed point. The XY-type coupling
(two-component bosons) has recently been treated with-
out fermions by using a matrix product state.[31] It was
found that the region of the critical phase is limited in the
parameter space compared to the prediction by the RG.
This result has convinced the importance of numerical in-
vestigations. A general situation with three-component
bosonic field as well as the two-component model with
the fermionic field have so far not been addressed by nu-
merically reliable methods.
The purpose of this paper is twofold. The first is
to present an algorithm based on CT-QMC for solving
the model (1), which includes both the fermionic and
three-component bosonic fields. It enables us to com-
pute static and dynamical quantities for finite temper-
atures, and could be complemental to other numerical
techniques such as NRG.[32, 33] Sec. II is devoted to the
explanation of the method. Here, we restrict ourselves
to U = ∞, which is related to the t-J model and the
Heisenberg model in terms of the extended DMFT. The
second purpose of this paper is to present the first nu-
merical results for the impurity models with the SU(2)
spin-boson coupling. We begin with a pure bosonic sys-
tem without the fermionic field (Bose Kondo model) in
Sec. III. We shall demonstrate that there exists a local-
ized phase in which the spin susceptibility consists of the
Curie term as well as the critical term due to the bosonic
fluctuations. By including the fermionic field, a quantum
critical point is explored in Sec. IV. We close this paper,
in Sec. V, with a brief description of possible applications
of our method.
II. SPIN-BOSON COUPLING IN CT-QMC
We solve the effective impurity model (1) using the
hybridization-expansion solver of the CT-QMC.[2, 3] In
this section, we present how to treat the additional
bosonic field in CT-QMC.
The bosonic field coupled to the electronic charge has
been treated by Werner and Millis.[8] In this method, the
electron-phonon coupling is eliminated by the so-called
Lang-Firsov transformation, and it makes the computa-
tion efficient. This manipulation can also be applied to
the coupling between Szf and bosons.[9] In the case of the
exchange coupling, however, we cannot eliminate it by
this transformation, since three components of the spin
operators Sf do not commute with each other. Only one
component can be eliminated among three. Hence, we
treat the other two by a stochastic method. Namely, we
perform expansions with respect to the spin-flip scatter-
ing as well as the hybridization, and sum up the series
by a Monte Carlo sampling.
Before proceeding to the formulation, we define the
propagators for the fermionic field (hybridization func-
tion) and the bosonic field (effective interaction) as fol-
lows:
∆(iωn) = V
2G0(iωn) =
V 2
N
∑
k
1
iωn − ǫk , (2)
Jγ(iνn) = −g2γDγ0(iνn) =
g2γ
N
∑
q
2ωqγ
ν2n + ω
2
qγ
, (3)
where ωn = (2n+1)πT and νn = 2nπT are the fermionic
and bosonic Matsubara frequencies and γ = z,⊥. The
latter quantity describes the effective interaction−Sf(τ)·
J (τ − τ ′)Sf (τ ′) mediated by the bosonic field.
A. Canonical transformation
We first eliminate the coupling between Szf and bosons.
Following Ref. [8], we perform a canonical transformation
H˜ = eSHe−S with S = N−1/2∑q(gz/ωqz)(b†qz−bqz)Szf ,
which shifts the z-coordinate of the oscillation to elimi-
nate the term gzS
z
fφ
z . The transformed Hamiltonian H˜
is given by
H˜ =
∑
σ
ǫ˜fσnfσ + U˜nf↑nf↓ +
∑
kσ
ǫka
†
kσakσ
+ V
∑
σ
(f˜ †σaσ + a
†
σf˜σ) +
∑
qξ
ωqξb
†
qξbqξ
+
g⊥√
2
(S˜+f φ
− + S˜−f φ
+), (4)
where φ± = (φx ± iφy)/√2. The local parameters are
renormalized to ǫ˜fσ = ǫfσ − N−1
∑
q g
2
z/(4ωqz) and
U˜ = U +N−1
∑
q g
2
z/(2ωqz). The operators for the local
electron are transformed to
f˜σ = e
−σA/2fσ, f˜
†
σ = e
σA/2f †σ, S˜
±
f = e
±AS±f , (5)
where S±f = S
x
f ± iSyf and A = N−1/2
∑
q(gz/ωqz)(b
†
qz −
bqz). In Eq. (5), the factor e
A/2 is associated with the
change in the quantum number of Szf .
B. Partition function
With the transformed Hamiltonian H˜ , we expand the
partition function Z with respect to V and g⊥ as follows:
Z
Z0
=
∞∑
k=0
∞∑
l=0
∫
dτ
∫
dµW (τ ,µ), (6)
where the subscript 0 denotes a quantity for V = g⊥ =
0. The integrand W (τ ,µ) describes the contribution
3FIG. 1: An example of the Monte Carlo configuration of order
k = 2 and l = 2. The dark and light shaded area indicate
the spin-up and -down states, respectively. The curved lines
express the bosonic Green function.
of order V 2kg2l⊥ . The variables τ = (τ1, · · · , τ2k) and
µ = (µ1, · · · , µ2l) denote sets of imaginary times at
which the hybridization and spin exchange events oc-
cur, respectively. The integrals are taken over the range
β > τ2k > · · · > τ1 ≥ 0, and the same for µ. Figure 1
shows an example of the configuration. The doubly oc-
cupied state is excluded in this figure, since we consider
the limit U = ∞ in the next subsection. We note that
the formulae in this subsection are valid also for U <∞.
In the simulation, the summations over k and l as well
as the integrals over τ and µ are to be evaluated via an
importance sampling.
The weight W (τ ,µ) is decoupled into four contribu-
tions according to types of operators:
W (τ ,µ) = W˜loc(τ ,µ)Whyb(τ )W⊥(µ)Wz(τ ,µ). (7)
The first two are the contributions from the Anderson
model:[3] the local contribution W˜loc is simply given by
the Boltzmann factor with the renormalized parameters,
ǫ˜fσ and U˜ , andWhyb denotes the trace over the fermionic
field, which is expressed by the determinant of a k × k
matrix consisting of ∆(τ) in Eq. (2). In the following, we
explain the bosonic contributions in turn.
The third factor W⊥(µ) incorporates the xy-
component of the bosonic operators appearing in the se-
ries expansion with respect to g⊥:
W⊥(µ) =
g2l⊥
2l
〈φη2l(µ2l) · · ·φη1(µ1)〉0, (8)
where φη denotes either φ+ or φ−. The numbers of
φ+ and φ− must be the same, since we have the re-
lation 〈φ±(µi)φ±(µj)〉0 = 0. The thermal average in
W⊥ is decomposed by Wick’s theorem, and is repre-
sented by the permanent of an l × l matrix consisting
of D⊥0(µi − µj) = −〈Tτφ+(µi)φ−(µj)〉0.[34] However,
since there is no efficient algorithm for computing the
permanent, we evaluate it by a stochastic sampling.[35]
Namely, we express W⊥ as
W⊥(µ) =
∑
α
W⊥(µ;α), (9)
with α denoting one of terms in the permanent, and the
summation is to be evaluated stochastically. In Fig. 1,
the configuration α is represented by curved lines.
The last contribution Wz(τ ,µ) is due to the z-
component of the bosonic field, which is now expressed
as the phase factors in Eq. (5). The explicit expression
is given by
Wz(τ ,µ) = 〈es2mA(t2m) · · · es1A(t1)〉0, (10)
where {ti} is composed of τ and µ in ascending order
and m = k + l. A(t) = N−1/2
∑
q(gz/ωqz)(e
ωqztb†qz −
e−ωqztbqz). The factor si takes σ/2 for f
†
σ, −σ/2 for
fσ, and ±1 for S±f . Using the condition
∑
i si = 0, the
thermal average can be evaluated analytically to give[8]
Wz(τ ,µ) = exp

 ∑
2m≥j>i≥1
sisjK(tj − ti)

 , (11)
K(τ) = − 1
N
∑
q
g2z
ω2qz
[B(ωqz , τ)−B(ωqz, 0)], (12)
where B(ω, τ) = cosh[(β/2− τ)ω]/ sinh(βω/2).
So far, we have used ωqz explicitly, but actually the
dynamics of the bosonic field enters only through the
function Jγ(iνn) defined in Eq. (3). It is therefore con-
venient to express the summations over q in terms of
Jγ(iνn). The renormalized parameters are rewritten as
ǫ˜fσ = ǫfσ−Jz(0)/8 and U˜ = U +Jz(0)/4. The function
K(τ) in Eq. (12) is rewritten as
K(τ) = Jz(0)τ(β − τ)
2β
−
∑
n6=0
Jz(iνn)1− cos τνn
βν2n
. (13)
C. Monte Carlo procedure
We perform stochastic samplings of τ and µ in Eq. (6)
and α in Eq. (9). They respectively correspond to the V -
expansion, g⊥-expansion and the Wick’s theorem for the
bosonic field. Since the Hamiltonian with V = g⊥ = 0
conserves the quantum number of Szf , we can treat W˜loc
by the “segment picture” of CT-HYB.[2, 3] Hence for
the V -expansion, the update procedure in the Anderson
model can be used.[8] Hereafter, we consider the limit
U = ∞, which can be implemented by excluding the
doubly occupied state in the configuration.
In addition to the updates in CT-HYB, we perform the
following updates to sum up g⊥-terms:
(a) Insertion/Removal of S+f (µ+ ℓ)S
−
f (µ) on ↑-state.
(b) Insertion/Removal of S−f (µ+ ℓ)S
+
f (µ) on ↓-state.
(c) Change of the configuration α.
(d) Replacing S+f (µ
′
i) and S
−
f (µi) with f
†
↑(µ
′
i+ℓ
′)f↓(µ
′
i)
and f †↓(µi + ℓ)f↑(µi), and vice versa.
These updates are expressed diagrammatically in Fig. 2.
The updates (a) and (b) change the expansion order of g⊥
4(a)
(d)
(b)
(c)
FIG. 2: Update processes necessary to evaluate the spin-
boson coupling.
by 2. In (c), we exchange two links of the bosonic Green
functions. The ergodicity is in principle satisfied only by
(a)–(c). However, a part of the configuration may freeze
in practice, when the expansion orders for g⊥ and V are
considerably different from each other, say, when g⊥ is
much smaller than V . The freezing happens because a
pair of spin operators between which hybridization oper-
ators are located cannot be removed by the updates (a)
and (b). This problem can be resolved by introducing
the update (d), which replaces two spin operators sepa-
rated in the time ordering with single-particle operators.
[This update is important, for example, in the parameter
range 0 < g . 0.12 in Fig. 6.]
We first consider the update (a). In the insertion pro-
cess, we choose two imaginary times randomly in the
same way as the “segment algorithm”[2, 3]: µ is first
chosen from the full range [0 : β) and then the length
ℓ is chosen from the restricted range (0 : ℓmax) so that
the operator S+f does not pass the next operators. In the
removal process, we choose one pair from (l+ 1) pairs of
the spin operators which are connected by the bosonic
line, and try the update if it is allowed, i.e., if no op-
erator exists between them. From the detailed balance
condition, the update probability R is given by
R(µ→ µ+) = βℓmax
l + 1
J⊥(−ℓ)
2
W˜loc(τ ,µ
+)
W˜loc(τ ,µ)
Wz(τ ,µ
+)
Wz(τ ,µ)
,
(14)
where µ and µ+ denote the configurations of order g2l⊥
and g
2(l+1)
⊥ , respectively. The expression for the update
(b) is given in a similar manner.
The update probability for (c) comes only from W⊥.
Suppose that (µi, µ
′
i) and (µj , µ
′
j) denote pairs of imag-
inary times connected by the bosonic Green function in
the original configuration α. Then, the update probabil-
ity R for exchanging the links is given by
R(α→ α′) = J⊥(µi − µ
′
j)J⊥(µj − µ′i)
J⊥(µi − µ′i)J⊥(µj − µ′j)
. (15)
Finally, we consider the update (d). We first choose a
pair of spin operators connected by the bosonic line, as
in the removal process of the update (a). They are to
be replaced by f↓ and f↑, respectively. Simultaneously,
the operator f †↑ (f
†
↓) is placed next to f↓ (f↑). Here, the
length ℓ (ℓ′) of the empty state is chosen from the range
up to ℓmax (ℓ
′
max) so that the resultant configuration is
allowed. In the opposite process, we choose the operators
f↓ and f↑ from (k↓ + 1) and (k↑ + 1) randomly, where
kσ denotes the hybridization-expansion order for spin σ.
The update probability R is given by
R(τ ,µ→ τ++,µ−) = lℓmaxℓ
′
max
(k↑ + 1)(k↓ + 1)
2
J⊥(µi − µ′i)
× Whyb(τ
++)
Whyb(τ )
W˜loc(τ
++,µ−)
W˜loc(τ ,µ)
Wz(τ
++,µ−)
Wz(τ ,µ)
, (16)
where τ++ and µ− denote the new configuration of order
V 2(k+2)g
2(l−1)
⊥ .
We have confirmed, in the simulation, that all the up-
date probabilities presented above are always positive
and therefore, the simulation does not suffer from the
sign problem.
D. Spin susceptibility
We define the spin susceptibilities by χzz(τ) =
〈Szf (τ)Szf 〉 and χ+−(τ) = 〈S+f (τ)S−f 〉/2. In the isotropic
system, we have χzz(τ) = χ+−(τ). We can evaluate
χzz(τ) from the configuration of the f -operators as in the
“segment algorithm”[2, 3]. On the other hand, χ+−(τ)
can be evaluated by
χ+−(τ) = T
〈
l∑
i=1
δ(τ, µ′i − µi)
J⊥(µi − µ′i)
〉
MC
, (17)
where µi and µ
′
i denote the imaginary times for S
−
f and
S+f which are connected by the bosonic Green function,
and MC means average over Monte Carlo configuration.
The function δ(τ, µ) is defined by
δ(τ, µ) =
{
δ(τ − µ) (µ > 0)
δ(τ − µ− β) (µ < 0) , (18)
and χ+−(τ) is sampled in the range 0 < τ < β. The
end points are evaluated accurately from the occupa-
tion number using the relations χ+−(+0) = 〈nf↑〉/2 and
χ+−(β − 0) = 〈nf↓〉/2. Equation (17) follows from the
fact that J⊥ describes the retarded interaction between
the local spin so that it may be regarded as a source field
for the susceptibility.
5The susceptibilities χzz(τ) and χ+−(τ) can also be
computed using the matrix Mσ which is kept in the
simulation to evaluate the determinant in Whyb.[1–3] Al-
though this way is not efficient compared to the method
presented above, we can use it for a check of the algo-
rithm and a code. Another consistency check is χzz(τ) =
χ+−(τ) in isotropic parameters, since this condition is
not trivial in the present algorithm, which treats gz and
g⊥ in different ways. We have confirmed that our results
satisfy this condition.
III. PURE BOSONIC SYSTEM
In this section, we present numerical results for the
pure bosonic system, i.e., the limit V = 0 and U = −ǫf =
∞. The charge fluctuation is absent in this limit so that
the local electron is reduced to a localized spin S. In the
present algorithm, the elimination of the charge fluctua-
tion can be easily implemented by restricting the updates
to (a)–(c) in Sec. II C. The corresponding Hamiltonian
with the SU(2) symmetry is written as
HBK =
∑
q
ωqb
†
q · bq + gS · φ. (19)
This model is referred to as the Bose Kondo model or the
SU(2) spin-boson model.[15, 25]
The bosonic field is characterized by the density of
states ρB(ω) = N
−1
∑
q δ(ω − ωq). We use a function
ρB(ω) ∝ ωs with a cut-off energy ωc. The sum-rule of
the density of states,
∫∞
0 dωρB(ω) = 1, determines the
factor to yield the explicit form
ρB(ω) = (s+ 1)ω
sω−s−1c θ(ωc − ω). (20)
We take ωc = 1 as the unit of energy.
According to the RG analysis,[15, 25, 27, 28] this model
has an intermediate-coupling fixed point (critical phase)
for 0 < s < 1. At this fixed point, the susceptibility
shows the long-time behavior χ(τ) ∼ τ1−s, which in-
dicates the static susceptibility of the form χ ∼ T−s.
On the other hand, recent numerical calculations for the
XY-type coupling revealed that the region 0 < s < s∗
(s∗ = 0.75 in the limit g → 0) is actually a localized phase
which does not show the critical behavior.[31] Hence, this
localized phase is also expected for the SU(2) coupling
with s close to 0. In the following, we investigate s = 0.2
in detail and shall demonstrate that it indeed belongs to
the localized phase.
Fig. 3 shows temperature dependences of the static
spin susceptibility for s = 0.2. It turns out that the
low-temperature susceptibility follows the Curie law χ ∝
T−1, indicating the existence of a residual moment. This
result demonstrates that s = 0.2 is not in the critical
phase but in the localized phase. Nevertheless, the crit-
ical term T−s originating from the bosonic fluctuations
still exists behind the Curie term. To see this, we define
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FIG. 3: (Color online) Temperature dependences of the static
susceptibility χ(0) in the pure bosonic system with s = 0.2
(solid lines). The regular part χreg(0) defined in Eq. (21) is
also plotted (dashed lines).
a regular part of the susceptibility, χreg(z), by an ana-
lytical continuation of χ(z = iνn) with νn > 0. Using
χreg(z), the susceptibility is written as
χ(iνn) = δn0M/4T + χreg(iνn). (21)
We note that the effective moment M may depend on
temperature. The full-moment corresponds to M = 1.
We evaluate χreg(0) by an extrapolation from χ(iν1),
χ(iν2) and χ(iν3) with a quadratic function. We have
confirmed that the choice of the functional form in
the extrapolation does not affect the low-temperature
behavior.[36] The result is shown in Fig. 3. We clearly
see the power-law behavior χreg(0) ∝ T−s at low temper-
atures. Consequently, the low-temperature static suscep-
tibility can be expressed in terms of two diverging terms
χ(0) ≃M0/4T + 1/[4T s(TB)1−s], (22)
where M0 = limT→0M is the residual moment and we
have introduced a characteristic energy scale TB of the
bosonic fluctuations. It turns out that TB exhibits a
power-law behavior TB ∝ gα as shown in Fig. 4. The
exponent α is obtained as α ≃ 2.52 with the error 0.01.
The residual moment M0 weakly depends on g. [The fig-
ure is presented in the next section (Fig. 6) together with
results for the Bose-Fermi Anderson model.]
IV. FERMIONIC AND BOSONIC FIELDS
We proceed to the system with both the bosonic and
fermionic fields. Due to the hybridization with the itin-
erant electrons, the Kondo fixed point with decoupled
bosonic field emerges in addition to those in the pure
bosonic system. According to the RG analysis for the
6 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4
T B
g
BK
BFA
10-3
10-2
10-1
100
101
10-1 100
FIG. 4: (Color online) The energy scale TB of the bosonic
fluctuations in the pure bosonic system with s = 0.2 (denoted
by BK). A result for the Bose-Fermi Anderson model is also
plotted (denoted by BFA, see Fig. 5 for parameters). The
solid line shows the function TB ∝ g
α fitted to the BK data.
Bose-Fermi Kondo model, a quantum critical point char-
acterized by χ ∼ T−s exists between the Kondo phase
and the critical bosonic phase for 0 < s < 1.[25, 27, 28]
However, we should note that this result may not ap-
ply to the region away from s = 1, since this region is
not actually in the critical phase as demonstrated for
s = 0.2 in the previous section. In the following, we
explore a quantum phase transition between the Kondo
singlet state and the (non-critical) local-moment state.
We use the same condition for the bosonic field, s =
0.2, as in the previous section. For the fermionic density
of states, ρF(ω) = N
−1
∑
k δ(ω− ǫk), on the other hand,
we use a rectangular model with a cut-off energy D
ρF(ω) = (1/2D)θ(D − |ω|). (23)
We vary gz = g⊥ ≡ g, fixing V 2 = 0.1, ǫfσ = −0.2,
U =∞ and ωc = D = 1. The Kondo temperature TK is
estimated to be TK ∼ 0.1 for g = 0.
We show temperature dependence of the spin suscep-
tibility in Fig. 5. Difference with the pure bosonic sys-
tem is the paramagnetic behavior in the small-g region,
g . 0.10. This indicates the spin fluctuations in the
Kondo singlet state given by[37]
χ(0) = 1/4TF, (24)
with TF being the energy scale of low-energy excitations.
The low-temperature susceptibility increases against g,
indicating a reduction of TF. To quantify the local Fermi-
liquid state, we evaluate the renormalization factor z de-
fined by z = [1− ImΣf (iω0)/ω0]−1. The result is plotted
in Fig. 6 for several values of T . We can see the reduction
of z with increasing g, and it is estimated as z ≤ 0.023
(0.008) at g = 0.12 (0.14). However, since z is not yet
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FIG. 5: (Color online) Temperature dependences of the static
susceptibility χ(0) in the Bose-Fermi Anderson model with
V 2 = 0.1, ǫfσ = −0.2, U = ∞ and s = 0.2 (solid lines). The
dashed lines show the regular part χreg(0) defined in Eq. (21).
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35
 0
 0.05
 0.1
 0.15
 0.2
 0.25
z
M
g
BK
BFA BFA
T = 0.00100
0.00063
0.00040
0.00025
T = 0.00100
0.00063
0.00025
0.00010
FIG. 6: (Color online) The renormalization factor z and the
effective momentM for the same parameters as in Fig. 5. Re-
sults at four different temperatures are plotted. The dashed
line (denoted by BK) is the result for the pure bosonic system.
converged for g & 0.10 in this temperature range, we can-
not identify the quantum critical point from these data.
In the large-g region, g & 0.14, on the other hand,
χ shows the Curie behavior χ ∝ T−1. As in the pure
bosonic system, we evaluate the regular part χreg(0) de-
fined in Eq. (21), which expresses the contribution after
subtraction of the Curie term. It turns out from Fig. 5
that χreg(0) shows the power-law behavior T
−s as in
Fig. 3. A remarkable point is that the energy scale TB of
the bosonic fluctuation is not affected by the hybridiza-
tion as shown in Fig. 4. Hence, the difference to the pure
bosonic system in the local-moment regime comes from
the Curie term. To see this, we evaluate the effective
moment M by subtracting χreg from χ in Eq. (21), and
plot it as a function of g in Fig. 6. It turns out that
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FIG. 7: (Color online) T sχ as a function of g for different
values of T . From the intersection points, which are indicated
by arrows, the critical point is determined. The inset shows
an extrapolation of the intersection points to T = 0.
M is strongly suppressed compared to that in the pure
bosonic system below g ≃ 0.20.
From the finite-temperature results in Figs. 5 and 6,
two regimes have been identified: the Kondo regime for
g . 0.12 and the local-moment regime for g & 0.12. How-
ever, these data do not decide whether or not they are
separated by a quantum critical point at T = 0, since
we cannot exclude the possibility of finite but exponen-
tially small Kondo temperature for g & 0.12. We need
to extrapolate to lower temperatures in some way. For
this purpose, we plot T sχ as a function of g for different
temperatures in Fig. 7. The low-temperature expression
for χ in Eq. (22) indicates that T sχ is independent of
temperature provided M0 = 0 (we define this point as
g = gc), while T
sχ diverges due to M0 6= 0 for g > gc.
On the other hand, the local Fermi-liquid expression (24)
gives T sχ = 0. Hence, the intersection of lines for dif-
ferent temperatures in Fig. 7 gives an estimation of gc.
It turns out that the crossing point depends linearly on
temperature down to T = 0.00025 as shown in the in-
set of Fig. 7. From this result, we conclude a quantum
phase transition between the local-moment state and the
Kondo singlet state. The critical coupling gc is estimated
at gc ≃ 0.124 by the linear extrapolation.
V. SUMMARY
We have developed an algorithm of CT-QMC for mod-
els including the spin-boson coupling, i.e., the Bose
Kondo model and the Bose-Fermi Anderson model. The
algorithm covers up to three components for the bosonic
field with XXZ-type anisotropy. Simulations do not suffer
from the sign problem, and therefore accurate computa-
tions can be achieved. In this paper, we have restricted
ourselves to U =∞. But, the formalism for the partition
function, or the weight W (τ ,µ), holds also for U < ∞,
so that only the update procedure should be modified
to take account of the doubly occupied state. One can
also apply the present framework to the Kondo limit,
i.e., the Bose-Fermi Kondo model. For this purpose, the
algorithm for the Kondo model (CT-J)[2, 6] is available.
We have presented first numerical results for models
with the SU(2) spin-boson coupling. In the Bose Kondo
model, we have observed the low-temperature static sus-
ceptibility consisting of the Curie term T−1 as the leading
term and a hidden bosonic fluctuating term T−s, where
ρB(ω) ∝ ωs with s = 0.2. This result demonstrates that
the region s = 0.2 does not belong to the critical phase,
contradicting the perturbative RG approach which pre-
dicted the region 0 < s < 1 as the critical phase, but
being consistent with recent numerical calculations for
the XY-type coupling.[31] Identifying the critical phase
close to s = 1 and determining the phase diagram re-
quire further careful computations, since the distinction
between T−1 and T−s becomes numerically harder as s
approaches 1. This issue will be investigated elsewhere.
Including hybridization with the fermionic field, i.e.,
in the Bose-Fermi Anderson model, we have investigated
the evolution from the local-moment regime observed in
the pure bosonic system to the Kondo regime, where the
bosonic field is decoupled. By extrapolating some quan-
tity to T = 0, we have concluded that these two states
are separated by a quantum critical point, at which the
quasiparticle energy scale and the effective moment van-
ish from each side of g. On the other hand, the energy
scale of the bosonic fluctuations is not affected by the
hybridization. As a result, the power-law singularity
χ ∝ T−s is expected as the leading term at the criti-
cal point in common with the critical point between the
Kondo phase and the critical phase close to s = 1.
The method presented in this paper can be applied to
lattice models such as the Heisenberg model and the t-
J model by means of the extended DMFT. Applications
to lattice models as well as detailed investigations of the
impurity models are left for future issues.
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