Information Rates of Controlled Protein Interactions Using Terahertz
  Communication by Elayan, Hadeel et al.
1Information Rates of Controlled Protein Interactions
Using Terahertz Communication
Hadeel Elayan, Andrew W. Eckford, and Raviraj Adve
Abstract—In this work, we present a paradigm bridging
electromagnetic (EM) and molecular communication through
a stimuli-responsive intra-body model. It has been established
that protein molecules, which play a key role in governing
cell behavior, can be selectively stimulated using Terahertz
(THz) band frequencies. By triggering protein vibrational modes
using THz waves, we induce changes in protein conformation,
resulting in the activation of a controlled cascade of biochemical
and biomechanical events. To analyze such an interaction, we
formulate a communication system composed of a nanoantenna
transmitter and a protein receiver. We adopt a Markov chain
model to account for protein stochasticity with transition rates
governed by the nanoantenna force. Both two-state and multi-
state protein models are presented to depict different biological
configurations. Closed form expressions for the mutual infor-
mation of each scenario is derived and maximized to find the
capacity between the input nanoantenna force and the protein
state. The results we obtain indicate that controlled protein
signaling provides a communication platform for information
transmission between the nanoantenna and the protein with a
clear physical significance. The analysis reported in this work
should further research into the EM-based control of protein
networks.
I. INTRODUCTION
Interest in nanoscale robotic systems has led researchers
to investigate different frameworks to initiate reliable com-
munication between nanomachines. One solution is molecular
communication, which is a paradigm inspired by nature, that
entails utilizing chemical signals as carriers of information.
The transmitter of this diffusion-based channel releases parti-
cles into an aqueous or gaseous medium, where the particles
propagate until they arrive at the receiver; the receiver then
detects and decodes the information in these particles [1]–[3].
As another solution, the emergence of plasmonic nanoantennas
has paved the way towards electromagnetic (EM) communi-
cation among nanodevices, where both the Terahertz (THz)
band [4]–[7] and optical frequency range [8] are possible
candidates. Specifically, in-vivo wireless nanosensor networks
(iWNSNs) have emerged to provide fast and accurate disease
diagnosis and treatment. These networks are expected to
operate inside the human body in real time while establishing
reliable wireless transmission among nanobiosensors [9].
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One active research topic within molecular communica-
tions involves establishing interfaces to connect the molecular
paradigm with its external environment [10]–[13]. The authors
in [10] proposed a wearable magnetic nanoparticle detector to
be used as an interface between a molecular communication
system deployed inside the human body and a signal pro-
cessing unit located outside. In [11], the authors presented
a biological signal conversion interface which translates an
optical signal into a chemical one by changing the pH of the
environment. Moreover, a redox-based experimental platform
has been introduced in [12] to span the electrical and molecular
domains. This wet-lab coupling paves the way towards novel
generation of bio-electronic components that serve as the basis
of intelligent drugs, capable of biochemical and electrical
computation and actuation. Furthermore, in a very recent
work, the authors in [13], identified genes that control cellular
function upon responding to EM fields that penetrate deep
tissue non-invasively. Their experimental results complement
the growing arsenal of technologies dedicated to the external
control of cellular activity in-vivo.
Among the biological structures found in the human body,
protein molecules are heterogeneous chains of amino acids;
they perform their biological function by coiling and folding
into a distinct three dimensional shape as required. Changes
in protein level, protein localization, protein activity, and
protein-protein interactions are critical aspects of an inter-
cellular communication process collectively known as signal
transduction. One important feature associated with protein
structures is that their vibrational modes are found in the THz
frequency range [14]. These modes provide information about
protein conformational change, ligand binding and oxidation
state [15]. Therefore, by triggering protein vibrational modes
using THz EM waves, we can direct mechanical signaling
inside protein molecules, in turn controlling changes in their
structure and, as a result, activating associated biochemical
events [16].
In this work, we bridge the gap between EM (specifically,
THz radiation) and molecular communication; We consider a
communication link which consists of a nanoantenna trans-
mitter, a protein receiver and a Markovian signal transduction
channel. We are interested especially in the process at the
receiving end of signal transduction, where a protein changes
conformation due to the induced THz signal. Since this
problem can be thought of fundamentally as an information
transmission problem, our aim in this paper is to compute
the mutual information of this communication link. In fact,
gaining a detailed understanding of the input-output relation-
ship in biological systems requires quantitative measures that
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2capture the interdependence between components. Hence, a
closed form expression for the mutual information rate under
independent, identically distributed (IID) inputs is derived
and maximized to find the capacity for different protein
interaction scenarios. By finding the mutual information rate,
experimenters are guided into the amount of information the
protein signaling pathway carries.
The main contributions of the paper are as follows:
• We model the stochastic protein dynamics actuated
through THz waves as a discrete-time, finite-state chan-
nel. We present both a two-state and a multi-state model
to emulate protein dynamics. In the two-state model,
a change in the protein state is triggered through the
applied nanoantenna THz force. In the multi-state model,
a cascade of changes in the protein configuration is
stimulated, where links between different protein states
are controlled through the targeted application of THz
force.
• We analytically derive the mutual information and com-
pute the capacity under different constraints for the
two-state and multi-state protein models. The achieved
theoretical rates indicate the existence of a ubiquitous
mechanism for information transmission between the
nanoantenna and the protein with a clear physical sig-
nificance.
Biological systems can be generally modelled with mi-
crostates; this could refer to the covalently modified state,
conformational state, cellular location state, etc. Each of
these states defines a certain attribute related to either the
protein structure or function [17]. In our work, the biological
meaning of state refers to the conformational state, which we
consider as either Unfolded or Folded for the two-state model.
In the case of the multi-state model, we refer to multiple
intermediate states. An example is the photoactive membrane
protein, Bacteriorhodopsin. The cycle of this protein consists
of several states including a resting state and a series of
photo-intermediate states, each of which is associated with
a conformational change [18]. The transition between protein
states regulates biological processes, including cell signaling.
Thereafter, the methodology presented in this work sheds light
on various opportunities that impact applications concerning
drug discovery, biosensing as well as disease control and
prevention.
The rest of the paper is organized as follows. In Sec. II,
the system model of the stimulated protein signal transduction
pathway is presented. In Sec. III, a communication system
based on Markov finite-states is developed to capture protein
dynamics. In Sec. IV, a two-state protein model is formulated.
The model is further extended and generalized to take into ac-
count multi-state protein interactions in Sec. V. In Sec. VI, the
numerical results of the models are illustrated while providing
a clear physical insight. Finally, we draw our conclusions in
Sec. VII.
II. SYSTEM MODEL
A. The Physical Process
Living cells communicate with each other through a series
of biochemical interactions referred to as signal transduction
networks. A molecular process referred to as mechanotrans-
duction, governs the transmission of mechanical signals from
the extracellular matrix to the nucleus [19]. Proteins, which
are considered major drivers of signal transduction, display
a status change in response to mechanical stimulation. In
our work, we consider a mechanotransduction communication
channel, composed of a nanoantenna transmitter and a protein
receiver. We assume that the nanoantenna is tuned to a specific
frequency depending on the protein type. As such, the inter-
action between the nanoantenna and the protein gives rise to a
mechanical response [16]. According to structural mechanics,
if an external harmonic excitation has a frequency which
matches one of the natural frequencies of the system, then
resonance occurs, and the vibrational amplitude increases [20].
This is the case with protein molecules as the value of their
vibrational frequency is given as [21]
fprotein ≈ 1
2pi
√
κ
m
. (1)
κ and m are the stiffness and the mass of the protein molecule,
respectively. On average, proteins have a stiffness of 102
Nm−1 and a mass of 10−24 kg yielding a vibrational frequency
in the order of 1012, thereby matching the THz nanoantenna
frequencies [22].
The capability to predict collective structural vibrational
modes at THz frequencies has long attracted the research
community. This interest has been fortified by the develop-
ment of THz spectroscopic techniques used to investigate
the response of biomolecules [23]. In particular, vibrations
can be dipole active, and thus probed using THz dielectric
spectroscopy. The detected molecular motions in the picosec-
ond range correspond to collective vibrational modes or very
fast conformational changes. An extensive review by Markelz
explores measurements of the THz dielectric response on
molecules, where the author concludes that the response is
highly sensitive to hydration, temperature, binding and con-
formational change [18].
The investigated dielectric response of proteins includes
both a relaxational response from the amino acid side chains
along with a vibrational response from the correlated motions
of the protein structure [15], [24]. The authors in [21] associate
such a vibrational phenomenon with the mechanical behavior
of proteins, which act as oscillating structures in response
to THz radiation. The induced electro-chemical force allows
the identification of relevant resonant frequencies, which may
enable a conceptual interpretation of the protein biological
function. These frequencies, which range from hundreds of
GHz to tens of THz, can be mathematically captured using
modal analysis. For instance, in lysozyme, a highly delocalized
hinge-bending mode that opens and closes the binding cleft
was found by normal mode calculations [25].
In addition, measurements of chlorophyll proteins showed
an increase in the THz absorbance with denaturing, which
arise due to the protein side chains’ rotational motion [26].
Further, measurements reported in [14] on lysozyme proteins
showed sharp vibrational peaks at 1.15 and 2.80 THz. In
addition, other measurements provided in [27], showed that the
3Hsp70 protein, referred to as molecular chaperon, possessed
distinct spectra for protein states at sub-THz frequencies.
These measurements indicate that a nanoantenna can se-
lectively target the vibrational mode of the protein related
to either folding or unfolding and induce a conformational
change. In fact, in [28], the authors provide a description
of the modes of three proteins, namely, Rhodopsin, Bacteri-
orhodopsin and D96N bacteriorhodopsin mutant. This gives
an indication of the selectivity of these vibrational modes
showcasing the capability to single out proteins with a degree
of accuracy. In addition to initiating information flow by
inducing folding behavior, stimulating proteins by EM waves
may provide knowledge of the misfolded protein structure.
This potentially makes possible future efforts to rationally
design drugs that prevent misfolding events along with the
the evolution of certain conditions and diseases.
B. Boltzmann Distribution
Signaling inside proteins results in a spring-like effect
which shifts their minimum energy [29]. Protein structures
are therefore investigated using energy functions where they
obey statistical laws based on the Boltzmann distribution. On
the one hand, the energy levels of EM waves in the THz
frequency band are very low, corresponding to 1-12 meV [30],
[31]. These values match energies in the range of 10−21
Joules. Since the energy expended = force × distance, and
we deal with protein conformational changes, measured in
nanometers [32], this will yield forces in the piconewton range.
On the other hand, this energy scale conform with energies
required for ATP hydrolysis, ranging from 1 kbT to 25 kbT
(here, kb is Boltzmann’s constant and T temperature in Kelvin
; 1 kbT at 300 Kelvin ≈ 4× 10−21) [32]. Thereby, utilizing a
THz force to drive a protein activity and a controlled molecular
response is compatible with intra-body energetics.
The protein conformational change from one state to another
mimics a stretch activated channel. Based on statistical me-
chanics, the Boltzmann distribution provides probability that
a system will be in a certain state as a function of the state’s
energy and system temperature. The probability of the protein
existing in a certain state i is
Pi =
1
Z
exp
[−Ei
kbT
]
, (2)
where Ei is the Gibbs free energy of the state and Z is a
normalization factor which results from the constraint that the
probabilities of all accessible states must add up to one, i.e.,
the normalization factor is given by
Z =
M∑
i=1
exp
[−Ei
kbT
]
, (3)
where M is the number of states accessible to the protein
network.
In our model, the Boltzmann distribution is altered to take
into account the nanoantenna THz force. By applying an exter-
nal force, F , the average position of the mechanotransduction
channel is shifted, thereby impacting the state probability of
the protein. This relation can be seen when finding the energy
difference between states given as
∆E = ∆E0ij − F∆`, (4)
where ∆E0ij = Ei − Ej is the difference in Gibbs free
energy between initial state i and final state j. ∆` denotes
the change in the protein length, which corresponds to a
conformational change in the protein structure requiring work
φ(F ) = F∆`. Gibbs free energy expresses the thermodynamic
energy reflecting the chemical potential between interacting
proteins [33]. In fact, upon the change of concentration of
one molecular species, the reactions in which these molecular
species participate are affected. Hence, a change in one protein
concentration will percolate through the network changing its
energy. The final result represents perturbation in the network
leading to changes in the energetic landscape, or Gibbs energy
of the molecule [34]. If the protein is subject to a force, a
natural reaction coordinate is the length of the protein in the
direction of the force, and the total energy difference is given
in (4).
C. Stochastic Model of Protein Folding
To model the stochasticity of proteins involved upon trigger-
ing them by a THz force, we use the kinetic master equation at
the single protein level since it captures the chemical kinetics
of the receptor [35]. Such approach is similar to the ones
presented in [36]–[38]. A transition rate matrix R describes
the rate at which a continuous time Markov chain moves
between states. Elements rij (for i 6= j) of matrix R denote
the rate departing from state i and arriving in state j. Diagonal
elements rii are defined such that
rii =
∑
j 6=i
rij . (5)
In addition, the probability vector, p(t), as a function of time
t satisfies the transition rates via the differential equation
dp(t)
dt
= p(t)R. (6)
To represent the protein change of state as a discrete-time
Markov chain, we discretize the time into steps of length ∆t.
As such, the master equation provided in (6) becomes
dp(t)
dt
= p(t)R =
p(t+ ∆t)− p(t)
∆t
+ o(∆t). (7)
We neglect the terms of order o(∆t) and manipulate (7) to
have
p(t+ ∆t) = ∆tp(t)R+ p(t) = p(t)(I + ∆tR), (8)
where I is the identity matrix. If we denote pi = p(i∆t), we
arrive at a discrete time approximation to (8) as,
pi+1 = pi(I + ∆tR). (9)
Thus, we obtain a discrete-time Markov chain with a transition
probability matrix Q given as
Q = I + ∆tR. (10)
4III. PROTEIN CONFORMATIONAL INTERACTION AS A
COMMUNICATION SYSTEM
We now discuss how induced protein interactions can be
described as information-theoretic communication systems:
that is, in terms of input, output, and conditional input-
output probability mass function (PMF). The channel input
is the nanoantenna force transmitted to the protein receptor:
at the interface between the receptor and the environment, the
receptor is sensitive to the induced force, undergoing changes
in configuration as force is applied. The channel output is the
state of the protein. A Markov transition PMF dictates the
input-output relationship since the protein state depends on
both the current input and the previous state. This relationship
is given as
pY|X(y|x) =
n∏
i=1
pYi|Xi,Yi−1(yi|xi, yi−1), (11)
where pYi|Xi,Yi−1(yi|xi, yi−1) is provided according to the
appropriate entry in matrix Q given in (10) and n is the fixed
channel length.
For any communication system with inputs x and outputs
y, the mutual information, I(X;Y), provides the maximum
information rate that may be transmitted reliably over the
channel for a given input distribution. Maximizing this mutual
information over the input distribution provides the channel
capacity. This analysis is important in order for us to identify
the maximum rate by which a protein can receive information
and, thereby, we assess the impact of THz force on commu-
nication. For tractability, we restrict inputs to the set of IID
input distributions, where pX(x) =
∏n
i=1 pX(xi). The authors
in [39] showed that the IID input distribution was capacity
achieving (i.e., max achievable rate) for two-state intensity-
driven Markov chains. T he protein state y forms a time-
homogeneous Markov chain given as
pY(y) =
n∏
i=1
pYi|Yi−1(yi|yi−1), (12)
where y0 is null and
pYi|Yi−1(yi|yi−1) =
∑
xi
pYi|Xi,Yi−1(yi|xi, yi−1)pX(xi).
(13)
The mutual information can be written as
I(X;Y) =
n∑
i=1
∑
yi
∑
yi−1
∑
xi
pYi,Xi,Yi−1(yi, xi, yi−1)
log
pYi|Xi,Yi−1(yi|xi, yi−1)
pYi|Yi−1(yi|yi−1)
.
(14)
Thereafter, the channel capacity is given as
C = max
pX(x)
I(X;Y). (15)
In our analysis, we deal with the input, x, as either a discrete
or continuous parameter. We use the bisection method to
compute the capacity for the discrete case and deploy the
Blahut-Arimoto (BA) algorithm to find the capacity for the
continuous scenario. In fact, given an input-output transition
Fig. 1. Two-state protein model represented by unfolded (U) and folded (F)
Markov states.
matrix, the classical BA algorithm is a general numerical
method for computing the capacity channel [40]. The max-
imization of the mutual information is attained through an
alternating maximization procedure to the global maximum. A
variation of the BA algorithm is the constrained BA method,
which incorporates an average power constraint on the channel
inputs.
We provide several capacity measures with different con-
straints for the EM-triggered protein communication channel.
Specifically, we derive the capacity per channel use and with
average energy constraint. Capacity per channel use is a
suitable measure in applications involving targeted therapy
or targeted drug delivery. The capacity with an average en-
ergy constraint is a useful measure for efficient intra-body
communication, where both medium compatibility and safety
metrics are practical constraints accounted for. In each case,
the optimum input distribution and the resulting maximized
capacity measures are attained.
IV. TWO-STATE PROTEIN MODEL
A. Mathematical Model
In our two-state model, the protein resembles a binary
biological switch, represented using a finite-state Markov
chain. The states of the protein depicted are the folded, F,
and unfolded, U, as those govern the activation of biolog-
ical processes and chemical interactions. The input to our
mechanotransduction channel is the force induced by the
nanoantenna, while the output is the state of the protein. In
continuous time, the protein folding can be represented as
a Poisson process, transitioning between F and U. We let
pY(t) = [pF(t), pU(t)] denote the time-varying vector of state
occupancy probabilities.
As demonstrated in Fig. 1, in this system, the transition
rate from unfolded, U, to folded, F, is α, while the transition
rate from F to U is β. The latter transition is considered a
relaxation process which returns the protein to the unfolded
state. Such process is independent of the excitation signal since
protein folding is entropically unfavorable [41]. The main
reason for protein to get folded is to acquire its function. The
function implies a general architecture of the protein which
has to be stable in time and flexible enough to allow the
biological process to occur. Therefore native state of a protein
is not necessarily the most stable one. To model the two-
state conformational change which captures the behavior of
a protein, the normalization factor, provided in (3), is given
by
Z = exp
[−EU
kbT
]
+ exp
[−EF
kbT
]
, (16)
5where EU and EF denote the Gibbs free energies associated
with the unfolding and folding states, respectively. As such,
the steady-state probability of the protein being in one state,
the folded for example, can be found from (2) and (16) as
pY(y = F) =
1
1 + exp
[
∆E
kbT
] . (17)
The transition rates controlling such two-state interaction are
given by the rate matrix R1 as
R1 =
[−α α
β −β
]
. (18)
From (10), the transition probability matrix yields
Q1 =
[
1− α∆t α∆t
β∆t 1− β∆t
]
. (19)
B. Kinetic Detailed Balance
The steady state probability is the eigenvector of the
stochastic matrix, which can be found using the following
relation
pY(y)Q = pY(y). (20)
Hence, for our two-state Markov model the steady-states yield
pY(y) =
{
α
α+β , y = F
β
α+β , y = U.
(21)
The relationship between α and β can therefore be found by
equating (17) and (21) for y = F, resulting in
β = α exp
(
∆E
kbT
)
. (22)
(22) satisfies the detailed balance theory, which has been
formulated for kinetic systems [42]. Detailed balance ensures
the compatibility of kinetic equations with the conditions for
thermodynamic equilibrium. The rate constants pulling against
an applied force resembles a biased random walk that allows
the protein to perform work per unit step, i.e., φ(F ) = F∆`,
in agreement with the second law of thermodynamics and as
shown in (4).
Since the value of the energy, ∆E, gets altered when
the system is subject to an external force, the value of
α (the probability of the forward transition rate) will also
vary accordingly. As such, α can be divided into αNF, the
natural transition rate when no force is applied, and αAF, the
transition rate when a force is applied, resulting in an average
folding probability. The values of αNF and β for different
proteins can be found from experimental studies available in
the literature since protein folding is a naturally occurring
phenomenon driven by the change in Gibbs energy [43].
Therefore, (22) can take two different forms depending on
whether the system is being subject to an external force or
not as follows
β =

αNF exp
(
∆E
kbT
)
, ∆E = ∆E0ij (23)
αAF exp
(
∆E
kbT
)
, ∆E = ∆E0ij + φ(F ) (24)
Here, NF and AF correspond to No Force and Applied Force,
respectively.
C. Capacity of Two-State Protein Conformation
1) Discrete Case: Based on our developed model, we let
x denote a binary input which stimulates the protein. This
input is induced either due to intra-body interactions with no
external force or could be triggered due to an applied THz
nanoantenna force, in which x ∈ {NF,AF}. The channel
output is the state of the protein given as either unfolded or
folded, where y ∈ {U,F}. We have, as a result, a discrete
channel, where the inputs and outputs form vectors. In order to
find the capacity, we follow the formulation presented in Sec.
III. Assuming the previous state of the protein, yi−1 = U, we
have
pYi|Yi−1(F|U) =
∑
xi
pYi|Xi,Yi−1(F|xi,U)pX(xi)
= pNFαNF + pAFαAF = α¯,
(25)
and pYi|Yi−1(U|U) = 1− α¯. Here, α¯ represents the average
folding probability. On the other hand, if yi−1 = F,
pYi|Yi−1(U|F) =
∑
xi
pYi|Xi,Yi−1(U|xi,F)pX(xi)
= β,
(26)
and pYi|Yi−1(F|F) = 1−β. The transition probability matrix
provided in (19) can now be written as
Q¯1 =
[
1− α¯∆t α¯∆t
β∆t 1− β∆t
]
. (27)
In addition, the steady state probabilities given in (21) are
adjusted to take into account the average folding probability,
α¯.
The mutual information, I(X;Y), which was given in (14),
can also be represented as
I(X;Y) = H(Yi|Yi−1)−H(Yi|Xi, Yi−1), (28)
for i ∈ {1, 2, ..., n}. To compute (28), we use the binary
entropy function as follows
H(p) = −p log p− (1− p) log(1− p). (29)
Then, each term in the right hand side of (28), is dealt with
separately. H(Yi|Yi−1) yields
= pY(U)H(Yi|Yi−1 = U) + pY(F)H(Yi|Yi−1 = F)
=
β
α¯+ β
H(α¯) + α¯
α¯+ β
H(β). (30)
In a similar manner, H(Yi|Xi, Yi−1) results in
=
∑
xi
pX(xi)pY(U)H(Yi|Xi = xi, Yi−1 = U)
+
∑
xi
pX(xi)pY(F)H(Yi|Xi = xi, Yi−1 = F)
=
β
α¯+ β
(pNFH(αNF) + pAFH(αAF)) + α¯
α¯+ β
H(β).
(31)
By substituting back into (28), the mutual information yields
I(X;Y) = β
α¯+ β
(H(α¯)− pNFH(αNF)− pAFH(αAF)) .
=
H(pNFαNF + pAFαAF)− pNFH(αNF)− pAFH(αAF)
1 + (pNFαNF + pAFαAF) /β
.
(32)
6Finally, the capacity of the two-state model is found by
maximizing (32) with respect to the nanoantenna applied force
as
C = max
pAF
H(pNFαNF + pAFαAF)
1 + (pNFαNF + pAFαAF) /β
+
−pNFH(αNF)− pAFH(αAF)
1 + (pNFαNF + pAFαAF) /β
. (33)
It is sufficient to maximize over pAF since pNF = 1− pAF.
2) Continuous Case: In the previous part, we developed the
model as a discrete case given a binary input binary output
system. Nonetheless, an in-depth picture for the capacity
associated with protein conformational transitions is attained
by applying a continuous input. By having the nanoantenna
force transmit continuously, the capacity versus applied force
can be studied over a range of values. This is achieved by
expanding α¯ in (25) to become
α¯ = αNFpNF +
N−1∑
i=1
αAF(fi)pAF(fi), (34)
where pAF(fi) denotes the probability of applying a force,
fi, towards the protein. The dependency of αAF on the force
factor has been demonstrated in (24).
We find the capacity for the two-state model under the
constraint of a maximum applied force per channel use as
max
pAF
I(X;Y)
subject to 0 ≤ Fapplied ≤ Fmax.
(35)
Fmax in this case is the maximum amount of nanoantenna
applied force and pAF is the probability vector of applied
forces. The objective function in (35) is concave with respect
to the input probability vector and the constraint is linear;
hence, the optimization problem is concave. Therefore, the so-
lution of the problem can be obtained using the BA algorithm.
The algorithm begins with the transition probability matrix,
initially defined in (27), but extended to take into account
the N maximum force samples along with an arbitrary but
valid, choice for pAF. Since the mutual information in (35)
is concave in terms of the input probability, the output of the
algorithm is the optimal, capacity-achieving, input probability
distribution, pˆAF.
V. MULTI-STATE PROTEIN MODEL
A. Mathematical Model
Successive events occur inside a living cell through a
sequence of protein activation in which signaling cascades are
often illustrated by kinetic schemes. Although a node in a
network is represented by a single protein, the protein itself
can have multiple gene products with many conformations.
Each node of the protein can slightly differ in sequence. Such
differences allow a node to bind with hundreds of partners at
different times and perform many essential biological func-
tions [44].
In this section, we further extend the two-state protein con-
formation model to consider the transition between different
protein configurations in order to more accurately resemble the
protein signaling pathway especially when there are multiple
folding routes from different starting points [45]. As such,
we generalize the two-state model presented previously to
take into account multiple-states. The selectivity attained by
using THz signals allows us to target specific links in a
given network in order to create controlled interactions. These
macroscopic interactions resemble the creation or removal of
edges between nodes in a graph [46]. By targeting the THz
force on specific locations of the protein molecule, distinct
responses can be induced.
We let pY(t) =
[
py1(t), py2(t), ...., pym+1(t)
]
be the prob-
ability vector accounting for n = m + 1 states and m links.
In this case, the generalized rate matrix yields
R =

−α1 α1 0 0 .... ....
β1 −(β1 + α2) α2 0 .... ....
0 β2 −(β2 + α3) α3 .... ....
: : : : : :
: : : : βm −βm
 .
(36)
Following the same formulation presented in (10), the gen-
eralized probability matrix is given in (37). We note that
throughout the analysis, we will use Q¯ rather than Q, where
each αj is replaced by α¯j , indicating an average state change
probability.
To compute the mutual information, I(X;Y), for the multi-
state conformational model, we follow the same approach as
in the previous section, where we provide a generalization
of the formulation. First, following (28), we first compute
H(Yi|Yi−1) as
= pY(y1)H(α¯1) +
m∑
j=2
pY(yj)
(
H(βj−1) +H(α¯j)
)
+ pY(ym+1)H(βm).
(38)
Then, we find H(Yi|Xi, Yi−1) as
= pY(y1)
(
pAF1H(αAF1) + pNF1H(αNF1)
)
+
m∑
j=2
pY(yj)
(
H(βj−1) +
(
pAFjH(αAFj) + pNFjH(αNFj)
))
+ pY(ym+1)H(βm).
(39)
Substituting back in (28) we get
I(X;Y) =
m∑
j=1
pY(yj)H(α¯j)−
m∑
j=1
pY(yj)(
pAFjH(αAFj ) + pNFjH(αNFj )
)
. (40)
The capacity of the multi-state protein model is found by
maximizing (40) with respect to the nanoantenna applied force
7Q¯ =

1− α¯1∆t α¯1∆t 0 0 ... ...
β1∆t 1− (β1 + α¯2)∆t α¯2∆t 0 ... ...
0 β2∆t 1− (β2 + α¯3)∆t α¯3∆t ... ...
: : : : : :
: : : : βm∆t 1− βm∆t
 .
(37)
as
C = max
pAF
[ m∑
j=1
pY(yj)H(α¯j)−
m∑
j=1
pY(yj)(
pAFjH(αAFj ) + pNFjH(αNFj
)]
. (41)
In this case, pAF is a vector constituting the probability of
force applied to the m links.
B. Example: Four State Protein Model
Fig. 2. Multi-state protein model with several transitions.
To show the applicability of the protein multi-state model,
we apply it to a 4 state protein chain. We have the probability
occupancy vector as, p(t) = [pA(t), pB(t), pC(t), pD(t)] . The
relationship between the states is formulated using a Markov
transition PMF, which is previously given in (11) and (13).
Hence, based on Fig. 2, if the previous state, yi−1 = A, we
have
pYi|Yi−1(B|A) =
∑
xi
pYi|Xi,Yi−1(B|xi,A)pX(xi)
= pNF1αNF1 + pAF1αAF1 = α¯1,
(42)
and pYi|Yi−1(A|A) = 1−α¯1. On the other hand, if yi−1 = B,
pYi|Yi−1(A|B) =
∑
xi
pYi|Xi,Yi−1(A|xi,B)pX(xi)
= β1,
(43)
and pYi|Yi−1(B|B) = 1−(β1+α¯2). The relationship between
the remaining states follows accordingly.
Using (20), the steady state probabilities are found as
pY(y) =

β1β2β3
β1β2β3+α¯1β2β3+α¯1α¯2β3+α¯1α¯2α¯3
, y = A
α¯1β2β3
β1β2β3+α¯1β2β3+α¯1α¯2β3+α¯1α¯2α¯3
, y = B
α¯1α¯2β3
β1β2β3+α¯1β2β3+α¯1α¯2β3+α¯2α¯3α¯1
, y = C
α¯1α¯2α¯3
β1β2β3+α¯1β2β3+α¯1α¯2β3+α¯1α¯2α¯3
, y = D
(44)
In (44), we have considered the steady states after a force
has been applied to the system, i.e., each αj is replaced by
α¯j . We note also that the same relationship between α and β
holds as (22) in Sec. III. Finally, both the mutual information
and capacity are found by substituting the given states in (40)
and (41) accordingly.
C. Capacity with Average Energy Constraint
A variation on the optimization in (35) is when the average
energy of applied nanoantenna force per channel use is also
constrained. In this case, the constrained BA algorithm is
deployed to find the capacity of the multi-state protein model.
The resulting optimization problem is given as
max
pAF
I(X;Y)
subject to
∑
i
pAFiEi 6 Emax,
0 ≤ pAFi ≤ 1.
(45)
Ei is the energy applied to link i. The capacity with average
energy constraint Emax is defined as
C = max
pAF
[∑
i
pAFiQ¯ log
Q¯∑
i pAFiQ¯
−λ(
∑
i
pAFiEi − Emax)
]
. (46)
Here, Q¯ is the transition probability matrix defined in (37). The
cost function in (46) is parametrized using Lagrange multiplier
λ. The procedure followed to optimize the input distribution
is similar to that without the average energy constraint. The
additional step involves obtaining a value for λ after updating
the distribution vector pAF. This can be obtained using a
simple bisection search.
VI. NUMERICAL RESULTS
In this section, we demonstrate the results of numerically
simulating our developed models. The aim of the presented
work is to find the information rates by which protein
molecules convey information when triggered by THz nanoan-
tennas. Several scenarios are presented to take into account
different protein configurations undergoing either single or
multiple signaling interactions.
A. Discrete Case Result
In our discrete scenario, the system is binary, where the
nanoantenna force is either present or absent as mathematically
8formulated in Sec. IV. The mutual information is calculated
from the analytically derived model and the capacity is com-
puted using a bisection search. This method is guaranteed to
converge to a root, which is the value of pAF that maximizes
the capacity in our case. The discrete scenario proves the
existence of a communication channel, where information can
be transmitted upon triggering the protein by THz EM waves.
Figs. 3 and 4 illustrate the mutual information curves for
β = 0.1 and β = 0.9, respectively. The value of αNF is
fixed to 0.1 while the values of αAF vary for both cases. As
expected, the higher the value of αAF, the higher the capacity
since the value of αAF corresponds to the probability of
folding. In addition, we notice that higher values of β indicate
a higher capacity. This observation can be deduced from (32),
where an increased value of β corresponds to a higher value of
I(X;Y). The values of pAF which maximize the capacity are
clearly indicated using circles on the demonstrated 2D plots
of the mutual information curves.
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Fig. 3. (a) 3D contour plot of the mutual information curve where pAF
and αAF are varied. (b) 2D plot showing the maximizing values of pAF by
circles. αNF = 0.1 and β = 0.1, while αAF varies from the bottom from
0.1 to 0.9 with a 0.2 increment.
B. Capacity Per Channel Use Result
For the case of a continuous force, the BA algorithm is
deployed to find the capacity. The attained result further
fortifies the discrete case by providing a more detailed analysis
of how the capacity varies as a function of force. We utilize the
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Fig. 4. (a) 3D contour plot of the mutual information curve where pAF
and αAF are varied. (b) 2D plot showing the maximizing values of pAF by
circles. αNF = 0.1 and β = 0.9, while αAF varies from the bottom from
0.1 to 0.9 with 0.2 increment.
relationships given in (34) and (35) to simulate this scenario.
Protein conformational changes are measured in nanometers
(nm) and forces are given on the scale of piconewtons
(pN) [47]. The value for the protein conformational distance
was fixed at ∆` = 2 nm for maximum forces ranging between
0 − 100 pN. The selected force range of the nanoantenna
reflects THz transmissions based on intra-body link budget
analysis [4] and force sensitivity at the cellular level [16].
Fig. 5 demonstrates the capacity as a function of the applied
nanoantenna force. We observe that given a fixed value of β
and αNF, the value of the capacity increases upon increasing
the nanoantenna applied force. In addition, the higher the value
of αNF, the higher the achieved capacity for the value of
β = 0.9. In order to understand such behavior, the change in
Gibbs free energy, ∆E0ij , must be examined. In fact, ∆E
0
ij is
computed using the relationship presented in (23), which is
rearranged to yield
∆E0ij = kbT ln
[
αNF
β
]
. (47)
By increasing the value of αNF, ∆E0ij witnesses increments
until it approaches equilibrium (∆E0ij = 0) at αNF = 0.9. The
equilibrium state indicates a chemical balance, where no work
should be done on the system as it is currently in a stable state.
9As such, the amount of force directed from the nanoantenna
will be solely dedicated towards increasing the capacity at
which the protein receives information. Hence, no force will be
lost in order to first stabilize the system and then contribute to
the capacity. Even for low values of αNF, a capacity-achieving
channel is attained upon applying a force. This indicates that
the presented EM-molecular interface allows transmission of
information under different biological scenarios, where the EM
force can be regarded as a powerful tool that controls the
energy pathways of proteins.
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Fig. 5. The channel capacity as a function of the nanoantenna applied force.
The value of β is fixed to 0.9 while the value of αNF varies.
C. Capacity Result with Average Energy Constraint
For the multi-state protein model formulated in Sec. V,
we opt to find the capacity by which a cascade of protein
configurations transduce information and carries out inter-
actions upon THz stimulation. This scenario sparks a re-
semblance of enzymes and receptors that are activated via
protein phosphorylation. In addition, the selectivity provided
by using a THz nanoantenna allows us to control αAF by
governing pAF applied to each link and therefore bias our
network in a specific direction. The constrained BA algorithm
is deployed, where an average energy constraint is applied to
the capacity as formulated in Sec. V-C. For simulations, we
will use the model illustrated in Fig. 2, constituting of 4 protein
states. We examine different values of αNF while assuming
αNF1 = αNF2 = αNF3 . The value of β is studied when it is
either fixed or varied for the three links. By selecting different
values of β, we can analyze how forward transition rates are
impacted as nanoantenna force is being applied to the system.
1) Fixed β: Since protein interaction reflects a biological
phenomenon, a protein network will favor the condition which
achieves equilibrium. As such, at equilibrium, the system will
always have the highest capacity as indicated by Figs. 6
and 7. The results match the conclusion achieved in Sec. VI-B,
indicated by (47). When the system is out of equilibrium, heat
dissipation occurs and work should be done to bring the system
back to equilibrium, therefore reducing the attained capacity.
It can be also noticed that the maximum achieved capacity of
Figs. 6 and 7 is lower compared to Fig. 5. This is attributed to
the energy constraint set by Emax in (46). The chosen Emax
value corresponds to the typical energy consumed by a motor
protein [32].
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Fig. 6. The channel capacity for the multi-state protein model as a function
of the nanoantenna applied force. The value of β is fixed to 0.9 for the three
links while the value of αNF varies.
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Fig. 7. The channel capacity for the multi-state protein model as a function
of the nanoantenna applied force. The value of β is fixed to 0.1 for the three
links while the value of αNF varies.
2) Different β: Figs. 8 and 9 show the channel capacity for
the multi-state protein model as a function of the nanoantenna
force when the value of β is set different for each link.
The capacity of the system depends on the combination of
β and αNF for the three links as reflected from the mutual
information formula. The maximum capacity is achieved when
the overall free energy values of the system, composed in
our case of the three links, is closest to equilibrium. This
relationship is deduced from (47) and is given as
∆E0ij = kbT
m∑
k=1
ln
[
αNFk
βk
]
. (48)
This case resembles a more realistic intra-body scenario
because unfolding rates between protein intermediates are not
necessarily equal. Our results match the fact that physical sys-
tems in equilibrium have a statistical tendency to reach states
of maximum entropy or minimum Gibbs free energy [33].
VII. CONCLUSION AND DISCUSSION
In this paper, we present a communication system which
bridges the link between EM nanonetworks and molecular
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Fig. 8. The channel capacity for the multi-state protein model as a function
of the nanoantenna applied force. The value of β is different for each link
where β1 = 0.5, β2 = 0.6, β3 = 0.2.
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Fig. 9. The channel capacity for the multi-state protein model as a function
of the nanoantenna applied force. The value of β is different for each link
where β1 = 0.3, β2 = 0.5, β3 = 0.7.
paradigms. The developed stimuli-responsive system consti-
tuting of a nanoantenna transmitter and a protein receiver,
paves the way towards controlled intra-body interactions at
a molecular level. The key idea relies on stimulating the
protein vibrational modes to induce a change in their state.
Protein conformational changes activate biochemical events
that transduce through intra-body pathways.
The presented mathematical model uses the Boltzmann
distribution to represent the system states. For the commu-
nication channel, a Markov chain finite-state model is used to
represent the system inputs and outputs. Both a two-state and a
multi-state protein model are developed. In the former model,
the focus is on a single folding and unfolding interaction
which results in a controlled biological change in the medium
followed by a cascade of reactions. Such a model is inspired
from mechanosensitive channels that adopt two fundamental
conformational channel states separated by an energy barrier.
In the latter model, we investigate a series of interactions
representing a protein undergoing intermediate changes in
configuration, where we generalize the presented two-state
model. Expressions for the mutual information are derived for
both cases, indicating the possible information rates achieved
by stimulating proteins by THz nanoantennas. Several capacity
constraints are also introduced to make sure the system is
compatible with the intra-body medium.
The results attained indicate a feasible communication plat-
form for information transmission between the nanoantenna
and the protein. It also expresses a fundamental link between
kinetics and thermodynamics since protein interactions favor
conditions of equilibrium even when an external force is
applied to the system, which shows that the results adhere
to the second law of thermodynamics. The results agree with
the fact that a time-homogeneous Markov chain converges to
the Gibbs equilibrium measure, i.e., thermal equilibrium. In
essence, the concept of mutual information introduced in this
work not only indicates the amount of information the protein
signaling pathway carries but can also be further interpreted
in terms of molecular disorder, where the highest capacity is
obtained when minimum energy is lost. Such a conclusion
will result in various medical opportunities where proteins are
controlled and directed towards certain favorable interactions.
As a future direction, we aim to present a mathematical
model that captures the interaction between THz waves and
protein dynamics from a mechanical perspective. This involves
studying the resonance response associated with protein con-
formational changes by modeling the protein as a large set of
coupled harmonic oscillators. The mechanical model must be
integrated with the current work in order to have a complete
system that relates the triggered natural frequencies of proteins
to the probability of folding. In addition, the authors would
like to further study the relationship between THz waves and
misfolded proteins associated with neurodegenerative diseases.
This involves understanding how THz waves may alter the
pathological mechanisms and how this knowledge can be
reflected to develop disease-modifying therapeutic strategies.
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