We prove that, if a bipartite graph with e edges contains n vertex-disjoint edges, then n 2 /e complete bipartite subgraphs are necessary to cover all its edges. Similar lower bounds are also proved for fractional covers. For sparse graphs, this improves the wellknown fooling set lower bound in communication complexity. We also formulate several open problems about covering problems for graphs whose solution would have important consequences in the complexity theory of boolean functions.
Introduction
A bipartite covering of a graph is a family of complete bipartite subgraphs (or bicliques for short) such that every edge of the graph belongs to at least one of these subgraphs.
We are interested in the smallest number θ(G) of subgraphs in a bipartite covering of G. If all bicliques in the covering are edge-disjoint, then we have a bipartite decomposition; the corresponding measure is then denoted by δ(G). Note that θ(G) ≤ δ(G) ≤ n − 1 for any graph G on n vertices, just because stars are bicliques.
These measures of graphs were considered by many authors. The classical result of Graham and Pollak [5] says that that δ(K n ) = n − 1; here K n is a complete graph on n vertices. Since clearly θ(K n ) ≤ log 2 n, this implies that the gap between the decomposition and the covering num-bers may be exponential. Alon [2] generalized the Graham- Pollak theorem by showing that about kn 1/k complete bipartite subgraphs are necessary and sufficient in order to cover K n so that each edge belongs to at most k of the subgraphs.
Concerning the maximum value θ(n) of θ(G) over all nvertex graphs G it is known that n − c log 2 n ≤ θ(n) ≤ n − log 2 n + 1 for a constant c > 0; the upper bound is due to Tuza [14] and the lower bound to Rödl and Ruciński [12] . Chang [4] has earlier proved that θ(n)/n tends to 1 as n tends to infinity.
One of the most important results in this direction is the following degree bound proved by Alon in [1] : If the complement graph G of an n-vertex graph G has maximum degree D, then θ(G) ≤ cD 2 ln n for a constant c > 0. Hence, the complement of any graph of constant degree can be covered by a logarithmic number of bicliques. For bipartite graphs this was improved to to θ(G) ≤ cD ln n in [7] . (Actually, here D can be even replaced by the maximum of the average degrees of induced subgraphs of G.) This almost matches the lower bound θ(G) ≥ D ln(n/D) holding for almost all graphs and a constant > 0 ( [7] ).
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Besides that the covering number is an important characteristics of graphs, it also arises naturally when dealing with the communication complexity of boolean functions.
The relation between bipartite n × n graphs with n = 2 m and boolean functions is quite natural: each such graph G
gives us a boolean function f G (z 1 , . . . , z 2m ) in 2m variables such that f G ( x, y) = 1 iff x and y are adjacent in G; here x ∈ {0, 1} m is the binary code of x. Under this translation, log 2 θ(G) is precisely the nondeterministic communication complexity N C(f G ) of f G , and log 2 δ(G) is a lower bound on the deterministic communication complexity of f G (see, e.g., the book [8] ).
In this note we are interested in proving lower bounds on θ(G) for bipartite graphs G.
Remark 1.
The bipartite covering number of bipartite graphs can be equivalently defined as the the smallest number t for which it is possible to associate each vertex x a subset A x of {1, . . . , t} so that two vertices x and y from different parts are adjacent in G iff A x ∩ A y = ∅. The connection is simple: having a covering of G by bicliques
Notation We will use standard notations for graph. We will look at a bipartite graph G with a given partition V = V 1 ∪ V 2 of its vertices as a subset G ⊆ V 1 × V 2 of its edges.
Hence, |G| denotes the number of edges in G. A bipartite
A square of order r (or an r-square) is a complete r×r graph K r,r . We denote the largest order of a square contained in we do not require that the clique R lies in H, it is enough that it lies in G. An n-matching M n is a bipartite n × n graph consisting of n vertex disjoint edges.
Our results
A trivial lower bound on the covering number of any
It can be easily shown that this is almost optimal: for every bipartite graph G, we have
(We include an easy proof of this fact in Appendix.) However, the problem with the measure m(G) is that, due to a huge number of possible "hard cores" H, it is almost as difficult to estimate as the covering number θ(G) itself. This is why in applications (especially in the communication complexity) a more tractable special version of this measure is used, where H is just a matching. Since no bipartite clique can cover more than r(G) edges of any matching, we obtain a more tractable lower bound:
This simple fact is the main tool for proving lower bounds on the nondeterministic communication complexity of boolean functions (see, e.g., [8] ).
For bipartite n × n graphs G that do not necessarily contain large matchings, the following version of this bound was proved in [7] : if r(G) < n/2, then θ(G) ≥ n/2r(G).
Our first result improves the fooling set bound for sparse graphs.
(not necessarily disjoint) bicliques. Our goal is, for each i to define a part M i of M which the clique C i is "responsible"
for. For this purpose define the mapping f : M → {1, . . . , t} by f (e) = min{i: e ∈ C i }, and let M i = {e ∈ M : f (e) = i} be the set of edges of M assigned to the i-th clique (some of the sets M i may be empty). Let S i ⊆ C i be a square spanned by the vertices of the matching M i . That is, we leave in S i only those edges of C i both endpoints of which are incident with edges of M i . This way we obtain vertex disjoint squares whose union H = S 1 ∪· · ·∪S t still contains the whole matching M . Now, the orders r 1 , . . . , r t of the squares S 1 , . . . , S t sum up to n. Hence, r 1 + · · · + r t = n and r 2 1 + · · · + r 2 t = |H|. By Cauchy-Schwarz inequality, t|H| ≥ n 2 , and the desired lower bound t ≥ n 2 /|H| ≥ n 2 /|G| follows.
It may be interesting to compare the bound given in Theorem 3 with the following well-known lower bound on the rank of symmetric matrices in terms of its trace.
Lemma 4 (Folklore). For every real symmetric matrix A,
Proof. Let λ 1 , . . . , λ n be the eigenvalues of A, then their sum t = n i=1 λ i is the trace of A, and at most r = rk(A) of them are nonzero. Thus, the Cauchy-Schwarz inequality
If A is the the adjacency matrix of a bipartite n×n graph 
is an induced subgraph, its covering number is at most that of the whole graph G. Summing over all i this yields
Our next result concerns the fractional version of the decomposition number. If R is a set of all complete bipartite subgraphs of a given n-vertex graph G, then each covering of G can be described by a function φ : R → {0, 1} such that φ(R) = 1 iff R belongs to the covering. Hence, θ(G)
is the minimum of R∈R φ(R) over all functions φ : R → {0, 1} such that
The fractional covering number θ * (G) is the minimum of Lovász [10] has proved that, for any graph G, the gap can be at most logarithmic in the maximum degree D of G:
Hence, Theorem 3 yields corresponding lower bounds for the fractional covering number, as well. These bounds are, however, by a logarithmic factor worse as those for the covering number. Interestingly, this "annoying" ln n factor disappears, if we consider decompositions, i.e. coverings by edge-disjoint cliques.
The fractional decomposition number δ * (G) is the mini- 
Theorem 7. If a bipartite graph G contains an n-matching,
Proof. By the duality theorem in linear programming,
where w ranges over all real functions w : G → R such that 
Hence, w is a legal weight function, and we have
If we choose, say, m = 2|G|/n (twice the average degree of G), then the expression in the parenthesis is at least 1/2, and we obtain δ * (G) ≥ n 2 /4|G|.
Open problems
One of the most interesting and (apparently) most difficult problems about the clique covering number is the following general question: If a given graph G has large clique covering number, how many non-edges must be replaced by (new) edges, in order to reduce this number until a given number t? For example, it is enough to replace only half of non-edges by edges, in order to reduce the covering number θ(M ) = n of an n-matching M until 2.
To be more specific, let π s (G) be the smallest number t such that G can be written as an intersection of at most s bipartite graphs whose covering number does not exceed t.
Note that the number s of allowed graphs in the intersection is here crucial. If, for example, we take s = |G| to be the number of non-edges in G, then π s (G) ≤ 2 for any bipartite
To see this, it is enough to observe that G can be written as an intersection of all graphs G e = (V 1 × V 2 ) \ {e}, where e runs over all non-edges of G.
What we are actually interested in is the measure π(G) = min{s, π s (G)}. The importance of this measure in computational complexity stems from its relation to the size of depth-3 circuits (see [6] ). To prove the upper bound, we use the above mentioned result from [7] saying that θ(G) = O(D ln n), as long as each vertex on the left part has degree at most D in the complement graph G. For this, we just split
However, no comparable lower bound is known for explicit graphs.
Problem 9. Exhibit an explicit sequence G n of bipartite
This would yield the first super-linear lower bound on the size of log-depth circuits, and hence, resolve more than 30 years old problem in circuit complexity (see, e.g., [6] (This last claim can be easily verified by using the set intersection characterization of π(G): in a twin-free graph, the sequences of sets associated to vertices must be different.) The highest so far remains the lower bound π(H) = Ω(ln 3/2 n) proved by Lokam [9] for Hadamard graphs.
Problem 10. What is π s (H) for a Hadamard n × n graph
The following problem is about mere existence of graphs, and hence, may be (apparently) easier.
Problem 11. Does there exist bipartite n × n graphs G such that π(G) is much larger than π(G).
In particular, it is not clear whether a sequence G n of graphs exists such that ln ln π(G n )/ ln ln π(G n ) → ∞.
If it does, this would resolve an old problem in communication complexity raised in [3] .
In view of the measure π(G), it would be interesting to understand what can be said about the covering number θ(G) of a graph, if we know that its complement is H-free, for some given graph H. Note that the degree upper bound from [7] More open problems about the covering number and its variants, related to the complexity of boolean functions, can be found in [11, 6, 7] .
