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e della bellezza più luminosa,
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Sia D aperto di Cn+1 con n ≥ 1, sottoinsieme di livello di una funzione
f : Cn+1 → R di classe (almeno) C2:
D =
{
z ∈ Cn+1 /f(z) < 0
}
.
Supponiamo ∂zf 6= 0 in ogni punto z ∈ Cn+1 tale che f(z) = 0. Allora
∂D :=
{
z ∈ Cn+1 /f(z) = 0
}
è la frontiera topologica di D ed è una varietà reale (2n + 1)−dimensionale
di R2n+2. Qui, e nel seguito, identifichiamo Cn+1 con R2n+2 ed indichiamo











Il punto z di Cn+1 viene e verrà indicato con (z1, . . . , zn+1), zj = xj + iyj per
j = 1, . . . , n+ 1.


























Si riconosce senza difficoltà che
TCz (∂D) = T
R
z (∂D) ∩ iTRz (∂D)
i
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ove TRz (∂D) indica lo spazio tangente reale alla varietà ∂D nel punto z.
Lo spazio tangente TCz (∂D) è uno spazio vettoriale su C di dimensione (com-
plessa) n.
Sia ora B = {u1, . . . , un} una base ortonormale di TCz (∂D). Se indichiamo




Lz(∂D) := (〈Hf (z)uj, uk〉)j,k=1,...,n
è una matrice Hermitiana, chiamata matrice di Levi di f in z. Gli autovalori
di Lz(∂D) sono tutti reali. Se li indichiamo con λ1, . . . , λn, si pone
kz(∂D) = curvatura di Gauss-Levi di ∂D = λ1 · · · · · λn.
Si dimostra che kz(∂D) è indipendente dalla scelta della base B e della fun-
zione definente f di D. Essa è quindi un numero reale dipendente esclusiva-
mente dal bordo del dominio D e dal punto z ∈ D.
Questa nozione di curvatura è stata introdotta fra la fine degli anni ’70 e i
primi anni ’80, da Bedford e Gaveau, e da Slodkowski e Tomassini, si veda,
per esempio [10]. Nella forma qui presentata, la definizione di curvatura di
Gauss-Levi è stata data da Montanari e Lanconelli in [7].
Nella presente Tesi ci siamo occupati di soluzioni viscose per operatori ellit-
tici, in particolare per l’equazione di curvatura di Gauss-Levi.
Nel Capitolo I abbiamo anzitutto definito la classe degli operatori ellittici
degeneri. Occupandoci di studiare le proprietà delle loro sottosoluzioni clas-
siche, abbiamo individuato la nozione che ci ha portato a definire il concetto
di sottosoluzione e di soluzione viscosa. Successivamente abbiamo dimo-
strato il Principio del Confronto per le soluzioni viscose di operatori propri,
importante risultato che ci ha permesso di dimostrare attraverso il Metodo
di Perron l’esistenza ed unicità della soluzione viscosa per il Problema di
Dirichlet ad essi correlato. Infine, abbiamo riportato alcuni esempi di ope-
ratori ellittici a cui si applica il concetto di soluzione viscosa, evidenziando,
in alcuni casi, analogie con tipi di soluzione già note. Per i risultati riportati
in questo capitolo si è per lo più fatto riferimento al lavoro User’s guide to
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viscosity solutions of second order partial differential equations di Crandall,
Ishii e Lions.
Nel Capitolo II ci siamo dapprima occupati di fornire gli strumenti per defi-
nire la forma di Levi e la matrice di Levi dell’ipersuperficie reale ∂D di Cn+1,
bordo del dominio D. Trovando un risultato di indipendenza della matrice
di Levi dalla funzione definente, siamo quindi riusciti a definire la nozione
di curvatura totale o curvatura di Gauss-Levi in un punto kz(∂D). Una sua
caratterizzazione, che coinvolge una particolare espressione degli autovalori
della forma di Levi, ci ha permesso di introdurre un’equazione differenziale
totalmente non lineare, corrispondente alla ricerca di un dominio di Cn+1 con
curvatura di Gauss-Levi assegnata. Tale equazione prende il nome di equa-
zione di curvatura di Gauss-Levi o equazione di Levi Monge-Ampere per
l’analogia con l’equazione di Monge-Ampere legata alle curvature euclidee.
Grazie ad una riscrittura della matrice di Levi abbiamo potuto riconoscere
l’equazione di curvatura come un’equazione ellittica degenere, considerazione
che ci ha portato a definire anche in questo caso le soluzioni in senso visco-
so. Come nel capitolo precedente dimostriamo il Principio del Confronto per
una soprasoluzione ed una sottosoluzione viscose del Problema di Dirichlet
legato all’equazione di Levi Monge-Ampère, che sfrutta in questo caso una
proprietà chiamata perdita di condizioni al bordo. Grazie a tale principio e
al Metodo di Perron siamo stati di nuovo in grado di garantire esistenza ed
unicità della soluzione viscosa del Problema di Dirichlet per l’equazione di
curvatura di Levi. Per i risultati di questo capitolo si è principalmente fatto
riferimento ai lavori Pseudoconvex fully nonlinear partial differential opera-
tors. Strong comparison theorems di Montanari e Lanconelli e Existence and
Uniqueness of Lipschitz continuous graphs with prescribed Levi curvature di
Da Lio e Montanari.
Nel Capitolo III riportiamo invece risultati inerenti alla regolarità delle so-
luzioni viscose per l’equazione di curvatura di Levi. In particolare si impone
una netta differenza tra n = 1 e n ≥ 2: nel primo caso infatti è valido un
risultato di regolarità C∞ per le soluzioni viscose, che negli altri casi risulta
iv INTRODUZIONE
falso. Per i risultati riportati in questo capitolo si è infine fatto riferimento
ai lavori The Levi Monge-Ampère equation: smooth regularity of strictly Levi
convex solutions di Montanari e Lascialfari e Nonsmooth hypersurfaces with
smooth Levi curvature di Gutiérrez, Lanconelli e Montanari.
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Soluzioni viscose di PDE del
second’ordine
1.1 Nozione di soluzione viscosa
Consideriamo l’equazione differenziale
F (x, u,Du,D2u) = 0 (1.1)
con F : RN ×R×RN ×S (N)→ R dove S (N) è l’insieme delle matrici reali
simmetriche N × N . In (1.1) u è una funzione definita su un sottoinsieme
O ⊂ RN , Du indica il suo gradiente e D2u la matrice delle sue derivate
seconde. Attraverso la nozione di soluzione viscosa, consentiremo ad una
funzione solo continua di risolvere l’equazione (1.1).
Considereremo operatori F per cui valgano le ipotesi:
F (x, r, p,X) ≤ F (x, s, p,X) ∀ r ≤ s (H1)
F (x, r, p,X) ≤ F (x, r, p, Y ) ∀Y ≤ X (H2)
L’ipotesi (H2) è detta di ellitticità degenere. In essa per X ≤ Y si intende
che la matrice simmetrica X − Y è semidefinita positiva. Nel caso in cui
valgano entrambe le ipotesi si dice che F è propria (o che è un operatore
proprio).
1
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Un modo per definire una soluzione debole è quello di trovare proprietà
delle soluzioni classiche e poi usarle come definizione. Consideriamo in que-
st’ottica il caso u ∈ C2(RN).
Richiamiamo la seguente notazione:
f(x) ≤ o(|x|k) per x→ 0⇔
 ∃ω ∈ C([0,+∞) , [0,+∞)) tale che ω(0) = 0,supx∈Br\{0} f(x)|x|k ≤ ω(r) ∀r > 0
(1.2)
Osservazione 1.1. Sia u ∈ C2(RN) sottosoluzione classica di F = 0 in RN (i.e.
F (x, u(x), Du(x), D2u(x)) ≤ 0 ∀x ∈ RN). Siano poi ϕ ∈ C2(RN) e x̂ ∈ RN
punto di massimo locale per u−ϕ, allora D(u−ϕ)(x̂) = 0 e D2(u−ϕ)(x̂) ≤ 0,
cioè Du(x̂) = Dϕ(x̂) e D2u(x̂) = D2ϕ(x̂). Applicando l’ipotesi (H2) risulta
dunque:
F (x̂, u(x̂), Dϕ(x̂), D2ϕ(x̂)) ≤ F (x̂, u(x̂), Du(x̂), D2u(x̂)) ≤ 0.
In definitiva, se u ∈ C2(RN) è sottosoluzione classica di F = 0 in RN ,
allora ∀ϕ ∈ C2(RN), ∀x̂ punto di massimo locale per u − ϕ in RN , vale
F (x̂, u(x̂), Dϕ(x̂), D2ϕ(x̂)) ≤ 0.
Di più, essendo x̂ punto di massimo locale di u−ϕ, in un intorno di x̂ in RN ,
vale u(x) ≤ u(x̂)− ϕ(x̂) + ϕ(x) e sviluppando al second’ordine il membro di
destra otteniamo:
u(x) ≤ u(x̂)+〈Dϕ(x̂), x−x̂〉+ 1
2
〈D2ϕ(x̂)(x−x̂), x−x̂〉+o(|x−x̂|2) per x→ x̂
(1.3)
dove 〈·, ·〉 indica il prodotto scalare usuale in RN .
Consideriamo ora p ∈ RN , X ∈ S (N) tali che valga
u(x) ≤ u(x̂) + 〈p, x− x̂〉+ 1
2
〈X(x− x̂), x− x̂〉+ o(|x− x̂|2) per x→ x̂. (1.4)
Si ha, poiché u ∈ C2(RN):
• p = Du(x̂). Infatti, fissiamo j = 1, . . . , N (indicheremo con ej il j-
mo vettore della base canonica, ej = (0, . . . ,
j↓
1 , . . . , 0) e con pj la j-ma
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componente del vettore p). Osservando che x̂± tej → x̂ per 0 < t→ 0,
da (1.4) si ha, per t→ 0+
u(x̂+ tej)− u(x̂) ≤ 〈p, tej〉+ o(|x̂+ tej − x̂|) = tpj + o(t)
u(x̂− tej)− u(x̂) ≤ 〈p,−tej〉+ o(|x̂+ tej − x̂|) = −tpj + o(t)
da cui, dividendo ambo i membri per t > 0 ed osservando che u diffe-












• D2u(x̂) ≤ X. Infatti, sviluppando in x̂ il primo membro di (1.4) fino
al second’ordine, si ottiene per x→ x̂:
u(x̂) + 〈Du(x̂), x− x̂〉+ 1
2
〈D2u(x̂)(x− x̂), x− x̂〉+ o(|x− x̂|2) ≤
u(x̂) + 〈p, x− x̂〉+ 1
2
〈X(x− x̂), x− x̂〉+ o(|x− x̂|2).
Applicando il punto precedente (p = Du(x̂)), otteniamo la tesi.
In definitiva, applicando l’ipotesi (H2), se u ∈ C2(RN) è sottosoluzione clas-
sica di F = 0 in RN , allora ∀(p,X) ∈ RN ×S (N) tale che valga (1.4), vale
F (x̂, u(x̂), p,X) ≤ 0.
L’idea è quella di usare il risultato trovato nell’osservazione (1.1) per
definire la nozione di soluzione viscosa per funzioni solo continue. A tale
scopo diamo le seguenti definizioni:










〈X(x− x̂), x− x̂〉+ o(|x− x̂|2)
per O 3 x→ x̂,
}









〈X(x− x̂), x− x̂〉+ o(|x− x̂|2)
per O 3 x→ x̂,
}
detto Subjet di second’ordine di u in x̂.
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Osservazione 1.2. Se x̂ è un punto interno ad O ed Ω contemporaneamente,
allora J2,+O u(x̂) = J
2,+
Ω u(x̂).
Dimostrazione. Esiste per ipotesi ε > 0 tale che B(x̂, ε) ⊂ O ∩ Ω. Fare il
limite O 3 x → x̂ è quindi come fare il limite B(x̂, ε) 3 x → x̂, che allo
stesso modo è equivalente a Ω 3 x→ x̂.







ϕ ∈ C2 tale che u− ϕ ha massimo locale
relativamente a O in x̂
}
Dimostrazione. (⊃) Sia ϕ ∈ C2(RN) tale che u − ϕ ha massimo relativa-
mente a O in x̂. Essendo x̂ massimo locale relativamente ad O, esiste
un intorno U di x̂ in O, tale che u(x) ≤ u(x̂)−ϕ(x̂) +ϕ(x) per x ∈ U .
D’altra parte, sviluppando il secondo membro, di classe C2 su U , si
ottiene:
u(x) ≤ u(x̂) + 〈Dϕ(x̂), (x− x̂)〉+ 〈D2ϕ(x̂)(x− x̂), (x− x̂)〉+ o(|x− x̂|2)
per x→ x̂ in O.
(⊂) Sia (p,X) ∈ J2,+O u(x̂), allora per x→ x̂
u(x) ≤ u(x̂) + 〈p, (x− x̂)〉+ 〈X(x− x̂), x− x̂〉+ o(|x− x̂|2).
Per la definizione di opiccolo data dalla relazione (1.2), possiamo tro-
vare una funzione continua crescente ω : [0,∞)→ [0,∞) tale che
u(x) ≤ u(x̂) + 〈p, (x− x̂)〉+ 〈X(x− x̂), x− x̂〉+ |x− x̂|2ω(|x− x̂|).
Infatti, esiste ω0(r) continua tale che
ω0(r) ≥ sup
Br(x̂)\x̂
u(x)− u(x̂)− 〈p, (x− x̂)〉 − 〈X(x− x̂), x− x̂〉
|x− x̂|2
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e ponendo ω(r) := sup0≤ρ≤r ω0(ρ) si ottiene la relazione cercata.
Poniamo dunque






ω(ρ) dρ ≥ r2ω(r). Tale ϕ è C2 e verifica:
(Dϕ(x̂), D2ϕ(x̂)) = (p,X) u(x)− ϕ(x) ≤ u(x̂)− ϕ(x̂).
Definiamo la chiusura del superjet come segue:
J2,+O u(x) =
(p,X)∈RN×S (N)
/∃(xn, pn, Xn) ∈O×RN×S (N) :
(pn, Xn) ∈ J2,+O u(xn),
(xn, u(xn), pn, Xn)→ (x, u(x), p,X)

(1.5)
e analogamente quella del subjet.
Denotiamo nella maniera seguente le funzioni superiormente semicontinue
e inferiormente semicontinue rispettivamente:
USC(O) :=
{














Definizione 1.2. (Soluzione (Sopra-, Sotto-) viscosa.) Siano O ⊂ RN e
F : RN ×R×RN ×S (N)→ R un operatore proprio (valgono cioè le ipotesi
(H1) e (H2)). Una sottosoluzione (risp. soprasoluzione) viscosa di F = 0 in
O è una funzione u ∈ USC(O) (risp. v ∈ LSC(O)) tale che valga
F (x, u(x), p,X) ≤ 0 ∀(p,X) ∈ J2,+O u(x) ∀x ∈ O.
(risp. F (x, u(x), p,X) ≥ 0 ∀(p,X) ∈ J2,−O v(x) ∀x ∈ O.)
Diciamo che u : O → R è soluzione viscosa di F = 0 in O se è contempora-
neamente soprasoluzione e sottosoluzione.
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Proposizione 1.4. Siano u sottosoluzione viscosa e v soprasoluzione viscosa
di F = 0 in O.
• Se F ∈ LSC(O), allora F (x, u(x), p,X) ≤ 0 ∀(p,X) ∈ J2,+O u(x) ∀x∈O
• Se F ∈ USC(O), allora F (x, v(x), p,X) ≥ 0 ∀(p,X) ∈ J2,−O v(x) ∀x∈O
Dimostrazione. Dimostriamo il primo punto, essendo il secondo analogo. Fis-
siamo x ∈ O, (p,X) ∈ J2,+O u(x) e scegliamo (xn, pn, Xn) come nella (1.5).
Cos̀ı, usando prima la semicontinuità inferiore di F poi la definizione di
sottosoluzione viscosa (1.2), possiamo scrivere:
F (x, u(x), p,X) ≤ lim inf
n→∞
F (xn, u(xn), pn, Xn) ≤ F (xn, u(xn), pn, Xn) ≤ 0
dove la penultima disuguaglianza vale per ogni n.
Proposizione 1.5. Siano Ω ⊂ RN aperto e u ∈ C2(Ω). Allora u è sot-
tosoluzione (rispettivamente soprasoluzione, soluzione) viscosa di F = 0 in
Ω se e solo se u è sottosoluzione (rispettivamente soprasoluzione, soluzione)
classica.
Dimostrazione. Il fatto che una (sopra-, sotto-)soluzione classica sia una
(sopra-, sotto-)soluzione viscosa è giustificato nell’osservazione 1.1. Dimo-
striamo il viceversa. Sia x̂ ∈ Ω fissato.
Osserviamo dapprima che u è due volte differenziabile in x̂ se e solo se







(⇒) ovvio perché, sviluppando u in x̂ fino al second’ordine, si vede (Du(x̂), D2u(x̂)) ∈
J2u(x̂).
(⇐) esiste (p,X) ∈ J2,+u(x̂) ∩ J2,−u(x̂) quindi tale che
u(x) ≤ u(x̂) + 〈p, x− x̂〉+ 1
2
〈X(x− x̂), x− x̂〉+ o(|x− x̂|2)
u(x) ≥ u(x̂) + 〈p, x− x̂〉+ 1
2
〈X(x− x̂), x− x̂〉+ o(|x− x̂|2)
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quindi dal calcolo elementare: p = Du(x̂) e X ≥ D2u(x̂) dalla prima,
X ≤ D2u(x̂) dalla seconda, quindi X = D2u(x̂).
Torniamo a dimostrare la proposizione. Poiché u è sottosoluzione viscosa e
x̂ ∈ Ω, F (x̂, u(x̂), p,X) ≤ 0 ∀(p,X) ∈ J2,+Ω u(x̂), ma per (1.6), {(Du(x̂), D2u(x̂))} =
J2u(x̂) ⊂ J2,+u(x̂) e quindi, F (x̂, u(x̂), Du(x̂), D2u(x̂)) ≤ 0.
1.2 Principio del confronto
Sia F un operatore proprio su RN e sia Ω aperto limitato in RN . Vogliamo
trovare un risultato di questo tipo:
u ∈ USC(Ω) sottosoluzione viscosa di F = 0 in Ω
v ∈ LSC(Ω) soprasoluzione viscosa di F = 0 in Ω
u ≤ v in ∂Ω
⇒ u ≤ v in Ω.
Occupiamoci dapprima del caso u, v ∈ C2(Ω). Osserviamo anzitutto che per
la proposizione (1.5), u e v sono rispettivamente sottosoluzione e soprasolu-
zione classiche di F = 0 in Ω. Definiamo w := u− v: vogliamo vedere w ≤ 0
in Ω, sapendo w ≤ 0 in ∂Ω.
Poiché w è continua sul compatto Ω, esiste maxΩ w = w(x̂). Se x̂ ∈ ∂Ω
allora w ≤ 0 perché w ≤ 0 in ∂Ω. Supponiamo quindi x̂ ∈ Ω, ne viene
Du(x̂) = Dv(x̂) e D2u(x̂) ≤ D2v(x̂). Mettiamo tutto insieme sfruttando
anche l’ipotesi (H2) di ellitticità degenere di F
F (x̂, u(x̂), Du(x̂), D2u(x̂)) ≤ 0 ≤ F (x̂, v(x̂), Dv(x̂), D2v(x̂))
≤ F (x̂, v(x̂), Du(x̂), D2u(x̂)).
Da cui F (x̂, u(x̂), Du(x̂), D2u(x̂)) − F (x̂, v(x̂), Du(x̂), D2u(x̂)) ≤ 0. Per l’i-
potesi (H1) di monotonia di F , vale quindi w(x̂) ≤ 0, ma x̂ è di massimo per
w quindi w ≤ 0 in Ω.
8 1. Soluzioni viscose di PDE del second’ordine
Supponiamo ora che u ∈ USC(Ω), v ∈ LSC(Ω) e dimostriamo il seguente
teorema:
Teorema 1.6 (Principio del confronto). Sia Ω ⊂ RN aperto limitato. Sup-
poniamo F ∈ C(Ω×R×RN×S (N)) e propria (valgono cioè le ipotesi (H1),
(H2)). Supponiamo poi:
∃γ > 0 : γ(r − s) ≤ F (x, r, p,X)− F (x, s, p,X)
∀r ≥ s, x∈Ω, p∈RN , X∈S(N)
(H3)
∃ω : [0,+∞]→ [0,+∞], ω(0+) = 0 : per ogni α > 0
F (y, r, α(x− y), Y )− F (x, r, α(x− y), X) ≤ ω(α|x− y|2 + |x− y|)


















Allora, se u ∈ USC(Ω) e v ∈ LSC(Ω) sono rispettivamente una sottosolu-
zione ed una soprasoluzione di F = 0 in Ω, tali che u ≤ v in ∂Ω, si può
concludere u ≤ v in Ω.
Osservazione 1.7. • (H3) ⇒ F monotona strettamente crescente in r.
Infatti, fissati r > s, vale
0 < γ(r − s) ≤ F (x, r, p,X)− F (x, s, p,X).
• (H4) ⇒ F ellittica degenere. Infatti, siano X, Y ∈ S (N) tali che
X ≤ Y . Siano poi ξ, η ∈ RN ed ε > 0. Allora:







||Y |||ξ − η|2.
Guardando il primo e l’ultimo membro dell’uguaglianza possiamo scri-
vere (
X 0
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ed ε è sufficiente-
mente piccolo, la coppia X, Y + εI soddisfa la relazione matriciale
dell’ipotesi (H4).








, r, p, Y + εI
)






e mandando α a +∞ e ε a 0, otteniamo la condizione di ellitticità
degenere (H2).
Per dimostrare il Teorema (1.6) abbiamo bisogno del seguente lemma.





|x− y|2) per α > 0.
Supponiamo che Mα < +∞ per α grande e si possa scegliere una successione













(i) limα→∞ α|xα − yα|2 = 0;
(ii) limα→∞Mα = u(x̂) − v(x̂) = supO u(x) − v(x) per x̂ ∈ O punto limite
di xα per α→∞.
Il lemma (1.8) si può ricavare dalla seguente proposizione:
Proposizione 1.9. Siano O ⊂ RM , Φ ∈ USC(O), Ψ ∈ LSC(O), Ψ ≥ 0 e
Mα := supO(Φ(x)− αΨ(x)) per α > 0.
Supponiamo che −∞ < lim
α→∞
Mα <∞1 e si possa scegliere xα tale che
lim
α→∞
(Mα − (Φ(xα)− αΨ(xα))) = 0.
Allora:
1Osserviamo che l’esistenza di limα→∞Mα è garantita dal fatto che, essendo Ψ ≥ 0,
Mα è decrescente in α ed ammette quindi limite.




(ii) Ψ(x̂) = 0 e lim
α→∞
Mα = Φ(x̂) = sup
{Ψ(x)=0}
Φ(x) con x̂ ∈ O punto limite di
xα per α→∞.
Dimostrazione. (della Proposizione 1.9) Poniamo δα := Mα−(Φ(xα)−αΨ(xα)),
cos̀ı, per ipotesi δα → 0 per α→∞.





Ψ(xα) = Φ(xα)−αΨ(xα) +
α
2




da cui 0 ≤ αΨ(xα) ≤ 2
(
Mα/2 −Mα + δα
)
. Sfruttando le ipotesi −∞ <
limα→∞Mα < +∞ e δα
α→∞→ 0, si ricava la tesi.
Vediamo ora (ii): sia x̂ ∈ O punto limite di xα per α → ∞. Sia ora αn
n→∞→
∞. Allora, da (i), Ψ(xαn) → 0, ma Ψ è inferiormente semicontinua, quindi
0 = lim
n→∞
Ψ(xαn) = lim inf
n→∞
Ψ(xαn) ≥ Ψ(x̂) ≥ 0, cioè Ψ(x̂) = 0. Scriviamo
infine
Φ(xαn)− αnΨ(xαn) = Mαn − δαn ≥ sup
{Ψ=0}
Φ(x)− δαn
Poiché Φ è superiormente semicontinua e valgono δαn
n→∞→ 0 e (i), possiamo





Dimostrazione. (del Lemma 1.8) Si ricava dalla proposizione (1.9) con le
sostituzioni 2N → M , O × O → O, (x, y) ∈ RM , Φ(x, y) = u(x) − v(y) ∈
USC(O × O), Ψ(x, y) = |x− y|2 ∈ LSC(O × O).
Dimostrazione. (del Teorema 1.6) Vogliamo provare u− v ≤ 0 su Ω. Suppo-
niamo per contraddizione che esista z ∈ Ω tale che u(z) > v(z) da cui viene








≥ u(z)− v(z) =: M > 0. (1.8)
I) Vediamo che valgono le ipotesi del lemma (1.8). Infatti Mα < ∞ è vero
per ogni α > 0 perchè u ∈ USC(Ω), v ∈ LSC(Ω) ⇒ u − v − α
2
|x − y|2 ∈
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u(x)− v(y)− (α/2)|x− y|2
)
= Mα < +∞.
Definiamo quindi per ogni α > 0




In questo modo per ogni α vale Mα− (u(xα)− v(yα)− (α/2)|xα− yα|2) = 0.




Mα = u(x̂)− v(x̂) = sup
Ω
u(x)− v(x)
II) Risulta (xα, yα) ∈ Ω× Ω per α grande.
Procediamo per contraddizione. Osserviamo che, per (i), xα ∈ Ω per α
grande se e solo se yα ∈ Ω per α grande. Cos̀ı per escludere (xα, yα) ∈ Ω×Ω
per α grande, dobbiamo supporre che esista una successione (xαk , yαk) ∈
∂Ω × ∂Ω (αk
t→∞→ ∞). In questo caso, poichè u − v ≤ 0 su ∂Ω si avrebbe,
applicando (i) e (ii):
Mαk = u(xαk)− v(yαk)−
αk
2
|xαk − yαk |2 ≤ −
αk
2




u(x)− v(x) ≤ 0
Ma, da (1.8), per ogni α, Mα ≥M > 0, quindi il suo limite è positivo.
III) Vogliamo ora contraddire u(z)− v(z) > 0.
Per capire come procedere supponiamo dapprima che u e v siano due volte
differenziabili rispettivamente intorno a xα e yα. Poichè (xα, yα) ∈ Ω × Ω
è di massimo per (x, y) 7→ u(x) − v(y) − (α/2)|x − y|2, risulta, chiamando
X = D2u(xα), Y = D
2v(yα) e ϕ(x, y) = (α/2)|x− y|2:
Du(xα) = Dxϕ(xα, yα), Dv(yα) = −Dyϕ(xα, yα),













Poichè u e v sono rispettivamente una sottosoluzione e una soprasoluzione
di F = 0 intorno a xα e yα (si può equivalentemente dire classica o viscosa
poiché sto esaminando il caso u, v due volte differenziabili - cfr. Proposizione
1.5), si ha anche
F (xα, u(xα), α(xα − yα), X) ≤ 0 ≤ F (yα, v(yα), α(xα − yα), Y ). (1.10)
Cercheremo una contraddizione a partire dal calcolo seguente (i nume-
ri sopra gli operatori di relazione indicano le espressioni che giustificano il
passaggio):
0 < γM ≤ γMα ≤ γ(u(xα)− v(yα))
(H3)
≤
≤ F (xα, u(xα), α(xα − yα), X)− F (xα, v(yα), α(xα − yα), X) =
= F (xα, u(xα), α(xα − yα), X)− F (yα, v(xα), α(xα − yα), Y )+
+F (yα, v(yα), α(xα − yα), Y )− F (xα, v(yα), α(xα − yα), X)
(1.10)
≤
≤ F (yα, v(yα), α(xα − yα), Y )− F (xα, v(yα), α(xα − yα), X)
(1.11)
Arrivati a questo punto l’idea sarebbe di concludere sfruttando l’ipotesi (H4).
Consideriamo ora u ∈ USC(Ω), v ∈ LSC(Ω). In questo caso non possiamo
svolgere i calcoli con X e Y matrici delle derivate seconde di u e v e dobbiamo
quindi cercare X, Y ∈ S (N) tali che valga comunque la relazione (1.10) e si
riesca a sfruttare l’ipotesi (H4), proseguendo il calcolo (1.11) per arrivare ad
una contraddizione. A tale scopo citiamo il teorema seguente2:
Teorema 1.10. Siano Oi ⊂ RNi localmente compatti, ui ∈ USC(Oi) per
i = 1, . . . , k, ϕ due volte differenziabile in un intorno di O. Siano poi O :=
2Una dimpstrazione si può trovare in [4], Appendice (dimostrazione Teorema 3.2)
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O1 × · · · × Ok, w(x) := u1(x1) + . . . uk(xk) per x = (x1, . . . , xk) ∈ O.
Supponiamo x̂ = (x̂1, . . . , x̂k) massimo locale di w − ϕ relativamente ad O.
Allora per ogni i = 1, . . . , k, ∀ε > 0 ∃Xi ∈ S (Ni) tale che:
















0 . . . Xk
 ≤ A + εA2 ove A = D2ϕ(x̂) ∈
S (N) con N = N1 + · · · + Nk e ||A|| := sup {|〈Aξ, ξ〉| : |ξ| = 1} è la
norma matriciale data come il massimo dei moduli degli autovalori di
A.
Applichiamo il teorema 1.10 con k = 2, Oi = Ω, u1 = u, u2 = −v ∈ USC(Ω),
ϕ(x, y) = α
2





, ||A|| = 2α, A2 = 2αA.
Osserviamo inoltre che vale J2,−Ω u(xα) = −J
2,+
Ω v(yα) Per ogni α > 0 fissato,
otteniamo dunque:
∀ε > 0 ∃X, Y ∈ S (N) tali che








































Poiché F è continua, come visto nella proposizione 1.4, la relazione (1.10)
continua a valere. Possiamo dunque proseguire il calcolo (1.11) sfruttando
l’ipotesi (H4) come segue:
γδ ≤ F (yα, v(yα), α(xα − yα), Y )− F (xα, v(yα), α(xα − yα), X) ≤
≤ ω(α|xα − yα|2 + |xα − yα|)
Ma, dal risultato (i) del Lemma 1.8, α|xα − yα|2 + |xα − yα|
α→∞→ 0, quindi
mandando la disuguaglianza al limite per α → ∞, si ottiene δ ≤ 0, che è
contraddittorio.
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Definizione 1.3. Diciamo che u è soluzione (risp. sottosoluzione, sopraso-
luzione) viscosa del Problema di Dirichlet
(PD)
{
F (x, u(x), Du(x), D2u(x)) = 0 in Ω (I)
u = 0 in ∂Ω (II)
se u ∈ C(Ω) (risp. u ∈ USC(Ω), u ∈ LSC(Ω)), u è soluzione (risp. sottoso-
luzione, soprasoluzione) viscosa di (I) e vale u(x) = 0 ∀x ∈ ∂Ω (risp. u ≤ 0,
u ≥ 0).
Corollario 1.11 (Unicità della soluzione viscosa). Supponiamo che valgano
le ipotesi del Teorema 1.6. Se esiste u ∈ C(Ω) soluzione viscosa di (PD),
essa è unica.
Dimostrazione. Sia v ∈ C(Ω) una soluzione viscosa di (PD). In particolare u
è sottosoluzione di F = 0 in Ω, v è soprasoluzione di F = 0 in Ω e vale u = v
su ∂Ω. Allora, per il principio del confronto u ≤ v in Ω. Scambiando i ruoli
di u e v si ottiene u = v in Ω.
1.3 Metodo di Perron ed Esistenza
In questo paragrafo indicheremo con Ω ⊂ RN un aperto limitato.
Denotiamo nella maniera seguente gli inviluppi rispettivamente superior-
mente semicontinuo e inferiormente semicontinuo di una funzione generica










Il principio del confronto ci garantisce l’esistenza di una soluzione viscosa
di (PD), combinato con il metodo di Perron.
Teorema 1.12 (Esistenza di una soluzione viscosa. Metodo di Perron). Sia
F propria (valgono (H1) e (H2)) e continua.
Supponiamo che valga il principio del confronto per (PD) e cioè che se w è
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sottosoluzione viscosa di (PD) e v è soprasoluzione viscosa di (PD), allora
w ≤ v in Ω.
Supponiamo poi che esistano u e u rispettivamente una sottosoluzione ed una
soprasoluzione viscose di (PD) tali che
u∗ = u
∗ = 0 in ∂Ω. (1.13)
Allora la funzione
W (x) := sup {w(x) /u ≤ w ≤ u w è sottosoluzione di (PD)}
è soluzione viscosa di (PD).
Per dimostrare il Metodo di Perron sfrutteremo i risultati di due Lemmi
1.13 e 1.15.
Lemma 1.13. Sia O localmente compatto. Supponiamo F ∈ LSC(Ω×R×





Se w∗(x) <∞ per x ∈ O, allora w∗ è sottosoluzione viscosa di F = 0 in O.
A sua volta, il Lemma 1.13, sfrutta il risultato della seguente proposizione.
Proposizione 1.14. Sia O localmente compatto. Siano v ∈ USC(O), z ∈
O, (p,X) ∈ J2,+O v(z). Supponiamo che un ∈ USC(O) sia una successione di
funzioni tale che:
(a) ∃xn ∈ O : (xn, un(xn))→ (z, v(z));
(b) Se zn ∈ O e zn → x ∈ O, allora lim supn→∞ un(zn) ≤ v(x).
Allora ∃x̂n ∈ O, (pn, Xn) ∈ J2,+O un(x̂n) tali che
(x̂n, un(x̂n), pn, Xn)
n→∞→ (z, v(z), p,X). (1.14)
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Dimostrazione. (della Proposizione 1.14) Senza perdere di generalità si pone
z = 0. Poiché O è localmente compatto e (p,X) ∈ J2,+O v(0), ∀δ > 0 ∃r > 0 :
Br := {x ∈ O /|x| ≤ r} è compatto e
v(x) ≤ v(0) + 〈p, x〉+ 1
2
〈X · x, x〉+ δ|x|2 per x ∈ Br (1.15)





〈X · x, x〉+ 2δ|x|2
)
, cioè
un(x) ≤ un(x̂n) + 〈p, x− x̂n〉+ 12(〈X · x, x〉 − 〈X · x̂n, x̂n〉) + 2δ(|x|
2 − |x̂n|2)
per x ∈ Br.
(1.16)
Poiché Br è compatto, eventualmente passando ad una sottosuccessione ∃y ∈
Br tale che x̂n → y. Dobbiamo vedere y = 0.
Da (a), ∃xn ∈ O : (xn, un(xn)) → (0, v(0)), quindi xn ∈ Br almeno da un
certo n in poi. Sostituendo x 7→ xn in (1.16) si ottiene
un(xn) ≤ un(x̂n)+〈p, xn−x̂n〉+
1
2
(〈X ·xn, xn〉−〈X ·x̂n, x̂n〉)+2δ(|xn|2−|x̂n|2),
cos̀ı, passando al limite inferiore si ha
v(0) ≤ lim inf
n→∞
un(x̂n)− 〈p, y〉 −
1
2
〈X · y, y〉 − 2δ|y|2
(b)
≤
≤ v(y)− 〈p, y〉 − 1
2




Da v(0) ≤ v(0)− δ|y|2 ∀δ > 0 ricaviamo subito y = 0.
Vediamo ∃ limun(x̂n) = v(0). Questo è vero perché, per ipotesi, lim sup
n→∞
un(x̂n) ≤
v(0) inoltre, dalla precedente catena di disuguaglianze, essendo y = 0, si ha
v(0) ≤ lim infn→∞ un(x̂n), possiamo quindi concludere.
Rimane da vedere che ∃(pn, Xn) ∈ J2,+O u(x̂n) tale che (pn, Xn) → (p,X).
Questo è vero perché (p+ 4δxn +Xxn, X + 4δI) ∈ J2,+O un(x̂n) per n grande
e l’insieme{
(q, Y ) ∈ RNS (N)
/
∃zn ∈ O, (pn, Xn) ∈ J2,+O un(zn) tale che
(zn, un(zn), pn, Xn)→ (0, v(0), q, Y )
}
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è chiuso e contiene (p,X + 4δI) per δ > 0 dall’alto.
Dimostrazione. (del Lemma 1.13) Devo vedere:
• w∗ ∈ USC(O), vero per definizione di inviluppo superiormente semi-
continuo.
• F (z, w∗(z), p,X) ≤ 0) ∀(p,X) ∈ J2,+O w∗(z) ∀z ∈ O.















possiamo scegliere una successione xn ∈ O : w(xn)→ w∗(z) ed una un ∈ F :
un(y)→ w(y) per ogni y fissato in O. Ne viene che
∃(xn, un) ∈ O ×F : un(xn)→ w∗(z).
Inoltre, se O 3 zn → x ∈ O, essendo per ogni u ∈ F , u(y) ≤ w(y) ≤ w∗(y)
per ogni y ∈ O, allora un(zn) ≤ w∗(zn), cos̀ı lim sup
n→∞




Sono quindi verificate le ipotesi della Proposizione 1.14, ne viene
∃x̂n ∈ O, (pn, Xn) ∈ J2,+O un(x̂n) : (x̂n, un(x̂n), pn, Xn)
n→∞→ (z, w∗(z), p,X)
Cos̀ı, poichè ogni un ∈ F e quindi è sottosoluzione, vale F (x̂n, un(x̂n), pn, Xn) ≤
0 ∀n, ed essendo F inferiormente semicontinua vale
F (z, u(z), p,X) ≤ lim inf
n→∞
F (x̂n, un(x̂n), pn, Xn) ≤ 0.
Lemma 1.15. Sia u sottosoluzione viscosa di F = 0 in Ω. Se u∗ non è
soprasoluzione di F = 0 in qualche punto x̂ ∈ Ω, allora per ogni ε > 0
piccolo, esiste una sottosoluzione viscosa di Uε di F = 0 in Ω, tale che{
Uε(x) ≥ u(x) e supΩ(Uε − u) > 0 per x ∈ Ω, |x− x̂| < ε
Uε(x) = u(x) per x ∈ Ω, |x− x̂| ≥ ε
(1.17)
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Dimostrazione. Senza perdere in generalità supponiamo x̂ = 0 ∈ Ω. Per
ipotesi vale che F (0, u∗(0), p,X) < 0 per qualche (p,X) ∈ J2,−Ω u∗(0). Allora,
per continuità di F ,
uδ,γ(x) := u∗(0) + δ + 〈p, x〉+
1
2
〈Xx, x〉 − γ|x|2
è sottosoluzione classica di F = 0 in un intorno Br(0) ⊂ Ω per δ, γ, r > 0
piccoli (i.e. F (y, u∗(0)+δ+〈p, y〉+ 12〈Xy, y〉−γ|y|
2, p+Xy−2γy,X−2γ) ≤ 0
per y ∈ Br(0) con r, δ, γ piccoli). Siccome (p,X) ∈ J2,−Ω u∗(0), vale poi




cos̀ı, scegliendo δ := r
2
γ, posso concludere uδ,γ ≤ u per r2 ≤ |x| ≤ r, in
quanto:









Per ogni punto x ∈ Br(0) l’inviluppo superiore w delle due sottosoluzioni u
e uδ,γ, w(x) = max {u(x), uδ,γ(x)} risulta a sua volta sottosoluzione viscosa
di F = 0 per il Lemma 1.13. In particolare, la funzione U : Ω→ R
U(x) :=
{
max {u(x), uδ,γ(x)} per |x| < r
u(x) per |x| ≥ r
è una sottosoluzione viscosa di F = 0 in Ω per cui vale supΩ U−u > 0. Infatti,
per definizione di inviluppo inferiore di una funzione esiste una sequenza
xn




(U(xn)− u(xn)) = uδ,γ(0)− u∗(0) = u∗(0) + δ − u∗(0) > 0.
Scegliendo r, γ sufficientemente piccoli si ottiene la tesi.
Dimostrazione. (del Teorema 1.12) Osserviamo anzitutto che sotto le ipotesi
del teorema 1.6 il principio del confronto vale per (PD).
Ricordiamo che abbiamo per ipotesi u e u rispettivamente sottosoluzione e
soprasoluzione di F = 0 in Ω e u∗ = u
∗ = 0 in ∂Ω. Chiamiamo
F := {w sottosoluzione di (PD) /u ≤ w ≤ u} .
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Sarà W (x) := supw∈F w(x). Per il Lemma 1.13, W
∗ è sottosoluzione viscosa
di F = 0 in Ω. Per ogni fissato x ∈ Ω, vale u(x) ≤ w(x) ∀w ∈ F , da cui
u(x) ≤ W (x) ed infine u∗(x) ≤ W∗(x). Con un ragionamento analogo si
conclude u∗(x) ≥ W ∗(x), cos̀ı possiamo scrivere
u∗(x) ≤ W∗(x) ≤ W (x) ≤ W ∗(x) ≤ u∗(x)
da cui si deduce W∗ = W = W
∗ = 0 in ∂Ω.
Applichiamo il principio del confronto (u soprasoluzione, W ∗ sottosoluzione,
u = W ∗ in ∂Ω) e otteniamo W ∗ ≤ u in Ω. Allora W ∗ ∈ F , quindi per
definizione di W si ha W ∗ ≤ W , quindi W = W ∗.
Supponiamo per assurdo che la sottosoluzione W = W∗ non sia soprasoluzio-
ne viscosa di (PD) in un punto x̂ ∈ Ω. Fissiamo allora ε > 0 e definiamo la
sottosoluzione Uε come nel Lemma 1.15, cos̀ı si ha, per ε piccolo a sufficienza
da tenere ∂Ω fuori dalla palla Bε(x̂),
Uε ≥ W ≥ u in Ω con supΩ(Uε −W ) > 0
Uε = W = 0 in ∂Ω.
Applicando di nuovo il principio del confronto (u soprasoluzione, Uε sottoso-
luzione, u = Uε in ∂Ω) si ottiene Uε ≤ u in Ω. Questo significa che Uε ∈ F
e quindi che Uε ≤ W . Dovrebbe quindi essere Uε = W su Ω, ma questo
va contro supΩ(Uε − W ) > 0. In definitiva, W∗ è soprasoluzione nulla al
bordo. Per il principio del confronto (essendo W sottosoluzione) si ha quindi
W ≤ W∗, da cui si deduce
W∗ = W = W
∗ soluzione viscosa di (PD).
1.4 Esempi
Vediamo ora alcuni esempi di equazioni alle derivate parziali che rientrano
nel caso studiato.
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Esempio 1.1 (Equazioni del prim’ordine). Chiaramente un operatore del
prim’ordine F (x, u,Du) è sempre ellittico degenere poiché non dipende dalle
derivate seconde. F è proprio se è monotono crescente in r.
Esempio 1.2 (Equazione di Laplace).
−∆u+ c(x)u = f(x) (1.18)
La F corrispondente è data da F (x, r, p,X) = −trace(X) + c(x)r − f(x) e
rispetta:
(H1) se c ≥ 0;
(H2) è verificata perché prese X, Y ∈ S (N), allora Y ≤ X ⇒ trace(Y ) ≤
trace(X) ⇐⇒ F (x, r, p,X) ≤ F (x, r, p, Y )
Si osserva che nel caso del Laplaciano, corrispondente a F = −trace(X), la
nozione di sottosoluzione viscosa è equivalente a quella di funzione subarmo-
nica, data come segue: u ∈ USC(Ω) è subarmonica su Ω se
∀ palla chiusa B ⊂ Ω ∀h ∈ C2 : ∆h = 0 in B, allora
se u ≤ h su ∂B, vale u ≤ h su B.
(1.19)
Vale a dire che, preso Ω aperto limitato, allora:
u ∈ USC(Ω) è sottosol. vis. di −∆u = 0 (F = 0) su Ω⇔ u è subarm. su Ω
Vediamo, come esempio, l’implicazione da sinistra a destra. Supponiamo per
assurdo che u sia una sottosoluzione viscosa, ma non subarmonica. Questo
vuole dire che esiste B palla chiusa contenuta in Ω ed esiste h ∈ C2 con
∆h = 0 su B tale che u− h ≤ 0 su ∂B e supB(u− h) > 0. Considerando per
ε > 0 la funzione x 7→ u(x)− h(x) + ε|x|2 =: gε(x), continua su B compatto,
possiamo fissare x̂ε ∈ B punto di massimo per gε. Si può scegliere ε piccolo
a sufficienza perché gε(x) ≤ 0 su ∂B. D’altra parte, supB(u− h) > 0, quindi
x̂ε ∈ B. Fissiamo dunque un tale ε e definiamo il polinomio quadratico








Risulta che x̂ε è di massimo locale per u − q. Infatti, sapendo che u(x) −
h(x) + ε|x|2 ≤ u(x̂ε)− h(x̂ε) + ε|x̂ε|2, se sviluppiamo h intorno a x̂ε vale
u(x) + ε|x|2 ≤ u(x̂ε) + (h(x)− h(x̂ε)) + ε|x̂ε|2 =
= u(x̂ε) + 〈Dh(x̂ε), (x− x̂ε)〉+
1
2
〈D2h(x̂ε)(x− x̂ε), (x− x̂ε)〉+
+o(|x− x̂ε|2) + ε|x̂ε|2
Ne ricaviamo
u(x) ≤ u(x̂ε) + 〈Dh(x̂ε), (x− x̂ε)〉+
1
2
〈D2h(x̂ε)(x− x̂ε), (x− x̂ε)〉+
+o(|x− x̂ε|2) + ε|x̂ε|2 − ε|x|2 ≤
≤ q(x)− 1
2
ε|x− x̂ε|2 + o(|x− x̂ε|2) ≤
≤ q(x) + |x− x̂ε|2 (−ε/2 + o(1))
da cui
u(x)− q(x) ≤ 0 = u(x̂ε)− q(x̂ε) per x in un intorno di x̂ε
D’altra parte, per ogni x vale
D2q(x) =





∂N1h(x̂ε) . . . ∂NNh(x̂ε) + ε− 2ε
 = D2h(x̂ε)− εI,
allora −∆q(x) = −∆h(x̂ε) + Nε > 0, in contraddizione con l’ipotesi che u
sia sottosoluzione viscosa di ∆u = 0.
Ricordiamo che un’equazione alle derivate parziali F (x, u,Du,D2u) = 0
è detta:




αu = f(x) con α multiindice e aα
funzioni assegnate;




αu+ a0(x, u,Du) = 0;
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αu+ a0(x, u,Du) = 0;
• nonlineare se non rientra in nessuno dei casi precedenti.













+ c(x)u(x) = f(x) (1.20)
dove la matrice A := (ai,j) è simmetrica. La F corrispondente è data da:
F (x, r, p,X) = −trace(A(x)X) +
N∑
i=1
bi(x)pi + c(x)r − f(x).
In questo caso F è
(H1) monotono se c ≥ 0;
(H2) ellittico degenere se e solo se A(x) ≥ 0 per ogni x. Infatti, se A(x) ≥ 0
per ogni x, ricordando che se M,N sono matrici simmetriche semide-
finite positive, allora trace(MN) ≥ 0, (H2) risulta verificata. Per il
viceverrsa dimostriamo che se trace(MN) ≥ 0 ∀N ≥ 0 allora M ≥ 0.
Sia ξ ∈ RN un vettore colonna. La matrice ξ ·ξT è semidefinita positiva
e vale
0 ≤ trace(M(ξ · ξT )) = trace(ξTMξ) = 〈Mξ, ξ〉.
Esempio 1.4 (Equazioni Ellittiche Degeneri Quasilineari). Studiamo sepa-
ratamente i due casi seguenti:






(ai(x,Du)) + b(x, u,Du) = 0 (1.21)
scritta anche come −div(a(x,Du)) + b(x, u,Du) = 0 dove a(x, p) è
il campo (a1(x, p), . . . , aN(x, p)). (1.21) è generalmente ellittica se il
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campo a(x, p) è monotono crescente in p come una mappa da RN a
RN , ossia se
〈a(x, p)− a(x, q), p− q)〉 ≥ 0 ∀p, q ∈ RN . (1.22)















cos̀ı la F corrispondente è data da





(x, p) = 0.
Vediamo le condizioni necessarie perchè F sia propria:
(H1) è verificata se b è monotona crescente in r;
(H2) è sempre verificata perchè a è monotono in p. Infatti: fissiamo
q, ξ ∈ RN , poniamo in (1.22), p = q + hξ con h 6= 0 e dividiamo
per h2. Ne viene:
N∑
i=1








(q)ξiξj ≥ 0 ∀q, ξ ∈ RN .
Cos̀ı, per ogni X, Y ∈ S (N) : X − Y ≥ 0, trace(Dpa(x, p)(X −
Y )) ≥ 0.
Due esempi di operatori di questo tipo sono dati dall’equazione delle
superfici minime in forma non parametrica (1.23) e dall’m-laplaciano
(1.24).




2 trace(p⊗ p)X+b(x, r)
(1.23)
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ottenuta per a(x, p) = (1 + |p|2)−
1
2p.
F (x, r, p,X) = −|p|m−2trace(X)−(m−2)|p|m−4trace(p⊗ p)X+b(x, r)
(1.24)
ottenuta per a(x, p) = |p|m−2p.







+ b(x, u,Du) = 0 (1.25)
con A(x, p) = (ai,j(x, p))i,j ∈ S (N). La F corrispondente è data da
F (x, r, p,X) = −trace(A(x, p)X) + b(x, r, p) che soddisfa
(H1) se b è cresente rispetto a r;
(H2) se A ≥ 0.
Due esempi sono dati dall’equazione
−ν∆u+ f(x, u,Du) = 0
con ν > 0 e f crescente in u e dall’equazione di Lévi, che compare
nella formulazione del problema di trovare una ipersuperficie di C2 con























































1 + p23 0 p1p3 − p2
0 1 + p23 p2p3 + p1
p1p3 − p2 p2p3 + p1 p21 + p22

che è semidefinita positiva (si può vedere con la regola dei minori
principali), ma ha determinante nullo per ogni p.
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Esempio 1.5 (Equazione di Monge-Ampere). Il problema da risolvere è
u convessa det(D2u) = f(x, u,Du) (MA)
con f(x, r, p) ≥ 0. La F corrispondente è discontinua:
F (x, r, p,X) :=
{
− det(X) + f(x, r, p) se X ≥ 0
+∞ altrimenti
In questo caso
(H1) è verificata se f è crescente in r;
(H2) Vediamo che F è ellittico degenere. Siano X, Y ∈ S (N) tali che X −
Y ≥ 0
– se néX né Y sono semidefinite positive, F (x, r, p,X) = F (x, r, p, Y ) =
∞;
– se Y ≥ 0, necessariamente anche X ≥ 0 perché X = (X −Y ) +Y
somma di matrici semidefinite positive. In questo caso dunque
F (x, r, p,X) = − det(X) + f(x, r, p) ≤ − det(Y ) + f(x, r, p) =
F (x, r, p, Y ).
– seX ≥ 0 e Y non è semidefinita positiva, F (x, r, p,X) = − det(X)+
f(x, r, p) ≤ +∞ = F (x, r, p, Y ).
Sia Ω aperto limitato di RN . In questo caso, in accordo con la Defini-
zione 1.2 e sfruttando la proposizione 1.3, u ∈ C(Ω) è soluzione viscosa
di (MA) in Ω se ∀ϕ ∈ C2, x̂ ∈ Ω punto di massimo relativo di u − ϕ
in Ω, si ha
det(D2ϕ(x̂)) ≥ f(x̂, u(x̂), Dϕ(x̂), D2ϕ(x̂)).
Introduciamo la nozione di soluzione di Alexandrov per F = 0 in Ω,
aperto e convesso. Si potrà vedere che è analoga a quella di soluzione
viscosa.
Chiamiamo sottodifferenziale di u : Ω→ R in x̂ ∈ Ω l’insieme
∂u :=
{
p ∈ RN /u(x) ≥ u(x̂) + 〈p, x− x̂〉 ∀x ∈ Ω
}
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e, dato E ⊂ Ω, poniamo ∂u(E) :=
⋃
x∈E ∂u(x). Come Gutiérrez di-
mostra in [6] (Teorema 1.1.13) è possibile definire una misura finita sui
compatti sulla σ-algebra S := {E ⊂ Ω /∂u(E) è misurabile secondo Lebesgue},
data da
Mu(E) := |∂u(E)|
detta misura di Monge-Ampère associata a u. A questo punto, diciamo





Si dimostra che, se f è continua, la nozione di soluzione viscosa per






2.1 Forma di Levi e curvatura totale di Levi
Riprendiamo le nozioni dell’Introduzione.
Per una funzione f : Cn+1 → R utilizziamo le seguenti notazioni:
fl ≡ fzl =
∂f
∂zl
, fz ≡ fzl =
∂f
∂zl
p ∈ Cn+1, ∂pf := (fz1(p), . . . , fzn+1(p)), ∂pf := (fz1(p), . . . , fzn+1(p)).
Consideriamo ∂D := {z ∈ Cn+1 /f(z) = 0} varietà reale, bordo del dominio
D = {z ∈ Cn+1 /f(z) < 0}, ove f : Cn+1 → R è una funzione reale di classe
(almeno) C2 e tale che
∂pf 6= 0 ∀p ∈ ∂D.
In questo caso si dice che f è funzione definente per D.
Osserviamo che la matrice Hessiana complessa definita nell’Introduzione Hp(f)
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Sotto queste ipotesi diamo la seguente definizione.
Definizione 2.1. La forma Hermitiana




ristretta al piano tangente complesso TCp (∂D) è detta forma di Levi della
funzione f nel punto p.
Definiamo anche la forma di Levi normalizzata




Osservazione 2.1. La forma di Levi normalizzata non dipende dalla scelta
della funzione definente f ma solo dal dominio D.
Più in generale, fissata B = {u1, . . . , un} base ortonormale di TCp (∂D),










Allora, indicando con λ(A) lo spettro di una matriceA, se f ′ eB′ = {v1, . . . , vn}
sono rispettivamente un’altra funzione definente D e un’altra base ortonor-
male di TCp (∂D), vale:
λ(Lp(f,B)) = λ(Lp(f
′, B′)).
Dimostrazione. (vedi [7], Proposizione A.1) Siano U = (u1, . . . , un), V =
(v1, . . . , vn) e R la matrice ortonormale tale che V = UR. Indichiamo con
A(U) :=
(




AT (U) = U∗H Tp (f)U A
T (V ) = R∗U∗H Tp (f)UR = R
∗AT (U)R
quindi A(U) e A(V ) hanno gli stessi autovalori.
Poichè f ed f ′ sono funzioni definenti D, si ha che esiste σ > 0 σ ∈ C1 tale
che f ′ = σf in un intorno di p (per una dimostrazione si veda [9], Capitolo II,
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Lemma 2.5). ne segue f ′j,k(p) = σ(p)fj,k(p) +σj(p)fk(p) +σk(p)fj(p), quindi,
per ogi ζ ∈ TCp (∂D),







= σ(p)〈H Tp (f)ζ, ζ〉+ 2Re(〈ζ, ∂pf〉〈∂pσ, ζ〉) = σ(p)〈H Tp (f)ζ, ζ〉
D’altra parte ∂pf





〈H Tp (f ′)ζ, ζ〉 =
1
|∂pf |
〈H Tp (f)ζ, ζ〉 = Lp(f, ζ).
Conveniamo di chiamare autovalori di una forma Hermitiana 〈Qζ, ζ〉 de-
finita sul C-spazio vettoriale V , gli autovalori della sua matrice associata
(〈Quj, uk〉)j,k con {u1, . . . un} base di V e n = dimV . Grazie all’osservazione
2.1 possiamo dare la seguente definizione per D, con B arbitraria base di
TCp (f).
Definizione 2.2 (Curvatura di Gauss-Levi o curvatura totale). Si chiama












0 f1 . . . fn+1





fn+1 fn+1,1 . . . fn+1,n+1
 (2.1)
dove tutte le derivate sono calcolate in p.
Dimostrazione. Sia B = {u1, . . . , un} base ortonormale di TCp (f). Sia poi
A := (〈H Tp (f)uj, uk〉)j,k. Poiché per definizione TCp (f) = (∂pf)⊥, ponendo




, otteniamo {u1, . . . , un, un+1} base ortonormale di Cn+1. Chia-
miamo U la sua matrice unitaria associata, U = [u1, . . . , un, un+1]. Vale la
relazione A = U
−1
Hp(f)U .
Consideriamo ora una base di Cn+2 data come {v0, . . . , vn+1} dove v0 =







di dimensione (n + 2) × (n + 2). Coniughiamo C con la matrice unitaria











0 . . . 0 1
...
0 (〈H Tp (f)uj, uk〉)j,k
1
 .
Ora sviluppiamo det(M) prima rispetto all’ultima riga, poi rispetto all’ultima
colonna. Si ottiene, ricordando la definizione di forma di Levi normalizzata:
det(M) = (−1)(n+3)+(n+2) det((〈H Tp (f)uj, uk〉)j,k) =
= − det(|∂pf |Lp(f,B)) =
= −|∂pf |nkp(∂D)






0 f1 . . . fn+1





fn+1 fn+1,1 . . . fn+1,n+1

Eguagliando le ultime due equivalenze si ottiene la tesi.
Vediamo ora un’altra maniera per poter esprimere la curvatura di Gauss-
Levi. Dalla relazione che troveremo potremo impostare un problema diffe-
renziale legato a tale curvatura di tipo ellittico degenere. Definiamo
Aj,k(f) := 〈H Tp (f)uj, uk〉
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dove B = {u1 . . . un} è la base di TCp (∂D) fissata nella maniera seguente:
siccome ∂pf 6= 0, assumiamo ∂n+1f(p) 6= 0 e poniamo




dove {e1, . . . , en+1} è una base canonica di Cn+1. Gli uj risultano linearmente












Con tale scelta di B, risulta quindi:




















Gli autovalori della forma di Levi normalizzata, che per l’osservazione 2.1
non dipendono dalla scelta della base B, possono essere scritti in funzione
della matrice n× n complessa
A(f) := (Aj,k(f))j,k=1...n.
Infatti
Proposizione 2.3. Gli autovalori della forma di Levi normalizzata di ∂D






H(f) := In −
α · α∗
1 + |α|2
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Dimostrazione. Una dimostrazione è fornita in [7], Proposizione 2.1.
Come prima osservazione di questa proposizione, vediamo come si può










Diamo una definizione che risulterà utile in seguito.
Definizione 2.3 (Dominio pdeudoconvesso.). Diciamo che un dominio D ⊂
Cn+1 è pseudoconvesso (fortemente) se, detta f una funzione definente per D,
la sua forma di Levi normalizzata è semidefinita positiva (definita positiva).
2.2 Nozione di soluzione viscosa per l’opera-
tore LMA
Con la relazione (2.3) siamo pronti per introdurre il problema differen-
ziale equivalente a trovare un dominio di Cn+1 con curvatura di Gauss-Levi
assegnata.
Sia Ω ⊂ R2n+1 aperto limitato e u ∈ C2(Ω). Chiamiamo
D = epi(u) = {(z, t, s) ∈ Cn × R× R /s > u(z, t)} l’epigrafico di u
∂D =
{
(z, t, s) ∈ Cn+1 /s = u(z, t)
}
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(uxjt − iuyjt) fn+1,k = 14(uxkt + iuykt),
(2.4)






(∂x1u,−∂y1u, . . . , ∂xnu,−∂ynu, ∂tu, 1) .
Indichiamo A(Du,D2u) = A(f) e kξ(u) = k(ξ,u(ξ))(∂D). Utilizzando la






Chiamiamo operatore di Levi-Monge-Ampere l’operatore del second’ordine
u 7→ LMA(u) := detA(Du,D2u)
ed equazione di curvatura di Gauss-Levi la seguente:
det(A(Du,D2u)) = k(ξ, u)f(Du). (2.6)
dove k è una funzione assegnata, k > 0 e f(Du) = 2n
(1 + |Du|n+22 )
1 + (∂tu)2
.
Vorremo trovare soluzioni del problema di Dirichlet{
LMA(u) = k(ξ, u)f(Du) ξ ∈ Ω
u = g ξ ∈ ∂Ω
(2.7)
dove k > 0 e g ∈ C(∂Ω).
Avendo assegnato k > 0, l’equazione di curvatura ha senso solo quando la
matrice A(Du,D2u) è semidefinita positiva. Per questo definiamo l’operatore
associato all’equazione di curvatura in questo modo
F (ξ, r, p,X) :=
{
k1/n(ξ, p)f 1/n(p)− det(A(p,X))1/n se A(p,X) ≥ 0
+∞ altrimenti
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Definizione 2.4 (funzione Levi convessa.). Diciamo che u ∈ C2(Ω) è Levi
convessa in ξ̂ ∈ Ω se Lξ̂(u) ≡ L(ξ̂,u(ξ̂))(f) ≥ 0 (f(ξ, s) = u(ξ) − s). Diciamo
poi che è Levi convessa in Ω se lo è per ogni ξ̂ ∈ Ω.
Proposizione 2.4. u è Levi convessa se e solo se A(Du,D2u) è semidefinita
positiva
Dimostrazione. Una dimostrazione si può trovare in [8].
Indaghiamo sulle proprietà di F . Indichiamo con <(Aj,k) e =(Aj,k) ri-
spettivamente la parte reale e immaginaria di Aj,k. Dalle relazioni (2.4) e
dalla (2.2) si ricava
<(Aj,k) = uxjxk+uyjyk +ajuxkt+akuxjt+bjuykt+bkuyjt+(ajak+bjbk)utt (2.8)









Indichiamo con a e b rispettivamente i vettori di lunghezza n con componenti





dove Σ è la matrice n× (2n+ 1)
Σ = (In,−iIn, a− ib).
Dalla relazione (2.10) possiamo ricavare subito che, se X, Y sono matrici
simmetriche tali che Y ≤ X, vale, per ogni p ∈ R2n+1
A(p, Y ) ≤ A(p,X). (2.11)
Infatti se X − Y ≥ 0, allora, per ogni fissato η ∈ Cn 〈Σ(X − Y )ΣTη, η〉 =
〈(X − Y )ΣTη,ΣTη〉 ≥ 0. Quindi Σ(X − Y )ΣT ≥ 0, cioè ΣY ΣT ≤ ΣXΣT .
La relazione (2.11) implica l’ellitticità degenere dell’equazione di Levi
Monge-Ampère (k > 0) sull’insieme delle funzioni Levi convesse. Verifichia-
mo infatti che l’operatore F è ellittico degenere, osservando che risolvere
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l’equazione (2.5) sulle funzioni Levi convesse è equivalente a risolvere F = 0.
Siano dunque X e Y matrici simmetriche tali che Y ≤ X. Allora, dalla
(2.11), vale A(p,X) ≥ A(p, Y ). Si presentano i seguenti casi:
• né A(p,X) né A(p, Y ) sono semidefinite positive, allora
F (ξ, r, p,X) = F (ξ, r, p, Y ) =∞;
• se A(p, Y ) ≥ 0, necessariamente anche A(p,X) ≥ 0. In questo caso
dunque,
F (ξ, r, p,X) = k1/n(ξ, r)f 1/n(p)−det1/n(A(p,X)) ≤ k1/n(ξ, r)f 1/n(p)−
det1/n(A(p, Y )) = F (ξ, r, p, Y ).
• A(p,X) ≥ 0 e A(p, Y ) non è semidefinita positiva, allora F (ξ, r, p,X) =
k1/n(ξ, r)f 1/n(p)− det1/n(A(p,X)) ≤ ∞ = F (ξ, r, p, Y ),
dunque F (ξ, r, p,X) ≤ F (ξ, r, p, Y ).
Osserviamo che anche gli elementi diagonali Ajj sono operatori ellittici.
Infatti
Ajj(Du,D





Scriviamo gli operatori (2.12) come −trace(M(p)X) dove
M(p) :=











0 . . . 0 aj bj 0 . . . 0 a(p)
2 + b(p)2

è una matrice (2n+ 1)× (2n+ 1) semidefinita positiva. Vale infatti
〈M(p)ξ, ξ〉 = (ξ2j−1 + ajξ2n+1)2 + (ξ2j + bjξ2n+1)2 ≥ 0.
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Possiamo dunque concludere che l’operatore Ajj è ellittico degenere per quan-
to visto nell’esempio 1.4, operatore (1.25).
La definizione di soluzione viscosa per l’equazione di curvatura di Gauss-
Levi (2.6) ricalca quella data nel capitolo 1 di soluzione viscosa per operatori
ellittici degeneri. Poiché l’ellitticità degenere è garantita solo sull’insieme
delle funzioni Levi-convesse, ci occuperemo di risolvere in maniera viscosa
(vedi Capitolo 1) il problema
u Levi convessa in Ω e
{
F (ξ, u,Du,D2u) = 0 ξ ∈ Ω
u = g ξ ∈ ∂Ω
(PD2)
Definizione 2.5 (Levi convessità in senso viscoso.). Diciamo che una funzio-
ne u ∈ USC(Ω) è (strettamente) Levi convessa in senso viscoso in ξ̂ ∈ Ω se
per ogni ϕ ∈ C2(Ω) tale che u−ϕ ha massimo locale in ξ̂ si ha Lξ̂ϕ ≥ 0 (> 0).
Diciamo che è Levi convessa in Ω se è Levi convessa in ogni punto di Ω.
Definizione 2.6 (Sopra-, Sotto- Soluzione dell’equazione di Levi-Monge-Ampère
in senso viscoso.). Diciamo che u ∈ USC(Ω) è una sottosoluzione viscosa
dell’equazione (2.6) se
∀ϕ ∈ C2(Ω), ∀ξ̂ punto di massimo locale per u− ϕ vale
det(A(Dϕ(ξ̂), D2ϕ(ξ̂))) ≥ k(ξ̂, u(ξ̂))f(Dϕ(ξ̂)) in Ω
e Lξ̂ϕ ≥ 0 in Ω
Diciamo che v ∈ LSC(Ω) è soprasoluzione in Ω se
∀ϕ ∈ C2(Ω), ∀ξ̂ punto di minimo locale per u− ϕ vale
Lξ̂ϕ non è semidefinita positiva, oppure
det(A(Dϕ(ξ̂), D2ϕ(ξ̂))) ≤ k(ξ̂, u(ξ̂))f(Dϕ(ξ̂)) in Ω
e Lξ̂ϕ ≥ 0 in Ω
Diciamo infine che u ∈ C(Ω) è soluzione viscosa in Ω se è contemporanea-
mente soprasoluzione e sottosoluzione.
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Possiamo notare l’analogia con il problema di Dirichlet legato all’equa-
zione di Monge-Ampère, ellittica sulle funzioni convesse, vista nell’Esempio
1.5.
Diamo ora la definizione di soluzione viscosa del problema di Dirichlet, senza
sfruttare però la nozione di soluzione dell’equazione appena data nella Defi-
nizione 2.6, ma una ad essa equivalente (vedi Proposizione 2.6). Indichiamo
con
F ∗(ξ, r, p,X) := lim sup
(x,s,q,Y )→(ξ,r,p,X)
F ((x, s, q, Y ))
F∗(ξ, r, p,X) := lim inf
(x,s,q,Y )→(ξ,r,p,X)
F ((x, s, q, Y ))
rispettivamente gli inviluppi superiormente ed inferiormente semicontinui di
F , discontinua.
Definizione 2.7 (Soluzione viscosa in senso generalizzato.). Diciamo che
u ∈ USC(Ω) è una sottosoluzione viscosa in senso generalizzato del problema
(PD2) riscritto come{
F (ξ, u,Du,D2u) = 0 ξ ∈ Ω
u(ξ) = g(ξ) ξ ∈ ∂Ω
se
∀ϕ ∈ C2(Ω), ∀ξ̂ ∈ Ω punto di massimo relativo per u− ϕ in Ω si ha
F∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D
2ϕ(ξ̂)) ≤ 0 se ξ̂ ∈ Ω (2.13)
min
{
F∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D
2ϕ(ξ̂)), u(ξ̂)− g(ξ̂)
}
≤ 0 se ξ̂ ∈ ∂Ω (2.14)
Diciamo che v ∈ LSC(Ω) è soprasoluzione viscosa in senso generalizzato
del problema (PD2) se
∀ϕ ∈ C2(Ω), ∀ξ̂ ∈ Ω punto di minimo relativo per u− ϕ in Ω si ha
F ∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) ≥ 0 se ξ̂ ∈ Ω (2.15)
max
{
F∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D
2ϕ(ξ̂)), u(ξ̂)− g(ξ̂)
}
≥ 0 se ξ̂ ∈ ∂Ω (2.16)
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Osservazione 2.5. Le condizioni al bordo usuali u − ϕ ≤ 0 (≥ per sopraso-
luzioni) sono in questo caso rilassate. Le condizioni (2.14) e (2.16) sono da
intendere nel senso che l’equazione deve valere fino al bordo quando la con-
dizione al bordo non è assunta in senso classico. Vedremo nel paragrafo 2.3.1
che, sotto opportune ipotesi su Ω, questo tipo di condizioni implica quello
classico.
Proposizione 2.6. Sia u ∈ USC(Ω). Allora
u è soluzione viscosa dell’equazione (2.6) in Ω se e solo se u è soluzione
viscosa in senso generalizzato di F = 0 in Ω
Dimostrazione. Vediamo la prima implicazione. Sia u soluzione viscosa di
(2.6) in Ω. Fissiamo ϕ ∈ C2(Ω), ξ̂ ∈ Ω punto di massimo relativo per
u − ϕ in Ω. Dobbiamo vedere F∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) ≤ 0. Osserviamo
anzitutto che per ipotesi vale F (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) ≤ 0 Fissiamo ε > 0
e consideriamo la matrice Yε := D
2ϕ(ξ̂) + εI2n+1 > D
2ϕ(ξ̂). Allora
F (ξ̂, u(ξ̂), Dϕ(ξ̂), Yε) ≤ F (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)).
Per l’arbitrarietà di ε possiamo quindi dire che per ogni intorno di
(ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) in Ω esiste (ξ̂, u(ξ̂), Dϕ(ξ̂), Yε) 6= (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂))




F (ξ, r, p,X) ≤ 0.
Vediamo il viceversa. Assumiamo u soluzione viscosa generalizzata di F = 0
in Ω. Fissiamo ϕ ∈ C2(Ω). Supponiamo che ξ̂ ∈ Ω sia un punto di massimo
locale per u− ϕ in Ω. Allora, pochè u è sottosoluzione:
F∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D
2ϕ(ξ̂)) ≤ 0,
che implica Lξ̂(ϕ) ≥ 0. Se cos̀ı non fosse infatti, sarebbe A(ϕ) non semidefi-
nita positiva, quindi F (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) = +∞, in contraddizione con
la semicontinuità inferiore di F∗. Ne viene quindi
det(A(Dϕ(ξ̂), D2ϕ(ξ̂))) ≥ k(ξ̂, u(ξ̂))f(Dϕ(ξ̂))
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perchè se cos̀ı non fosse, sarebbe F (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) = +∞ che impli-
cherebbe Lϕ(ξ̂) non semidefinita positiva dalla definizione di F . Quindi u è
sottosoluzione viscosa.
Supponiamo che ξ̂ ∈ Ω sia di minimo locale per u− ϕ in Ω. Allora
F ∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) ≥ 0.
Se Lξ̂(ϕ) non è semidefinita positiva, allora u è soprasoluzione viscosa per
definizione. Assumiamo dunque che Lξ̂(ϕ) ≥ 0. Abbiamo dunque i seguenti
casi:
• Lξ̂(ϕ) ≥ 0 e Lϕ(ξ̂) ha almeno un autovalore nullo. In questo caso
abbiamo
0 = det(A(ϕ)) < k(ξ̂, u(ξ̂))f(Dϕ(ξ̂)).
• Lξ̂(ϕ) > 0. In questo caso, poiché ϕ ∈ C2 e quindi y 7→ Lyϕ continua,
∃r > 0 tale che Ly(ϕ) > 0 ∀y ∈ Br(ξ̂). Ne viene che
F ∗(ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)) = F (ξ̂, u(ξ̂), Dϕ(ξ̂), D2ϕ(ξ̂)),
quindi
det(A(ϕ)) ≤ k(ξ̂, u(ξ̂))f(Dϕ(ξ̂)).
Quindi u è anche soprasoluzione viscosa.
Osservazione 2.7. Attraverso i calcoli si vede che, presa u ∈ C2(Ω) ∩ C(Ω)
Levi convessa in Ω, essa è soluzione classica del problema di Dirichlet (PD2)
se e solo se è una sua soluzione viscosa. Una dimostrazione si può trovare in
[10].
2.3 Principio del confronto e risultati di esi-
stenza
2.3.1 Perdita di condizioni al bordo
In questo paragrafo esaminiamo una proprietà dell’operatore di Levi Mon-
ge Ampere che sarà cruciale per innescare la dimostrazione del principio del
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confronto.
Consideriamo Ω ⊂ R2n+1 aperto limitato con bordo C2. Denotiamo con d
una funzione C∞, uguale in un intorno di ∂Ω alla funzione distanza da ∂Ω
che è positiva in Ω e negativa fuori da Ω. Denotiamo poi con n(ξ) := −Dd(ξ)
per ogni ξ in tale intorno. Se ξ ∈ ∂Ω, n(ξ) non è altro che la normale esterna
ad Ω in ξ.
Introduciamo i seguenti insiemi:
Σ− := {ξ ∈ ∂Ω /∀R > 0 vale una delle condizioni 2.17}























































α→0+→ 0 e v ⊗ v è la matrice (vivj)2n+1i,j=1 per i vettori v ∈ R2n+1.
Poniamo infine
Σ := ∂Ω \ (Σ− ∪ Σ+).
Si dimostra che (vedi Capitolo 3 di [4])
∀ξ ∈ Σ− e ∀u sottosoluzione viscosa di (PD2) si ha u(ξ) ≤ g(ξ)
∀ξ ∈ Σ+ e ∀v soprasoluzione viscosa di (PD2) si ha v(ξ) ≥ g(ξ)
In questo paragrafo assumiamo verificata l’ipotesi
Ω× iR è fortemente pseudoconvesso e ∀ξ ∈ ∂Ω, sup
Ω×iR
k < k∂Ω×iR(ξ) (HH1)
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e vediamo che è sufficiente per garantire
Σ = ∅. (2.19)
Questo significa che ∀ξ ∈ ∂Ω, ∀u sottosoluzione e v soprasoluzione viscosa di
(PD2) in Ω, si ha
u(ξ) ≤ g(ξ) ≤ v(ξ)
Proposizione 2.8. Sotto l’ipotesi (HH1), per ogni punto di ∂Ω sono verifi-
cate le condizioni (2.17b) e (2.18b).
Dimostrazione. Una dimostrazione si trova in [4], Paragrafo 3.
2.3.2 Principio del confronto
Teorema 2.9. Assumiamo (HH1). Supponiamo inoltre che valgano le ipotesi




n (ξ, s) ∀ξ ∈ Ω, −R ≤ u ≤ v ≤ R,
(HH2)
∀R > 0 ∀(ξ, ζ) ∈ Ω, |r| < R, ∃ωR : [0,+∞]→ [0,+∞], ωR(0+) = 0 :
|k 1n (ξ, r)− k 1n (ζ, r)| ≤ ωR(|ξ − ζ|).
(HH3)
Siano u ∈ USC(Ω) e v ∈ LSC(Ω) rispettivamente una sottosoluzione ed una
soprasoluzione viscosa di (PD2) in Ω, limitate. Allora u ≤ v su Ω.
Dimostrazione. La dimostrazione è analoga a quella del principio del con-
fronto visto nel Teorema 1.6.
Supponiamo per contraddizione che max
Ω
(u − v) =: M > 0. Dall’ipotesi
(HH1), che rende valida la Proposizione 2.8, possiamo affermare che tale
massimo è assunto in un punto interno ξ̂, perché u ≤ g ≤ v in ∂Ω.
Consideriamo per ε > 0 il numero realeMε := maxΩ×Ω
(




(per tornare alle notazioni del Lemma 1.8: α = 2/ε2). Poniamo (ξε, ζε) ∈
Ω×Ω il punto che realizza Mε. Nella stessa maniera del Teorema 1.6 si vede
che valgono le ipotesi del Lemma 1.8, cos̀ı valgono le relazioni:
|ξε − ζε|2
ε2
ε→0→ 0 u(ξε)− v(ζε)
ε→0→ u(ξ̂)− v(ξ̂) = M





Poiché ξ̂ ∈ Ω, quindi per ε sufficientemente piccolo anche (ξε, ζε) ∈ Ω × Ω.
Per u e v valgono quindi rispettivamente le relazioni (2.13) e (2.15) in ξε e ζε
per ε piccolo.
Applichiamo a questo punto il Teorema 1.10 con φ(ξ, ζ) = |ξ−ζ|
2
ε2
: per ε picco-





(pε, Xε) ∈ J2,+Ω u(ξε), (pε, Yε) ∈ J
2,−












≤ A+ δA2 ove A = D2φ(ξε, ζε). (2.21)
Poiché F ∗ e F∗ sono semicontinue (rispettivamente superiromente e infe-
riormente), per la Proposizione 1.4, vale
F∗(ξε, u(ξε), pε, Xε) ≤ 0 e F ∗(ζε, u(ζε), pε, Yε) ≥ 0.
Sottraendo le due disuguaglianze ed utilizzando le ipotesi (HH2), (HH3), si
ottiene attraverso un calcolo analogo a quello in (1.11), per ogni R > 0:









≤ ωR(|ξε − ζε|).
Ricordando che |ξε − ζε|
ε→0→ 0, si arriva ad una contraddizione.
Osserviamo che da (2.21) si ricavaXε ≤ Yε, allora vale, per la (2.11)A(pε, Xε) ≤
A(pε, Yε).
2.3.3 Esistenza e unicità della soluzione viscosa






, dove ρ è il raggio della più piccola sfera contenente Ω. (HH4)
Allora, per ogni g ∈ C(∂Ω) esiste un’unica soluzione viscosa di (PD2).
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Dimostrazione. Per dimostrare il teorema di esistenza si usa il metodo di
Perron.
Osserviamo che, poiché g è continua su un compatto, è possibile fissare M
grande a sufficienza perché la funzione u := M sia una soprasoluzione viscosa
di (PD2).
Sia ξ0 il centro della sfera di minimo raggio ρ contenente Ω.
Grazie all’ipotesi (HH4), risulta poi che la funzione u(ξ) := (ρ2−|ξ−ξ0|2)1/2−
M è sottosoluzione viscosa di (PD2). Infatti, ponendo f(ξ, s) := (ρ2 − |ξ −
ξ0|2)1/2−M − s, il suo luogo degli zeri è un sottoinsieme della sfera di raggio
ρ, quindi in questo caso k{f=0} = 1/ρ
n. Dunque F (ξ, u(ξ), Du(ξ), D2u(ξ)) =
−1/ρ+ k1/n(ξ, v(ξ)) < 0.
Utilizzando il metodo di Perron visto nel Teorema 1.12, riadattato alla situa-
zione attuale come in [4] (vedi Corollario 4.1), possiamo dimostrare l’esistenza
della soluzione viscosa.
L’unicità è garantita dal principio del confronto (vedi Teorema 2.9), valido
in questo caso per le ipotesi (HH1)-(HH3).
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Capitolo 3
Soluzioni classiche
Riportiamo alcuni risultati sulla regolarità della soluzione viscosa per
(PD2) con Ω ⊂ R2n+1 aperto limitato, le cui esistenza ed unicità sono garan-
tite dal Teorema 2.10.
F. Da Lio e A. Montanari dimostrano in [4] (Teorema 1.1) che, sotto le ipo-
tesi del Teorema 2.101, assumendo k ∈ C0,1(Ω × U) per ogni U ⊂⊂ Ω e
g ∈ C1,1(∂Ω), allora la soluzione viscosa di (PD2) è Lipschitz continua.
A. Montanari e F. Lascialfari dimostrano poi in [8] (Teorema 1.3) il seguente
risultato:
Teorema 3.1. Sia 0 < α < 1. Se u ∈ C2,α(Ω) è una soluzione strettamente
Levi convessa dell’equazione di Levi Monge-Ampère LMA(u) = k(ξ, u)f(Du)
e k ∈ C∞(Ω× R) non si annulla mai (k > 0), allora u ∈ C∞(Ω).
Cerchiamo di capire in quali casi è possibile dire che le soluzioni Lipschitz
continue sono anche C2,α, in maniera da ottenere un risultato di ipoellitticità
per l’operatore di Levi Monge-Ampère.
1Si può ottenere lo stesso risultato con ipotesi che non implichino la monotonia stretta
di k (vedi [4], Teorema 1.2).
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3.1 In R3
Consideriamo il caso n = 1. Sia Ω ⊂ R3 aperto (limitato) e sia u : Ω→ R
una funzione di classe C2. Dalla caratterizzazione espressa in (2.5) si ottiene
che la curvatura di Gauss-Levi del suo grafico in C2 è
kξ(u) =
1 + u2t








D’altra parte A(Du,D2u) è in questo caso un numero complesso, in partico-
lare dalla relazione (2.12) si vede che
A(Du,D2u) = det(A(Du,D2u)) = uxx + uyy + 2auxt + 2buyt + (a
2 + b2)utt
con a = a(Du) =
uy − uxut
1 + u2t
e b = b(Du) = −ux + uyut
1 + u2t
.






















uxx + uyy + 2auxt + 2buyt + (a
2 + b2)utt
8(1 + a2 + b2)3/2(1 + u2t )
1/2
. (3.1)
Chiamando H(Du) = 8(1+a2 +b2)3/2(1+u2t )
1/2, grazie al Teorema 2.10, sap-
piamo che, per k e Ω scelti sotto le ipotesi (HH1)-(HH4) esiste una soluzione
viscosa di {
LMA(u) = k(ξ, u)H(Du) in Ω
u = g in ∂Ω
con g ∈ C(∂Ω).
Nel nostro caso n = 1, G. Citti, E. Lanconelli e A. Montanari hanno dimo-
strato in [2] (Teorema 1.1) il seguente risultato:
Teorema 3.2. Sia k ∈ C∞(Ω × R) tale che k(ξ, s) 6= 0 ∀(ξ, s) ∈ Ω × R.
Allora ogni soluzione viscosa Lipschitz continua è di classe C2,α.
La dimostrazione si basa sulla particolare struttura dell’operatore di Levi
Monge Ampère per n = 1. Esso, infatti, si può scrivere come
LMA(u) = (X2u+ Y 2u)(1 + u2t )
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ove X e Y sono i campi vettoriali
X = ∂x + a(p)∂t, Y = ∂y + b(p)∂t.
Il punto cruciale è dato dal fatto che vale
[X, Y ] = −LMA(u)
1 + u2t
∂t.
Unendo i risultati dei Teoremi richiamati si ottiene dunque un risultato
di ipoellitticità dell’operatore di Levi Monge-Ampere.
Teorema 3.3. Supponiamo che valgano le ipotesi (HH1)-(HH4). Supponia-
mo inoltre che k ∈ C∞(Ω×R) e k(ξ, s) 6= 0 ∀(ξ, s) ∈ Ω×R. Allora per ogni
g ∈ C2,α(∂Ω) esiste una soluzione C∞ di{
LMA(u) = k(ξ, u)H(Du) in Ω
u = g in ∂Ω
3.2 In R2n+1 con n ≥ 2
La situazione per n ≥ 2 è nettamente diversa da quella proposta nella
sezione precedente. In effetti, C. E. Gutiérrez, E. Lanconelli e A. Montanari
dimostrano nel Teorema 1 di [5] che la condizione di ipoellitticità trovata per
n = 1 non è valida in dimensioni superiori. Precisamente:
Teorema 3.4. Sia n ≥ 2 e sia k ∈ C∞(B1 × R) una funzione limitata e
strettamente positiva che soddisfa una delle condizioni seguenti:
(h1) s 7→ k(ξ, s) è strettamente crescente per ogni fissato ξ ∈ B1,
(h2) k non dipende da ξ e non decrescente in s.
Allora esiste r ∈ (0, 1) ed esiste u soluzione viscosa di
detA(Du,D2u) = k(ξ, u)f(Du) in Br
tale che u ∈ C0,1(Br), ma u /∈ C1(Br) per n = 2 e u /∈ C1,β per ogni β > 1− 2n
per n > 2. Denotiamo con Br la palla di centro l’origine e raggio r.
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Ringrazio Giulio perché mi ha mostrato un modo molto bello di vivere la
vita e per la pazienza nei dialoghi con lui, in matematica e in altro.
Ringrazio, in conclusione tutti quelli senza i quali non avrei ora la voglia
di costruire un futuro con sorriso e determinazione.
“Tutto il resto era ancora nulla. Inventarlo - questo sarebbe stato meravi-
glioso.” (A. Baricco, Oceano mare)
