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Abstract
With single-core speeds no longer rising, dramatically increased parallelism is now the means of getting more
performance from supercomputers. The current generation of algorithms run on these machines will have to
adapt to this new landscape. In this dissertation, we focus on algebraic multigrid (AMG), a popular linear
solver with many scientific and engineering applications. AMG has the attractive property of requiring work
that is linear in the number of unknowns. However, it also has substantial communication requirements that
impede its scalability on emerging architectures.
In our treatment of AMG, we make heavy use of performance modeling, developing a methodology we
like to call, “applied performance modeling,” that drives how we analyze and adjust AMG to improve its
performance and scalability. The fundamental idea is that straightforward performance models can be used
to analyze applications and architectures and draw startlingly powerful conclusions about them. We develop
such models for AMG and use them to explain performance difficulties on emerging machines, analyze a large
body of past work in adapting multigrid methods to massively parallel machines, and then perform a pair of
practical tasks: guiding an algorithm that redistributes data to trade communication for computation, and
informing the selection of thread/task mixes when using a hybrid programming model.
Our performance models accurately predict the performance of the AMG solve cycle on multiple plat-
forms, capturing the application and architectural features behind the observed performance, and are easily
extended to cover new platforms and AMG algorithms. The model-guided data redistribution yields signifi-
cant improvements, and the suggestions provided for thread/task mixes enable users to avoid selecting ones
that would perform poorly. We are encouraged by our results so far, and expect our work to be of continued
use to AMG and to other applications in the future.
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Chapter 1
Introduction
The landscape of high-performance computing is undergoing dramatic change. Single-core speeds are no
longer rising. Increasing amounts of parallelism are now the path to continued increases in performance. The
algorithms currently run on HPC platforms will have to adapt to this reality. This dissertation specifically
focuses on Algebraic Multigrid (AMG), which is a popular solver for large, sparse linear systems of equations.
AMG has the ideal property of optimal algorithmic scalablity, requiring O(n) time to solve a problem with
n unknowns. This is achieved by using smaller “coarse grid” problems to accelerate the solution of the
original “fine grid” problem. It has scaled very effectively so far, up to over 100,000 cores on the IBM
Blue Gene/L [35] and Blue Gene/P [12] platforms. However, interprocessor communication is a significant
expense that is now hindering its performance on emerging multicore architectures [14, 13]. Coarse grid
problems with only a few unknowns per core can in fact take longer to solve than fine grid problems with
tens of thousands of unknowns per core. Over the course of this dissertation, we will examine how to adjust
AMG so that it can effectively scale to the emerging HPC platforms of today and the future HPC platforms
of tomorrow.
In this chapter, we begin with a general overview of the HPC landscape, followed by its implications for
algorithms and the resulting redesign efforts now taking place for them, to provide important context for our
work. We conclude with an outline for the rest of the dissertation, giving an overview of the redesign process
we undertake for AMG. An eventual goal is to scale AMG to future exascale machines that are expected by
the end of the current decade.
1
1.1 HPC Landscape
The HPC landscape is currently undergoing dramatic change. The rise in single-core speeds that character-
ized the mid-1990s through the mid-2000s has ceased due to power and energy constraints. In its place has
been explosive growth in parallelism. Core counts are currently in the millions for the largest machines [67],
and are projected to reach the hundreds of millions at least for future exascale systems [61]. The number of
tasks expected to run concurrently on these machines is even higher, at least one billion and likely greater
than ten billion [7].
This increase in parallelism and concurrency is being achieved through innovations in the underlying
architecture, owing to the same power and energy constraints that caused the rise in single-core speeds
to cease. Processors are not simply connected by an interconnection network, but are often put together
on compute nodes that are connected by an interconnect. Processors themselves have grown from having
just one computing core with its own dedicated memory subsystem to having several cores that share
parts of one. Within individual cores, there is further thread-level parallelism, expressed in forms like the
simultaneous multithreading feature on the IBM Blue Gene/Q and the HyperThreading feature on newer
Intel processors. Accelerators such as graphics processing units (GPUs) provide a large number of cores
dedicated to computation without a lot of the extra features of CPUs, and are now part of a number of
modern HPC platforms [67].
We see these trends visualized in Figure 1.1, which plots the maximum number of cores and cores per
socket from each TOP500 list (cores per node data was not available). Over the last few years, there have
been big jumps in the number of cores. The number of cores per socket underwent a big jump too, only
stalling out with the advent of accelerators that were not included in the cores per socket data. The future
projects to be one with even more cores packed onto compute nodes, with some researchers envisioning the
number of cores per node to be in the thousands [8].
1.2 Implications for Algorithms
HPC algorithms, many of which date back to before the dramatic increase in parallelism in machines, will
have to adapt to this changing landscape. The same power and energy constraints that have driven the rise
in massive parallelism and innovations in architecture to bring it are also forcing these algorithms to change
so that they can meet these constraints.
One adapdation is the reduction of data movement. Conventional wisdom for HPC algorithms, as
expressed in popular numerical analysis textbooks, has been to count floating-point operations, seeing these
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Figure 1.1: Maximum number of cores (blue line) and cores per socket (red area) on each TOP500 list.
as their dominant cost. However, the cost of moving data is becoming increasingly important. Multiple
processors working on the same problem will have to communicate data between themselves. Packing
multiple cores together into nodes and processors and then having additional parallelism within those cores
puts constraints on the amount of available memory at each level of the memory hierarchy. Moving data
between nodes and between the levels of the memory hierarchy is thus increasingly necessary, and increasingly
becoming a big part of algorithmic cost. A flurry of research in the reduction of data movement is now
underway; one of the biggest such research efforts is summarized in [29].
There is also a search for algorithms that are more parallel than existing ones. This could mean recon-
sidering algorithms that in the past did not get traction because of the very different HPC landscape that
used to exist. In the case of multigrid methods, there is an existing body of work in this area that we will
later reexamine. Another example is parallelism in the time dimension for time-dependent problems; see [36]
for a discussion that suggests that a machine parallelism threshold beyond which parallel-in-time methods
outperform standard time-stepping has already been crossed.
We can visualize the interest in adapting algorithms to the changing HPC landscape by examining past
papers that deal with adapting multigrid methods to massively parallel machines, whether through reduced
data movement or through exploiting extra parallelism, which we later examine in our survey of past work.
There was a flurry of work in this area from the mid-1980s through the early 1990s, until the dramatic
increase in single-core speeds that was seen in the mid-1990s through early 2000s, which saw far less work
in this area. Once this ended, the amount of work once again increased. This is plotted in Figure 1.2,
where we display the number of papers found each year starting from the first one we found along with the
maximum single-core speed of Intel’s processor offerings to date to visualize the changing HPC landscape
and the resulting efforts to adapt multigrid.
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Figure 1.2: Papers dealing with extra parallelism in multigrid methods (red bars) and the maximum single-
core speed of Intel’s processor offerings to date (blue line; information obtained from [59]).
In addition to redesigning algorithms themselves, there is also investigation into parallel programming
models for the algorithms. For example, using a threaded programming model like OpenMP in addition
to a distributed memory programming model like MPI can reduce the number of messages sent between
processors. This is something that is now being done for the application we are focusing on, algebraic
multigrid, and our work here will consider how to best leverage this combination of programming models on
HPC platforms.
1.3 Outline for Remainder of Thesis
The remainder of the thesis details how we prepare AMG for the future, motivating our approach and then
putting it to use. We begin with a discussion of how effective it can be to use simple performance models
to quickly evaluate algorithms and applications in Chapter 2. In Chapter 3, we introduce AMG, discuss
issues it faces on emerging supercomputing platforms, and give an overview of the large body of past work
targeted at making multigrid methods more scalable. We follow this with the performance models we use
to evaluate AMG in Chapter 4. We then use these models in Chapter 5 to evaluate the past work, and use
them in Chapter 6 to direct data redistribution that trades communication for computation and selection of
thread/task mixes when using a hybrid MPI/OpenMP programming model. We conclude with a summary
and directions for future work in Chapter 7.
4
Chapter 2
Evaluating Applications with
Straightforward Performance Models
Much effort and creativity can be spent adapting algorithms and applications to new settings. Even more
can be spent in a rapidly changing computing environment that presents a moving target to researchers.
We thus need to have a means of informing these decisions that offers enough specificity to enable decision-
making, but also enough generality to enable adaption to emerging machines and machines that have yet to
be designed.
It turns out that the use of straightforward performance models that use only a small number of machine
parameters can very effectively inform these decisions. Here, we illustrate examples of this work for different
applications. The methodology we develop here will appear again when we consider AMG in detail. We start
with a simple performance model, add any needed machine-dependent details, and then draw conclusions
that are already informing subsequent research.
2.1 The Future of the Fast Fourier Transform
The Fast Fourier Transform (FFT) is a popular and widely used algorithm in many application areas,
using a divide-and-conquer strategy to perform discrete Fourier transforms on N entries in O(N logN) time
instead of matrix-vector multiplication that takes O(N2) time. The dramatic increase in parallelism now
being seen in supercomputers, however, raises questions about its future in HPC. FFTs involve all-to-all
communication and move large amounts of data during communication phases, and in a large machine,
This chapter presents results from the previously published paper, “An Introductory Exascale Feasibility Study for FFTs and
Multigrid” by H. Gahvari and W. Gropp [45], c©2010 IEEE, doi: 10.1109/IPDPS.2010.5470417. Reprinted with permission.
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these can easily become huge performance bottlenecks. We can use straightforward performance models to
quantify how much of a performance bottleneck the FFT could face on an exascale machine. In [45], we
used a pair of straightforward models and a bound to draw some conclusions about the prospects of FFT
on exascale systems, which we present here.
2.1.1 Problem Setup
The FFT problem we consider is the three-dimensional FFT on a cubic domain. This is a standard form of
the problem for performance evaluation, used by the NAS parallel benchmark suite [9]. We assume a cube
consisting of N = n×n×n points. Performing the 3D FFT on this cube consists of successively performing
n2 1D FFTs, one for each row of n elements, in each of the three dimensions. We solve this problem on
a hypothetical exascale machine with 228 cores, with each core having a compute time per floating-point
operation of tc = 0.1 ns, which tranlsates to a peak performance of 2.68 EFLOPS. This corresponds to
projections of future exascale machines having between 100 million and 1 billion gigahertz cores.
There are two popular ways to partition the domain when performing a 3D FFT in parallel, shown in
Figure 2.1. The slabs decomposition gives each processor a certain number of square planes, so if there are
P processors, each processor has nP × n × n elements. Two rounds of 1D FFTs can be performed locally
on the planes. Then an all-to-all communication step is needed to rearrange the problem data to store the
last dimension contiguously on each processor, enabling the last round of 1D FFTs to also be performed
locally. This partitioning is used by the NAS FT benchmark [9]. We do not consider it here because on
our hypothetical exascale machine, giving each processor the minimum required amount of data leads to a
problem that would take an undue amount of time to solve. Each processor would have one square plane
of dimension 228. This amounts to a total of 284 ≈ 1.93 × 1025 elements. The computation time alone
(tc
N
P log2N) needed to solve this problem would be a little over 19 years.
The pencils decomposition divides the planes from the slabs decomposition into smaller pieces. Assume
P = p × p, and divide two of the three dimensions of the cube by p. Then each processor has np × np × n
elements. Only one of the rounds of 1D FFTs can now be performed locally, and two all-to-all communication
steps will be needed to rearrange the problem data to make it contiguous in the other two dimensions and
enable the 1D FFTs in those dimensions to be performed locally as well. The minimum amount of data
required here is a cube consisting of 214 × 214 pencils of length 214, amounting to approximately 4.4× 1012
elements. The computation time required here would be just 68.8 µs. Therefore, we only consider the pencils
decomposition.
6
Figure 2.1: Slabs (left) and pencils (right) partitionings for the parallel 3D FFT.
2.1.2 Performance Models
For our analysis of the FFT, we use two different performance models plus a data movement bound to
determine the latency and bandwidth required for FFT computation to proceed at 1 exaflop per second.
Our hypothetical machine has a peak performance of 2.68 EFLOPS. On this machine, a sustained 1 EFLOPS
performance translates to roughly 37% efficiency. For a system as large and expensive as an exascale machine,
we feel an efficiency like this should be expected.
Our performance models are based in the LogP model [24], which we chose for its ability to capture a
reasonable level of detail without losing generality. The model uses four machine parameters:
• L – latency for communicating on one link.
• o – software overhead incurred in communication.
• g – gap between messages.
• P – number of processors.
We do not opt for a more detailed model so that we do not have to make assumptions about the architecture
beyond these basic parameters, such as latencies between different levels of the memory hierarchy or the
number of cores on a particular chip or node. Having to assume these values would make the results
applicable to only a much smaller class of machines, and with a lot of different architectures being considered
for exascale, we do not want to prematurely restrict the results.
No Overlap Model
Our first model is one in which we do not do any overlap of communication and computation. Each processor
computes its portion of the problem data, and during each communication round has to communicate with
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Figure 2.2: Derivation of FFT performance model with overlap of communication and computation, showing
the pipelined computation and communication of two n × np sheets. Arrows connect the computation of a
sheet to its transmission to other processors, and the computation time and transmission time are shown in
boxes. The last overhead term (p − 2)o is assumed to be smaller than the time to send the last sheet and
thus ignored.
p =
√
P other processors. The corresponding expression for the runtime of the 3D FFT is
T = tc
N
P
log2N + 2(p− 1)(L+ o) + 2(p− 2)g.
Note that we do not do any latency-hiding, because we treat the latency here as the cost to send the entire
message, not just the first word.
Overlap Model
For our next model, we allow overlap of communication and computation, using the LogGP model [5], which
extends the LogP model by adding a bandwidth term G that represents a per-unit cost of transferring data
over the network. We assume that one n × np sheet is computed at a time, with communication of each
sheet occurring after its computation. This results in a pipeline process with a total of np + 1 stages. The
computation of the first sheet and communication of the last sheet are not overlapped with anything, but the
computation of the remaining np − 1 sheets is overlapped with the communication of the first np − 1 sheets.
Figure 2.2 diagrams the model, showing the computation and communication of two sheets. The resulting
expression for the runtime is
T = 2
[
tc
n
p
log2 n+ (p− 1)o+ (p− 2)g +
n
p
nG+ L +(
n
p
− 1
)
max
{
(p− 1)o+ tcn
p
n log2 n, (p− 1)g +
n
p
nG+ L
}]
+ tc
n2
p2
n log2 n.
G in this model is in units of seconds per double word. It is related to the link bandwidth, here called l,
by l = 8109G , where l is in units of GB/s. It is also possible to compute and then communicate one row at
a time instead of one sheet at a time, or do the same with some amount of data in between. For simplicity,
we do not consider these cases here.
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Figure 2.3: Feasibility contours in L and g for the 3D FFT, no overlap model.
Data Movement Bound
[69] uses a lower bound for runtime, which translates to an upper bound on performance, as a performance
model for the 3D FFT. The model is based on a tc × FLOPs expression for the computation time and a
lower bound for the data movement time: the amount of time to twice move the problem data across the
bisection bandwidth of the network. This bound was experimentally found to be very tight on an IBM Blue
Gene machine.
If we write the bisection bandwidth as the product of the link bandwidth and the number of links in
the bisection, we can find a value for it for which the performance upper bound exceeds exascale on our
hypothetical exascale machine. In combination with the results from our performance models, we can draw
some conclusions about the prospects of the FFT on exascale systems.
2.1.3 Results and Conclusions
We begin with our no overlap model, examining problems ranging from global size N = 1013, which corre-
sponds to 1 EFLOPS computation time on the order of milliseconds, to N = 1019, which corresponds to 1
EFLOPS computation time on the order of minutes. To see what kind of network parameters we will need
to enable this level of FFT performance on our hypothetical exascale machine, we plot feasibility contours in
L and g, assuming o = 1 ns, in Figure 2.3. We see that for problems of global size 1015 or smaller, we need
to be able to send messages at microsecond speed, with microsecond gaps in between messages. Problems
of global size 1013 require sending messages at nanosecond speed, with nanosecond gaps in between, a very
tough condition to meet.
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Figure 2.4: Feasibility regions for 3D FFT with overlap of communication and computation.
Our overlap model reveals that this can be overcome with latency hiding, but at the cost of substantial
bandwidth requirements. To help us plot a straightforward three-dimensional feasibility region, we look at
the max term of the runtime expression. If computation dominates it, then computation dominates the
runtime, putting us close to peak performance. This occurs when
(p− 1)g + n
2
p
G+ L ≤ tcn
2
p
log2 n+ (p− 1)o.
This inequality, which represents a three-dimensional space bounded above by a plane, does not correspond
exactly to EFLOPS performance, but it comes close. Taking the smallest problem that would make use of
our entire hypothetical exascale machine (N = 242) and assuming L = 10−6 s and g = G = o = 10−9 s, we
would get a performance of 1.09 EFLOPS using our performance model.
In Figure 2.4, we plot feasibility regions as outlined above for problem sizes N = 1013, 1015, 1017, 1019,
with o = 1 ns like before. We see from the plots that we can hide latency well, relaxing the requirement to
the microsecond range for the smallest problem, but at the expense of needing a much smaller gap between
messages. There is also a substantial link bandwidth requirement, on the order of a few gigabytes per second.
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Interconnect Bisection BW N = 242 N = 259
2D Mesh
√
P 3.45× 104 GB/s 2.46× 104 GB/s
2D Torus 2
√
P 1.72× 104 GB/s 1.23× 104 GB/s
3D Mesh P 2/3 1.36× 103 GB/s 967 GB/s
3D Torus 2P 2/3 679 GB/s 484 GB/s
Fat-tree P/2 2.11 GB/s 1.50 GB/s
Hypercube P/2 2.11 GB/s 1.50 GB/s
Table 2.1: Minimum link bandwidths needed for exascale FFT performance, according to the data movement
bound, for six different interconnects.
The data movement bound can now tell us something about the link bandwidth needed to enable exascale
performance for a given network topology. Insisting that the lower bound on the run time be enough to give
us at least 1 EFLOPS performance gives us
Tbound ≤ N log2N
1018
.
Writing the bound out as the computation time plus the time to move the problem data twice across the
bisection of the network gives us
tcN log2N
P
+
2N
Bl
≤ N log2N
1018
,
where B is the number of links in the bisection of the network, and l is the link bandwidth. From this, we
can derive a constraint on the link bandwidth l:
2N
Bl
≤ N log2N
1018
− tcN log2N
P
2
B log2N
(
10−18 − tcP
) ≤ l
The constraint given by this formula is in terms of double words per second; to convert to gigabytes per
second, we divide by 227.
Table 2.11 lists the minimum link bandwidths resulting from the bound for six different interconnects
for both small (N = 242) and large (N = 259) 3D FFT problems. Intermediate results are not reported, as
the minimum bandwidth declines very slowly with increasing problem size. From the results, we see that
mesh and torus interconnects will be challenged to provide enough bandwidth to enable 1 EFLOPS FFT
performance, while fat-trees and hypercubes have much more reasonable constraints.
Overall, the results show that latency-hiding techniques can do a lot for FFTs, but that even so, they
still need the bandwidth provided by networks like fat-trees to have a chance of scaling to exascale machines.
1The original minimum link bandwidths published in [45] were half of the ones we present owing to an error. Table 2.1
contains the corrected values.
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Figure 2.5: Fine (left) and coarse (right) grids for geometric multigrid on a 2D mesh of points, coarsened by
a factor of 2 in each dimension. Points dropped when going from fine to coarse are shown as empty circles
on the coarse grid.
However, torus networks are more scalable and cost-effective to build, and are more common in high-end
machines. These findings cast doubt on the exascale prospects of FFTs. Subsequent research has confirmed
these findings [72] and expanded on them [25]. These findings have also influenced researchers to pursue
alternatives to the FFT for large-scale simulations [84, 85].
2.2 Large Scale Geometric Multigrid
Multigrid methods are popular for solving large scientific problems, owing to ideal linear computational
complexity. In addition to the FFT, we examined multigrid in [45]. We considered the most basic geo-
metric version of multigrid, deriving a straightforward performance model and using it to identify potential
performance pitfalls at scale. We present our results below.
2.2.1 Problem Setup
Basic geometric multigrid involves solving a linear system defined on a regular grid, such as a mesh. It
builds on simple relaxation methods like Jacobi and Gauss-Seidel, which in the multigrid context are called
smoothers. Smoothers alone are highly inefficient when solving a linear system, with convergence dra-
matically slowing down after a few iterations. Multigrid remedies this by performing part of the work on
progressively smaller coarse problems. A simple example of a fine grid and a coarse grid for geometric
multigrid is shown in Figure 2.5.
We consider here the most basic version of geometric multigrid, a V-cycle on a simple mesh of points
performing nearest-neighbor computations that would be used in solving problems like the Laplace equation.
We consider both two dimensions and three dimensions, with a 5-point stencil for the 2D case and a 7-point
stencil for the 3D case. The processors are assumed to be arranged in a 2D or 3D mesh to correspond to
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the problem. We solve the problem on the same hypothetical exascale machine we considered for the FFT.
2.2.2 Performance Model
We derive a LogP-based performance model for multigrid in the same fashion as we did for the FFT, but
make one modification. We assume the latency is per-link, allowing the overall latency to increase with
communication distance, as it is possible to take it into account with multigrid. Coarsening eventually
progresses to the point that there are fewer unknowns than processors, leaving some of them idle. So long as
there is some data on each processor, communication requires the traversal of only one link, assuming a good
mapping of points to processors, but once there are idle processors, even nearest-neighbor communication
requires traversing additional links assuming no movement of data is done to counteract this.
For the multigrid problem itself, we assume there are N points, arranged in a d-dimensional grid. Each
processor communicates with k neighbors, and the number of points decreases by a constant factor c in each
dimension after each coarsening. We split the expression for the runtime at each level of the cycle into the
following components:
• smooth(n, l) – run smoother on n points, with neighbors l links away.
• coarsen(n, l) – perform one step of coarsening. Neighbors before coarsening are l links away; this is the
distance of communication.
• prolong(n, l) – perform one step of prolongation. Neighbors after prolongation are l links away; this is
the distance of communication.
Just as with the model for the FFT, the latency is assumed to encapsulate the cost of moving all the data
in one message.
To simplify the analysis, we recurse as far as possible in the multigrid cycle and treat the direct solve at
the coarsest level as an application of the smoother. We count the number of links traversed as follows. If
there are more grid points than processors, then all messages traverse only one link. If not, then we assume
the number of links traversed doubles with each coarsening. The time spent running the smoother is then
given by
Ts =
blogcd NP c∑
i=0
smooth
(
N
cdiP
,L
)
+
blogcd Nc∑
i=blogcd NP c+1
smooth
(
1, ci−blogcd NP cL
)
.
The coarsening time is given by
Tc =
blogcd NP c∑
i=0
coarsen (L) +
blogcd Nc−1∑
i=blogcd NP c+1
coarsen
(
ci−blogcd NP cL
)
.
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The prolongation time is given by
Tp =
blogcd NP c∑
i=0
prolong (L) +
blogcd Nc−1∑
i=blogcd NP c+1
prolong
(
ci−blogcd NP cL
)
.
To obtain more concrete expressions, we assume Jacobi smoothing run γ1 times before coarsening and γ2
times after prolongation. No overlap of communication and computation is assumed. We also assume that
coarsening and prolongation, like smoothing, require only nearest-neighbor communication. This gives us
smooth(n, l) = (k + 1)ntc + k(l + o) + (k − 1)g
coarsen(l) = k(l + o) + (k − 1)g
prolong(l) = k(l + o) + (k − 1)g.
The resulting expression for the smoothing time becomes
Ts = (γ1 + γ2)
(blogcd NP c∑
i=0
[
(k + 1)
N
cdiP
tc + k(L+ o) + (k − 1)g
]
+
blogcd Nc∑
i=blogcd NP c+1
[(1 + k)tc + (k − 1)g + k(ci−blogcd NP cL+ o)]
)
,
and the resulting expression for the coarsening and prolongation time becomes
Tc = Tp = k
(⌊
logcd
N
P
⌋
+ 1 +
blogcd Nc−1∑
i=blogcd NP c+1
ci−blogcd NP c
)
L+ blogcd Nc (ko+ (k − 1)g).
2.2.3 Results and Conclusions
Using the model, we determine feasibility contours in L and g as for the FFT for problems ranging in size
from N = 1011 (372 points per processor) to N = 1017 (372 million points per processor). We fix γ1 = γ2 = 5
and halve the number of points in each dimension (c = 2) with every coarsening step. Plots of the contours
for the 2D 5-point stencil (d = 2, k = 4) and 3D 7-point stencil (d = 3, k = 6) are in Figure 2.6. The
contours represented by the model are drawn as solid lines. Dashed lines reflect a hypothetical scenario in
which the latency is assumed not to change once the number of points is less than the number of processors.
The difference between the two lines in both graphs show a pronounced effect on the latency component of
the feasibility region.
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Figure 2.6: Feasibility contours in L and g for multigrid, for the 5-point stencil (left) and 7-point stencil
(right).
One other area we explore is the possibility of a slowdown in computation on coarse grids, which can occur
if the top computation speed of the machine can only be achieved through hardware elements like vector
units that enable the performance of many operations simultaneously. This can lead to a lower bound on
the problem size, below which exascale performance is impossible. To model this, we adjust the performance
model so that the computation rate is tc when there are at least v elements per processor, and tcv when there
are less than v elements per processor. Figure 2.7 shows the resulting feasibility contours if the maximum
computational performance on our hypothetical exascale machine can only be achieved through the use of a
length 64 vector unit. The solid lines are contours when both the latency and tc vary, and the dashed lines
are contours when the latency varies but tc is unaltered. The lack of a solid line for the smallest problem
indicates that exascale performance is impossible in that case.
The results in both Figures 2.6 and 2.7 suggest that coarse grids are a challenge to getting EFLOPS
performance from multigrid. While the scenario of the latency doubling with each coarsening once there
are fewer grid points than processors is pessimistic, its effect suggests that worsening latency from messages
traveling longer distances on coarse grids is something to be mindful of when running multigrid on a large
machine. The N = 1013 problem, which would have about 37253 points per processor on our hypothetical
exascale machine, needs only microsecond message latencies with no latency penalty, but with the penalty
needs nanosecond latencies. This is a transition from something common on present-day parallel machines
to a very difficult hardware constraint. The dependence of peak computation on architectural elements such
as vector units is not as significant a factor, but for very small problems can make EFLOPS performance
completely impossible.
The obvious conclusion here is that keeping communication cost down will be necessary to make exascale
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Figure 2.7: Feasibility contours for multigrid when peak computation performance depends on a length 64
vector unit, for the 2D 5-point stencil (left) and the 3D 7-point stencil (right).
performance possible for multigrid. One means of doing so is to move data to keep the communication to
actual nearest-neighbors rather than requiring it to traverse longer distances on coarse grids. This would
require communication, but this can be done in ways such that the benefit of reducing the coarse grid
communication cost outweight the cost of the data movement step, such as through optimized collective
routines to move this data more quickly or storing information redundantly to prevent idle processors.
These techniques have been used in practice to improve multigrid performance; Section 3.4 discusses some
examples for geometric multigrid. We will see them again there and in subsequent chapters when we examine
the algebraic version of multigrid, which has more difficulties with communication on coarse grids.
2.3 Implications
We have seen in this chapter that with straightforward performance models, we were able to reach compelling
conclusions about the prospects of two important HPC applications on exascale machines. The FFT faces
serious challenges owing to the tension between the need to have a lot of available bandwidth in the network
and the need to use more scalable and cost-effective networks to meet power and energy constraints. Multigrid
faces challenges of its own too in the form of coarse grid communication, and keeping communication costs
down could be key to getting it to scale to exascale.
We drop the specific focus on exascale in subsequent chapters, when we use what we have learned here
when treating the algebraic flavor of multigrid. We will develop a straightforward performance model for
AMG and then use it to analyze an extensive body of past work in adapting multigrid methods to massively
parallel machines and then guide changes to AMG to improve its performance and scalability on emerging
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parallel platforms. But first, in the next chapter, we will introduce AMG and the specific challenges it faces
on parallel machines, along with the large body of past work on adapting multigrid methods to massively
parallel machines.
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Chapter 3
Algebraic Multigrid
Algebraic multigrid, abbreviated as AMG, is a version of multigrid that works on problems without regular
structure. All that is needed is a linear system Ax = b. The structure of the finest grid is implied by the
graph of A. This is a powerful extension of the basic multigrid method, which requires an underlying regular
grid structure in the problem being solved. This does, however, come at the cost of requiring time to set up
the hierarchy of grids and a substantial amount of data movement on the smaller coarse grid problems.
In this chapter, we give an overview of AMG, highlighting the challenges it faces with increasing paral-
lelism in the hardware, and survey the large body of past work that has been spent on adapting multigrid
methods to massively parallel machines. The challenges stem from large amounts of communication on
coarse grid problems that have little computation. The work on these problems should proceed quickly, but
this is not always the case, especially as the amount of available parallelism in the machine increases. The
intersection of multigrid and massive parallelism was a research concern from the mid-1980s through the
mid-1990s, before the subsequent dramatic rise in single-core speeds. We will subsequently use performance
modeling to analyze this body of work anew as we search for ways to adapt AMG to future machines.
3.1 AMG Basics
Like all multigrid methods, AMG uses the solution of small “coarse grid” problems to accelerate the solution
of the original “fine grid” problem. By performing some of the work on these smaller problems, AMG
achieves ideal algorithmic scalability, requiring only O(n) computations to solve a problem with n unknowns,
asymptotically less than other methods that do their work exclusively on the fine grid problem.
At the core of all multigrid methods is the two-grid algorithm, given in Algorithm 1. Relaxation is
accomplished using a simple iteration such as Jacobi or Gauss-Seidel, which is also known as a smoother
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Figure 3.1: V-cycle (left), W-cycle (center), and full multigrid cycle (right). The V-cycle progresses fine to
coarse to fine. The W-cycle adds intermediate progressions to the middle of the V-cycle. The full multigrid
cycle progresses coarse to fine, with V-cycles to the coarsest grid and back in between.
because each iteration reduces the oscillatory components of the error rapidly while working very slowly on
the smooth components. The purpose of working on a coarse grid is to make the smooth components of
the error oscillatory again, so a smoother application can be more effective than it is on the fine grid. The
classical smoother for multigrid is Gauss-Seidel, which is highly sequential. For better parallel performance,
we use hybrid Gauss-Seidel, which involves performing Gauss-Seidel iteration within processes and Jacobi
iteration across process boundaries. The number of smoother sweeps before and after applying the coarse grid
correction can vary; we perform one sweep before and one sweep after applying the coarse grid correction.
Algorithm 1 TwoGrid(A,b,x0)
Relax Ax = b with initial guess x0 to get approximate solution x1
Form residual: r ← b−Ax1
Solve residual equation Ae = r on coarse grid to get correction e
Apply correction: x2 ← x1 + e
Relax Ax = b with initial guess x2 to get approximate solution x
Return x
The residual equation in the two-grid algorithm can itself be solved recursively using the two-grid al-
gorithm. This can be repeated many times, resulting in many grids, the coarsest of which can be solved
directly at little expense, hence the term multigrid. The simplest approach is to recursively call the two-grid
algorithm until the grid size reaches a certain lower limit, at which point, the coarse grid correction is solved
for directly. The correction is then propagated to each finer grid. This is called a V-cycle. The V-cycle is
commonly used itself, or V-cycles of different depths can be combined to form the more complex W-cycle or
full multigrid cycle. These three cycles are diagrammed in Figure 3.1. As all multigrid cycles are based on
the V-cycle, we will focus on it on our work.
What distinguishes AMG is how it can operate on unstructured problems. Multigrid methods were first
derived for problems solved on structured grids, such as finite difference meshes. Forming a coarse grid is
then as simple as halving the number of points in each dimension. The geometry of the problem determined
the nature of the coarse grid, leading to the term geometric multigrid for a multigrid method applied in
this fashion. In the case of AMG, there are no assumptions about any underlying geometry. The grid is
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determined implicitly by the graph of the matrix A in the system Ax = b. The coarse grid is determined
from this graph, and there have been many studies examining how to best do so. The most well-known
strategies for doing so in parallel can be found in [23], [79], and [27]. In our experiments, unless otherwise
stated, we use HMIS coarsening [27] with extended+i interpolation [26] truncated to at most 4 coefficients
per row and aggressive coarsening with multipass interpolation [83] on the finest level. These coarsening and
interpolation schemes, combined with the hybrid smoother mentioned earlier, were key in scaling AMG to
over 100,000 cores on an IBM Blue Gene/P [12].
The coarsening step is very much nontrivial, so in addition to the solve phase where the actual multigrid
iterations are run, AMG also has a setup phase in which the grid hierarchy is determined, which can be a
significant factor in the overall runtime. The basic operations at a given level i are as follows. Given Ai, the
operator at level i, we:
1. Select coarse points that will remain on grid i+ 1.
2. Form Ri, the restriction operator from grid i to i+1, and Pi, the interpolation operator from grid i+1
to i.
3. Form the coarse grid operator Ai+1 = RiAiPi.
Many problems that are solved using AMG are symmetric, and so often the restriction and interpolation
operator are transposes, i.e. Ri = P
T
i . This holds for the problems we examine, so we will only refer to the
solve operator Ai and the interpolation operator Pi at each level.
Multigrid in general and AMG in particular are both very rich subjects. There is a lot about each that we
cannot discuss here. A good high-level overview of multigrid can be found in [18]. For a detailed description
of AMG, we refer the reader to [73].
3.2 Implementation Details
The implementation of AMG we use is the BoomerAMG solver [57] in the hypre software library [58]
from Lawrence Livermore National Laboratory. We selected BoomerAMG for a number of reasons. It has
successfully been run on very large processor counts, and can be run both in an entirely distributed-memory
(MPI) programming model and in a hybrid programming model that also incorporates shared-memory
parallelism. The AMG benchmarks in two large DOE HPC benchmark suites, AMG2006 in the Sequoia
suite [2] and its successor AMG2013 in the CORAL suite [3], use BoomerAMG. So do finite element software
packages such as pFOSPACK [75] from CU-Boulder and MFEM [4] from Livermore, the latter of which we
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will make use of when running experiments. Finally, studies first discussed in the next section that we will
build on in our work used BoomerAMG to get their results.
BoomerAMG implements a wide range of coarsening and interpolation schemes and smoothers. The
coarsening and interpolation schemes range from first-generation classical techniques to the more modern
ones we use in our experiments. Smoothers include both basic ones (Jacobi, Gauss-Seidel, and the parallel
hybrid of the two we use) and more complex ones [11] that are being considered for next-generation machines.
BoomerAMG stores its matrices in the ParCSR data structure. A matrix A stored in this format over
P processes is stored as pieces Ak, k = 1, . . . , P , with each piece Ak stored locally on process k. Each Ak
is split into two matrices Dk and Ok, which are each stored in the sequential compressed sparse row (CSR)
format. Dk contains all entries of Ak whose column indices point to rows stored locally on process k, and
Ok comtains the remaining entries of Ak. Matrix-vector multiplication or smoothing requires the evaluation
of Akx = Dkx
D + Okx
O on each process, where xD is the portion of the vector x stored locally and xO is
the portion that needs to be sent from other processes. Further detail is available in [37].
The ability to use a shared memory programming model is provided in BoomerAMG in the form of
OpenMP parallelization within MPI processes. This is done at the loop level using parallel for constructs.
These spawn a number of threads that each execute a portion of the loop being parallelized (for loops in the
case of this construct). The parallelized loops are the ones that perform smoother application, matrix-vector
multiplication, and the triple matrix product. The solve phase is completely threaded, but the setup phase
is not, as the coarsening algorithms in BoomerAMG currently do not make use of OpenMP [13].
3.3 Performance Challenges
Though, as mentioned before, AMG has scaled well on the IBM Blue Gene/L and Blue Gene/P platforms, it
faces challenges to its continued scalability on emerging multicore platforms. This was first examined in [14],
which studied the performance of AMG when used to solve a simple 3D Laplace problem with 50× 50× 25
points per core on Hera, a multicore Linux cluster with 16 cores per node, and found a noticeable lack of
scalability. This was in spite of using the coarsening and interpolation schemes mentioned in the previous
section that were key to getting AMG to scale on Blue Gene/L and Blue Gene/P.
Further analysis of this same test problem [44], with level-by-level instrumentation, revealed that the
performance issues came on coarse grids. Table 3.1 shows the time spent on each level in an average solve
phase V-cycle when using one MPI task per core running the problem on 128, 1024, and 3456 cores. What
really jumps out is coarse grid problems with relatively few unknowns taking as much or more time than
fine grid problems with upwards of 10,000 times more unknowns.
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128 Processes 1024 Processes 3456 Processes
Level Unknowns Time Unknowns Time Unknowns Time
0 8,000,000 23.0 ms 64,000,000 25.9 ms 216,000,000 23.0 ms
1 614,521 8.28 ms 4,865,878 11.9 ms 16,365,998 14.9 ms
2 120,607 6.52 ms 945,463 17.3 ms 3,171,667 15.5 ms
3 13,643 12.4 ms 103,307 19.4 ms 342,649 24.5 ms
4 1,509 18.9 ms 10,447 34.0 ms 33,222 39.9 ms
5 212 20.2 ms 1,224 42.3 ms 3,681 50.4 ms
6 29 2.75 ms 151 5.45 ms 412 17.5 ms
7 3 0.0544 ms 20 0.686 ms 54 1.44 ms
8 – – 2 0.02 ms 8 0.120 ms
Table 3.1: Time spent in each level of an average solve cycle when using AMG to solve the 3D 7-point
Laplace problem from [14] on Hera, along with the number of unknowns at each level.
Figure 3.2: Level-by-level communication patterns for an AMG solve on the 7-point 3D Laplace model
problem using 128 processes. Levels 0 (finest grid) through 3 (left to right) are on the top row, and levels 4
through 7 (left to right) are on the bottom row. Areas of black indicate zero messages between processes.
The plots were obtained using the performance analysis tool TAU [71].
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Figure 3.3: Time spent in each level of an average solve cycle when using AMG to solve the 3D 7-point
Laplace problem from [14] on Hera for different on-node mixes of MPI tasks and OpenMP threads. Total
cycle times, which are the sums of the times at each level, are listed in the legend.
What is happening is that on coarse grids, the number of communication partners each process has
increases dramatically. Figure 3.21 illustrates this. The level with the worst performance, level 5, is the
one where each process has the largest number of communication partners. Instead of a regular pattern of
nearest-neighbor communication, there are messages going to many different processes all over the network.
Even more problematic is that this is occurring with some of the processes having already “dropped out”
due to having no unknowns on that level. The setup phase exhibits similar behavior.
One adjustment that has been explored to counteract this is changing the programming model to in-
corporate some form of shared memory programming to better match the underlying architecture. The
study in [14] also examined the use of OpenMP within nodes, finding that it helped substantially. Follow-up
work [13] found benefits on an additional multicore cluster.
However, using OpenMP does not completely cure all scalability issues. Figure 3.32 plots level-by-level
timings for an AMG V-cycle on Hera when using different on-node mixes of MPI tasks and OpenMP threads.
Using only MPI results in the poor coarse grid performance highlighted in Table 3.1. Increasing the number
of OpenMP threads per node improves this, at the cost of poorer fine grid performance, which really shows
itself when using 8 or 16 OpenMP threads per node, to the point where using 4 MPI tasks and 4 OpenMP
threads per node resulted in the best performance. The fine grid issues were ameliorated to some degree
in [14] by explicitly pinning threads and processes to cores and sockets and using a special support library
for memory allocation. However, the mix of 4 MPI tasks and 4 OpenMP threads per node still resulted in
the best performance. The plot in Figure 3.3 shows that there is still coarse grid performance degradation
1Reprinted from “Modeling the Performance of an Algebraic Multigrid Cycle on HPC Platforms” by H. Gahvari, A. H. Baker,
M. Schulz, U. M. Yang, K. E. Jordan, and W. Gropp [44], c©2011 ACM, doi: 10.1145/1995896.1995924, with permission.
2Reprinted from “Modeling the Performance of an Algebraic Multigrid Cycle Using Hybrid MPI/OpenMP” by H. Gahvari,
W. Gropp, K. E. Jordan, M. Schulz, and U. M. Yang [46], c©2012 IEEE, doi: 10.1109/ICPP.2012.41, with permission.
23
when using this mix of threads and tasks, so the change in programming model has not taken care of
everything. Furthermore, there are machines we run experiments on for which using OpenMP does not
improve performance. We analyze this in more detail in the next chapter.
We will also see in the next chapter precisely why the challenges AMG is facing on multicore machines
are only going to become more serious as the trend towards further on-node parallelism continues. Without
being able to rely entirely on the programming model to address the issues seen with AMG, we will have
to make changes to algorithm itself to ensure its scalability on future massively parallel machines. It turns
out there is a long history of past work in adapting multigrid methods in general to large parallel machines,
which we will now review.
3.4 Past Work to Date
Approximately half of the lectures had the conference theme, “Advanced Architectures,” as a major
component. These lectures gave broad, provocative insight into the interplay between two fast-advancing
technologies, multigrid and supercomputing.
—Steve McCormick, in the preface to the special issue of Applied Mathematics and Computation de-
voted to the 1985 Copper Mountain Conference on Multigrid Methods [66].
The history of changing multigrid algorithms to adapt them to massively parallel machines dates back to the
mid-1980s, when researchers were first faced with this issue. They noticed the aforementioned phenomenon
of processors dropping out of the computation in geometric multigrid, and sought to make use of what they
saw as wasted resources. This produced a large body of work, including two Ph.D. theses [77, 63]. The
dramatic jump in single core speeds during the next decade put much of this work on the back burner, but
with single core speeds no longer rising, there is a new urgency to reexamine this work, to see what ideas
will work best on today’s emerging machines, and how to best apply them.
The body of past work on multigrid for massively parallel machines can be broken down into a few general
categories. Multiple coarse grid methods use information from more than one coarse grid to accelerate the
solution of the fine grid problem. Additive multigrid methods add additional parallelism by working on
multiple grids at the same time. Filtering methods filter the residual into a component that is treated on the
coarse grid and a component that is treated on the fine grid, introducing more parallelism and an additional
correction aimed to accelerate convergence. Redundant solution methods distribute data redundantly across
processors to keep them active and reduce communication requirements when applying the coarse grid
correction. Agglomeration methods concentrate data onto fewer processors when computing on coarse grids
to reduce the amount of data movement required and potentially rebalance the computational load. There
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are also a couple of methods that do not fit in these categories which merit our attention.
For AMG, we should note that a rich area of research is how to coarsen the problem in a way that scales
well on parallel machines. Early parallel coarsening methods produced complex hierarchies that required few
iterations until convergence [57]. These methods proved problematic on massively parallel machines, sparking
new coarsening algorithms that produced less complex hierarchies that took more iterations to converge, but
each iteration was much faster, leading to dramatically improved performance and scalability [27]. Work
to make coarsening even more amenable to massively parallel machines is still ongoing; a recent example is
research into non-Galerkin coarse grids that feature sparser operators than what the matrix triple product
mentioned in Section 3.1 would generate [38]. Another area of parallel coarsening research is in Smoothed
Aggregation (SA) coarsening [79]. Unlike classical coarsening, which keeps certain fine grid points for the
coarse grid and discards others, smoothed aggregation coarsening forms aggregates among fine grid points,
which themselves become the coarse grid points on the next coarsest grid.
For all the work that has been done in this area, the scalability problems reported in Section 3.3 were
observed using advanced coarsening and interpolation schemes that dramatically reduced the complexity
of the operators from what was seen in earlier methods. Thus, there is a need for additional change.
Furthermore, for AMG, multigrid algorithms that exploit additional parallelism can be applied to hierarchies
generated by any coarsening scheme. Therefore, we consider parallel coarsening itself to be beyond the scope
of our work.
3.4.1 Multiple Coarse Grids
In the standard multigrid setup, there is a fine grid and a coarse grid, with information from the coarse
grid used to compute a correction to the solution on the fine grid. The process of forming the coarse grid,
however, discards the majority of the fine grid points. If coarse grids were formed out of the discarded
points as well, then corrections obtained on them could theoretically beused to obtain a better correction
for the fine grid problem and thus accelerate convergence. Figure 3.4 illustrates a simple example of using
multiple coarse grids. The corrections are obtained in parallel, so convergence acceleration would ideally be
accomplished with little extra time spent performing computational work.
This basic approach was used by Frederickson and McBryan in a method they called Parallel Supercon-
vergent Multigrid (PSMG) [41]. PSMG involves computing a correction on every possible coarse grid, four
of them in the case of the grid pictured on Figure 3.4. This results in a massive amount of parallelism,
specifically 2d for a d-dimensional geometric problem. The early results advertised dramatically improved
performance when solving simple Poisson problems if the multiple corrections were interpolated and com-
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Figure 3.4: Multiple coarse grids on a 4× 4 two-dimensional mesh. The points of the same color on the fine
grid (left) each form their own coarse grid after coarsening (right).
bined together in the right way. A further analysis of this method [22] found the benefit to come from a
removal of aliasing error arising from the mix of high-frequency and low-frequency error modes, and suggested
appropriate relaxation algorithms.
Later analyses found the benefits of PSMG to be substantially less than initially advertised. Decker [28]
compared PSMG to an optimized parallel multigrid algorithm that did not use multiple coarse grids, again
on simple Poisson problems, and found that the benefits from PSMG really come when the number of grid
points per processor is around 1. Frederickson and McBryan then published another analysis [42] that
admitted that PSMG was best suited to settings where there are almost as many processors as there are grid
points, but also claimed faster convergence rates than what Decker found. An in-depth theoretical analysis
by Matheson and Tarjan [64] then found that even with the improved convergence rates reported in [42], the
speedup from PSMG was at most 2, and this was with one point per processor. On larger problems, PSMG
would not perform as well as standard multigrid.
Other researchers also considered multiple coarse grid algorithms. Hackbusch [55] found that a method
with a similar division of subproblems as PSMG, but a different method of interpolating and combining
corrections, resulted in greater improvements over standard multigrid on anisotropic diffusion problems, with
convergence up to five times as fast on 2D problems with strong anisotropies. Douglas and Miranker [32, 31]
considered the use of multiple coarse grids in the general case, where restriction and prolongation can be
arbitrary, and the number of coarse grids can also vary, showing that if the coarse grid problems were
generated and combined in the right way, very accelerated convergence, as fast as one iteration in fact,
was possible. Douglas and Smith [33] followed this up with work that focused on using symmetries and
asymmetries of the fine grid operator to generate the multiple coarse grids for elliptic boundary value
problems.
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The key to all these methods is decomposing the problem. An elegant analysis by Tuminaro [77] expressed
this in terms of A-orthogonality. Ideally, the coarse grids would be in subspaces that are mutually A-
orthogonal, where A is the fine grid operator (this of course assumes that A is symmetric and positive
definite). However, finding such a decomposition is a nontrivial task for general problems. Given this
difficulty, the more advanced multiple coarse grid methods did not receive any future attention.
3.4.2 Additive Multigrid
Additive multigrid [53] was designed as a simple means to obtain more parallelism in a multigrid cycle.
Classical, or multiplicative multigrid methods compute the coarse grid correction after the first relaxation
step:
1. Relax Ax = b with guess x[0] to get approximate solution x[1]
2. Compute residual r = b−Ax[1] and restrict to coarse grid
3. Compute coarse grid correction e and prolong to fine grid
4. Add correction: x[2] = x[1] + Pe
5. Relax Ax = b with guess x[2] to get approximate solution x[3]
In additive multigrid, the relaxation and coarse grid correction are decoupled:
1. Compute residual r = b−Ax[0] and restrict to coarse grid
2. In parallel:
• Relax Ax = b with guess x[0] to get approximate solution xˆ
• Compute coarse grid correction e
3. Add correction: x[2] = xˆ+ e
As a multigrid scheme, additive multigrid can relax on all levels at the same time, avoiding the idle processor
problem. It possesses both a more parallel cycle and a lighter weight cycle than multiplicative multigrid.
This comes, however, at the cost of substantially worse convergence, poor enough, a later study found [16],
to render the faster cycle useless.
For a while, that was the final story on additive multigrid. However, this story is incomplete. For starters,
the past work did not consider the possibility of hybrid multiplicative-additive methods, where the finer levels
could use multiplicative multigrid, and the coarser levels, on which the lack of parallelism is greatest, could use
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additive multigrid instead. Also, Vassilevski [80] introduced a reformulation of multiplicative multigrid that
processes the grids additively. It operates using more complicated smoothing and interpolation operators.
A good parallel implementation is itself a nontrivial task, though recently Vassilevski and Yang [81] have
made some headway. We consider these methods further in Section 5.2.
3.4.3 Filtering Methods
Filtering multigrid was introduced by Chan and Tuminaro [21] as a means of accelerating convergence while
also enabling the processing of multiple grids at the same time, as in additive multigrid. After the pre-
smoothing step in a V-cycle, the residual r is split into two components rc + rf = r through the use of a
filtering operator S(r):
rc = S(r)
rf = r − S(r)
Let Ac be the coarse grid operator and Af be the fine grid operator. The component rc is restricted to the
coarse grid and used as the right-hand side for the residual equation Acec = rc that determines the coarse grid
correction ec. The component rf is used as the right-hand side for a fine grid residual equation Afef = rf .
Both corrections are then added to the current approximate solution, followed by the post-smoothing step.
Ideally, the filtering operator splits the residual such that rc consists of smooth components that are best
handled on the coarse grid, and rf consists of oscillatory components that are best handled on the fine grid.
This process introduces more parallelism into the cycle, but there are also additional costs in the form of
applying the filtering operator. In their original paper, Chan and Tuminaro considered a 1D Poisson model
problem and for S(r) constructed a tridiagonal matrix and multiplied the residual by it. This improved the
convergence rate by a factor of 2.5 to 3 depending on the number of smoothing and concurrent relaxation
steps. Tuminaro also found A-orthogonality to be a desirable property for the split residuals [77]. In a later
paper [78], Tuminaro applied filtering multigrid to solve the nonlinear Euler equations in two dimensions,
finding a reduction in the number of iterations to convergence by a factor of around 1.4. In the same analysis
in which they treated PSMG [64], Matheson and Tarjan found that taking the additional costs of filtering
into account eliminated this advantage, and filtering became competitive only when it converged very fast.
This subject was later resurrected by Fournier and Lanteri [40]. They used an algebraic multigrid method
to solve 2D compressible steady flow problems on unstructured grids. They were able to slightly improve the
time to solution on a small Ethernet cluster by using a modified version of Chan and Tuminaro’s algorithm.
The modified algorithm did away with pre-smoothing and post-smoothing, replacing the former with residual
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filtering and the latter with concurrent relaxations. For a filter, they used S(r) = (PR)r, multiplying the
residual by the product of the prolongation and restriction operators. Their implementation processed only
the coarsest two levels in this fashion, leaving the possibility of doing this on more levels an open question.
We further explored this and found some potential but also serious drawbacks; this is discussed in Section 5.3.
3.4.4 Redundant Solution
Communicating data is a more expensive operation in computers than performing arithmetic operations
on it. This holds whether the data is simply moved from slow memory to fast memory on a uniprocessor
machine, or brought in from another processor on a parallel machine, though our main concern in parallel
computing is the latter scenario.
A simple means of addressing this in multigrid is to at some level in the cycle distribute data redundantly
across all the procesors and have them carry out the work on that level and all coarser ones without any
further communication requirement. Communication is needed for the initial distribution of data. However,
the lack of any communication requirements for subsequent operations on those levels results in an overall
reduction of communication for the entire cycle. An analysis by Gropp [54] found that this would likely
result in performance improvements.
Another approach to redundancy was considered by Womble and Young [82]. When using geometric
multigrid to solve a 2D Poisson problem, they had pairs of processors combine their data when the number
of unknowns in either dimension was less than or equal to 2. This resulted in a modest gain in parallel
efficiency, though the determining factor in the parallel efficiency of the multigrid cycle was still the fine grid
efficiency.
We revisit redundant solution in Section 5.4. The amount of communication on coarse grids in AMG
is substantial, and so, it turns out, is the potential gain from this approach. Using this approach on the
multicore cluster examined in [14], results of which are reported in [10] and [48] and discussed further in
Sections 5.4 and 6.1.2, resulted in significant speedups.
3.4.5 Agglomeration Methods
Like redundant solution methods, agglomeration methods reduce communication, but they avoid the data
replication step in redundant solution methods. This makes for another data movement step when the coarse
grid correction obtained in the part of the cycle solved using an agglomeration method is rebroadcast to the
appropriate processors, but each data movement step is lighter-weight.
Agglomeration was used by Nakajima [68] to concentrate data onto one process and then further deepen
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the multigrid cycle in a geometric multigrid solver. Sandia’s smoothed aggregation AMG solver ML [52]
uses it both for load balancing and to prevent convergence degradation. Sampath and Biros [70] also used
agglomeration for load balancing in an octree-based geometric multigrid algorithm. Further work by Sundar,
et. al. [74] added ML as the coarse grid solver for the octree-based geometric multigrid algorithm.
We investigate agglomeration methods further in Section 5.4. As with redundant solution methods, there
is substantial potential gain from the communication reduction.
3.4.6 Other Methods
There are two other methods researchers investigated when looking to better match multigrid with large
parallel machines that do not fit cleanly into the categories given above. Gannon and Van Rosendale [51]
proposed a method that adds extra parallel work to a V-cycle like filtering multigrid, but iis substantially
more complicated, with additional work and data transfers between grids during this step. This was found
by Matheson and Tarjan to have the same limitations as PSMG – a speedup of at most 2, and only when
there were as many unknowns as processors [64].
Fischer [39] noted that when using a direct coarse grid solver, the standard method of first factorizing
the matrix was hampered by the inefficiency in parallel of both the forward and backward substitutions
needed to complete the solution, and proposed instead to explicitly compute the inverse of the coarse grid
operator. Then the coarse grid solve can be performed by the much more efficient means of matrix-vector
multiplication. However, this technique is only applicable to the very coarsest level, and the hazard of fill-in
is present when the coarse grid matrix is not dense. Tufo and Fischer followed up with a coarse grid solver
based on an approximate inverse [76], but in a multilevel hierarchy, the technique still applies to the coarsest
grid only.
3.5 Next Steps
We have seen here in our discussion of AMG that it is a solver that, even though it is well-suited to high-
performance computing, nonetheless faces issues on emerging parallel machines that have the potential to
impede its scalability to next-generation ones. It is a microcosm of the challenges facing applications in
the new HPC environment. If an application well-suited to HPC faces the challenges that AMG does, then
applications less well-suited are going to face even bigger challenges. We will need to make changes to AMG
to ensure its continued effectiveness on future machines, and we have seen that there is a large body of past
work for us to potentially draw upon.
What we need to do now to figure out how to proceed is come up with a quantitative means of evaluating
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AMG, the machines we want to run it on, and this body of past work. We address this in the next chapter
by developing performance models for the AMG solve cycle. With these models, we will then be able to
proceed with evaluating this body of past work and making adjustments to AMG in a way that will ensure
we make improvements.
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Chapter 4
Performance Models for AMG
In this chapter, we develop performance models of the AMG solve cycle, which we will then use to evaluate
the large body of past work and propose solutions to more effectively scale AMG to future supercomputing
platforms. We begin with a baseline model that we subsequently augment to take into account communication
distance, network contention, hybrid MPI/OpenMP programming, and simultaneous multithreading. The
model was developed in a series of prior papers [44, 46, 47]; in the description of the models presented here,
we combine the content from these papers, and add results from an additional machine. Afterwards, we
present the results of experiments we performed in that work to validate the models.
4.1 Baseline Model
Our baseline model uses the simple α-β model for communication, in which the time to send a message
consisting of n double precision floating-point values is given by
Tsend = α+ nβ.
α is the communication startup time, and β is the per entry send cost. Computation time is determined by
multiplying the number of floating-point operations by a computation rate ti, which we allow to vary with
This chapter includes results from three previously published papers, reprinted with permission:
• “Modeling the Performance of an Algebraic Multigrid Cycle on HPC Platforms” by H. Gahvari, A. H. Baker, M. Schulz,
U. M. Yang, K. E. Jordan, and W. Gropp [44], c©2011 ACM, doi: 10.1145/1995896.1995924
• “Modeling the Performance of an Algebraic Multigrid Cycle Using Hybrid MPI/OpenMP” by H. Gahvari, W. Gropp,
K. E. Jordan, M. Schulz, and U. M. Yang [46], c©2012 IEEE, doi: 10.1109/ICPP.2012.41
• “Performance Modeling of Algebraic Multigrid on Blue Gene/Q: Lessons Learned” by H. Gahvari, W. Gropp, K. E.
Jordan, M. Schulz, and U. M. Yang [47], c©2012 IEEE, 10.1109/SC.Companion.2012.57
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Figure 4.1: Fundamental operations at each level of a V-cycle.
each level in the multigrid hierarchy. We do this because the operations in an AMG cycle are either sparse
matrix-vector multiplication or a smoother application, which is a similar operation. An in-depth study [43]
found that the computation time for sparse matrix-vector multiplication varies with the size and density of
the matrix, and the operators in an AMG hierarchy have varying sizes and densities. We do not consider
the overlap of communication and computation in the model, as there is hardly any computation available
for this purpose on the communication-intensive coarse grids that we are most concerned about.
We treat the AMG cycle level-by-level. If there are L levels, the total cycle time is given by
TAMGcycle =
L−1∑
i=0
T icycle,
where T icycle is the amount of time spent at level i of the cycle. The time spent at level i is broken down into
component steps, which are diagrammed in Figure 4.1. Smoothing and residual formation are both treated
as matrix-vector multiplication with the solve operator. Restriction is matrix-vector multiplication with the
restriction operator, and interpolation is matrix-vector multiplication with the interpolation operator. This
gives us
T icycle = T
i
smooth + T
i
restrict + T
i
iterp.
To enable us to write expressions for the component operations, we define the following terms to cover
the multigrid hierarchy and the operators that comprise it:
• P – total number of processes
• Ci – number of unknowns on grid level i
• si, sˆi – average number of nonzero entries per row in the level i solve and interpolation operators,
respectively
• pi, pˆi – maximum number of sends over all processes in the level i solve and interpolation operators,
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respectively
• ni, nˆi – maximum number of elements sent over all processes in the level i solve and interpolation
operators, respectively
Using maximum communication counts accounts for the use of nonblocking communication and MPI Waitall,
as the waiting processes are waiting for the one that is doing the most communication to finish. For all AMG
solves, we assume one smoothing step before restricting and one smoothing step after interpolation, which
is the default in BoomerAMG.
The time spent smoothing on level i is given by
T ismooth(α, β) = 6
Ci
P
siti + 3(piα+ niβ),
which covers one smoother application before restriction, a MatVec to form the residual, and one smoother
application after interpolation. There are two flops (one multiplication and one addition) per matrix entry.
The time spent restricting on level i is given by
T irestrict(α, β) =
 2
Ci+1
P sˆiti + pˆiα+ nˆiβ if i < L− 1
0 if i = L− 1.
This covers the cost of the MatVec that performs restriction from level i to level i+ 1.
The time spent interpolating on level i is given by
T iinterp(α, β) =
 0 if i = 02Ci−1P sˆi−1ti + pˆi−1α+ nˆi−1β if i > 0.
This covers the cost of the MatVec that performs interpolation from level i to level i− 1.
The overall time spent in an AMG cycle then becomes
TAMGcycle =
L−1∑
i=0
T icycle(α, β),
with
T icycle(α, β) = T
i
smooth(α, β) + T
i
restrict(α, β) + T
i
interp(α, β).
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4.2 Additions to Baseline Model
The baseline model alone does not cover many phenomena seen on real machines. The α-β model for
communication is popular for its simplicity, but considers an idealized scenario in which there is no contention
in the network or other difficulties in accessing it, and the messages suffer no routing delays. Anticipating
this, we made additions to the model to cover these and other scenarios found on today’s current and
emerging parallel machines. All of these additions in the model can be turned “on” or “off” to best suit the
architecture; our validation experiments in Section 4.3 show differing sets of these resulting in the best fit
on different machines.
4.2.1 Communication Distance
It is often assumed in modern interconnection networks that the hop count has a negligible effect on com-
munication time. However, this is not a safe assumption for us to make. On coarse grids in AMG, there are
many messages being sent at once. The farther a message has to travel, the more likely it is to be delayed
owing to conflicts with other messages. This is even more of a concern on larger machines. To take this into
account, we introduce a term γ that represents the delay per hop. To incorporate this term, we replace the
α in the baseline model by
α(h) = α(hm) + (h− hm)γ,
where h is the number of hops a message travels, and hm is the smallest possible number of hops a message
can travel in the network. For machines with a mesh or torus interconnect, we set hm = 1, and we assume h
is the diameter formed of the network formed by the nodes in use. For machines with a fat-tree interconnect,
we set hm = 2, assuming the shortest message travels 2 hops, or through one switch, and assume h is twice
the height of the tree. In the case of a dragonfly interconnect, we again set hm = 2, and assume h is the
maximum shortest path between two nodes. The assumptions on h are worst-case, but we make them to
take into account routing delays and possible “long hops” across a machine room.
4.2.2 Limited Bandwidth
Limited bandwidth is an issue commonly encountered in message passing. Under ideal conditions, the peak
hardware bandwidth is rarely achieved. The achievable bandwidth is in turn rarely achieved under the
non-ideal conditions under which applications usually run. We take this into account by multiplying β by
Bmax
B , where Bmax is the peak aggregate per-node bandwidth in hardware, and B is the measured bandwidth
corresponding to β. When β is the cost to send one double-precision floating-point value, which is the case
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for our experiments, B = 8β , assuming B is in units of bytes per second.
Another source of limited bandwidth is network contention arising from messages sharing links. We
augment the previously defined penalty to β as follows to include this. If m is the number of messages and
l is the number of links, we multiply β by the sum
Bmax
B
+
m
l
instead of just BmaxB as before. The idea here is that the penalty from limited hardware bandwidth is always
there as a baseline, and if link contention is significant (it might not be on fine grids in certain problems,
where there is not much communication), then it becomes the dominant factor in limiting bandwidth.
4.2.3 Multicore Issues
Multicore nodes can pose additional challenges if the interconnect cannot handle the increase in message
passing traffic from the cores on each node. There is potentially contention in accessing the interconnect,
and contention at each hop when routing messages. To capture these effects, we multiply either or both of
the terms α(hm) and γ described earlier by
⌈
tPiP
⌉
, where t is the number of MPI tasks per node, and Pi
is the number of active processes on level i. Active processes mean ones that have not dropped out of the
computation due to a lack of unknowns in their domains.
4.2.4 Hybrid MPI/OpenMP
Prior difficulties observed by Baker, et. al. when running AMG on multicore clusters [14, 13] led them to
incorporate OpenMP into a previously all-MPI code, in the hope that using a shared memory programming
model across all or parts of an individual node would improve performance through a better match with the
underlying architecture. This did not end up always resulting in improvements, however, and with the help
of the models, we want to understand why.
On the network side, incorporating OpenMP means sending fewer messages, with fewer MPI tasks per
node. Less time will be spent communicating, and there will be fewer, if any, issues owing to multicore
nodes. Thus, the area to focus on is the on-node performance. We consider here two issues, limited memory
bandwidth and migration of threads. There is also the issue of overhead involved in spawning threads, but we
do not consider that here. Runs of the EPCC OpenMP benchmark [20] found this to be in the microsecond
range, so it is dominated by the time spent in MPI calls.
Limited memory bandwidth occurs because unlike the message passing case, there is no definite parti-
tioning of the memory when using threads. Threads can contend with each other when accessing memory
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that is shared by multiple cores, reducing the available memory bandwidth. We take this into account with
the following penalty to the computation rate ti. Let bj be the memory bandwidth per thread for j threads.
We define pmem =
b1
bj
to be the memory bandwidth penalty for j threads, and multiply ti by pmem.
The operating system can also migrate threads across cores. If such migration occurs between cores that
are on different sockets or connected to separate memory controllers, then there can be a significant decline
in on-node performance. This was observed in [14] and [13] when there was less that one MPI task per
socket. We take this into account with the worst case in mind. Let pnode be the number of processors on a
node. We define the processor penalty for j threads to be pproc = max
{
1, jpnode
}
, and multiply ti by this
penalty as well. The overall penalized value of ti is then obtained through multiplication by both penalties:
ti ← pmempprocti.
4.2.5 Simultaneous Multithreading
Simultaneous multithreading (SMT) is a feature that allows multiple threads of execution to run concurrently
on a single core. It has been around since the superscalar era [34], when it was envisioned as a means of
obtaining further instruction-level parallelism. It has been thrust into prominence recently with its use in
the IBM Blue Gene/Q architecture [56], which features 4 hardware threads per core. With 16 core nodes,
this allows for up to 64-way parallelism on each node. Furthermore, the SMT on Blue Gene/Q can be
directly accessed through popular parallel programming models such as MPI and OpenMP. Each SMT-
enabled machine has its own implementation; we focus on the SMT of Blue Gene/Q as it is well-documented
and straightforward to understand. The principles used in the SMT model derived here are themselves
straightforward, and can conceivably be adapted to other SMT-enabled machines.
With four threads running concurrently, the Blue Gene/Q compute chip can ideally perform four floating-
point operations simultaneously. However, the instruction issue on Blue Gene/Q is only two-way [56]. This
limits the achievable parallelism, especially for operations such as sparse matrix-vector multiply that are
dominated by moving data from memory. We illustrate this in Figure 4.2, diagramming how we treat each
MatVec operation and how many can be performed concurrently. We treat each MatVec as two loads, a single
floating-point instruction (fused multiply-add), and a store. The instructions do not issue simultaneously,
so instead of two MatVecs issuing in the same number of cycles as one, we have two MatVecs issuing in 54
of the cycles. The speedup when using two SMT threads is thus capped at 1.6x. We account for this by
multiplying the ti term in the performance model by
2
1.6 = 1.25. When using 3 SMT threads, 6 MatVecs
can be issued in 13 cycles instead of 24, leading to a maximum speedup of about 1.85x and a corresponding
penalty to ti of multiplication by
3·13
24 = 1.625. When using 4 SMT threads, 4 MatVecs can be issued in
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Figure 4.2: Dual instruction issue for sparse matrix-vector multiply operations (left), and instruction issue
for up to 6 MatVecs, each colored in a different pattern (right).
nMPI 1 SMT 2 SMT 3 SMT 4 SMT
1 POMP(16) POMP(32) POMP(48) POMP(64)
2 POMP(8) POMP(16)PSMT(2) POMP(24)PSMT(2) POMP(32)PSMT(2)
4 POMP(4) POMP(8)PSMT(2) POMP(12)PSMT(3) POMP(16)PSMT(4)
8 POMP(2) POMP(4)PSMT(2) POMP(6)PSMT(3) POMP(8)PSMT(4)
16 1 POMP(2)PSMT(2) POMP(3)PSMT(3) POMP(4)PSMT(4)
32 – PSMT(2) – POMP(2)PSMT(4)
64 – – – PSMT(4)
Table 4.1: Penalties to ti to take into account hybrid MPI/OpenMP and simultaneous multithreading. ti is
multiplied by the penalty given in the table.
9 cycles instead of 16, leading to a maximum speedup of about 1.78x and a corresponding penalty to ti of
multiplication by 4·916 = 2.25.
When using only MPI, we apply these penalties as we have derived them. When adding OpenMP,
however, we have to be careful not to double penalize when using more than 16 OpenMP threads per
node. This would occur because the measured memory bandwidth when using this many threads implicitly
contains a penalty for SMT. We avoid double penalizing by applying the SMT penalty to ti in the hybrid
MPI/OpenMP case as follows. Let PSMT(t) be the SMT penalty when using t SMT threads described earlier,
and let POMP(t) be the memory bandwidth penalty when using t OpenMP threads from Section 4.2.4. If
nSMT is the number of SMT threads in use, nMPI is the number of MPI tasks per node, and nOMP is the
number of OpenMP threads per node, then we multiply the ti term from the original performance model by
PSMT(min{nMPI, nSMT})POMP(nOMP),
so that we take SMT and OpenMP into account simultaneously. For clarity, we summarize the penalties to
ti for both hybrid MPI/OpenMP and SMT in Table 4.1.
4.3 Model Validation
The prior papers [44, 46, 47] that presented our performance models for AMG also included validation
experiments, the major results of which we present here, along with results for an additional machine not
covered in those papers. In all cases, we used the 3D 7-point Laplace test problem with 50× 50× 25 points
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per core from [14] and [13] that we described in more detail in Section 3.3.
4.3.1 Machine Descriptions
Wat2Q1 is an IBM Blue Gene/Q at the IBM TJ Watson Research Center in Yorktown Heights, NY. At the
time of the validation experiments, Wat2Q was a one rack system. It has since been expanded to two racks.
There are 1024 compute nodes per rack. Each node has one 16 core 1.6 GHz processor, for a total of 16,384
cores per rack. The nodes are connected by a proprietary 5D torus interconnect. The SMT capabilities allow
for up to 65,536 parallel tasks to run concurrently on a rack. The hardware bandwidth between nodes is
40 GB/s. All experiments use IBM’s compiler, and the MPI implementation is an IBM-derived version of
MPICH2.
Hera is a now-decommissioned Linux cluster at Lawrence Livermore National Laboratory. It consisted
of 800 compute nodes, with four quad-core 2.3 GHz AMD Opteron processors per node. The nodes were
connected by an Infiniband interconnect organized as a two-level fat-tree. The 72 first-level switches were
each connected to 12 nodes, and had 12 more ports that connected to the second-level switches. There were
four second-level switches, so three ports per first-level switch were connected to each second-level switch.
The hardware bandwidth between nodes was 2.5 GB/s. The version of Linux being run was CHAOS, a
specialized version of RHEL5 adapted for HPC. All experiments use gcc 4.1.2 as the compiler, and the MPI
implementation is MVAPICH v0.99.
Intrepid is a now-decommissioned IBM Blue Gene/P at Argonne National Laboratory. It consisted of
40 racks, with 1024 compute nodes per rack. Each node had one quad-core 850 MHz PowerPC 450 processor,
and the nodes were connected by a proprietary 3D torus interconnect. The hardware bandwidth between
nodes was 5.1 GB/s. All experiments use IBM’s compiler and the BG/P derivative version of MPICH2.
Jaguar is a now decomissioned Cray XK6 at Oak Ridge National Laboratory. It consisted of 18,688
compute nodes with one 16-core 2.2 GHz AMD Opteron 6200 Series processor per node, connected by a 3D
torus interconnect, with a hardware bandwidth of 20.8 GB/s between nodes. There were also 960 NVIDIA
Tesla X2090 GPUs, but we did not consider them. All experiments use the PGI compiler, version 12.1, and
the MPI implementation is Cray’s native MPI. Jaguar has been replaced by a new machine called Titan,
a Cray XK7. A description of that machine, along with results of experiments performed on it, are in
Section 6.1.3.
Eos is a Cray XC30 at Oak Ridge National Laboratory. It consists of 744 compute nodes with two
eight-core 2.6 GHz Intel Xeon E5-2670 processors per node, connected by a dragonfly interconnect described
1The paper that originally discussed results on this machine [47] referred to this machine as Grotius. That was the name of
the front-end node; the name of the full machine is Wat2Q, which we use here.
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Wat2Q Hera Intrepid Jaguar Eos
α 3.15 µs 1.31 µs 3.42 µs 1.68 µs 0.238 µs
β 2.19 ns 6.08 ns 19.3 ns 1.59 ns 0.858 ns
γ 336 ns 2.68 µs 28.5 ns 122 ns 0.416 µs
t0 13.4 ns 5.12 ns 27.4 ns 3.38 ns 1.59 ns
t1 11.4 ns 1.39 ns 12.8 ns 1.30 ns 0.806 ns
t2 6.39 ns 1.09 ns 7.66 ns 0.928 ns 0.545 ns
Table 4.2: Machine parameters for the validation experiments.
in [6] that has a hardware bandwidth of 16 GB/s between nodes. All experiments use the Intel compiler,
version 13.1.3, and the MPI implementation is Cray’s native MPI. Like Wat2Q, Eos has 2-way simultaneous
multithreading capability, in the form of Intel HyperThreading [62], but beyond a mention of its performance,
we do not consider it here as we do not have a model for that particular form of SMT.
4.3.2 Experimental Setup
On each of the architecures described above, we ran 10 AMG solve cycles, measuring the amount of time
spent in each level and dividing the results by 10 to get a measurement of the time spent in each level for
an average solve cycle. As AMG is applied iteratively, this gives us the time we would expect to see at each
level of the cycle per iteration. We report times from the process that takes the most time on the coarsest
grid to ensure fair measurements. Because some processes have no work on coarser grid levels, the maximum
time spent in each level over all processes, which is the intuitive quantity to measure, is not appropriate
here. Once a process reaches the first level at which it has no work, it quickly moves through all remaining
levels and back, and then waits for the other processes to catch up before moving on. The time it would
report as spent in that level would actually be the sum of the time spent in that level and all levels below
it. The mapping of MPI processes to nodes used on each machine was the default, which in all cases was a
block mapping, in which each node is filled with successive MPI ranks before assigning processes to the next
one.
4.3.3 Machine Parameters
Distributed Memory Model
Hardware parameters for the computation and communication terms in the model are given in Table 4.2.2
We measured α and β using the latency-bandwidth benchmark in the HPC Challenge suite [30], which uses 8
byte messages to obtain its latency measurements and 2 MB messages to obtain its bandwidth measurements.
2The γ parameter for Jaguar differs from the one in [46]. There was an error when computing the value in [46]; the value
presented here is a corrected one, and the results here reflect it.
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α was set to the value of the best reported latency. β was set to the value corresponding to the best reported
bandwidth, which for a reported bandwidth of B in bytes per second is 8B for sending double precision
floating point data.
We determine γ as follows. We begin with the formulation from the model of α as a function of the
number of hops h:
α(h) = α(hm) + γ(h− hm)
Since α(hm) is the latency for the shortest possible message, this becomes the reported machine value for α
from the benchmark results. The maximum latency possible is
α(D) = α(hm) + γ(D − hm),
where D is the diameter of the network. For this value, we use the maximum latency reported in the
benchmark results. Then
γ =
α(D)− α(hm)
D − hm .
With two exceptions, we measured the computation rates using a serial sparse MatVec benchmark [50]
run on one node, simultaneously on all the cores to properly stress the memory system. We obtained values
for the first three levels (t0, t1, and t2), and used the value for t2 to approximate the computation rate on all
coarser levels. The values were determined from the observed computation rate for sparse MatVec problems
matching the dimension and number of nonzero entries per row of the solve operators for the respective levels.
The first exception was t0 on Wat2Q. The measured value reported by the benchmark was much slower than
the corresponding value on Intrepid in spite of Intrepid having a much slower processor. Therefore, we
instead ran our test problem on one node and measured t0 from the time spent on that level, assuming it
was all computation. The second was Eos. At the time of our experiments on Eos, we had available the
code that we used for measuring the parameter values on-the-fly as we describe in Section 6.1.1, so we used
that instead.
The number of available links in the network, used for the link contention penalty, is determined by
the network topology. For the machines with torus networks, this is a simple calculation (dN , where d is
the dimension of the torus and N is the number of nodes in use), but it is more complicated for the other
topologies, where we have to make some guesses about the nodes given by the scheduler.
We treat Hera’s fat-tree as follows. If there are N nodes in use, the number of first-level links in use will
always be N , but the number of second-level links in use can vary. The minimum possible is 4
⌈
N
12
⌉
, which
assumes all the nodes connected to a first-level switch are allocated before moving on to the next switch.
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The maximum possible is 4 min{N, 72}, which assumes a cyclic allocation of nodes. We assume that the
amount of second-level links in use is the midpoint of the two extremes, and multiply this number by 3 to
take into account the increased link bandwidth on the second level. The total number of links assumed to
be available is then N + 6
(⌈
N
12
⌉
+ min{N, 72}).
Dragonfly interconnects [60], like fat-trees, seek to keep the maximum hop distance low compared to
torus networks, but have a more generalized construction. The core of the network is formed by a number
of groups of routers, with each group connected by optical cables to every other group. The routers that
comprise individual groups can vary in topology. In the case of the Aries interconnect used by Eos, the routers
comprising a group are arranged in two columns, with all-to-all links in each individual dimension, up a row
and across a column but not diagonally. There are 16 routers in the horizontal dimension and 6 in the vertical
dimension. Four nodes are connected to each router, so there are 384 nodes and 4 ·16 ·6+16 ·5+6 ·15 = 554
links per group. The maximum number shortest path for a message is seven links: one link to get to the
routers, two links to find an available connection to reach the next group (not all routers have access to the
optical links), one link to reach that group, two more links to traverse the routers, and then one last link to
reach the target node.
The number of available links for a message to use is taken to be the midpoint of the fewest possible
(all the nodes in one group are filled before moving onto the next one) and most possible (each node is in a
new group until all groups are in use). For the purpose of counting available links, the optical links between
groups are counted as four links because they have 4x the bandwidth. Let Lmin be the fewest possible and
Lmax be the most possible number of available links. If there are N nodes in use, and G groups in the
network, then
Lmin = N + 170
⌈
N
384
⌉
+ 4 min
{⌊
N
384
⌋
,
G(G− 1)
2
}
,
and
Lmax = N + 170 min{N,G}+ 4 min
{
N − 1, G(G− 1)
2
}
.
In both expressions, the first term accounts for the number of links connecting nodes to routers. The second
accounts for the number of router-to-router links in groups. The third accounts for the number of optical
links.
Hybrid MPI/OpenMP
To compute the memory bandwidth per thread for the memory bandwidth penalty when using OpenMP, we
used the STREAM Triad benchmark [65], averaging the reported result over 10 trials. The results of this
are reported in Table 4.3 for all machines except Intrepid. Past work [13] had already found using OpenMP
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No. Threads Wat2Q Hera Jaguar Eos
1 4117.8 MB/s 3047.2 MB/s 6914.6 MB/s 11106 MB/s
2 4064.1 MB/s 2953.8 MB/s 3871.2 MB/s 5335.5 MB/s
3 4037.7 MB/s 2876.0 MB/s 3272.4 MB/s 3681.2 MB/s
4 4035.2 MB/s 2829.5 MB/s 2792.7 MB/s 2755.0 MB/s
6 3921.1 MB/s 1750.1 MB/s 1902.5 MB/s 1831.0 MB/s
8 3504.4 MB/s 1367.0 MB/s 1411.4 MB/s 1374.8 MB/s
12 2267.0 MB/s 1238.1 MB/s 1411.7 MB/s 909.34 MB/s
16 1741.3 MB/s 1234.0 MB/s 1398.3 MB/s 678.56 MB/s
24 1109.5 MB/s – – 445.30 MB/s
32 874.24 MB/s – – 331.16 MB/s
48 661.06 MB/s – – –
64 512.39 MB/s – – –
Table 4.3: Memory bandwidth per thread reported by STREAM Triad for varying numbers of OpenMP
threads.
in AMG not to be beneficial on this architecture, so it was omitted from the the investigations into hybrid
MPI/OpenMP in [46] and [47].
The number of multi-processors or sockets per node is 1 on Wat2Q, 4 on Hera, and 3 on Eos. On Jaguar,
it is nominally 1, but we instead treat each node as consisting of a pair of eight-core processors because the
AMD Opteron 6200 series processor actually consists of two dies with eight cores per die [1].
4.3.4 Results
We present our results machine-by-machine. For each machine, we plot the actual cycle time versus modeled
cycle time by level when applying certain penalties for varying core counts and mixes of MPI and OpenMP.
In each plot, the actual time is shown by a solid black line. The different modeled scenarios are shown by
colored lines, with the best fit solid and the others dotted. The cycle time on the coarsest level, which is
solved directly using Gaussian Elimination instead of smoothing, is not shown. The model scenarios we show
in the plots are listed below, with their corresponding legend entries in parentheses:
1. Baseline model (α-β Model)
2. Baseline model plus distance penalty (α-β-γ Model)
3. Baseline model plus distance penalty and bandwidth penalty on β (β Penalty)
4. Baseline model plus distance penalty, bandwidth penalty on β, and multicore penalty on α (α,β
Penalties)
5. Baseline model plus distance penalty, bandwidth penalty on β, and multicore penalty on γ (β,γ Penal-
ties)
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Figure 4.3: AMG cycle time by level on Intrepid.
6. Baseline model plus distance penalty, bandwidth penalty on β, and multicore penalties on α and γ
(α,β,γ Penalties)
In addition to the plots, we also give cycle time prediction accuracies for the best fit model on each machine.
As the penalties to the machine parameters all deal with message-passing issues, the best fit is not allowed
to add penalties when moving to fewer MPI tasks per node.
Intrepid
We begin with results on Intrepid, which are in Figure 4.3. We ran experiments only using MPI on this
machine, as past work [13] had shown that there was no benefit to using OpenMP. In all cases, the best fit
was the α-β-γ model with just the bandwidth penalty to β. However, we only use the hardware component
of that penalty, and not the link contention component; adding the latter ends up overpenalizing. The
baseline α-β model is not too far off from the actual performance either. This speaks to the strength of the
Blue Gene/P interconnect.
Cycle time prediction accuracies are in Table 4.4, along with the modeled and measured cycle times. The
overall accuracies themselves are on the low side, but that is due to predicting too high of an execution time
on the finest grid. Omitting the first level, the accuracies are mostly above 95%. These results are also in
Table 4.4.
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Cores
All Levels Omitting First Level
Model Actual Accuracy Model Actual Accuracy
128 103.6 ms 75.5 ms 62.7% 22.8 ms 23.6 ms 96.8 %
1024 107.3 ms 80.4 ms 66.5% 26.4 ms 27.2 ms 97.3 %
8192 111.1 ms 83.3 ms 66.5% 30.3 ms 31.0 ms 97.7 %
65536 119.0 ms 105.8 ms 87.4% 38.2 ms 44.3 ms 86.1 %
Table 4.4: Predicted and measured cycle times along with prediction accuracies for AMG on Intrepid for all
levels (left half) and omitting the first level (right).
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Figure 4.4: AMG cycle time by level on Hera using only MPI.
Hera
Results for Hera are in Figure 4.4 for the MPI-only case, and in Figure 4.5 for the hybrid MPI/OpenMP
case. When using only MPI, the best fit was the model where all penalties applied, and this model for the
most part tracked the actual level-by-level cycle times well. This speaks to there being massive contention
in the interconnect, both when sending messages and while the messages are en route, when an MPI task
is run on every core. When using hybrid MPI/OpenMP, with one exception all penalties still applied until,
after enough threads were introduced, the best fit switched to only the β penalty, showing a reduction in
contention once few enough messages were being sent. The exception was the case of 64 MPI tasks on 128
cores, where the best fit applied only the penalties to α and β. Cycle time prediction accuracies are in
Table 4.5. They are mostly very good, with the majority of them above 90%, except for the 128 core case.
Mix
128 Cores 1024 Cores 3456 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
16× 1 127.2 ms 91.7 ms 61.3% 160.4 ms 157.0 ms 97.8% 171.4 ms 186.5 ms 91.1%
8× 2 34.2 ms 48.3 ms 70.6% 93.3 ms 109.3 ms 85.3% 110.2 ms 115.3 ms 95.6%
4× 4 24.0 ms 36.8 ms 65.1% 55.6 ms 61.3 ms 90.7% 64.4 ms 67.4 ms 95.6%
2× 8 73.0 ms 68.8 ms 93.9% 81.2 ms 81.4 ms 99.7% 98.6 ms 91.7 ms 92.4%
1× 16 153.7 ms 126.2 ms 78.2% 162.2 ms 155.9 ms 95.6% 168.9 ms 198.5 ms 85.1%
Table 4.5: Predicted and measured cycle times along with prediction accuracies for AMG on Hera for different
core counts. The mix column lists the on-node MPI/OpenMP mix, in the form of MPI × OMP, ranging
from all MPI on-node (top) to only OpenMP (bottom).
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Figure 4.5: AMG cycle time by level on Hera using 128 (left column), 1024 (center column), and 3456 (right
column) cores for varying mixes of MPI and OpenMP. The plot titles show the total number of MPI tasks
and the number of OpenMP threads per MPI task.
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Figure 4.6: AMG cycle time by level on Jaguar using only MPI.
Mix
1024 Cores 8192 Cores 65536 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
16× 1 20.5 ms 26.1 ms 78.4% 25.3 ms 29.5 ms 85.8% 35.2 ms 37.3 ms 94.3%
8× 2 26.2 ms 27.4 ms 95.6% 31.3 ms 32.3 ms 96.9% 41.2 ms 41.4 ms 99.4%
4× 4 32.5 ms 30.8 ms 94.7% 37.4 ms 36.1 ms 96.5% 46.5 ms 41.6 ms 88.2%
2× 8 57.0 ms 38.4 ms 51.8% 60.9 ms 43.4 ms 59.7% 71.0 ms 54.1 ms 68.7%
1× 16 108.8 ms 94.6 ms 85.0% 112.8 ms 105.5 ms 93.1% 121.8 ms 115.0 ms 94.1%
Table 4.6: Predicted and measured cycle times along with prediction accuracies for AMG on Jaguar for
different core counts and on-node MPI/OpenMP mixes.
Jaguar
We now consider Jaguar. Results using only MPI are in Figure 4.6, and results using hybrid MPI/OpenMP
are in Figure 4.7. In all cases, the best fit model was the one with only the β penalty. Cycle time prediction
accuracies are in Table 4.6. For the all MPI case, the accuracies were between 78 and 95 percent. When
OpenMP was added to the mix, the overall fit was very good, with most cycle time prediction accuracies at
worst 85%. One exception was the case of 8 OpenMP threads per MPI task, in which case the memory band-
width penalty was excessive, predicting more of a slowdown than indicated by the actual results. Another
issue was a combination of overprediction of runtime on the finest levels combined with underprediction of
the runtime on the coarsest levels when using larger numbers of MPI threads.
Wat2Q
On Wat2Q, we present our validation results in two parts. First, we consider the best fit model in the
all-MPI case, varying the number of SMT threads in use. We could only consider 1, 2, and 4 SMT threads,
as the Blue Gene/Q scheduler requires the number of MPI tasks per node to be a power of two. The results
are in Figure 4.8. In each case, the best fit model was the one with only the β penalty.
We now introduce hybrid MPI/OpenMP. Using the model with only the β penalty, we compare modeled
and actual cycle times for 1 through 4 SMT threads, plotting the results in Figure 4.9. Cycle times and
prediction accuracies are in Table 4.7. The accuracies are mostly good, above 90% or not far below, when
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Figure 4.7: AMG cycle time by level on Jaguar using 1024 (left column), 8192 (center column), and 65536
(right column) cores for varying mixes of MPI and OpenMP. The plot titles show the total number of MPI
tasks and the number of OpenMP threads per MPI task.
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Figure 4.8: AMG cycle time by level on Wat2Q using 128 (left column), 1024 (center column), and 8192
(right column) cores. In each column, the number of SMT rows vary from 1 (top) to 4 (bottom).
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1 SMT
128 Cores 1024 Cores 8192 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
16× 1 56.6 ms 54.8 ms 96.6% 61.8 ms 59.0 ms 95.4% 69.5 ms 64.7 ms 92.6%
8× 2 55.8 ms 62.5 ms 89.3% 61.0 ms 67.6 ms 90.3% 68.1 ms 72.9 ms 93.3%
4× 4 55.0 ms 64.5 ms 85.2% 60.7 ms 69.6 ms 87.2% 67.8 ms 76.5 ms 88.7%
2× 8 61.7 ms 65.4 ms 94.2% 68.8 ms 73.3 ms 93.8% 75.3 ms 86.0 ms 91.6%
1× 16 117.5 ms 72.2 ms 37.2% 125.9 ms 81.8 ms 46.1% 133.2 ms 91.8 ms 55.0%
2 SMT
128 Cores 1024 Cores 8192 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
32× 1 40.5 ms 38.1 ms 93.6% 46.1 ms 42.9 ms 92.4% 54.2 ms 48.9 ms 89.2%
16× 2 39.3 ms 42.6 ms 92.3% 44.5 ms 47.6 ms 93.3% 52.1 ms 53.1 ms 98.1%
8× 4 38.0 ms 43.5 ms 87.4% 43.2 ms 49.2 ms 87.8% 50.3 ms 54.9 ms 91.6%
4× 8 41.4 ms 44.9 ms 92.2% 47.1 ms 50.5 ms 93.3% 54.3 ms 57.6 ms 94.1%
2× 16 76.0 ms 49.3 ms 45.7% 83.1 ms 59.1 ms 59.3% 89.7 ms 66.5 ms 65.1%
1× 32 117.1 ms 60.0 ms 47.1% 125.5 ms 73.1 ms 28.3% 132.7 ms 85.8 ms 45.4%
3 SMT
128 Cores 1024 Cores 8192 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
16× 3 35.5 ms 39.4 ms 90.2% 40.6 ms 44.6 ms 91.2% 48.3 ms 50.2 ms 96.2%
8× 6 34.8 ms 40.5 ms 85.8% 40.0 ms 46.8 ms 85.3% 47.0 ms 53.1 ms 88.5%
4× 12 53.2 ms 42.3 ms 74.1% 58.9 ms 48.7 ms 78.9% 66.1 ms 55.8 ms 81.5%
2× 24 79.3 ms 47.9 ms 34.4% 86.4 ms 58.1 ms 51.4% 92.9 ms 67.4 ms 62.2%
1× 48 103.8 ms 71.5 ms 54.8% 112.2 ms 91.0 ms 76.7% 119.4 ms 106.7 ms 88.0%
4 SMT
128 Cores 1024 Cores 8192 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
64× 1 40.2 ms 40.0 ms 99.3% 46.4 ms 47.4 ms 98.0% 55.0 ms 57.2 ms 96.2%
32× 2 37.9 ms 39.5 ms 96.0% 43.5 ms 44.4 ms 98.0% 51.6 ms 51.2 ms 99.3%
16× 4 36.6 ms 39.9 ms 91.5% 41.7 ms 45.3 ms 92.0% 49.3 ms 51.8 ms 95.2%
8× 8 39.1 ms 41.5 ms 94.2% 44.3 ms 48.3 ms 91.8% 51.4 ms 54.7 ms 93.8%
4× 16 69.6 ms 43.1 ms 38.3% 75.3 ms 50.5 ms 50.8% 82.5 ms 59.3 ms 60.9%
2× 32 75.7 ms 52.0 ms 54.3% 82.8 ms 63.2 ms 69.0% 89.4 ms 72.5 ms 76.7%
1× 64 100.6 ms 117.8 ms 85.4% 109.0 ms 157.4 ms 69.3% 116.2 ms 182.7 ms 63.6%
Table 4.7: Cycle times and prediction accuracies for AMG on Wat2Q for different core counts and on-node
MPI/OpenMP mixes. Each block contains results for a particular number of SMT threads.
the number of MPI tasks per node is at least one-eighth of the total number of parallel tasks per node. When
there are fewer MPI tasks, the model overpredicts the runtime on fine grids and underpredicts it on coarse
grids, leading to an overprediction of the runtime. The 4 SMT case was an exception; due to poor observed
coarse grid performance, the model actually underpredicts the runtime. This was examined further in [47],
and the likely culprit was high synchronization overhead when using a lot of threads.
One hope was that the model would correctly predict the best mix of MPI tasks and OpenMP threads
to use. This did not occur in this case. The model predicted the best choice would be 8 MPI tasks per node
with 6 OpenMP threads per MPI task. The actual best choice ended up being 32 MPI tasks per node with
no OpenMP, though we should note that the inability to run a number of MPI tasks per node that was not a
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Figure 4.9: Level-by-level model vs. actual cycle times for AMG on Wat2Q on 128 (left column), 1024
(center column), and 8192 (right column) cores.
51
0 1 2 3 4 5 610
−5
10−4
10−3
10−2
10−1
Level
Ti
m
e 
(s)
Cycle Time by Level on Eos, 128 Processes
 
 
α−β Model
α−β−γ Model
β Penalty
 
α,β Penalties
β,γ Penalties
α,β,γ Penalties
0 1 2 3 4 5 6 710
−5
10−4
10−3
10−2
10−1
Level
Ti
m
e 
(s)
Cycle Time by Level on Eos, 1024 Processes
 
 
α−β Model
α−β−γ Model
β Penalty
 
α,β Penalties
β,γ Penalties
α,β,γ Penalties
0 2 4 6 810
−5
10−4
10−3
10−2
10−1
Level
Ti
m
e 
(s)
Cycle Time by Level on Eos, 8192 Processes
 
 
α−β Model
α−β−γ Model
β Penalty
 
α,β Penalties
β,γ Penalties
α,β,γ Penalties
Figure 4.10: AMG cycle time by level on Eos using only MPI.
power of 2 could have prevented superior choices from being run. We will discuss thread/task mix prediction
further in Section 6.2.
Eos
Eos was a very interesting machine. There were a number of similarities to Hera, at least on the surface.
Messages do not have to travel as far in either machine as they would in a torus network at large scales.
The γ parameter was larger than the α parameter for both machines, when for the others, γ was at least
one order of magnitude smaller. The two machines also had the two highest-clocked processors.
However, the contention scenarios could not be farther apart. While all penalties applied on Hera in the
all-MPI case and in a number of hybrid MPI/OpenMP settings, on Eos, the only extra consideration beyond
the baseline model was communication distance. What caused us to determine this model to be the best fit
and not the one with the β penalty as was the case for Intrepid, Jaguar, and Wat2Q was that the fit with
this penalty became overly pessimistic on 8192 cores in the all-MPI case. If this were the best fit, then the
fit would have been the same as for the smaller core counts or better with the higher number of messages
congesting the network. This does neglect the component of the β penalty that is based on limited hardware
bandwidth, which was significant on Intrepid. However, the value for that penalty was approximately 13.6
on Intrepid, but it is only about 1.84 on Eos, which makes its impact on the α-β-γ model small; thus, we
neglect this penalty to highlight the lack of link contention. Results for the all-MPI case are in Figure 4.10.
As the best fit is not allowed to decrease with an improvement in the contention scenario, this same model
with only distance added to the baseline was the best fit in all hybrid MPI/OpenMP scenarios, the results
of which are shown in Figure 4.11. Corresponding cycle time prediction accuracies for both the all-MPI case
and the hybrid case are in Table 4.8. They are mostly fair, at least 85%, except for when there were 16
OpenMP threads per MPI task, when they were quite poor. This coincides with the case where there are
enough OpenMP threads per task that they are spread across more than one socket. In this case, the penalty
for this was clearly too pessimistic, and removing it turned out to fix the problem. Figure 4.12 plots the
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Mix
128 Cores 1024 Cores 8192 Cores
Model Actual Accur. Model Actual Accur. Model Actual Accur.
16× 1 7.96 ms 9.42 ms 84.5% 9.75 ms 11.3 ms 86.0% 11.7 ms 13.0 ms 90.4%
8× 2 12.9 ms 14.6 ms 88.5% 14.9 ms 16.3 ms 91.3% 16.8 ms 18.1 ms 92.8%
4× 4 22.1 ms 25.8 ms 85.6% 24.2 ms 27.6 ms 87.4% 26.5 ms 29.7 ms 89.2%
2× 8 42.2 ms 49.2 ms 85.7% 44.2 ms 51.8 ms 85.3% 46.7 ms 53.9 ms 86.6%
1× 16 168 ms 95.9 ms 24.9% 170 ms 104 ms 24.9% 172 ms 104 ms 34.7%
Table 4.8: Predicted and measured cycle times along with prediction accuracies for AMG on Eos for different
core counts and on-node MPI/OpenMP mixes.
128 Cores 1024 Cores 8192 Cores
Modeled 84.3 ms 86.4 ms 88.4 ms
Measured 95.9 ms 104 ms 104 ms
Accuracy 87.9% 83.4% 85.9%
Table 4.9: AMG cycle time prediction accuracies on Eos when running 16 OpenMP threads per MPI task
and removing the thread motion penalty.
results, and Table 4.9 shows the corresponding prediction accuracies, which are now on par with the others.
The Aries interconnect clearly does well at avoiding contention given the overly pessimistic nature of the
link contention portion of the limited bandwidth penalty, and does well at providing the advertised hardware
bandwidth judging by the ability to neglect that penalty. Still, though, we saw some drawbacks. The first
was poor OpenMP performance, highlighted by the biggest degradation in per-thread memory bandwidth of
all the machines tested with increasing thread counts, though this was somewhat mitigated by there being
no slowdown from there being more OpenMP threads on a node than sockets. The second was there being
no benefit to simultaneous multithreading like there was on Blue Gene/Q. While we did no performance
modeling experiments on Eos with SMT enabled, we did run the model problem to compare AMG timings
with SMT enabled to the ones without SMT enabled; the results are in Table 4.10. While the results are
not universally poor, the performance without SMT was overall superior. Finally, while the link contention
penalty did not apply on this machine, the baseline α-β model still predicted much faster performance than
what was actually observed, which tells us there is still much room for performance improvement.
Mix 128 Cores 1024 Cores 8192 Cores
32× 1 10.44 ms 12.82 ms 17.53 ms
16× 2 10.99 ms 12.91 ms 14.75 ms
8× 4 15.83 ms 17.96 ms 19.95 ms
4× 8 28.53 ms 30.62 ms 33.03 ms
2× 16 52.43 ms 57.67 ms 60.32 ms
1× 32 75.22 ms 115.2 ms 118.1 ms
Table 4.10: AMG cycle times on Eos for varying core counts and on-node MPI/OpenMP mixes with the
simultaneous multithreading feature enabled.
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Figure 4.11: AMG cycle time by level on Eos using 128 (left column), 1024 (center column), and 8192 (right
column) cores for varying mixes of MPI and OpenMP. The plot titles show the total number of MPI tasks
and the number of OpenMP threads per MPI task.
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Figure 4.12: AMG cycle time by level on Eos when omitting the penalty for threads migrating across sockets
for 16 OpenMP threads per MPI task.
4.4 Lessons Learned
In this chapter, we have seen that performance models can be constructed that are straightforward to use
on multiple machines yet capture enough detail to draw powerful conclusions about the application and the
underlying architecture through constructing such models for AMG. We saw that while the sheer amount
of communication on coarse grids is substantial, it is not in and of itself enough to cause performance
degradation in AMG, as shown by the results on the one machine where the baseline α-β model was not too
far off from the actual performance.
It is instead an issue of the architecture being unable to handle the communication. We saw this behavior
at its worst on Hera, where for the all-MPI case and many hybrid MPI/OpenMP mixes, the performance
model with every possible penalty best captured the actual performance. But even more modern ma-
chines with stronger interconnects had difficulties. The successor to the Blue Gene/P that was Intrepid,
Blue Gene/Q represented here by Wat2Q, suffered from the link contention penalty that did not befall its
predecessor. So did one of Cray’s current interconnects, Gemini, represented here by Jaguar. The other
current-generation Cray interconnect, Aries, did not have a link contention penalty, but had observed AMG
performance that was substantially worse than what the baseline model would have predicted.
Our results highlight the need for adjustments to AMG to ensure better performance and scalability
on current-generation and next-generation parallel machines. There is no guarantee that the hardware will
improve to provide assistance; in fact, current trends point to less assistance from the hardware as the
amount of on-node parallelism increases. It is not likely that future interconnects will be able to handle
manycore nodes as capably as the Blue Gene/P was able to handle its four-core nodes. Hera represents a
worst-case scenario, but even something between what we are observing on current-generation machines and
what we observed on Hera would be very problematic.
Fortunately, our results also show us a way forward. We can take the performance models we have
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developed and use them in several ways. In the next chapter, we will use them to evaluate the large body of
past work in adapting multigrid methods to massively parallel machines that we had discussed in the previous
chapter. And in the chapter following that one, we will show how we can apply the models towards guiding
one of the ideas discussed in the next chapter at runtime and guiding the selection of hybrid OpenMP/MPI
mixes to better match AMG to architectures that feature substantial on-node parallelism.
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Chapter 5
Evaluating Options Using the Models
In the previous chapter, we developed performance models of the AMG solve cycle and validated them on
a variety of architectures. We now use these models to evaluate the body of work presented in Chapter 3,
reexamining ideas with AMG and modern extreme-scale computing in mind. In performing the evaluation,
we follow three guiding principles for changes we make to AMG:
1. The changes we make should make improvements to the setup phase as well as the solve phase, or at
least not make the setup phase overly expensive as to erase any gains made in the solve phase.
2. The changes should reduce the number of messages sent between processes on coarse grids or reduce
the network contention seen when sending the messages. Both would be ideal.
3. If the changes do not always improve performance, we should have a means of deciding when and where
to target the changes to ensure that we get an improvement.
When evaluating methods, we see how well each aligns with the above principles, which will enable us to
focus our efforts where they will see the most gain.
5.1 Multiple Coarse Grids
A multiple coarse grid method will require extra work in the setup phase to generate the multiple coarse
grids, without any communication reductions. Even though the multiple coarse grids can be processed in
parallel, the problems of large numbers of messages on coarse grids seen in AMG would persist. Therefore,
we will not consider multiple coarse grid methods further.
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5.2 Additive Multigrid
Additive multigrid has the benefit of both a lighter-weight cycle and less communication. There is only one
relaxation step at each level, and the residual only needs to be formed on the finest grid – since restriction
occurs before relaxation, the fine grid residual can be restricted to every other grid before performing any
relaxation operations. Further savings are possible by packing messages sent to the same process on different
grids to reduce latency.
The drawback is reduced convergence. While the past work ruled out the possibility of using additive
multigrid because of the slower convergence, there were two issues that it did not consider. The first is
due to the initial focus on geometric multigrid and not AMG. The increased communication requirements
of AMG are such that an additive cycle could deliver a larger per-cycle performance gain for AMG than
for geometric multigrid. Also, no consideration was given to the possibility of a hybrid cycle that makes
use of multiplicative multigrid on finer grids and additive multigrid on coarser grids where interprocessor
communication is the biggest contributor to the runtime. The convergence of such a cycle will not be as
good for a fully multiplicative cycle, but it would be better than for a fully additive cycle.
We can use a performance model to straightforwardly predict how much faster a hybrid cycle would be if
a switch to additive multigrid were made at a particular level. We assume packing of messages sent between
the same processes on different grid levels during the relaxation phase, but no such packing during restriction
and interpolation. The modifications we make to the models presented previously are as follows:
1. For all additive levels, there is only one MatVec (for relaxation), with no residual formation cost, except
for the finest level in a fully additive cycle.
2. All communication to the same process in the relaxation steps on different levels in the additive portion
are packed together. The latency charge in an α-β model becomes
max
i≥ladd
piα,
where ladd is the level at which the cycle switches to additive multigrid.
The changed equation for the smoothing time becomes
T ismooth(α, β) =

6CiP siti + 3(piα+ niβ) if i < ladd
4CiP siti + piα+ 2niβ + maxj pjα if i = ladd ∧ ladd = 0
2CiP siti + niβ + maxj≥ladd pjα if i = ladd ∧ ladd 6= 0
2CiP siti + niβ if i > ladd.
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Figure 5.1: Modeled per-cycle speedups on Hera (left) and Jaguar (right) when using additive AMG intro-
duced at the given level to solve the model problem from the validation experiments.
Additive Level 128 Processes 1024 Processes 3456 Processes 8192 Processes
1 30 56 80 94
2 23 33 40 76
3 20 24 30 45
4 19 21 24 29
5 18 21 23 26
6 19 20 22 24
7 19 21 22 24
8 – 22 23 24
9 – – – 24
Table 5.1: Iterations to convergence when using additive AMG introduced at the given level (Additive Level
column) to precondition GMRES(10) when solving the model problem. The bottom level in each column
means a fully multiplicative cycle. Results for a fully additive cycle (Additive Level 0) are not shown because
no convergence was observed within 100 iterations for any process count.
Figure 5.1 shows predicted speedups for an additive cycle over a multiplicative cycle when solving the
model problem from the validation experiments on Hera and Jaguar using only MPI when additive multigrid
is introduced at the indicated level.
To test the reduced convergence, we made a very small modification to BoomerAMG that changes the
multigrid cycle so that the levels are processed in an additive fashion, but without the packed communication,
which is a lot more work in the implementation stage – the purpose of the performance model is to enable
us to target that work where it will produce the most improvement. We ran this modified BoomerAMG and
counted the number of iterations of AMG-GMRES(10), the same solver used in the work in [14] and [13],
it took to converge to a tolerance of 10−6 when solving the 3D Laplace model problem from the model
validation experiments. The test problems for 128, 1024, and 3456 processes were run on Hera, and the test
problem for 8192 processes was run on uBGL, a small now-decomissioned IBM Blue Gene/L at Lawrence
Livermore National Laboratory. The iteration counts are listed in Table 5.1.
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Figure 5.2: Predicted solve phase speedups on Hera (left) and Jaguar (right) when using additive AMG
introduced at the given level to solve the model problem.
Combining the cycle speedups and the reduced convergence gives us the predicted solve phase speedups
in Figure 5.2 for using additive AMG to solve the model problem on Hera and Jaguar. The first trend
that jumps out is a diagonal pattern to the results. The level numbers at which introducing additive cycling
yields substantial speedups become greater and greater when increasing the number of cores in a weak scaling
scenario. This means that fewer and fewer levels of the cycle can be treated additively. This leads to the
next trend: an eventual decrease in the overall achievable speedup. In this setting, it would be very helpful
if there were a way to predict when the convergence degradation is such that using additive AMG is overall
beneficial; without this, it will be hard to rely on additive AMG at even larger scales, so we chose not to
pursue it further here.
5.3 Filtering Methods
As Fournier and Lanteri were able to use filtering to obtain speedups for an AMG solver, we evaluated
filtering multigrid further, to explore its potential at larger scales. We tested two methods. One was the
method used by Fournier and Lanteri. The other was one we termed SmoothFilter, which uses the smoother
to accomplish the filtering as follows:
1. Form residual r = b−Ax
2. Smooth Ax = b
3. Form residual rˆ2 = b−Ax, to be treated on coarse grid
4. Form residual r1 = r − rˆ2, to be treated on fine grid
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In either case, filtering will require two MatVec operations (we are assuming that we do not explicitly form
the operator used by the Fournier-Lanteri method in the setup phase). The cycle operations become
1. Form residual (finest grid only)
2. Filter residual, if not on coarsest grid
3. Restrict coarse component, if not on coarsest grid
4. Concurrent relaxations
5. Prolong correction, if not on finest grid
It is assumed that communication to the same process on different grids is packed together for the concurrent
relaxations, like in additive multigrid.
We can now construct a performance model for filtering AMG. If lfilt is the level at which the cycle is
switched to filtering multigrid, the modified equation for the smoothing time becomes
T ismooth(α, β) =

6CiP siti + 3(piα+ niβ) if i < lfilt
4CiP siti + 4
Ci+Ci+1
P sˆiti if i = lfilt ∧ lfilt = 0
+ (pi + 2pˆi + maxj pj)α+ (2ni + 2nˆi)β
2CiP siti + 4
Ci+Ci+1
P sˆiti if i = lfilt ∧ lfilt 6= 0
+ (2pˆi + maxj≥lfilt pj)α+ (ni + 2nˆi)β
2CiP siti + 4
Ci+Ci+1
P sˆiti + 2pˆiα+ (ni + 2nˆi)β if i > lfilt ∧ lfilt < L− 1
2CiP siti + niβ if i > lfilt ∧ lfilt = L− 1
for Fournier-Lanteri, and
T ismooth(α, β) =

6CiP siti + 3(piα+ niβ) if i < lfilt
8CiP siti + (3pi + maxj pj)α+ 4niβ if i = lfilt ∧ lfilt = 0
6CiP siti + (2pi + maxj≥lfilt pj)α+ 3niβ if i = lfilt ∧ lfilt 6= 0
6CiP siti + 2piα+ 3niβ if i > lfilt ∧ lfilt < L− 1
2CiP siti + niβ if i > lfilt ∧ lfilt = L− 1
for SmoothFilter.
We tested the filtering methods in a similar fashion to how we tested additive multigrid, first using the
performance model described above to determine cycle speedups and then using a non-optimized implemen-
tation to check convergence, combining the results from the two experiments at the end to predict overall
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Figure 5.3: Predicted per-cycle speedups on Hera when using Fournier-Lanteri AMG (left) and SmoothFilter
(right) to solve the 8× 8× 8 points/core Laplacian.
solve phase speedups. Here, though, we used a smaller test problem, a 3D Laplacian with 8 × 8 × 8 points
per core. We did this to enable us to quickly prototype the method and run convergence experiments in
serial. We had also done this for classical additive multigrid, but then progressed to a non-optimized par-
allel implementation, with just the results of the latter reported in the previous section. We did not take
this step for the filtering methods because we found the results of our serial experiments enough to shelve
consideration of these methods.
For serial prototyping, we used the software package pyAMG [17], which implements a variety of AMG
methods in serial in Python, running experiments on a 2.16 GHz Apple MacBook Pro. As pyAMG lacks
the HMIS coarsening and extended+i interpolation and aggressive coarsening featured in our serial exper-
iments, we used the closest possible alternative, which is PMIS coarsening with classical interpolation and
no aggressive coarsening [27]. The Krylov solvers in pyAMG use the relative residual norm at iteration i,
||ri||
||r0|| , as the stopping criterion; we used a tolerance here of 10
−12. We also generated hierarchies along with
communication counts using BoomerAMG with the same settings for the purposes of using the performance
model. Again, we assumed an MPI-only programming model.
Figure 5.3 shows predicted per-cycle speedups when using the filtering methods on Hera. Iteration counts
for solving the corresponding problems using GMRES preconditioned by AMG are in Table 5.2. The 4096
process problem could not be run in serial because of a lack of memory. Also, as hybrid Gauss-Seidel
smoothing is undefined in serial, we report results for both Jacobi and standard Gauss-Seidel smoothing.
Corresponding speedups are in Table 5.3.
The results show some promise. A substantial speedup was possible when introducing filtering at the
right level, with SmoothFilter having a consistent region of introduction where convergence was improved
over standard multiplicative AMG. However, there are significant hurdles putting this into practice. One is
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AMG-GMRES Iterations to Convergence, 64 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – 84 67
1 – 87 53 32
2 50 36 45 28
3 43 31 41 29
4 45 31 45 31
Mult 45 31 45 31
AMG-GMRES Iterations to Convergence, 512 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – –
1 – – 94 59
2 – 76 76 51
3 63 57 60 53
4 64 56 62 54
5 63 56 63 56
6 63 56 63 56
Mult 63 56 63 56
Table 5.2: Iteration counts when using AMG-preconditioned GMRES to solve the 8 × 8 × 8 points/core
Laplacian, using both Jacobi and Gauss-Seidel smoothing. No entry means the solver did not converge after
100 iterations.
Predicted AMG-GMRES Speedup, 64 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – 0.64 0.55
1 – 0.59 1.01 1.15
2 1.37 1.31 1.14 1.26
3 1.41 1.35 1.18 1.15
4 1.08 1.08 1.00 1.00
Predicted AMG-GMRES Speedup, 512 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – –
1 – – 0.77 1.09
2 – 1.13 0.91 1.21
3 1.39 1.36 1.11 1.12
4 1.15 1.17 1.04 1.06
5 1.01 1.01 1.00 1.00
6 1.00 1.00 1.00 1.00
Table 5.3: Predicted solve phase speedups on Hera using AMG-preconditioned GMRES to solve the 8×8×8
points/core Laplacian when introducing filtering multigrid at the given level.
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AMG-CG Iterations to Convergence, 64 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – 67
1 – – – 40
2 – – 62 26
3 59 30 48 26
4 50 25 49 25
Mult 49 24 49 24
AMG-CG Iterations to Convergence, 512 Process Problem
Level Introduced
Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – –
1 – – – 67
2 – – – 44
3 – 52 75 42
4 75 43 73 43
5 71 43 71 41
6 67 41 67 41
Mult 67 41 67 41
Table 5.4: Iteration counts when using AMG-preconditioned conjugate gradient to solve the 8 × 8 × 8
points/core Laplacian, using both Jacobi and Gauss-Seidel smoothing. No entry means the solver did not
converge after 100 iterations.
that it would be helpful for there to be a way of predicting when there is improved or not significantly slower
convergence for these methods, which would require substantial theoretical work. Furthermore, Tables 5.2
and 5.3 showed results for GMRES, which does not require a symmetric matrix and preconditioner. Both
filtering methods have an unsymmetric application of operators. This affects their ability to precondition
methods such as conjugate gradient that require a symmetric matrix and preconditioner. We see this in
Table 5.4, which reports iteration counts when using the filtering methods to precondition CG to solve the
8×8×8 points/core Laplacian, and Table 5.5, which shows corresponding predicted speedups on Hera. The
projected improvements are a lot less substantial, and there are more settings in which there is a slowdown
or no convergence. So while there is promise, the need to effectively predict when there are not convergence
difficulties and the struggles preconditioning methods that require symmetry led us to not pursue filtering
methods further here.
5.4 Redundant/Agglomerated Solution
Redundant and agglomerated solution methods are perhaps the simplest of the changes we are considering
for AMG, but it turns out that they are among the most effective. They also apply to both phases of
AMG – after a switch to redundancy or agglomeration, the work of the setup phase is performed without
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Predicted AMG-CG Speedup, 64 Process Problem
Lev. Introduced Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – 0.43
1 – – – 0.71
2 – – 0.90 1.05
3 1.12 1.08 1.10 1.00
4 1.06 1.05 1.00 0.96
Predicted AMG-CG Speedup, 512 Process Problem
Lev. Introduced Fournier-Lanteri SmoothFilter
Jacobi Gauss-Seidel Jacobi Gauss-Seidel
0 – – – –
1 – – – 0.70
2 – – – 1.02
3 – 1.10 0.95 1.03
4 1.04 1.12 0.94 0.97
5 0.95 0.96 0.94 1.00
6 1.00 1.00 1.00 1.00
Table 5.5: Predicted solve phase speedups on Hera using AMG-preconditioned conjugate gradient to solve
the 8× 8× 8 points/core Laplacian when introducing filtering multigrid at the given level.
communication or with greatly reduced communication, just like the solve phase. This is in sharp contrast
with multiple coarse grid methods, which increase setup time, and additive and filtering methods, which
leave it unchanged.
We consider redundant and agglomerated solutions methods together, as we can apply almost the same
performance model to consider both types of methods. We develop the model for the redundant case first,
but then note how it can apply to the nonredundant case as well. In both cases, the programming model is
assumed to be MPI-only.
For simple redundancy, let lred be the level at which the switch to redundancy is made. The corresponding
change in the model is to replace all point-to-point communication at lred and all coarser levels with a pair
of all-gather (MPI Allgatherv) operations, one for the solution vector and one for the right-hand side, and
then have every process perform computation on the entire problem on lred and all coarser levels. Assuming
the use of a good collective communication algorithm [19], the cost of an all-gather operation on level i of a
cycle is
Tallgather(α, β) = 2(dlog2 Pieα+ Ci(1 + dlog2 Pie)β),
which we derive as follows. We assume the problem data is gathered over a binary tree and then broadcast
over that same tree. Counting from the root, each stage of data gathering on the tree involves sends that are
approximately of size Ci2 ,
Ci
4 ,
Ci
8 , . . . . In accordance with our communication model, we charge the amount of
data sent as Ci
(
1
1− 12
− 1
)
= Ci. The subsequent broadcast step involves sending approximately Cidlog2 Pie
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units of data.
If we are using agglomeration instead of redundancy, the collective cost changes. Instead of two all-gather
operations, we need to use two gather (MPI Gatherv) operations, one for the solution vector and one for
the right-hand side, and one scatter (MPI Scatterv) operation to scatter the solution vector back to the
contributing processes once the agglomerated portion of the cycle has been completed. The combination of a
gather and a scatter operation can be treated as an all-gather. For a simple gather operation, there incurred
costs are gathering the data over a binary tree, which per our model amounts to
Tgather(α, β) = dlog2 Pieα+ Ciβ.
To accommodate both redundancy and agglomeration in the model, we write the data redistribution cost as
Tcollective(α, β) =
 2Tallgather(α, β) if using redundancyTallgather(α, β) + Tgather(α, β) if using agglomeration.
When incorporating redundancy or agglomeration into the model, we need to take into account that the
changed problem size changes the computation rate. The many possibilities for the sizes of the coarse grid
operators when gathered onto each process, which change with each value of lred, in addition to the many
possible nonzero patterns and densities, make the expense of a precise measurement of the computation
rate prohibitive. Instead, we use the output of a default five-minute run of the benchmark in [50], which
was designed to cover a general-purpose scenario. In line with the categorization of sparse matrix-vector
multiplication given in [43], we allow for three different possibilities for the modified computation rate:
• tlarge – large problems, where the vectors do not fit in cache. Set this to correspond to the minimum
unblocked megaflop rate reported by the benchmark.
• tmedium – medium problems, where the matrix does not fit in cache, but the vectors do. Set this to
correspond to the median unblocked megaflop rate reported by the benchmark.
• tsmall – small problems, where the matrix and vectors all fit in cache. Set this to correspond to the
maximum unblocked megaflop rate reported by the benchmark.
We then let t∗i be the one of these that matches the size classification of the coarse grid problem on level i
of each process.
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The equations for the components of the solve cycle then change as follows. The smoothing time becomes
T ismooth(α, β) =

6CiP siti + 3(piα+ niβ) if i < lred
6Cisit
∗
i + Tcollective(α, β) if i = lred
6Cisit
∗
i if i > lred.
The restriction time becomes
T irestrict(α, β) =

2Ci+1P sˆiti + pˆiα+ nˆiβ if i < lred
2Ci+1sˆit
∗
i if lred ≤ i < L− 1
0 if i = L− 1,
and the interpolation time becomes
T iinterp(α, β) =

0 if i = 0
2Ci−1P sˆi−1ti + pˆi−1α+ nˆi−1β if 0 < i < lred
2Ci−1sˆi−1t∗i if i ≥ lred.
In Figure 5.4, we give modeled solve phase speedups on Hera when using redundant coarse grid solve on
the model problem, along with results from an implementation. For determining tsmall, tmedium, and tlarge,
we used the same sparse MatVec benchmark [50] that we used for the model validation experiments in the
previous chapter. We ran with default parameters, and computed tsmall from the best reported MFLOP rate.
We computed tmedium from the median reported MFLOP rate, and tlarge from the worst reported MFLOP
rate. The reported MFLOP rates we used were with no blocking applied. The values we obtained were 1.09
ns for tsmall, 3.40 ns for tmedium, and 20.1 ns for tlarge.
From the results, we see that the model is effective at predicting the levels at which there are substantial
speedups resulting from switching to redundant coarse solve, and also correctly predicts the level at which
there is the most benefit from switching. However, the diagonal pattern in the improvement region that
was seen in the predicted speedups for additive multigrid persists. In this case, though, there is a readily
apparent means of circumventing the diminishing returns at scale for redundant or agglomerated solution.
Instead of gathering all of the problem data onto one process and potentially distributing it to all the others,
we can instead perform the data redistribution over groups of processes, giving them more of the problem
data but not all of it. Communication would not be completely eliminated, but it could be greatly reduced.
The amount of added computation can also be controlled, so that it does not grow too large.
We perform data redistribution over groups of processes using an algorithm we call the chunks algo-
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Figure 5.4: Modeled (left) and actual (right) solve phase speedups when using redundant coarse grid solve
on Hera applied at the given level for the model problem.
Figure 5.5: Illustration of data distribution in chunks algorithm with 4 chunks (blue blocks) and 12 processes
(red, orange, and green shapes). Each chunk is owned by 3 processes depicted with the same shape (redundant
case), or just one of the processes in the block (nonredundant case). Processes with the same color are
assigned to communicate with each other, which enables communication regularization.
rithm. We divide the problem domain into chunks and assign processes to them. In the case of redundant
redistribution, each process owns all the problem data associated with its chunk. When the redistribution is
nonredundant, one of the processes in the chunk has the data, and scatters the solution information to the
others when needed during the multigrid cycle. A diagram is in Figure 5.51.
Forming the chunks entails performing all-gather or gather operations on groups of PC processes, where C
is the number of chunks. On the grid where redistribution is performed and all subsequent grids, each active
process will compute on the data it has, and communicate with at most C − 1 other processes, unless there
are more chunks than communication partners in the original non-redistributed operator, in which case we
assume the number of messages sent is unchanged.
We can easily modify the performance model to handle the data redistribution. The collective commu-
1Reprinted from “Systematic Reduction of Data Movement in Algebraic Multigrid Solvers” by H. Gahvari, W. Gropp, K.
E. Jordan, M. Schulz, and U. M. Yang [48], c©2013 IEEE, doi: 10.1109/IPDPSW.2013.164, with permission.
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nication costs become
Tallgather(α, β) = 2
(⌈
log2
P
C
⌉
α+
Ci
C
(
1 +
⌈
log2
P
C
⌉)
β
)
and
Tgather(α, β) =
⌈
log2
P
C
⌉
α+
Ci
C
β.
For the smoothing, restriction, and interpolation, the amount of computation is now divided by C. The
amount of communication, we cannot know a priori, and thus estimate it as follows. We assume the maximum
possible number of communication partners (C − 1), unless there are more chunks than communication
partners, in which case we assume it is unchanged. We define modified values p∗i = min{pi, C − 1} and
pˆ∗i = min{pˆi, C − 1} for the maximum number of sends in the level i solve and interpolation operators,
respectively. We approximate the amount of data sent by multiplying the assumed value for the number of
sends by the number of elements per message in the original operator. The resulting expressions are
Tsmooth(α, β) =

6CiP siti + 3(piα+ niβ) if i < lred
6CiC sit
∗
i + 3p
∗
i
(
α+ nipi β
)
+ Tcollective(α, β) if i = lred
6CiC sit
∗
i + 3p
∗
i
(
α+ nipi β
)
if i > lred
for the smoothing time,
T irestrict(α, β) =

2Ci+1P sˆiti + pˆiα+ nˆiβ if i < lred
2Ci+1C sˆit
∗
i + pˆ
∗
i
(
α+ nˆipˆi β
)
if lred ≤ i < L− 1
0 if i = L− 1
for the restriction time, and
T iinterp(α, β) =

0 if i = 0
2Ci−1P sˆi−1ti + pˆi−1α+ nˆi−1β if 0 < i < lred
2Ci−1C sˆi−1t
∗
i + pˆ
∗
i−1
(
α+ nˆi−1pˆi−1 β
)
if i ≥ lred
for the interpolation time. These expressions reduce to those for the case of simple redundancy or agglom-
eration when C = 1.
As a use case, we now consider running the Laplace model problem on Hera using redundant data
redistribution, but with 16 chunks this time. We furthermore use a cyclic mapping of MPI tasks to the
nodes on the machine, which places one MPI task on each node being run on before starting again from
69
 128 1024 3456
8
7
6
5
4
3
2
1
0
Processes
R
ed
un
da
nt
 L
ev
el
Modeled Speedups for 16 Chunks AMG on Hera
 
 
0.16
0.57
1.47
1.66
1.52
1.26
1.01
0.99
0.02
0.09
0.29
1.57
1.81
1.45
1.03
0.99
0.98
0.00
0.03
0.09
0.88
1.60
1.36
1.03
0.99
0.98
0.0
0.5
1.0
1.5
2.0
 128 1024 3456
8
7
6
5
4
3
2
Processes
R
ed
un
da
nt
 L
ev
el
Actual Speedups for 16 Chunks AMG on Hera
 
 
1.72
1.62
1.24
1.12
1.76
1.37
1.48
1.38
0.0
0.5
1.0
1.5
2.0
Figure 5.6: Modeled (left) and actual (right) solve phase speedups when using the redundant chunks algo-
rithm with 16 chunks on Hera applied at the given level for the model problem.
the first node, until every MPI task has been placed, and combine this with building chunks out of adjacent
MPI ranks. With nodes on Hera having 16 cores per node, this combination keeps communication confined
to nodes during the redundant phase of the computation. Figure 5.6 shows modeled and actual solve phase
speedups.
We see from the results that the model is once again effective at predicting the level at which switching
gives the biggest improvement in performance. This hints at the possibility of using it to make the decision
of which level in the cycle to redistribute data during runtime rather than after the fact. We will develop
this in the next chapter and show that it can give us significant improvements in performance.
5.5 Other Methods
We did not examine the method of Gannon and Van Rosendale directly. However, based on what we have
seen in the literature, we expect it to at best be as effective as the filtering methods, which we are not
considering further. We do not consider the use of the explicit inverse of the coarse grid operator or an
approximation of it either. This technique works on the coarsest level only, and there is also the problem of
forming a good enough sparse approximation to the inverse.
5.6 Summary
With the help of the performance models we developed in the last chapter, we were able to evaluate a large
body of past work in adapting multigrid methods to massively parallel machines, to identify avenues to pursue
further for AMG. In some cases, we were able to quickly conclude that our efforts would be best focused
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elsewhere. Others required a more in-depth analysis, which we were able to provide with straightforward
adaptations to the models.
Among the methods we evaluated, redundant and agglomerated solution methods stood out for their
potential to improve both the solve and setup phases of AMG while also being guided by an appropriate
performance model to ensure an improvement in performance is obtained. In the next chapter, we will
explore how to do this in detail, along with how to use a performance model to help make decisions on
hybrid MPI/OpenMP use as we had alluded to in the previous chapter.
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Chapter 6
Applying the Models to Improve
Performance
In the previous two chapters, we developed performance models for the AMG solve cycle, validated them on
five different machines, and used them to evaluate a large body of past work in massively parallel multigrid
methods, searching for the approach most likely to improve its parallel performance. Within this body of
work, we found promise in the use of data redistribution that reduces communication at the expense of extra
computation.
What remains now is to make predicitve use of the models to guide adjustments to AMG. So far, we
have been mostly descriptive with our performance modeling. We observed performance issues with AMG,
proposed possible causes, and then developed our models and used them to explain the observed performance.
When we considered changes to AMG, we adapted the models to include the effects of those changes on the
AMG solve cycle. There were cases where the results led us to predict our efforts would be best focused
elsewhere, but even there, we relied on parameters tied to a model problem. The amount of communication,
and the time spent in computation at each level of the AMG hierarchy, were determined from the matrix
data structure and matrix-dependent benchmark measurements.
In this chapter, we show how we can apply the models predictively to help make important decisions for
AMG. We first use them to guide the data redistribution scheme discussed in Section 5.4 at runtime, making
the decisions on when in the multigrid hierarchy to redistribute and the number of processes that combine
their data. The model-driven redistribution works in both all-MPI and hybrid MPI/OpenMP settings, and
This chapter includes results from the previously published paper, “Systematic Reduction of Data Movement in Alge-
braic Multigrid Solvers” by H. Gahvari, W. Gropp, K. E. Jordan, M. Schulz, and U. M. Yang [48], c©2013 IEEE, doi:
10.1109/IPDPSW.2013.164. Reprinted with permission.
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results in significant speedups on multiple problems and machines. We then show how we can use the models
to inform the selection of the on-node mix of MPI tasks and OpenMP threads to use when running AMG.
We are as of yet unable to offer a precise prediction, but we are able to make suggestions that avoid mixes
that are obviously poor choices.
6.1 Model-Driven Data Redistribution
The models developed previously for AMG, while very detailed, are straightforward enough that they can
be adapted for runtime use. We assume the purely machine-dependent parameters are already known to us.
The key then is that most of the important problem-dependent information can be obtained at runtime by
querying the appropriate data structure or on-the-fly microbenchmarking, and the information that cannot
be obtained in this fashion can be readily approximated.
We now show how we modify the models so that they can be used at runtime to guide data redistribution
decisions. We then run experiments on multiple machines and multiple problems, using exclusively MPI and
hybrid MPI/OpenMP, to illustrate the versatility and effectiveness of our approach.
6.1.1 Making the Decision to Redistribute
We base our decision on computing two values, T iswitch and T
i
noswitch, which respectively are the estimated
times on level i of an AMG cycle for switching and not switching to a data redistribution scheme, at each
level i > 0 during the setup phase. At the first level for which T iswitch < T
i
noswitch, we perform redistribution.
Assuming correct values for both T iswitch and T
i
noswitch, it is in fact best to redistribute at the first level
where T iswitch < T
i
noswitch. Assume we redistribute at level l. If we redistribute at a finer level lˆ < l, then
we will have made a suboptimal decision due to a slowdown on levels lˆ through l − 1 combined with the
improvements we would have obtained from the original redistribution decision. If we redistribute at a
coarser level l˜ > l, then we will have again made a suboptimal decision. Switching at level l would have
given us the same improvements as switching at level l˜ plus the improvements at levels l through l˜− 1 that
switching at level l˜ would not have obtained.
To determine T inoswitch, we use the model that best matches the machine to calculate the time normally
spent in the AMG cycle at level i. Much of the information is needed for this is available. The needed
communication and computation counts for the solve operator can be obtained from the ParCSR data
structure. The interpolation operator, however, is not available to us. Forming it would require actually
performing coarsening as if we were not redistributing, and we are deciding whether or not we want to
redistribute first. Instead, we approximate both restriction and interpolation with MatVecs using the solve
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operator. This gives us, in terms of the baseline model,
T inoswitch(α, β)a = 10
Ci
P
siti + 5(piα+ niβ).
As we had stated before, the required network parameters are already available to us. What remains is to
compute ti. In previous chapters, we had done this after the fact, with information from a preexisting AMG
hierarchy. As this is unavailable to us here, we have to measure it at runtime given how much it can vary
with the matrix dimension, density, and nonzero pattern. We do this by performing 10 sequential MatVecs
with the Dk matrix from the ParCSR data structure on each process, and dividing the observed time by
the number of floating-point operations performed, i.e. 20 times the number of nonzero entries in Dk. We
exclude processes that have no data, which report a time per flop of zero, and take the maximum reported
value over all processes to be ti. If the measured value for ti is greater than the measured value for ti−1,
however, we set ti = ti−1 and tj = ti−1 for all levels j > i. This occurs because processes close to running
out of data are measuring primarily loop overhead rather than computation. ti is expected to decrease as i
increases because the time per floating-point operation has been observed to decrease with decreasing matrix
dimension and increasing matrix density [43], trends that both hold when progressing from fine to coarse in
AMG.
The question now arises of how we would handle hybrid MPI/OpenMP both with and without simulta-
neous multithreading, as we had established these in Sections 4.2.4 and 4.2.5 as separate penaltes to ti. Our
measurement scheme actually allows us to take them into account without having to explicitly determine
these penalties. We measure MatVec time over individual MPI processes. When OpenMP is in use within
processes, the observed value for ti will take the further division of labor within each process into account.
When SMT threads are being used, however they are handled in the architecture is similarly reflected in our
measurements. Our later results, which show improvements both with and without hybrid MPI/OpenMP
and SMT, will bear this out.
We determine T iswitch by using the model to predict the time of five MatVecs with a redistributed solve
operator and the time spent in collective operations. We assume C < pi, as when we search for which value
to use for C, we currently aim to reduce the number of messages being sent. Per the model we established
in Section 5.4, we get
T iswitch(α, β) = 10
Ci
C
sit
∗
i + 5(C − 1)
(
α+
ni
pi
β
)
+ Tcollective(α, β).
This once again leaves us confronted with a quantity we are unable to determine without performing
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redistribution, in this case t∗i . We in this case handle it by leaving it unchanged from ti but also preventing the
problem sizeon each process from growing too large, which would almost certainly cause t∗i to be dramatically
different from ti. We first classifly the local MatVec operation with Dk before redistribution into one of the
three categories first introduced in Section 5.4:
• Small: the matrix and source vector fit in cache.
• Medium: the source vector fits in cache, but the matrix does not.
• Large: the source vector does not fit in cache.
Then, when searching for the value of C to use, we exclude all values that would cause the local problem
classification to increase in size or come a certain ways towards making that happen. The threshold we used
in our experiments depended on the machine we ran on. The cache size we use when classifying is the size
of the largest shared on-node cache divided by the number of MPI processes. Our seach for the value of
C starts with the largest power of 2 less than pi and searches over successively smaller powers of 2 until
we reach 1, another pre-set minimum, or a value that causes us to exceed the problem size threshold we
just described. This quick searching scheme was done to save time in the setup phase and also ensure even
division of P by C when running the redundant version of redistribution on machines with the number of
cores per node equal to a power of 2; a more thorough search is an item for future work.
Barring one other safeguard, if T iswitch < T
i
noswitch, we perform data redistribution. Otherwise, we proceed
with coarsening as originally planned and consider redistribution again on the next grid. The other safeguard
in question is to keep a running sum of T inoswitch at each level and refrain from performing redistribution if the
projected improvement in the running sum is less than 5%. We used this safeguard on the current-generation
machines on which we ran experiments and found it helpful. With both this and the problem size safeguard,
we have the famous expression, “Do no harm,” from the world of medicine in mind. We would rather be too
conservative in our decision-making and miss a speedup than be too aggressive and cause a slowdown as a
result.
6.1.2 Results on Hera
Our first tests of model-guided data redistribution were performed on Hera, and first reported in [48]. We
used the redundant version of the chunks algorithm described in Section 5.4 to perform the redistribution,
stopping at a minimum of 16 chunks or whenever the redistributed operator would cross over into a larger
problem category. The cache size per core was 512 KB. We chose 16 chunks as a minimum because we
also used the combination of the cyclic task/node mapping that would keep communication on-node after
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redistribution. This was done with thought toward potential future coupling with a recursive step that
was specific to on-node performance. With Hera having 16 cores per node and the experiments using an
MPI-only programming model, we did not want to intrude into the on-node performance without a specific
model for it.
We used a test suite of five different problems, three 3D problems on a cubic domain and two 2D problems
on a square domain. The 3D problems had a problem size of 30× 30× 30 points per core, and were run on
64, 512, and 4096 cores. The 2D problems had a problem size of 150× 150 points per core, and were run on
64, 256, and 1024 cores. For the 2D problems, we did not make use of aggressive coarsening on the finest
level. Here are descriptions of each problem:
• 7pt Laplace: 3D 7-point Laplacian.
• 27pt Stencil: 3D diffusion problem with a 27-point stencil.
• Convection-Diffusion: Nonsymmetric convection-diffusion problem, derived with finite differences on
a regular grid from the partial differential equation
−uxx − uyy − uzz + c(ux + uy + uz) = 1,
with c = 1.
• 9pt Laplace: 2D 9-point Laplacian.
• Rotated Anisotropy: 2D rotated anisotropy on a uniform square
−(c2 + s2)uxx + 2(1− )scuxy − (s2 + c2)uyy = 1,
where c = cos γ, s = sin γ, γ = 60◦, and  = 0.01.
We ran a combination of one AMG setup and 10 V-cycles ten times for each problem, averaging the
reported times to avoid impact from noise. We then solved the problem with AMG used to precondition the
iterative solver GMRES(5) solving to a tolerance of 10−6 to get an iteration count. We used the product
of the iteration counts and cycle times combined with the setup times to estimate the overall solution time.
The results for each problem are in Figure 6.1. Corresponding overall speedups are in Table 6.1. The
improvement is substantial in both the setup and solve phases, especially the former, which is often above 2x
for the 3D problems. Overall speedups are often above 2x for the 3D problems thanks to the setup speedups.
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Figure 6.1: Setup and solve times on Hera when performing (right bars) and not performing (left bars) data
redistribution. Results for the 3D test problems are in the top row, and results for the 2D test problems are
in the bottom row.
3D Problem 64 Cores 512 Cores 4096 Cores
7pt Laplace 1.42 2.57 2.16
27pt Stencil 1.60 2.34 2.09
Convection-Diffusion 1.24 1.91 2.47
2D Problem 64 Cores 256 Cores 1024 Cores
9pt Laplace 1.46 1.39 1.44
Rotated Anisotropy 1.46 1.41 1.52
Table 6.1: Overall speedups when using model-guided redistribution on Hera to solve the test problems.
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6.1.3 Results on Newer Machines
Using the chunks algorithm to perform data redistribution guided by the performance model yielded dramatic
improvements on Hera. However, Hera is a machine with a very poor interconnect that was retired a year
ago. The question arises as to how well redistribution would perform on more modern machines with faster
interconnects. Here, we test model-guided data redistribution on three modern machines, the Eos machine
mentioned in Chapter 4 and two other ones.
Vulcan is a 24,576 node IBM Blue Gene/Q at Lawrence Livermore National Laboratory. Except for its
node count, the features and experimental setup are the same as Wat2Q, which was described in Section 4.3.1.
The size of the on-node shared cache is 32 MB.
Titan is an 18,688 node Cray XK7 at Oak Ridge National Laboratory. Each node has one 2.2 GHz 16
core AMD Opteron 6274 processor, which like the processor on Jaguar we treat as two 8 core processors. Each
node also features one NVIDIA Tesla K20 GPU, which we do not consider here. The nodes are connected
by Cray’s Gemini interconnect, in a 3D torus topology with a hardware bandwidth of 20.8 GB/s between
nodes. All experiments use the PGI compiler, version 13.10-0. The MPI implementation is Cray’s native
MPI. The size of the on-node shared cache is 32 MB.
Machine parameters for Vulcan and Titan are in Table 6.3. The size of the on-node shared cache on Eos
was not mentioned in Section 4.3.1; it is 40 MB. We also switched compilers on Eos to the PGI compiler,
version 13.7-0, because the default Intel compiler failed to compile the finite element package we used for
one of our experiments.
We ran two different experiments on each machine. For the first experiment, we ran the 3D 7-point
Laplace problem with 30×30×30 points per core that we ran on Hera for three different on-node MPI/OpenMP
mixes. For the second, we ran two different finite element problems generated using the MFEM software
library [4]:
• Linear Elasticity: Simplified linear elasticity problem
−div(σ(u)) = 0
where
σ(u) = λdiv(u)I + µ(∇u+ u∇)
on a 3D cantilever beam with two material components discretized using tetrahedral finite elements. u
is a vector-valued function u(x, y, z) with a component in each of the three dimensions. λ = µ = 50 on
the first component, and λ = µ = 1 on the second. The boundary conditions are u = 0 on one face of
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Figure 6.2: 3D cantilever beam for the linear elasticity problem. The first component (orange) is attached
to the wall on the left. The downward force f is pulling on the second component (blue).
Figure 6.3: 3D sphere for the diffusion problem. The two subdomains are on the right.
the boundary of the first component, which is fixed to a wall, σ(u) · n = 0 elsewhere on the boundary
of the first component, and σ(u) · n = f on the boundary of the second component. The force f is a
vector pointing in the downward direction with magnitude 0.01. The beam, which has an 8:1 aspect
ratio, is diagrammed in Figure 6.2.
• Diffusion: Diffusion problem
−div(a∇u) = f
on a sphere approximating the unit ball discretized using trilinear hexahedral finite elements. It
contains two material subdomains, one on which a = 1 and one on which a = 1000, which are
diagrammed in Figure 6.31.
For the finite element problems, we focused on one MPI/OpenMP mix. We again aimed for a weak scaling
scenario, which was accomplished by additional refinement of the base mesh in MFEM. This did not result
in exactly the same number of unknowns per core for each problem ran; see Table 6.2 for the exact figures.
Each problem was solved using AMG to precondition conjugate gradient, which was run to a tolerance of
10−8. For the linear elasticity problem, we did not use aggressive coarsening due to much poorer convergence
when using it, following the default behavior of the linear elasticity solver in MFEM.
1Courtesy Tzanio Kolev, Lawrence Livermore National Laboratory.
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Cores
Linear Elasticity Diffusion
Unknowns Unknowns/Core Unknowns Unknowns/Core
128 839,619 6,560 3,603,601 28,153
1024 6,502,275 6,350 28,749,601 28,076
8192 51,171,075 6,246 229,684,801 28,038
65536 406,003,203 6,195 – –
Table 6.2: Unknowns and unknowns per core for the finite element problems from our experiments.
Parameter Vulcan Titan
α 3.93 µs 1.80 µs
β 4.54 ns 1.31 ns
γ 88.3 ns 155 ns
Table 6.3: Machine parameters for Vulcan and Titan.
We also modified the way we perform redistribution. First off, since we ran at larger scale, we used
exclusively nonredundant redistribution. The reason is that we would otherwise end up running into a
memory-based or implementation-based upper limit on the number of new MPI communicators we can
create [15]. We do not consider localization of communication onto nodes either, for two reasons. The
first is that we do not have a model for on-node performance, and would prefer to have one if we are
taking localization into account when making decisions. The second is that we would like to see what kind of
benefits we get from just communicationn reduction. Thus, the minimum number of chunks when performing
redistribution is set to 1, i.e. the fully redundant case. We also, when performing data redistribution, shrink
the parent MPI communicator so that it only consists of active processes before forming communicators over
which gather and scatter operations are performed. To adjust the performance model, we divide the number
of matrix nonzero entries by the number of active processes Pi, and perform collective operations over groups
of PiC processes. Finally, we modified the threshold at which we considered the redistributed problem to be
“too big.” On Hera, the boundary was when the redistributed problem crossed over into a larger problem
category. For the newer machines, we set this threshold at halfway to a larger problem category. The reason
for this is that performance can degrade even well before a category boundary is crossed [43]. The extent to
which this happens depends on both the problem and the machine. With the performance gains expected
to be smaller on the newer machines that feature better interconnects, we felt the need to tighten that
safeguard.
We now present our experimental results, machine by machine.
Vulcan
Results on Vulcan are in Figure 6.4 for the Laplace problem, and in Table 6.4 for the finite element problems.
We chose to use the full 4-way SMT capability wherever possible, based on results on Sequoia, a larger version
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Figure 6.4: Results and corresponding speedups when using model-guided data redistribution for the 3D
7-point Laplace problem on Vulcan. The bars on the left in each graph show timings when doing no
redistribution, while the bars on the right show timings when doing redistribution.
of the same machine, that showed it providing the best overall performance [49].
We ran the Laplace problem on 512, 4096, and 32768 cores, using 8, 16, and 32 MPI tasks per node,
with 8, 4, and 2 OpenMP threads per MPI task, respectively. Of the MPI/OpenMP mixes we tested in
Section 4.3.4 for the 4 SMT case, those three were the ones with the best performance. Speedups were
generally modest, between 2 and 15% overall, but the Blue Gene/Q has a strong interconnect, so this is not
surprising. That the model was still able to find room for improvement even with the strong interconnect
was encouraging. Overall best performance was a battle between the 16× 4 and 32× 2 mixes, with neither
definitively ahead. The former mix was better in the solve phase, while the latter was better in the setup
phase.
For the finite element problems, we chose the 16×4 mix for the linear elasticity problem, and solved it on
1024, 8192, and 65536 cores. We also wanted to choose it for the diffusion problem, but hybrid MPI/OpenMP
support in MFEM is currently only experimental, and using a hybrid programming model did not work for
it. Therefore, we ran as many MPI tasks per node as possible, which was 32 (going to 64 caused us to run
out of memory). We ran on 128, 1024, and 8192 cores. We did not go higher because we could not use more
than 32768 MPI processes without running out of mesh to partition; further refinement caused us to run out
of memory. Like for the Laplace problem, speedups were modest for the diffusion problem, but they were
higher for the elasticity problem, as high as 39% overall. Overall scalability suffered at higher core counts,
but this was inherent in the AMG discretization – even with the interpolation truncation we were using, the
average number of matrix nonzero entries per row reached as high as 500, with maximums exceeding 1000.
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Linear Elasticity Problem
1024 Cores 8192 Cores 65536 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 3.56 s 5.98 s 9.54 s 9.76 s 14.96 s 27.72 s 40.31 s 35.57 s 75.88 s
Chunks 3.35 s 5.16 s 8.51 s 9.53 s 11.44 s 20.97 s 31.44 s 23.05 s 54.48 s
Speedup 1.06 1.16 1.12 1.02 1.31 1.18 1.28 1.54 1.39
Diffusion Problem
128 Cores 1024 Cores 8192 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 2.07 s 3.73 s 5.79 s 2.92 s 3.93 s 6.85 s 4.08 s 4.33 s 8.41 s
Chunks 2.13 s 3.74 s 5.87 s 2.53 s 3.94 s 6.47 s 3.54 s 4.28 s 7.82 s
Speedup 0.97 1.00 0.99 1.15 1.00 1.06 1.15 1.01 1.08
Table 6.4: Results on Vulcan for the Linear Elasticity (top) and Diffusion (bottom) problems.
Titan
Titan results are in Figure 6.5 for the Laplace problem, and Table 6.5 for the finite element problems. We
ran both problems on the same number of cores as we did on Vulcan. Based on the performance on Jaguar,
which has a similar interconnect, being the best in our performance model validation experiments when no
OpenMP was used, we chose all-MPI, 8× 2, and 4× 4 as our mixes to test for the Laplace problem. Here,
though, the 8× 2 mix proved to be the best overall, and the best at scale. Some of this is undoubtedly due
to the test problem being smaller per core than the one in the model validation experiments. A lot of the
issue is in the setup phase, which showed substantial performance degradation in the all-MPI case. Speedups
were more substantial than on Vulcan for the 8× 2 and all-MPI mixes, up to 44% overall at scale.
We had no choice but to run the finite element problems exclusively MPI. This was due to the experimental
nature of hybrid MPI/OpenMP support in MFEM; hybrid MPI/OpenMP failed to work at all on Titan. As
was the case on Vulcan, the diffusion problem scaled well, and speedups from redistribution were modest,
with a small slowdown instead of a speedup on 128 cores. Speedups for the linear elasticity problem were
more substantial, reaching as high as 79% overall on 8192 cores. There was a notable degradation in setup
phase performance going to 65536 cores, which merits further investigation.
Eos
Eos results are in Figure 6.6 for the Laplace problem, and Table 6.6 for the finite element problems. Based
on the results of the performance modeling experiments, where all-MPI performed the best, we chose that
along with 8× 2 and 4× 4 as our MPI/OpenMP mixes to test for the Laplace problem. Given the limited
size of the machine, we ran on 512, 4096, and 8000 cores. Solve phase performance was the best when using
only MPI, but setup phase performance improved as more OpenMP was introduced, with the best overall
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Setup 1.00 1.06 1.07 1.07 1.18 1.52 1.61 1.60 1.20
Solve 1.05 1.01 1.08 0.98 1.31 1.34 1.02 0.89 1.18
Overall 1.02 1.03 1.07 1.02 1.24 1.44 1.31 1.34 1.20
Figure 6.5: Results and corresponding speedups when using model-guided data redistribution for the 3D
7-point Laplace problem on Titan. The bars on the left in each graph show timings when doing no redistri-
bution, while the bars on the right show timings when doing redistribution.
Linear Elasticity Problem
1024 Cores 8192 Cores 65536 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 1.73 s 2.46 s 4.19 s 17.64 s 7.02 s 24.66 s 132.51 s 17.77 s 150.28 s
Chunks 1.53 s 2.08 s 3.61 s 8.28 s 5.46 s 13.74 s 107.18 s 10.59 s 117.76 s
Speedup 1.13 1.18 1.16 2.13 1.28 1.79 1.24 1.68 1.28
Diffusion Problem
128 Cores 1024 Cores 8192 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 0.69 s 1.25 s 1.94 s 1.00 s 1.52 s 2.52 s 1.68 s 1.74 s 3.42 s
Chunks 0.73 s 1.28 s 2.01 s 0.87 s 1.37 s 2.25 s 1.54 s 1.68 s 3.22 s
Speedup 0.94 0.98 0.96 1.15 1.11 1.12 1.09 1.04 1.06
Table 6.5: Results on Titan for the Linear Elasticity (top) and Diffusion (bottom) problems.
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Figure 6.6: Results and corresponding speedups when using model-guided data redistribution for the 3D 7-
point Laplace problem on Eos. The bars on the left in each graph show timings when doing no redistribution,
while the bars on the right show timings when doing redistribution.
performance a virtual dead heat between 4 × 4 and 8 × 2. Speedups were fairly substantial on the higher
core counts, up to 58% overall in the all-MPI case on 8000 cores.
As was the case with Titan, we had to run the finite element problems exclusively MPI. The diffusion
problem scaled well as it did on the other machines, and speedups were modest. We ran the linear elasticity
problem on 128, 1024, and 8192 cores, again owing to the limited size of the machine. The model chose no
redistribution on 128 cores; on 1024 cores, there were modest speedups, but on 8192 cores, there were very
large speedups, leading to an improvement of over 2x overall.
6.2 Hybrid MPI/OpenMP Mix Selection
In addition to guiding data redistribution at runtime, we are also very keen on using the model to guide
the selection of the on-node mix of MPI tasks and OpenMP threads. With there being an increasingly wide
range of possibilities for this, there is correspondingly a lot of potential guesswork on the part of the user
that ideally could be avoided.
For our hybrid MPI/OpenMP results in the previous section, we selected mixes based on performance
previously observed during experiments. These required much time and many core hours on the respective
machines to complete. As we are developing and applying performance models, spending a lot of time and
core hours running experiments testing multiple thread/task mixes in search of the best one is not so much of
an issue for us. Scientists or engineers, however, do not have this luxury. As we saw in the model validation
results from Chapter 4 and the data redistribution results from the previous section, selecting the right mix
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Linear Elasticity Problem
128 Cores 1024 Cores 8192 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 0.32 s 0.44 s 0.76 s 0.78 s 1.06 s 1.84 s 6.72 s 2.64 s 9.36 s
Chunks – – – 0.75 s 0.82 s 1.58 s 2.99 s 1.55 s 4.54 s
Speedup – – – 1.04 1.29 1.16 2.25 1.93 2.06
Diffusion Problem
128 Cores 1024 Cores 8192 Cores
Setup Solve Total Setup Solve Total Setup Solve Total
No Chunks 0.33 s 0.50 s 0.83 s 0.46 s 0.54 s 1.00 s 0.74 s 0.62 s 1.36 s
Chunks 0.33 s 0.49 s 0.82 s 0.42 s 0.52 s 0.93 s 0.61 s 0.59 s 1.20 s
Speedup 1.00 1.02 1.01 1.10 1.04 1.08 1.21 1.05 1.15
Table 6.6: Results on Eos for the Linear Elasticity (top) and Diffusion (bottom) problems. The performance
model chose not to perform redistribution for the elasticity problem on 128 cores, so no results are shown
for it.
can have a huge positive impact on performance and scalability. Here, we demonstrate a straightforward
approach to this problem that, while unable to always give an exact prediction, helps us avoid thread/task
mixes that would be highly detrimental.
6.2.1 Approach
There are a number of challenges to adapting the model to predict thread/task mixes. In general, a preex-
isting AMG hierarchy with operator statistics and communication counts is not going to be available. Even
if one were available, changing the mix of threads and tasks require adjusting the communication counts.
There is also the issue of machines with simultaneous multithreading. How might we account for that in the
general case, where we are lacking a specific performance model?
In our approach, we are inspired by the same thinking we used in Chapter 2 when treating the FFT
and geometric multigrid. There, we had used an approach that involved allowing the machine parameters
to vary and determine regions in the parameter space that enabled EFLOPS performance to get around not
having an actual exascale machine. Here, without a specific AMG hierarchy that gives us exact information,
we will allow the amount of communication and computation in the AMG cycle to vary and determine
regions in the space of the two components where using certain degrees of hybrid MPI/OpenMP provides
improvement over using only MPI. Specifically, we assume that an AMG cycle, when run MPI-only, has a
certain percentage of its time devoted to communication, and a certain percentage devoted to computation.
We can then use the OpenMP penalties in the hybrid model from Section 4.2.4 to calculate for a given mix of
OpenMP threads and MPI tasks how much communication reduction is necessary to show an improvement
in performance.
For simplicity of calculation, assume an AMG cycle takes 100 seconds. We split the cycle time Tcycle into
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its communication and computation components:
Tcycle = 100 = Tcomp + Tcomm
Define fcomm to be the fraction of the communication time needed to get an improvement when using
OpenMP. Then, given the penalty pomp for using OpenMP from the model, we want the region where, for a
given number of OpenMP threads,
pompTcomp + fcommTcomm ≤ 100.
We visualize this region by plotting
fcomm ≤ 100− pompTcomp
100− Tcomp
for Tcomp ranging from 0 to 100, which correspond to 0% and 100% computation in the cycle, respectively.
We fill in the area between the boundary and the x-axis, and plot 0 for the boundary where fcomm is negative
or undefined.
We still would like a means of selecting how much simultaneous multithreading to use, if any. One one
of the machines we tested, we found it had a benefit, but on the other, we found that it did not. Without
a generalized model for this, we leave it to future work. In our prediction results, we will use the amount
of simultaneous multithreading that we used in our model-guided data redistribution experiments for each
SMT-capable machine.
6.2.2 Results
We plotted the regions we just described for varying numbers of OpenMP threads per MPI task on the three
machines we evaluated in this chapter plus two from Chapter 4 on which we considered hybrid MPI/OpenMP.
We term them “improvement regions.” The plots are in Figure 6.7. When reading the plots, the first thing to
look at is the intersection of the x-axis with each improvement region boundary; the amount of the cycle time
devoted to computation in the all-MPI case must be at most the value of the intercept for there to be any
projected benefit to introducing that amount of OpenMP. The projected crossover point likely corresponds
to even less computation in the cycle, as the intercept assumes complete elimination of messages between
processes, when the actual reduction seen is going to be substantially less than that. A larger improvement
region means a higher projected likelihood of the given mix of MPI tasks and OpenMP threads being a good
choice.
We begin by looking at the machines from Chapter 4. Hera not surprisingly shows substantial improve-
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Figure 6.7: Improvement regions for using hybrid MPI/OpenMP on Vulcan, Titan, and Eos (top row), and
Hera and Jaguar (bottom row).
ment regions for hybrid MPI/OpenMP, with the largest one corresponding to the 4 × 4 mix. This is not
surprising given the data in the model validation experiments showing that mix to be the best-performing.
Jaguar shows small improvement regions, with the largest region completely blank, which corresponds to no
improvement from hybrid MPI/OpenMP. Again, this corresponds to the results seen in the model validation
experiments, where using only MPI resulted in the best performance.
Moving on to the machines we examined in this chapter, we see large improvement regions on Vulcan,
with the biggest ones, in order, corresponding to the 8×8 and 16×4 mixes. These two mixes were the superior
ones when it came to solve phase performance for the 3D Laplace problem. The 16× 4 mix had better setup
phase performance, which is why it came out ahead between the two, but we based our improvement regions
on solve phase performance. On Titan, the improvement regions were small, like on Jaguar. At smaller core
counts, MPI-only solve phase performance was the best, but on 32768 cores, the 8× 2 mix was better. MPI-
only setup performance ended up being the worst of the three mixes tested. The improvement regions were
also small on Eos, and the solve phase performance completely reflected this. MPI-only performance was
best for all core counts tested, and solve phase performance worsened with increasing numbers of OpenMP
threads. Setup phase performance, however, was a different story, with it improving with increasing numbers
of OpenMP threads per MPI tasks among the mixes tested.
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6.3 Summary
In this chapter, we were able to make two major accomplishments, both with the help of the performance
models we had developed. Our first accomplishment was to apply the performance model at runtime to guide
data redistribution through the chunks algorithm. The model helped make the otherwise difficult choices of
which level in the multigrid hierarchy to perform redistribution, and how much data to concentrate on how
many processes, that otherwise would have required a lot of guesswork. Results for multiple problems on
multiple machines showed speedups, some modest, and some very substantial. Speedups were obtained for
both the solve and setup phases in most cases, though the model focused in the solve phase.
We were also able to use the model to make significant progress in guesswork avoidance when selecting
on-node mixes of MPI tasks and OpenMP threads. Even though the MPI/OpenMP improvement regions
were not always able to pick the best mix, they were effective at highlighting thread/task mixes that resulted
in the best solve phase performance. The setup phase was a bit of a different story, but we did not base
the regions on a model for that phase; it is clear that one would be helpful in the future. Even with the
limitations of the improvement region approach as currently constructed, it is a big step towards solving the
very difficult problem of thread/task prediction. No longer is detailed information about the AMG hierarchy
a necessity, which means the potential for avoiding the expense of computing one for a large problem. Also,
the improvement regions as they stand right now enable us to prune thread/task mixes that are obviously
not good from the space of possibilities. As a case in point, the mixes that are heavy on OpenMP were
observed to perform poorly in the model validation experiments, and the improvement regions for such mixes
were found to be very small.
From evaluating application potential at scale to gaining in-depth understanding of AMG and guiding
changes to improve its performance and scalability, we have been able to accomplish a lot with the help of
performance models. In the next chapter, we summarize our results and give directions for future research.
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Chapter 7
Conclusions and Future Directions
7.1 Major Contributions
In this dissertation, we were confronted with a changing HPC landscape that features machines that are
becoming increasingly massively parallel. Faced with the fact that applications will have to adapt to this
new landscape, we developed a methodology we called, “applied performance modeling,” which featured us
developing straightforward performance models that could be used to analyze applications and architectures
in-depth and then guide practical changes, even at runtime, to ensure improved performance and scalability.
We made use of performance models at every step of the way in our work, from early application analysis
to analyzing AMG in particular and examining a large body of past work to actually using models to guide
practical decision-making when using AMG. That we can use performance models to help us select tunable
parameters of an application potentially saves users a lot of guesswork, letting them make more efficient use
of their machine allocations and freeing up time they would have otherwise had to spend on performance
optimization.
In addition to our overall methodology, we made a number of other advances. The first was a performance
model of the AMG solve cycle that was straightforward yet able to capture a lot of detail at the same time.
The model took interconnect topology and network contention into account, and was readily extensible to
multiple interconnects, hybrid programming models, and to modifications to AMG itself.
For AMG in particular, we made a couple of specific enhancements. The first was actual coupling with
a performance model at runtime to guide data redistribution. Though data redistribution itself in multigrid
methods has been the subject of several studies, ours was the first to actually tie it to a performance model
that can ensure improved performance and scalability versus doing nothing. The second was the use of the
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model to guide the selection of thread/task mixes when using a hybrid programming model. Though we
currently cannot offer specific predictions as to the optimum mix for a particular machine and problem, we
are able to suggest competitive mixes and avoid ones that are obviously poor choices.
7.2 Future Work Areas
There are many avenues of future work that arise from what we have done here, that apply to AMG, to
other applications, and to performance modeling in general. We cannot do them full justice here, but will
give a hearing to what we feel are some of the most promising ones.
7.2.1 Additional Changes to AMG
We successfully made use of our performance models to make changes to AMG that improved its performance
and scalability. That said, there is still a lot more room for further exploration and change. We need to
further refine our data redistribution method and test it on additional problems on even larger core counts,
employing instrumentation like we did for the AMG solve cycle to identify bottlenecks that, if removed,
would result in even more gains. Another task is to search for other places in AMG where we could similarly
trade one cost for another to get a performance benefit. With the performance models, we have a great tool
to help us conduct this search.
One other area to explore is fault tolerance. While in the previous chapter we showed a preference
for nonredundant data redistribution over redundant data redistribution for large-scale runs, we also are
not going to close the book on redundancy. One natural application for it is fault tolerance. The extra
information stored redundantly would naturally provide more resilience in the event of a fault, and if used
properly would aid in recovery. Complete redundancy involving every processor would likely be inefficient,
but there is certainly some level of redundancy that would ideally balance performance (where increasing
the amount of redundancy eventually ran into memory and/or implementation limits) with resiliency (more
redundancy offers more potential here). Both coming up with a fault recovery scheme that takes advantage
of redundancy and figuring out the right amount of redundancy to accomplish this task are areas very much
worth exploring.
7.2.2 Additional Avenues for Performance Modeling
In our performance modeling, we focused on the AMG solve cycle. This focus enabled us to make the
progress we did. Communication and computation counts for the solve cycle were easily obtained through
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querying relevant data structures, whereas no such predetermined counts exist for the setup phase. This
extended to using the model on-the-fly at runtime, as the same counts could be obtained from the solve
operator before performing coarsening to make a decision on whether to redistribute data first.
However, there are other worthy targets for the kind of performance modeling we have done in our work.
One obvious one is the AMG setup phase. We saw in our results that the best solve phase performance did
not always correspond with the best setup phase performance. Taking this into account would undoubtedly
improve our understanding of the setup phase, the redistribution decisions we use the model to make, and
our thread/task predictions when using a hybrid programming model.
The thread/task prediction framework we have developed is itself an area with much future potential
that will need more work to realize. It is currently based on very simple calculations. This gives it generality
and ease of use, but also makes it lack useful specificity. We would like to add more details that would
enable us to give suggestions and predictions for specific problems that users want to solve. Furthermore,
we need to refine our existing framework in a couple of ways. First off, as we saw with results on some
of the machines tested, the thread/task mixes that the plots in Section 6.2.2 suggested were not always
the best ones, something we would like to improve. A lot of this is likely due to our currently having a
performance model for only the solve portion of AMG. Including the setup would give us the complete
picture, and certainly improve the suggested mixes. We also need to add in suggestions for the amount of
simultaneous multithreading to use on a given machine. As we saw in our results, it was beneficial on one
machine we tested, and detrimental on another, so we would like to be able to determine on which machines
it is beneficial and which machines it is detrimental without requiring guesswork on the part of the user.
Predictions on future machines is another area for exploration. We touched on this in Chapter 2 with
offering projections for FFTs and multigrid on a hypothetical exascale machine. We would like to be able
to make similar projections for AMG, which is a much harder problem because of the need to predict or at
least estimate what the multigrid hierarchy generated by the setup phase would look like. Also along those
lines, we want to make our predictions assuming more about the hardware than we did in Chapter 2. The
models we developed in Chapter 4 give us the tools to do that, and we would like to combine them with some
form of hierarchy prediction to inform hardware designers as to directions they could take when building
next-generation machines.
7.2.3 Other Applications
Our work also has applications beyond AMG. First off, the performance models we developed for the AMG
solve cycle are based on modeling sparse matrix-vector multiplication. Many other kernels and applications
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are based on this operation, and thus, our performance models would readily apply to them as well.
Our framework for selecting thread/task mixes is more generalized, based on merely the computation
percentage in an application and the communication reduction from incorporating threads. Conceivably, it
could be extended straightforwardly to other applications, both ones that are based on sparse matrix-vector
multiplication and ones that are not. Then users of these applications could also benefit from the insight it
provides.
We also feel that the overall methodology we have developed here can and will be useful for other
applications. AMG is certainly not the only application with tunable parameters, something to which
anyone working in the numerical linear algebra community can attest. Incorporating performance models
into any application with these parameters that would otherwise require much guesswork to tune would
enable users of those applications to realize the same savings we are seeing for AMG. To speak even more
generally, with applications and hardware both becoming more and more complicated, perhaps the time has
come to model our solvers in the same fashion that scientists and engineers have been doing for many years
for physical and natural phenomena.
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Appendix A
Multigrid Hierarchies from Model
Validation Experiments
Here, we list the AMG hierarchies arising from our performance model validation experiments from Chapter
4. We show one hierarchy for each core count, assuming no hybrid MPI/OpenMP use, though we note that
the hierarchies vary slightly by machine and by MPI/OpenMP mix. The hierarchy data here comes from
Hera for 128, 1024, and 3456 cores, and from Intrepid for 8192 and 65536 cores.
128 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 8,000,000 55,760,000 0.000 4 7 7.0
1 614,521 11,627,149 0.000 8 37 18.9
2 120,607 6,284,387 0.000 12 99 52.1
3 13,643 1,043,443 0.006 20 140 76.5
4 1,509 111,605 0.049 12 150 74.0
5 212 10,456 0.233 12 115 49.3
6 29 512 0.617 7 29 17.9
7 3 9 1.000 3 3 3.0
93
(continued from previous page)
1024 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 64,000,000 447,040,000 0.000 4 7 7.0
1 4,865,878 93,546,770 0.000 8 40 19.2
2 945,463 50,617,999 0.000 17 101 53.5
3 103,307 8,415,875 0.001 13 144 81.5
4 10,447 908,199 0.008 12 156 86.9
5 1,224 85,304 0.057 11 158 69.7
6 151 7,117 0.312 10 101 47.1
7 20 366 0.915 12 20 18.3
8 2 4 1.000 2 2 2.0
3456 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 216,000,000 1,509,840,000 0.000 4 7 7.0
1 16,365,998 316,135,058 0.000 6 39 19.3
2 3,171,667 171,289,569 0.000 17 104 54.0
3 342,649 28,524,367 0.000 14 147 83.2
4 33,222 3,061,490 0.003 13 163 92.2
5 3,681 295,303 0.022 11 167 80.2
6 412 24,802 0.146 11 155 60.2
7 54 2,102 0.721 12 54 38.9
8 8 64 1.000 8 8 8.0
8192 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 512,000,000 2,580,160,000 0.000 4 7 7.0
1 38,720,832 750,488,152 0.000 8 40 19.4
2 7,489,861 406,502,143 0.000 15 104 54.3
3 804,263 67,718,407 0.000 16 146 84.2
4 76,650 7,285,566 0.001 14 172 95.0
5 8,159 697,997 0.010 12 171 85.5
6 978 68,340 0.071 11 179 69.9
7 122 6,504 0.437 9 104 53.3
8 19 353 0.978 16 19 18.6
9 4 16 1.000 4 4 4.0
65536 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 4,096,000,000 28,656,640,000 0.000 4 7 7.0
1 309,040,872 6,009,170,764 0.000 7 40 19.4
2 59,587,160 3,255,308,530 0.000 12 108 54.6
3 6,337,442 542,151,706 0.000 14 153 85.5
4 583,594 58,103,810 0.000 11 171 99.6
5 57,923 5,619,063 0.002 9 176 97.0
6 6,746 579,844 0.013 11 194 86.0
7 842 66,750 0.094 12 247 79.3
8 135 8,021 0.440 19 126 59.4
9 21 409 0.927 12 21 19.5
10 2 4 1.000 2 2 2.0
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Appendix B
Multigrid Hierarchies from Data
Redistribution Experiments, Hera
Here, we list the AMG hierarchies arising from our data redistribution experiments on Hera from Chapter
6.
B.1 7pt Laplace
64 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 1,728,000 12,009,600 0.000 4 7 7.0
1 127,822 2,496,088 0.000 6 33 19.5
2 24,839 1,283,627 0.002 17 98 51.7
3 2,823 196,831 0.025 17 138 69.7
4 344 20,900 0.177 16 160 60.8
5 54 1,796 0.616 13 54 33.3
6 9 81 1.000 9 9 9.0
512 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 13,824,000 96,422,400 0.000 4 7 7.0
1 1,002,907 20,081,697 0.000 6 34 20.0
2 190,648 10,308,448 0.000 13 100 54.1
3 20,254 1,576,586 0.004 16 152 77.8
4 2,245 176,071 0.035 11 161 78.4
5 289 15,827 0.189 13 141 54.8
6 50 1,462 0.585 10 50 29.2
7 6 36 1.000 6 6 6.0
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(7pt Laplace, Continued)
4096 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 110,592,000 772,761,600 0.000 4 7 7.0
1 7,944,382 160,999,960 0.000 6 36 20.3
2 1,497,245 82,813,887 0.000 16 104 55.3
3 154,080 12,677,554 0.001 15 151 82.3
4 15,498 1,410,232 0.006 13 171 91.0
5 1,919 154,875 0.042 9 194 80.7
6 265 14,797 0.211 14 158 55.8
7 38 984 0.681 12 38 25.9
8 1 1 1.000 1 1 1.0
B.2 27pt Stencil
64 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 1,728,000 45,882,712 0.000 8 27 26.6
1 22,881 595,467 0.001 8 44 26.0
2 4,955 274,761 0.011 12 90 55.5
3 655 42,983 0.100 16 125 65.6
4 89 3,877 0.489 11 76 43.6
5 18 294 0.907 11 18 16.3
6 4 16 1.000 4 4 4.0
512 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 13,824,000 370,146,232 0.000 8 27 26.8
1 183,897 4,985,987 0.000 8 44 27.1
2 38,323 2,305,159 0.002 12 96 60.2
3 4,908 389,818 0.016 17 144 79.4
4 558 37,204 0.119 14 145 66.7
5 84 2,852 0.404 14 71 34.0
6 11 105 0.868 7 11 9.5
7 3 9 1.000 3 3 3.0
4096 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 110,592,000 2,973,559,672 0.000 8 27 26.9
1 1,474,163 40,802,659 0.000 8 48 27.7
2 304,328 19,065,884 0.000 12 103 62.6
3 38,127 3,347,835 0.002 15 159 87.8
4 3,877 333,357 0.022 13 156 86.0
5 495 31,201 0.127 10 158 63.0
6 66 2,456 0.564 13 65 37.2
7 10 98 0.980 9 10 9.8
8 2 4 1.000 2 2 2.0
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B.3 Convection-Diffusion
64 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 1,728,000 12,009,600 0.000 4 7 7.0
1 127,822 2,496,088 0.000 6 33 19.5
2 24,846 1,284,270 0.002 17 97 51.7
3 2,831 197,901 0.025 14 143 69.9
4 343 20,531 0.175 14 146 59.9
5 42 1,218 0.690 9 41 29.0
6 3 9 1.000 3 3 3.0
512 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 13,824,000 96,422,400 0.000 4 7 7.0
1 1,002,907 20,081,697 0.000 6 34 20.0
2 190,646 10,312,678 0.000 13 101 54.1
3 20,230 1,573,832 0.004 16 150 77.8
4 2,258 178,706 0.035 13 162 79.1
5 297 16,781 0.190 11 139 56.5
6 39 1,013 0.666 10 38 26.0
7 5 25 1.000 5 5 5.0
4096 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 110,592,000 772,761,600 0.000 4 7 7.0
1 7,944,382 160,999,960 0.000 6 36 20.3
2 1,497,125 82,834,455 0.000 16 104 55.3
3 154,273 12,699,477 0.001 13 150 82.3
4 15,556 1,411,540 0.006 11 173 90.7
5 1,927 153,857 0.041 11 203 79.8
6 257 13,573 0.205 9 163 52.8
7 42 1,176 0.667 16 42 28.0
8 6 36 1.000 6 6 6.0
B.4 9pt Laplace
64 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 1,440,000 12,945,604 0.000 4 9 9.0
1 358,871 8,175,877 0.000 6 25 22.8
2 88,134 2,834,046 0.000 10 37 32.2
3 21,093 751,079 0.002 11 45 35.6
4 3,691 121,123 0.009 10 47 32.8
5 517 15,171 0.057 10 43 29.3
6 66 1,440 0.331 9 32 21.8
7 13 155 0.917 10 13 11.9
8 1 1 1.000 1 1 1.0
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(9pt Laplace, Continued)
256 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 5,760,000 51,811,204 0.000 4 9 9.0
1 1,435,149 32,750,369 0.000 6 25 22.8
2 352,432 11,386,980 0.000 10 38 32.3
3 84,058 3,023,434 0.000 11 46 36.0
4 14,668 491,412 0.002 10 47 33.5
5 2,018 62,534 0.015 10 41 31.0
6 251 6,355 0.101 7 35 25.3
7 39 725 0.477 5 31 18.6
8 7 49 1.000 7 7 7.0
1024 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 23,040,000 207,302,404 0.000 4 9 9.0
1 5,739,828 131,092,816 0.000 6 25 22.8
2 1,407,555 45,548,285 0.000 10 38 32.4
3 335,074 12,104,732 0.000 11 47 36.1
4 58,624 1,985,356 0.001 10 48 33.9
5 8,081 258,419 0.004 10 42 32.0
6 953 26,387 0.029 9 37 27.7
7 132 3,098 0.178 9 34 23.5
8 21 321 0.728 10 21 15.3
9 3 9 1.000 3 3 3.0
B.5 Rotated Anisotropy
64 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 1,440,000 10,070,402 0.000 3 7 7.0
1 719,928 10,775,190 0.000 5 21 15.0
2 355,129 7,436,677 0.000 7 30 20.9
3 86,132 2,550,746 0.000 5 38 29.6
4 24,117 855,957 0.001 5 47 35.5
5 5,986 215,678 0.006 4 52 36.0
6 1,289 41,091 0.025 4 47 31.9
7 233 5,305 0.098 4 38 22.8
8 44 522 0.270 2 18 11.9
9 10 54 0.540 3 7 5.4
10 3 7 0.778 2 3 2.3
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(Rotated Anisotropy, Continued)
256 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 5,760,000 40,300,802 0.000 3 7 7.0
1 2,879,733 43,148,963 0.000 5 21 15.0
2 1,420,504 29,793,128 0.000 7 30 21.0
3 344,601 10,267,677 0.000 5 39 29.8
4 95,912 3,451,794 0.000 5 48 36.0
5 23,618 878,804 0.002 4 51 37.2
6 4,913 169,367 0.007 4 49 34.5
7 832 23,486 0.034 3 43 28.2
8 126 2,302 0.145 3 27 18.3
9 23 183 0.346 4 11 8.0
10 7 33 0.673 3 7 4.7
1024 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 23,040,000 161,241,602 0.000 3 7 7.0
1 11,518,809 172,690,435 0.000 5 21 15.0
2 5,681,866 119,266,734 0.000 7 30 21.0
3 1,377,843 41,180,937 0.000 5 40 29.9
4 382,298 13,850,068 0.000 5 49 36.2
5 93,702 3,545,508 0.000 4 52 37.8
6 19,572 709,634 0.002 4 50 36.3
7 3,206 100,248 0.010 3 43 31.3
8 457 11,037 0.053 2 37 24.2
9 71 989 0.196 2 21 13.9
10 13 81 0.479 3 8 6.2
11 2 4 1.000 2 2 2.0
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Appendix C
Multigrid Hierarchies from Data
Redistribution Experiments, Newer
Machines
Here, we list sample AMG hierarchies arising from our data redistribution experiments on the newer parallel
machines from Chapter 6. All hierarchies are taken from Eos, with the exception of ones with process counts
greater than 8192, which are taken from Titan. In all cases, the hierarchy data is taken from runs done
using an all-MPI programming model. The hierarchies for the 7 point Laplace problem for runs on fewer
than 8000 cores are not shown, as these were covered in the previous appendix.
C.1 7pt Laplace
8000 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 216,000,000 1,509,840,000 0.000 4 7 7.0
1 15,487,995 314,645,455 0.000 6 35 20.3
2 2,915,205 161,984,727 0.000 13 118 55.6
3 298,342 24,837,812 0.000 16 152 83.3
4 29,661 2,784,851 0.003 12 176 93.9
5 3,527 301,505 0.024 10 191 85.5
6 482 30,418 0.131 15 190 63.1
7 55 1,805 0.597 14 55 32.8
8 6 36 1.000 6 6 6.0
100
(7pt Laplace, Continued)
32768 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 884,736,000 6,187,622,400 0.000 4 7 7.0
1 63,252,541 1,289,641,467 0.000 6 38 20.4
2 11,877,382 664,507,422 0.000 18 109 55.9
3 1,203,980 101,973,418 0.000 14 160 84.7
4 116,290 11,442,404 0.001 11 178 98.4
5 13,463 1,282,253 0.007 11 201 95.2
6 1,752 129,438 0.042 10 227 73.9
7 199 12,105 0.306 12 161 60.8
8 31 855 0.890 20 31 27.6
9 4 16 1.000 4 4 4.0
C.2 Linear Elasticity
128 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 839,619 13,108,063 0.000 1 48 15.6
1 227,909 11,968,415 0.000 13 81 52.5
2 91,067 9,460,945 0.001 35 254 103.9
3 28,536 6,178,022 0.008 40 469 216.5
4 8,245 2,423,885 0.036 55 668 294.0
5 1,865 469,797 0.135 52 529 251.9
6 357 40,957 0.321 51 211 114.7
7 57 2041 0.628 18 57 35.8
8 11 111 0.917 6 11 10.1
9 3 9 1.000 3 3 3.0
1024 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 6,502,275 104,155,587 0.000 1 53 16.0
1 1,702,493 93,189,843 0.000 13 85 54.7
2 698,836 76,271,168 0.000 25 242 109.1
3 214,157 52,284,405 0.001 36 478 244.1
4 61,789 22,925,427 0.006 36 921 371.0
5 13,794 5,502,480 0.029 46 1055 398.9
6 2,853 819,389 0.101 45 711 287.2
7 450 52,572 0.260 40 235 116.8
8 62 2,036 0.530 16 54 32.8
9 13 153 0.905 7 13 11.8
10 5 25 1.000 5 5 5.0
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(Linear Elasticity, Continued)
8192 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 51,171,075 823,604,619 0.000 1 54 16.1
1 13,133,190 732,966,156 0.000 13 89 55.8
2 5,483,812 610,773,070 0.000 24 246 111.4
3 1,669,626 430,621,864 0.000 36 505 257.9
4 481,028 198,624,642 0.001 38 1012 412.9
5 107,419 52,118,255 0.005 34 1318 485.2
6 22,376 9,320,746 0.019 65 1339 416.6
7 3,584 943,446 0.073 49 727 263.2
8 576 75,906 0.229 55 262 131.8
9 99 4,975 0.508 23 91 50.3
10 20 304 0.760 9 20 15.2
11 7 47 0.959 6 7 6.7
65536 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 406,003,203 6,543,947,457 0.000 1 54 16.1
1 103,128,584 5,811,297,884 0.000 13 90 56.4
2 43,474,486 4,886,688,594 0.000 22 255 112.4
3 13,208,660 3,498,692,046 0.000 29 514 264.9
4 3,799,836 1,651,124,056 0.000 41 1153 434.5
5 846,626 451,154,984 0.001 43 1491 532.9
6 177,398 86,638,740 0.003 34 1572 488.4
7 28,902 10,482,064 0.013 36 1220 362.7
8 4,667 1,213,949 0.056 50 796 260.1
9 839 132,621 0.188 52 346 158.1
10 158 10,138 0.406 27 111 64.2
11 36 924 0.713 13 36 25.7
12 12 124 0.861 7 12 10.3
13 5 25 1.000 5 5 5.0
C.3 Diffusion
128 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 3,603,601 95,943,597 0.000 1 27 26.6
1 131,965 6,257,821 0.000 17 93 47.4
2 26,672 2,257,854 0.003 18 194 84.7
3 3,465 323,137 0.027 18 198 93.3
4 374 22,924 0.164 12 152 61.3
5 44 1,502 0.776 21 44 34.1
6 4 36 1.000 6 6 6.0
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(Diffusion, Continued)
1024 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 28,749,601 770,843,993 0.000 1 27 26.8
1 1,098,348 52,399,646 0.000 15 97 47.7
2 221,744 19,158,062 0.000 21 216 86.4
3 26,851 2,728,759 0.004 22 249 101.6
4 3,142 259,968 0.026 14 216 82.7
5 276 14,864 0.195 9 128 53.9
6 39 1,227 0.807 11 39 31.5
7 6 36 1.000 6 6 6.0
8192 Cores
Level Rows Nonzero Entries Sparsity
Nonzero Entries per Row
Min Max Avg
0 229,684,801 6,179,947,191 0.000 1 27 26.9
1 9,046,130 431,144,354 0.000 12 106 47.7
2 1,850,764 161,445,950 0.000 20 207 87.2
3 215,998 22,975,706 0.000 21 259 106.4
4 22,984 2,279,282 0.004 13 267 99.2
5 2,512 205,140 0.033 7 228 81.7
6 213 11,687 0.258 10 128 54.9
7 31 793 0.825 13 31 25.6
8 3 9 1.000 3 3 3.0
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