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ABSTRACT
Semi-numerical models of the reionization of neutral hydrogen (HI) based on the
excursion set (ES) approach are known to violate photon number conservation at the
few per cent level. In this work, we highlight a more severe, previously unrecognized
shortcoming of ES models: the large-scale 21 cm power spectrum (equivalently, HI
bias bHI) is a relatively strong function of the spatial resolution used to generate ES
ionization maps. We trace this problem to the fact that photon non-conservation
in these models arises from a resolution-dependent mixture of spatially resolved,
photon non-conserving bubbles, and partially ionized grid cells which are perfectly
photon-conserving by construction. We argue that this inevitably leads to a resolution-
dependence of bHI, with the correct, converged value only emerging at very coarse
resolution. Quantitatively, we find that bHI can be non-converged by as much as ∼ 20-
25% in conservative ES implementations with grid sizes ∆x = 5-10h−1cMpc, even when
photon non-conservation is as small as ∼ 3-4%. Thus, although numerically efficient,
ES ionization maps coarse enough to produce a converged HI bias would wash out
all topological features of the ionization field at scales k & 0.05h/cMpc. We therefore
present a new, explicitly photon conserving (PC) semi-numerical algorithm which
distributes photons isotropically around sources while also accounting for anisotropic
overlaps between nearby bubbles. Our PC algorithm predicts a resolution-independent
value of bHI consistent with the result of low-resolution ES maps, thus serving as a
useful compromise between standard ES implementations and more expensive radiative
transfer simulations.
Key words: dark ages, reionization, first stars – intergalactic medium – cosmology:
theory – large-scale structure of Universe.
1 INTRODUCTION
In models where reionization of the cosmic neutral hydrogen
(HI) is driven by sources in galaxies, the process is charac-
terized by the growth and overlap of ionized “bubbles” (for
reviews see Barkana & Loeb 2001; Furlanetto et al. 2006b;
Choudhury 2009). A numerically inexpensive and reasonably
accurate way of simulating the bubbles for such models is to
use the excursion set (ES) formalism (Mesinger & Furlanetto
2007; Zahn et al. 2007; Geil & Wyithe 2008; Choudhury
et al. 2009; Santos et al. 2010; Mesinger et al. 2011). These
semi-numerical models enable simulating the HI fluctuations
in large volumes of reasonably high resolution, thus enabling
computation of observable quantities relevant for the low-
? E-mail: tirth@ncra.tifr.res.in
† Email: aseem@iucaa.in
frequency radio telescopes (e.g., GMRT1, MWA2, LOFAR3,
PAPER4, HERA5, SKA6). The use of these semi-numerical
simulations is further justified as they are found to agree
fairly well with the more accurate radiative transfer calcu-
lations (Zahn et al. 2011; Mesinger et al. 2011; Majumdar
et al. 2014). In recent times, they are also found to be quite
effective for parameter estimation (Greig & Mesinger 2015).
In any model of reionization, the number of hydrogen
atoms ionized must be equal to the number of ionizing pho-
tons produced by the sources (compensated for recombina-
tion). It turns out that the ES models violate this equality,
1 http://www.gmrt.ncra.tifr.res.in
2 https://www.haystack.mit.edu/ast/arrays/mwa
3 http://www.lofar.org
4 http://eor.berkeley.edu
5 http://reionization.org
6 https://astronomers.skatelescope.org
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2 Choudhury & Paranjape
i.e., they do not conserve the number of ionizing photons
(McQuinn et al. 2005; Zahn et al. 2007; Paranjape & Choud-
hury 2014; Paranjape et al. 2016; Hassan et al. 2017). Usually
one gets around this difficulty by simply scaling the efficiency
of the ionizing sources so as to produce the global average
value of the neutral fraction as desired. For example, while
comparing the semi-numerical models with the full radiative
transfer calculations, this scaling is used to normalize the
semi-numerical simulations to the same global neutral frac-
tion as found from the radiative transfer simulations (Zahn
et al. 2011; Majumdar et al. 2014).
The cause of this non-conservation, at least in the ana-
lytical ES models, can be traced back to the fact that the
ES approach keeps track of only average mass fractions in-
stead of the stochastically fluctuating source counts. In our
previous paper (Paranjape et al. 2016), we proposed a pos-
sible solution where the bubble growth is modelled using
an (approximately) photon number conserving Monte Carlo
approach by partitioning initial patches of dark matter into
proto-haloes (Sheth & Lemson 1999b). This scheme, how-
ever, suffered from the problem that it was strictly valid only
for white noise initial conditions, with no straightforward
generalization to cold dark matter power spectra.
In this paper, we focus our attention on the semi-
numerical models now common in the literature. We examine
in detail the magnitude and origin of photon non-conservation
in these algorithms and explore its consequences. As we will
show, even a small amount (few per cent) of photon non-
conservation in ES-based semi-numerical models generically
leads to a more severe problem, which is that the large-scale
21 cm power spectrum picks up a dependence on the spatial
resolution at which ionization maps are generated. Given
that these semi-numerical models are expected to play an
important role in extracting reionization parameters from
ongoing and upcoming 21 cm experiments, it is important
to understand and address this problem, which is the goal of
this work.
Below, in addition to quantifying in detail the shortcom-
ings of the ES approach as regards photon non-conservation
and the non-convergence of the predicted 21 cm power spec-
trum, we will also present a new semi-numerical approach
which is explicitly photon-conserving (PC) and which con-
sequently produces a properly converged large-scale power
spectrum. Our PC algorithm, which is numerically less ef-
ficient than standard ES implementations (while the ES
algorithm completes under a second for typical resolutions
considered in this work, the PC method takes ∼ hours, see
Section 4.2), serves as a compromise between the ES mod-
els and the perfectly photon-conserving, but much more
expensive, full radiative transfer simulations.
The plan of the paper is as follows: In Section 2, we
describe the dark matter and halo fields used in this work.
In Section 3, we describe the variant of the ES approach we
use as our baseline model, and explore in detail the nature
and origin of photon non-conservation and power spectrum
non-convergence at fixed redshift in this model. In Section 4,
we present our new PC algorithm and compare its results
to the ES approach, again at fixed redshift. In Section 5
we present a comparison as a function of redshift using a
simple but realistic reionisation history. We summarize and
conclude in Section 6. The Appendices present details of some
of the results used in the main text, as well as results using
a publicly available variant of the ES approach. Throughout,
we use a flat ΛCDM cosmology with parameters given by
Ωm = 0.308,Ωb = 0.0482, h = 0.678, ns = 0.961, σ8 = 0.829
(Planck Collaboration et al. 2014). We quote the values of
sizes and distances in h−1cMpc while values of (halo) masses
are quoted in M.
2 THE DENSITY FIELD AND HALOES
The very first ingredients of any reionization simulation are
the underlying baryonic (mainly hydrogen) density field and
the masses and locations of haloes that are capable of forming
stars. For this purpose, it is often sufficient to generate the
collisionless dark matter density field and assume that the
baryonic fluctuations simply follow the dark matter fluctua-
tions at scales of interest. For the analysis in this paper, we
performed a dark matter-only N -body simulation using the
publicly available code GADGET-2 (Springel 2005)7, with
the initial conditions being generated by N-GenIC in a cubic
periodic box of size 500h−1cMpc with 5123 particles. The
size of the box is chosen so as to probe the sufficiently large
scales relevant for upcoming 21 cm probes like the SKA.
The identification of haloes is less straightforward be-
cause the particle mass of our simulation is 1.2 × 1011M
which is significantly larger than the mass of the smallest
star-forming halo ∼ 108M (assuming only atomic cooling
to be effective). As a result, it is not possible to identify
the haloes using any group-finding algorithm.8 In this case,
one has to implement some sub-grid algorithm to find the
low-mass haloes in the simulation box. In this work we use a
semi-analytical prescription based on sampling a conditional
mass function given by the fitting form provided by Sheth &
Tormen (2002). We describe the details of our prescription
in Appendix A.
The end result of this sub-grid sampling algorithm is the
“collapse fraction” fcoll(x), which gives the fraction of mass in
the cell at position x contained in haloes of mass larger than
some threshold mass Mmin, and is the fundamental quantity
used in simulating the ionization maps. This collapse fraction
is generated on a grid with some resolution ∆x, using the
non-linear dark matter density contrast δNL(x) as an input.
For reasons discussed in Appendix A, in the main analy-
sis of this work we will always generate the collapse fraction
field using a grid resolution ∆x = 5h−1cMpc, even when we
want to study ionization maps generated at coarser resolu-
tions. In spirit, our method is similar to running an N -body
simulation at the best possible resolution, identifying all the
haloes of interest in the box, and then smoothing both the
density and halo fields to the desired resolution for generat-
ing the maps. Our method thus ensures that the resolution-
dependent effects we discuss later arise only because of the
algorithm used for generating the ionization maps, while
the density and halo fields by construction converge to the
same value at scales larger than the coarsest resolution under
consideration.
7 https://wwwmpa.mpa-garching.mpg.de/gadget/
8 Identifying haloes of mass as small as 108M in a cubical box
of size 500h−1cMpc would require running a N-body simulation
with ≈ 120003 particles, assuming a minimum of only 10 particles
to characterize a halo.
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The main observable in the ongoing and upcoming in-
terferometric 21 cm experiments is the differential brightness
temperature
δTb(x) = T¯b xHI(x)[1 + δNL(x)], (1)
where xHI(x) is the neutral hydrogen fraction and T¯b ≈
22mK[(1 + z)/7]1/2. We assume here that the 21 cm spin
temperature is significantly higher than the CMB tempera-
ture and hence does not contribute to the δTb fluctuations.
Note that the global average of δTb is given by
〈δTb(x)〉 = T¯b(1−QMHII). (2)
For convenience we prefer to work with the dimensionless
quantity
∆HI(x) ≡ δTb(x)〈δTb(x)〉 =
xHI(x)[1 + δNL(x)]
1−QMHII
, (3)
which measures the fluctuations in the HI density. Defined
like this, 〈∆HI(x)〉 = 1 by construction. We denote the power
spectrum of ∆HI by PHI(k) (which is isotropic since we do
not include the effect of peculiar velocities and other line of
sight effects in this work). A relevant quantity is the HI bias
bHI(k) defined as
b2HI(k) ≡ PHI(k)
P (k)
, (4)
where P (k) is the matter power spectrum at the redshift of
interest. While calculating b2HI(k) below, we compute P (k)
from the simulation box itself so as to minimize the effects
of sample variance at large scales.
3 PHOTON NON-CONSERVATION AND ITS
CONSEQUENCES
In this section we discuss in detail the issue of photon non-
conservation in excursion set (ES) models of reionization
and demonstrate that it leads to a (generically more severe)
problem of non-convergence of the large-scale bias bHI(k).
We start with a description of the ES method itself.
3.1 Semi-numerical excursion set (ES) model of
reionization
The ES method of generating ionized regions during reion-
ization is based on identifying spherical regions that can be
“self-ionized” (Furlanetto et al. 2004). The essential summary
of the method is given below, for details we refer the reader to
Zahn et al. (2007); Mesinger & Furlanetto (2007); Choudhury
et al. (2009); Santos et al. (2010); Majumdar et al. (2014).
Our implementation of this method is representative of most
variations found in the literature; however, for completeness
we have also performed some key aspects of our analysis
using the publicly available 21cmFAST code9 (Mesinger et al.
2011).
We assume that the haloes have ionizing emissivities
proportional to their (dark matter) mass. Given the value
of fcoll(x) and δNL(x) in grid cells of the simulation box, a
9 https://github.com/andreimesinger/21cmFAST
location x is flagged as ionized if, within a spherical region
of radius R around it, the condition
ζfcoll(x, R) ≥ 1, (5)
is satisfied for any value of R, where fcoll(x, R) is the col-
lapsed mass fraction within the spherical volume. The param-
eter ζ is the “effective” ionizing efficiency, representing the
number of photons in the IGM per hydrogen atom in stars,
compensated for the number of hydrogen recombinations
in the IGM (assuming it to be uniform). Note that, unlike
the original ES approach for haloes, which operates in the
initial conditions, the ES-based semi-numerical models for
reionization work with the non-linear dark matter density
field, so that fcoll(x, R) = 〈fcoll(x) (1 + δNL(x)〉R, where
〈. . .〉R denotes the average over a spherical volume of radius
R. As R→∞, the quantity fcoll(x, R) approaches the value
of the global mean collapse fraction. In this work, we dis-
cuss models employing two different filters for calculating
fcoll(x, R), namely the spherical tophat filter in real space
and a filter that is tophat in the k-space (commonly called
the sharp-k filter).
Points which do not satisfy condition (5) are assigned
an ionized fraction xHII(x) = ζfcoll(x), with fcoll(x) being
the collapse fraction calculated at the resolution of the grid
which is used for generating the ionization field. We will
refer to these points, which will play an important role in
understanding the results below, as “partially ionized” cells.
In the following, we explore ionization maps generated
at different resolutions (i.e., different grid sizes ∆x). As men-
tioned earlier, the finest resolution we work with corresponds
to ∆x = 5h−1cMpc (for the box of size 500h−1cMpc). Irre-
spective of the resolution of the ionization map, we always
begin with the density field δNL(x) and the collapse fraction
fcoll(x) generated at ∆x = 5h
−1cMpc. For the case where
we desire to generate an ionization map at a coarser reso-
lution ∆x > 5h−1cMpc, we smooth both the fields to the
desired resolution using a boxcar filter. The ES formalism
for generating the maps is then applied on these smoothed
fields.
Given the method of generating the ionization field
above, it is clear the number of ionizing photons (adjusted
for recombinations) produced by the sources in haloes is
ζfcoll, where fcoll is the global mean collapse fraction. It can
be shown from simple theoretical arguments (Paranjape et al.
2016) that the number of photons produced ζfcoll would be
identically equal to the mass-averaged (or the Lagrangian)
ionized fraction
QMHII ≡ 〈xHII(x) [1 + δNL(x)]〉 = 〈[1− xHI(x)] [1 + δNL(x)]〉.
(6)
Any deviation of the ratio ζfcoll/Q
M
HII from unity would imply
that photon number is not being conserved.
3.2 Photon non-conservation in ES models
In order to study photon (non-)conservation, we first consider
the case where the density and the halo fields are fixed to
a particular redshift, say, z = 8. We vary the value of ζ to
obtain different values of QMHII and hence study the IGM at
different stages of ionization. This allows us to disentangle
any effect of the evolution of the underlying density field
from the ionization maps.
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Figure 1. Top panel: The ratio ζfcoll/Q
M
HII as a function of Q
M
HII
for z = 8 for a neutral hydrogen field obtained using a conventional
excursion set formalism. Different values of QMHII in the plot are
obtained by varying the value of ζ keeping the underlying density
same. The thick lines are obtained using the sharp-k filter while
the thin lines are for the spherical tophat filter. The parameter
values are indicated in the legend. Bottom panel: The fraction fMptl
of ionized mass in partially ionized cells for the same parameter
values.
The top panel of Figure 1 shows the measure of pho-
ton non-conservation, ζfcoll/Q
M
HII, plotted against Q
M
HII for
different values of ∆x and Mmin and for different filters.
The value of Mmin = 10
8M corresponds to the case where
only atomically cooled haloes contribute to ionizing photons,
while Mmin = 10
10M would correspond to cases where, e.g.,
the photons are unable to escape from the low-mass galaxies
(see, e.g., Gnedin et al. 2008) or the reionization is driven
by quasar-like sources residing in high-mass haloes (Kulka-
rni et al. 2017). The bottom panel of the Figure shows the
fraction fMptl of ionized mass that are contained in partially
ionized cells (i.e., the cells where the barrier crossing condi-
tion (5) is not satisfied for any value of R) in the simulation
box.
We see that all the cases conserve photons in the early
stages of reionization. This is because the sizes of the ion-
ized bubbles are smaller than the grid resolution and hence
almost all the cells are partially ionized (as can be seen from
the lower panel of the Figure). These cells, by construction,
conserve photons as they are assigned an ionized fraction
xHII(x) = ζfcoll(x). For a fixed resolution, the conservation
holds for larger values of QMHII at smaller Mmin as the charac-
teristic bubble sizes are smaller. On the other extreme, the
models approach photon conservation towards the very late
stages QMHII → 1 where the ionization regions are expected to
grow to sizes comparable to the simulation volume and the
fluctuations in the ionization maps are caused by the neutral
“islands” far away from the ionization sources. At this stage,
the details of the ES method for generating ionized bubbles
become less critical. The non-conservation is most prominent
in the intermediate stages which involve a mixture of par-
tially ionized cells and fully resolved bubbles identified as
collections of neighbouring fully ionized cells. The key point
which will be relevant below is that, for fixed ζ and Mmin,
the amount of non-conservation is resolution-dependent.
Interestingly, we find that the non-conservation is less
severe for the maps made with the sharp-k filter than those
made using the spherical tophat filter. Hence for the rest of
the paper, we would present our results only for the sharp-k
filter keeping in mind that all the conclusions related to the
shortcomings of the ES-based models would be stronger for
the tophat filter.
3.3 Photon non-conservation implies bias
non-convergence
The amount of non-conservation of photon numbers in a
generic ES model depends on various factors, e.g., the model
parameters (ζ and Mmin), the filter used for identifying ion-
ized regions, and also, as we emphasized, the resolution used
to generate the maps. One might argue that, for a carefully
chosen filter (say, sharp-k) and realistic model parameters,
the non-conservation is never too large (within ∼ 5%), par-
ticularly if one decides to work at a low resolution (say,
∆x & 5h−1cMpc). In that case one expects an error of a few
per cent in the globally averaged ionized mass fraction, which
is probably acceptable given that much of the physics at high
redshift is poorly understood. As we argue next, however,
the resolution-dependence of photon non-conservation also
generically results in a resolution-dependence of the predicted
large-scale 21 cm power spectrum.10
This is easiest to anticipate when working at fixed ion-
ized mass fraction QMHII. Consider generating maps at two
resolutions ∆x1 and ∆x2, for some choice of parameters ζ
and Mmin. In the standard approach followed in the liter-
ature, working at fixed QMHII means that the value of ζ in
each case is adjusted (to ζ = ζ1 and ζ = ζ2, say) such that
the resulting value of QMHII in the two maps is the same (and
matched, e.g., to a radiative transfer simulation, or to any
fixed value). The key point to note is that, since the level
of photon non-conservation depends on resolution, ζ1 6= ζ2
in general. Since ζ controls the characteristic bubble sizes
(or the bubble mass function), this immediately tells us that
the large-scale clustering of the bubbles, and therefore of the
21 cm signal, will be different in the two maps. Thus, the pre-
diction for large-scale bias picks up a resolution-dependence
at fixed QMHII.
In fact, one can argue that there will also be a resolution-
dependence of bias at fixed ionizing efficiency ζ, although for
a different reason. In this case, consider first the situation
at very coarse resolution, such that essentially no bubble
is resolved in the maps. In this case, photon numbers are
perfectly conserved because all cells are partially ionized.
Moreover, as we show in Appendix B, at sufficiently large
scales, the HI bias in this case is completely determined
10 For this discussion, we will assume that Mmin is always fixed
to a single value.
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Figure 2. The bias b2HI(k) = PHI(k)/P (k) of the HI density fluctuations for the ES models using the sharp-k filter. Different panels and
curves are for different resolution and parameter values as indicated in the respective legends.
by the large-scale halo bias which is perfectly converged by
construction. Now consider the opposite extreme of a map
generated at very high resolution, such that all bubbles are
resolved. This map will have a substantially higher level of
photon non-conservation than the low-resolution one (since
the resolved ES bubbles do not conserve photon numbers,
see Paranjape et al. 2016), and the clustering properties of
the (unique) ionization field produced by the algorithm will
therefore be different, in general, from the correct large-scale
answer obtained at low resolution. So one goes from the
converged, correct large-scale bias at very low resolution to
another converged, but incorrect bias at very high resolution,
passing through a non-converged set of values at intermediate
resolutions. We show this explicitly in Figure B2 discussed in
Appendix B. Clearly, the source of this resolution-dependence
is again the fact that the level of photon non-conservation in
the algorithm is resolution-dependent and leads to different
maps at low and high resolution.
The arguments above only indicate that there must be
some level of bias non-convergence as a function of map
resolution in the ES method. In the next section, we quantify
the magnitude of this effect by measuring the 21 cm power
spectrum in our simulated maps.
3.4 Quantifying bias non-convergence in ES
models
Figure 2 shows b2HI(k), defined in equation (4), for different
model parameters. The top (bottom) panels are for the case
Mmin = 10
8(1010)M. The left, middle and right panels
are for three representative values of the ionized mass frac-
tion, namely, QMHII = 0.2, 0.5, 0.8 respectively (for the default
resolution map). The legends in the respective panels also
indicate the values of ζfcoll which are useful for determining
the amount of photon non-conservation. In each panel, the
red line corresponds to the map generated in the default reso-
lution ∆x = 5h−1cMpc. The corresponding blue lines are for
the maps generated at a coarser resolution ∆x = 10h−1cMpc.
The solid blue line corresponds to the case where the value
of QMHII is chosen to be the same as the default resolution
map, while the dashed blue line has the same value of ζfcoll
as the default resolution map. All the relevant parameter
values can be read off from legends as well.
The main point to note from the Figure is that, in
general, the large-scale bias for the low-resolution maps does
not converge to that for the default resolution. As anticipated
above, this non-convergence exists irrespective of whether
the maps are normalized to the same of QMHII or to the same
ζfcoll. The non-convergence is relatively less severe for small
QMHII (in fact it is non-existent when the maps are photon-
MNRAS 000, 1–18 (0000)
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Figure 3. Top panels: b2HI(k0) for a representative k = k0 = 0.05 h/cMpc as a function of Q
M
HII (left panel) and ζfcoll (right panel) for
the ES model with sharp-k filter. The different values of the parameters are indicated in the legend. Bottom panels: The ratio δb2HI(k0) of
b2HI(k0) for ∆x = 5h
−1cMpc to that for ∆x = 10h−1cMpc for the same parameter values.
conserving), but can be significantly large for late stages of
reionization.
To study how this non-convergence evolves as the reion-
ization progresses, we plot b2HI(k0) for a representative value
of k = k0 = 0.05h/cMpc as a function of Q
M
HII (top left
panel) and ζfcoll (top right panel) of Figure 3. This value
of k0 corresponds to scales that are significantly larger than
either of the resolutions considered and is typical of scales
to be observed by the first generation of radio telescopes
(see, e.g., Patil et al. 2017). Our main results would remain
qualitatively unchanged for any k . 0.1h/cMpc. Various
curves are for different resolutions and Mmin, as indicated
in the legends. In the bottom panels of the same Figure, we
plot the ratio of the bias for the two different resolutions,
[b2HI(k0)]∆x=5h−1 cMpc/[b
2
HI(k0)]∆x=10h−1 cMpc.
As one can see, the large-scale bias for the two different
resolutions converges for smaller QMHII only when the photon
conservation holds (compare with Figure 1). In the stages
where photons are not conserved, we find that the large-scale
bias depends on the map resolution and the non-convergence
between the two resolutions can be as high as ∼ 15-20% at
fixed QMHII, even though the photon non-conservation is . 5%
for these models. Another point to note is that, since the
bias has not converged, a proper estimate of the response
of bias non-convergence to photon non-conservation would
require the correct, converged value of bias at large scales.
We will return to this point later.
It is possible to understand the dependence of the large-
scale bias on various parameters in the ES-based models, as
well as the complicated-looking behaviour as a function of
QMHII or ζfcoll, using the analytical formalism of Furlanetto
et al. (2004). We present a detailed discussion on this in
Appendix B and keep the focus of the main text on the
issue of photon non-conservation and bias non-convergence.
Unsurprisingly, the bias non-convergence exists in other im-
plementations of the ES-based semi-numerical simulations
too, e.g., the publicly available 21cmFAST (Mesinger et al.
2011); this is illustrated in Appendix C.
4 AN EXPLICITLY PHOTON-CONSERVING
MODEL OF REIONIZATION
Given the results of the previous Section, there is a clear need
for an explicitly photon-conserving (PC) model of reioniza-
tion, unless one is willing to give up completely on resolving
any details of the topology of the ionized volume during
reionization. We will take the point of view that details of
this topology are, in fact, interesting enough that it is worth
investing in PC models. Below, we present one such imple-
mentation, without worrying about the relative efficiency
of our method as compared to the ES prescriptions. Our
proposed algorithm is thus numerically much slower than the
ES-based models; however, it is still sufficiently efficient and
flexible (compared to, say, radiative transfer simulations) to
be run for many different sets of parameters in a reasonable
amount of time.
4.1 Description of the photon-conserving model
As is the case with any model of reionization, we begin
with the density and collapse fraction fields at a given z at
an appropriate resolution (described in Section 2). Given
the value of ζ, we know how many ionizing photons are
being produced by each grid cell in the box. Note that,
although each grid cell may contain numerous sources, we
can effectively treat it as a single source producing some
number of photons.
Our PC model is based on constructing approximately
spherical ionized regions around sources. The algorithm con-
sists of two main rounds:
• In the first round, we assign ionized spheres of appropri-
ate sizes around the radiation sources. Given a grid cell with
ζfcoll(x) > 0 (let us call it a “source” cell), we distribute
the ionizing photons starting from the cell itself followed by
other cells in increasing order of distance from the original
cell (keeping track of the periodic boundary conditions in
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the simulation box while calculating the distance between
the cells).
To be more specific, we first calculate the number of
photons Nγ(x) = ζfcoll(x)[1 + δNL(x)]n¯H originating from
the sources within the cell. Out of these, we assume that
nH(x) = [1 + δNL(x)]n¯H number of photons would be con-
sumed by the hydrogen atoms in the source cell itself. The
excess photons are then distributed to the cells which are
nearest to the original cell. In case the number of photons
available is more than the number of hydrogen atoms in
these cells, they are flagged as completely ionized and we are
left with an excess of unabsorbed photons.
These excess photons are then distributed to the next
nearest cells and the process continues until, for a set of cells
at the same distance from the original source cells, we do
not have enough photons to ionized all of them. In that case
we simply distribute the available photons equally within
these cells. Each of these cells is assigned an ionized fraction
equal to the ratio of the number of photons available for
that specific cell and the number of hydrogen atoms. At
this point, we would have consumed all the photons that
were produced in the original source cell. The entire process
follows the physical intuition that individual sources emit
photons isotropically.
We repeat the above process for all cells with ζfcoll(x) > 0.
We carry out the process for each cell independently of the
others, and hence any grid point which is ionized by more
than one source cell can end up with an unphysical ion-
ized fraction xHII(x) > 1. These “over-ionized” cells, which
arise because of overlapping ionized bubbles, are dealt with
separately in the following round.
• In the second round, the over-ionized cells with
xHII(x) > 1 from the first round are assumed to be effective
sources with N
(2)
γ (x) = [xHII(x)− 1][1 + δNL(x)]n¯H number
of photons. For such a cell, these photons are used to ionize
other cells with the nearest cells being ionized first. While
carrying out this process, we ensure that cells which already
have xHII(x) ≥ 1 at the end of the first round are left un-
affected, while cells which have xHII(x) < 1 at the end of
the first round are allowed to consume photons (if available)
required to completely ionize them.
In case we are left with a situation where the number of
hydrogen atoms in cells at a given distance (accounting for
already ionized cells in the first round) is larger than the
number of photons available at that stage, we simply dis-
tribute the photons equally within the cells. Thus, individual
sources are still assumed to be isotropic emitters. We then
repeat the process for all over-ionized cells with xHII(x) > 1,
very similar to the first round.11
One crucial difference compared to the first round is that
the process for a given over-ionized cell is not independent of
the others. While carrying out the process from the second
11 Interestingly, despite the assumed locally isotropic nature of the
emitting sources in each round, the global ionization fronts would
tend to be driven by relatively stronger sources in our method,
consistent with physical expectations. Since the (over)ionized cells
are not allowed to consume any excess photons in the second round,
these are preferentially consumed in (partially) neutral cells which
are likely to be nearer to the relatively weaker sources. Hence the
apparent direction of the boundary of the ionized regions would be
away from the stronger sources and towards the weaker sources.
over-ionized cell, we keep track of the ionization structure
produced by the earlier over-ionized cells (e.g., a cell which
is completely ionized by photons from an earlier over-ionized
cell will not be affected by subsequent over-ionized cells). This
helps ensure that we are able to deal with the overlapping
regions at one go. Strictly speaking, this also introduces a
dependence of the final ionization maps on the order in which
over-ionized regions are dealt with, i.e., the resulting maps
are not unique. Using minor modifications of the algorithm,
we have verified that, in practice, this non-uniqueness is
actually restricted to length scales not much larger than the
grid scale. This will also be evident below when we show that
the large-scale 21 cm power spectrum produced by our PC
algorithm is manifestly independent of spatial resolution.
Overall, the method outlined above, which first allows
cells to become over-ionized and then redistributes their
photons to partially ionized neighbours, gels well with the
physical intuition that the topology of ionized regions should
respond to the anisotropies in the distribution of the IGM,
despite individual emitters being isotropic. Since we explic-
itly track all the photons produced by sources, our method
conserves photon number by construction.
This method is very similar to that used to treat the
overlap of ionized bubbles in the one-dimensional radiative
transfer simulations of Ghara et al. (2015a,b), which has been
found to agree well with the full radiative transfer simulations
(Ghara et al. 2018). An alternate way to treat the overlaps,
where one increases the sizes of the overlapping spheres
appropriately, has been implemented in the simulations of
Thomas et al. (2009); Thomas & Zaroubi (2011), however,
that method is somewhat slower than ours. Similar to the ES
methods, our algorithm ensures that the bubbles are centred
around the sources, thus maintaining the inside-out nature
of reionization. A subtle difference between the ES and PC
methods lies in the assignment of the partially ionized grid
cells: while the ES method always assigns a ionized fraction
ζfcoll to such cells, the ionized fraction for a partially ionized
cell in our PC method can be larger than ζfcoll in that cell.
4.2 Comparison between the photon-conserving
and excursion set models
Let us first compare our PC method with the ES method
for a “toy” situation where we consider two identical sources
in a medium of uniform density. This situation has been
studied for understanding photon non-conservation by Zahn
et al. (2007). The results are shown in Figure 4. The left
panel (which reproduces Figure 11 of Zahn et al. 2007) is
the result for the ES model with a spherical tophat filter.12
The emissivity of the sources has been chosen so that their
individual ionized bubbles (indicated by red solid lines) have
non-zero overlap. One can see that the ES model produces
an unphysical feature in the overlapping region between the
spheres of radius r1 and 2
1/3r1 (dashed red lines), where
r1 is the radii of the individual bubbles. The photon non-
conservation in this case is ∼ 14%.
The corresponding result from our PC scheme is shown
12 Using a sharp-k filter for this idealized model leads to artificial
“ringing” features in the map, hence we show the results only for
the spherical tophat filter.
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ES: ζ fcoll/QMHII = 1.143 PC: ζ fcoll/Q
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Figure 4. The projected ionization map for a toy model with two identical sources (indicated by the red dots) obtained using the
excursion set model with spherical tophat filter (left panel) and the photon-conserving model (right panel). The two-dimensional slice has
been chosen to lie in the plane containing the two sources. The solid red circles indicate the ionized bubble size for the individual sources.
In the left panel, the dashed red circles indicate the bubble size for sources of double the emissivity.
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Figure 5. The two-dimensional slices of the ionized fraction xHII obtained using the excursion set model with sharp-k filter (top panels)
and the photon-conserving model (bottom panels) at z = 8. The values of the parameters are indicated at the top of each panel.
in the right panel. We can see that the scheme does not
give rise to any unphysical regions. Instead it distributes the
excess photons in the overlapping region to the adjacent grid
cells. Thus our PC scheme produces ionization maps which
are in line with general physical intuitions for the simplest
toy scenario.
In Figure 5 we compare the simulated reionization maps
produced by the two schemes. As before, we concentrate
on z = 8, Mmin = 10
8M and vary ζ to obtain different
QMHII, as indicated above each panel. For this comparison, we
use the sharp-k filter in the ES models because it produces
maps with less severe photon non-conservation and bias non-
convergence. It is clear that the maps for the ES and PC
models are identical when QMHII = 0.2 (left panels) as both
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Figure 6. The bias b2HI(k) = PHI(k)/P (k) of the HI density fluctuations for the photon-conserving model. Different panels and curves
are for different resolution and parameter values as indicated in the respective legends. For comparison, we show results obtained using
the excursion set model by thin lines.
the schemes conserve photons. In this case, the ionization
field simply traces the underlying (smoothed) halo field. It is
almost impossible to see any differences in the caseQMHII = 0.5
(middle panels) where photon non-conservation has begun
to set in for the ES model. One can see the differences more
clearly in the right panel where QMHII = 0.8 and the photon
non-conservation is ∼ 4% in the ES case. We find that the
ionized regions in the PC maps seem to be “fragmented”
compared to the ES maps.
Finally, we consider the 21 cm power spectra produced
by our PC model, again focusing on a specific redshift z = 8.
The HI bias for the PC model for different model parameters
and resolutions are shown in Figure 6, the values of the
relevant parameters can be read off from the respective
legends. For comparison, we also show the corresponding
results for the ES model by thin lines (these curves are
identical to those shown in Figure 2). It is obvious that the
large-scale bias is converged between the two resolutions for
our PC model for all considered values of QMHII and Mmin,
as anticipated in Section 3.3. The bias for the ES model, in
general, does not converge to the PC result for any of the
resolutions considered in the Figure. In fact, the behaviour of
the ES models, when compared to the converged PC results,
is completely consistent with the arguments presented in
Section 3.3 and validated in Appendix B2.13
In particular, as we argued there, the ES method by
construction produces the correct HI bias at sufficiently early
stages of reionization (or at sufficiently coarse resolution)
when the fraction of partially ionized cells is high. This is the
case for the ∆x = 10h−1cMpc results at smaller values of
ζfcoll (top left, top middle and bottom left panels, compare
bottom panel of Figure 1). The fact that our PC method
matches each of these nearly perfectly, means that the PC
answer has not only converged, but has converged to the
correct value. In fact, we would argue that, being perfectly
photon conserving and converged across resolution, it is the
PC result itself which serves as the correct benchmark against
which to compare the results of the ES method.
To see the difference between the bias predicted in the
13 For example, for the smaller Mmin maps, at intermediate and
high ionized fractions (top middle and top right panels of Figure 6)
the coarser resolution ES results are closer to the PC results than
the high-resolution ones. On the other hand, at higher Mmin and
at high ionization fraction (bottom right panel), the ES maps
at both resolutions give identical results that are different from
the PC value, consistent with the argument in Section 3.3 that
the ES bubbles are always well resolved in this situation and are
producing the wrong answer.
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Figure 7. Top panels: b2HI(k0) for a representative k = k0 = 0.05 h/cMpc as a function of Q
M
HII (left panel) and ζfcoll (right panel) for
the photon-conserving model (PC, red lines) and the excursion set model with sharp-k filter (ES, blue lines). The different values of the
parameters are indicated in the legend. Note that we show the results for the PC model for only one resolution as the bias in this model is
essentially perfectly converged at the scale of interest. Bottom panels: The ratio of b2HI(k0) for the ES model to that for the PC model.
Horizontal dotted line indicates the value unity.
two schemes in more detail, we plot b2HI(k0) (where k0 =
0.05h/cMpc) as a function of QMHII (top left panel) and ζfcoll
(top right panel) in Figure 7, which show that the behaviour
of b2HI(k0) with varying Q
M
HII and ζfcoll is qualitatively similar
in all the models. The bottom panels show the ratio of b2HI(k0)
for the ES predictions to that for the PC model, and we see
that the bias for the ES model can differ from the PC one by
as much as ∼ 20-25% for either resolution, especially at the
intermediate and late stages of reionization where bubbles
are well-resolved, despite the fact that level of photon non-
conservation in the ES model is . 3-4% at these stages
(see Figure 1).14 In other words, the response of bias non-
convergence to photon non-conservation in the ES models is
quite large.
We end this section by commenting on the relative effi-
ciencies of the two schemes. The ES-based simulations are
numerically quite inexpensive. For the kind of resolutions
we use in this paper, the generation of one ionization map
takes under a second on a single core on a laptop (assuming
the density and halo fields have already been generated). In
contrast, the PC scheme can take up to 4 hours for gener-
ating the default resolution maps, particularly towards the
end stages of reionization where the overlap of bubbles is
significant. It is thus clear that this method, though compu-
tationally faster than full radiative transfer simulations, is
still not suitable for parameter estimation, e.g., using MCMC
methods (Greig & Mesinger 2015). Nevertheless, it is efficient
enough to obtain maps for tens of different parameter values
in a few days.
14 The prominent difference at QMHII ∼ 0.25 is probably due to
numerical effects, this is the stage where b2HI ∝ (1−QMHIIbhalo)2
(see Appendix B for details) approaches zero, and the ratio of two
small numbers can be numerically unstable.
5 RESULTS FOR A REALISTIC
REIONIZATION MODEL
The comparisons above focused on a fixed redshift. To study
effects as a function of redshift, we consider a realistic but
simple model of reionization. We assume Mmin = 10
8M
(i.e., only atomically cooled haloes contribute to ionizing pho-
tons) and take ζ to be constant. We assume that the globally
averaged ionized mass fraction is given by min[1, ζfcoll(z)]
with fcoll(z) being the one predicted by Sheth-Tormen mass
function with the parameters adjusted as described previ-
ously. We can then calculate the Thomson scattering optical
depth of the CMB photons as
τel = σT c
∫ zLSS
0
dt min[1, ζfcoll(z)] nb(z). (7)
The value of ζ can be fixed by requiring the ionization his-
tory to produce a value of τel consistent with latest obser-
vations (Planck Collaboration et al. 2016). We use ζ = 7.5,
which produces τel = 0.058 with reionization completing
at z = 5.6. Since we obtain the ionization maps from out-
puts of an N -body simulation, we show results only for
the values of redshifts where the snapshot particle posi-
tions were stored. For epochs of relevance, we find that for
z = 10, 9, 8, 7, 6, the analytically calculated ionized fractions
are ζfcoll(z) = 0.160, 0.255, 0.394, 0.592, 0.862 respectively.
Note that, because of photon non-conservation, the ES-based
ionization maps generated using this value of ζ will pro-
duce smaller QMHII than what is predicted by the analytical
formula.
The amount of photon non-conservation in the ES mod-
els as a function of z for this reionization history is shown
in the top panel of Figure 8 which is similar to the earlier
Figure 1. It is clear that for the reionization history we
have considered, there is almost no photon non-conservation
at z & 8 for the resolutions considered. This is because al-
most none of the bubbles are resolved and the ionized mass is
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Figure 8. Top panel: The ratio ζfcoll/Q
M
HII as a function of z
for the fiducial reionization history for a neutral hydrogen field
obtained using a conventional excursion set formalism. The thick
lines are obtained using the sharp-k filter while the thin lines are
for the spherical tophat filter. The parameter values are indicated
in the legend. Bottom panel: The fraction fMptl of ionized mass in
partially ionized cells for the same parameter values.
mostly contained in partially ionized cells as can be seen from
the bottom panel of the Figure. The photon non-conservation
is less than 4% for the sharp-k filter for the default resolu-
tion maps and can be less than 2% for coarser resolutions.
The corresponding non-conservation rises to about 8% for
the spherical tophat filter. The PC model, by construction,
conserves photons at all redshifts, and hence we do not show
it in this Figure.
We next take a look at the behaviour of the bias b2HI(k0)
(where k0 = 0.05h/cMpc) as a function of z for both the
schemes in the top panel of Figure 9 (we only show results
for the sharp-k filter in the ES scheme). One should keep
in mind that we have used the same value of ζ in all the
models while computing the reionization history, hence the
maps are normalized to same value of ζfcoll. The qualitative
behaviour of b2HI(k0) for all the cases is similar. The difference
in the bias between the two schemes can be seen from the
bottom panel of the same Figure. The differences, as we see
here, can be as large as 30% particularly towards the end
stages of reionization (whereas the corresponding photon
non-conservation seen in Figure 8 at these redshifts is only
∼ 2-4%). Thus the conclusions drawn for the z = 8 maps
hold true for a realistic reionization history as well.
6 SUMMARY AND CONCLUSIONS
In this paper, we revisited a previously known shortcoming
of excursion set (ES) based semi-numerical models of reion-
ization, namely, the fact that these models generically do not
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Figure 9. Top panel: b2HI(k) for a representative k = 0.05 h/cMpc
as a function of z for the photon-conserving model (red lines) and
the excursion set model with sharp-k filter (blue lines) obtained
for the fiducial reionization history. The resolutions of the maps
used are indicated in the legend. Note that we show the results
for the photon-conserving only for one resolution as the bias for
the other resolution is the same at the scale of interest. Bottom
panel: The ratio of b2HI for the excursion set model to that for
the photon-conserving model. Horizontal line indicates the value
unity.
conserve photon number (Zahn et al. 2007; Paranjape et al.
2016). This problem per se is relatively mild – being at the
∼ few per cent level for state-of-the-art implementations –
and is probably not of great concern by itself, given the large
astrophysical uncertainties involved in modelling the epoch
of reionization.
We have demonstrated, however, that this discrepancy
of a few per cent in photon number conservation generically
leads to a more severe problem, namely, that the large-scale
21 cm power spectrum predicted by ES models is a relatively
strong function of the resolution chosen to generate the ion-
ization maps. E.g., the resolution-dependence of large-scale
HI bias can be as large as ∼ 25-30% as compared to the
fully converged value, even when the corresponding photon
non-conservation is as small as ∼ 4% (compare Figures 1
and 7, and also Figures 9 and 8).
These differences may not be significant for interpreting
the data from ongoing telescopes like the LOFAR, MWA and
PAPER where the primary aim is to make a detection of the
21 cm signal and possibly put only some limits on parameter
values (Greig et al. 2016). However, with the next generation
of telescopes like the SKA (Phase 1) and HERA, one expects
the errors on the power spectra to be . 10% at k . 0.1/cMpc
(see, e.g., Koopmans et al. 2015). Theoretical uncertainties of
& 25% could therefore significantly affect the interpretation
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Figure 10. The median comoving Eulerian bubble radius
R50com,Eul, defined such that 50% of the ionized mass is contained
in bubbles of radius < R50com,Eul. We show results computed using
the model of Furlanetto et al. (2004) with the Planck cosmol-
ogy and three different values of ζ (the central value leads to a
realistic τel), as a function of ζfcoll. If one decides to produce ion-
ization maps using an ES-based approach at some resolution ∆x,
then photon-conservation and bias-convergence are guaranteed
only so long as R50com,Eul  ∆x. Thus, setting R50com,Eul = ∆x in
this plot gives an indication of the largest ionized fraction until
which the ES-based approach will produce photon-conserving,
bias-converged results.
of the data, making it important to understand the origin of
this problem.
We traced this resolution-dependence of the large-scale
HI bias to the fact that photon non-conservation in ES-based
semi-numerical models is itself resolution-dependent, since
it arises from a mixture of resolved bubbles which do not
conserve photons in the ES method (see Paranjape et al. 2016)
and partially ionized grid cells which are perfectly photon-
conserving (see Section 3.2). This resolution-dependence of
photon non-conservation leads to a resolution-dependence of
the large-scale 21 cm power spectrum for maps generated
both, at fixed ionized mass fraction QMHII as well as at fixed
ionizing efficiency ζ (Section 3.3 and Appendix B2). Photon
conservation and the convergence of the large-scale power
spectrum can be ensured in the ES method only when the
maps have so coarse a resolution that almost no ionized
bubbles are resolved.
One might argue that a reasonable compromise is to
therefore work with only low-resolution simulations, partic-
ularly if one is interested in only large-scale behaviour of
the fluctuations. However, ionized bubbles grow as reioniza-
tion progresses, so this resolution must be adjusted for the
stage of reionization, i.e., it must be coarser for higher QMHII.
E.g., consider the scale R50Eul defined such that 50% of the
ionized mass resides in bubbles of radii < R50Eul. Figure 10
shows this quantity estimated using the analytical ES-based
model of Furlanetto et al. (2004, FZH04) as a function of
ζfcoll for three different values of ζ.
15 If we assume that one
15 We show results for two extreme values of ζ surrounding a
needs a grid size larger than R50Eul to be sufficiently photon-
conserving and bias-converged, then we can conclude from
the Figure that a resolution of ∆x = 5h−1cMpc would al-
low us to follow the model only up to QMHII . 0.7, whereas
using ∆x = 10h−1cMpc would allow to reach slightly later
QMHII . 0.8.
Restricting to low-resolution simulations would also im-
ply that the bubble size distribution cannot be probed below
a certain scale.16 It is believed that this size distribution,
in principle, contains information about the clustering of
the ionizing sources, the underlying matter power spectrum,
the stochasticity in the source population, etc. (Furlanetto
et al. 2006a). Topological features of the ionization field
could also contain information regarding cosmological initial
conditions (Bandyopadhyay et al. 2017; Kapahtia et al. 2017;
Bag et al. 2018). All these interesting connections would re-
main obscured in the low-resolution maps thus making them
somewhat ineffective while interpreting the 21 cm data.
With the point of view that the topology of ionized
regions during reionization is interesting enough to be mod-
elled accurately, we therefore proposed an explicitly photon-
conserving (PC) approach to generate the ionization field, as
an alternative to the standard ES method (Section 4). Our
model is based on first generating bubbles around individual
grid cells (or sources, as the case may be) and then dealing
with the regions in the overlapped bubbles separately. Our
method of distributing the photons in grid cells ensures pho-
ton conservation by construction, and produces a large-scale
bias that is independent of the map resolution. As such, our
PC model is the first example of a semi-numerical method
that can serve as a valid benchmark for any ES-based tech-
nique as far as resolution-dependent effects are concerned.
At present, the main difficulty in replacing the ES model
with our PC model is that the latter is computationally slower
and hence is not suitable for parameter estimation. While ES-
based models thus remain invaluable because of the flexibility
they provide, one needs to be careful while interpreting the
large-scale power spectrum particularly for higher resolution
maps. In the future it will be useful to work on photon-
conserving algorithms that are computationally faster and
more efficient; this is the subject of work in progress.
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central value ζ = 15; the latter leads to a τel consistent with the
recent observational constraints. One should keep in mind that
these analytical results may not be completely consistent with our
semi-numerical approach, so these numbers should be treated as
indicative only.
16 In this work we are restricted to somewhat low resolution
simulations for a different reason. As discussed in Section 2 and
Appendix A, our prescription for assigning a collapsed mass frac-
tion to the grid cells becomes inaccurate for too fine a grid size.
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APPENDIX A: SEMI-ANALYTICAL HALO
FIELD
The idea of generating halo locations and properties us-
ing only the coarse-grained properties of the dark matter
field has a long history (Bond & Myers 1996; Monaco et al.
2002; Scoccimarro & Sheth 2002) with renewed interest in
recent times for the low-redshift mass function (see, e.g.,
Balaguera-Antol´ınez et al. 2018, and references therein). One
such algorithm usually used in high-redshift simulations is
based on a hybrid prescription introduced by Barkana &
Loeb (2004). This method involves computing the collapsed
fraction fcoll in each grid cell using the conditional Press-
Schechter mass function (Bond et al. 1991), and then employ
a global scaling to match the mean fcoll to the value obtained
from the mass function of Sheth & Tormen (1999) which has
a better agreement with numerical simulations.
Ideally, one would use a calibration of the conditional
mass function needed above directly from high-resolution
N -body simulations (Angulo et al. 2014). In this work, we
use the approximation discussed by Seehars et al. (2016)
which uses the conditional mass function obtained from the
ellipsoidal collapse model (Sheth & Tormen 2002). Consider
a region (say, a cell in a simulation volume) which has a mass
Mcell and let δL,0 be the corresponding density contrast in
the initial conditions linearly extrapolated to z = 0. The
conditional mass function in such a region is given by
n(M |Mcell, δL,0) = ρ¯m
M
f(s|scell, δL,0)
∣∣∣∣ dsdM
∣∣∣∣ , (A1)
where s ≡ σ2(M) is the variance of the linearly extrapolated
density scale at a mass scale M and scell = σ
2(Mcell). The
quantity f(s|scell, δL,0) can be calculated using the ES for-
malism and for the the ellipsoidal collapse barrier it is given
by (Sheth & Tormen 2002)
f(s|scell, δL,0) = 1√
2pi
|T (s|scell)|
(s− scell)3/2 exp
[
− [B(s)− δL,0]
2
2(s− scell)
]
,
(A2)
where
B(s) =
√
a δc(z)
[
1 +
β
(aν)α
]
(A3)
is the barrier corresponding to the ellipsoidal collapse and
T (s|scell) is the sum of the first few (six) terms of the Taylor
series expansion of B(s)− δL,0 around s = scell
T (s|scell) =
5∑
n=0
(scell − s)n
n!
∂n[B(s)− δL,0]
∂sn
. (A4)
In the expression for the barrier, i.e., equation (A3)
above, δc(z) = 1.686/D(z) is the critical density at z and ν ≡
δ2c (z)/s, withD(z) the linear theory growth factor normalized
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Figure A1. Comparison of the mass function parametrization
used in this work (solid red) with the mass function obtained
from an N-body simulation (symbols with error bars). Since the
simulation cannot probe low-mass haloes (see text for the details),
we also show the fitting function from Jenkins et al. (2001, dashed
blue). The top panel shows the unconditional mass fraction in units
of 109h−1M/(h−1Mpc)3 and the bottom panel shows the ratio
of the various results with our parametrization. We see that all the
results agree at the ∼ 10% level for masses > 108M. Results are
shown for z = 6, with qualitatively similar comparisons obtained
at other redshifts in the range 6 . z . 15.
to unity at z = 0. The values of the parameters appearing in
the same expression, as suggested by Sheth & Tormen (2002),
are α = 0.615 and β = 0.485 (as predicted by the ellipsoidal
collapse dynamics) and a = 0.75 (obtained by fitting the
simulations available at that time). We find, however, that
the unconditional mass function corresponding to the barrier
in equation (A3) is a better fit to the mass function of Friends-
of-Friends (FoF) haloes obtained from N -body simulation at
redshifts of our interest (i.e., 6 . z . 15) if we change the
values of the parameters to α = 0.7, β = 0.4 and a = 0.67.
To check this, we run a GADGET-2 N -body simulation with
12003 particles in a volume (100h−1 cMpc)3 which allows us
to identify FoF haloes of masses & 2.3× 109M (assuming a
minimum of 32 particles for a group to be labelled as a halo).
As we see in Figure A1, the adjusted parameters provide
a ∼ 10% match with the mass function measured in our
N -body simulation, as well as the fitting function of Jenkins
et al. (2001), which is adequate for our purposes.
Given the procedure for calculating the conditional mass
function, the steps of generating the halo field required for
our calculations are as follows:
• Given the particle positions in the simulation box, we
use the cloud-in-cell (CIC) algorithm to generate a smooth
density field in a uniform cubical grid. Let ∆x be the length
of the grid cell. The mass contained in a grid cell located at
a position x is then
Mcell(x) = [1 + δNL(x)] ρ¯m (∆x)
3, (A5)
where δNL(x) is the (non-linear) density contrast averaged
over the cell.
• To compute the quantity δL,0 for the cell, we use the
spherical collapse approximation to relate the non-linear
density contrast to the linear one. These relations are given
by the parametric equations (Mo & White 1996)
1 + δNL =
9
2
(θ − sin θ)2
(1− cos θ)3 , δL =
3× 62/3
20
(θ − sin θ)2/3,
for δNL > 0,
1 + δNL =
9
2
(sinh θ − θ)2
(cosh θ − 1)3 , δL = −
3× 62/3
20
(sinh θ − θ)2/3,
for δNL < 0.
(A6)
We numerically invert these relations for δL in terms of δNL
to finally obtain δL,0 = δL/D(z).
• Once we have the values of δL,0 and Mcell for a cell,
we can compute the conditional mass function f(s|scell, δL,0)
using equation (A2). The collapse fraction above a mass
Mmin in the cell is given by
fcoll(x) =
∫ smin
scell
ds f(s|scell, δL,0), (A7)
where smin = σ
2(Mmin).
There a few further points to be discussed regarding our
implementation of the above method. The first is the choice
of the grid size ∆x. Ideally one would like to calculate the
collapse fraction in grid cells as small as that allowed by the
original N -body simulation (set by the force softening scale).
However, choosing too small a ∆x produces a δL distribution,
obtained using equation (A6), that is highly non-Gaussian,
which is incorrect since the initial conditions of the simulation
sampled a Gaussian random field. This happens mainly be-
cause the spherical approximation is not valid at very small
scales where tidal effects become important, particularly
in very high-density environments; i.e., the approximation
works well when δNL itself is not highly non-linear. A possi-
ble way of quantifying how well the approximation works is
to calculate the skewness and excess kurtosis of the gener-
ated δL distribution. For a representative redshift z = 8, we
find that for our simulation box, the values of the skewness
for ∆x = 2.5, 5.0, 10.0h−1cMpc are −0.25,−0.18,−0.12, re-
spectively. The excess kurtosis for the three cases is ≤ 0.08.
Clearly the approximation will be better if one uses a coarser
resolution, however, one should keep in mind that it would
not be possible to track the sizes of the ionized bubbles if
the grid size is larger than the characteristic bubble radius.
Since the characteristic bubble radius is . 10h−1cMpc when
the average neutral fraction is ∼ 0.5 (Furlanetto et al. 2004;
Paranjape & Choudhury 2014; Lin et al. 2016), the default
resolution we choose to work with is ∆x = 5.0h−1cMpc.
Note that the collapse fraction as given by equation (A7)
represents the mean value of the quantity. In the actual simu-
lation, there would be scatter in the value of fcoll for the same
Mcell and δNL. Although this scatter is non-trivial for halo
masses approaching the cell size due to mass conservation,
for large enough cell sizes it is possible to account for the
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Figure B1. Top panels: b2HII(k) for a representative k =
0.05 h/cMpc as a function of QMHII (left panel) and ζfcoll (right
panel) for the excursion set model with sharp-k filter. The dif-
ferent values of the parameters are indicated in the legend. Bot-
tom panels: The ratio of b2HII for ∆x = 5h
−1cMpc to that for
∆x = 10h−1cMpc for the same parameter values.
scatter at a given redshift by simply Poisson-sampling the
halo mass function (Sheth & Lemson 1999a,b; Seehars et al.
2016). For multiple redshifts, one should in principle generate
merger trees to avoid artificial appearance and disappearance
of haloes as the density evolves (see, e.g. Jiang & van den
Bosch 2014, for a recent comparison of techniques). In this
work, for simplicity, we completely ignore this scatter and
assign only the mean value of fcoll to each grid cell. We have
verified, using a Poisson-sampling version of our code, that
the main conclusions of this paper do not depend on this
choice.
APPENDIX B: BEHAVIOUR OF THE
LARGE-SCALE BIAS IN EXCURSION SET
BASED MODELS
In this Appendix, we present some insights into the behaviour
of the large-scale HI bias for the ES model and present some
details on the connection between photon non-conservation
and bias non-convergence.
B1 Behaviour of large-scale HI and HII bias
It is actually more convenient to understand the behaviour
of bHI(k) in terms of the ionized overdensity field
∆HII(x) =
xHII(x)[1 + δNL(x)]
QMHII
, (B1)
which is related to the HI overdensity by
∆HI(x) =
1 + δNL −QMHII∆HII(x)
1−QMHII
. (B2)
At large scales, when the fluctuations are linear, we can
assume that the bias is scale-free and deterministic. Under
such assumptions, we can relate the HII bias to bHI as
bHI =
1−QMHIIbHII
1−QMHII
. (B3)
Note that this assumption of a scale-free, deterministic bias
will not hold even at the largest scales we are interested in
towards the late stages of reionization when the bubble radii
become comparable to these scales.
In Figure B1, we show b2HII(k0) (where k0 = 0.05h/Mpc)
as a function of QMHII (top left panel) and ζfcoll (top right
panel) which are obtained using the ES-based semi-numerical
simulations for different parameter values. The bottom pan-
els of the Figure show the ratio of b2HII(k0) for the default
resolution (∆x = 5h−1cMpc) to that for the coarser one
(∆x = 10h−1cMpc).
In the early stages of reionization, we see that bHII is
independent of QMHII and ζfcoll. In fact, one can prove that
the ES model prediction for bHII (and hence for bHI) in this
case is the correct answer by construction. This is because,
at these stages, none of the bubbles are resolved and the
ES model sets the ionized fraction of essentially each cell
to be precisely equal to the correct answer in this limit,
namely ζfcoll(x). The HII overdensity (assuming we are only
interested in large scales) can be written as
QMHII∆HII(x) = xHII(x) (1 + δNL(x))
≈ ζfcoll(x) (1 + δL(x))
≈ ζfcoll(1 + bhaloδL(x)) (B4)
where bhalo = 1 + b
L
halo is the Eulerian halo bias, written in
terms of the Lagrangian bias bLhalo which follows from the
halo mass function (Sheth & Tormen 1999). Since photons
are also conserved in this limit, we have QMHII = ζfcoll. Thus
bHII in this limit is equal to the large-scale halo bias bhalo
(and thus is larger for larger Mmin). Since the halo field is
converged between different resolutions, so is bHII.
There are also some interesting scalings apparent in
the behaviour of bHII as a function of Mmin and resolution,
which are essentially driven by the interplay between the
physical sizes of the bubbles and the size of the grid cells,
i.e., by the resolved fraction of bubbles or the fraction of
partially ionized cells. E.g., the departure of bHII from bhalo,
and thus the departure from convergence, occurs later for
smaller Mmin because the bubbles are smaller. Note that
bHI → 0 as QMHII → 1/bHII = 1/bhalo, at which point the
high density regions are ionized in such a way that, when
smoothed over large scales, the HI field shows no fluctuations.
In simulations, however, bHI does not become numerically
equal to zero but only approaches a small numerical value.
As the bubbles begin to get resolved, the HII bias is
given by a weighted average of bhalo and the bias bbub,res of
resolved bubbles. For coarser resolution, only larger bubbles
contribute to bbub,res and thus the bias is larger. At this
stage, we find bHII to decrease with increasing ζ. This is
easily understood in terms of the first crossing of the bubble
barrier in the ES models. Since the bubble barrier height
decreases with increasing ζ and it become “easier” for the
walks to cross it thus making the bubbles less biased. The
behaviour of the bias is different for larger QMHII and ζfcoll
as the non-linear effects begin to be dominant, hence the
bias does not remain scale-free. In addition, the bubble sizes
become comparable to the scale under consideration, hence
the correlation is contributed by the so-called “one-bubble
term”.
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Figure B2. Convergence study of large-scale HII bias in the ES model at fixed ionizing efficiency ζ. Solid curves in each panel show
measurements of (QMHIIbHII)
2 for maps generated using different resolutions but the same dark matter and halo field. (For this plot, we
use haloes from our N -body simulation.) The top (bottom) row shows results for the ES model with the spherical tophat (sharp-k) filter.
Dashed and dotted curves (identical across top and bottom rows) show results for our PC model for two different resolutions. The left
and right panels show results for two different values of ζfcoll. The large-scale bias in the spherical tophat ES model converges at high
resolution, but to the wrong answer, while the situation is more complex for the sharp-k ES model. Note also the high level of photon
non-convergence in the ES models at high resolution. See text for a discussion.
B2 Photon non-conservation and bias
non-convergence
In the main text, we argued that photon non-conservation in
the ES models implies that, at very high resolution and fixed
ionizing efficiency ζ, these models will produce a converged
ionization field whose clustering properties will, in general, be
different from the correct answer obtained at low resolution
in the same models.
Here, we test this idea using high-resolution ionization
maps. Since our approximate conditional mass-function ap-
proach does not work well at high resolution, for this exercise
we use haloes obtained directly from the N -body simulation
discussed in Appendix A. This means that we are restricted
to relatively large halo masses (determined by our mass reso-
lution), and also relatively small length scales (determined by
our box size). We therefore focus on scales k & 0.07h/cMpc
and only generate maps with Mmin = 10
10M.
Figure B2 shows (QMHIIbHII)
2 for maps produced using
the ES model with different resolutions (solid curves) and
with our PC model at two resolutions (dashed and dotted
curves). The left and right columns show results for two
values of ζfcoll, while the top (bottom) row shows results
for the ES model with the spherical tophat (sharp-k) filter.
(The results of our PC model are identical across the two
rows, and are clearly converged at large scales.)
For the spherical tophat results, we see a clear validation
of the arguments presented in Section 3.3. At small ζfcoll
(top left panel), the low-resolution ES results converge to one
value, while the high-resolution ES results also converge, but
to a different value. As we showed above, the low-resolution
ES answer is correct by construction and is determined
MNRAS 000, 1–18 (0000)
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entirely by the underlying halo bias. Our PC model has
also clearly converged at large scales to the low-resolution
ES value, which in fact serves as a validation of our PC
algorithm.
At higher ζfcoll (top right panel), bubble sizes are larger
and we see that the ∆x = 5h−1cMpc results, which were
earlier “low-resolution”, now behave like the high-resolution
maps since more bubbles are resolved by this grid. We again
see that the lowest-resolution ES result (which is the least
photon non-conserving) is close to the (converged) PC results
at large scales. The labels of the various ES curves also clearly
show the increasing level of photon non-conservation as the
resolution increases (i.e., as ∆x decreases). Thus, the results
at both low and high ζfcoll are consistent with the arguments
of Section 3.3 tying the bias non-convergence of ES models
directly to photon non-conservation17.
The results for the sharp-k filter in the bottom row of
the Figure are more complicated, which is perhaps not very
surprising since the filter is not localized in real space. This
may lead to large-scale correlations in the ionization maps
and as a result the intuition of spherical bubbles underlying
the arguments of Section 3.3 does not work for the sharp-
k filter. In particular, we find that both ζfcoll/Q
M
HII and
the large-scale bias exhibit non-monotonic behaviour with
respect to the resolution, thus making the interpretation of
the results less straightforward. Nevertheless, it is clear that
the sharp-k ES results at high resolution also have a high
level of photon non-conservation and a bias that does not
converge to the low-resolution value.
We therefore conclude that our arguments in Section 3.3
are indeed a correct description of the behaviour of ES models
(at least until the ionized regions percolate significantly in
the simulation volume).
APPENDIX C: LARGE-SCALE BIAS IN
21CMFAST
In this Appendix, we examine whether the result obtained
from our implementation of the ES-based semi-numerical
model holds true for other such implementations as well.
We carry out this exercise using the publicly available code
21cmFAST (Mesinger et al. 2011). The fact that 21 cm maps
obtained using 21cmFAST do not conserve photons was
already pointed out by us in an earlier work (see Appendix
B of Paranjape et al. 2016). Our main aim here is to study
the large-scale bias obtained using the 21cmFAST and check
whether it converges between different map resolutions. We
ensure that the changes made in the default parameters are
minimum so as to avoid introducing any errors. The list of
changes we make are as follows:
• We choose the cosmological parameters same as the rest
of the paper. We take a box size 500cMpc. The number of cells
for sampling the initial conditions along a principal axis (i.e.,
17 For much larger values of ζfcoll, we find that the percolation
of ionized regions in the simulation box becomes significant and
hence the simple explanation based on bubble bias does not work
any more. However, we have explicitly checked and found that the
PC model even in this case produces a bias that is converged at
large scales.
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Figure B3. The bias of the HI density field b2HI(k) obtained
from the 21cmFAST at z = 8 for different parameter values as
indicated in the legend.
the parameter DIM in file Parameter_files/INIT_PARAMS.H)
is taken to be 768.
• We set the parameter INHOMO_RECO in file
Parameter_files/ANAL_PARAMS.H to 0 so as to disable any
computation of inhomogeneous recombinations. We also set
USE_TS_IN_21CM in file Parameter_files/HEAT_PARAMS.H
to 0 which is equivalent to assuming the spin temperature is
much larger than the radiation temperature.
• To generate maps of different resolutions, we set the
parameter HII_DIM in file Parameter_files/INIT_PARAMS.H
to the appropriate value. In this work, we have taken two
values, namely 64 (which is similar to our default resolution)
and 32 (the coarser resolution).
The results for b2HI(k) for two stages of reionization
are shown in Figure B3. The values of different parameters
can be read off from the legend. The amount of photon
non-conservation can be found by looking at the values of
ζfcoll and Q
M
HII for different curves. As one can see that
ζfcoll/Q
M
HII < 1 when Q
M
HII = 0.5, while the trend reverses
to ζfcoll/Q
M
HII > 1 at later stages Q
M
HII = 0.8. The amount
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of non-conservation is thus . 5%, similar to our results
for the sharp-k filter. The large-scale bias for the coarse
resolution map, however, does not converge to that for the
high resolution one for QMHII = 0.5, the difference being
∼ 15− 20% (∼ 5− 10%) when the maps are normalized to
the same value of QMHII (ζfcoll). The convergence is much
better for QMHII = 0.8, consistent with what is found at late
stages of reionization in our implementation of the ES-based
algorithm.
We end this discussion by listing the differences between
our implementation and that of 21cmFAST, which are as
follows: (i) The effect of line-of-sight peculiar velocities are
accounted for in 21cmFAST but not in our calculations,
however, this is unlikely to make any differences to the
relative bias at large-scales. (ii) There is a maximum horizon
for the bubble size implemented in the 21cmFAST (taken
to be 50cMpc) which is not present in our method. This
too is unlikely to make much difference to the maps since
the typical bubble sizes are smaller than this horizon. (iii)
The calculation of the collapsed fraction is implemented very
differently in 21cmFAST than ours. It is calculated using the
Bond et al. (1991) conditional mass function (then scaled
to match the mean fcoll of Sheth & Tormen 1999), while we
use the conditional mass function of Sheth & Tormen (2002)
(with parameter values re-adjusted to match simulations).
Also, the collapse fraction calculation in 21cmFAST is done
independently for each resolution, while we calculate it using
the best resolution we decide to work on and then smooth the
field for other coarser resolutions. In spite of these differences,
it is clear that both the non-conservation of photons and
non-convergence of large-scale bias are generic features of
the ES-based semi-numerical models.
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