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Abstract— Observation learning is the process of learning a
task by observing an expert demonstrator. Our principal con-
tribution is a one-shot learning method for robot manipulation
tasks in which only a single demonstration is required. The key
idea is to encode the demonstration in an activity space defined
as part of a previously trained activity classifier. The distance
between this encoding and equivalent encodings from trials of
a robot performing the same task provides a reward function
supporting iterative learning of task completion by the robotic
manipulator. We use reinforcement learning for experiments
with a simulated robotic manipulator, and stochastic trajectory
optimization for experiments with a real robotic manipulator.
We show that the proposed method can be used to learn tasks
from a single demonstration under varying viewpoint of obser-
vation, object properties, scene background and morphology of
the manipulator. Videos of all results, including demonstrations,
can be found on: https://tinyurl.com/s2l-stage1
I. INTRODUCTION
Learning new tasks has always been challenging for
robotic systems, whether it is a simple mobile manipulator
or a complex humanoid robot. Programming manually step
by step is one of the earlier solutions to this problem, but
this is labour intensive, requires specialist expertise and lacks
autonomy. It is therefore not suitable for consumer robots and
fully autonomous systems. Learning from Demonstrations
(LfD) [1] is a potential solution to this problem, requiring
only demonstrations of the task to be learned. The robot will
learn to perform the task by looking at the demonstration.
Even though LfD has been studied widely for a long time,
most previous work has stayed within the ‘imitation learning
paradigm’ [2] [3] [4] where demonstrations are made from
an egocentric viewpoint, either visually or kinesthetically.
This requires the inconvenience of on-person data collection
and means the rich source of third-person demonstrations
available on the internet cannot be used. Therefore, here
we study the problem of learning from demonstration using
a different paradigm, where the demonstrations are viewed
from a third person point of view, which we refer to it as
‘observation learning’ [5].
In this paper, we propose a novel one-shot learning
method for addressing the problem of observation learning.
To the best of our knowledge, this is the first method for
observation learning that does not require a large number
of demonstrations of a task or closely related tasks. Our
principal contribution is to transform video clips into an
abstract representation of activities (an ’activity feature’)
that is partially invariant to viewpoint, object properties,
morphology of the manipulator, and scene background. We
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obtain such a activity feature from the convolutional feature-
encoding stage of an activity classifier, pre-trained on a
large activity dataset. The necessary invariances come from
pre-training the activity classifier on activities seen from a
range of viewpoints, with varying scene background and with
actors having different body shapes and appearances.
Using this activity feature, a reward is generated that
directly reflects the similarity of the actions performed by
the demonstrator and by the robot. This reward is then used
to guide learning of the robotic controls for carrying out the
demonstrated tasks.
The next sections are arranged as follows: section II
outlines related work in observation learning, section III
formulates the problem and describes the proposed method,
section IV shows the experiments and results and finally
section V presents conclusions from the work.
II. RELATED WORK
Research in the field of LfD, has seen a recent paradigm
shift from imitation learning to observation learning, due to
advances in the field of perception-based learning in robotics.
The problem of observation learning can be divided into two:
object-based and implicit.
1) Object-based observation learning: In object-based
observation learning [7] [8] [9] [1] [10], explicit trackers
and object detectors are used to detect the objects and
understand their interactions in a task demonstration video.
However these methods have a limited scope; the entities to
be tracked or detected must be known beforehand and only
demonstrations using these entities can be learned.
2) Implicit observation learning: In implicit observation
learning, no trackers or object detectors are used. Instead,
visual features characterising the task are learnt directly
from a dataset of video clips - the objects involved remain
implicit. Recently this type of observation learning has
gained popularity, with the advancement of computer vision
methods based on deep learning [11], [12]. This provides
a powerful method for learning features with the necessary
specificity to characterise the target task.
One of the first works along these lines is from [13], where
they address the problem by generating domain agnostic
features using GANs [14]. The method requires access to
expert and non-expert policies, and directly optimizes for
invariance between only two viewpoints, whereas in real
world scenarios the demonstration may appear from any
viewpoint. Different approaches towards observation learning
are proposed in [15], [16] and [17]. In [15], an unsuper-
vised learning method is used to learn the representation of
the demonstration videos. This is achieved by employing
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Fig. 1: Proposed one-shot observation learning method. A 3D CNN [6] based feature extractor is used to extract activity
features XD and XR from the demonstration and robot actions respectively. A reward function is then used to compare
XD and XR in the activity feature space, generating a reward signal based on their closeness. The learning algorithm then
controls the robot actions to maximize this reward signal, thereby making the robot perform the demonstrated actions.
a label-free training method which exploits the temporal
coherence of raw unlabeled videos. These features are then
used to generate a reward signal that is used for learning
the task. Similarly, in [16] a method is used to translate the
demonstrations to the observer’s context. A control policy
is then learned by minimizing the distance to these context-
translated demonstrations. Although the method is shown to
work for several tasks, it doesn’t consider scenarios where
there are variances in the morphology of the manipulator. All
of these methods require demonstrations in large numbers
for learning, typically ranging from hundreds to thousand of
samples per task. To overcome this, [17] presents a method
where the reward values are learned directly from only
a few sample demonstrations (10-12 samples) of a target
task. However it requires demonstrations taken from similar
viewpoint to that of the learning environment, which restricts
the generality of the observation learning setting. These
shortcomings are addressed in [18] and [19] using meta-
learning approaches. They leverage the prior knowledge of
learning closely related tasks [18] or primitive sub-tasks [19]
to learn a new task from a single demonstration. However,
this still requires hundreds of demonstrations from closely
related tasks or primitive sub-tasks for learning a new task.
More recently, [20] has presented a method for learning
to play video games by watching YouTube videos. This
work differs from ours in the problem setting, especially
in the invariance to differences in observation viewpoint
and morphology of manipulators between demonstration and
learning environments.
The method proposed in this paper follows the implicit
observation learning paradigm. Unlike existing methods, our
approach requires only a single demonstration to learn a task.
The method also learns tasks irrespective of variations be-
tween demonstration and learning conditions. Hereafter, the
term observation learning will refer to implicit observation
learning unless mentioned otherwise.
III. PROPOSED METHOD
Our method can be explained in two parts: The first part
is the creation of the activity feature space using unique
activity features. A deep learning approach is used for
this. The demonstrated task and the robot actions will be
projected into this space. Then in the second part, we learn
the controls of the robotic system such that it performs the
demonstrated actions. The learning algorithm will be guided
by the distance between the feature representation of the
demonstration and the robot actions in the activity feature
space.
The problem can be formulated as follows (with reference
to Fig 1): Let A ⊆ Rn be the activity feature space, D be the
demonstration video of a task to be learned consisting of t
frames such that D= {f1, ...ft} where fi denotes each frame,
XD ∈ A be the n-dimensional activity feature extracted from
the demonstration video D and XR ∈ A be the environment
invariant n-dimensional activity feature extracted from the
video of robot actions. Then a learning algorithm L is used
to learn the control sequenceU= {u1, ..um}, whereU could
be a sequence of torques, joint positions or velocities of the
robotic system.In this paper we have used joint positions.
The reward for the learning algorithm is obtained from the
distance between features XD and XR in feature space A.
The proposed method for one-shot observation learning
is summarized in Fig 1. First the feature vectors (XD and
XR) are extracted from the video demonstration and robot
actions (observed from the third person viewpoint and the
egocentric viewpoint of the robot respectively). Then the
reward function calculates a reward r from these features.
This reward value is then used by a learning algorithm (L)
to learn the controls U that drive the robot to perform the
demonstrated task.
A. Activity feature extraction
Activity features provide a unique and succinct represen-
tation of the activity/task being carried out in a video, as
shown in [6]. Ideally, there will be the right emphasis on
both the end goal and the path followed by the manipulator
during activity/task execution.
The activity features are extracted using a deep neural
network. This feature representation is obtained from the
convolutional feature-encoding stage of an activity classifier,
pre-trained on a large activity dataset. The necessary in-
variances come from pre-training the activity classifier on
activities seen from a range of viewpoints, with actors hav-
ing different body shapes, varying viewpoints, manipulators
with different morphologies, objects with different physical
properties, and varying backgrounds. After pre-training, the
feature extractor can be used for activity feature extraction
from videos previously not seen during training [6] . In the
proposed method, we make use of this ability to extract ac-
tivity features from previously unseen demonstrations. Thus,
the activity features will enable learning of an appropriate
robotic control, not through blind replication but by reference
to a ’semantic’ representation of the demonstrated task.
B. Network architecture and dataset for activity feature
extraction
For our experiments we use the C3D [6] based activ-
ity recognition network and UCF101 activity dataset [21].
The C3D network is a 3D neural network consisting of
8 convolutional layers, 5 max pooling layers and 2 fully
connected layers, followed by a softmax output layer. All
3D convolution kernels are 3x3x3 kernels with stride 1. The
UCF101 is the action recognition dataset consisting of 13320
realistic action videos, collected from YouTube, having 101
action categories. The videos have large variations in camera
motion, object appearance and pose, object scale, viewpoint,
scene background,and illumination conditions, thereby pro-
viding a suitable dataset for our method.
For training, the videos are first down-sampled into 16
frames due to the computational limitations in training 3D
CNNs with no: of frames greater than 16. This down-
sampling is also applied later while extracting features
from videos of demonstrations and robot actions. The C3D
network is then trained on the UCF101 dataset to perform
activity recognition. After the training, the fully connected
layers are removed and the output from the last convolutional
layer, an 8192 long feature vector, is used as the activity
feature.
C. Learning the controls
Here we learn the controlsU by using the activity features
XD and XR. The guidance for the learning algorithm is
provided by the reward (r) signals. The reward signals, are
obtained by directly comparing video of the demonstrated
task from a third-person viewpoint with video of the robot-
executed actions from an ego-centric (robot) viewpoint. The
reward r is the negative of the euclidean distance between
the activity features extracted from the demonstration and
from the robot action :
r = −||XD −XR||2 (1)
Thus the reward directly measures the similarity of the
feature representations obtained from observation of the
demonstration and of the robot action. The learning algo-
rithm will learn a mapping to the controls (U) of the robotic
system such that it maximizes the rewards, thereby making
the robotic movements close to the demonstrated actions.
Thus this perception based reward guides the algorithm to
control the robotic actions to carry out the demonstrated
tasks. We use reinforcement learning and stochastic trajec-
tory optimization as the learning algorithms in simulated and
real robot experiments respectively.
1) Reinforcement learning: The reinforcement learning
algorithm used is (DDPG) [22]. The states in the reinforce-
ment learning are the instantaneous visual observations of the
environment (as observed by the robotic system). We make
use of a VGGNet pre-trained on ImageNet [23] for convert-
ing raw RGB images into visual state features. The 4608 long
feature vector obtained from the last convolutional layer of
the VGG-16 network is used as the state representation. The
actions generated are the robotic controls.
2) Stochastic trajectory optimization: We use stochastic
trajectory optimization [24] as the learning algorithm for
real robot experiments, to generate an optimal sequence
of controls. The optimal control problem is defined as a
Hamilton-Jacobi-Bellman partial differential equation (PDE).
We then find the optimal sequence of controlsU, that enables
the robot to perform the demonstrated task via forward
sampling of trajectories [25]. We define the cost function
C, to be minimized as; C = −r2.
IV. EXPERIMENTS AND RESULTS
Experiments were conducted both in simulation and on
a real robot to validate the proposed method. The tasks
considered for the experiments are reaching and pushing in
simulation and hammering, sweeping and striking on real
robot experiments. The tasks along with their definition and
task completion measures are given in the Table I. Note that
the task completion measures are only used for evaluation
purposes and are not used during learning. To explore the
resilience of the proposed method, we conducted experiments
TABLE I: Tasks with description and task completion
measures
Task Description Task completion measure
Reaching
(Simulation)
Reach a target
zone
1-(final distance/initial distance be-
tween the center of the manipulator
and the center of the target zone)
Pushing
(Simulation
& real robot)
Push an object
into the target
zone
1-(final distance/initial distance be-
tween the centers of the target zone
and the pushed object)
Hammering
(Real robot)
Hammer the tar-
get object
Minimum distance between the
hammer and the object during the
execution.
Sweeping
(Real robot)
Sweep crumpled
cardboard pieces
to the dustbin
The percentage of the cardboard
pieces in the dustbin after execu-
tion
Striking
(Real robot)
Strike down a
block of cubes
Minimum distance between the
blocks and manipulator during ex-
ecution.
Fig. 2: Snapshots of demonstrations and the execution of corresponding learned policies
TABLE II: Experimental setups
Experimental setup
V1 Observation viewpoint, object properties, morphology of the
manipulator and scene background remain the same in the
demonstration and learning process
V2 Observation viewpoint is different between the demonstration
and the learning process; Other factors remain unchanged
Obj1 Objects with different colour (for pushing, reaching and ham-
mering tasks) used in the learning process
Obj2 Objects with different colour (pushing, reaching tasks) and
shape (hammering task) used in the learning process
BG Background clutter is introduced to the scene in learning
process, which was not present during the demonstration.
M Manipulators with different morphologies used in the demon-
stration and the learning process. Demonstrations with a human
hand (reaching and pushing tasks) and with a manipulator with
a different morphology (hammering task) used.
with six different setups, by varying viewpoint of observa-
tion, object properties, scene background and morphology of
the manipulator for each task. The experimental setups are
detailed in Table II .
A. Simulation experiments
We set up the simulation environment using OpenAI
Gym [26] and the MuJuCo physics engine [27]. The tasks
experimented here are the reaching and pushing tasks. The
simulated robotic manipulator used for the experiments is
a 3DOF manipulator as used in [16]. We collect a single
demonstration in the real world, which is used to learn the
task. In each experiment, we run the DDPG reinforcement
learning algorithm 10 times with 20 episodes per run and
with 60 and 160 steps per episode respectively. For each
run, the algorithm returns a control policy that corresponds
to the maximum reward discovered. After training, we pick
the top two [28] control policies i.e. the two with the highest
rewards, and the task completion measures are calculated.
Fig 2 shows snapshots of demonstration and execution with
the corresponding learned policy for selected experiments.
To our knowledge, there are no previous methods using
one-shot learning that would be comparable for the problem
setting of observation learning [5]. In light of this, we com-
pare with two baselines in order to demonstrate the efficacy
Fig. 3: Task completion rates for the task of reaching
(simulation)
Fig. 4: Task completion rates for the task of pushing
(simulation)
of the activity representation in relation to simpler frame-by-
frame representations of video content. Each of the baselines
generated rewards based on different activity feature extrac-
tion methods. In baseline-1, features were extracted from the
output of the last convolutional layer of the VGG-16 network
trained on ImageNet [23]. The features extracted from each
frame of the video were averaged and used as the activity
feature. In baseline-2, HOG [29] features was extracted from
TABLE III: Pearson correlation coefficients for proposed, baseline-1 and baseline-2 methods
Task 1: Reaching
V1 V2 Obj1 Obj2 BG M
Proposed .8567±.0079 .7807±.0531 .8209±.0157 .6448±.2146 .7736±.0007 .9605±.0048
Baseline-1 .5872±.1744 .4069±2361 .6112±.2612 .6099±0901 .5289±.0189 .0487±.0448
Baseline-2 .7387±.0681 -.8106±.0086 .7115±.1272 -.8189±.0501 -.5738±.0337 .1256±.0629
Task 2: Pushing
Proposed .9345±.0034 .9413±.0362 .6943±.1419 .8650±.0847 .8552±.0677 .6594±.1834
Baseline-1 .9372±.0270 .8908±.0615 .5817±.3124 .7488±.0631 .8978±.0704 .5797±.1141
Baseline-2 .0173±.4550 -.1346±.3410 .5900±.1625 -.4352±.1292 -.5386±.1243 .3700±.5195
Fig. 5: Task completion measures for varying number of
steps per episode
each frame and were averaged for each video to create the
activity features. The average task completion measure of the
test runs for the proposed and baseline methods are shown in
Fig 3 and Fig 4. It can be observed that the learned policies
from the proposed method were successful in performing the
demonstrated task under different experimental setups with
good task completion rates.
The methods were also compared by calculating the
correlation of the perceptual reward extracted in each of
the methods with the task specific, task completion mea-
sures. The higher the correlation with the task completion
measures, the better the perceptual reward in providing an
efficient signal for learning the task. The correlation is then
measured by calculating the Pearson correlation coefficient
between the two. A higher positive correlation indicates that
the perceptual rewards are as good as the task completion
measures and as the correlation drops to negative values it
indicates the inability of the perceptual rewards to match the
task completion measures. Table III shows the correlation
coefficients for each of the experimental setup for the two
tasks.
It can be seen that the correlation coefficients are positive
in all the cases for the proposed method, indicating that the
perceptual rewards obtained are as good as the task specific
task completion measures. Also it can be seen that the
correlation stays higher and positive for all the experimental
setups when compared to the baseline-1 and baseline-2,
especially when the environmental conditions are varied
between the demonstration and the learning process. This
shows that the proposed method generates useful perceptual
rewards even under varying environment conditions such as
viewpoint, object properties, morphology of the manipulator
and scene background. Videos of all the results of the sim-
ulation experiments, including demonstrations are available
at: https://tinyurl.com/s2l-stage1
Experiments were also conducted to examine the effect
of varying the number of steps in an episode. For this, we
ran the learning procedure with three different values (60,
110, and 160). To ensure convergence, we ran each of these
experiments for 200 episodes. We observed a small increase
in performance with increasing step size as shown in Fig 5.
B. Real robot experiments
Our objective here is to evaluate the performance of our
approach in the real world under variations in viewpoint
of observation, object properties, scene background and
morphology of the manipulator. We use stochastic trajectory
optimization [24] on the real robot to generate the optimal
sequence of controls. A different learning algorithm was used
in real robot experiments, as using reinforcement learning
based algorithms in real robots are time consuming and
require a lot of fine tuning. Briefly, we begin with an initial
candidate control sequence. We execute this sequence using
the manipulator to generate an initial cost. Thereafter, at each
iteration we create 8 random control sequences by adding
Gaussian noise to the candidate sequence from the previous
iteration and execute them using the real robot. At the end
of each iteration, we pick the control sequence with the
minimum cost, and set it as the new candidate sequence,
thereby iteratively reducing the cost. Once the robot has
learned, there is no longer a visual input, in contrast to our
simulation experiments. This requires that the initial relative
placement of manipulator, objects and zones during learning
and testing remain fixed. Relaxing this constraint by adding
visual sensing into the control mechanism of our real robotic
manipulator is an important topic for future work.
The tasks used for real robot experiments are: pushing,
hammering, sweeping and striking and are detailed in Table I.
In all of the real robot experiments, we use a 6-DOF UR5
robotic arm with different end-effectors suitable for each
task and 10 iterations for trajectory optimization. All 6
Fig. 6: Demonstrations and learned behaviours from real robot experiments
Fig. 7: Task completion rates for the tasks reaching and
hammering (real robot experiments)
experimental setups were used for the tasks of pushing and
hammering. Whereas, only three setups (V1,V2 and M) were
used for the tasks of sweeping and striking, since other setups
didn’t have meaning for these tasks. Each experiment was run
2 times and the average task completion measures are give
in Fig 7 and Fig 8. In Fig. 6 the snapshots of executions of
learned policies of the selected experiments along with the
demonstrations are given.
It can be seen that the proposed method was able to
achieve good task completion measures irrespective of the
variations in viewpoint of observation, object properties,
scene background and morphology of the manipulator in
all four tasks. Also, We have shown that the learning of
a control generalizes over the colour and shape of a target
object, but also in contrast, that the identity of an object can
be maintained in the presence of background clutter (i.e. the
correct object is selected). This is probably a consequence of
the initial relative positioning of objects in our experiments,
but even without this, we hypothesise that the reward func-
Fig. 8: Task completion rates for the task of sweeping and
striking (real robot experiments)
tion, based on an abstract activity space, will seek the most
consistent interpretation between demonstration and trial,
maintaining object properties where possible (e.g. colour,
shape) but relaxing these where necessary (e.g. due to a
change of target object). Videos of all the results of the real
robot experiments, including demonstrations are available at:
https://tinyurl.com/s2l-stage1
V. CONCLUSION
We have presented a novel one-shot observation learning
method for robotic systems to learn tasks from a single
demonstration observed from a third person point of view.
The method works by extracting environment invariant activ-
ity features representing the activity in videos using a deep
neural network. These activity features are used for gener-
ating a perceptual reward signal for guiding a learning al-
gorithm to acquire appropriate robotic manipulator controls.
We showed that the rewards generated can successfully be
used for one-shot observation learning in simulated and real
world experiments. In future work, we will investigate more
thoroughly performance with changes in the appearance and
degrees of freedom of the manipulator. In principle, we might
expect problems when the morphology of the manipulator is
not well represented within an activity feature space trained
largely on human actions.
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