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I. INTRODUCTION
N ONCASUAL Markov random field (MRF) models have been extensively used for modeling spatial interactions between various attributes of an image [19] . MRF models have thus become a major ingredient for most Bayesian approaches in early vision. For most noncausal representations, the graph associated to the Markov model [48] is the rectangular lattice equipped with the nearest (or second nearest) neighborhood system. From an estimation point of view, this kind of graph results in iterative procedures which propagate the available information back and forth, so that each hidden variable is eventually estimated given all the data. These algorithms, Manuscript received July 21, 1998; revised July 23, 1999 . This work was supported in part by MENESR through a student grant and by the GdR/PRC Isis. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Josiane B. Zerubia.
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similar, in the case of continuous-valued variables, to the resolution of discretized partial differential equations, are computationally demanding. Beside these standard lattice-based models, other Markovian interaction structures have been considered, associated to causality properties in the image plane or, more recently, to causality in scale. Among others, dyadic trees and quadtrees have been proposed as attractive candidates for modeling monodimensional [1] , [7] , [14] , [18] , [38] and bidimensional [4] , [15] , [16] , [34] - [36] , signals. With these hierarchical probabilistic models, the standard spatial prior captured by lattice-based models is replaced by a fractal-type prior based on scale-to-scale interactions. Both experimental and theoretical considerations indicate that such a prior is a good alternative to spatial interaction priors [10] , [17] , [35] . In addition, tree-based models are appealing from an algorithmic point of view for they enable the design of noniterative inference procedures similar to those used for discrete and continuous Markov chain models.
Note that the causality property, which is at the midst of the noniterative inference capabilities of these models, has also been investigated for long from a purely spatial point of view. The idea is then to define causality with respect to some spatial ordering of variables (e.g., lexicographical ordering of the image sites). Various instances of this approach have been reported such as the Pickard random field [12] , [40] , the mutually compatible MRF's [22] , or the more standard Markov chain image model [21] . Pickard random fields and Markov chain models are however known to represent only a limited class of spatial statistics and generally yield directional artifacts in the image plane. On the other hand, accurate causal approximations of noncausal MRF's can be obtained [22] , [37] .
We consider here discrete-valued (nonlinear) causal models defined on the quadtree, as an appealing alternative to standard noncausal lattice-based models. The analogy of quadtreebased models with chain-based representations has already been thoroughly investigated in the continuous Gaussian case, where Kalman filtering is a key tool [1] , [14] , [16] , [30] , [34] . The discrete (nonlinear) case has received far less attention, apart from the work by Bouman and his colleagues [4] , [46] , in which an approximate noniterative inference algorithm is proposed. In this paper we introduce several algorithms for both supervised and unsupervised inference with discrete hidden Markov random field models supported by trees. More precisely, we present:
1) Viterbi-like algorithm [18] computing, in a noniterative way, the exact maximum a posteriori (MAP) estimate on the quadtree;
1057-7149/00$10.00 © 2000 IEEE 2) noniterative procedure that provides the exact computation of point-wise and pair-wise posterior marginals, with the modes of posterior marginal (MPM) estimate as a byproduct; 3) generalization of the noniterative algorithm introduced by Bouman and Shapiro [4] for a statistical inference according to the so-called "sequential-MAP" (SMAP) criterion.
As for parameter estimation, we introduce two original EM-type algorithms for tree-based models. The first one corresponds to the exact deterministic application of plain EM iterations. The second one is a stochastic variant of EM, based on noniterative sampling from the posterior distribution, which allows to circumvent the critical problem of initialization.
The paper is organized as follows. After a brief review of hierarchical MRF's in Section II, we introduce the notations in Section III and specify the statistical properties of hidden MRF's on the (quad)tree. Three noniterative inference algorithms, associated to the MAP, MPM, and SMAP criteria, are derived in Section IV. These algorithms are experimentally compared in a standard supervised classification problem. Section V is devoted to the parameter estimation problem: Nonsupervised EM-type procedures are defined on the quadtree, for the estimation of both prior model parameters and data likelihood parameters. Experimental results include comparisons with standard nonhierarchical approaches.
II. HIERARCHICAL MARKOV IMAGE MODELS
Although the concept of hierarchical processing has almost always been present in early vision, a satisfactory treatment of this subject in the framework of statistical models dates from the late eighties. Since then, it has received an increasing attention from both the computer vision and signal processing communities.
The motivations for hierarchical models are threefold.
• Need in statistical image modeling for algorithms that are able, like multigrid techniques in numerical analysis, to provide fast computations and low sensitivity to initial conditions and distracting local minima.
• Need for statistical models that are able to capture the intrinsic hierarchical nature of data (fractal images and signals, multiscale phenomena such as turbulence, etc.). • Need for efficient tools able to process multimodal data that, in many applications, come in ever increasing volumes, with a variety of resolution and spectral domains (e.g., multispectral and multiresolution satellite images in remote sensing). Three main types of approaches have been investigated:
• approaches related to the renormalization group theory from statistical physics, that derive reduced probabilistic models from a given original spatial model and fine-tocoarse deterministic or stochastic transformations [13] , [20] , [30] , [32] , [42] ; • multigrid-like approaches in which the inference is conducted within decreasingly constrained subsets of configurations [24] ;
• modeling approaches that aim at defining right away hierarchical models on trees [4] , [15] , [31] , [34] or on other hierarchical graphs [8] , [29] . The models we investigate here are of the third kind, since they are specified on a hierarchical graph. They are thus manipulated as a whole, leading to a unique statistical inference problem instead of a sequence of multiresolution problems loosely related. Apart from its simplicity, the tree yields in-scale causality properties allowing fast noniterative inference procedures. Chou et al. [7] have thus defined Gaussian models on dyadic trees for monodimensional signal modeling. They derive noniterative estimation procedures on the dyadic tree, corresponding to Kalman-type filtering through scales. The theoretical study of in-scale causal autoregressive models has been conducted on infinite -adic trees [1] . The Gaussian representation has been extended by Luettgen et al. [34] - [36] on the quadtree; it has been applied to various tasks in early vision such as the estimation of optic flow [34] , the recovery of sea-surface height [16] , or the reconstruction of surfaces [15] .
Whereas the previous models are Gaussian (hence, continuous and linear), Bouman and Shapiro [4] worked at designing discrete (nonlinear) models on the same hierarchical structure. They also introduced a new Bayesian estimation criterion, the "sequential MAP" (SMAP) criterion, which is better suited to hierarchical modeling than the standard MAP criterion (the SMAP is described in Section IV-C). They derived a noniterative inference procedure on the quadtree that computes an approximate SMAP estimate. This procedure requires two passes on the tree, and is applied to image classification, segmentation, and inspection problems [4] , [46] .
It should be mentioned that the quadtree structure induces nonstationarity in space (the distribution at leaves is not shift-invariant since the correlation between two variables depends on the "distance" to their common ancestor in the tree). This may result in block artifacts in the final estimates. The blocky aspect of the estimates has been reported by all authors [4] , [7] , [15] , [16] , [31] , [34] . Several techniques have been proposed to alleviate such undesired effects (e.g., a posteriori smoothing [34] , definition of tree structures with overlapping data leaves [25] ). We do not deal with this issue here, although these techniques could probably be extended to the models and algorithms described in this paper.
Another way to circumvent block effects consists in using hierarchical graph structures that are more complex than mere trees. Unfortunately, the practical advantages of the tree structure are then partly or completely lost. Bouman and Shapiro [4] add for instance inter-level edges to the original quadtree to get a more interleaved structure that avoids, at least partially, block artifacts. Exact inference on this new graph structure leads to iterative algorithms, but an approximate noniterative method is proposed by the authors. Kato et al. [29] consider a more complex graph in which the original quadtree is combined with a spatial lattice neighborhood at each level. This results in an interleaved model whose manipulation is iterative, with a complexity per pixel even higher than the one exhibited by standard spatial models. The inference is conducted using a modified annealing procedure where temperature is kept high at the coarse levels of the structure. This approach provides excellent classification results but is computationally demanding: one of the advantages of hierarchical approaches (i.e., reduction of the computational complexity) is lost in this case [8] , [29] .
In Section IV, we derive three noniterative algorithms that provide fast MAP, SMAP, and MPM estimates on the quadtree. These estimates are exact in the case of MAP and MPM and their quality should be considered as satisfactory in many applications. In the next section, we first recall the main properties of the discrete Markov model on the quadtree and introduce some necessary notations.
III. MARKOV MODELS ON THE QUAD-TREE

A. Problem Statement and Notations
We consider a standard inverse problem in which one attempts to estimate the "best" realization of some hidden variable set given another set of observed variables which is somehow related to the former one. As usual in statistical approaches, and are viewed as occurrences of some random vectors and whose Markovian independencies can be represented by an independence graph [48] : the components of vectors and (i.e., the random variables) are attached to a set of nodes, and any two nodes are not neighbors if they support two random variables that are independent given all others. Equivalently, the joint distribution factorizes as a product of "local" functions in such a way that two nodes are neighbors if they support two random variables that simultaneously appear in a same factor of the decomposition. As for itself (i.e., the prior model), this graph is often the regular rectangular lattice that fits the grid of pixels, and that is equipped with a four-or eight-neighborhood system. The structure of the joint model is then usually obtained by attaching one observation node (corresponding to one component of ) to each node of the latter prior graph.
It turns out that inference of given is all the more computationally demanding since the independence graph is complex. In most cases, iterative algorithms are required, and their speed of convergence decreases as the number of cycles in the graph gets larger.
For both computational and modeling reasons which will become clear later, we consider here a particular hierarchical graph structure, namely the tree. The components of are thus assumed to be indexed by the nodes of a quadtree (see Fig. 1 ), i.e., a tree in which each node (apart from the leaves) has four off-springs. We now introduce a few notations.
The set of nodes of the tree is denoted , and its root is referred to as site . Any node different from has a unique parent node denoted , where superscript "−" recalls that the resolution (or depth) decreases when going from a node to its parent. Conversely, the set of the four children of any node that is not a leaf is denoted . A descendant stemming from is a node such that belongs to the unique chain that joins to the root. The set of descendants of , including itself, is denoted . The nodes belonging to the same "generation" from the root form the "resolution level"
of the tree. The coarsest level reduces to the root node:
. The last level (the "finest" resolution) is for some positive integer . These different notations are summarized in Fig. 1 (where, for graphical convenience, the second quadtree has been represented by a dyadic tree).
B. Statistical Modeling
We now come back to random vectors and which are assumed to be discrete. The components of random vector are indexed by the nodes of , and take their values in a discrete set . In particular, one can define the restriction of to level
. The restriction to any other site subset will be denoted by . Similar notations stand for occurrences of : a configuration is a vector from configuration set , which may be partitioned as
. In classification problems, for instance, each random variable takes its values in a finite set of class labels
, where is the total number of classes, and each corresponds to a possible classification at resolution level .
In the same way, the observation vector is assumed to be indexed by . Data are often grey level images, each component of taking for instance its values within . In practice (especially, when the inverse problem concerns a single image), such observations are often available at the finest level only. This is however not always the case, for instance in the classification of multiresolution data [31] . In the following we consider that measurements (possibly multidimensional, as in multispectral classification) are available at each node , with state space . All derivations can be easily extended to other cases, when data concern only some subset of nodes.
We now make further statistical assumptions about the couple of random vectors . 1 The two first assumptions concern the prior model (that is ), while the third one specifies the statistical interactions between and .
• Markov property over scale: the partition is a first order top-down Markov chain (1) • The transition probabilities of this Markov chain factorize such that the components of are mutually independent 1 Throughout the paper, except in ambiguous cases, we shall denote P the joint distribution of (X; Y ) [thus P(x; y) = P(X = given . Furthermore, for each node in , the conditioning in reduces to a dependence with respect to its parent only (2) • For the observation model , we assume a standard site-wise factorization of the form (3) which means that the components of are all mutually independent given , and that for each of them, the conditioning w.r.t. is equivalent to only conditioning w.r.t. the component of at the same node. If the observation actually does not exist, one has to replace by one, for any . Gathering (1)-(3), one gets the following factorization of the joint distribution (4) which is entirely defined by the root prior , the parent-child transition probabilities , and the data conditional likelihoods . This factorization implies that is a Markov random field with respect to the quadtree (for the prior distribution) with, in addition, data sites in one-to-one correspondence with the former nodes (see Fig. 2 ). Note that the nodes respectively associated to and to are both referred to as " ." This graph is the independence graph of , as defined in [48] . This graphical interpretation and reading of factorization (4) has one key advantage [48] : it neatly captures all conditional independencies among the components of the joint random vector in terms of graphical separation [provided that for any joint configuration ]: if a node subset separates two other disjoint node subsets and in this independence graph (i.e., all chains from to intersect ), the random variables associated to and are independent given the variables associated to . This corresponds to factorization and to conditioning reduction . This property is particularly powerful for independence graphs corresponding to trees. Indeed, each node of the tree that is not a leaf separates the whole graph into at least two parts: given , any set of variables within one of the parts is independent from any other set of variables within one of the other parts. This will be the most important property that makes all coming derivations possible.
IV. INFERENCE ALGORITHMS ON THE QUADTREE
We now consider the problem of inferring the "best" configuration of from the observed data . The standard Bayesian formulation of this inference problem consists in minimizing the expectation of some cost function , given the data (5) where penalizes the discrepancy between the estimated configuration and the "ideal" random one.
In this section, we introduce three inference algorithms for the discrete quadtree-based model corresponding to three different cost functions. These algorithms provide respectively the exact MAP estimate, the exact MPM estimate, and an approximation of the SMAP estimate introduced by Bouman and Shapiro [4] .
A. MAP Estimation
The Viterbi algorithm is a standard technique for computing the MAP estimate of hidden Markov models (HMM's) whose prior part is a chain [18] . This algorithm is widely used, for instance, in speech recognition [14] , [38] . We describe here an extension of Viterbi algorithm, which computes the exact MAP estimate of given on the tree. This extension has been independently introduced by Dawid in the context of probabilistic expert systems [11] , and by Laferté et al. in the context of discrete image modeling [31] . The proposed algorithm is noniterative and requires two passes on the tree.
The cost function associated to the MAP criterion is (6) where δ is the Kronecker delta function. The corresponding Bayesian estimator is readily obtained (7) and corresponds to the mode of the posterior distribution . Using Bayes' rule and the separation property on the tree, conditioning w.r.t. yields
This factorization permits to split the maximization of the joint distribution w.r.t. the entire set of hidden variables into separate maximizations w.r.t. to , and d ,
A similar factorization can be used recursively to separate variable from other variables in the maximization w.r.t. d . This yields the following bottom-up recursion of maximizations
with the maximizer in being a function of parent variable (9) If MAP component is known for the parent of , then this function allows one to deduce the MAP estimate for , which is . Hence, as in the standard Viterbi algorithm, the whole MAP estimate can be recovered component by component, in a top-down pass where one has simply to read look-up tables which have been built during the bottom-up sweep according to (9) . The Viterbi algorithm on the quadtree is thus conducted in two passes that are summarized in Fig. 3 .
The simplified notations and should not conceal that both functions also depend on data vector d , supported by and its descendants.
In practice, the quantities may be so small that the usual precision of computers is not sufficient (underflow is a common problem in Viterbi algorithms). The whole procedure is thus implemented by computing the logarithm of the probabilities (sums of possibly large negative numbers are thus handled instead of products of tiny positive factors).
B. MPM Estimation
It is well known that MAP cost function, which penalizes the discrepancies between configurations without any consideration about how much different these configurations are, provides an estimator that may exhibit undesirable properties. The following cost function is generally better behaved:
The resulting Bayesian estimator is the mode of posterior marginals (MPM) estimator which associates to each site the most probable value given all the data (11) This estimator requires the computation of the posterior marginals from the original joint distribution . This is generally a difficult issue since each of these functions should be obtained by simultaneously integrating out all . However, the tree structure allows once again to design a noniterative method to solve the problem.
The standard two-sweep "forward-backward" algorithm which has been introduced by Baum et al.for chain-based models [2] , can be directly extended to trees. Different versions of such an extension have been introduced in the context of so-called graphical models and belief networks (used in multivariate statistics and artificial intelligence) [26] , [27] , [33] , [39] , [45] , [48] , as well as in signal processing domain [9] .
Unfortunately, we found them difficult to use for the large image inverse problems we are dealing with. As a fact, the first propagation sweep that they are all based on, recursively computes subtree data likelihoods of the form d . In case of large quadtrees, the number of data components in d rapidly grows as the upward sweep proceeds, yielding probabilities that are so small, that their practical manipulation on computer becomes difficult (underflow problem). In some of the above mentioned algorithms, this problem risks also to plague the downward recursion (e.g., when it is based on joint laws of type d as in [9] ). Although it is possible to design proper normalization to alleviate the difficulty when using such procedures [41] , we now introduce an alternative two-sweep procedure that allows to compute posterior marginals in a "safe" way.
The starting point of our original procedure lies in the expression of the posterior marginal as a function of the posterior marginal at parent node 
The first factor (corresponding to the prior child-parent probability transition) on the right hand side is easily derived from , where is part of the prior specification, and the prior marginals are computed using a simple top-down recursion: . An upward recursion allows to compute the partial posterior marginals
where " " means that equality holds up to a multiplicative quantity which does not depend on . Note that the product over the children set is actually absent at the leaves of the tree ( ), i.e., at the recursion start. The final result is obtained up to a normalization constant which is easily computed since one deals with single-variable distributions over a finite state space. At the root, the complete posterior marginal is eventually obtained, and, on the way up to the root all site-wise and pair-wise partial posterior marginals d and d are computed using (13) and (14) . The whole procedure is summarized in Fig. 4 .
C. Sequential MAP
Although the MPM criterion seems to be more appropriate than the MAP criterion in terms of underlying cost functions, MPM and MAP cost functions do not take into account the location of estimation errors in the hierarchical quadtree structure. Bouman and Shapiro introduced the following cost function [4] : (15) where term is exactly the MAP cost function applied only to levels 0 to . The estimator associated to this weighted combination of partial MAP cost functions has been named "sequential MAP." The higher a node on the tree, the more numerous penalty terms it is involved in. Penalties thus increase when the resolution decreases, which seems to be a sensible requirement.
Contrary to the standard MAP estimator, the novel estimator defined by cost function (15) is however not easy to explicit. Bouman and Shapiro propose a noniterative inference 2 Since this upward recursion propagates partial posterior marginals P(x jyd ), which are univariate distributions, the underflow problem evoked at the beginning of Section IV-B is thus not encountered here. Note that our two-sweep algorithm can be seen as the exact discrete analog of two-sweep smoothing RTS algorithm for Gaussian state-space models (introduced by Rauch et al. for chain-based dynamical models [43] , and then extended by Chou et al. on tree-based dynamical models [7] ), where Kalman-type filtering propagates normal distributions P(x jy d ) within the upward pass.
algorithm for computing approximate SMAP estimates, in the case of scalar data defined at the finest resolution only. This algorithm is easily extended in our case where data vectors may be available at all resolutions. The inference is then performed with the following top-down recursion: 
This is the extension to trees of "forward" sweep designed by Baum et al. on chains [2] . As discussed in Section IV-B, these computations are unfortunately plagued by underflow problems since the probabilities become extraordinary small as the number of data components increases. We suggest to use instead the upward recursion that we have introduced for the MPM estimation (see Section IV-B). This recursion actually provides the distributions 
D. Experimental Results: Supervised Classification
In order to validate the different estimation algorithms on the quadtree and to get some insight into their properties, we have conducted a number of experiments in image classification. Supervised classification aims at assigning the observed pixels to predefined classes, based on intensity or texture criteria. A class is associated to a region of the image plane which is not necessarily connected, but in which intensities share a similar statistical behavior (in terms of some prescribed model). We have chosen a simple model, where each class is characterized by a Gaussian model, defined by a mean vector and a variance-covariance matrix. For a same class, these parameters can be different from one resolution to another. Each class is then defined by where is the mean vector at level (data is -dimensional at that level), and designates the associated variance-covariance matrix. The point-wise conditional likelihoods are represented by where the data are assumed to lie in , although they are in practice within the discrete set . We assume here that the number of classes is known, and that the parameters associated to each class are obtained by some preliminary supervised learning step.
For the prior distribution on the quadtree, we have adopted the Potts-like distribution used by Bouman and Shapiro [4] . This , and uniform prior is chosen at root . For easier parameter tuning, we actually kept independent from level in our experiments. The value of the unique prior parameter θ was then set to 0.9. Note that for this in-scale homogeneous prior with a single parameter, marginals are obviously uniform at all nodes of the tree. Hence, the preliminary sweep from the posterior marginal computation algorithm becomes unnecessary, and computations in both upward and downward sweeps are simplified by equating all with . In the following, we denote H-MAP (hierarchical MAP) the exact MAP estimate associated to the model on the quadtree and obtained as explained in Section IV-A. Similarly, H-MPM stands for the exact MPM estimate, computed as shown in Section IV-B, and H-SMAP stands for the generalization of the SMAP presented in Section IV-C. In the case of single-resolution data, we can compare these three estimates with the approximated MAP estimate of a standard lattice-based classification model. This lattice-based model is defined with the same data likelihood as the hierarchical representation, and is based on a Potts prior on a first-order neighborhood [19] . This nonhierarchical MAP estimate can be obtained iteratively either by simulated annealing (we denote the resulting estimate by NH-MAP), or by a deterministic ICM algorithm [3] whose final classification will be referred to as NH-ICM. These two nonhierarchical iterative algorithms are stopped when the number of actual updates, after a complete sweep of the image, falls below a given threshold (one per 1000 of the total number of pixels). The cooling schedule in the simulated annealing procedure is defined as where is the initial temperature, set to 100 and stands for the current number of image sweeps.
The performances of the different methods are first evaluated on synthetic images with known parameters (i.e., the number of classes and the parameters of each class) and ground-truth. In this case, only one full resolution scalar data image is used. We report the rates of correct classification and the required cpu times on a SunSparc 10 workstation (see Table I As expected, the deterministic nonhierarchical ICM method is very sensitive to noise, and shows fast convergence toward poor estimates. For both images, this method provides the worse rate of correct classification. Its stochastic counterpart, NH-MAP, behaves quite well for low noise levels, but tends to "over-smooth" the estimate as the level of noise increases (as often noticed). In any case, it is, by far, the slowest inference procedure. Better results could probably be obtained with NH-MAP by using slower temperature schedules, but this would result in an even longer estimation time. The three noniterative estimators on the quadtree provide a good compromise between the quality of the results and the computational load. In particular, on the second image, they provide the best classifications compared to the two nonhierarchical inferences, and are 30 or 80 times faster than simulated annealing. 3 Not surprisingly, block artifacts can be noticed in the classifications provided by quadtree-based inferences. Although visually disturbing, these artifacts have no real impact on the correct classification rate. The boundaries of regions are also poorly recovered by nonhierarchical methods, but the less structured nature of errors makes them less noticeable at the first glance.
To illustrate the ability of hierarchical models to deal with multiresolution data, we have also implemented another classification experiment on real airborne images. The scene, obtained in the visible range, represents the Mississippi and the Missouri rivers during the historical flood of June 1993. A classification into four classes ( ) has been considered: one class for each river, one class for the urban areas, and a fourth class for forests and swamps. Apart from its semantic meaning, this classification is supported by homogeneity properties observed within each class. Two resolutions levels were created, corresponding to images of sizes 512 × 512 and 128 × 128 (right side of Fig. 7) . The three hierarchical algorithms inferred the classifications from the two data sets at levels and of the quadtree and provided comparable results. We only display in Fig. 7 the classes obtained with the Viterbi algorithm (corresponding to an exact MAP estimate on the quadtree). As can be 3 The noniterative nature of algorithms on quadtree amounts to a constant per-point complexity whereas for iterative inference with grid-based models the per-point complexity grows with grid size. More precisely, the total complexity of one of the two-sweep algorithms on a m-leave quadtree is O(M(4m 0 1=3)), whereas the complexity of typical iterative inference on m-site grid S is O(mM) per iteration, the average number of required iterations being an increasing function of the sizes of state space 3 and of finest resolution image support S . seen, the blocky artifacts are hardly visible on these real-world images. The impact of data fusion is demonstrated by comparing these results with the four-class classifications obtained with only one image [ Fig. 8(a) ]. The fact that the two rivers are quite distinct on a low-resolution image allowed to keep them distinctly classified at all the levels of the tree, including the finest ones, although they are hardly distinguishable on finest resolution image. Using only the latter image does not allow to discriminate the two rivers. This simple experiment indicates; i) that the most discriminant information (if any) can be accessed at whatever resolution it is and ii) that this information can then be used within tree-based framework to improve statistical inference all over the structure (not only at or around concerned resolution). As for computation load, the H-MAP took 1 min 40 s on the same workstation as before.
V. ESTIMATING PARAMETERS ON THE QUADTREE
In the previous section, we have assumed that both the prior parameters (root prior distribution, parent-child transition probabilities) and the data likelihood parameters (variances and expectations for each Gaussian class) were known for the model on the quadtree. We have thus dealt with supervised inference problems. However, since the exact value of theses parameters is often critical, and since their manual tuning is usually difficult, automatic methods for estimating the model parameters are highly desirable.
It is known that estimating parameters of probabilistic models in large inverse problems is generally involved, because only is observed, while remains hidden (this is often called the "incomplete data" problem). To cope with this problem, the standard maximum likelihood framework has been extended to the incomplete data case, through the expectation-maximization (EM) algorithm [44] . The EM algorithm is an iterative procedure that increases the likelihood of observed data at each step, based on the posterior distribution relative to the previous parameter estimate. These techniques are quite convenient in the case of mixtures of distributions for which they have been originally designed. However, they turn out to be extremely cumbersome for standard lattice-based MRF models [6] . As we shall explain, the hierarchical model on the quadtree allows to dramatically alleviate this problem, without reducing the quality of the estimates. Note that Bouman and Shapiro have proposed an EM algorithm on the quadtree model, for the estimation of the single parameter of their specific prior classification model [4] . In the following, we introduce a comprehensive procedure for estimating all prior and data likelihood parameters of any discrete model on the quadtree.
A. Background on EM-Type Algorithms
Let be the parameter vector involved in the joint distribution denoted . The likelihood of data is defined as , and the maximum likelihood estimate (MLE) of is then (18) The data likelihood is in general not computable [due to a summation over all possible configurations:
], or at least not available in closed form as a function of . For that reason, EM uses the expectation of the joint likelihood function taken w.r.t. the posterior distribution, with the current parameter fit (19) The new estimate is then ideally chosen by maximizing function , yielding the genuine EM step • Expectation (E) step: compute function ; • Maximization (M) step: update (20) It can be shown that this iterative procedure ensures that the data likelihoods are increasing: the procedure converges toward a local maxima or a saddle point of the likelihood function [44] . Unfortunately, the estimate at convergence is generally highly dependent on the initial parameter fit and convergence is usually very slow. Apart from these problems, two other technical difficulties arise, which make the implementation of the EM steps difficult: 1) the joint distribution is usually only known up to a normalization constant that depends on and 2) the computation of the conditional expectation by summing over all possible configurations is generally intractable.
Attempts to cope with the above mentioned problems have originated several variants of the original EM algorithm. In order to avoid dependence w.r.t. the initial estimate, a stochastic version of the EM algorithm called SEM has been proposed (see [5] for a review). Besides, the computation of the expectation may be done approximately using Monte Carlo Markov Chain (MCMC) techniques based on samples drawn from the posterior distribution [47] . The resulting Monte Carlo EM (MCEM) actually includes SEM as a special case. These methods can become extremely time consuming since they resort to iterative Monte Carlo procedures within each EM step.
For standard noncausal MRF models, the prior distribution is usually known up to a multiplicative constant which depends on and is not computable. A standard solution to circumvent this problem in the computation of function is to replace the joint likelihood by the so-called pseudo-likelihood with , where designates the neighborhood of in the chosen independence graph [6] , [49] . A "global" likelihood is thus replaced by a sum of "local" likelihoods. Based on this principle, Chalmond developed a Monte Carlo "Gibbsian-EM" algorithm for image classification [6] . The "Gibbsian-EM" algorithm iteratively estimates the parameters of data likelihoods along with those of the spatial prior model. The Monte Carlo sampling used to approximate the expectations actually yields approximation of both pair-wise and site-wise posterior marginals. The latter approximations can be used to get approximate MPM estimates of , simultaneously with the estimation of parameters. Due to the slow convergence of the iterative Monte Carlo procedure, the whole procedure is expensive. Besides, the substitution of the likelihood by the pseudo-likelihood does not guarantee the convergence of the procedure, even to a local minima.
The different problems that arise when EM algorithms are applied to standard lattice-based MRF models, are not encountered in the special case of tree-based models where there is no unknown normalization constant (partition function), and local posterior marginals can be computed exactly. For the particular case of models on chains, Baum et al. have thus been able to develop a parameter estimation algorithm which makes use of noniterative EM steps [2] . This classical algorithm is now widely used in speech recognition for instance [14] , [38] , as well as in chain-based image analysis [21] . Based on the extension to trees of Baum's forward-backward algorithm for computing posterior marginals (see Section IV-B), EM technique has been naturally used for discrete tree-based models in artificial intelligence, multivariate statistics, and signal processing [9] , [23] , [45] . The EM approach we propose differs from those methods in that it relies at each -step on the original posterior marginal computation technique introduced in Section V-A. In addition, taking advantage of the sampling facilities offered by tree-based models, we introduce an efficient MCEM algorithm on trees which improves learning performances at a reasonable extra computation cost.
B. EM Algorithm on the Quadtree
Let us consider again the joint model introduced in Section III. Each discrete random variable takes its value in , while the corresponding measurement is discrete or continuous, with state-space . Making the dependency w.r.t. to the model parameters explicit, the joint distribution may be expressed as There is no unknown normalization constant in this case, and the expectation in the -step reduces to (21) In the case of discrete data state space , the most general parameterization of the model is defined by the different probabilities appearing in the latter factorization:
• prior root probabilities: ; • prior parent-child transition probabilities which are assumed to be independent of the resolution level: 4 , ; • site-wise conditional data likelihood probabilities, which are here supposed to depend on the resolution level: , . In this case, the parameter vector to be estimated is , with the constraints: (22) The expectation in the -step (21) becomes: (23) where , and . With this discrete setting, it is possible to implement the exact EM algorithm, i.e., both the expectation and the maximization may be conducted without any approximation. This requires the exact computation of site-wise and pair-wise 4 This stationary assumption for the causal prior could be discarded by making transition probabilities depend on concerned level n, akin to data likelihoods.
This however seemed to us as not desirable in practice, due first to the rather reduced amount of information on which each of these parameters would then be based (at least for n close to N, i.e., for smaller levels), and second to the increase of complexity that would result from this over-parameterization. Hence, we preferred to keep the parameterization reasonably parsimonious by not using this degree of freedom.
posterior marginals appearing in (23) . We have already seen in Section IV-B how the site-wise posterior marginals may be computed within two passes on the tree. 5 The pair-wise marginals are obtained from the same downward computation (12) d d
For a current parameter fit , it is thus easy to get , and and then to perform the maximization of subject to the constraints (22), using Lagrange multiplier techniques. One gets the following -step update:
In unsupervised experiments (Section IV-D), we will use prior parameterization involved in (25) . Note, however, that for the simplified prior model used in Section IV-D where prior parent-child probability transitions (17) are defined by a single parameter at level , previous -step is readily adapted. The constrained maximization of w.r.t.
provides the following updating in this case: (26) instead of (25) . If in addition is kept independent from level , then the update of unique parameter is (27) In the case of continuous Gaussian data model we use in our experiments, the estimation of function is replaced by the estimation of the mean and covariance matrix , for each value of . The update of prior parameters remains unchanged, and the update of the Gaussian parameters is obtained by multivariate regression (28) The two-pass posterior marginal computations and parameter updates are iterated until convergence is reached. Initialization and convergence criteria will be discussed in Section V-C. Once the parameters are estimated, the inference of given can be conducted according to one of the methods described in Section IV, but the MPM estimator is preferred since the posterior marginals are available as a by-product of the EM algorithm.
C. MCEM Algorithm on the Quadtree
A stochastic version of the EM algorithm may be useful in case of bad convergence of the exact deterministic EM algorithm. The principle of MCEM (which admits SEM as a special case) is to draw samples from the posterior distribution for the current parameter fit, and then to make estimations based on these samples. More precisely, under proper ergodicity assumptions, the posterior marginals may be estimated by Denoting now by and these ergodic approximations, the expectation to be minimized may be approximated by With these notations, the constrained minimization leads to the same update (24) and (25) as for the exact EM algorithm. Although noniterative, the preliminary computations needed to factorize the posterior distribution (29) induces a significant additional cost in the MCEM method. Heuristics may be used to alleviate this extra cost by implementing an approximate sampling from the posterior distribution. The simplest one, which is often used in Markov chain models, consists in replacing d by which is a product of known distributions. This gross simplification (which amounts to taking into account data only at and at its ancestors, when drawing samples at node ) only makes sense when there are actually data all along the paths joining the root to the leaves. This is uncommon in image analysis problems in which only a few resolution levels generally support data. If, e.g., data are only available at , then only samples at the finest level would be data dependent, all the others being driven by the causal prior. A more sensible heuristic, we actually used in our experiments, consists in building a multiresolution data set from the original data set, at locations on the tree where data are missing. Missing data are recovered by low-pass filtering and down-sampling the original data, and the above mentioned approximation is then applied to the full data set. It is thus possible to produce approximate samples from tree-based model at a moderate cost (compared to Monte Carlo methods, such as the Gibbs sampler used to produce samples from noncausal models). These samples may be used within the MCEM algorithm, which is expected to be more robust than the standard EM algorithm on the same hierarchical structure.
D. Experimental Results: Unsupervised Classification
We present experimental results in unsupervised classification, both on synthetic and natural images. As already explained, the unsupervised classification algorithms estimate the number of classes , the partition of data into classes, the parameters of the different classes (for a Gaussian model here), as well as the parameters of the underlying prior model. We report the results obtained by EM and MCEM on the quadtree, referred to as H-EM and H-MCEM, respectively. We compare these hierarchical schemes to two standard nonhierarchical unsupervised classification methods, also relying on a Gaussian model of luminance. The first one is the Gibbsian EM approach proposed by Chalmond [6] , based on Gibbs sampling and on a pseudo-likelihood approximation of spatial Potts prior (with nearest neighbors interactions); the second one is a plain MCEM method applied to a mixture-based modeling with no interacting prior [47] (i.e., is taken as ; the prior is then parameterized by the mixture proportions and the posterior distribution is a product of independent monovariate distributions). We shall refer to this method as "mixture MCEM." The comparison with this latter (noncontextual) method will highlight the importance of Markovian prior in the classification task.
The initialization for the class parameters is the same for all algorithms. It is provided by a simple analysis of the finest resolution data histogram. The number of classes, , is estimated as follows.
is first initialized by a large number; then, at each iteration, classes whose number of occurrences falls under a given threshold are removed, and the number of classes is updated accordingly. For all procedures, the stopping rule is based on the rate of change of the Gaussian likelihood parameters. More precisely, the EM procedures are stopped when , with in our experiments. The first test image involves various geometric shapes [ Fig. 9(a) ]. The luminance within each class follows a scalar Gaussian distribution with means and variances indicated in Table II . The histogram of the image is shown in Fig. 9(b) . As can be seen, the histogram only exhibits three or four visible modes, whereas the actual number of classes is five [see the ground-truth in Fig. 9(c) ].
The EM algorithms on the quadtree were all able to recover the right number of classes. However, to simplify the comparison between methods, we report the results obtained by the four methods, when run with a number of classes forced to five. The Gaussian parameters estimated for each class are given in Table III . The corresponding MPM classifications are displayed in Fig. 9(d)-(g) . Table III shows the computation load of each method, along with the rate of good classification. These results first demonstrate the significant computation saving allowed by algorithms on the quadtree, compared to Gibbsian EM on the lattice. Exact EM on the quadtree is, as expected, the fastest algorithm, since it does not require any sampling. On the other hand, as a deterministic procedure, it requires a good initialization (this was the case here). The two hierarchical methods provide the best results in terms of accuracy of the parameter estimates and in terms of quality of the associated MPM classification. One can notice, for instance, that Gibbsian EM is not able to discriminate two disks that actually belong to two different classes (see Fig. 9 (e) and Table II) . As a matter of fact, the estimated variances obtained on classes 1 and 3 with this approach are quite large, while the estimated mean of class 1 is strongly biased. The classifications obtained with the noncontextual mixture EM method are very poor, as expected.
We finally illustrate the hierarchical EM algorithms on a real-world microscope image representing transverse sections of muscle fibers [ Fig. 10(a) ]. As before, the same initial state has been specified for all algorithms: the number of classes was fixed to four ( ) and the model parameters were initialized by histogram-based estimation methods. It turns out in this case, that the initialization is poor [see Fig. 10(b) ], and both Gibbsian EM and H-EM remain stuck in undesired local minima. These deterministic methods are for instance unable to discriminate the white background from some light cells [ Fig. 10(d)-(e) ]. This is not the case for the stochastic EM on the quadtree H-MCEM, as can be seen in Fig. 10(f) . This illustrates again the sensitiveness of deterministic EM algorithms to initialization, and shows that the inference may take advantage of the low-cost random sampling provided by H-MCEM. Once again, the noncontextual mixture EM method provides a "noisy" classification, close to the initialization [ Fig. 10(c) ].
VI. CONCLUSION
We have introduced a family of algorithms for supervised and unsupervised statistical inference on the quadtree. These algorithms, based on nonlinear discrete causal Markov representations, have many potential applications in early vision and inverse imaging problems. Hierarchical MAP, MPM, and SMAP estimators have been developed on the quadtree, as well as EM and MCEM procedures for the unsupervised estimation of the parameters of these models. The performances of these hierarchical inference algorithms have been assessed and compared to standard (noncausal) spatial approaches in an image classification problem. Preliminary experiments have demonstrated that gains may be expected from these new approaches, not only in terms of computation load, but also in terms of estimation quality. The block artifacts, which are induced by the spatial nonstationarity of the quadtree structure, do not seem to be detrimental on real images.
We believe that hierarchical tree-based models could become an appealing alternative to standard Markovian or energy-based models supported by spatial grids. They dramatically reduce the computational load, especially in unsupervised problems, in which noncausal spatial models are often intractable. Besides, these hierarchical models are well suited for the Bayesian processing of multiresolution data. In multiresolution image classification problems, for instance, they enable a consistent fusion of all available data.
Further investigations on these models should deal with more complex hierarchical structures, while preserving the computational advantages of the quadtree. Nonlinear continuous representations (which may arise from the mixing of discrete and Gaussian models on the tree) would also be worth considering in a future work.
