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Abstract 
 
Aromatic molecules, especially polycyclic hydrocarbons, form a key cornerstone of molecular 
photophysics and have led to the identification of most of the main concepts, including excimer and 
exciplex formation. Derivatives of these compounds, most notably those including heteroatoms in the 
molecular framework, have expanded the field and provided many important applications. As such, 
the subject remains vibrant and progressive and there remains considerable interest in understanding 
the fundamental photophysical properties of aromatic molecules in solution and solid phases. In this 
thesis, we report the photophysical and photochemical properties of selected aromatic molecules 
with the intention of exposing the underlying environmental effects. The compounds have either been 
synthesized by specialist research groups or obtained from commercial sources.  
Chapter 1 presents a summary of the photophysical properties of aryl hydrocarbons and considers 
some of the better known examples of how selective substitution affects these properties. The 
chapter draws heavily on literature citations and seeks to introduce some of the subtleties of the field, 
focussing on fundamental aspects. The key objective is to enquire into how small structural changes 
influence the photophysics of these molecules and to consider the further effects caused by a change 
in environment. Basic theoretical considerations, such as the energy-gap law and the Strickler-Berg 
expression, are covered and the importance of spin-orbital coupling is highlighted. 
Chapter 2 is the first discussion chapter and deals with the structural dynamics and barrier crossing 
observed for a fluorescent O-doped polycyclic aromatic hydrocarbon. These materials are finding 
increasing applications in the emerging field of molecular-based organic electronics. It is shown that 
the oxygen atoms incorporated into the molecular backbone introduce unexpected flexibility such 
that the molecule functions as a fluorescent rotor. Temperature- and viscosity-dependence studies 
are used to calculate torsional barriers for the target molecule. 
Chapter 3 continues the discussion by way of considering the quest for highly fluorescent 
chromophores and introduces 1H,3H-isochromeno[6,5,4-mna]xanthene-1,3-dione. This compound, 
synthesized in-house, shows classical photophysical behaviour and has been studied in a range of 
organic solvents and at different temperatures. As a small molecule, with a relatively high dipole 
moment, this highly planar, rigid dye absorbs at around 420 nm, which is ideal for excitation with a 
blue laser diode, and is extremely stable towards prolonged illumination. Under near-UV excitation, 
the dye readily sensitises free-radical polymerisation, forming a plastic film with excellent optical 
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transparency. Weakly structured emission is observed with a small Stokes' shift and remains 
essentially insensitive to changes in solvent polarity. For example, in tetrahydrofuran the fluorescence 
quantum yield is 0.96 while the excited-singlet state lifetime is 7.4 ns. Quantum chemical calculations 
provide further insight into the electronic nature of the dye in solution. 
Chapter 4 represents a departure from the above approach and considers the fluorescence quantum 
yield of cresyl violet, a well-known emission standard for the red region. It is shown that this 
compound is highly susceptible to self-association in all solvents other than the smaller alcohols. The 
fluorescence quantum yield depends markedly on concentration, solvent polarity, temperature, etc. 
and we have attempted to quantify these various factors. The photophysical properties of cresyl violet 
are highly complicated and great caution should be exercised when using this compounds as a 
reference for fluorescence quantum yields. 
Chapter 5 describes exciton migration and surface trapping for a photonic crystal displaying charge-
recombination fluorescence. The compound of interest is highly polar and the emission properties in 
solution depend markedly on the polarity of the surrounding solvent. Somewhat unusually, single 
crystals of this compound are reasonably fluorescent under near-UV illumination due to relatively slow 
charge recombination. The crystal can be doped with Rhodamine B, but the added dye adsorbs into a 
surface layer rather than interchelating into the bulk of the crystal. Excitation of the crystal leads to 
intense fluorescence from Rhodamine B even at astonishingly low dopant levels. Kinetic studies are 
used to formulate a mechanism for exciton migration and trapping. 
Chapter 6 describes the results collected for some water-soluble food dyes. The motivation for this 
work stems from a growing awareness of the need to avoid any kind of toxic compounds when 
developing practical applications. In fact, there are many dyes that have been used in the food industry 
for centuries and are believed to be essentially harmless. The cost and inconvenience inherent to 
testing new reagents for toxicity seems certain to cause renewed interest in these ancient dyes. Here, 
we explore the kinetics for photochemical bleaching of Phloxine B, Erythrosine, and Riboflavin in 
water. Some observations are raised regarding the relative stabilities and breakdown mechanisms. 
One of the systems studied here, namely the photolysis of Erythrosine, will form the basis of an 
undergraduate laboratory practical experiment. 
Chapter 7 summarises the experimental methods used throughout this work. Materials were obtained 
through other sources but all the spectroscopic studies were completed in-house. Fluorescence 
spectroscopy has been the main workhorse and we have amplified the work by examining the effects 
of the surrounding medium on the emission properties of the target compound. Temperature has 
been varied from 77K to over 200 0C using different experimental set-ups while special adapters have 
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been designed for handling polymeric films or crystals. In all cases, the spectroscopic data were 
removed from the operating computer and analysed separately using homemade procedures. These 
are explained in the chapter. 
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Chapter 1. 
 
Introduction 
 
 
 
PROFESSOR CIAMICIAN IS OFTEN REFERRED TO AS THE FATHER OF PHOTOCHEMISTRY BECAUSE OF HIS PIONEERING 
EXPERIMENTS IN ITALY USING THE BRIGHT SUNSHINE. 
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1.1 Background 
 
Photochemistry has been a recognised branch of science for several hundred years and began as a 
serious topic with the rooftop experiments of Ciamician in Italy between 1900 and 1914. His first 
publication in this new area was published in 1886 and was titled "On the conversion of quinone into 
quinol.1 This type of outdoor research was continued in Egypt by Alexander Schönberg in the late 
1930s. Schönberg, an exiled German scientist, used the endless sunshine of Cairo to drive his 
experiments.2 Later, photochemistry moved indoors and made use of steady-state illumination 
provided by arc lamps. The laws of photochemistry began to appear during the early part of the 
twentieth century and a major advance followed the discovery of the triplet-excited state by Lewis 
and Kasha in 1944.3 Indeed, Kasha played a massive role in shaping the fundamental nature of 
photochemistry. Recognition of long-range electronic energy transfer by Forster4 in 1948 added a new 
dimension to the subject. The notion of interactions between widely spaced molecules was nothing 
short of revolutionary at the time. Dexter5 completed the concept of electronic energy transfer by 
reporting on electron exchange at close contact. Perhaps the single most important advance was 
introduced by Norrish and Porter6 when they announced the concept of flash photolysis. For the first 
time, it became possible to identify intermediate species by way of optical absorption spectroscopy 
and to monitor their decay kinetics. This technique, which has evolved from millisecond time 
resolution to monitoring events on timescales of less than 50 femtoseconds, has provided 
photochemistry with the most advanced tools needed to decipher reaction mechanisms. We are now, 
with the work of Zewail,7 able to monitor and detect transition states. 
As photochemistry has evolved, so has our understanding of photobiology. It has been recognised for 
several centuries that photosynthesis requires light but slowly the underlying mechanisms responsible 
for plant growth have been unravelled. The reaction centres8 and light-harvesting antennae9 of plants 
and photosynthetic bacteria have been subjected to unparalleled investigation and the main 
components have been identified. Rates of light-induced electron transfer and electronic energy 
transfer have been delineated and used to suggest reaction pathways. The role of the protein matrices 
has been deduced and the energetics for the photochemical steps have been explored. We know now 
a great amount about how Nature controls the processes of photosynthesis but new discoveries 
continue to be reported. Electronic energy transfer across the Fenna-Matthews-Olsen complex,10 for 
example, is believed to involve quantum coherence. Other important processes, such as damage 
repair in DNA,11 and the discovery of fluorescent proteins12 continue to surprise the photochemist and 
to add to the mysteries of the subject. 
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Industrial photochemistry has been slow to follow the academic research but is now an important part 
of modern technology. Conducting polymers13 have been primarily responsible for the emergence of 
technological applications of photochemistry. Organic light-emitting devices14 are common nowadays 
and photodynamic therapy15 is an important tool in the fight against cancer. The urgent need for 
renewable energy sources has added impetus to the field of artificial photosynthesis. Computational 
photochemistry has also grown in stature and provides deep insight into likely reaction intermediates, 
such as conical intersections, pinhole sinks and multi-excitonic states. Excited state multiplication by 
way of singlet exciton fission16 brings further excitement to the field. 
Photochemistry is in a healthy state. There is a constant need for new fluorophores and selective 
analytical reagents. Advanced spectroscopic tools continue to appear and computational methods 
become ever more user-friendly. The power of photochemistry, especially as an energy source, has 
been appreciated by politicians and the growth of photovoltaic panels seems to be assured. It is a 
good time to be working in the field. 
1.2 Outline 
 
This thesis is primarily concerned with the fluorescence properties of organic chromophores. In fact, 
fluorescence spectroscopy is a very well established subject with a wide variety of instrumentation 
available from commercial sources. Fluorescence is one specific form of luminescence, and can be 
classified as prompt, delayed or generated. The latter form includes chemiluminescence, electro-
generated luminescence and so on. The term fluorescence was introduced by Stokes17 in the middle 
of the 19th century and the distinction from phosphorescence was made on the basis of the duration 
of the emission once the light source had been extinguished. The modern understanding of 
luminescence revolves around the Perrin-Jablonski diagram18 (Figure 1) which categorises emitting 
species according to their spin multiplicity. We now specify fluorescence as originating from a singlet-
excited state and phosphorescence as emission from a triplet-excited state. Of course, paramagnetic 
species and lanthanide ions add complications because of their involvement of multiplet states. A nice 
account of the history of luminescence has been given by Valeur and Berberan-Santos.19 It might be 
noted in passing that the area around Newcastle played an important role in luminescence since this 
is where the first emissive minerals (e.g. fluorite) were discovered. Such minerals fascinated the public 
and much of the scientific community and required great ingenuity to decipher the origin of the 
luminescence effects. It is also pertinent to mention that applications of fluorescence appeared almost 
as soon as the first materials were discovered. One such application involved the fluorescence tube 
introduced by Becquerel in 1857.20 
4 
 
 
 
                                        
 
Figure 1. Example of a crude Perrin-Jablonski diagram (left-hand side) emphasizing the spin multiplicity of the 
states. The right-hand side shows the mineral known as fluorite under room light and black (i.e., UV) light. 
Our work seeks to build on an enormous wealth of prior discoveries made in the general area of 
luminescence spectroscopy. We are concerned with several interrelated topics. Firstly, we consider 
the need for new organic fluorophores given the great number of such compounds already known in 
the literature. Then, we reflect on the special properties imported by dipolar compounds that undergo 
charge-recombination fluorescence. Thirdly, we give some thought to organic compounds that emit 
in the solid state, especially when in the form of crystals. How to quantify fluorescence by the 
ratiometric method is also considered, with reference to the red region of the spectrum. Next, we give 
some consideration to the problem of dimer formation, a process which usually loses fluorescence 
intensity. We look specifically at some dimeric fluorophores which emit. Finally, to be useful, organic 
fluorophores must be light-stable and readily available. Thus, we turn our attention to the photo-
stability of some common organic chromophores. To complete this introduction we now address some 
of this topics and provide a small amount of background information taken from the literature. 
1.3 New fluorophores 
 
The drive for new fluorophores arises from several factors, mostly related to applications. The rules 
governing the photophysical properties of organic emitters were established many decades ago and 
there is not too much new information for us to learn. Increasing the stability and compatibility is of 
considerable importance in respect to designing improved fluorescent systems. Just as important is 
the need to identify compounds that absorb and emit at specific wavelengths. Inexpensive LED 
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excitation sources have fuelled the need to obtain quite specific excitation wavelengths while 
biological applications demand fluorophores emitting in the far-red region. Below we show a series of 
fluorophores each selective for a particular wavelength region (Figure 2). It will be noted that most of 
these dyes possess highly conjugated molecular backbones that render the dyes susceptible to attack 
by radicals and by singlet molecular oxygen. 
 
 
Figure 2. Examples of an organic fluorophores that absorb and emit at different parts of the electromagnetic 
spectrum. The figure is adapted from ref. 21. 
In our laboratory, and indeed throughout the School of Chemistry at Newcastle University, the boron 
dipyrromethene (BODIPY) family of organic dyes22 has been prevalent. The first BODIPY studied at 
Newcastle was reported in 200523 and more than 70 publications have appeared in the subsequent 
years. These BODIPY compounds are easily functionalised (Figure 3) to give an army of derivatives. A 
characteristic feature of BODIPY is their very high fluorescence quantum yield, which approaches 
100% in many cases. Triplet formation is hindered by poor spin-orbit coupling properties while the 
absorption maximum can be tuned over a very wide range by increasing the conjugation length. The 
latter is easily achieved by extending the aromatic core or by attaching unsaturated units to the 
periphery of the dipyrrin residue.24 An example of expanding the aromatic core is provided in Figure 
4, while red-emitting dyes built by attaching styryl-like residues are also illustrated in the same figure. 
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Figure 3. Generic framework pattern for the popular boron dipyrromethene family of dyes showing one of 
several common numbering systems and illustrating the most notable substitution sites. Note the position of 
the meso-site. Figure adapted from ref. 25. 
 
 
 
Figure 4. Illustration of a small part of the vast collection of BODIPY dyes available in the scientific literature. The 
upper panel is from ref. 26 while the lower panel is taken from ref. 27. The range of compounds shows ways to 
expand the aromatic core and thereby lower the excitation energy. 
7 
 
Below is illustrated a nice example of extending the conjugation length for a BODIPY dye.28 Thus, the 
absorption and fluorescence maxima undergo substantial red shifts as the peripheral group is cyclised 
to the periphery of the dipyrrin unit (Figure 5). At each stage, the bands move towards lower energy. 
Cyclisation helps to force the appendage into a planar geometry, thereby maximising the extent of -
conjugation. This strategy is much more powerful that simply linking the same substituent to the 
dipyyrin in a way that facilitates simple rotation.  
 
Figure 5. Example of sequential expansion of the dipyrrin unit by cyclisation of an appended substituent. The 
panels below the chemical formula illustrate the colour observed under room light (i.e., absorption) and black 
(i.e., fluorescence). 
A separate feature of conventional BODIPY dyes relates to the effect of including an unconstrained 
meso-phenyl ring.29 Usually, the dipyrrin unit is equipped with 1,7-methyl groups which serve the 
purpose of forcing the meso-phenyl ring into an almost orthogonal orientation. Steric hindrance with 
the substituents prevents the aryl group from completing a full rotation around the connecting C-C 
linkage. However, releasing the blocking methyl groups allows the phenyl ring to oscillate about the 
connection with a wide variance of dihedral angles. Full rotation is hindered by clashes between the 
respective hydrogen atoms but this is allowed if the dipyrrin unit buckles slightly.30 This steric 
distortion is possible at high temperature and in low viscosity medium but becomes increasingly 
hindered as friction with the surrounding medium increases. The net result is the construction of a 
molecular-scale rotor (Figure 6). The rotor can be used to monitor changes in temperature, pressure 
or viscosity. Following the original work by Holten et al.31 many related BODIPY-based molecular rotors 
have been discussed. 
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Figure 6. Example of a putative molecular-scale rotor for monitoring changes in local rheology. The logic behind 
the sensor is that the ease of rotation controls the fluorescence yield and, in turn, is controlled by frictional 
forces with the surrounding medium. See ref. 32 for a more complete description. 
A further topic of great interest involving BODIPY dyes is the construction of modules able to display 
fast intramolecular electronic energy transfer (EET). Indeed, many BODIPY derivatives have been 
synthesized33 whereby one or more aryl hydrocarbons are attached to the dipyrrin core. Selective 
illumination into the appended aryl hydrocarbon is followed by rapid EET to the BODIPY fluorophore. 
The main purpose of such molecular dyads is to expand the Stokes shift,34 which is rather small for 
BODIPY. Such properties are useful in fluorescence microscopy where filters are used to exclude stray 
excitation light from reaching the detector. A tremendous range of dyads has been reported over 
recent years, many equipped with pyrene residues as the energy donor. A few such derivatives are 
shown in Figure 7. The aryl hydrocarbon can be attached at the meso-position, through the dipyrrin 
nucleus or by replacement of the B-F bonds. The latter strategy, termed “chemistry at boron”, was 
pioneered by Ziessel35 and has proved to be extremely useful.  
 
 
Figure 7. Selected examples of BODIPY derivatives fitted with ancillary aryl hydrocarbons that might display fast 
intramolecular EET (see ref. 36). 
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These cascade-type molecular dyads can also be used to construct clever analytical probes. An 
example is shown in Figure 8.37 Here, excitation of the terminal BODIPY dye (Fluorophore 1) switches 
on rapid intramolecular EET to the second dye (Fluorophore 2). This second BODIPY dye, which 
absorbs and emits at longer wavelength, is equipped with a macrocycle. The presence of a nitrogen 
atom at the bridgehead of the macrocycle quenches fluorescence from Fluorophore 2 because of 
competing light-induced electron transfer. The effective electron donor is the lone pair of electrons 
localised on the N atom. This lone pair can be used to bind adventitious cations, such as mercury(II) 
ions, within the cavity of the macrocycle. As such, light-induced electron transfer is extinguished and 
Fluorophore 2 shows strong fluorescence. Many such fluorescent sensors are known. 
 
Figure 8. An example of a 3-component molecular sensor for added cations. Fluorescence from Fluorophore 2 
is used to measure the concentration of added cation.  
It is simply not possible to cover all of the interesting BODIPY-based dyes that have been reported in 
recent years. The subject is growing at a rapid rate. New derivatives appear weekly. The BODIPY family 
has been enlarged by addition of new members such as BOPHY38 and BORANIL39 and research in this 
area shows no sign of abating. Alternatives to BODIPY include dyes such as the xanthenes (Figure 9), 
which themselves show interesting properties. A strength of these dyes is their solubility in water, 
which makes them attractive as biochemical markers or sensitisers. 
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Figure 9.  Examples of typical xanthene dyes used as fluorescent labels. The figure is adapted from ref. 40. 
1.4 Charge recombination fluorescence 
 
Many molecular dyads have been designed to undergo light-induced charge transfer upon excitation. 
The resultant charge-separated state is subject to fast recombination and/or intersystem crossing to 
the triplet manifold. This type of photochemistry represents the initial step in attempts to mimic 
natural photosynthesis and is of great importance. In certain cases, the charge-separated state can 
decay by way of fluorescence. Such cases invariably involve a change in geometry that minimises 
electronic coupling between the charges (Figure 10). Now, the fluorescence properties will be highly 
dependent on the polarity of the surrounding medium and its viscosity and on the nature of the 
reactants. This behaviour can be exploited to design interesting sensors. Over the past few years, 
many such dyads have been reported,41 including compounds based on the BODIPY framework.42 
Here, we review a few of the well-known examples of molecules undergoing charge-recombination 
fluorescence in solution. 
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Figure 10.  Generic illustration of light-induced twisted intramolecular charge-transfer (TICT) state formation in 
a molecular dyad. Illumination switches on charge transfer in competition to fluorescence. Often, this is 
accompanied by a substantial change in geometry to the TICT state that can fluoresce. The figure is adapted 
from ref. 43. 
The change in geometry is quite crucial for this type of system and is further illustrated below in Figure 
11. This refers to a somewhat different type of molecular system in as much as excitation generates a 
Franck-Condon state where the geometry is similar to that of the ground state. In competition to 
radiative decay, electron transfer can take place to form a charge-separated state. Only the locally-
excited state is fluorescent; the charge-separated state undergoes nonradiative decay to reform the 
ground state or to populate the triplet manifold. The fluorescence properties are now controlled by 
the rate of charge separation, which should depend on the nature of the local environment. On rare 
occasions, the charge-separated state might fluoresce – thereby giving rise to dual fluorescence. The 
latter is very interesting and has the makings of an extremely sensitive fluorescence sensor. It is the 
equivalent of excimer or exciplex formation.44 
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Figure 11.  A further illustration of light-induced intramolecular charge transfer in a molecular dyad (adapted 
from ref. 45). Note the change in geometry that occurs after charge transfer. The so-formed TICT state can 
display fluorescence in competition with nonradiative deactivation for form either a locally-excited triplet state 
or the corresponding ground state. 
1.5 Self-association in the context of fluorescence 
 
It is common practice to use dilute (typically in the region of M) solutions for steady-state 
fluorescence spectroscopy. This is to avoid problems from self-absorption and non-linearity with 
respect to absorption profiles, especially for fluorophores having high molar absorption coefficients. 
A further issue with higher concentrations relates to self-association of the emitter at the ground-
state level. This particular problem first came to light when studying chlorophyll in solution as a crude 
representative of the light-harvesting antenna inherent to green plants and most photosynthetic 
bacteria. At the time, the detailed structure of the light-harvesting machinery was unknown and it was 
considered that the chlorophyll pigments were randomly embedded in a lipid matrix. Beddard and 
Porter46 were the first to show that the fluorescence quantum yield for chlorophyll-a in solution 
decreased dramatically at higher concentrations, even after corrections for self-absorption. This effect 
was attributed to the formation of a non-fluorescence dimer at the ground-state level. This type of 
behaviour became regarded as normal and it is generally considered that dimers do not emit. In 
contrast, many planar molecules form fluorescent excimers, J-aggregates and H-aggregates under 
appropriate conditions. Nonetheless, abnormalities in fluorescence properties at elevated 
concentration are usually dismissed as dimer formation. As a side line, we note that the structure of 
light-harvesting antennae from plants is highly elaborate and it is clear that Nature takes immense 
13 
 
trouble to avoid direct contact between adjacent chlorophyll molecules.47 This is achieved by using a 
protein matrix to position the pigments at very precise locations (Figure 12). We cannot hope to do 
the same in solution. 
 
Figure 12. Various illustrations of the natural photosynthetic light-harvesting antenna. Slide A shows a segment 
of chlorophyll-carotene residue held in place by the protein. Slide B shows how a circle of chlorophyll-carotene 
residues is assembled to form an individual cluster of chromophores. Slide C indicates how sets of circles, each 
absorbing at different wavelengths, are assembled to improve the light-harvesting capacity. Adapted from ref. 
48. 
Dimer formation is usually apparent from significant changes in the absorption spectrum and from 
non-linear Beer-Lambert law plots. At higher concentration, the absorption spectrum of the dimer can 
be resolved. Often, this is split into higher- and lower-energy components according to the analysis 
introduced by Kasha.49 The formation of such homo-dimers induces short (H-dimer) or long (J-dimer) 
wavelength shifts of the absorption spectrum and invariably leads to a loss of fluorescence. Some 
dimers, for example those formed from Rhodamine dyes,50 retain some fluorescence in solution 
(Figure 13). 
14 
 
Figure 13. Chemical formulae for several Rhodamine fluorophores known to form fluorescent dimers in solution. 
Kasha’s excitonic coupling theory51 is widely used to analyse the absorption spectra for dimers in 
solution in order to determine structural parameters. A key feature of the analysis is that the mutual 
alignment of the transition dipole moment vectors is responsible for the splitting of the absorption 
profile into two bands. The ratio of oscillator strengths for these bands gives important information 
about the molecular alignment while the energy gap between the two bands tells us something about 
the distance between the two chromophores (Figure 14). To study the dimer is isolation from the 
respective monomers, it is common to synthesize covalently-linked bichromophores52 where self-
association can be achieved at relatively low concentration. This situation is illustrated in Figure 15 for 
some BODIPY-based bichromophores.53 
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Figure 14. Illustration of the model developed by Kasha to explain the absorption spectra of molecular dimers. 
The figure is adapted from ref. 54. 
 
 
Figure 15. Chemical formulae for some BODIPY-based bichromophores used to confirm the applicability of 
Kasha’s theory to molecular dimer formation. See ref. 53 for further details. 
By careful design of the molecular system, it is possible to achieve quite complex structures in solution. 
An interesting case is shown in Figure 16 for some interlocking perylene molecules.55 Here, a 
covalently-linked bichromophore is built in such a way that the two perylene units are held too far 
apart to form a dimer. However, on increasing the concentration, two bichromophores approach each 
other and form an interlocked tetramer. The individual perylene units can associate in such a way as 
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to maximise orbital overlap. Such structures are highly sensitive to the nature of the solvent and are 
formed only in those solvents that disfavour solubility.  
Figure 16. Schematic representation of the self-association pattern for the perylene-based bichromophore 
described in ref. 55. It is not possible for the two perylene residues in a single bichromophore to form a “dimer” 
but association of two bichromophore molecules facilitates assembly of the “tetramer”. 
Other means of inducing dimer formation include equipping the dye with the necessary functions for 
efficient hydrogen bond formation.56 This weak interaction brings together the chromophores in a way 
that favours their mutual association. This is a good way to generate hetero-dimers. An interesting 
example of hydrogen bond based aggregation is illustrated in Figure 17. Here, an amino-based dye is 
attached at both ends of a short polymer chain. On dispersing the molecule in certain solvents, the 
terminal dyes enter into hydrogen bonding interactions with a second dye, creating a complex 
network of entangled chains.57 The weak interaction between the dyes allows fluorescence. 
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Figure 17. Pictorial representation of chain entanglement induced by hydrogen bond formation. See ref. 57 for 
a full description of this effect. The entangled network is considered to provide a micelle-like sphere that can 
solubilise added solutes, like pyrene. 
A common approach to modifying the structure of organic dyes to facilitate solubility in water is to 
attach ionic groups to the periphery. The preferred group is a sulfonic acid residue. This group localises 
the charge and has minimal effect on the electronic properties of the dye. As a water-solubilising 
entity, the sulfonic acid residue is reasonably effective but it often requires more than one such group 
per dye molecule. Even then, dimer formation is a common occurrence. A way around this problem is 
to use a micellar distribution to solubilise the neutral dye. Alternatively, cationic charges can be 
introduced by incorporating aza nitrogen groups into the molecular backbone. In fact, a multitude of 
dyes has been generated using this latter strategy. The synthetic procedure usually introduces two 
aza groups per dye molecule and this sets up a series of resonance forms with the positive charge 
oscillating between two nitrogen atoms. Examples of this type of dye are shown in Figure 18. 
These oxazine dyes are strongly fluorescent,58 weakly soluble in water and sensitive to self-association 
in solution. They have been studied in detail59 because of their interesting fluorescence properties and 
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because several derivatives intercalate into DNA. Later in this thesis, we raise the likelihood that cresyl 
violet forms strongly emissive dimers in water. Part of the interest in these oxazine dyes stems from 
the fact that their absorption and emission maxima fall in the far-red region. There are not so many 
water-soluble dyes available for this spectral window and cresyl violet,60 in particular, has found great 
popularity as a fluorescent standard. Facile dimerization is obviously an issue for a standard 
compound. 
 
Figure 18. Representative chemical formulae for popular oxazine dyes that undergo self-association in water. 
The figure is adapted from ref. 61. 
1.6 Photostability of organic dyes 
 
It seems that barely a day goes by without there being a report of a “new application” for a particular 
fluorescent dye. Often, the molecular structure is complex with multiple components that need to 
operate in sequence. Such compounds are expensive to synthesize and are usually available only in 
small quantities. To make matter worse, the application requires the user to record the fluorescence 
intensity as a function of time but no consideration is given as to the stability of the dye. Instead, the 
introduction to the work contains a sentence along the following lines: “The fluorescent centre is 
based on the BODIPY motif which is well known to be robust, highly fluorescent and photostable.” 
Such sentiments have little value. There are, in fact, few detailed studies about the photostability of 
organic dyes under operating conditions. Some dyes are undoubtedly stable towards light and, to be 
fair, some applications might require the dye to disappear once its job is done. In natural 
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photosynthesis, the pigments are destroyed during the autumn only to re-appear the following spring. 
Almost no attention has been given to the possibility of restoring artificial chromophores that have 
faded on exposure to light. It is more common to restrict the exposure time such that photochemical 
bleaching is not a problem on that time scale. 
Photochemical bleaching can be useful. For example, the process known as Fluorescence Recovery 
After Photofading (FRAP)62 is a method used routine in biochemistry to measure diffusion coefficients. 
Photodegradable plastics are invaluable in the fight against urban pollution. Photo-activators used to 
initiate paint drying or polymerisation need to fade under near-UV light so as to avoid discolouring the 
medium. In other cases, screens or filters can be employed to offset the damage caused by long 
illumination periods but, unlike natural systems, we have not developed systems that can be repaired. 
There is a need, therefore, to better understand the photo-fading process so that it might be 
minimized. 
The term “photobleaching” (or photo-fading) refers to those systems where the chromophore is 
converted into a colourless species under illumination. The process might involve several distinct 
steps, leading to the involvement of coloured intermediates, or pass directly to a transparent product 
without obvious involvement of intermediates. This latter case probably means that any intermediates 
bleach faster than does the original chromophore so they do not contribute to the overall absorption 
spectrum. The most common type of photochemical bleaching involves molecular oxygen as a critical 
reactant 63 (Scheme 1). This is most conveniently achieved by invoking a long-lived triplet-excited state 
of the chromophore. The triplet can react with molecular oxygen by way of electronic energy transfer 
to form singlet molecular oxygen. This species is highly reactive towards unsaturated bonds. An 
alternative reaction involves electron transfer from the triplet state to oxygen to form the superoxide 
ion (Scheme 2). The latter is an excellent bleach. Subsequent reactions of the activated oxygen species 
leads to attack on the ground-state chromophore resulting in loss of conjugation.  
 
 
Scheme 1. Generic scheme to indicate the usual method for producing singlet oxygen via a photosensitised 
process. The scheme is adapted from ref. 64. 
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Scheme 2. Reactive oxygen species formed via the reactions between molecular oxygen (3O2) and the sensitizer. 
The scheme is adapted from ref. 65. 
Singlet-excited states are more resistant towards photochemical bleaching66 but this happens easily 
when the light source is delivered via a microscope. The high photon density achieved under these 
conditions favours singlet-singlet annihilation, leading to light-induced electron transfer. Such steps 
are believed to be important for the photobleaching behaviour of perylene diimide (PDI) and terrylene 
diimide (TDI) derivatives (Figure 19).67 In such cases, the bleaching chemistry populates a dark state 
which, in part, recovers to regenerate the original chromophore. Under the microscope, this recovery 
leads to fluorescence blinking and, with cyanine dyes,68 is the basis for super-resolution microscopy.   
 
Figure 19. The chemical structures of perylene diimide (PDI) and terrylene diimide (TDI). 
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In the presence of substrates, such as proteins, activated oxygen can react to form various oxy-radicals 
which can cause substantial levels of photobleaching. Such chemistry can involve chain reactions 
because of the proliferation of free radicals. These process are difficult to stop once initiation has 
taken place but, in certain cases, can be used productively. We refer to processes such as 
photodynamic therapy (PDT) where singlet oxygen is deliberately entered into the system to cause 
the maximum amount of destructive damage. Apart from destroying tumours, PDT can be used to 
demolish stocks of unwanted chemicals and to breakdown polymer residues. In such cases, the 
chromophore is quickly lost from the system. A quite different case where photochemical bleaching 
can be useful is in the form of photochemical actinometers (Figure 20). Here, bleaching is progressive 
and, by comparing the residual colour at different stages of illumination, it is possible to determine 
the exposure time or the number of absorbed photons.  
 
Figure 20. Examples of photochemical actinometers according to refs. 69 and 70. On the left, we have 
fluorophores across the visible spectrum can be engineered to be ever more photostable. On the right we have 
a film doped with BOPHY and subjected to progressive amounts of sunlight. The film undergoes irreversible 
bleaching. 
Somewhat surprisingly, little attention has been given to the design of photosystems that are highly 
resistant to photochemical degradation. Industrial systems tend to load up the medium, usually a 
plastic mould, with stabilizer in the hope that this will prevent degradation. Anti-oxidants can help 
minimise the effects of damaging free radicals but such approaches will only delay the inevitable. 
Removal of molecular oxygen and moving to the solid state are obvious ways to gain temporal relief 
from photochemical damage but it seems that much more ingenuity is needed to develop really stable 
systems. One clear rationale is that short-lived excited state are less prone to photochemical damage 
than are longer-lived species. Thus, if the rate constant for destruction is fixed, it is less likely to 
compete with other deactivation process if the rate of these reactions is fast. This basic strategy has 
been demonstrated71 using a multi-component molecular system that displays sequential EET steps. 
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In this case, the excited-state lifetime of the pigments undergoing EET is kept very short but the 
lifetime of the terminal acceptor remains long. Bleaching occurs selectively at the terminal acceptor. 
Once this species is destroyed, the next member of the cascade begins to fade under illumination. This 
is a very nice demonstration of how the excited-state lifetime plays a key role in minimising the effects 
of photochemical damage. 
It has also been shown recently that autocatalysis72 can be very important in photodegradation of 
dyes.73 Thus, the products formed upon bleaching of the chromophore can promote further 
breakdown of the chromophore. This is a critical discovery because it emphasizes the need to study 
photodegradation processes over extremely long timescales and not extrapolate from short 
exposures. A difficulty for advancing this subject is that quantum yields for photobleaching might be 
very low and this makes it difficult to evaluate certain reaction mechanisms. Multiple products are 
likely to be formed in low yield and analysis is therefore difficult. Imaginative ways to stabilise 
chromophores are needed and some attention needs to be given to the possibility to recover and 
repair the damaged chromophores. These are important challenges for the near future. One 
interesting system74 along these lines is shown in Figure 21. Here, the starting compound is a perylene-
BODIPY dyad but illumination leads to formation of a long-wavelength absorbing chromophore that 
displays high stability. Perhaps further such systems will be reported soon. 
 
Figure 21. Example of a photoactive dyad where exposure to light leads to improved photostability through 
formation of an inert product. Adapted from ref. 74. 
1.7 Solid-state fluorescence 
 
There is no reason why fluorescence should be turned off by moving the emitter from solution to the 
solid state. Indeed, a vast array of fluorescent plastics and papers have been developed for many 
different industrial applications. Notable among these devices are the luminescent solar 
concentrators (LSCs) 75 which can be applied to sensitise solar cells and such materials. Here, the idea 
23 
 
is that total internal reflection prevents most of the fluorescence from escaping from the flat surfaces 
of the plastic sheet and instead it is concentrated at the edges.76 Unfortunately, these systems tend 
to suffer badly from self-absorption and the inner-filter effect. Apart from plastics, dispersion of the 
emitter in other media, such as powders, proteins, DNA, micelles, etc, leads to strong fluorescence in 
the solid state. A key feature of these systems is that the monomeric form of the fluorescent reagent 
is isolated in the solid host. A more challenging case concerns the development of fluorescent 
crystals.77 
The main problem with detecting fluorescence from crystalline materials relates to the introduction 
of electronic interactions due to the close packing of the molecules. New types of nonradiative decay 
channels are introduced that compete effectively with radiative decay. Although certain dyes form 
fluorescent J-aggregates,78 the resultant fluorescence profiles do not resemble those of the isolated 
molecule. Even so, some materials do exhibit quite strong fluorescence from the crystal. An example 
is shown in Figure 22, which is a small molecule that displays charge-recombination fluorescence.79 
The molecule is dipolar and crystallises in a structure that keeps the individual molecules apart. In this 
case, the fluorescence spectrum is not too far removed from that of the isolated molecule.  A second 
example of a fluorescent crystal80 involves a sterically constrained BODIPY emitter (Figure 23). This 
molecule is forced out of planarity by the strap and again the crystal packing diagram indicates that 
adjacent dye molecules are kept in some isolation. The result is weak emission from the crystal. 
 
Figure 22. Chemical formula of a molecule showing charge-recombination from single crystals. 
 
 
Figure 23. The chemical structure for the constrained BODIPY derivative (BDFO) known to fluoresce in the 
crystalline state. 
Pigment Yellow81 is an example of a relatively large molecule that fluoresces in the crystalline state.82 
This is an interesting molecule (Figure 24) because it is planar and has the features of molecules that 
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tend to stack in the solid state. A key feature of this system concerns the role of the substituents in 
controlling the crystal packing. 
 
Figure 24. The chemical structure of Pigment Yellow. 
Several alternatives have been designed to isolate the emitting molecules in the solid state. These 
include incorporating the fluorophores into porous or microheterogeneous media. This includes the 
use of zeolites83 to accommodate the guest emitters inside the channels. Other methods of obtaining 
isolation include encapsulating the dye inside the cavity of an organic superstructure, such as a 
cyclodextrin.84 Interesting structures can be devised in this way, including rotaxanes85 and molecular 
logic gates.86 An interesting feature of these solid-state emitters has been the recognition that, in 
certain cases, increased selectivity can be achieved for certain recognition patterns. This effect is 
illustrated below in Figure 25. 
 
Figure 25. The structure of heterorotaxane formed by trapping a fluorescent organic compound inside a 
cyclodextrin cavity and capping the ends to avoid losing the sugar. The figure is adapted from ref. 85. 
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Chapter 2. 
 
Internal Geometry Changes and Barrier 
Crossing for an O-Doped Polycyclic 
Aromatic Hydrocarbon 
 
 
INTERNAL MOLECULAR MOTIONS THAT ACT IN A CONVERTED MANNER CAN CAUSE SERIOUS 
STRUCTURAL CHANGES THAT MIGHT OPEN NEW NONRADIATIVE CHANNELS FOR DECAY OF 
THE EXCITED STATE.  
 
 
32 
 
2.1 Introduction 
 
Polycyclic aryl hydrocarbons have played a critical role in shaping the field of molecular photophysics, 
and among many other notable landmarks have led to the observation of excimer and exciplex 
fluorescence and to the recognition of almost all of the established rules and photophysics laws.1,2 
These compounds have been exploited as the basis of many new technologies, such as singlet exciton 
fission,3 thermally-activated delayed luminescence,4 charge transport in OLEDs,5 and low-band gap 
semi-conductors.6 From linear acenes to disc-shape pyrenes and coronenes, the photophysical 
properties of polycyclic aryl hydrocarbons are determined primarily by the number of fused rings 
and/or the degree of conjugation and also by the local topology of the molecule. Aside from 
fluorescence properties, the same compounds have led to interesting phenomena associated with 
reversible structural modifications, including solvatophobicity-driven -stacking,7 liquid-crystalline 
materials,8 and conducting layers and sheets.9 It has to be noted however that polycyclic 
hydrocarbons, which are often formed during pyrolysis of organic matter, are toxic and highly 
persistent when released into the environment.10 Because of their strong cytotoxicity, easy 
metabolism and strong lipophilicity, there is growing demand to minimize the use of these materials.11 
       The simplest protocol for modifying the properties of classical polycyclic aryl 
hydrocarbons is to introduce an isostructural heteroatom into the -conjugated pathway. There are, 
in fact, many derivatives of aza-aromatic compounds where one or more nitrogen atoms are 
incorporated in the molecular backbone.12-15 This approach affects the photophysical properties but 
does little to increase the solubility. Recently, there has been a move towards modifying the polycycle 
by the inclusion of oxygen. The resultant compounds are useful organic semi-conductors16 and possess 
excellent properties in terms of their processing from solution.17 Much less is known about how 
oxygen-doping affects the photophysical properties of the polycycle, despite the possibility that this 
strategy could lead to new groups of compounds with adaptable opto-electronic properties. To this 
end, we have examined the photophysical properties of an O-doped benzoperylene-like derivative 
(see opposite) in solution and in a rigid matrix. Our main interest is to elucidate if the ether bridges 
introduce subtle complications for understanding the molecular photophysics. It might be noted that, 
according to quantum chemical calculations and the X-ray crystal 
structure, the presence of the O-linkages is sufficient to cause the 
molecular to lose planarity. No doubt, this is because of small 
changes in the internal bond angles and lengths but structural 
distortion of this type can be an important means for opening up 
 
33 
 
new nonradiative channels that assist radiationless deactivation of an excited-singlet state. 
The compound under investigation here is not new,18 having been synthesized originally for 
use in organic solar cells, but the detailed photophysical properties of this and related compounds 
have not been reported in the literature. Our sample was synthesized according to (Scheme 1) by 
Thomas Perks of the Molecular Photonics Laboratory. It was recrystallized several times before use to 
give fine yellow crystals suitable for X-ray structural determination and fully characterized by 
spectroscopic methods. The compound gives a linear plot to the Beer-Lambert equation in dilute 
chloroform solution (Figure 1). The main results form the basis of a publication in ChemPhotoChem.19 
Following the recommendations outlined in the original report, we abbreviate this compound as PXX 
and now describe the results of a detailed photophysical investigation. All the spectroscopic 
measurements were carried out as part of this thesis.  
 
                                                            
 
 
Scheme 1. Outline of the synthetic procedure used to prepare PXX. NB The synthesis was carried out by T. Perks 
from the MPL at Newcastle University. 
 
 
 o- dichlorobenzene, 180 C 
PXX 
Cu(OAc)2, O2, lutidine 
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Figure 1. Beer-Lambert plot constructed for PXX in chloroform at room temperature using optical cells of varying 
pathlength and reconverted to 1 cm. 
 Part of our interest in compounds such as PXX 
stem from a desire to construct stable luminescent 
solar concentrators (LSCs) and other types of artificial 
light-harvesting antennae. The conventional LSC is a 
thin polymer plate containing a highly fluorescent dye 
with highly efficient solar cells carefully attached to the 
edges of the plate (see opposite). Light incident on the 
plate is absorbed by the dye. In the absence of nonradiative decay routes, the excited state of the dye 
will produce strong fluorescence which is trapped within the plate by internal reflection. This ensures 
that much of the emitted fluorescence, as much as 75% in ideal cases, reaches the solar cell and can 
be used for the generation of electricity. This set-up, which avoids direct illumination of the solar cell, 
is useful in cases where the surface area is small or the material is expensive. There are possible 
advantages in terms of miniaturized devices for use as medical implants and for advanced technology 
such as mobile phone chargers. The dye plays a critical role in performance of the LSC and needs to 
exhibit a large Stokes shift in order to avoid problems of self-absorption (the so-called inner-filter 
effect). We have successfully prepared small-scale LSCs from PXX using a water-clear, polyester casting 
resin doped with PXX from ethyl acetate solution. The resin is cured by the addition of methyl ethyl 
ketone peroxide at a loading of 2% w/w. Under these conditions, PXX displays strong fluorescence and 
is quite stable towards prolonged exposure to white light delivered from a 400W quartz halogen lamp. 
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Interestingly, there is no degradation of the dye on standing with the activator for up to 10 minutes 
(Figure 2). 
 
Figure 2. Fluorescence recorded for a plastic LSC prepared by incorporating PXX into the resin and curing with 
MEK peroxide. There is no loss of fluorescence on exposure to the activator and light. 
 Before starting an in-depth analysis of the 
photophysical properties of PXX, it seems opportune to explore 
the self-quenching of this compound. Such information is 
needed for construction of viable LSCs and for other 
applications. To study the concentration dependence, we 
opted to attach PXX to amidine latex micro-beads dispersed in 
droplets of n-octanol. The composite particles are used in 
application, such as catalysis, coating of paper, cosmetics, and ceramics, but have now acquired a poor 
reputation because of their harmful effects on the environment. Here, we could stain the beads with 
fluorescent dye (see opposite) at various loadings. It was observed that there was no obvious sign of 
self-quenching for PXX concentrations ranging from 1 to 400 M under these conditions. Problems 
from self-absorption, however, could be visualized by comparing the ratio of the first two emission 
peaks as a function of dye loading (Figure 3). This is a serious problem for LSCs.  
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Figure 3. Effect of PXX concentration on the ratio of the first two fluorescence peaks for dye loaded onto amidine 
latex microbeads and dispersed in n-octanol. 
2.2 Optical properties of PXX in solution 
 
The target compound readily dissolves in common organic solvents at room temperature and exhibits 
a structured absorption spectrum with a low-energy threshold located at 460 nm (Figure 4). The 
lowest-energy transition has the appearance of a series of closely-spaced vibrational bands that, on 
the basis of splitting into the minimum number of Gaussian-shaped components, can be considered 
as overlapping series of low- and medium-frequency modes. Averaged across many different solvents, 
the low-frequency mode, which is clearly evident in cyclohexane solution (Figure 4), has a mean value 
of 490 cm-1 while the averaged medium-frequency mode corresponds to 1,350 cm-1. The 0,0 transition, 
which occurs at 442 nm in cyclohexane, exhibits a slight dependence on the nature of the solvent and, 
for example, is found at 444 nm in toluene. (Table 1) contains a summary of the observed absorption 
maxima measured in a series of organic solvents at room temperature, and it can be seen that the 
variation is not a consequence of differing solvent polarity. In CH2Cl2, the molar absorption coefficient 
measured at 442 nm has a value of 19,200 M-1 cm-1, leading to calculation of an oscillator strength (f) 
for the first-allowed transition of 0.24.  
The position of the absorption maximum determined for the reduced spectrum responds linearly 
to changes in the polarizability of the solvent20 (FN) at fixed absorbance, according to Equation 2.1 
(Figure 4). Here, n is the solvent refractive index, a is the radius of a spherical cavity encompassing the 
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solute,  is the barycentre of the absorption spectral profile21 in units of wavenumber, and the other 
symbols have their usual meaning. Although this is a quite well-established expression,22 there are few 
chromophores which show good linearity across a range of solvents that includes both protic and 
aprotic media. From the intercept of the linear plot to Equation 2.1, the absorption maximum for PXX 
in vacuo is extrapolated to be 426 nm while the diameter of the solvent cavity hosting PXX is predicted 
to be 14 Å. This latter value can be compared with molecular lengths of 11.0 Å for the long axis and 
7.7 Å for the short axis, as taken from the computed molecular models. 
 
Equation 2.1            
            
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Example of an absorption spectrum recorded for PXX in cyclohexane solution. The wavelength scale 
has been converted to wavenumber so as to better indicate the symmetry of the spectrum while the inset 
indicates the effect of solvent polarizability of the energy of the 0,0 transition. The solvents used are mentioned 
in Table 1. 
At room temperature, PXX shows strong fluorescence (Figure 5), with the emission spectrum 
showing quite reasonable mirror symmetry with the lowest-energy absorption bands. Regardless of 
the nature of the solvent, good agreement is observed between the excitation spectrum and the 
absorption spectrum. It was not possible to observed excimer fluorescence at relatively high 
concentrations in cyclohexane at room temperature, these conditions being fairly standard for 
∆𝜈 =
3𝑒2
8𝜋2𝑐2𝑚
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excimer fluorescence from many other polycyclic aryl hydrocarbons in nonpolar fluid media.23 The 
fluorescence spectrum can be deconstructed into two series of Gaussian-shaped components 
corresponding to low- (hL) and medium- frequencies (hM) vibronic modes associated with decay of 
the excited state. The derived values are collated in (Table 2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Fluorescence spectrum recorded for PXX in cyclohexane solution at room temperature, with the 
wavelength scale being converted to wavenumber. The inset shows the corresponding spectrum observed for 
PXX in 2-methyltetrahydrofuran at 80K. 
 
NB TABLES 1 AND 2 APPEAR AT THE END OF THE CHAPTER FOR CONVENIENCE OF PRINTING 
In each of the many solvents studied here, the Stokes shift (SS) is quite modest and independent 
of the solvent polarity; the averaged value is approximated as being 450 cm-1. This finding indicates 
that excitation does not cause a significant perturbation of the geometry or modification of the 
internal dipole moment.1,2 There are small alterations in the position of the 0,0 fluorescence 
transition; for example, the 0,0 band is seen at 448 nm in cyclohexane and at 451 nm in acetonitrile 
(Table 1). Unlike the corresponding absorption spectrum, the 0,0 transition for the fluorescence 
transition does not correlate particularly well with the polarizability (FN) of the solvent. Moreover, 
neither the magnitude of the Stokes shift nor the position of the fluorescence maximum correlate with 
the solvent polarity (FP) as measured in terms of the Pekar function.24 Furthermore, the Huang-Rhys 
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factors derived25 for the low- (SL) and medium-frequency (SM) vibronic modes do not vary in a 
systematic fashion with properties of the solvent (Table 2). In fact, these latter parameters remain 
quite insensitive to changes in the local environment. We can conclude, therefore, that the 
spectroscopic properties are unaffected by changes in solvent and, in this respect, PXX fits with the 
general behaviour reported for classical aryl polycycles.1,2 
 
 
Figure 6. Examples of fluorescence excitation spectra recorded for PXX in MTHF over the temperature range 80K 
to 140K.  
In continuing our examination of the spectroscopic properties for PXX, additional studies were 
made in 2-methyltetrahydrofuran (MTHF) at low temperature. It is recognised that MTHF is one of a 
few single solvents that forms a rigid glass at low temperature. These studies were carried out with 
the sample being housed in an optical cryostat. Emphasis was given to the low temperature region 
and it should be recalled that MTHF forms a rigid optical glass when cooled to temperatures below 
about 100K. The exact temperature at which this glass forms is not well characterised and might 
depend slightly on the rate of cooling. The melting point of 137K is better defined and, at higher 
temperatures, MTHF is fluid. At temperatures between 100 and 137K, MTHF exists as an amorphous 
glass with high viscosity but cavities where certain solutes can escape the full impact of the high 
viscosity. Excitation (Figure 6) and fluorescence (Figure 7a) spectra were recorded for PXX at a series 
of temperatures between 80 and 140K. The sample was cooled slowly so as to achieve the lowest-
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energy conformation and spectra were recorded at high resolution. Spectra were transferred to a PC 
and analysed in order to monitor any temperature-induced effects. 
 
Figure 7a. Effect of temperature on the fluorescence spectral profile recorded for PXX over the temperature 
range from 80K to 140K. The inset shows the measured fluorescence quantum yield over the same temperature 
range. 
 
Figure 7b. Effect of temperature on the fluorescence spectral profile recorded for PXX over the temperature 
range from 80K to 290K. 
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Our results indicate that the 0,0 transitions for excitation (EXC) and emission (FLU) spectra shift 
towards higher energies with increasing temperature (Figure 8b). Below the glass transition 
temperature (TG = 137K), both the magnitude of the Stokes shift (SS) and the band half-width () 
increase with increasing temperature. Analysis of the low-temperature excitation (Figure 6) and 
emission (Figure 7a) spectra indicates that a minimum of three vibrational modes is needed to fully 
explain the low-energy transition. Of these modes, those with a mean energy of 485 and 1,423 cm-1 
are insensitive to changes in temperature but the remaining vibration, having a mean value of 1,110 
cm-1, increases with increasing temperature. At higher temperatures, the two medium-frequency 
vibrations are somewhat difficult to resolve. In contrast, the S factors for the higher-energy vibrations 
are strongly affected by changes in temperature but this is not so for the lowest-energy vibration 
(Figure 8a, inset). The medium-frequency vibrations are almost fixed in the rigid glass but decrease 
considerably as the glass melts, indicating a substantial structural change.  
In the rigid glass, F exceeds 0.9 but begins to fall as the temperature surpasses ca. 100K, reaching 
a value of 0.73 at the glass transition temperature (Figure 7a inset). This change mirrors the effects 
noted for the Huang-Rhys factors for the medium-frequency vibronic modes (Figure 8a). The 
temperature dependence noted for the vibrations must reflect a change in structure. The Huang-Rhys 
factor, which is related to the Stokes shift Equation 2.2,26 serves to indicate what proportion of the 
total re-organization energy is attributable to a particular vibration. Small structural changes, 
especially if related to the effective conjugation length, are of great significance in determining the 
optical performance of conjugated polymers27 and related materials.28 For PXX, there appears to be a 
possible connection between the fluorescence yield, the optical bandgap and the Huang-Rhys factors. 
We now explore this possibility in more detail. 
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Figure 8. (a) Effect of temperature on the medium-frequency Huang-Rhys factor for PXX in liquid MTHF, with 
the solid line being a fit to Equation 2.4. The inset shows the temperature dependence for the Huang-Rhys 
factors for the 485 (○), 1110 (■) and 1423 cm-1 (●) vibronic modes in the glassy matrix. (b) Effect of temperature 
on the energy of the 0,0 fluorescence transition for PXX in liquid MTHF, with the solid line being a fit to Equation 
2.3. The inset shows the same dependence for PXX in the glassy matrix. 
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In fluid solution, the emission maximum moves steadily towards the blue with increasing 
temperature over the range 130 to 290K. This smooth evolution in peak position with changing 
temperature does not correlate with the prediction of Equation 2.1 and, as such, cannot be explained 
in terms of the solvent polarizability index. Instead, the red shift on lowering the temperature can be 
rationalized in terms of minor structural variations that maximize the planarity of the molecule.29 Such 
behaviour is common in conjugated polymers30 and extended oligomers,31 where the alignment 
between adjacent monomers controls the conjugation length. Using the treatment developed for 
conducting polymers,32 it is possible to account for the temperature effect on the energy of the 0,0 
emission transition in terms of Equation 2.3 (Figure 8b). Here, the limiting bandgap at low temperature 
(E00) has a value of 22,000 cm-1 while the activation energy (E00) responsible for conformational 
changes at the molecular level is derived to be 2.45 kJ/mol. The remaining term, C = 560 cm-1, is a 
fitting parameter dependent on the nature of the solute and its interaction with the environment. The 
net result of this type of perturbation is to increase planarity of the molecule at low temperature. 
What this means is that the molecule cannot be entirely planar at elevated temperatures. Similar 
effects are not seen with conventional aryl polycycles.  
 
          𝑆𝑡𝑜𝑘𝑒𝑠 𝑠ℎ𝑖𝑓𝑡 = (2𝑆 − 1)ℎῡ             Equation 2.2 
                                     
     Equation 2.3 
 
 
        Equation 2.4                           
 
 
Over the same temperature range, the Huang-Rhys factor (SM) for the medium-frequency vibration 
in the liquid phase increases with temperature33 according to Equation 2.4 (Figure 8a).  Here, S0 (= 
0.71) refers to the corresponding Huang-Rhys factor for the low temperature limit and EHR (= 4.9 
kJ/mol) represents the activation energy associated with the underlying structural change. The term 
n0 (= 0.8) is the effective conjugation length34 of the fluorophore at the high temperature limit while 
B (= 0.28) is a dimensionless fitting parameter that depends on the molecule under exploration. We 
are unaware of any related study carried out with simple molecules that provides activation energies 
or effective conjugation lengths that might be compared to those found here for PXX. Similar 
activation energies for conformational motion have been reported35 for various conjugated polymers 
but here the effective conjugation lengths are considerably longer than for PXX. We might expect EHR 
𝜈𝐹𝐿𝑈 = 𝐸00 + 
𝐶
𝑒𝑥𝑝 (
Δ𝐸00
𝑅𝑇 )
 
𝑆𝑀 = 𝑆0 +
𝐵
𝑛0𝑒𝑥𝑝 (
Δ𝐸𝐻𝑅
𝑅𝑇 )
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and E00 to be similar, if not identical, and, given the empirical nature of Equations 2.3 and 2.4, this 
seems to be the case. As such, the thermal effects found for the optical properties of PXX are 
attributed to some kind of internal structural change.  
We were unable to detect phosphorescence for PXX in an ethanol glass at 77K, even after 
addition of 20% v/v iodoethane. However, the triplet-excited state could be observed by transient 
absorption spectroscopy following laser excitation at 440 nm of PXX in deoxygenated cyclohexane 
containing 20% iodoethane. The triplet differential absorption spectrum shows bleaching of the 
ground-state absorption band centred at around 440 nm, together with absorption around 340 and 
480 nm (Figure 9). Under these conditions, the excited-triplet state decays via first-order kinetics with 
a lifetime of ca. 3 s to restore the pre-pulse baseline. The triplet lifetime is further shortened in the 
presence of molecular oxygen and, as expected on the basis of the heavy-atom effect,36 depends on 
the mole fraction of iodoethane. In the absence of a heavy-atom spin perturber, it was not possible 
to make a meaningful estimate of the quantum yield for formation of the triplet state. Certainly, this 
yield is less than a few percent. The triplet differential absorption spectrum is nondescript and 
contains no useful spectroscopic features. 
 
Figure 9. Transient differential absorption spectrum recorded for PXX in deoxygenated cyclohexane solution. 
The inset shows a typical decay trace recorded at 465 nm. 
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Table 3. Effect of solvent viscosity on the photophysical properties recorded for PXX in viscous media at room 
temperature. 
Solvent Viscosity 
[cP]a 
F τs [ns] KRAD [10
8 s-1] KNR [108 s-1] 
 
DMSOb 1.99 0.75 6.80 1.10 0.37 
PCc 2.50 0.82 6.90 1.18 0.27 
BuOHd 2.54 0.83 6.65 1.25 0.26 
HpOHe 5.77 0.93 7.55 1.24 0.09 
OcOHf 7.36 0.91 7.65 1.19 0.12 
DcOHg 11.79 0.97 7.55 1.29 0.04 
             (a) Viscosity at 25C. (b) Dimethylsulfoxide. (c) Propylene carbonate. (d) Butan-1-ol. (e) Heptan-1-ol. (f)   
Octan-1-ol. (g) Decan-1-ol. 
The fluorescence quantum yield (F) is reasonably high in solution but shows some 
dependence on the nature of the solvent (Table 1). Likewise, the excited-state lifetime (S) derived 
from the mono-exponential decay curves is around 5 ns in most solvents but is increased in certain 
cases (Table 1). The corresponding rate constant (kRAD)37 for radiative decay, after correction for minor 
changes in refractive index,38 is insensitive to the nature of the solvent across the entire range. This 
parameter remains at around 1.2 x 108 s-1. Unexpectedly, there is a marked change in the rate constant 
(kNR) for nonradiative decay from the first-excited singlet state. In many solvents, kNR has a mean value 
of 8 x 107 s-1 but this decreases in longer alcohols and in viscous solvents. The net result is that F 
increases somewhat in the more viscous solvents, such as propylene carbonate. In fact, both F and 
S increase steadily with increasing length of the linear alcohol (Table 3). This variation cannot be 
explained in terms of the energy-gap law,39 light-induced charge transfer,40 excimer formation1,2 or 
triplet population.36 
              The idea that nonradiative decay channels for PXX might be sensitive to the viscosity of the 
surrounding solvent was unexpected but opens possibilities to design subtle rheology probes for 
highly viscous media. To examine this possibility in more detail, it was decided to study the 
photophysical properties of PXX in propylene carbonate as a function of temperature. This solvent is 
viscous and highly polar, but we have seen no indication that polarity plays any role in nonradiative 
decay for PXX. Classical expressions, such as the Strickler-Berg equation and the Englman-Jortner 
energy-gap law, do not include temperature dependent terms. As such, any pronounced temperature 
dependence seen in propylene carbonate might be taken as evidence for the proposed viscosity-
dependent channel. Thus, in propylene carbonate, the excited-state lifetime was found to depend on 
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temperature in line with Equation 2.5. Here, the term kACT refers to an activated rate constant for 
radiationless decay of the excited-singlet state, while EACT corresponds to the accompanying activation 
energy. Nonlinear, least-squares iterative fitting of the experimental data (Figure 10a) allows 
calculation of the activationless rate constant, k0, as being 1.3 x 108 s-1. This value, which equates to 
the sum of kRAD and kNR, corresponds to F and S values of 0.92 and 7.7 ns respectively, in the absence 
of the viscosity-dependent decay channel. These values are not far removed from those determined 
for PXX in the higher linear alcohols, such as decan-1-ol, at ambient temperature. It is also clear that 
kNR is unimportant for PXX in most solvents. Our analysis indicates a value for kACT of 1.0 x 1011 s-1, while 
EACT is calculated to be 22.1 kJ mol-1 in propylene carbonate. That this activation energy greatly exceeds 
EHR and E00 is taken to indicate that a major contributor to the dynamics is associated with structural 
changes in the solvent layer. In particular, the viscosity of propylene carbonate is known41 to be a 
complex function of temperature and this term is likely to be a major part of the measured EACT value. 
    
1
𝜏𝑆
=  𝑘0 + 𝑘𝐴𝐶𝑇  𝑒𝑥𝑝
−
𝐸𝐴𝐶𝑇
𝑅𝑇                     Equation 2.5 
 
Figure 10a. Effect of temperature on the excited state lifetime for PXX in propylene carbonate solution. The solid 
circles refer to data points while the curve corresponds to a best fit to Equation 2.5 with the parameters 
mentioned in the text.           
47 
 
 
Figure 10b. Effect of temperature on the fluorescence spectral profile and relative intensity for PXX in propylene 
carbonate.  
Similar behavior is observed in n-heptanol solution (Figure 11), where increasing temperature 
leads to a marked loss of fluorescence. Analysis in terms of Equation 2.5 allows derivation of the key 
parameters as outlined above. Nonlinear, least-squares iterative fitting of the experimental data leads 
to estimation of the activationless rate constant, k0, as being 1.2 x 108 s-1. This value roughly equates 
to the sum of kRAD and kNR. Our analysis indicates a value for kACT of 7 x 1010 s-1, while EACT is calculated 
to be 30 kJ mol-1 in n-heptanol. A clear difference between the two solvents relates to the opportunity 
for hydrogen bonding between the alcohol and the oxygen atoms present in the solute. Such 
structures are likely to be transient but to be “stable” on the timescale of our fluorescence 
measurements.  
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Figure 11. Effect of temperature on the emission spectral profile recorded for PXX in n-heptanol. 
Our understanding of the situation existing in non-viscous solvents is illustrated by way of the 
potential energy diagram given as (Figure 12). Here, excitation of the ground state results in 
population of the corresponding excited-singlet state, S1, which retains a similar geometry to that of 
the ground state. However, the excited state is able to cross a barrier and thereby access a new state 
having a different geometry. This new state is referred to as ST, where T stands for trap. The Englman-
Jortner energy gap law indicates that ST will decay rapidly to the ground state, with a rate constant of 
kT. As such, the rate limiting step associated with ST will be kACT. This latter process is strongly activated 
so that the rate of populating the trap becomes temperature dependent. To account for the apparent 
viscosity effect, it simply follows that the barrier height, EACT, is set by some kind of geometrical 
transformation. Friction between the surrounding solvent and the solute will now control the barrier 
crossing process. 
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Figure 12. Simple representation of the potential energy diagram proposed for PXX in solution. Excitation of the 
ground state (gs, S0) results in population of the Franck-Condon excited state (S1), which retains a similar 
geometry. This excited state can pass over a modest barrier (EACT) to access a new conformation (ST). This latter 
state is strongly coupled to S0 so that population of ST serves to promote nonradiative decay of S1.  
The involvement of an activated radiationless decay pathway is 
quite rare for an aryl polycycle and suggests that this new avenue is 
in some way associated with the ether bridges. The only logical 
answer is that the bridged oxygen atoms facilitate an internal 
structural change.  Thus, F increases in viscous media while S heads 
to a maximum value that is similar to the inverse of kRAD (Table 1). On 
the assumption that kNR is insignificant in comparison to kRAD and kACT, 
as is the case in propylene carbonate, it appears that kACT is dependent 
on the shear viscosity () of the solvent (Figure 14). Under such conditions, the activated channel can 
be related to hydrodynamic friction between the oscillating nuclear fragment and the hindering 
solvent.42 In a crude sense, this nuclear motion is reminiscent of a simple pendulum under resistance 
from the atmosphere (i.e., gravity). The pendulum is dampened in viscous media but the period is 
extended in less viscous solvents. Eventually, the elasticity of the covalent bonds will limit the scope 
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of the movement and, at this limit, the solvent will no longer exert an influence of the ability to access 
the deactivation channel. The excited-state lifetime will be viscosity independent under such limits. 
 
 
 
Figure 13. Graphical representation of the excited-state dynamics undertaken by PXX in solution according to 
Kramers’ theory.  
        This type of generic behaviour can be considered in terms of the classical theory elaborated 
by Kramers43 whereby kACT can be expressed in the form of Equation 2.6. Here, the friction coefficient 
 is related to the shear viscosity () of the solvent according to Equation 2.7, but it is necessary to 
accept that the pure slip boundary condition holds,44 and the accompanying partition coefficient is 
taken to be unity. The total rotational friction (IROT) is given by the sum of translational friction 
coefficients for each coordinate associated with the oscillatory motion.45 A limit on this model is that 
the barrier height, EB, exceeds 2RT so as to ensure that energy equilibration occurs within the reactant 
potential energy well. As a starting point, we can equate EB with EACT. The key parameters,  and #, 
refer respectively to the frequency of the well and of the barrier (Figure 13). Again, to simplify the 
calculation we can set  (= 15 ps-1) to be equivalent to the low-frequency vibronic mode identified in 
the Gaussian curve fitting operation as explained earlier in the chapter. It is more difficult to determine 
precise values for the radius of gyration (r) and the radius (d) of the rotor approximated as a sphere. 
From molecular dynamics simulations, the hindered rotation around the ether linkages can be roughly 
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considered as twisting of a naphthalene residue (Figure 14). On this basis, we estimate values for d 
and r as being 3.5 and 1.5 Å, respectively. 
 
 
 
Equation 2.6 
 
 
 
 
 
                                                        Equation 2.7 
 
Figure 14. Fit of the experimental data collected for PXX in different solvents at 20 0C in accordance with Kramers’ 
theory for barrier crossing at the excited-state level. 
The experimental data fit well to one of the limits of Kramers’ theory42-45 (Figure 14), giving rise to 
estimates for # and EB of 2.5 ps-1 and 23.5 kJ/mol. The derived barrier height is in excellent agreement 
with EACT and comparable to values found for other internal geometrical changes.46 The structural 
change can be described as a small oscillation around the energy-minimized geometry, like a 
dampened pendulum. The barrier is sufficiently high to account for the observation that radiationless 
decay is quite slow and essentially eliminated at low temperature. The calculated frequency of the 
barrier is small in comparison to isomerization of cyanine dyes47 and related compounds. Most likely, 
𝑘𝐴𝐶𝑇 = 𝑍
𝜔
2𝜋𝜔#
{(√
𝛽2
4
+ 𝜔#2 ) −
𝛽
2
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𝛽 =
4𝜋𝜂𝑑𝑟2
𝐼𝑅𝑂𝑇
 
52 
 
the low value found for the potential curvature at the top of the barrier represents this modest 
structural change. Indeed, in most cases where Kramers’ theory has been applied to well understand 
phototropic processes, a largescale torsional motion, such as excimer formation,48 has been involved. 
We have treated the twisting motion of the molecular backbone in terms of translational diffusion 
against the solvent as being the cause of the friction. There are few other cases where Kramers’ theory 
has been applied to such trivial geometry perturbations. 
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2.3 Conclusion 
 
In this chapter we have examined the photophysical properties of an O-doped aryl polycycle18,19 under 
carefully controlled experimental conditions. Such compounds are looking attractive candidates for 
inclusion in organic opto-electronic devices as replacements for conventional aryl hydrocarbons. In 
our hands, PXX shows little tendency for aggregation or excimer formation in fluid solution or in thin 
plastic films. The compound is strongly fluorescence but resistant to intersystem crossing to the triplet 
manifold. The absence of triplet states might suggest that the compound will display good levels of 
stability under prolonged illumination. Somewhat surprisingly, we have found that PXX appears to 
undergo a minor structural fluctuation at the excited-state level, although the X-ray structure and DFT 
calculations are consistent with a planar geometry. These structural oscillations about a mean 
equilibrium geometry are facilitated by the two ether linkages. This situation opens a new channel for 
radiationless decay of the excited-singlet state in fluid solution that competes with fluorescence under 
ambient conditions. We have considered the dynamics of these geometry changes in terms of 
Kramers’ theory but mathematical fitting of the experimental data needs assistance from the input of 
certain parameters. Nonetheless, the indications are that the excited-singlet state of PXX is involved 
in some type of barrier crossing process that is moderated by solvent viscosity and/or temperature. 
These geometry fluctuations can be dampened in viscous media. It remains to be seen if similar 
dynamical structural oscillations are significant for larger analogues. 
 One interesting observation to emerge from this study relates to the lack of significant self-
quenching of fluorescence. It appears that PXX is free from self-association at moderate 
concentrations and when attached to microbeads at high loading. We have also demonstrated that 
PXX can function as a luminescent agent when incorporated into plastic LSCs. Unfortunately, there are 
issues with self absorption within the plastic film. These arise because the 0,0 absorption and 
fluorescence transitions are quite strong and the accompanying Stokes shift is small. As such, despite 
the good photostability of PXX under broadband illumination, this compound does not look promising 
as a sensitizer for solar cells. 
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Table 1. Compilation of the main spectroscopic parameters recorded for PXX in a range of organic solvents at 
room temperature.  
Solvent FN[r] FP[s] ABS [nm] ABS [cm-1] FLU [nm] FLU [cm-1] F τs[ns] 
CHX[a] 0.341 0.000 442 22635 448 22320 0.61 4.95 
CH3CN 0.287 0.306 439 22760 451 22195 0.51 4.30 
THF[b] 0.328 0.210 442 22635 451 22185 0.65 5.05 
ACE[c] 0.298 0.284 440 22735 450 22250 0.56 4.60 
BuOH[d] 0.324 0.264 441 22665 449 22280 0.83 6.65 
BENZ[e] 0.385 0.002 444 22510 454 22040 0.68 5.00 
BuCN[f] 0.313 0.276 441 22700 451 22210 0.54 4.50 
2MTHF 0.329 0.202 441 22650 450 22195 0.59 4.85 
CHCl3 0.353 0.148 443 22540 454 22020 0.65 4.60 
Bu2O[g] 0.323 0.097 442 22640 449 22285 0.64 4.90 
DCE[h] 0.352 0.221 443 22570 453 22065 0.65 5.25 
CH2Cl2 0.339 0.217 442 22585 453 22065 0.66 4.75 
Et2O[i] 0.293 0.167 440 22720 448 22335 0.60 5.00 
DIOX[j] 0.338 0.025 442 22630 452 22150 0.66 5.45 
EtOAc[k] 0.306 0.200 440 22720 449 22290 0.60 4.95 
CH3OH 0.276 0.309 439 22775 448 22335 0.76 5.85 
OcOH[l] 0.343 0.226 443 22595 450 22225 0.91 7.65 
PC[m] 0.338 0.286 440 22710 452 22150 0.82 6.90 
TOL[n] 0.383 0.013 444 22495 454 22030 0.60 5.25 
HpOH[o] 0.339 0.206 442 22610 450 22235 0.93 7.55 
DcOH[p] 0.346 0.237 443 22570 
 
450 22215 0.97 7.55 
DMSO[q] 0.372 0.263 443 22545 
 
455 22000 0.75 6.80 
[a] Cyclohexane. [b] Tetrahydrofuran. [c] Acetone. [d] Butan-1-ol. [e] Benzene. [f] Butyronitrile. [g] Di-n-butyl 
ether. [h] 1,2- Dichloroethane. [i] Diethyl ether. [j] 1,4- Dioxane. [k] Ethyl acetate. [l] Octan-1-ol. [m] Propylene 
carbonate. [n] Toluene. [o] Heptan- 1-ol. [p] Decan- 1- ol. [q] Dimethyl sulfoxide. [r] Polarizability indices. [s] 
Pekar function. 
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Table 2. Compilation of the parameters derived from the photophysical and spectroscopic properties recorded 
for PXX in a range of organic solvents at room temperature.  
 
 
 
 
 
 
 
 
 
 
 
 
Solvent 
 
KRAD [108 s-1] 
 
KNR [108 s-1] 
 
 
ΔSS [ cm-1] 
 
hL [ cm-1] 
 
hM  [ cm-1] 
 
SL 
 
SM 
CHX 1.24 0.78 320 470 1355 0.41 0.59 
CH3CN 1.18 1.15 570 570 1340 0.35 0.69 
THF 1.29 0.69 450 525 1460 0.36 0.66 
ACE 1.22 0.96 480 515 1450 0.38 0.64 
BuOH 1.25 0.26 385 460 1365 0.40 0.58 
BENZ 1.35 0.65 470 535 1495 0.33 0.57 
BuCN 1.20 1.02 490 520 1460 0.37 0.62 
2MTHF 1.22 0.84 455 600 1390 0.31 0.79 
CHCl3 1.42 0.76 520 545 1305 0.34 0.49 
Bu2O 1.30 0.73 355 510 1450 0.35 0.68 
DCE 1.23 0.68 500 550 1275 0.34 0.44 
CH2Cl2 1.38 0.71 515 550 1290 0.34 0.48 
Et2O 1.20 0.80 385 495 1420 0.36 0.69 
DIOX 1.21 0.62 470 525 1470 0.34 0.60 
EtOAc 1.22 0.81 425 500 1445 0.34 0.62 
CH3OH 1.30 0.41 440 490 1415 0.40 0.70 
OcOH 1.19 0.12 370 505 1445 0.37 0.69 
PC 1.18 0.27 555 520 1475 0.38 0.59 
TOL 1.15 0.76 465 510 1430 0.35 0.67 
HpOH 1.24 0.09 375 505 1450 0.35 0.64 
DcOH 1.29 0.04 355 525 1480 0.37 0.68 
DMSO 1.10 0.37 550 550 1355 0.35 0.66 
59 
 
 
 
Chapter 3.         
    The quest for highly fluorescent   
chromophores: Evaluation of 1H,3H-
isochromeno [6,5,4-mna] xanthene-1,3-
dione (CXD) 
 
 
THERE IS A NEVER ENDING SEARCH FOR NEW ORGANIC COMPOUNDS HAVING INTERESTING 
FLUORESCENCE PROPERTIES, PARTICULARLY IN THE SOLID STATE. SUCH SUBSTANCES ARE 
ESPECIALLY ATTRACTIVE AS ANTI-COUNTERFEIT REAGENTS. 
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3.1 Introduction 
     
As every chemist knows, molecules have a distinct size, shape and dimensionality instilled by the 
unique composition and arrangement of their constituent atoms. From birth, molecules have an 
identity, a name and a character. The latter leads to a set of properties which evolve as the molecule 
moves from isolation in a supersonic jet stream, to a dilute solution, to accretion into a microscopic 
cluster and finally to condensation into a solid. For some molecules, these properties are highly 
sensitive to the local environment and the molecule responds to changes in temperature, pressure, 
rheology, etc. They also respond to the presence of certain reagents. Other molecules remain 
indifferent to their surroundings and are therefore able to act as control or reference materials. The 
most interesting molecules are those that change their properties on forming a mixture, either with 
like molecules or with adventitious reagents. This leads to the creation of structure-reactivity criteria.1 
The beauty of the molecular world is its predictability once a set of underlying rules has been 
established. 
 No matter how wondrous might be the molecular world, it moves to a whole new dimension 
when the target molecule absorbs a photon of light. The resultant excited state takes on a new set of 
properties that might differ dramatically from those of the ground state. Molecules that are benign in 
the dark can become spontaneously reactive under exposure to light. Many molecules return to the 
ground state by way of emitting a photon of light at a slightly different frequency to that of the 
excitation beam. These molecules are of great interest and applicability.2 Fluorescence allows 
visualization of the molecule and, in certain circumstances, can operate at the single molecule level.3 
Few other experimental techniques can offer such high levels of sensitivity. The excited-state molecule 
possesses what is loosely referred to as a “lifetime”, which itself might be sensitive to the 
environment. This offers a new protocol for monitoring the presence of secondary species or physical 
parameters such as temperature. This realization has not been lost on medicinal chemists and a wealth 
of non-intrusive diagnostic tools has been introduced in recent years.4 Fluorescence is the method of 
choice for anti-counterfeit strategies, for monitoring pollution streams and for in situ detection in 
remote or hazardous conditions. Perhaps the most dramatic feature of molecular fluorescence stems 
from the fact that it is not necessary for the emitting molecule to absorb the photon from the 
excitation beam. Indirect population of the emitting state can be engineered by way of intermolecular 
energy transfer.5 For fluorescent molecules, energy transfer can be highly effective even when the 
reactant pair is separated6 by as much as 10 nm. This is a truly remarkable occurrence, probably 
unrivalled in any area of natural science. 
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 Advances in the science of fluorescence have been most apparent of late in the fields of super-
resolution microscopy7 and in organic light-emitting devices (OLEDs).8 Both techniques require access 
to fluorescent molecules possessing certain properties. In OLED development, for example, the 
emitting state is accessed via charge recombination of the initially formed radical cation and radical 
anion species that emerge at the electrodes.9 Charge recombination forms both singlet and triplet 
excited states and the process known nowadays as thermally-activated delayed fluorescence10 
(previously called E-type delayed fluorescence10) allows the fluorescent state to be reached via reverse 
intersystem crossing. This is an active area of research at the present time. Also under active scrutiny 
is the concept of a white light emitter.11 Here, the OLED generates white light, often by combining 
three separate emitters into a bundle. There are few single molecules capable of producing white light 
at any reasonable efficiency. To be successful, the emitters need to be stable, insensitive to their 
surroundings, cheap to produce, non-toxic and strongly fluorescent. It would be useful if the target 
compound did not degrade under continuous exposure to light – at a recent research seminar held at 
Newcastle University, Professor Ifor Samuel (St Andrews University) told the audience that the emitter 
should survive for in excess of 50,000 hours operation. The search for suitable materials continues… 
 In this chapter, we describe the photophysical properties of a promising fluorescent material 
known to us as CXD (Figure 1). This compound, correctly called benzo-(k,l)-xanthene -3,4-dicarboxylic 
anhydride, is synthesized12 in a few steps as outlined below in Scheme 1. It is recovered as a light 
yellow solid that easily crystallizes. The compound can be prepared in large quantities and it is stable 
over prolonged storage in the dark. Because of the anhydride group, there is a pronounced 
intramolecular dipole moment and this helps to keep the molecule in a planar orientation. We are 
interested to see if the compound has valuable properties for possible applications in the opto-
electronics field. It absorbs at 408 nm, which is a convenient excitation wavelength because of the 
ready availability of cheap, high-intensity LED sources for this spectral region. 
 The sample of CXD was synthesized and characterized by Daniel Avis of the Molecular 
Photonics Laboratory (Scheme 1). He was able to obtain the crystal structure to authenticate the 
identity of the compound. The photophysical properties were determined as part of this thesis, as 
were all the results described here. A joint publication describing this system has appeared in the 
scientific literature.13 
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Figure 1. Molecular formula for CXD (top) and its energy-minimized structure computed for the solute 
in acetonitrile showing the direction and value of the ground-state dipole moment vectors (bottom).     
 
Scheme 1. Reagents and Conditions: (i) o-Nitrophenol, NaOH, DMF, Cu, reflux 1h. (ii) Fe, acetic acid, 
O.                                  2, HOAc, H4C, CuSO5 -, 02reflux 1h. (iii) Hydrochloric acid, acetic acid, NaNO 
3.2 Background 
 
Prior work has reported the synthesis12 of CXD and several closely related derivatives, but very little 
photophysical data were given. The structure of CXD in the gas phase, as determined by DFT using the 
B3LYP functional with the 6-311G++ basis set (Figure 1), established CXD as being planar. The same 
situation arises for the molecule placed in a solvent reservoir. The computed bond lengths and angles 
appear reasonable for an aromatic compound (see later) and are in good agreement with those found 
by X-ray crystallography. The spatial location and identification of the HOMO and LUMO are in line 
with chemical anticipation, while the energy difference, EHOMO – ELUMO, for the gas–phase is calculated 
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to be 3.33 eV for the energy-minimized geometry. Table 1 shows the energies of the HOMO and LUMO 
in the case where a solvent continuum model was used. It is normal that a solvent causes a small 
increase in energy for both HOMO and LUMO relative to vacuum, with the effect becoming larger in 
more polar solvents. Figure 2A shows the electron density map computed for CXD in a pool of polar 
solvent molecules. The distribution indicates that considerable electron density has been moved from 
the aromatic core to the naphthalic anhydride residue. It is this type of intramolecular charge transfer 
that renders the molecule polar. The calculation also indicates that for CXD the ground-state dipole 
moment is long-axis polarized (Figure 1). The dipole moments are increased slightly in more polar 
solvents. The energy-minimized structure of the CXD radical anion is similar to that of the ground 
state. The main differences in bond length are restricted to the naphthalic anhydride residue (Figure 
2B), thereby indicating that the added electron is essentially localized here. The same calculation 
performed for the corresponding radical cation, CXD+., predicts a planar geometry with positive charge 
located at the phenoxy-like subunit (Figure 2C ).  
Table 1. DFT computer calculated parameters using Gaussian 09 and an IEPCFM solvent model.a 
 
Solvent 
 
/ eV HOMOE 
 
/ eV LUMOE 
 
Dipole Moment / D 
None -6.523 -3.193 10.8 
THF -6.391 -3.151 14.5 
DMSO -6.366 -3.148 15.3 
MeCN -6.368 -3.148 15.3 
Toluene -6.440 -3.159 12.8 
MeOH -6.369 -3.149 15.3 
Benzene -6.444 -3.161 12.7 
                a B3LYP 6-311G++ basis set 
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Figure 2. DFT calculated electron density distribution for CXD (A), CXD-. (B) and CXD+. (C) in a reservoir of 
acetonitrile molecules computed at the continuum model. 
             Cyclic voltammetry was used to study the redox chemistry of CXD in dried tetrahydrofuran 
(THF) containing tetra-N-butylammonium tetrafluoroborate as background electrolyte. On oxidative 
scans, an electrochemically irreversible wave was observed at a peak potential of 1.65 V vs SCE. This 
wave corresponds to one-electron oxidation of CXD to form the corresponding -radical cation. This 
species is unstable, even on fast scan rates, and, in common with other xanthene compounds, is 
expected to lose a proton.14 On reductive scans, a reversible wave was observed with a half-wave 
potential of -1.21 V vs SCE. This particular process is attributed to formation of the -radical anion, as 
identified by computational studies. No other waves were apparent in the cyclic voltammograms. 
3.3 Optical spectroscopy 
 
The absorption spectrum recorded for CXD in THF is shown as Figure 3. The spectrum is somewhat 
red-shifted compared to benzo[kl]xanthene and possesses features that might be reminiscent of 
naphthalic anhydride.15 Two peaks stand out in the spectrum, these appearing at 420 nm (MAX = 
17,600 M-1 cm-1) and 441 nm (MAX = 14,500 M-1 cm-1). A small shoulder is evident on the high-energy 
side of the 420 nm band, indicating the existence of a vibrational progression. The absorption profile 
below 350 nm comprises a narrow, intense band centred at 270 nm and a weaker broad, but slightly 
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structured, band centred at around 320 nm. A TD-DFT calculated absorption spectrum for CXD in THF 
matches reasonably well with the experimental spectrum (Figure 4) and indicates that the first-
allowed absorption transition appears at 413 nm. The computed oscillator strength is 0.47, compared 
to an experimental value of 0.41. Essentially, the lowest-energy absorption transition arises from 
promotion of an electron from the HOMO to the LUMO. There is a notable n–* contribution to the 
high energy band centred at 270 nm. Spectral deconstruction of the reduced absorption envelope into 
Gaussian-shaped components indicates the lowest-energy absorption transition has an accompanying 
vibronic mode corresponding to a group of vibrations centred at around 1,230 cm-1. Absorption is 
considered to correspond to Franck–Condon excitation, for which the 0,0 transition is located at 22 
545 cm-1, as identified by the Gaussian band-shape analysis. 
 
Figure 3. Room temperature normalized absorption (black) and fluorescence (red) spectra recorded for CXD in 
THF. 
       Intense emission is observed for an air-equilibrated THF solution of CXD (Figure 3), the 
fluorescence quantum yield (F) being 0.96 and the excited-singlet state lifetime (S) being 7.4 ns. The 
quantum yield was measured relative to perylene in dilute methylcyclohexane solution.16 Similar 
spectral deconstruction of the reduced fluorescence spectral profile involves two overlapping vibronic 
modes. These correspond to averaged values of 1,145 and 1,815 cm-1. This leads to poor mirror 
symmetry between absorption and fluorescence spectra. Even so, there is good agreement between 
the radiative rate constant (kRAD = 1.2 x 108 s-1) calculated from the Strickler–Berg expression17 and the 
experimental value (kRAD = F / S) (Table 2). The 0,0 fluorescence band is located at 21,365 cm-1, 
thereby allowing calculation of the accurate Stokes' shift as being 1,180 cm-1. 
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Figure 4. Comparison of recorded absorption spectrum for CXD in THF (black) and calculated (blue) spectrum 
using TD-DFT (B3LYP, 6-31G(d)) in a THF solvent continuum. Bars depict calculated electronic transitions with 
selected molecular orbitals shown for (a) to (e). The number of the molecular orbital is shown and the square of 
the coefficient multiplied by two is given above the arrow. 
           Photophysical properties measured for CXD in several solvents are collected in Table 2. Despite 
the subtle alterations to the shape of the emission profile with changing solvent, the lack of any 
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correlation between the emission peak maximum (FLU) and a solvent polarity function is consistent 
with the excited state possessing a dipole moment comparable to that of the ground state. 
Furthermore, fluorescence quantum yields are close to unity and more-or-less constant across the 
range of solvents used; the small variations in the excited-state lifetimes are attributed to 
perturbations in the non-radiative rate constants (kNR = (1-F) / S). There is no obvious correlation 
between kNR and, for example, the polarity of the solvent (cf THF vs. PC). The important point from 
this study is that emission is almost quantitative in solution at room temperature. See Figures 5 and 6 
for the effects of solvent polarity on the absorption and fluorescence spectra of CXD in dilute solution. 
It might be noted that CXD is readily soluble in these solvents and shows no tendency for aggregation. 
Table 2. Collected photophysical parameters recorded for CXD in a small range of solvents at room temperature. 
 
Solvent 

ABS [nm] 

MAX / M-1 
cm-1 

FLU [nm] 
 
F 

τs[ns] 
 
KRAD [108 s-1] 
 
KNR [106 s-1] 
 
THFa 420  
441 
17,600 
14,500 
467 
497 
0.96 7.4 1.3 5.1 
MeCN 423 
443 
14,900 
12,800 
474 
500 
0.94 8.1 
 
1.1 7.4 
Toluene 424 
447 
16,200 
13,200 
467 
497 
0.95 7.7 1.2 6.8 
DEEb 418 
440 
14,900 
12,000 
460 
490 
0.96 8.7 1.1 4.9 
PCc 427 
445 
17,600 
17,200 
476 
503 
0.96 7.4 1.3 5.1 
         aTetrahydrofuran, bDiethyl ether, cPropylene carbonate. 
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Figure 5. Room temperature normalized absorption spectra recorded for CXD in different solvents. 
 
 
Figure 6. Room temperature normalized fluorescence spectra recorded for CXD in different solvents. 
               Unsurprisingly in view of the high fluorescence quantum yield, it was not possible to detect 
phosphorescence from CXD in an optical glass formed by freezing 2-methyltetrahydrofuran to 77 K. 
Likewise, it was not possible to detect the transient formation of the CXD triplet-excited state by laser 
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flash photolysis in deoxygenated THF at room temperature. Adding iodoethane as an external heavy-
atom perturber18 to the low-temperature glass failed to switch on phosphorescence from CXD. In 
passing, it was found that iodoethane quenched the fluorescence from CXD in THF solution but the 
resulting Stern-Volmer plot showed positive deviation from linearity (Figure 7). In contrast, the Stern-
Volmer plot generated using the excited-singlet state lifetime was linear, corresponding to a 
bimolecular quenching rate constant of ca. 3 x 106 M-1 s-1. This latter value is well below the diffusion-
controlled rate limit. The nonlinear Stern-Volmer plot observed for the quantum yields can be 
explained in terms of fluorescence quenching occurring via a combination of dynamic and static 
effects.19 The latter is a consequence of iodoethane forming a non-fluorescent complex with CXD. 
Because of the absence of phosphorescence, we were unable to establish the triplet energy for CXD. 
 
Figure 7. Stern-Volmer plot constructed for the addition of iodoethane to a solution of CXD in THF. The solid line 
represents a fit to a combination of dynamic quenching and formation of a 1:1 non-fluorescent complex. 
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Figure 8. Effect of increasing concentrations of iodoethane on the fluorescence spectral profile of CXD in THF 
solution.  
              It might be noted that many aromatic hydrocarbons form a ground-state complex with iodo-
compounds in non-polar solvents. This situation was first investigated in detail by Nemzek and Ware,20 
who developed a theoretical analysis for 1:1 and 1:2 complexation. A characteristic feature of such 
systems is the upwards curvature of the Stern-Volmer plot, as is evident from (Figure 7). It is also clear 
that the fluorescence spectral profile does not change in the presence of a large excess of iodoethane 
(Figure 8), only the intensity falls. It is difficult to say that the resultant complex is non-fluorescent 
because there is always some free CXD in the system and this, of course, is strongly fluorescent. 
Analyzing the fluorescence yield in terms of the Scheme 2, and taking the dynamic quenching rate 
constant as being 3 x 106 M-1 s1, we can obtain estimates20 for the complexation constants, K1 and K2 
(Scheme 2); note it is not possible to fit the entire curve to a single complexation step. Under our 
experimental conditions, we find K1 = 0.03 ± 0.01 M-1 for formation of a 1:1 complex. Fitting to the 
second complexation step is much less accurate but gives a very rough value for K2 of 1.5 ± 0.7 M-2. 
According to Nemzek and Ware, the occurrence of 1:2 complexes is quite common. 
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Scheme 2. Illustration of the effect of adding high concentrations of iodoethane to a solution of CXD in THF. Only 
the non-complexed solute is fluorescent. Formation of both 1:1 and 2:1 complexes is considered.  
3.4 Photochemical stability 
 
The insignificant population of the triplet-excited state via intersystem crossing might be used to argue 
that CXD will be stable against photochemical degradation. The logic for this suggestion comes from 
the realization that the most common cause of photobleaching arises from intermediate formation of 
singlet molecular oxygen.21 This latter species is formed by way of electronic energy transfer22 from a 
high-energy triplet state to ground-state oxygen. Singlet oxygen, although short lived in most 
solvents,23 is highly reactive towards unsaturated bonds and readily forms hydroperoxide species that 
can enter into chain reactions.24 To have any practical application, it is necessary for new emitters to 
be photo-stable and therefore we set out to examine the performance of CXD under continuous 
illumination. 
            The experiment involved preparing a solution of CXD in an organic solvent and saturating the 
solution with air. The sample was sealed in an air-tight cuvette before recording the absorption 
spectrum. The absorbance at the lowest-energy absorption maximum was adjusted before sealing the 
cuvette to have a value of around unity. The sample was exposed to white light delivered from a 400W 
quartz halogen lamp, filtered to remove UV and IR radiation. After pre-determined times, the cuvette 
was removed and the absorption spectrum recorded. This procedure was repeated for many cycles. 
Unfortunately, it proved impossible to prevent the evaporation of diethyl ether from the cuvette and, 
in this experiment, the absorbance climbed gradually with exposure time. Even without the light 
source, the absorbance increased slightly but steadily with time. This experiment was abandoned. 
            In other solvents, notably THF, acetonitrile, propylene carbonate and toluene there was no 
significant change in absorbance over short (i.e., 100 minutes) irradiations. Loss of compound was 
restricted to less than 1%. In the case of propylene carbonate, for example, this corresponds to the 
approximate absorption of 30,000 photons per molecule without loss (Figure 9). Even in direct 
sunlight, CXD was found to remain unaffected by prolonged illumination. Some loss was observed 
when the compound in THF was irradiated with a high-power (i.e., 5 mW) LED emitting at 408 nm. 
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Here, we could estimate a crude quantum yield for photobleaching as being in the region of 10-5. 
Obviously, with such a low rate of photobleaching, it is not possible to make meaningful comments 
about the reaction mechanism. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Absorption spectra recorded for CXD in air-equilibrated propylene carbonate following irradiation with 
an unfiltered 400 W halogen lamp before (black curve) and after 3 hours (red curve). 
3.5 Photo-induced polymerization 
 
We are now able to add CXD to the burgeoning library of known fluorescent compounds. This 
compound is relatively small, easily purified and well characterized. It is relatively stable and can be 
stored in the solid state or as a solution for prolonged periods, especially at low temperature. The 
compound does not suffer unduly from issues relating to aggregation or poor solubility. Although 
there are no ionic groups, the molecule has a high dipole moment that assists solubility in polar organic 
solvents but not water. A useful attribute of this compound is the strong absorption at 408 nm, which 
is ideal for excitation with a violet LED. We foresee CXD being one component of a white emitter, with 
excitation at 408 nm. To be practical, any material for use with OLEDs needs to be fully compatible 
with the polymer matrix. We found that CXD could be dispersed in PMMA and cast into a film to give 
a strongly fluorescent layer of variable thickness. Because CXD is redox active, it was decided to test 
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its ability to initiate light-induced polymerization. Here, the important point is to use light to activate 
the monomer via free radical reactions but to leave no residual colouration in the resultant polymer 
film. 
        As a starting point, we examined the electron-transfer chemistry between CXD and 
diphenyliodonium chloride (DPI), the latter being a well-known initiator25 for free radical 
polymerizations. In methanol solution, addition of DPI to CXD in the dark had little effect but once 
exposed to light the yellow colour of the CXD faded rapidly. Within a few minutes, the solution was 
colourless. This suggests that the excited-singlet state of CXD is able to enter into electron-transfer 
reactions with DPI so as to form free radicals, which subsequently attack CXD. An outline for this 
proposed system is shown below (Scheme 3).  
 
Scheme 3. Proposed sequence of reactions covering the photochemical bleaching of CXD in the presence of the 
free-radical generator. NB Ph = phenyl 
            To provide some quantitative data, a Stern-Volmer plot was established for quenching of the 
excited-singlet state of CXD by DPI in methanol solution (Figures 10 and 11). It was observed that DPI 
reduced the fluorescence quantum yield but did not affect the spectral shape. The resultant Stern-
Volmer plot was linear, passing through the origin, with a Stern-Volmer constant (KSV) of 30 M-1. At 
higher concentrations of quencher, the Stern-Volmer plot shows negative deviation from linearity but 
this was found to be an artefact. The problem was caused by leaving the solution in room light. Using 
the excited-singlet state lifetime (S) for CXD of 7.4 ns, the bimolecular quenching rate constant (kQ = 
KSV / S) can be calculated as being 4 x 109 M-1 s-1. This can be compared to the diffusional limit26 of 2 
x 1010 M-1 s-1 for methanol at 20 0C. Thus, light-induced electron transfer is quite efficient in this 
system. It is known that DPI can be reduced27 with a reduction potential of -0.7 V vs SCE. Now, 
according to our cyclic voltammetry studies, CXD shows an irreversible one-electron oxidation peak at 
+1.65 V vs SCE. The excited-state energy for CXD is approximately 2.72 eV. From this information, we 
can estimate the oxidation potential for the excited-singlet state of CXD as being ca. -1.0 V vs SCE. As 
such, a crude estimate for the thermodynamic driving force for light-induced electron transfer in this 
system is -0.3 eV. This appears to be fully consistent with the high quenching rate constant. Indeed, 
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the Rehm-Weller relationship28 would predict that fluorescence quenching is efficient but less than 
diffusional limited in this case.  
 
Figure 10. Effect of increasing concentrations of DPI on the fluorescence spectral profile of CXD in methanol 
solution.  
 
Figure 11. Stern-Volmer plot constructed for the addition of DPI to a solution of CXD in methanol. Data points 
correspond to fluorescence quantum yields and the line drawn through the points is a best fit to the Stern-
Volmer relationship.  
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            In continuation of these experiments, a solution of PDI (0.015 M) and freshly distilled methyl 
methacrylate (6.2 M) in methanol was deoxygenated with a dry N2 stream. The mixture was exposed 
to white light ( > 360 nm) but polymerization did not occur, even on long times. Then, CXD (20 µM) 
was added to the solution under anaerobic conditions. This caused the solution to appear yellow in 
colour and to display strong fluorescence. Polymerization did not take place in the dark. However, 
switching on the light source had the effect of increasing the viscosity of the solution. There was the 
concomitant loss of both the yellow colour and the fluorescence. After a few minutes illumination, the 
solution had turned solid and the yellow colouration had disappeared completely (Figure 12). 
 
Figure 12. Absorption spectrum for PMMA showing the Rayleigh scattering effect from the polymer (A). The 
inset shows a picture of the PMMA polymer in a glass tube.  
             Because of the presence of methanol, photo-polymerization leads to the development of a soft 
organo-gel,29 although the viscosity is very high relative to solution. In order to investigate the 
molecular environment within the gel, the polarity-sensitive probe JBD30 was adsorbed into the matrix 
of the polymer (Figure 13). The absorption maximum of this latter dye depends on the polarity of the 
solvent. The absorption spectra measured for JBD in a small range of solvents of differing polarity are 
shown in Figure 13. The static dielectric constant (εs) for PMMA at room temperature is 3.5,31 which 
is not dissimilar to that in dibutyl ether (εs = 3.1). However, the observed spectrum for JBD dispersed 
in the organo–gel is inconsistent with that of dibutyl ether. The spectrum, in fact, is more closely 
related to that of dichloromethane, where εs is 8.93. The presence of methanol in the organo–gel 
could help explain this result. 
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Figure 13. Absorption spectra for the proton/polarity sensitive probe JBD in CH2Cl2 (red), dibutyl ether (green) 
and methylcyclohexane (blue), and when absorbed into the PMMA polymer (black). 
3.6 Afterthought 
 
It was noted earlier that CXD is a dipolar molecule because of the occurrence of intramolecular charge-
transfer interactions. In general, the anhydride group serves the purpose of being the charge acceptor 
while the aromatic core functions as charge donor. The actual dipole moment is kept modest by the 
short charge separations; for example, our computed value of 14.5 D in THF can be compared to that 
found for the giant porphyrin-carotene-fullerene triad described by Gust et al.32 where the dipole 
moment is 150 D. We have not been able to provide an experimental estimate for the dipole moment 
but we note that CXD is asymmetric and as such the charge will be distributed unevenly around the 
molecule. Indeed, the computed charges were shown earlier as part of Figure 2. Because of this 
intramolecular charge transfer, the various bond lengths differ from those expected from classical 
molecular groupings where the molecule is essentially nonpolar. The bond lengths computed for CXD 
are shown below in Table 3. This information is interesting because Dr. P. G. Waddell of the Newcastle 
Crystallography Laboratory has described33 a procedure for determining the relative contributions of 
dipolar resonance forms on the basis of the bond lengths determined by X-ray crystallography. This 
procedure is a marked upgrade on the protocol used by Harriman et al.34 to determine resonance 
structures for merocyanine dyes. The latter is actually an extension of a procedure reported originally 
by Linus Pauling.35 Because of the interest in dipolar molecules as charge carriers,36 it might be 
instructive to see if a similar analysis can be made for CXD. Rather than use the crystal structure, which 
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was determined by a member of the Molecular Photonics Laboratory and will be part of his PhD thesis, 
we prefer to use the results from the DFT calculation made in a reservoir of THF molecules. 
 
Figure 14. Molecular structure for CXD as computed by DFT (B3LYP) using GAMESS at the 6.311(G)d level with 
the PCM solvent model and the Mennucci / Tomasi compensation model. The direction of the dipole is indicated 
by the arrow and the atom labels are shown. 
           The computed structure (Figure 14) was used to obtain the bond lengths for the important C-C 
and C-O bonds (Table 3). These were used as input for the subsequent HOSE calculation. Calculating 
the Harmonic Oscillator Stabilisation Energy (HOSE) can provide a quantitative measure of the 
contribution of individual resonance structures to the overall bond length pattern of an aromatic 
ring.37 This can be useful for estimating the extent of and likely pathways of charge transfer across the 
molecule. The seven different bond length patterns for the aromatic ring for which HOSE is to be 
calculated (denoted by the label in the scheme below), as derived from the nine resonance forms, are 
the two Kekulé resonance forms (K1 and K2), three ortho-quinoidal motifs (oQ1, oQ2 and oQ3), a para-
quinoidal motif (pQ) and a rhodizoidal motif (R2). Charge-separated resonance forms are indicated in 
red (Figure 15).  
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Figure 15. Illustration of the important resonance forms projected for CXD. 
                 The HOSE calculation for each resonance form yields the following values (in kJ/mol) and the 
percentage contributions of each resonance form are as follows: 
K1/K1 K2/K2 pQ oQ1 oQ2 oQ3 R2 
80.25 36.78 77.51 78.07 38.45 81.35 79.18 
10.72 23.38 11.09 11.01 22.37 10.57 10.86 
 
Analysing the HOSE and percentage contributions shows there is a general trend for the charge-
separated forms to be associated with high energies and hence low overall contributions to the 
structure. The two resonance forms that exhibit a contribution of over 20% are oQ2, which is not 
charge-separated, and K2, for which there are both charge-separated and ground-state resonance 
forms. The charge-separated form of K2 is associated with the pQ motif in the adjacent ring for which 
an energy of 79.25 kJ/mol and a contribution of 10.18% were calculated and hence the greater 
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contribution to this K2 motif is the ground-state resonance form. As the change from oQ2 to K2 
requires only that the adjacent ring flip between the two low energy Kekulé resonance forms, this can 
be rationalised fairly intuitively. From this analysis it can be concluded that the structure of CXD 
exhibits minimal charge-transfer character. 
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Table 3. Compilation of the important bond lengths calculated for CXD and the corresponding optimum values 
listed in the database. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Atoms Calculated 
bond lengths 
Optimum bond 
lengths 
C(9)-C(8) 1.407 1.420 
 
C(10)-C(11) 1.477 1.517 
 
C(10)-C(9) 1.364 1.420 
 
C(18)-C(17) 1.376 1.420 
 
C(19)-C(18) 1.393 1.420 
 
C(20)-C(19) 1.372 1.420 
 
C(15)-C(17) 1.387 1.420 
 
C(16)-C(20) 1.398 1.420 
 
C(16)-C(15) 1.389 1.420 
 
C(7)-C(16) 1.473 1.503 
 
C(7)-C(8) 1.373 1.420 
 
C(5)-C(10) 1.410 1.420 
 
C(6)-C(13) 1.474 1.517 
 
C(6)-C(5) 1.406 1.420 
 
C(1)-C(6) 1.371 1.420 
 
C(2)-C(1) 1.399 1.420 
 
C(3)-C(2) 1.371 1.420 
 
C(4)-C(7) 1.420 1.420 
 
C(4)-C(5) 1.405 1.420 
 
C(4)-C(3) 1.412 1.420 
 
O(14)-C(3) 1.338 1.355 
 
81 
 
Table 3. Continued. 
 
O(14)-C(15) 1.357 1.355 
 
O(12)-C(13) 1.360 1.338 
 
O(12)-C(11) 1.355 1.338 
 
C(13)-O(22) 1.171 1.208 
 
C(11)-O(21) 1.176 1.208 
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3.7 Conclusion 
 
In this chapter, we have reported some photophysical properties for the target compound CXD. This 
compound is strongly fluorescent, possesses a relatively long-lived excited-singlet state and is 
resistant towards intersystem crossing to the triplet manifold. The compound has a large dipole 
moment due to intramolecular charge transfer from the aromatic core to the anhydride residue. 
Despite this charge vector, CXD does not display the features considered characteristic of compounds 
showing significant amounts of intramolecular charge transfer. Elsewhere in this thesis, we report on 
MBIC38 which shows charge-recombination fluorescence. Here, the fluorescence quantum yield and 
excited-state lifetime decrease dramatically as the polarity of the solvent increases. There is also an 
important lowering of the energy of the fluorescence spectral maximum as the solvent dielectric 
constant augments. We see none of these features with CXD. 
             It is interesting to compare the molecular formulae for CXD and MBIC (Figure 16). The only real 
difference seems to be that whereas CXD spreads charge all around the molecule, this charge is more 
localized for MBIC. This might be an important point for the design of new compounds showing 
charge-recombination fluorescence and/or absorption. Our understanding for CXD is that the 
absorption and emission transitions are primarily of ,* character. 
                                   
                                                                        
Figure 16. Comparison of the molecular formulae for CXD (left-hand side) and MBIC (right-hand side).  
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Chapter 4. 
Cresyl Violet: A Convenient 
Fluorescence Standard for the Red 
Spectral Region? 
 
 
AN INORGANIC MINERAL DISPLAYING BRIGHT RED LUMINESCENCE UNDER NEAR-UV ILLUMINATION. 
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4.1 Introduction 
 
Fluorescence spectroscopy, which has been a mainstay of optical spectroscopy for almost one 
hundred years, continues to expand at an astonishing rate. New techniques, such as super-resolution 
microscopy,1 provide new opportunities to explore biological and molecular materials in ever-greater 
detail. Improved excitation sources, such as high power light-emitting diodes with narrow wavelength 
dispersion,2 increase spectral sensitivity while time-resolved emission spectroscopy underpins further 
important applications such as fluorescence lifetime imaging spectroscopy.3 As the diversity of 
fluorescence spectroscopy grows so does the need to work with more complex systems. With 
biological or biomedical organisms, for example, there is a requirement to employ fluorophores that 
absorb and emit in the red region of the electromagnetic spectrum. This apparently simple 
requirement brings substantial challenges, especially in respect to accurate determination of the 
fluorescence quantum yield. Although the ready availability of integrating spheres4 has simplified 
measurement of emission quantum yields, most determinations continue to be made by the 
ratiometric method5 where the emission yield is compared to that of a well established reference 
compound. There are numerous classical standard materials6 for the near-UV, yellow, blue and orange 
regions but less so for the red region. Popular standards for the red region include chlorophyll-a,7 
aluminium(III) phthalocyanine-tetrasulfonate,8 zinc(II)9 and free-base meso-tetraphenylporphyrin,10 
and certain dyes with extended -systems.11 Such compounds are often limited in terms of solubility 
and stability. Other fluorophores, notably various derivatives of cyanine dyes, are available but 
quantum yield data are often unconfirmed or highly sensitive to the local environment because of 
competing light-induced isomerisation.12 
     Considerable attention has been given to the use of cresyl violet perchlorate (CV) as a 
possible fluorescence standard for the red region.13-15 Cresyl violet is a member of the oxazine family 
of dyes, a class of organic compounds with long history as stains for use in biology and histology.16 
These dyes are built around a planar aromatic core that is susceptible to aggregation in certain 
solvents (Figure 1). Cresyl violet shows strong fluorescence in ethanol solution under ambient 
conditions13-15 and displays a relatively broad absorption band with a maximum located at 609 nm. 
The corresponding fluorescence maximum lies at 627 nm in ethanol, corresponding to a crude Stokes 
shift of ca. 460 cm-1. The emission band is significantly less broad and shows poor mirror symmetry 
with what appears to be the lowest-energy absorption transition. The fluorescence quantum yield (F) 
in dilute methanol solution was originally reported13 to be 0.54 on the basis of detailed thermal 
blooming studies. Overall, these properties make for a useful fluorescence standard and there have 
been many reports where the emission properties of new fluorophores have been compared to those 
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of cresyl violet. There are, however, concerns17 about the reliability of the primary F determinations 
because of possible issues relating to aggregation and polarity effects. Here, we re-examine the 
fluorescence properties of cresyl violet in fluid solution in order to assess any important limitations 
for this compound as a secondary fluorescence standard. 
 
 
 
 
 
 
 
 
Figure 1. Molecular structure of cresyl violet showing one of the main resonance forms, and including the 
perchlorate anion. The lower panel shows the DFT computed molecular geometry and emphasizes the planarity 
of the molecule. 
The original studies made by Magde et al.13 established that F for cresyl violet in methanol was 
0.54. This work used thermal blooming spectroscopy to measure the absolute quantum yield and is 
therefore free of possible errors from inappropriate secondary standards. Almost immediately, 
Olmsted14 confirmed the F in methanol as being 0.55 by using calorimetric techniques. Similar values 
were reported by other authors,15 but with some significant variation and some surprising differences 
between F measured in methanol and ethanol. In particular, Isak and Eyring reported18 a significantly 
higher F for cresyl violet in dilute methanol, the value reaching 0.65 at very low concentration, using 
photothermal spectroscopic studies. A somewhat similar value (F = 0.70) was reported by 
Drexhage.19 Several authors20 have indicated that F for cresyl violet might be highly sensitive to 
concentration but this is most likely an artefact arising from self-absorption at higher concentration. 
This level of uncertainty is a concern for the application of the fluorophore as an important reference 
compound and we have endeavoured to re-examine the fluorescence spectral properties of cresyl 
violet in alcohol solvents. Our work is extended to include the effects of other polar solvents, including 
water. It is also clear from reading the earlier literature13-15,18,19 that, whereas much attention has been 
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given to determining F, few reports have attempted to analyse the optical spectra, notably the lack 
of mirror symmetry.  
4.2 Absorption and fluorescence spectral measurements in absolute ethanol 
 
Cresyl violet (Figure 1) is a mono-cationic dye, used here as the perchlorate salt, that is reasonably 
soluble in polar solvents such as methanol. The molecule is planar and therefore highly susceptible to 
self-association in solution, despite the positive charge. This is a known problem under certain 
experimental conditions but most of the literature supports the notion that the monomer will persist 
in methanol solution at low concentration. The absorption and fluorescence spectra recorded in dilute 
ethanol solution (Figure 2) are in agreement with this situation; we prefer to use ethanol for 
fluorescence measurements because of its somewhat lower volatility. Absorption (ABS) and 
fluorescence (FLU) maxima are readily identified (Table 1), there is poor mirror symmetry between 
the transitions but the excitation spectrum is in good agreement with the absorption spectrum 
recorded for the lowest-energy transition. Spectral deconstruction of the reduced fluorescence 
spectrum (Figure 3a) requires five Gaussian components (FWHM = 530 cm-1) to reproduce the entire 
spectral envelope and indicates that the 0,0 transition is centred at 15,940 cm-1. This analysis allows 
calculation21 of the Huang-Rhys factor as being 0.48 in ethanol. For the emission transition, the 
accompanying low-frequency vibronic mode is determined22 to be 500 cm-1 from the deconstructed 
spectrum (Figure 3a). The reduced absorption spectrum could not be deconstructed into a meaningful 
series of Gaussian components of common half-width (Figure 3b). Indeed, the most consistent analysis 
involves superposition of a Gaussian profile (FWHM = 600 cm-1) on top of a broad absorption transition 
that bears the hallmark of a charge-transfer band (FWHM = 2,950 cm-1). It is this underlying charge-
transfer transition (E00 = 17,455 cm-1 or 573 nm) that obscures mirror symmetry between absorption 
and emission profiles. For the ,* transition, the E00 band is located at 16,430 cm-1 (i.e.,  609 nm). 
This allows estimation of the Stokes shift (SS) as being only 490 cm-1; a value that indicates minor 
geometry change on relaxation to the excited-singlet state. Finally, the ,* transition is associated 
with a low-frequency vibronic mode of 540 cm-1. Overall, the properties deduced for the ,* 
absorption transition are in reasonable agreement with those observed for the corresponding 
emission profile. This suggests that the emitting state is primarily ,* in nature, although the Huang-
Rhys factor is a little high and might reflect the involvement of some charge-transfer character. 
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Figure 2. Overlay of absorption (red curve), fluorescence (black curve) and excitation (grey circles) spectra 
recorded for cresyl violet in dilute ethanol (i.e., sub-M) solution at room temperature. 
Table 1. Summary of key photophysical properties determined for cresyl violet in dilute ethanol solution at 
ambient temperature. 
ABS / nm FLU / nm SS / cm-1 MAX / M-1 cm-1 F S / ns kRAD / 108s-1  S 
609 627 490 85,115 0.52 3.8 1.4 0.48 
 
In ethanol at 20 0C, cresyl violet exhibits a linear Beers’ law plot, at least over concentrations 
less than 33 M (Figure 4), giving rise to a molar absorption coefficient of 85,115 M-1 cm-1 at the 
absorption maximum. The radiative rate constant (kRAD) calculated from the Strickler-Berg 
expression23 is 2.7 x 108 s-1, while integration of the absorption spectrum gives an oscillator strength24 
of 0.97 for the lowest-energy absorption band. These derived values are based on the lowest-energy 
absorption band being due to a single transition but our spectral deconstruction procedure indicates 
that the ,* transition overlaps with a more intense charge-transfer manifold (Figure 3b). Integration 
of these deconstructed transitions indicates an oscillator strength for the ,* transition of 0.49 and 
a subsequent kRAD value of 1.4 x 108 s-1.  In dilute ethanol solution, time-resolved fluorescence spectral 
measurements with laser excitation at 525 nm indicate that the fluorescence lifetime (S) is 3.8 ± 0.1 
ns. The decay profile was mono-exponential (2 = 1.07) and the derived lifetime was found to be 
independent of both concentration and detection wavelength. Using the latter lifetime in conjunction 
with kRAD determined from the Strickler-Berg expression,23 we reach an estimate for the fluorescence 
quantum yield (F = kRAD . S) of 0.53 ± 0.04. This estimate seems a little low in comparison to many 
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literature values, possibly reflecting the difficulty in assessing kRAD for the ,* transition, but 
agreement is remarkably close to the F value of 0.54 measured in methanol by thermal blooming 
spectroscopy as reported originally by Magde et al.13 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. (a) Upper panel shows the reduced fluorescence spectrum in ethanol and the underlying series of 
Gaussian components. The experimental curve is in black and the reconstructed spectrum is in red. The Gaussian 
components are in grey. Also shown is the hot emission band needed to fully reconstitute the spectrum. (b) The 
lower panel shows the same deconstruction for the corresponding absorption spectrum. The grey curves refer 
to the ,* transition while the dark blue curves are associated with the intramolecular charge-transfer state. 
A direct estimate for F was made using an integrating sphere with excitation being provided 
by a collimated beam from a high-power LED emitting at 523 nm. Output from the integrating sphere 
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was collected at the exit port and directed to a Zolix Omni--1509 monochromator before being 
detected with an ABET Digital Light Detector. The optical system was calibrated for wavelength 
response using a standard quartz halogen lamp. Several concentrations (0.2-2 M) of cresyl violet in 
deaerated absolute ethanol were used. Using the procedure developed by Beeby et al.,25 F for cresyl 
violet in ethanol was determined to be 0.52 at room temperature. This value is very slightly higher 
than the value (F = 0.50 in ethanol) reported by Olmsted14 on the basis of calorimetric 
measurements. Notably, our value is significantly smaller than F values reported in ethanol by 
Drexhage19 (F = 0.70) and Petukhov et al.26 (F = 0.57). It might be noted that our fluorescence 
spectra indicate the presence of some hot fluorescence (Figure 3a).  This latter band is situated some 
455 cm-1 above the 0,0 vibronic band of the emitting state. Hot emission contributes <7% to the total 
emission spectrum and, in certain cases, could contribute to the uncertainty in establishing a 
completely reliable F for cresyl violet. 
 
 
 
 
 
 
 
 
 
 
Figure 4. Concentration (5-32 M) dependence for cresyl violet in absolute ethanol at room temperature. The 
inset shows the absorbance measured at the peak maximum and converted to a path length of 1 cm. 
An indirect consequence of the derived F is that almost 40% of the combined avenues available 
for deactivation of the excited-singlet state involve nonradiative channels. In contrast to radiative 
decay, nonradiative pathways are often highly sensitive to changes in the local environment and this 
can be problematic for a fluorescence standard. With cresyl violet in ethanol, the corresponding rate 
constant for nonradiative decay, kNR, has a value of ca. 1 x 108 s-1 at room temperature. The Englman-
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Jortner energy-gap law27 for nonradiative decay in polycyclic compounds has recognized the 
importance of high-energy vibronic modes, such as N-H stretching vibrations, as being especially 
significant for promoting nonradiative deactivation. This is likely to be the case for cresyl violet; later 
it will be shown that exchange of the labile hydrogen atoms with deuterium atoms leads to a marked 
increase in F. This is precisely what might be expected on the basis of the energy-gap law.27 
 
 
Figure 5. Comparison of normalized absorption spectra recorded for cresyl violet in a series of organic solvents 
at room temperature: acetone (black), acetonitrile (red), tetrahydrofuran (mauve), butyronitrile (cyan), 
formamide (plum), N,N-dimethylformamide (rose) and dimethylsulfoxide (blue). 
4.3 Effect of solvent 
 
Our analysis of the optical spectra recorded for cresyl violet in ethanol indicates an overlapping 
mixture of charge-transfer and ,* transitions. The energy of the charge-transfer state is likely to be 
affected by the polarity of the solvent while the heteroatoms might be expected to participate in 
hydrogen bonding interactions with certain solvents. Although no evidence for aggregation was found 
in ethanol, the planar structure could favour dimerization in other solvents where solvatophobic 
effects are introduced. Prior work13 has recommended methanol as a suitable solvent for cresyl violet 
but, in our opinion, this otherwise excellent solvent is too volatile for convenient use with a 
fluorescence standard. In looking for alternative solvents as a means to generalize the use of cresyl 
violet for ratiometric fluorescence measurements, we have considered a few polar organic solvents 
as alternatives to alcohols. No attempt was made to exchange the perchlorate counterion as this is 
the most common commercially available salt. The use of water as a solvent is described separately. 
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 Firstly, we consider the absorption spectra recorded for cresyl violet in a small series of organic 
solvents at room temperature (Figure 5). These solvents include both hydrogen-bond donors (e.g., 
formamide, butanol) and hydrogen-bond acceptors (e.g., acetone, dimethylsulfoxide) and cover a 
modest range of polarities. Numerous protocols exist by which to express the properties of an organic 
solvent and listed in Table 2 are the Pekar function28 (PS) and the Catalan solvent index function29 (SP). 
The result of replacing ethanol as solvent is unexpectedly complex! The spectral pattern observed in 
ethanol is not preserved in any other solvent on our list, including butan-1-ol. In the longer alcohol 
solvents, the absorption spectra indicate the presence of significant transitions at higher energy than 
the ,* transition while in organic nitriles and N,N-dimethylformamide the regular ,* transition is 
replaced with a pair of broad, featureless transitions. Such behaviour is characteristic of dimerization 
of the solute, presumably driven by the need to minimize contact with the surrounding solvent. 
Dimerisation is evident in these various solvents by the appearance of a pair of fairly broad Gaussian-
shaped absorption bands that displace the regular ,* transitions seen in ethanol (Figure 5). The 
location and energy splitting of this pair of Gaussian components depend markedly on the nature of 
the solvent. 
 
Figure 6. Comparison of normalized fluorescence spectra recorded for cresyl violet in a series of organic solvents 
at room temperature: acetone (black), acetonitrile (red), butyronitrile (cyan), formamide (plum), N,N-
dimethylformamide (rose) and dimethylsulfoxide (blue). 
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Before attempting to analyse these absorption spectral effects, we turn attention to the 
corresponding fluorescence spectra recorded in the same solvents at room temperature (Figure 6). 
For all fluorescence measurements, the absorbance at the excitation wavelength was kept below 0.06 
and care was taken to avoid artefacts arising from the inner-filter effect.30 Solutions were filtered 
through a microporous frit and prepared fresh to avoid problems of aggregation. It is apparent that 
the fluorescence spectra are greatly simplified relative to the corresponding absorption spectra and, 
in each case, remain reminiscent of the situation observed in ethanol. Although the emission 
maximum shifts in response to changes in solvent, the basic shape does not change significantly 
(Figure 6). This situation might be explained in terms of emission arising only from the residual 
monomeric form of the dye but this simple explanation does not account for the substantial solvent-
induced shifts of the emission maximum (Table 2). Instead, we consider that, in certain solvents, 
notably N,N-dimethylformamide, acetonitrile and acetone, fluorescence occurs from a dimer species. 
Table 2. Compilation of the primary spectroscopic parameters recorded for cresyl violet in a range of organic 
solvents at room temperature.  
Solvent SP[h] PS[i] λABS [nm] λFLU 
[nm] 
F τs[ns] 
ACE[a] 0.65 0.61 469 , 592   619 0.91 4.5 
DMSO[b] 0.83 0.59 608 645 0.54 3.8 
Formamide 0.81 0.62 598 632 0.52 3.5 
EtOH[c] 0.63 0.62 609 627 0.52 3.8 
CH3CN 0.64 0.66  468 , 586 625 1.0 4.5 
OcOH[d] 0.71 0.48 615 631 0.49 4.1 
BuOH[e] 0.67 0.32 612 622 0.71 3.4 
DMF 0.75 0.6 478, 602 639 0.64 3.9 
BuCN[f] 0.68 0.61 469 , 591 627 0.82 3.8 
THF[g] 0.71 0.44 469 , 594  627 0.79 4.2 
[a] Acetone. [b] Dimethyl sulfoxide. [c] Ethanol. [d] Octan-1-ol. [e] Butan-1-ol. [f] Butyronitrile. [g] 
Tetrahydrofuran. [h] Catalan solvent polarizability parameter. [i] Solvent Pekar function. 
While the fluorescence spectra recorded for cresyl violet in different solvents remain 
comparable to those found in ethanol, the same is not true for the corresponding absorption spectra 
(Figures 5 and 6). Furthermore, the derived photophysical properties also remain similar to those 
found for cresyl violet in ethanol (Table 2). Analysis of the spectroscopic data allows the determination 
of secondary properties, such as the Huang-Rhys factor (S), the Stokes shift (SS) and the 
accompanying low-frequency vibronic mode (hL) coupled to the optical transition, and these values 
are collected in Table 3. Again, the various parameters are not too dissimilar to those found in ethanol 
solution. This situation is surprising because of the obvious indication for dimerization in certain 
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solvents. The strong implication, therefore, is the dimer emits under these conditions with quite high 
probability. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. (a) Upper panel shows the deconstructed absorption spectrum recorded for cresyl violet in acetonitrile, 
with the charge-transfer transitions being coloured grey. The cyan and plum components refer to the transition 
for the dimer that arise from excitonic splitting. (b) Lower panel shows the same patterns derived for N,N-
dimethylformamide solution. 
In some solvents, notably alkane nitriles and acetone, the absorption profile for cresyl violet 
at low concentration exhibits two pronounced bands (Figure 7), with the lower-energy transition being 
dominant. In fact, the absorption spectrum also exhibits the charge-transfer absorption bands 
reported earlier for cresyl violet in ethanol solution such that analysis is somewhat hazardous. 
Nonetheless, a meaningful deconstruction of the low-energy absorption envelope can be made 
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(Figure 7a). N,N-Dimethylformamide (DMF), on the other hand, favours the higher-energy absorption 
transition, regardless of concentration (Figure 7b). It is noticeable that both absorption bands are 
relatively broad and featureless but can be analysed readily in terms of Gaussian-shaped components. 
These bands are regarded as being characteristic of a dimeric form of cresyl violet. In support of this 
assignment, it might be noted that addition of DMF to a dilute solution of cresyl violet in ethanol 
caused the appearance of the absorption spectrum considered representative of the dimer (Figure 8). 
Strong fluorescence (F = 0.64) is observed for cresyl violet in dilute DMF solution, with the emission 
maximum (FLU = 639 nm) being the most red shifted of the solvents considered here. Excitation 
spectra confirm that emission arises from the dimer while time-resolved fluorescence decay profiles 
were mono-exponential with the lifetimes listed in Table 2. Fluorescence quantum yields are 
surprisingly high for a dimer species and approach unity in acetonitrile solution. Again, detailed 
analysis of these spectroscopic profiles permits derivation of the relevant secondary properties (Table 
3) which can now be compared in terms of the nature of the surrounding solvent. 
Table 3. Compilation of the parameters derived from the photophysical and spectroscopic properties recorded 
for cresyl violet in a range of organic solvents at room temperature.[a]  
Solvent E00 (abs) 
/ cm-1 
E00 (flu) 
/ cm-1 
kRAD 
 / 108 s-1 
kNR  
/ 108 s-1 
SS  
/ cm-1 
hL  
/ cm-1 [b] 
S [b] 
ACE 16,730 16,160 2.0 0.20 570 645 0.37 
DMSO 16,300 16,020 1.4 1.2 280 565 0.46 
Formamide 16,470 16,115 1.5 1.4 355 630 0.39 
EtOH 16,430 15,940 1.4 1.3 490 490 0.48 
CH3CN 16,875 15,670 2.2 NA 1,205 555 0.46 
OcOH 17,075 15,535 1.2 1.2 1,540 550 0.46 
BuOH 17,155 15,975 2.1 0.85 1,180 550 0.48 
DMF 16,715 15,825 1.6 0.92 890 625 0.39 
BuCN 16,870 15,850 2.2 0.47 1,020 565 0.50 
THF 16,655 15,950 1.9 0.50 705 630 0.39 
[a] See footnote to Table 2 for an explanation of the abbreviations used to specify particular solvents. [b] 
Calculated from the reduced fluorescence spectrum on the basis of Gaussian deconstruction. 
97 
 
  
   
  
 
  Ground state  
Excited state  
Flu 
Monomer 
Fast  
Flu 
 
 
  
 
 
 
 
 
Figure 8. Representative absorption spectra recorded for cresyl violet in mixtures of ethanol and DMF. The 
arrows indicate the progression of increasing mole fractions of DMF. 
The split absorption spectra noted especially for alkane nitriles, acetone, DMF and 
tetrahydrofuran are reminiscent of the dimer systems described originally by Kasha,31  where excitonic 
coupling between the monomers causes the absorption transition to split into two well-resolved 
bands (Scheme 1). The relative intensities of the integrated absorption transitions for the dimer can 
be used to estimate the mutual angle between the two transition dipole moment vectors.32 In fact, 
according to Kasha’s model31 for a parallel pair, the higher energy transition (U) is preferred when 
these dipole vectors are aligned whereas the lower energy transition (L) is favoured by the 
corresponding perpendicular alignment. For the dimers formed by cresyl violet in organic solvents, 
both transitions are observed and the excitonic splitting is best considered in terms of an oblique 
geometry. On the basis of Equation 4.1, where  is the angle between the transition dipole moment 
vectors resident on the paired monomers and  is the relative integrated absorption transition 
including any vibronic satellites,32 the mutual angle can be estimated (Table 4).  
𝑁 =
𝜇1
𝜇2
=
𝑠𝑖𝑛𝜙
𝑐𝑜𝑠𝜙
                                     Equation 4.1                             
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Scheme 1. The upper panel shows the excitonic coupling proposed by Kasha to split the absorption spectrum of 
the monomer (M) into two components. Only the lower-energy transition gives rise to fluorescence. The lower 
panel illustrates how the alignment of the transition dipole moment vectors (TD) on the paired monomers 
comprising the dimer are associated with the upper-lower and lower-energy excitonic states. 
Table 4. Summary of spectroscopic properties derived for cresyl violet in a range of organic solvents at room 
temperature.(a) 
Solvent L (b) 
/ cm-1 
U (c) 
/ cm-1 
N 
/ 0 
VAB 
 / cm-1 
DN (d) AN (e) 
ACE 16,730 21,275  0.9 47  4,545  17.0 12.5 
DMSO 18,410 20,070  0.8 45   1,660 29.8 19.3 
Formamide 16,470 17,245 2.0  71  775 24.0 39.8 
CH3CN 16,875 17,815 1.4   60  940 14.1 18.9 
OcOH 17,075 18,220 0.43  26  1,145   
BuOH 17,155 18,210 0.94  48 1,060  23.0 36.8 
DMF 16,715 20,215 33.3   98 3,500  27.0 32.1 
BuCN 16,870 17,810  1.4  60  940 16.1  
THF 16,655 21,190  1.2  56  4,535 20 8 
(a) See footnote to Table 2 for an explanation of the abbreviations used for the solvents. (b) Absorption 
maximum derived by Gaussian deconstruction for the lower energy dimer absorption band. (c) Corresponding 
absorption maximum for the higher energy transition. (d) Gutmann donor number for the solvent. (e) Gutmann 
acceptor number for the solvent. 
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For cresyl violet in DMF solution, analysis of the absorption spectrum (Figure 7b) shows that 
the splitting (VAB) of the absorption band because of excitonic coupling amounts to 3,500 cm-1 while 
the ratio of integrated absorption bands for upper-lying (1 = 74.87) and lower-lying (2 =  2.25) 
absorption transitions is 33.3. From Equation 4.1, we can estimate the angle () between the two 
transition dipole moment vectors as being 980. The same analysis carried out for cresyl violet in 
acetonitrile (Figure 7a) gives  = 600. The nature of the solvent, therefore, has a profound effect on 
the mutual alignment of the transition dipole moment vectors in the resultant dimer. For monomeric 
cresyl violet, quantum chemical calculations made at the DFT level indicate that the transition dipole 
moment vector runs down the long molecular axis, from N to N. In acetonitrile solution, the extent of 
excitonic splitting of the absorption band (VAB = 940 cm-1) is significantly smaller than that found in 
DMF. According to the model developed by Kasha for obliquely paired monomers,31 this excitonic 
splitting energy can be expressed in terms of Equation 4.2. Here,  is an orientation factor given by 
Equation 4.3, RAB is the average separation distance between the centres of the vectors,  is the angle 
subtended between the vectors and the molecular axis, n is the solvent refractive index and TD is the 
transition dipole moment calculated33 for the isolated monomer in the same solvent. We are unable 
to make a direct measurement for this latter term because cresyl violet does not exist in a monomeric 
form in these solvents. As such, TD (= 3.25 D) was measured in ethanol solution (Equation 4.4 where 
f refers to the Onsager cavity factor), where the monomer abounds, and used for both DMF and 
CH3CN. 
𝑉𝐴𝐵 =
2|𝜇𝑇𝐷|
2
4𝜋𝜖0𝑅𝐴𝐵
3 𝜅                                           Equation 4.2                       
𝜅 = (𝑐𝑜𝑠𝛼 + 3𝑐𝑜𝑠2𝜙)                                       Equation 4.3      
               𝜇𝑇𝐷
2 =
3000𝑙𝑛10ℏ𝑐
8𝜋3𝑁𝐴
𝑛
𝑓2
∫
𝜀
𝜈
𝑑𝜈                               Equation 4.4                                    
The two factors that might be affected by changes in the nature of the surrounding solvent 
are the molecular orientation () and the mutual separation distance (RAB). These terms are associated 
with the degree of excitonic coupling between the paired monomers by way of Equation 4.2. It is not 
possible to resolve these two terms without inputting some structural information. Before attempting 
to do so, we note that cresyl violet in methanol, ethanol, butan-1-ol and octan-1-ol exists as a mixture 
of monomer and dimer, with the fraction of dimer increasing as the molecular mass of the solvent 
increases. NMR studies carried out in d4-methanol and d6-ethanol are consistent with the monomer 
dominating the solution species. The same situation arises for cresyl violet in dimethylsulfoxide 
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solution and here NMR studies indicate spectra similar to those recorded in d4-methanol. We omit 
these solvents from the analysis because of the complexity of the spectral deconstruction. In all other 
solvents studied here, cresyl violet prefers to exist in solution as the dimer. The derived information 
for these dimers is listed in Table 4, where it can be seen that the hydrogen-bond donating solvents 
(i.e., DMF and formamide) align the transition dipole moment vectors in an almost orthogonal 
manner. Hydrogen-bond accepting solvents tend to arrange these vectors in a less extreme geometry, 
with  values between 45 and 600. Part of this effect might be attributed to electrostatic repulsion 
between the two chromophores. Regarding the degree of excitonic coupling, it appears that strong 
coupling occurs in the better hydrogen-bond donors and acceptors. There is, however, no obvious 
correlation between VAB and the Gutmann donor or acceptor number for the solvent. Instead, it 
appears the excitonic splitting is driven by the solvatophobic effect. 
 According to the Strickler-Berg expression,23 given as Equation 4.5, the radiative rate constant 
depends on the refractive index (n) of the solvent and on the mean energy of the fluorescence profile 
(FLU). This latter term is equivalent to E00 as listed in Table 3. There is, in fact, only a small variation in 
the derived kRAD values and this is consistent with the minor differences in the emission maxima. Some 
doubt exists as to the exact form that the refractive index correction term should adopt but, in reality, 
there is not much difference in the refractive index of organic liquids at room temperature. The main 
driver, therefore, in controlling kRAD is the amount of energy to be dissipated during deactivation of 
the excited state. The Stokes shift is likewise insensitive to changes in the nature of the solvent. 
               𝑘𝑅𝐴𝐷 = 2.88 × 10
−9𝑛2〈𝜈𝐹𝐿𝑈
3〉 ∫ 𝜖𝑑𝑙𝑛𝜈                         Equation 4.5 
 There is somewhat more variation in the rates of nonradiative decay of the excited state 
among the different solvents (Table 3). According to the Englman-Jortner27 energy-gap law, kNR should 
increase as the excited-state energy decreases. The latter term is conveniently expressed in terms of 
FLU. There is, however, no obvious correlation between kNR and the amount of energy that has to be 
dissipated. Perhaps, this is because some solvents favour monomers and other give rise to dimers. 
There is also the possibility of hydrogen bonding between solvent and cresyl violet and, should this 
take place, there is every chance that this would promote nonradiative decay. Such an effect has been 
recognized11 for azaBodipy derivatives in alcohol solvents.  In fact, there is a crude relationship here 
in as much as those solvents likely to function as hydrogen-bond donors tend to give the higher kNR 
values. Hydrogen-bond accepting solvents tend to decrease the magnitude of kNR. Superimposed on 
this generic effect is some kind of polarity function because more polar solvents tend to exaggerate 
the effects of hydrogen bonding between solute and the solvent. 
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4.4 Optical properties for cresyl violet in water 
 
Cresyl violet dissolves in water at room temperature, even as the perchlorate salt, and exhibits an 
easily detected fluorescence signal. The absorption spectrum displays two pronounced bands, centred 
at around 560 and 580 nm, respectively, of comparable intensity. In fact, the ratio of these two 
absorption bands in water evolves somewhat in favour of the lower-energy transition as the sample 
is diluted and as the temperature is raised (Figure 9). This situation might be explained in terms of 
partial dimerization of cresyl violet in water, with the monomer being favoured at low concentration 
and high temperature. In support of this idea is the observation that the addition of small amounts of 
the neutral surfactant Triton X-100 causes the appearance of an absorption spectrum that can be 
considered to represent the monomeric form of cresyl violet. In fact, both absorption and emission 
maxima are subject to significant red shifts on addition of the surfactant at concentrations above the 
critical micelle concentration. This suggests that the monomer form of cresyl violet is associated with 
the surface of the micelle. It is most unlikely that cresyl violet will penetrate into the centre of the 
micelle because of the electronic charge and, in any case, the dye is somewhat soluble in water. The 
surfactant serves the purpose of breaking the dimer. 
 In dilute aqueous solution ([CV] = <5 M) at room temperature, the fluorescence quantum 
yield is 0.66 and the excited-singlet lifetime is 2.4 ns. These values are surprisingly high, being 
comparable to those found for cresyl violet in ethanol. Time-resolved fluorescence decay profiles 
remained mono-exponential while the Stokes shift was kept fairly small at ca. 1,350 cm-1. In D2O, under 
otherwise identical conditions, F approaches unity and S is increased to 6.6 ns. This is the longest 
excited-singlet state lifetime recorded for cresyl violet and indicates that, under these conditions, non-
radiative decay has been curtailed.27 The observed lifetime is also the radiative lifetime.23 It is 
concluded that in D2O, labile protons on the amino groups are exchanged for deuterons and this 
causes a sharp decrease in the frequency of the relevant vibrations. If these N-H vibrations promote 
non-radiative decay in accordance with the Englman-Jortner energy-gap law,27 then we would expect 
to see a major increase in F and S on replacing H2O with D2O. Comparison of the data collected in 
these two solvents is available by way of (Table 5). NMR spectra recorded for cresyl violet in D2O are 
consistent with extensive dimerization at room temperature. 
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Figure 9. The upper panel shows the effect of increasing temperature (from 10 to 70 0C) on the absorption 
spectrum recorded for cresyl violet in water while the lower panel shows the effect of solute concentration over 
the range 1 to 25 M in water at room temperature. Higher concentration and lower temperature favour 
dimerization of cresyl violet, with the dimer absorbing preferentially at wavelengths around 550 nm. 
The fluorescence spectra recorded in both D2O and H2O are relatively narrow and show slight 
signs of fine structure (Figure 10). This allows deconstruction into Gaussian components (FWHM = 850 
cm-1  and 930 cm-1 respectively for H2O and D2O) and subsequent assessment of the low-frequency 
vibronic mode coupled to decay and the Huang-Rhys factor (Table 5). There are slight variations in 
these properties and also in the 0,0 energies which are found at 15,855 and 15,940 cm-1, respectively, 
for H2O and D2O. In marked contrast, the corresponding absorption spectra are relative broad and 
appear as an intense doublet with overlapping weaker transitions lying at higher energy (Figure 10). 
These absorption spectra are more difficult to deconstruct into Gaussian components in a fully 
convincing manner but, making use of the spectra recorded in organic solvents, a satisfactory analysis 
has been reached.  
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Table 5. Compilation of spectroscopic and photophysical data determined for cresyl violet perchlorate in water 
and deuterium oxide at room temperature. The concentration of solute was kept below 5 M. 
Property H2O D2O 
ABS / nm 582 578 
FLU / nm 631 627 
F 0.66 1.0 
S / ns 2.4 6.6 
kRAD / 108 s-1 2.8 1.5 
kNR / 108 s-1 1.4 NA 
SS / cm-1 1,335 1,350 
hL / cm-1 710 800 
S 0.32 0.26 
 
 
 
 
 
 
 
 
 
 
Figure 10. Comparison of the normalized absorption spectra recorded for cresyl violet in H2O (red curve) and 
D2O (black curve) at room temperature. Also shown are the corresponding normalized fluorescence spectra 
recorded in H2O (plum curve) and D2O (cyan curve).  
 The spectral deconstructions carried out for the fluorescence spectra recorded for cresyl 
violet are shown in (Figure 11). The analysis indicates a progression of four vibronic modes coupled to 
excited-state deactivation, with neglect of any hot fluorescence. These vibronic modes are subject to 
anharmonic distortion. There are slight differences between the derived vibrational energies (hL), as 
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indicated by the entries in Table 5, and also in the Huang-Rhys factors. It is noted that these small 
variations are preserved throughout the spectral properties and we take this to indicate that there are 
minor differences between the structures of cresyl violet in H2O and D2O. The absorption spectral 
deconstructions are shown as Figure 12. We consider that these spectra refer to a dimeric form of 
cresyl violet, even at low concentration. This conclusion is reached as follows: (1) The spectra, and 
underlying vibronic components, are broad, (2) surfactant dissociates the dimer into monomers 
possessing regular features, and (3) time-resolved emission profiles are consistent with the presence 
of a single emitting species that must exist in high proportion. On this basis, the excitonic splitting (VAB) 
amounts to 1,075 and 1,160 cm-1, respectively, in H2O and D2O while the corresponding 0,0 transitions 
are located at 16,870 and 16,935 cm-1. From the relative integrated absorption bands, it appears that 
both dimers position the transition dipole moment vectors at a mutual angle of 650. 
Figure 11. Deconstructed emission spectra recorded for cresyl violet in D2O (upper panel) and H2O (lower panel). 
The experimental profile is shown in black with the reconstituted spectrum being shown in red. The 
corresponding Gaussian components intended to simulate the underlying vibronic components are shown in 
grey. Note that any hot fluorescence was omitted from this particular deconstruction. 
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Figure 12. Deconstruction of the absorption spectrum recorded for cresyl violet in D2O (upper panel) and H2O 
(lower panel) on the basis of Gaussian components. The black curve is the experimental spectrum and the 
overlaid red curve is the reconstituted spectrum. The brown and blue curves represent the upper- and lower-
energy dimer transitions while the cyan curves complete the spectrum.  
               The absorption (E00 = 16,920 ± 50 cm-1), and indeed the NMR, spectra indicate that cresyl 
violet aggregates in aqueous solution, with the effect of added surfactant confirming this situation. It 
is remarkable that the dimer emits so strongly and switching off nonradiative decay by replacing the 
promoting N-H bonds with N-D bonds increases the emission quantum probability to unity. The optical 
spectra remain very similar in both D2O and H2O and allow estimation of VAB as being 1,155 ± 150      
cm-1. This value is comparable to that found in the longer alcohol solvents and in formamide. The 
mutual transition dipole moment vectors align at an approximate angle () of 64 ± 30, again quite 
similar to the value found for formamide solutions. Perhaps this geometry is the most appropriate for 
hydrogen-bond donor solvents. On the assumption that symmetrical dimers are formed in aqueous 
solutions, we can set  as being equal to 57.50. We can now determine the orientation factor in 
Equation 4.3 as being 1.07. Inputting this information into Equation 4.2 allows estimation of the 
distance separating the two oxazine rings as being 4.6 ± 0.5 Å. This seems to be a reasonable estimate. 
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4.5 Structure of the dimer 
 
In order to probe further into the dimerization process, a series of high-resolution NMR spectral 
studies were made with cresyl violet dissolved in certain organic solvents. The solute concentration is 
significantly higher for NMR spectroscopy than was used for the optical spectroscopic studies 
described above. These spectra were recorded by Dr. Corinne Wills and interpreted with the aid of 
Prof. William McFarlane. 1H-NMR spectra were recorded at 700 MHz and were supported by a limited 
number of COSY experiments. The main results can be summarized as follows: In all of the solvents 
except D2O the spectra show sharp, well resolved peaks.  In D2O, the spectrum is broadened (Figure 
13) even at elevated temperatures.  As the sample was heated the peaks continued to broaden. An 
enlarged spectrum is shown as Figure 14. Figure 15 shows the spectrum obtained in methanol which 
is attributed to the monomer.  
 
 
  
 
 
 
 
 
 
 
 
 
Figure 13. The 1H-NMR spectrum recorded for cresyl violet at different temperatures in D2O. 
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          Figure 14. The1H-NMR spectrum recorded for cresyl violet in D2O. 
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 15. The 1H-NMR spectrum recorded for cresyl violet in D4-methanol. 
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4.6 Conclusion 
 
In this chapter, we have examined fluorescence from cresyl violet in fluid solution. This compound 
behaves well in ethanol and could form the basis of a convenient standard for ratiometric fluorescence 
quantum yield measurements. Aggregation, or possibly dimerization, of cresyl violet occurs in water 
and, although fluorescence remains strong, we cannot recommend these conditions for fluorescence 
spectroscopy. Interestingly, replacing the N-H bonds with N-D bonds leads to a marked reduction in 
the rate of nonradiative decay of the excited state. This is a nice illustration of the Englman-Jortner 
energy-gap law.27 We encounter a certain dilemma in other solvents. Our spectroscopic analysis 
implies that cresyl violet dimerises in most non-alcohol organic solvents but NMR spectroscopy 
indicates that the compound appears to be present as a monomer. It is possible that the different 
timescales inherent to these techniques masks the situation. Alternatively, the dimer might be too 
weak or too poorly coupled in electronic terms to perturb the NMR spectrum. The result, however, is 
that we do not recommend any solvent other than ethanol (or methanol) for cresyl violet. 
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Chapter 5. 
 
A Small Organic Molecule Displaying 
Charge-Recombination Fluorescence in 
Liquid and Solid Phases 
 
 
CHARGE RECOMBINATION CAN LEAD TO FLUORESCENCE IN CERTAIN CASES AND IS ONE OF THE MAIN PROCESSES 
UNDERPINNING ORGANIC LIGHT-EMITTING DIODES. 
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5.1 Introduction  
 
In Chapter 3, we described the photophysical properties of an organic compound, namely CXD, where 
intramolecular charge transfer served to augment the internal dipole moment. The nature of this 
compound was such that the molecule retained a modest dipole moment that did not change 
substantially on promotion to the first-excited singlet state. The net result of this situation was that 
the excited-state showed only weak sensitivity to changes in solvent polarity. It is known1 that other 
compounds offer far greater response to changes in the nature of the surrounding solvent and many 
systems have been reported2 to function as fluorescent probes for solvent polarity. A common type 
of such probes is based on the so-called TICT (twisted intramolecular charge-transfer) phenomenon3 
whereby excitation causes charge transfer to occur across the molecule. In turn, this event causes a 
largescale geometrical change that helps to isolate the electronic charges. Now, according to the 
nature of the donor and acceptor units, a high dipole moment can arise for the excited state. If this 
dipole moment exceeds that of the ground state by a reasonable amount, the fluorescence yield and 
spectral maximum will be set by interactions between solute and solvent. In general, polar solvents 
help to stabilize the polar resonance forms by lowering the energy of the emitting state.4 The emission 
maximum moves to lower energy and, because of the Englman-Jortner energy gap law,5 there is a 
decrease in both the fluorescence quantum yield and the corresponding excited-state lifetime. Many 
such cases have been reported6 in the literature, although it has to be noted that the fluorescence 
quantum yields tend to be rather small in polar media. It can also be stressed that we did not see this 
type of behaviour with CXD, probably because the donor unit is not sufficiently powerful to effect 
strong charge transfer across the molecule. We decided to explore this possibility in detail by moving 
to a new molecule, referred to here as MBIC, where a more potent donor is in place. 
                
Figure 1. Molecular formula for MBIC and the energy-minimized geometry computed by TD-DFT methods for 
the excited-singlet state in a solvent reservoir with dielectric constant equal to 20. 
Figure 1 shows the molecular formula for MBIC – more correctly called 4-N,N dimethyl-1,8-
naphthalic anhydride – together with the computed molecular structure for the excited state. This 
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compound was synthesized7 by Dr. Alparslan Atahan of the Molecular Photonics Laboratory. It is a 
small molecule that can be prepared easily by amination of the corresponding naphthalic anhydride 
and crystallized from chloroform and hexane mixtures. Alternatively, MBIC is prepared by the 
conversion of 4-bromo-1,8-naphthalic anhydride into the N,N-4-dimethyl analogue in the presence of 
copper sulfate in DMF. The product is obtained as a yellow solid with 78% overall yield. Our sample 
was fully characterized by NMR and MS methods before recording the crystal structure. The latter, 
determined by Dr. P. G. Waddell of the Newcastle Crystallography Unit, shows the molecule to be 
planar. During routine handling of the sample, it was noted that crystals of MBIC were strongly 
fluorescent under exposure to near-UV light. This behaviour is unusual but not unknown.8 Indeed, 
most organic crystals formed from strongly fluorescent monomers are non-fluorescent in the solid 
state due to ,-interactions that promote nonradiative decay to the ground state. This is the case 
with popular fluorophores like pyrene and anthracene. Light-induced dimerization happens in the 
crystalline phase, leading to formation of what are known as “photo-dimers”.9 This effect is illustrated 
in Figure 2 for anthracene. At the other extreme, excitation of pentacene in the crystalline state leads 
to singlet fission10 – a protocol that has now been exploited to increase the concentration of charge 
carriers in certain organic solar cells.11 The exercise of singlet exciton fission is illustrated by way of 
Figure 3 and has been recognized for a few other aryl hydrocarbons, such as tetracene.12 It requires 
the special condition that the triplet state energy must be less than one-half of the corresponding 
singlet state energy. This situation arises for the longer linear polyacenes. 
 
Figure 2. Photodimer formation proposed for crystalline anthracene under UV illumination. 
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Figure 3. Illustration (upper panel) and reaction pathway (lower panel) proposed for singlet exciton fission in 
pentacene derivatives. 
5.2 Electrochemistry 
 
The electrochemical properties of MBIC were investigated by way of cyclic voltammetry in acetonitrile 
solution containing tetra-N-butylammonium tetrafluoroborate (0.2 M) as background electrolyte 
(Figure 4). The working electrode was a highly polished glassy carbon disk, freshly cleaned for each 
run. The counter electrode was a thin platinum wire and the reference electrode was made from a 
saturated calomel electrode. The circuit was calibrated by adding ferrocene at the end of the 
experiment. For MBIC, it was found that the compound exhibited a quasi-reversible one-electron 
reduction wave with a half-wave potential of -1.66 V vs SCE. On oxidation, the compound gave an 
irreversible wave with a peak potential at 0.85 V vs SCE. This peak remained electrochemically 
irreversible at all accessible scan rates. It is our understanding that the amino group operates as 
electron donor and therefore this unit will be oxidized preferentially. The naphthalic anhydride residue 
is the most likely electron acceptor13 and it is on this group that the added electron will reside. The 
difference between the two electrochemical peak potentials equates to 2.5 eV, which can be 
compared to the absorption energy of 2.6 eV found for MBIC in acetonitrile solution. Thus, the lowest-
energy transition seen in the absorption spectrum can be assigned to a transition from the HOMO to 
the LUMO.  
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Figure 4. Example of a cyclic voltammogram recorded for MBIC in deoxygenated acetonitrile containing 
background electrolyte. The scan rate was 100 mV per second and the substrate concentration was ca. 2 mM. 
The potential scale is referenced to the standard SCE and was calibrated by addition of ferrocene. 
5.3 Photophysical properties in the solution  
 
In liquid solution, MBIC shows a broad and essentially featureless absorption spectral profile with a 
peak (λMAX) at 420 nm in chloroform. The molar absorption coefficient at the peak (MAX) is 10,720       
M-1 cm-1 and the oscillator strength for the lowest-energy transition is 0.20. On changing the solvent, 
there is a general red shift for the absorption maximum with increasing dielectric constant of the 
solvent, as will be discussed later. These various features can be used to argue that the lowest-energy 
absorption transition for MBIC is essentially of charge-transfer character.14,15 Simply looking at the 
molecular formula (Figure 1), it appears that the amino group will function as a powerful electron 
donor while the naphthalic anhydride unit will act as the complimentary electron acceptor. In a way, 
this represents a continuation of the case described earlier with CXD but now the donor is more 
potent.  
Absorption spectra were measured for MBIC in a series of twenty five organic solvents and 
the main properties are summarized in Table 1. It can be observed that the longest-wavelength 
absorption band undergoes a modest red-shift in polar solvents. This effect can be explained through 
the charge-transfer resonance forms being stabilized in the more polar solvent. The spectral profile 
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remains broad and featureless in all solvents, including cyclohexane (Figure 5). There is no sign of a 
corresponding ,* absorption transition at wavelengths longer than 300 nm. The absorption 
maximum, converted into wavenumbers, shows a crude correlation with the ET(30) solvent 
parameter.16 This effect is illustrated in Figure 6. It serves to illustrate the ability of the polar solvent 
to stabilize the ground state by way of specific alignment around the dipole. Compared to CXD, it 
appears that the dimethylamino group acts as a much improved charge donor. 
 
Figure 5. Absorption spectra recorded for MBIC in a range of organic solvents. Individual spectra have been 
normalized to the peak seen around 420 nm and details are listed in Table 1.   
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Figure 6. Effect of solvent polarity, measured in terms of the empirical ET(30) parameter, on the absorption 
maximum recorded for MBIC in a series of organic solvents. 
It can be seen that the absorption maximum moves progressively towards lower energy with 
increasing polarity. The effect is non-linear in terms of representing the polarity function by the 
empirical ET(30) parameter.17 This particular solvent parameter is based on the experimental 
measurement of a solvent-sensitive dye in a wide range of solvents. For MBIC, however, the presence 
of carbonyl and amino groups might introduce specific solvation effects, such as hydrogen bonding, 
which might obscure other effects. There is no obvious reason why there should be a linear 
relationship between the energy of the absorption peak and the ET(30) parameter. This would happen 
only if the same factors affect the absorption maximum for the two dyes. With MBIC, the key property 
is likely associated with intramolecular charge transfer. Nonetheless, it is clear that the nature of the 
solvent has an important effect on the position, but not the shape, of the absorption band. 
Fluorescence is readily observed in fluid solution but the spectral profile is broad and 
featureless (Figure 7). There is quite good mirror symmetry with the lowest-energy absorption band 
and a relatively large Stokes’ shift. These features suggest that the emitting state retains strong 
intramolecular charge-transfer character. In non-polar solvents, like cyclohexane, the fluorescence 
spectrum shows some structure. We compare the energy of the fluorescence maximum (FLU) with 
the solvent ET(30) parameter in Figure 8. It is seen that this effect closely resembles that found for the 
absorption maximum.  
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Figure 7. Effect of solvent on the fluorescence spectrum recorded for MBIC at room temperature.  
 
Figure 8. Effect of solvent polarity, measured in terms of the empirical ET(30) parameter, on the fluorescence 
maximum recorded for MBIC in a series of organic solvents. 
We can perhaps better represent the solvent polarity function by way of the static dielectric 
constant (εs). As this term increases in magnitude, the fluorescence peak moves towards lower energy 
(Figure 9) and the Stokes’ shift increases (Table 1). These features tell us that the excited-singlet state 
has a larger dipole moment that does the ground state. Now, using the Lippert-Mataga expression18 
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Equation 5.1 it is possible to estimate the size of this increase in dipole moment provided a plot 
between the Stokes’ shift and the solvent Pekar factor is linear. From Figure 10, we see that this 
relationship is generally true but certain solvents do not follow the generic trend. This might be 
expected since hydrogen bonding will disrupt the solvent-solute interactions. From the general 
expression, it can be concluded that the dipole moment of the excited state exceeds that of the ground 
state by around 5 D.   
Table 1 is provided at the end of this chapter for ease of printing. 
 
Figure 9. Relationship between the emission maximum and the solvent dielectric constant. 
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Figure 10. Plot of the Stokes’ shift versus solvent polarity function according to the Lippert-Mataga expression. 
Certain derivatives of 1,8-naphthalimide have been reported19 to exhibit room temperature 
phosphorescence. This was not the case for MBIC but, after addition of 20% v/v iodoethane to a 
solution in 2-methyltetrahydrofuran (MTHF), it was possible to detect phosphorescence at 77K. The 
spectrum so derived is shown in Figure 11 and indicates the presence of a certain degree of fine 
structure. Indeed, the emission is more related to phosphorescence from a ,* state than from a 
charge-transfer state. The phosphorescence maximum occurs at 548 nm, while the maximum 
fluorescence wavelength is located at 515 nm. This enables us to estimate the singlet-triplet energy 
gap as being 1,170 cm-1 (i.e., 0.15 eV). This is a relatively small splitting but is probably too large to 
promote E-type delayed fluorescence.20 
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Figure 11. Comparison of the phosphorescence (black curve) and fluorescence (red curve) spectra recorded for 
MBIC in MTHF containing 20% v/v iodoethane at 77K. The phosphorescence spectrum was isolated using a 10 
s chopper. 
In order to confirm formation of the excited-triplet state, MBIC was studied by laser flash 
photolysis with excitation at 360 nm. The sample was prepared in deoxygenated MTHF solution and 
was excited with a 4-ns laser pulse. A weak signal was observed with an absorption maximum centred 
at around 360 nm and with bleaching of the ground-state band in the region around 410 nm (Figure 
12). The triplet lifetime was found to be 25 s under these conditions. Addition of molecular oxygen 
resulted in a serious decrease in the triplet lifetime. The signal increased on addition of iodoethane 
but, at the same time, the lifetime was seen to decrease. Such behaviour is fully consistent with 
expectations based on the external spin-orbit coupling mechanism.21 
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Figure 12. The transient differential absorption spectrum recorded for MBIC in deoxygenated MTHF after 
excitation with a 4-ns laser pulse at 360 nm. 
Table 1 includes the photophysical properties recorded for MBIC in a wide range of organic 
solvents at room temperature. These solvents, which were of spectroscopic standard and were 
checked for fluorescent impurities before use, include both aprotic and protic solvents. As mentioned 
elsewhere in this chapter, we have some concerns that certain solvents will form hydrogen bonds with 
the donor and/or acceptor units associated with the solute. Nonetheless, some general comments can 
be made about the experimental data. Thus, polar solvents stabilize both ground and excited states 
because of the pronounced intramolecular charge-transfer character. This effect is seen as a lowering 
of the absorption and fluorescence maxima with increasing polarity of the solvent. Fluorescence is 
more affected than is the corresponding absorption transition, with the effect that the Stokes’ shift 
increases in the more polar solvents. One problem with expressing results in terms of solvent polarity 
is the realization that the effect is non-linear and many stabilization issues reach saturation at a 
dielectric constant of around 10 or so. There is no reason to expect linear correlations between 
spectral maxima and solvent properties. One generic exception to this behaviour comes from the 
Lippert-Mataga relationship18 which addresses the effect of solvent polarity on the Stokes’ shift. Now, 
in a series of solvents showing comparable levels of interaction with the solute, we can expect a linear 
correlation with the solvent Pekar function (f). The latter is defined in Equation 5.2 and includes 
terms for both the polarizability of the solvent, this being related to the refractive index (n), and the 
polarity, this being measured by the Onsager principle.22 A linear relationship, together with an 
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estimate of the molecular dimensions, allows estimation of the change in dipole moment on excitation 
to the emitting state. 
     ∆𝑓 = [(𝜀𝑆 − 1)/(2𝜀𝑆 + 1)] − [(𝑛
2 − 1)/(2𝑛2 + 1)]          Equation 5.2 
The data listed in Table 1 indicate that polar solvents decrease both the fluorescence quantum 
yield and the corresponding excited-singlet state lifetime. These two parameters can be used to 
extract values for the radiative (kRAD) and nonradiative (kNR) rate constants covering deactivation of 
the emitting state. The nonradiative rate constant includes contributions from both internal 
conversion to recover the ground state and intersystem crossing to the triplet manifold. The S1-T1 
energy gap appears to be quite small and, because the T1 state appears to be primarily of ,* 
character while the S1 state has appreciable charge-transfer character, the actual gap is probably 
sensitive to changes in solvent polarity. We can represent these various processes by way of a simple 
potential energy diagram of the type displayed in Figure 13. Equations 5.3 and 5.4 allow us to 
determine values for both kRAD and kNR from the measured quantum yields and lifetimes (Table 1); it 
might be noted that the time-resolved fluorescence decay records could be analysed satisfactorily in 
terms of a single-exponential function. We can now consider the effects of solvent on the two global 
rate constants. 
          𝑘𝑅𝐴𝐷 = Φ𝐹/𝜏𝑆                                                                   Equation 5.3 
          𝑘𝑁𝑅 = (1 − Φ𝐹)/𝜏𝑆                                                        Equation 5.4 
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Figure 13. Potential energy level diagram proposed for MBIC, showing the ground, excited- singlet and excited- 
triplet levels in a relatively non- polar (NP) solvent. The effect of solvent polarity is to lower the relative energy 
of S1, thereby leading to a red shift for the fluorescence profile. 
Firstly, it should be stressed that the solvent sensitivity is quite large. For example, the 
fluorescence quantum yield falls from 0.95 to 0.004 on moving from benzene to N,N-
dimethylformamide. At the same time, the excited-state lifetime decreases from 10.5 ns to 170 ps. 
These changes are well outside experimental error! There are several alternative expressions by which 
to consider the solvent effects on the main decay rates but, in line with Figure 13, we prefer to restrict 
attention to the relationship between the rates and the corresponding energy gaps. Let us first address 
how kNR responds to changes in the energy of the emitting state as induced by solvent polarity. This 
can be done most conveniently in terms of the Englman-Jortner energy gap law. 5 The Englman-Jortner 
energy-gap law5 relates the rate constant (kNR) for nonradiative deactivation of an excited state to the 
energy gap (E) between the excited state and the acceptor state Equation 5.5. The latter is usually 
the corresponding ground state of the molecule but might be the triplet-excited state or, in certain 
cases, an isomer. It is highly likely that in the case of MBIC both the triplet and ground state function 
as the acceptor state. Passage from donor to acceptor is conducted by way of an averaged vibronic 
mode of energy h. Alternative forms of the expression23 have been developed to include several 
internal vibrations of different frequency but, since we lack precise information on this parameter, we 
use the simplest form. Also included in Equation 5.5 is an electronic-vibronic coupling constant, C, that 
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enables mixing between the excited state and hot vibronic levels of the acceptor state. The scaling 
factor, , is often referred to as the coefficient and is defined by way of Equation 5.6. Here,  describes 
the displacement in terms of geometry of the two potential energy surfaces and d is the number of 
degenerate vibrational modes coupled to the nonradiative process. The expression as written is 
restricted to nonradiative processes between weakly coupled systems and is often simplified to 
Equation 5.7 where all the pre-exponential terms are grouped into a single factor, F. This form of the 
energy-gap law, usually referred to as the exponential energy-gap law,5 is useful for homologous series 
of emitters or for a single compound in a series of different environments. 
            𝑘𝑁𝑅 =
𝐶2√2𝜋
ℏ√∆𝐸ℏ𝜔
𝑒𝑥𝑝 (
−𝛾Δ𝐸
ℏ𝜔
)                                                 Equation 5.5 
           𝛾 = 𝑙𝑛 (
2Δ𝐸
𝑑Δ2ℏ𝜔
) − 1                                                                Equation 5.6 
           𝑘𝑁𝑅 ∝ 𝐹𝑒𝑥𝑝 (
−𝛾Δ𝐸
ℏ𝜔
)                                                               Equation 5.7        
As can be seen from Figure 14, kNR for MBIC in a range of solvents appears to fit reasonably 
well to the exponential energy-gap law, despite several important simplifications. We know that kNR 
contains contributions from internal conversion and intersystem crossing while there is no reason to 
suppose that a single vibronic mode is involved. We should also question the use of a single coefficient, 
, for a case where the degree of internal charge transfer is changing. Nonetheless, the experimental 
data give a satisfactory fit to Equation 5.7. In fitting the experimental data, we have replaced the 
energy gap, E, with the emission maximum, FLU. It is seen that there is a reasonable fit over the 
entire series of solvents. This suggests that the important vibronic mode arises from an internal 
geometrical change and is not over-ruled by hydrogen bonding. It is also evident that the choice of a 
single coefficient is valid for this system. However, the fact that we do not know the magnitude of the 
energy gap, because of the likely involvement of triplet-excited states, means that we cannot evaluate 
the expression in order to estimate a value for . 
126 
 
 
Figure 14. Fit of the experimental data for the non-radiative decay rate constant to the simplified form of the 
Englman-Jortner energy gap law Equation 5.7. 
In contrast to kNR, there is a progressive decrease in the magnitude of the radiative rate 
constant (kRAD) as the energy gap decreases. This situation is the opposite of the situation found for 
kNR. The net result is the probability for fluorescence increases as the energy of the emitting state 
increases. For kRAD, there is a good linear relationship between the emission maximum and kRAD (Figure 
15). This correlation is to be expected on the basis of the equation derived by Jortner and Verhoeven24 
for an excited state characterized by strong intramolecular charge transfer. The expression is shown 
as Equation 5.8. There is some discussion as to the exact form of the energy gap but our results appear 
to fit to the simplest case. Linearity is observed over a wide range of solvents, including aprotic and 
protic media, showing that the relationship is quite robust. 
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Figure 15. Effect of the energy gap on the rate constant for radiative decay of the intramolecular charge-transfer 
excited state. The solid line drawn through the data points represents a fit to Equation 5.8. Improvement could 
be attained by using the cube of the emission energy. 
To further probe the importance of the nonradiative decay channel, a series of temperature-
dependence studies was made. Firstly, solutions of MBIC were prepared in different solvents, for 
example cyclohexane and butyronitrile, and fluorescence spectra were recorded after equilibration at 
different temperatures over the range 20 to 70 0C. However, it proved difficult to prevent evaporation 
of the solvent. To overcome this problem, MBIC was dispersed in dried KBr and pressed into 
transparent disks under pressure. The resultant disks were used to record fluorescence spectra over 
a wide temperature range (i.e. 25 to 200 0C). It should be noted that MBIC remains strongly fluorescent 
under these conditions, with the emission profile resembling that found in solution (Figure 16). It 
appears, therefore, that charge recombination fluorescence occurs in the KBr matrix. During the 
temperature change, there is no real shift in the emission maximum which remains at ca. 560 nm. 
There is, however, a general decrease in emission intensity with increasing temperature. This effect is 
non-linear and quenching becomes more pronounced at elevated temperature (Figure 17). 
Temperature also affects the band half-width (FWHM), with the band broadening as the temperature 
increases. This latter effect is consistent with the emission being essentially of charge-recombination 
character. For such emission, the reorganization energy accompanying charge recombination (T) can 
be expressed in the form of Equation 5.9. Here, we might expect a linear correlation between the 
square of the band half-width and temperature, as observed by the experiment (Figure 18). 
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                                      𝜆𝑇 =  
(𝐹𝑊𝐻𝑀)2
16 ln 2 𝐾𝐵𝑇
               Equation 5.9 
 
Figure 16. The effect of temperature on the fluorescence spectral profile for MBIC dispersed in a dried KBr disc. 
 
Figure 17. The effect of temperature on the integrated emission intensity recorded for MBIC dispersed in a 
transparent KBr disk. 
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Figure 18. Relationship between the fluorescence spectral band half-width and temperature for MBIC dispersed 
in a KBr disk. The solid line drawn through the data points represents a fit to Equation 5.9. 
 Returning now to the temperature effect on the integrated fluorescence intensity, we can 
propose that there must be a high-lying trap that deactivates the excited state under these conditions. 
The trap is strongly coupled to the ground state but can only be reached at higher temperature. This 
situation, which is well known25 for luminescent metal poly (pyridine) complexes, is illustrated in 
Figure 19. If we accept that there is no change in the absorption spectrum under these conditions, it 
becomes possible to relate the emission intensity to the corresponding quantum yield. The 
fluorescence quantum yield in KBr at room temperature was estimated as being 0.09 while the 
emission lifetime was found to be 1.25 ns. Assuming that only the non-radiative rate constant changes 
under these conditions, the temperature dependence for kNR can be determined from the 
temperature-dependence studies. This allows Figure 17 above to be reformulated as a modified 
Arrhenius plot according to Equation 5.10. Here, k0 refers to an activationless rate constant that 
controls non-radiative decay at modest temperature. The observed temperature dependence arises 
from the activated rate constant, kACT, and the accompanying activation energy, EB. Fitting the data to 
Equation 5.10 allows estimation of k0 and kACT, respectively, as being 6 x 108 s-1 and 1.3 x 1012 s-1 (Figure 
19). The activation energy has a value of 40 kJ/mol. The significance of these values is that the trap 
plays an important role in the deactivation of the excited state at elevated temperature. The barrier 
is sufficiently high to prevent serious occupation of the trap at normal temperature.  
               𝑘𝑁𝑅 = 𝑘0 + 𝑘𝐴𝐶𝑇𝑒𝑥𝑝
−
𝐸𝐵
𝑅𝑇                               Equation 5.10 
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Figure 19. Modified Arrhenius plot for the temperature dependence recorded for fluorescence from MBIC in 
KBr. 
 
5.4 Photochemical stability of MBIC 
 
Any possible applications for MBIC are dependent on the chromophore being resistant to degradation 
under prolonged illumination, especially if the excitation source is a violet LED. To test the stability of 
this compound, solutions of MBIC were prepared in air-equilibrated solution and exposed to 
broadband illumination from a floodlight. The excitation beam was filtered to remove UV and IR 
radiation and the course of reaction was followed by absorption spectroscopy. It was observed that 
photolysis of MBIC in polar solvents caused very little loss of compound, even over quite long exposure 
times. Figure 20 illustrates this situation for MBIC in air-equilibrated chloroform. No new absorption 
bands appear and the total loss of compound is restricted to a few percent at most. Thus, under these 
conditions, MBIC seems to be reasonably stable towards white light. Loss of chromophore is more 
pronounced, however, in cyclohexane where intramolecular charge-transfer interactions are less 
important. Here, illumination leads to bleaching over a few hours. The inference from these studies is 
that the charge-separated resonance forms are stable towards photochemical destruction but the 
neutral forms are sensitive to degradation. This is a serious conclusion because most foreseeable 
applications would require the compound to be prepared in the solid state. Such materials are likely 
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to be relatively non-polar, such as PMMA, and will provide an environment where photodegradation 
might be a problem.  
 
Figure 20. Absorption spectra recorded during the photochemical bleaching of MBIC in air-equilibrated 
chloroform. The light source was a 400W floodlight filtered to remove UV and IR radiation. 
5.5 Protonation of the amino group 
 
Samples of MBIC in dioxane solution were titrated with HCl in order to switch-off the intramolecular 
charge transfer by eliminating the donor potential of the amino group. As acid is added progressively, 
the lowest-energy absorption bands decrease in intensity and new bands appear at higher energy 
(Figure 21). This situation is the expected outcome of eliminating the charge-transfer effect. The new 
absorption transition has a maximum at around 340 nm and the absorption band shows fine structure 
consistent with a ,* transition. During the titration, fluorescence spectra were also recorded and 
indicate that the emerging species is fluorescent (Figure 22). The new fluorescence band appears at 
higher energy and gives an excitation spectrum in agreement with the ,* absorption transition seen 
in acidic solution. 
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Figure 21. The absorption spectra of MBIC in different concentrations of HCl in dioxane. 
 
 
Figure 22. Fluorescence spectra of MBIC recorded in the presence of different concentrations of HCl in dioxane. 
5.6 Photophysics of Crystalline MBIC 
 
Quite similar absorption and fluorescence spectral profiles are observed from a single crystal of MBIC 
at room temperature when illuminated at 385 nm (Figure 23). The absorption spectrum for the 
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crystalline sample remains similar to that found in solution, in particular the strong intramolecular 
charge-transfer character is clearly evident, but a lower-energy band is seen at around 500 nm. This 
latter transition might be associated with Frenkel excitons,26 which are often apparent with crystalline 
materials.27 Charge-recombination fluorescence can be observed for the crystal, with a maximum 
centred at 557 nm. Relative to MBIC in solution, the emission profile recorded for the crystal is slightly 
narrower. This could be because of the absence of solvent stabilization. The fluorescence profile 
remains unchanged for a variety of excitation wavelengths but the spectral maximum is red-shifted 
compared to even the most polar solvent. Furthermore, dispersing crystals of MBIC in dried KBr 
powder, followed by pressing into a compact disc, gives rise to a similar spectrum. Indeed, the same 
profile is obtained from filter paper impregnated with micro-crystals of MBIC.  
 
Figure 23. Comparison of the absorption and fluorescence spectra recorded for MBIC in ethanol solution (black 
curve) and for a single crystal of MBIC (grey curve) at room temperature. The vertical arrow represents the 
excitation wavelength used for emission studies. 
The conclusion, therefore, is that MBIC emits charge-recombination fluorescence in the 
crystalline phase. While not unique,28,29 this behaviour is uncommon and attests to the fact that MBIC 
does not undergo substantial self-quenching in the solid matrix. A temperature dependence emission 
study carried out with a single crystal of MBIC indicates that the re-organization energy associated 
with charge-recombination is ca. 1,530 cm-1 while the Huang-Rhys factor30 is 0.50. The latter is fully 
consistent with the exciton being localized on a single molecule,31 rather than being spread over 
several aligned molecules within the lattice. The re-organization energy and Huang-Rhys factor are 
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small compared to typical values determined in solution but, as mentioned above, solvent stabilization 
is not possible in the crystal. The emission peak maximum does not change significantly (i.e., <5 nm) 
over a temperature variation from 20 to 200 0C.  
The crystal structure exhibits stacking of the molecules via  interactions along the 
crystallographic [100] direction (a-axis). Molecules in the stack are arranged disk-like with a head-to-
head orientation and are hence related to each other by a pure translation along the direction of the 
stack (Figure 24). A typical needle-like crystal of MBIC has a crystallographic density of 1.50 g/cm3. It 
is interesting to note that the alternative crystal structure, obtained by crystallization from acetic acid, 
has the MBIC molecules arranged in a head-to-head fashion (Figure 25). This is a remarkable variation 
in crystal structure, being caused solely by a change in the crystallizing medium, which is far from 
common in the field. It might be anticipated that, given the high molecular polarity of MBIC, the two 
morphologies will be subjected to quite disparate intermolecular dipole-dipole interactions. This, in 
turn, could lead to an unusual way to manipulate non-linear optical properties of the material. 
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Figure 24. Crystal packing diagram determined for MBIC. The same packing is found after crystallization in the 
presence of Rh-B. 
 
Figure 25. Crystal packing diagram for the second polymorph of MBIC, as obtained by recrystallization from 
acetic acid. 
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Figure 26. Examples of time-resolved fluorescence decay curves recorded for a single crystal of MBIC at room 
temperature. The curves refer to two different time bases. The instrument response function is shown as a grey 
curve while the best fit to a two-exponential decay process is shown as a light-grey curve running through the 
data points (black curve). 
The emission quantum yield determined for a single crystal of MBIC using an integrating 
sphere was found to be 0.09. This is similar to the value expected for MBIC in a weakly polar 
environment, such as that provided by 2-MTHF. Time-resolved fluorescence studies following 
excitation at 370 nm with a short-duration (FWHM = 90 ps), pulsed LED are consistent with dual-
exponential decay kinetics (Figure 26). The recovered lifetimes are 0.20 ± 0.08 ns (80%) and 2.0 ± 0.08 
ns (20%). The fractional components do not change significantly with detection wavelength, at least 
over a modest range, and are independent of excitation wavelength. The longer lifetime was 
recovered reproducibly for different time ranges, count rates and total signal intensity. This was not 
the case for the short lifetime, which proved difficult to reproduce consistently, but its fractional 
contribution to the total signal remained around 80%. It appears that the shorter lifetime refers to a 
distribution of lifetimes having a mean value of around 0.2 ns. Indeed, the convoluted decay profiles 
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could be simulated using the maximum entropy method32 (MEM), together with the instrumental 
response function, to indicate a Gaussian-shaped distribution of lifetimes centred at 0.2 ns and with a 
variance of ±0.05 ns together with a single lifetime of 2.0 ns. An example of this fitting routine is shown 
as Figure 27. The MEM analysis appears more robust than the dual-exponential model when 
considered over a range of time bases, although the latter gives acceptable statistical fits on a single 
time base. 
 
 
Figure 27. Maximum entropy method analysis of the time-resolved emission profile for a single crystal of MBIC. 
The analysis corresponds to a distribution of lifetimes centred at 0.2 ns and a single lifetime of 2.0 ns. 
Our interpretation of this behaviour is that the crystal comprises MBIC molecules in two 
distinct environments. Since there are no obvious lattice irregularities, these two disparate localities 
most likely refer to bulk- and surface-bound molecules. On the basis that the longer lifetime (i.e., the 
smaller contribution) refers to surface states and that the radiative lifetime remains fixed for 
crystalline samples, it appears that most (i.e., ca. 75%) of the steady-state emission is associated with 
the surface. The occurrence of dual-exponential decay processes was recognized earlier for certain 
emissive quantum dots.33,34 Here, exciton migration occurs within the interior but the exciton becomes 
trapped as it approaches the surface, with the resultant surface-states decaying relatively slowly. We 
might anticipate comparable behaviour for crystalline MBIC.  
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Analysis of the X-ray structure denotes that the center-to-center separation between MBIC 
molecules aligned along the stack is only 3.8 Å. In contrast, the closest center-to-center distances 
between molecules in adjacent stacks are 9.0 and 9.75 Å. Because of the large Stokes’ shift induced 
by the strong charge-transfer character, the spectral overlap integral (JDA = 3.25 x 10-5 cm) for Förster-
style excitation energy migration between neighboring MBIC molecules is relatively small.35 Likewise, 
the transition dipole moment calculated36 for MBIC in solution, computed to be 1.53 D, is kept modest 
by the weak oscillator strength. Nonetheless, this is offset to a large extent by the short separation 
distance and good dipole-dipole alignment between adjacent MBIC molecules in the stack. Indeed, it 
can be calculated37 that the hopping time between stacked molecules is on the order of 0.3 ps. Taking 
the shorter of the two lifetimes as reflecting the bulk molecules, we can estimate that, on average, 
50% of the excitons will undergo at least 400 hops before returning to the ground state while 10% will 
make at least 1,400 hops. Of course, any such migration will be incoherent and it should be stressed 
that the Coulombic mechanism38 usually underestimates the hopping time at very short separations.39 
The mean time needed for an exciton to cross between stacks is 50 ± 8 ps. Thus, an exciton has only 
ca. 1% chance to pass to a nearby stack rather than migrate to the neighboring MBIC molecule along 
the same stack but, within its lifetime, we might expect the exciton to make at least four trans-stack 
jumps. Our observation that the shorter-lived species shows a distribution of survival times seems 
fully consistent with a variety of trapping rates reflecting the distance travelled prior to arrival at the 
surface states. 
In separate experiments, MBIC was crystallized in the presence of a very small amount of 
Rhodamine B (Rh-B). The latter was chosen because, in solution phase, its absorption spectrum 
overlaps the emission profile of MBIC, it shows intense fluorescence and it has a flat shape not too 
dissimilar from that of MBIC. It was anticipated that Rh-B might intercalate into the MBIC stacks within 
the crystal. Indeed, the presence of Rh-B at very low doping levels does not perturb the crystal 
structure of MBIC as determined by X-ray crystallography but these studies did not define the location 
of the dopant. Likewise, the precise level of loading could not be defined although absorption 
spectroscopy carried out with dissolved crystals indicated that this was similar to that of the mixture 
before crystallization. The presence of Rh-B has no noticeable effect on the dimensions or colour of 
the crystal but does affect the emission spectral profile. At the very low loadings used here, it was not 
possible to detect Rh-B by optical absorption spectroscopy while the excitation spectrum recorded for 
emission associated with bound Rh-B corresponded to the absorption spectrum of crystalline MBIC. 
Washing the doped crystal with cold water before drying with warm N2 serves the purpose of 
removing the fluorescence due to Rh-B. Under these conditions, the crystal remains intact and emits 
as described earlier while the aqueous solution shows characteristic fluorescence from Rh-B. The 
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impression, therefore, is that Rh-B is associated with surface-states of the emerging crystal rather than 
occupying a site within the MBIC stacks. 
In ethanol solution, Rh-B exhibits sharp absorption MAX = 545 nm) and fluorescence (FLU = 
563 nm) spectra. The emission lifetime (S) decreases with increasing concentration, as does the 
quantum yield, but reaches an upper limit of 2.8 ns at micro-molar concentrations. It has been 
reported that the absorption spectrum remains essentially unchanged40 when Rh-B is adsorbed at sub-
monolayer coverage onto ZnO crystals. In contrast, adsorption of Rh-B from water onto a quartz plate 
causes a modest red shift41 for both absorption (MAX = 558 nm) and emission (FLU = 576 nm) maxima 
while S increases to 3.1 ns. Adsorption of Rh-B from aqueous solution onto the outer surface of a 
MBIC crystal gives rise to a broad fluorescence spectrum superimposed over the usual emission profile 
characterised for MBIC. This broad spectrum, the maximum for which moves progressively towards 
the blue with increasing contact time between Rh-B solution and the MBIC crystal, is assigned to 
aggregated dye on the surface of the crystal.42 
Doped crystals were illuminated at 385 nm, where Rh-B is unlikely to contribute to the 
absorption profile. The resultant fluorescence spectrum differs, albeit slightly, from that characterized 
for crystalline MBIC (Figure 28). In fact, the new spectrum can be reproduced reasonably well by a 
mixture of emission profiles for crystalline MBIC and for Rh-B adsorbed onto a quartz plate (Figure 
28). For example, at a Rh-B loading of 5 mpm (i.e., 10 mols of Rh-B per million mols of MBIC or a molar 
ratio of 100,000 in favour of MBIC), the emission spectrum is nicely reproduced by allowing for 40% 
MBIC and 60% Rh-B (Figure 28). Furthermore, exact agreement between compiled and observed 
fluorescence spectra can be reached by slight shifting (i.e., 2-3 nm) of the Rh-B maximum wavelength 
but retaining an equivalent profile. The same situation is found for other loadings of Rh-B; in each case 
the observed spectrum being a supposition of individual spectra assigned to MBIC and Rh-B. Iterative 
reconstruction procedures based on global analysis data fitting43 and assuming a two-component 
mixture allowed the fractional contribution () of Rh-B emission to the total spectrum to be 
determined (Table 2). It can be seen that there is a smooth correlation between  and the initial 
doping level, although saturation seems to occur at the higher loadings. Since direct excitation of Rh-
B can be eliminated, the only reasonable explanation for these mixed spectra involves electronic 
energy transfer (EET) from MBIC to Rh-B occurring in the solid matrix.44 
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Table 2. Emission properties recovered for the crystals of MBIC loaded with a minor amount of Rh-B. 
Property [a]S0  S1 S2 S3 S4 
[b]B / mpm -Rh 0 2.5 5 10 15 
F 0.09 0.092 0.115 0.132 0.123 
[c][%]    0 35 60 75 65 
) [ps]1(A 1 0.20 (79.8) 0.14 (82.5) 0.18 (81.6) 0.10 (74.3) 0.18 (78.3) 
)  [ns]2(A 2 2.00 (20.2) 1.75 (13.7) 1.25 (10.3) 1.00 (14.7) 0.95 (12.4) 
)  [ns]3(A 3 NA 5.3 (3.8) 5.4 (8.1) 5.4 (11.0) 5.4 (9.3) 
(a) Refers to sample number. Each sample size was 200 mg and each measurement was repeated ten times. (b) 
Loading of Rh-B expressed in terms of mols and converted to mols Rh-B per million mols of MBIC. (c) Fraction of 
emission yield assigned to Rh-B on the basis of spectral deconstruction into two overlapping spectra. (d) Excited-
state lifetimes derived from the time-resolved emission decay curves following excitation at 370 nm. The 
fractional contribution at 575 nm, A, is given in parenthesis. For 1, the quoted value is the mean of the 
distribution obtained from MEM analysis. 
For the same samples, time-resolved fluorescence decay profiles required analysis as the sum 
of three-exponential terms (Figure 28); such analysis has to be undertaken with caution!45 However, 
in the present case, a logical account of the complex kinetics could be reached as follows: One lifetime 
(3) was found to be 5.4 ± 0.1 ns, which is somewhat longer than that (S = 3-4 ns) determined for Rh-
B in a small range of solid samples.41 Furthermore, the fractional amplitude (A3) for this particular 
component increased with increasing loading of Rh-B, until attaining a saturation level (Table 2). Thus, 
we assign the longest-lived component to emission from Rh-B, which we believe to be predominantly 
associated with the surface structure of the crystal. Support for this identification is nicely derived by 
comparison of time-resolved emission profiles recorded at early (i.e., 0.4-0.5 ns) and late (i.e., 4-5 ns) 
gate times after the excitation pulse (Figure 29). The early-gated spectrum resembles emission 
characteristic of the MBIC crystal while the late-gated profile closely resembles the spectrum recorded 
for Rh-B adsorbed onto quartz at sub-monolayer coverage. 
 
141 
 
 
 
Figure 28. The lower panel shows the fluorescence spectrum recorded for a crystal of MBIC doped with Rh-B, at 
a loading of 5 mpm, (black curve) and the reconstruction (light-grey curve) from components associated with 
crystalline MBIC (grey curve) and Rh-B adsorbed onto a quartz plate at sub-monolayer coverage (grey curve). 
The upper panel shows the time-resolved fluorescence decay profile recorded at 575 nm with the instrumental 
response function in grey, the experimental data as a black curve and the fit to the sum of three exponentials as 
a red curve. 
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Figure 29. The upper panel shows the emission profile recorded for a single crystal of MBIC doped with Rh-B at 
a level of 5 mpm. The lower panel shows normalized time-resolved emission spectra recorded at 0.4-0.5 ns (open 
circles) and 4-5 ns (filled circles) gate times. The solid lines correspond to simulated spectra for pure MBIC (black 
curve) and a mixture of (15%) MBIC and (85%) Rh-B (grey curve). 
The shortest lifetime (1) shows the largest fractional contribution (A1) and remains closely 
comparable to that assigned to MBIC molecules comprising aligned stacks within the interior of the 
crystal. As before, it proved difficult to obtain unique solutions for this lifetime when varying the count 
rate or the total signal accumulation. This behaviour is considered characteristic of a distribution of 
lifetimes46 and is better reflected by the MEM analysis.47 Fast exciton hoping between neighbouring 
MBIC molecules and across stacks appears to be unaffected by the presence of Rh-B. Again, this seems 
in keeping with the suggestion that most of the Rh-B resides in an amorphous region near the surface 
of the crystal. 
The remaining lifetime (2) is the only one that varies from sample to sample, decreasing 
progressively with increasing loading of Rh-B (Table 2). The ratio of fractional contributions made by 
1 and 2 remains reasonably constant across the series while the magnitude of 2 is not too far 
removed from that attributed to surface-localized MBIC in the pure crystal. On this basis, we assign 2 
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to MBIC molecules comprising the surface layer and attribute the shortening of the lifetime to EET to 
Rh-B molecules also localized at the surface. This leads to the overall scheme illustrated by (Chart 1). 
Excitons generated within the interior of the crystal oscillate incoherently along the aligned stacks 
until approaching the surface states. Trapping occurs near to the surface so as to generate a longer-
lived excited state of MBIC, presumably existing as a somewhat amorphous phase. Loading the MBIC 
crystal with Rh-B tends to localize the dopant at the surface, where it acts as an acceptor for excitons 
migrating slowly around the surface layer of MBIC. The model considers exciton trapping by surface-
bound MBIC and surface-mediated EET to Rh-B to be irreversible steps. 
 
Chart 1. Pictorial representation of rapid exciton migration along and between stacks within the MBIC 
crystal (grey disk), followed by exciton trapping at surface-bound MBIC molecules (dark grey disk) and EET to 
the Rh-B dopant (light-grey disk with dark surround). 
On the basis of this model, fluorescence from Rh-B is the consequence of energy migration 
within the MBIC stacks, trapping by surface-bound MBIC molecules and EET to ground-state Rh-B. The 
excitation spectrum recorded at an emission wavelength where Rh-B is expected to dominate the 
fluorescence profile, namely 580 nm (Figure 28), corresponds to absorption by MBIC but does not 
feature direct absorption by the dye. The time-resolved emission spectra recorded at early and late 
time gates provide further support for the notion that Rh-B fluorescence arises from secondary events. 
Using this information, it becomes clear that the derived lifetime of 5.4 ns for the Rh-B dopant is too 
long. Convolution of 3 with an exponential function with a lifetime corresponding to 2, shortens the 
effective singlet-state lifetime of the dye to around 4 ns. This brings it more into expectation with an 
isolated Rh-B molecule in the solid state. 
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Even at the very low loadings of Rh-B employed here, there is the impression that saturation 
has been reached in as much as both the total emission and the fractional contribution attributed to 
Rh-B reach a maximum at around 10 mpm (Table 2). It is likely that self-association of Rh-B, or self-
quenching, becomes important at the highest loading.48 Under optimum conditions, about 50% of the 
MBIC fluorescence is quenched by the presence of a very low concentration of Rh-B. There is a 
compromise between increasing the level of quenching and avoiding self-association in the surface 
region but, under appropriate conditions, loading the crystal with Rh-B leads to a modest (i.e., ca. 
50%) increase in the fluorescence quantum yield. This was not the case when Rh-B was replaced with 
Cresyl Violet;49  here, there was no indication for association of the dye with the MBIC crystal and no 
EET from MBIC to Cresyl Violet.  
The concept of multiple, linear EET events followed by trapping at a terminal is not new and 
was introduced successfully by Calzaferri50 in the form of doped zeolites. Related theoretical 
studies51,52 have developed Monte-Carlo modelling algorithms to describe exciton migration and 
trapping in crystals and on the outer surfaces of micro-heterogeneous media.53  Similar, but more 
spatially restricted, processes are known to occur with certain dendrimers54 and organic clusters.55,56 
Of course, exciton migration in photosynthetic light-harvesting antennae has been subjected to 
considerable experimental57 and theoretical58 investigation over many decades. For crystalline MBIC, 
our illumination studies were carried out at low irradiance such that only a single exciton is present 
on the crystal at any given moment. Allowing for a common radiative rate constant for both bulk and 
surface-bound MBIC, we can estimate that the latter accounts for about 2% of the total MBIC.  
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5.7 Conclusion 
 
In conclusion, we have described a new type of photonic crystal that might have useful applications in 
the field of photon concentrators. By making use of an intramolecular charge-transfer system, we 
ensure a substantial Stokes’ shift which minimizes self-absorption. The effective Stokes’ shift is further 
extended by way of EET to the dopant, present at very low concentrations. By growing the crystal in 
the presence of dopant, as opposed to coating the surface of a fully grown crystal with dye, it becomes 
possible to increase the loading without aggregation. Even so, saturation is reached at a relatively low 
concentration of dopant. A further drawback of the present system concerns the modest spectral 
overlap integral59 between absorption by Rh-B and emission from MBIC. This term needs to be 
increased markedly in order to optimize exciton trapping by the dopant.  
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Table 1. Summary of the photo-physical properties determined for MBIC in a range of organic solvents at                     
room temperature. 
 
Solvent 
 
s[a] 
 
λABS  
[nm] 
 
ABS  
[cm-1] 
 
λFLU  
[nm] 
 
FLU 
 [cm-1] 
 
F 
 
τs  
[ns] 
 
KRAD 
 [107s-1] [b] 
 
KNR  
[107 s-1] [c] 
 
 
ΔSS  
[cm-1] 
CHX[d] 2.02 392 25510 465 21505 1.00 10.5 9.5 0.02 4004 
BENZ[e] 2.27 409 24449 503 19880 0.95 10.6 9.0 0.43 4569 
DIOX[f] 2.27 405 24691 514 19455 0.67 8.7 7.7 3.79 5236 
TOL[g] 2.43 407 24570 502 19920 0.87 10.3 8.5 1.20 4649 
Bu2O[h] 3.18 399 25062 494 20242 0.90 9.5 9.5 1.02 4819 
Et2O[i] 4.42 403 24813 504 19841 0.95 8.2 10.0 2.19 4972 
CHCl3 4.89 420 23809 509 19646 0.63 7.3 8.6 5.09 4163 
BuOAc[j] 5.01 409 24449 517 19342 0.30 4.1 7.3 17.09 5107 
PhCl[k] 5.74 418 23923 510 19607 0.13 2.7 4.8 32.23 4315 
PrOAc[l] 6.00 410 24390 519 19267 0.066 1.5 4.4 62.26 5122 
EtOAc[m] 6.03 412 24271 522 19157 0.057 1.4 4.1 67.32 5114 
2MTHF[n] 6.97 409 24449 515 19417 0.088 1.8 4.9 50.65 5032 
THF[o] 7.47 414 24154 524 19083 0.075 1.5 5.0 61.66 5070 
DCM[p] 8.93 423 23640 519 19267 0.040 0.80 5.0 120.0 4372 
OcOH[q] 10.30 418 23923 533 18761 0.055 0.88 6.3 107.33 5161 
1,2- DCE[r] 10.74 424 23584 524 19083 0.023 0.75 3.1 130.23 4500 
BuOH[s] 17.5 422 23696 540 18518 0.020 0.67 3.0 146.25 5178 
ACE[t] 21.36 419 23866 536 18656 0.0055 0.55 1.0 180.81 5209 
EtOH[u] 24.50 421 23752 550 18181 0.012 0.64 1.9 154.35 5571 
BuCN[v] 24.56 422 23696 538 18587 0.016 0.72 2.2 136.68 5109 
CH3CH2CN 28.86 422 23696 540 18518 0.012 0.48 2.5 205.83 5178 
CH3OH 32.7 422 23696 542 18450 0.010 0.40 2.5 247.50 5246 
CH3CN 35.94 425 23529 545 18348 0.0055 0.25 2.2 397.80 5180 
DMF[w] 37.06 428 23364 550 18181 0.0040 0.17 2.4 585.83 5182 
PC[x] 62.93 428 23364 545 18348 0.0035 0.18 1.9 553.65 5015 
[a] Static dielectric constant, taken from literature compilations. [b] Radiative rate constant. [c] Nonradiative 
rate constant. [d] Cyclohexane. [e] Benzene. [f] 1,4- Dioxane. [g] Toluene. [h] Di-n-butyl ether. [i] Diethyl ether. 
[j] Butyl acetate. [k] Chloro benzene. [l] Propyl acetate. [m] Ethyl acetate. [n]. 2-Methyltetrahydrofuran. [o] 
Tetrahydrofuran. [p] Dichloro methane. [q] Octan-1-ol.[r] 1,2-Dichloroethane.[s] Butan-1-ol. [t] Acetone. [u] 
Ethanol. [v] Butyronitrile. [w] Dimethyl formamide. [x] Propylene carbonate. 
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Chapter 6. 
 
Photochemical Bleaching of Certain Non-
toxic Dyes in Aqueous Solution 
 
 
 
 
 
SUPPOSEDLY NON-TOXIC DYES ARE COMMONLY ADDED TO FOODSTUFFS TO MAKE THE PRODUCTS APPEAR 
MORE ATTRACTIVE. 
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      6.1 Introduction 
 
Organic dyes1,2 are useful colourants for a variety of applications, ranging from cosmetics to 
printing inks and to anti-counterfeit devices. Historically, such dyes were selected for the strength 
and range of their colours and many, for example indigo, have played an important role in shaping 
our lifestyle.3 More recently there has been a move towards identifying non-toxic dyes that 
dissolve readily in water.4,5 These latter compounds are highly attractive to the food industry6 and 
are popular with artists, while being valuable agents for bio-conjugation.7,8 A major concern for all 
organic dyes relates to their likely instability under prolonged exposure to visible light. Indeed, 
photo-degradation can be a serious limitation for certain classes of dye,9 although engineering 
(e.g., the omission of molecular oxygen and introduction of screens or filters) can provide 
important levels of relief.  Despite the practical inconvenience of dye photo-fading, there have 
been relatively few detailed studies describing the kinetics of light-induced degradation under 
controlled conditions.10-15 Such studies might be complicated by auto-catalysis16 and invariably 
require multiple numbers of photons for complete bleaching of an individual molecule. 
Mechanistic studies are especially difficult in those cases where the quantum yields are very low. 
It might be mentioned that the photo-fading process is used routinely for measuring diffusion 
coefficients via Fluorescence Recovery After Photo-bleaching (FRAP).17 
Here, we report on the photochemical degradation of some well-known non-toxic dyes in 
aqueous solution. Erythrosine is a water-soluble, cherry-pink dye with a long tradition as a food 
colourant.18 It is commonly used in fruit cocktails but has additional applications in printing ink, as 
a sensitizer for orthochromic photographic plates, and as a biological stain.19 Phloxine-B is quite 
similar to Erythrosine but provides a different colour when dissolved in water. Our interest in these 
two compounds stems from their known ability to function as a triplet state photo-sensitizer in 
water. Indeed, Xanthene dyes20,21 in general are promising sensitizers for antimicrobial studies22,23 
because of their relatively low toxicity, high triplet energies, high triplet state quantum yields and 
relatively long triplet lifetimes. The interest in killing bacteria by way of photodynamic therapy24 
has led to further development of new sensitizers. Some of these reagents look highly promising 
but would be subject to lengthy clinical and legislative regulation. More immediate benefits could 
arise from the employment of compounds, such as Erythrosine, already used routinely in the food 
industry. To complete the series, we consider the photodegradation of Riboflavin. This latter 
compound is non-toxic and therefore could be a useful photosensitizer for systems where the 
safety of the operators is an issue. 
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One aspect of these photosensitizers, often overlooked in the search for optimum 
performance, is the need to eliminate the compound from the system at the conclusion of the 
process. This can be done most conveniently by photochemical means since the system is already 
under illumination. In turn, this situation demands a detailed understanding of the photo-fading 
kinetics such that destruction of the sensitizer occurs only on completion of the desired 
photochemistry. Optimization of the sensitizer concentration is a key requisite in the challenge to 
achieve optimal performance in terms of product yield and dye depletion. When sunlight is used 
to drive the reactions, this being the only sustainable way to promote largescale photochemistry, 
the temperature of the aqueous reservoir will increase markedly during the reaction. Hence the 
need to measure activation parameters for the photo-fading processes. Such studies are rare. 
 
     6.2 Erythrosine 
     6.2.1 Background 
This study is part of a collaboration with Joshua 
Karlsson and Owen Woodford of the Molecular 
Photonics Laboratory. A paper has been prepared 
for publication and is given at the end of the 
chapter. Here, we present only a brief summary               
before moving to other compounds. 
In water, Erythrosine exhibits an absorption maximum at 530 nm, with a molar absorption 
coefficient at the peak of 75,000 M-1 cm-1, and shows weak fluorescence centred at 550 nm (Figure 
1). The compound follows Beer’s law over a wide concentration range, covering that relevant to 
this work, in water. The fluorescence quantum yield in dilute aqueous solution is 3% while the 
excited-singlet state lifetime is 0.25 ± 0.05 ns. The corresponding triplet-excited state can be 
detected readily by transient absorption spectroscopy following laser excitation at around 520 nm 
(see later). At low laser intensity, the triplet state decays via first-order kinetics with a lifetime of 
ca. 150 s in the absence of molecular oxygen. This latter species shortens the triplet lifetime, the 
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Figure 1. Absorption (black curve) and 
fluorescence (red curve) spectra recorded 
for Erythrosine in aqueous solution. 
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corresponding bimolecular rate constant being 1.4 x 109 M-1 s-1 for aqueous solution at 20 0C. The 
product of this interaction is singlet molecular oxygen (O2(1g)), formed via electronic energy 
transfer, although superoxide ions might also be formed in low yield under some conditions.  
The quantum yield25 for formation of O2(1g) in air-saturated D2O is 0.68 at 20 0C under 
conditions where the triplet quantum yield (T = 0.97) is close to unity. Singlet molecular oxygen, 
which has a lifetime of ca. 4 s in H2O,26 can attack Erythrosine to initiate the bleaching process.27 
Here, we address the kinetics of the photo-fading reaction and, in particular, consider the effects 
of temperature and chromophore concentration on the rate of dye degradation. To the best of 
our knowledge, there are no reports in the scientific literature describing the activation 
parameters associated with photo-bleaching of an organic dye. 
There have been several earlier reports28-31 of the photo-bleaching of Xanthene dyes in water 
but few quantitative details are available. Consequently, preliminary studies were made to assess 
the significance of photo-bleaching by exposing an air-equilibrated, aqueous solution of 
Erythrosine to white light. Under such conditions, the main absorption transition centred at 530 
nm bleaches. There are no coloured products but absorption spectroscopy indicates the build-up 
of one or more species absorbing in the near-UV region (Figure 2). These latter products, which 
are either formed in low yield or possess a weak molar absorption coefficient, are relatively stable 
towards further illumination. After saturating the solution with N2, the photo-bleaching process is 
much less evident but still proceeds at a measurable rate (Figure 3). Laser flash photolysis studies 
carried out in deaerated aqueous solution have shown32 that the rate of decay of the triplet-
excited state increases with increasing concentration of Erythrosine. The bimolecular rate 
constant for this reaction, which is a type of self-quenching process, is 4 x 108 M-1 s-1. This situation 
is far from uncommon33 and could be the reason why photo-fading occurs in the absence of 
molecular oxygen. In air-equilibrated solution at the highest substrate concentration used here, 
self-quenching will account for less than 3% of the total triplet-state population. 
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Figure 2. Absorption spectra recorded during the broadband (i.e., white light) steady-state irradiation of a 
solution of Erythrosine in air-equilibrated water. The chromophore undergoes stepwise bleaching. 
The usual consequence of attack by O2(1g) on an aryl heterocycle in solution is an 
endoperoxide.34 In water, this latter species will re-arrange to form stable products derived from 
substitution at the hydroperoxide group.35,36 For Erythrosine, it was found that a partially bleached 
solution formed an instantaneous precipitate on treatment with AgNO3 solution. It was observed, 
however, that the addition of KI (ca. 1 mM) to a solution of Erythrosine in aerated H2O has 
essentially no effect on the rate of photo-bleaching, although iodide is known to quench singlet 
molecular oxygen.37,38 Examination of partially bleached solutions of Erythrosine in D2O by 1H- and 
13C-NMR spectroscopy did not provide conclusive information regarding the site of attack. We 
thank Dr Corinne Wills and Prof William McFarlane for making these NMR measurements.   
In the absence of molecular oxygen, Erythrosine bleaches slowly under broadband 
illumination (Figure 3). The same kind of fading of the absorption spectral profile occurs and there 
are no obvious coloured products. Although it is impossible to eliminate traces amounts of oxygen 
from the system, it seems unlikely that bleaching under these conditions can be attributed to 
reactions of singlet oxygen. The relative rates of photo-bleaching are compared in Figure 4 for 
aerated and deaerated aqueous solutions. 
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Figure 3. Progressive photo-bleaching of Erythrosine in deaerated water under broadband illumination. 
 
Figure 4. Comparison of the rates of photo-bleaching of Erythrosine in aerated (black points) and deaerated 
(red points) water under broadband illumination.  
In deaerated water, photo-bleaching of Erythrosine occurs by way of first-order kinetics 
according to Equation 6.1. Here, [ER] and [ER]0 refer, respectively to Erythrosine concentrations 
at time t and before starting illumination. However, the apparent first-order rate constant, kF, 
derived from Equation 6.1 depends on the initial concentration of Erythrosine. This situation might 
300 400 500 600 700
0.0
0.5
1.0
1.5
2.0
A
b
s
o
rb
a
n
c
e
Wavelength / nm 
 0
 20 mins 
 40 mins
 1 hr
 1 hr + 20 mins 
 1 hr + 40 mins 
 2 hrs 
 2 hrs + 20 mins 
 2 hrs + 40 mins 
 3 hrs 
 3 hrs + 20 mins 
 3 hrs + 40 mins 
 4 hrs 
 4 hrs + 20 mins 
 4 hrs + 40 mins 
 5 hrs 
 5 hrs + 20 mins 
 5 hrs + 40 mins 
 6 hrs 
 6 hrs+ 30 mins 
 7 hrs 
0 50 100 150 200 250 300
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
L
o
g
 (
a
b
s
)
Time (min)
157 
 
reflect differences in penetration depth and other non-homogeneous illumination issues or, more 
likely, point to a complex mechanism. In fact, both the initial rate of bleaching and kF depend on 
the number of absorbed photons, which in turn depends on the incident light intensity and on the 
fraction of light absorbed by the chromophore. This latter parameter is expressed by way of 
Equation 6.2 with A being the absorbance at any wavelength where Erythrosine absorbs. The net 
result is that changing [ER] also affects IABS and has a direct effect on the rate of bleaching. 
                        [𝐸𝑅] = [𝐸𝑅]0 − 𝑘𝐹𝑡                               Equation 6.1       
                           𝐼𝐴𝐵𝑆 = 1 − 10
−𝐴                             Equation 6.2  
In air-equilibrated water, the rate of photo-bleaching of Erythrosine shows the characteristic “S-
shaped” time dependence attributable to auto-catalysis. We will return to this process later but it 
means that a product formed during the early stages of reaction causes further bleaching of 
Erythrosine. According to this model, the kinetic data can be analysed in terms of Equation 6.3, 
which allows for self-catalysis.39 Here,  refers to the observed rate of reaction, k1 is the first-order 
rate constant for primary (i.e., inherent) photo-bleaching and k2 is the corresponding bimolecular 
rate constant for self-catalysis.40 
         
𝜔
[𝐸𝑅]
= (𝑘1 + 𝑘2[𝐸𝑅]0) − 𝑘2[𝐸𝑅]                   Equation 6.3 
Analysis of the photo-bleaching data in terms of Equation 6.3 allows determination of the two rate 
constants (Figure 5). The apparent first-order rate constant, (k1 = 0.0069 min-1) can be equated 
with kF considered at lower concentrations, although different incident light intensities were used 
for the different experiments. The rate constant for self-catalysis, k2, at 20 0C was found to be 0.46 
nM-1 min-1 at an initial Erythrosine concentration of 20 M. Similar values were recovered at lower 
(i.e., 8 M) concentration and at different incident light intensities. 
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Figure 5. Example of kinetic analysis in terms of inherent and auto-catalytic bleaching reactions, with the 
solid line drawn through the data points representing a fit to Equation 6.3. The initial concentration of 
Erythrosine was 20 M. 
We consider that the bleaching reaction occurs primarily via the triplet excited state of 
Erythrosine. This triplet-excited state can be detected by way of transient absorption spectroscopy 
following laser excitation at around 520 nm (Figure 6). The differential absorption spectrum shows 
bleaching of the visible band of the ground state (λ = 528 nm) while the absorption from ca. 575 
nm onwards is assigned solely to the triplet state. The triplet state decays via first-order kinetics 
with a lifetime of ca. 150 µs in the absence of molecular oxygen at low laser intensity (Figure 7). 
This latter species shortens the triplet lifetime, the bimolecular rate constant is 1.4 × 109 M-1 s-1. 
The product is singlet molecular oxygen which is formed by electronic energy transfer.41 
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Figure 6. The transient differential absorption spectrum recorded for Erythrosine in de-oxygenated water. 
 
Figure 7. The relationship between log absorbance versus time for decay of the triplet-excited state of 
Erythrosine in water in the absence of oxygen. 
The experiment was repeated and the lifetime of the triplet state was calculated after purging 
the solution with mixtures of N2 and O2 in order to monitor triplet quenching by molecular oxygen.  
This is a well-known reaction that has been studied for a great number of chromophores. In non-
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polar solvents, quenching of the triplet state occurs at exactly one-ninth the diffusion controlled 
rate limit. This situation is imposed by spin-statistical factors associated with the formation of 
singlet oxygen. In more polar solvents, triplet energy transfer is not the only process leading to 
catalyzed deactivation of the triplet state and the corresponding bimolecular quenching rate 
constant tends to increase closer to the diffusional limit. For Erythrosine in water, we find kQ = 1.4 
x 109 M-1 s-1 which can be compared to the diffusional rate limit of 6 x 109 M-1 s-1. The triplet lifetime 
is slightly shortened at higher concentrations of Erythrosine, which points to some kind of self-
quenching, while formation of superoxide ions is a possibility in water. These latter reactions tend 
to be reversible but might play a minor role in the photo-bleaching process. 
 
        6.3 Phloxine B 
 
This section continues our interest in the use of non-toxic dyes 
as disposable photosensitizers by looking at the properties of 
Phloxine B. It is known that Phloxine B is a colour additive for 
drugs, foods, and cosmetics and can be used as a bacterial stain. 
Phloxine B is used also as a stain for many branches of 
microscopy.42 It is soluble in water and most common organic 
solvents. One interesting application of Phloxine B is the 
proposal to use it as a photochemical insecticide because of its ability to form singlet oxygen when 
exposed to light. The presence of heavy atoms ensures that intersystem crossing to the triplet 
state is highly efficient and indeed the triplet yield is formed in excess of 95%. Phloxine B has low 
toxicity and is described as a hydrophilic dye that does not suffer unduly from problems of 
aggregation.43 In water at room temperature, Phloxine B displays a linear Beer-Lambert plot at 
concentrations from 0.22 to 33.2 M and gives a molar absorption coefficient at the peak 
maximum of 80,205 M-1 cm-1 (Figures 8 and 9). The absorption maximum in water can be found at 
539 nm. 
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Figure 8. Overlaid absorption spectra recorded for Phloxine B as a function of concentration in water. 
 
Figure 9. Beer-Lambert plot made for Phloxine B in water using absorbance values measured for the peak. 
The absorption maximum shows a modest dependence on the nature of the solvent (Figure 
10), although the spectral shape does not change significantly. Weak fluorescence can be detected 
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but this is most likely the result of E-type delayed fluorescence caused by the small singlet-triplet 
energy gap. 
 
Figure 10. Normalised absorption spectra recorded for Phloxine B in different organic solvents. 
Phloxine B is commercially available and is generally regarded as a safe food dye. There have 
been a few reports of its photodegradation in solution, where singlet oxygen is usually considered 
to be the species responsible for chemical breakdown. We have investigated the kinetics for 
photo-bleaching under broadband illumination in aerated water. Some early work has indicated 
that exposure to sunlight causes breakdown to form 2’,4’,5’-tribromo-4,5,6,7-
tetrachlorofluorescein and 4’,5’-dibromo-4,5,6,7-tetrachloro-fluorescein, with the release of 
bromide ions into the solution. The photolysis of Phloxine B may be complicated at high 
concentrations through self-sensitization.44 
Under broadband illumination of Phloxine B in air-equilibrated water, the absorption band 
centred at 539 nm slowly bleaches. A new product evolves, the absorption maximum lying at 433 
nm, and slowly fades as illumination continues. These spectral changes are illustrated by way of 
Figure 11. Bleaching is slower than was observed for Erythrosine under similar conditions.  
However, after purging the solution with N2, it was seen that similar bleaching of the lowest-
energy absorption band occurred. In the absence of O2, quenching is somewhat slower but still 
highly significant (Figure 12). It appears that the primary product absorbing at 433 nm does not 
form in the absence of O2. 
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Figure 11. Stepwise bleaching of Phloxine B in aerated water under broadband illumination. 
 
Figure 12. Stepwise bleaching of Phloxine B in water under broadband illumination, in the absence of 
oxygen. Conditions are otherwise identical to those used for the experiment described by Figure 11. 
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It was found that bleaching of Phloxine B in the presence of molecular oxygen followed a 
kinetic pathway where the rate of reaction increased slightly with illumination time. The primary 
product absorbing at 433 nm was seen to accumulate in solution but, at the end of the experiment, 
this species began to disappear (Figure 13).  This product builds up on the same timescale as found 
for bleaching of the original species so it seems safe to assume that the 433-nm species does 
indeed arise from initial breakdown of Phloxine B. It is specific to reactions involving molecular 
oxygen. The same experiment carried out after purging the solution with N2 did not form the 433-
nm species while bleaching of the starting compound exhibits the sigmoidal kinetic trace 
considered characteristic of an auto-catalytic reaction (Figure 14). Bleaching is still efficient, it 
appears to be faster than that found in the presence of oxygen, and leads to loss of bromide ions 
since a precipitate forms when silver nitrate is added. 
In deoxygenated solution, the experimental bleaching data can be described in terms of 
Equation 6.3 but only over early times. Again, this situation is to be expected for an auto-catalytic 
reaction. From the fit, it is possible to derive rate constants for auto-catalysis (kAC) and for the 
inherent first-order bleaching step (k1). The derived values are collected in Table 1 below. The 
first-order reaction starts the bleaching process but, under these conditions, auto-catalysis quickly 
takes over and begins to dominate the reaction. In the presence of molecular oxygen, the 
bleaching reaction is slower but the experimental data are well explained by Equation 6.3. Here, 
the inherent first-order bleaching step is somewhat slower than found in the absence of oxygen 
while kAC is markedly reduced (Table 1). By monitoring reaction at 433 nm, it is clear that this 
primary product is not responsible for auto-catalysis. Instead, it appears that triplet energy 
transfer to molecular oxygen, and any subsequent chemical reactions, is in competition to photo-
bleaching. This is an unusual stabilization effect by oxygen. 
Table 1. Summary of parameters derived for the photo-bleaching of Phloxine B in water under auto-catalytic 
conditions. 
Conditions 1-/ min 1k 1-min 1-/ nM ACk 
N2 0.0034 0.54 
Air 0.0023 0.16 
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Figure 13. Photobleaching kinetics recorded for Phloxine B in air-equilibrated water at 539 nm (black circles) 
and at 433 nm (red circles). 
 
Figure 14. Photobleaching kinetics recorded for Phloxine B in deaerated water at 539 nm (black circles) and 
at 433 nm (red circles). 
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6.4 Riboflavin 
 
Riboflavin, more often referred to as vitamin B2, is a water-
soluble chromophore found in food products. This compound 
is known to participate in electron-transfer processes.45 
Riboflavin is associated with the coenzymes of flavin 
mononucleotide (FMN) and flavin-adenine dinucleotide (FAD) 
and is therefore an important component in biological 
systems. The absorption spectrum recorded for Riboflavin in 
water (Figure 15) shows pronounced peaks at 373 nm and 444 
nm, the 444-nm peak involves a  - * transition while the 373-nm peak appears to involve a 
mixture of n - * and  - *  transitions.46 In ethanol solution, Riboflavin exhibits absorption 
maxima at 365 nm and 449 nm. In water, Riboflavin shows quite strong fluorescence with a 
maximum at 531 nm (Figure 16). The fluorescence quantum yield in water is 0.2 while the excited-
singlet state lifetime is 5.2 ns. The compound is considered as non-toxic and has found prominent 
use as a sensitizer for various artificial chemical processes. Compared to most other potential 
sensitizers, the absorption band lies at relatively high energy and, as such, Riboflavin looks a 
promising candidate for promoting photochemical reactions that require a significant driving 
force. Here, we consider the photochemical bleaching of Riboflavin in water and compare the 
results with those obtained earlier in the chapter. In fact, there have been several prior studies of 
the photodegradation of Riboflavin and it is important to summarise these findings. 
 
Figure 15. Absorption spectra recorded for Riboflavin in dilute aqueous solution. 
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Figure 16. Fluorescence spectra recorded for Riboflavin in dilute aqueous and ethanolic solution. 
Earlier work has established that Riboflavin is degraded into several photoproducts upon light 
exposure. These products are formyl-methylflavin (FMF), lumichrome (LC), lumiflavin (LF), 
carboxymethyl flavin (CMF), 2,3-butanedione, a β-keto acid and cyclodehydroriboflavin (CDRF). 
The structures of the main photoproducts are shown in Figure 17. It was demonstrated that the 
product distribution is a complex variable of temperature, concentration, pH and oxygen 
concentration. Further effects are noted for light intensity and wavelength. The overall picture, 
therefore, is highly confusing, however degradation of Riboflavin appears to take place chemically 
through isoalloxazine ring cleavage (Figure 18).45 Our work relates to the kinetics of the primary 
photobleaching steps and we are less concerned with the product distribution. 
400 500 600 700 800
0.0
0.5
1.0
 water
 ethanolIn
te
n
s
it
y
 
Wavelength / nm 
168 
 
 
Figure 17. The molecular formulas for Riboflavin and its known photoproducts.  
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RF  →    1RF 
          
 
 
 
 
          
 
 
 
 
 
Figure 18. A general scheme for the photodegradation of Riboflavin in aqueous solution. 
Figure 19 shows how the absorption spectrum of Riboflavin in aqueous solution evolves during 
continuous illumination with white light. At the onset, the two main absorption peaks are located 
at around 445 nm and 373 nm. The absorbance measured at these two wavelengths decreases 
during irradiation and the 373-nm peak shifts to around 354 nm. After prolonged illumination, the 
solution has lost its characteristic colour but, on further illumination, the absorption bands seen 
in the near-UV region also fade (Figure 20). This secondary photolysis is fairly slow. Figure 21 
shows kinetic plots recorded in the presence of oxygen for absorbance measurements made at 
key wavelengths. It is seen that the lowest-energy absorption band bleaches with the profile 
believed to be characteristic of auto-catalysis while the band at around 350 nm bleaches very 
slowly via (approximately) first-order kinetics (Figure  22).  
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Figure 19. Stepwise bleaching of Riboflavin in air-equilibrated water under broadband illumination. 
 
Figure 20. Effect of prolonged illumination with white light of Riboflavin in air-equilibrated water. 
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Figure 21. Typical kinetic plots for the photobleaching of Riboflavin in the presence of oxygen, the 
absorbance measurements are made at 443-445 nm (black circles) and at 354 -374 nm ( red circles). 
 
 
Figure 22. Kinetic plot for long-term photolysis of Riboflavin in air-equilibrated water with absorbance being 
followed at 349-355 nm. Note, more than one species is involved in the overall kinetic process. 
Quite similar spectral profiles are observed for broadband illumination in the absence of 
molecular oxygen but, in this case, there is a strong growth in the absorption around 350 nm. 
These effects are shown below in Figures 23 and 24. We can analyze the kinetic data to derive rate 
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constants that might be compared with experiments made with Erythrosine and Phloxine B. In air-
equilibrated solution, the primary photochemical event leads to loss of colour at around 445 nm 
and the concomitant build-up of a product absorbing at about 350 nm. Looking at the absorbance 
measured around 350 nm, we see that in the presence of oxygen there is a two-step increase in 
optical density. This can be analysed as two successive first-order rate constants with values of 
0.0047 min-1 and 0.00083 min-1. In the absence of oxygen, we see an increase in absorbance 
occurring via first-order kinetics with a rate constant of 0.0126 min-1. The bleaching chemistry, 
therefore, is quite different in the two experiments. 
 
 
Figure 23. Stepwise bleaching of Riboflavin in deaerated water under broadband illumination. 
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Figure 24. Stepwise bleaching of Riboflavin in deaerated water under broadband illumination, concentrating 
on the early stages of photolysis. 
At the lowest-energy absorption band, the kinetics for photobleaching in the presence of 
oxygen involve auto-catalysis. Analysis of the absorbance change versus time yields estimates for 
the two rate constants (Figure 25). The derived values are k1 = 0.0021 min-1 and kAC = 0.3 nM-1  
min-1.  
 
Figure 25. Stepwise bleaching of Riboflavin air-equilibrated water under broadband illumination at 443-445 
nm. 
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       6.5 Conclusion 
 
In this chapter, we have compared the photobleaching of three food dyes in aqueous solution 
after equilibration with air. The three dyes show quite disparate chemistry under closely 
comparable conditions. The main features can be summarized as follows: Erythrosine bleaches 
from the triplet-excited state via formation of singlet molecular oxygen as a reactive intermediate. 
The bleaching process is auto-catalytic but does not lead to coloured intermediates. Bleaching is 
fast and irreversible. Phloxine B undergoes fast photobleaching in the absence of molecular 
oxygen, leading to loss of bromide ions. In this case, the presence of molecular oxygen leads to a 
noticeable stabilization of the chromophore. The triplet-excited state is implicated as the reactive 
species but no important coloured species are involved as intermediate products. Riboflavin 
shows highly complex bleaching chemistry and is the only compound of those studied here to 
form coloured products. These products degrade very slowly under illumination with white light. 
The reaction mechanism involves auto-catalysis at the primary stage but does not require the 
presence of molecular oxygen. In this latter case, light-induced electron transfer and bond 
cleavage are likely processes. The triplet-excited state has a lifetime of 30 s in deaerated water, 
which is relatively short and indicates chemistry occurring from the triplet state, that is reduced 
to 8 s on aeration of the solution. 
Because different light-absorbing properties are associated with these compounds, it is not 
meaningful to attempt to compare rates of bleaching. This is especially relevant for the auto-
catalytic processes since these reactions are necessarily bimolecular in nature. Auto-catalysis is a 
major problem because it causes the rate of bleaching to be strongly time dependent. An 
additional issue found with Riboflavin is that the products bleach very slowly under continuous 
illumination. This means that quite different behaviour will be found when different light sources 
are used. In principle, monochromatic light delivered at the absorption maximum should not be 
absorbed by these products and, in consequence, they will accumulate in the system. Of the 
compounds studied here, Erythrosine is the “cleanest” and we have studied this system in some 
detail by way of collaboration with other members of the Molecular Photonics Laboratory. 
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Chapter 7.  
 
Experimental Details 
 
 
 
 
SPECTROSCOPY PLAYS A CRITICAL ROLE IN ESTABLISHING REACTIONS RATES, EFFICIENCIES AND MECHANISMS AND IS 
USED EXTENSIVELY IN THIS WORK. 
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Chapter Symbol  Origin λABS 
[nm] 
λFLU 
[nm] 
Chemical formula          Chemical structure          
2    PXX MPL[a] 442 
 
451 
 
 
3    CXD MPL[a] 420 
441 
 
467 
497 
 
 
4    CVP Aldrich 469  
594 
627 
 
 
5    MBIC MPL[a] 414 524 
 
 
Table 1. List of the main compounds studied in this work, giving sample abbreviation and origin. 
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[a] Molecular Photonics Laboratory. [b] Procter & Gamble Company. 
 
 
6    Ery PGC[b] 527 560 
 
 
6    PhB PGC[b] 550 569 
 
 
6    RF PGC[b] 365 
449 
523 
 
 
  Table 1. Continued. 
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7.1 Materials 
 
All solvents used throughout this research project were of the highest possible purity, usually 
spectrophotometric grade, with the exception of solvents used for electrochemical studies. The 
spectrophotometric grade solvents were purchased from Sigma-Aldrich and used without further 
purification after checking for the presence of fluorescent impurities. The purity and properties of solvents 
used are important here, especially when the experiment involves long-term steady-state irradiations for 
monitoring photo-bleaching kinetics. In some cases, several samples of a given solvent were compared or 
samples were further purified by colleagues working in the synthetic chemistry laboratories. Factors such 
as dielectric constant and polarity can affect the spectroscopic behaviour of dyes, for example peak 
maxima, Stokes’ shifts, fluorescence quantum yields and so on. In order to be consistent, a single literature 
source1 was used to identify these properties wherever possible. Solvents employed for electrochemical 
investigations were refluxed over appropriate drying reagents, distilled and used immediately. 
Tetrabutylammonium hexafluorophosphate and ammonium hexafluorophosphate were used as 
electrolytes, both being purchased from Sigma-Aldrich and used after recrystallisation. These materials 
were kept dry. Special materials, such as sucrose octaacetate, were purified by standard protocols before 
use and certain solvents, such as butyronitrile, were redistilled by other members of the group before use. 
Anhydrous solvents were purchased from Sigma-Aldrich and used by way of syringe injection techniques. 
Ethers, most notably 2-methyltetrahydrofuran – used extensively for low-temperature emission 
spectroscopy – was used fresh and kept away from contact with air. Samples were replaced at very regular 
intervals in order to avoid contamination by peroxides. 
The majority of the compounds studied here were synthesised in the Molecular Photonics 
Laboratory under the supervision of Prof. A. C. Benniston. These samples were subjected to comprehensive 
purification procedures before being considered for spectroscopic examination. The compounds were fully 
characterised by a wide battery of analytical techniques. Some samples were further analysed by 700 MHz 
NMR spectroscopy by Dr. Corrine Wills at Newcastle University. We are grateful to both Prof. Benniston 
and Dr. Wills for their collaboration and for many fruitful discussions during the course of this work. Dr. 
Patrycja Stachelek recorded some of the electrochemical measurements on the new compounds. 
Sometimes, the amount of sample provided - the emphasis being placed on purity not quantity - was 
insufficient for electrochemistry or for determination of the molar absorption coefficient. The latter 
measurements were made at the end of the series of experiments, often consuming all the remaining 
material. Often, samples were part of a small series, with control compounds being available for 
comparative studies. 
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Additional compounds were synthesised in Strasbourg by the research group supervised by Dr. 
Raymond Ziessel. The water-soluble sensitizers (Phloxine B, Riboflavin and Erythrosine) were provided by 
the Procter & Gamble Company and were analysed by NMR spectroscopy before starting the spectroscopic 
studies. Certain compounds, notably Cresyl Violet, were purchased from commercial sources and tested 
by TLC analysis prior to use. In order to measure fluorescence quantum yields (ɸF), some well-known and 
thoroughly established reference compounds were used. These include magnesium meso-
tetraphenylporphyrin (Mg[TPP]),2 Cresyl Violet, 3,4 Rhodamine 6G, 5,6 Rhodamine B, 7,8 and Nile Red.9,10 The 
fluorescence quantum yields of these standards are available from peer-reviewed literature citations. In 
addition, many secondary standards were employed for quantum yield measurements. Without exception, 
these were BODIPY-based dyes studied by other members of the MPL. Appropriate solvents were used for 
these studies and great care was taken to ensure that the solution was free from undissolved solid material. 
Some fluorescence measurements, notably those with solid samples, were undertaken with an integrating 
sphere. All samples were stored as solids in the dark and usually kept at low temperature. 
7.2 UV-Visible Absorption Spectroscopy 
 
All the solutions used for absorption spectroscopy were 
prepared using spectrophotometric grade solvents. Most 
spectra were recorded using a Hitachi U3310 dual-beam 
spectrophotometer. Cuvettes used in these experiments 
were fabricated from optical quality quartz. The scan rate 
used for routine spectra collection was usually set at 120 
nm/min, slit widths at 1 nm, and the resolution was set at 0.2 nm unless specified otherwise. The possible 
error in wavelength position is estimated to be less than 1 nm. The concentration of solutions was kept 
between 10-7 M, for samples with very high molar absorption coefficient (over 100,000 M-1 cm-1), and 10-5 
M. In some cases, a Perkin-Elmer Lambda 35 spectrophotometer was used due to its better stability at 
lower energies. Essentially, this translates to less noise at longer wavelengths. All of the settings and 
procedures were kept the same as for the Hitachi U3310 spectrophotometer. In order to determine the 
molar absorption coefficient (ε) of the dyes described here, the Beer-Lambert law was used Equation 7.1. 
The molar absorption coefficient in units of M-1 cm-1 is determined by dividing absorbance (A, no units) by 
molar concentration (C) multiplied by the pathlength in centimetres. As necessary, a series of cuvettes of 
different pathlengths was employed for improved precision and a range of concentrations was used. The 
limit to the accuracy of these measurements was set by the amount of material available. Solutions were 
filtered with a sub-micron membrane filter prior to recording the absorption spectrum. Temperature 
Table 1 shows the structure of the compounds 
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variations were achieved with a circulating fluid bath. A homemade variable pathlength optical cell was 
used for certain studies were the concentration was varied over a wide range. 
𝐴 =  εCl                   Equation 7.1                                                                       
7.3 Emission Spectroscopy 
 
Fluorescence spectra were recorded using a Hitachi F-
4500 fluorescence spectrophotometer, for most 
measurements the scan rate was kept at 60 nm/min. The 
excitation and emission slit widths were kept at 2.5 for 
most solutions. They were usually increased for solid 
samples as well as for microscope slides and low-
temperature measurements carried out using an optical 
cryostat. The response rate was kept at the auto setting but was varied for weak samples. Dilute solutions 
were used, the absorbance at the excitation wavelength was kept between 0.05 and 0.1. This was done in 
order to avoid re-absorption and inner-filter effects. The solutions used were always prepared using 
spectrophotometric grade solvents and recorded using quartz cuvettes. Solutions were prepared freshly 
and passed through a sub-micron membrane filter before making the measurement. Optical filters were 
always used to isolate fluorescence from scattered excitation light coming from the excitation source. As 
for absorption spectroscopy, the resolution of all spectra recorded was 0.2 nm. This guarantees small 
experimental error for the emission wavelength, approximately 1 nm. Without exception, fluorescence 
excitation spectra were recorded for the dyes of interest and compared with the corresponding absorption 
spectrum. Spectra were corrected for spectral imperfections using a calibration curve supplied by the 
instrument maintenance staff. At regular intervals, calibration curves were recorded using Rhodamine B 
solutions supplied by the instrument maker. The instrument was maintained by LAT Inc. and serviced at 
six-monthly intervals to ensure proper calibration of wavelength and intensity linearity. All spectral data 
were removed from the controlling PC and analysed separately, usually after conversion from wavelength 
to wavenumber. All fluorescence measurements were repeated several times to ensure self-consistency. 
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Low-temperature studies were performed using an Oxford 
Instruments Optistat DN cryostat, connected to an ITC temperature 
controller (Figure 1). The cryostat used here is a nitrogen cryostat, i.e. 
it uses liquid nitrogen to cool a sample by conduction via a stream of 
nitrogen gas. The nitrogen reservoir and heat exchanger are 
surrounded by high vacuum. The temperature is regulated using a 
precision controller and can be adjusted by manual nitrogen flow 
control. Solutions were prepared in a solvent known to form an 
optical glass at low temperature. The optical absorbance at the 
excitation wavelength was kept low, between 0.05 and 0.1. The 
prepared solution was then purged with nitrogen for 5 minutes. The 
sample was sealed into a glass cuvette and placed in the sample 
holder of the cryostat. Using our set up, it is possible to record 
absorption, emission and excitation spectra over a range from 80 to 
340K. 
  
Figure 1. Photograph of the cryostat used for 
                                                                                                                 low-temperature studies.  
 
High-temperature spectroscopy was carried out 
on solid state samples in the form of a KBr disc. The 
measurements were carried out using a temperature-
controlled, demountable liquid cell purchased from 
Harrick Scientific Products (Figure 2). This cell was used 
for measurements over the range from 298 to 513K 
(although according to the manufacturer the lowest 
temperature it can go to is 223K). High-temperature 
measurements were also carried out on liquid samples,  
 
Figure 2. High-temperature cell and the 
temperature controller used in this work. 
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this was done using either the demountable cell or a circulating fluid bath. Using this latter technique, the 
available temperature range is from 273K to about 333K. At the lower temperatures, the cell windows 
were purged constantly with a strong flow of N2 to avoid misting, especially on humid days. 
Low-temperature phosphorescence was studied using the optical cryostat, but in most cases the 
sample solution was doped with around 20% w/w iodoethane to promote intersystem crossing.11, 12 In 
some cases, an optical Dewar was used in place of the cryostat. The Dewar is fitted with quartz windows 
at 90° to each other. A long glass tube, 1cm in diameter, holds the sample, and fits into a PTFE stopper. The 
Dewar is filled with liquid nitrogen to obtain a set temperature of 77K. The Dewar was mounted in the 
sample chamber of the Hitachi F4500 emission spectrophotometer. The slit widths were usually set at 10 
nm. For each experiment, five separate spectra were averaged. 
 
7.4 Fluorescence Lifetime Measurements 
 
 Time-resolved fluorescence spectroscopy is an 
essential technique needed in order to investigate 
the excited state of a luminescent chromophore. 
Factors contributing to the overall emission 
lifetime are solvent relaxation, interactions with 
surrounding molecules, and changes in 
macromolecular conformation. Lifetime 
measurements were carried out at room 
temperature using optically dilute samples. The 
absorbance at the excitation wavelength was about 
 
0.1. For most compounds studied here, 600 channels were used and 150 runs were signal averaged. The 
method used for recording fluorescent lifetimes was time-correlated, single photon counting (TCSPC).13 
Here, results are presented as a graph of time (ns) against voltage (V). It is a highly sensitive method with 
good resolution. TCSPC determines the statistical distribution of the intensity decay by recording the arrival 
times of individual photons after the incident flash of light. A high-resolution PTI EasyLife set-up was used 
to collect data, pulsed laser diodes were used as excitation source with output at 310, 440, 505, 525 or 635 
nm. The scattered laser light was measured using a solution of Ludox in distilled water to generate the 
instrument response (IRF). 
Figure 3. Example of an emission decay curve.  
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Data analysis was carried out using Felix 32 software. In order to perform the analysis, the decay 
curve needs to be selected, the range of interest identified and highlighted. The method used was non-
linear, least-squares iteration. This approach requires an initial estimate of the lifetime and the preferred 
method of analysis. A mono-exponential fit was usually the approach of choice, at least at the beginning of 
the analysis, unless there was a possibility of a second component. A range of time bases is needed and a 
small variation of count rates should be used to increase reliability of the output. Emission can be isolated 
from scattered laser light using optical filters in conjunction with a high-radiance monochromator. 
Wherever possible, different excitation wavelengths should be used. After analysis, it is necessary to judge 
the quality of the weighted residuals, the auto-correlation function and the deconvoluted decay. Data 
analysis was made at the instrument using software provided by the manufacturer. Protocols for assessing 
the quality of the fit were taken from the literature. (Figure 3), example of an emission decay curve.  
7.5 Electrochemistry 
 
Cyclic voltammetry (Figure 4) was carried 
out using dry solvents, usually anhydrous 
dichloromethane or acetonitrile; we thank 
Dr. Patrycja Stachelek for help with these 
measurements. The solvent was used to 
prepare a 0.1M electrolyte background 
solution. The background solution was 
purged with dried nitrogen in order to 
eliminate any dissolved oxygen, great care 
                                                                                          Figure 4. The cyclic voltammogram curve. 
 
was taken to make sure the cell was kept dry and no water was present in the system before addition of 
the compound of interest at millimolar concentration. This was done by recording a background CV, once 
satisfied there is neither water nor oxygen present in the system the compound was added. Electrodes 
most often used were glassy carbon or platinum working electrodes and silver or platinum counter 
electrodes. The reference electrode was an Ag/Ag+ electrode. The working and counter electrodes were 
polished using an alumina slurry before use. Ferrocene was used as an internal reference. The 
measurements were also done at a range of scan rates as this provides valuable information on the degree 
of reversibility of the oxidation/reduction reaction.14 The software used to record and extract information 
was Chi600. 
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7.6 Laser Flash Photolysis 
 
Laser flash photolysis studies were made using an Applied Photophysics. LKS_70 spectrometer. The 
excitation was provided with a frequency-doubled Nd-YAG laser (FWHM= 5 ns) pumping an OPO to provide 
excitation at 440 nm for PXX in deoxygenated cyclohexane and for MBIC in deoxygenated 2-MTHF. The 
excitation wavelength was changed to 500 nm for Erythrosine. Typical pulse energies were in the region of 
5 mJ and, at each wavelength, a minimum of five signals were averaged. The monitoring beam was 
provided by a pulsed xenon arc lamp. The signal was directed to a high-radiance monochromator and then 
to a fast response transient digitizer. A solution was prepared with an absorbance of about 0.3 at the 
excitation wavelength and bubbled for 15 minutes with purified N2 prior to the experiment. Transient 
differential absorption spectra were compiled point-by-point. 
7.7 Preparation of solid samples 
 
Compressed disks were prepared by the grinding the appropriate weight of the compound with oven-dried 
KBr to obtain 1% w/w concentration. The powdered mixture was placed in the sample holder between the 
two metal dyes and compressed under mild vacuum. A special holder was constructed in the Machine Shop 
that allowed the translucent disks to be housed in each of the spectrophotometers. Blank disks, without 
the compound of interest, were used as control samples. In separate experiments, the water clear poly 
ester casting resin (Easy Composites Ltd.) was pretreated with the catalyst (i.e., methyl ethyl ketone 
peroxide) and poured carefully over a layer of crystals packed into a circular Teflon template. The liquid 
was set aside for 48h in the dark. After the setting solid, fresh cotton was used to polish the edges. The 
disk was inserted into a slot machined into the holder of the Teflon block that housed a silicon solar cell 
(Conrad 19-12-81, 0.5 V, 400 mA). A 250 W solar illuminator was used to illuminate the disk. 
Single crystals of the compound (i.e., MBIC) (Figure 5) were 
mounted on a rod and put carefully inside the sample chamber of the 
instrument. Mixtures of MBIC and Rhodamine B were prepared in 
solution and set aside to crystallize slowly in the dark. To extract the 
Rhodamine B from the doped crystals, an aliquot of the MBIC was placed 
 
 
on a glass frit and then the cold water was used to wash the sample. The loading of the surface of quartz 
slides or dye adhered onto glass was measured in much the same manner. 
   Figure 5. Photograph of MBIC. 
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Suspensions of latex beads packed with fluorescent compound were prepared as follows: The proper 
amount of the compound dissolved in acetone was subjected to a short burst in the ultrasonic bath and 
then filtered to give a stock solution. The amidine latex (4% W/V, 0.04 µm) (100µl) was mixed with various 
amounts of the stock solution and diluted with glycerol before being put again in the ultrasonic bath. The 
fluorescence spectra were measured for the various mixtures, thereby allowing the relationship between 
fluorescence and concentration to be studied. 
7.8 Light-initiated Polymerization 
 
The solution of diphenyl iodonium chloride (DPI) (0.015 M) with methyl methacrylate (6.2 M) were 
prepared in methanol and deoxygenated with a dry N2 steam. Then CXD (20 μM) was added to the solution 
under anaerobic conditions, and obtain the yellow colour with strong fluorescence with no effect on the 
viscosity, then after the illumination with UV light, the colouration was disappeared. The polymerization 
was followed through the checking on the viscosity of solution. The photo-polymerization of methyl 
methacrylate was done by methyl methacrylate dissolved in methanol (10ml) was put in the glass tube 
fitted with a subaseal stopper. The CXD (photo-initiator) (20μM) was dissolved in a small amount of 
propylene carbonate and diphenyl iodonium chloride (0.015M) added and the solution was purged with 
dry N2 for 20 min. Irradiation with white light from a 400W halogen lamp of the glass tube was continued 
for set time periods, IR radiation was removed through the filtration of the glass tube by a water bath. The 
course of polymerization was checked by the change in viscosity of the solution as the reaction proceeded. 
The dye (CXD) concentration was set at ca. 0.1 mg dissolved in CHCl3 (10 ml), and the disc was put in the 
solution and left for 1 hour. The disc was cut from PMMA. The disc was removed and washed with acetone 
and CHCl3 to remove any dye adhered to the surface and dried in air. The mixture of the dye (ca. 0.1 mg) 
and PMMA (ca. 100 mg) pellets in CHCl3 was prepared and sonicated for 5 minutes. The solution was put 
onto clean glass slides and the solvent evaporated. 
7.9 Photo-bleaching Studies 
 
Broadband bleaching was performed by placing samples in front of a 400W HQI discharge lamp, filtered to 
remove IR radiation. Films and solutions were mounted in holders 50 cm from the lamp. To prevent 
polymer damage and to create a bleached area large enough to perform absorption measurements, a 
diffuser was placed 3.5 cm from the light source with the film a further 3 cm distant. Solutions were 
bleached and measured in stoppered 1 cm quartz cuvettes. The course of reaction was monitored by 
absorption spectroscopy. In separate studies, notably the work concerned with photo-bleaching of 
Phloxine B, Erythrosine and Riboflavin, an optical rail was built to facilitate monochromatic excitation of 
the dye. Here, a high-power LED was used as excitation source, together with a camera lens to focus 
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illumination onto the solution. A special stirrer motor was used to agitate the solution. The excitation beam 
was passed through the sample and detected continuously with a solar cell. The output signal was sent to 
a data logger and then to a PC for analysis. This latter set-up allows long illuminations to be followed 
without disturbing the sample. It also permits quantum yields and bleaching kinetics to be calculated. 
Solutions were routinely purged with air, oxygen or nitrogen as required. 
7.10 Fluorescence Quantum Yield 
 
Fluorescence quantum yield measurements were carried out with great care at room temperature. The 
samples were prepared as described above. In principle, the numbers of absorbed and emitted photons 
need to be measured in order to determine the emission quantum yield. Equation 7.2 is used to calculate 
quantum yield of fluorescence. Here, 𝐹𝑠 is the area under the emission curve of the sample, whereas 𝐹𝑅 is 
the area under the emission curve of the reference compound recorded over the same spectral range. The 
term 𝐴𝑅 refers to the effective absorbance at the respective excitation wavelength for the reference 
compound (𝐴𝑆 is the corresponding value for the sample) and finally 𝑛𝑠  and 𝑛𝑅  are refractive index for 
the solvent used to dissolve the sample and for the reference respectively. Wherever possible, the same 
solvent was used for sample and reference. The spectral correction factor supplied with the instrument 
was used and all data manipulations were made after conversion from wavelength to wavenumber. As 
appropriate, reduced emission spectra were used. 
ɸ =
𝐹𝑠 × (1 − 𝑒𝑥𝑝(−𝐴𝑅 ×  𝑙𝑛 (10) )) × 𝑛𝑠
2
𝐹𝑅 × (1 − 𝑒𝑥𝑝(−𝐴𝑆 ×  𝑙𝑛 (10) )) × 𝑛𝑅
2 ɸ𝑅 
               Equation 7.2 
When measuring a fluorescence quantum yield great care needs to be taken as there are many possibilities 
for experimental error: These include inner filter, temperature, impurity effects amongst others. The use 
of a reference standard is a further source of error. There are very few reference compounds with a well-
established fluorescence quantum yield that is free of potential problems. Often finding a reference with 
similar absorption transitions is a great challenge, however it is crucial for the measurement to be 
successful. Cresyl Violet is a good example of the sort of problems that might be encountered. This 
reference is useful for the red region but the reported quantum yield is sensitive to concentration and 
solvent, varying enormously over a modest range. We found quantum yields ranging from unity to less 
than 20% according to the experimental conditions. 
Standard quartz cuvettes were used throughout, and the absorbance at the excitation wavelength 
was never higher than 0.1, this is crucial if one wants to avoid the inner filter effect. Often, ɸ is dependent 
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on temperature, this is especially so for molecular-scale rotors. Therefore, all experiments are assumed to 
be carried out at 200C unless stated otherwise. The rate of radiative decay is also dependent on solvent 
refractive index and therefore one will encounter studies on the effect of solvent on the rate of radiative 
decay (and by extension the fluorescence quantum yield). Experimentally, it is crucial to establish that the 
spectrophotometer is properly calibrated and we regularly employed a concentrated solution of 
Rhodamine 6G in ethanol to confirm the correction factor. In all cases, the absorbance at the excitation 
wavelength was checked before and after measuring the emission spectrum. This was done to confirm that 
the solution was stable and free from particulate material. 
7.11 Jablonski Diagram 
 
Much of the work described in this thesis relates to determining radiative and nonradiative decay 
routes for organic fluorophores. Such systems can be conveniently explained in terms of a Jablonski 
diagram 15 (Figure 6). In fact, Jablonski diagrams have become popular in many areas of contemporary 
science as a simple way to express energy levels for electronically excited states and interconversion 
between these states. A conventional Jablonski diagram separates states according to their spin 
multiplicity. Internal conversion or intramolecular vibronic coupling allows interchange between 
states of the same multiplicity. Fluorescence is usually competitive only with internal conversion from 
the lowest-energy excited singlet state. Intersystem crossing, which is promoted by spin orbit 
coupling, allows states of different spin multiplicity to exchange. This route can be used to populate 
and deactivate excited-triplet states. Delayed fluorescence is favoured by reverse intersystem crossing 
from the triplet state to repopulate the lowest-energy excited-singlet state. We have made use of 
Jablonski diagrams throughout the thesis to provide a simple explanation of the photophysics of the 
molecule under study. It might be mentioned here that the conventional Jablonski diagram should be 
used in conjunction with potential energy surfaces. The latter contain important information about 
structural changes and state mixing that is not apparent from the Jablonski diagram. 
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7.12 Radiative Rate Constant 
 
The radiative rate constant 17, 18 describes the rate at which the excited state of the fluorophore relaxes by 
a process accompanied by photon emission. This is in competition with a non-radiative process that 
ultimately returns the molecule to the ground state. The radiative rate constant is determined 
experimentally from Equation 7.3. 
              𝑘𝑟𝑎𝑑 =  
ɸ
𝜏
                    Equation 7.3  
Here, ɸ is the experimentally determined quantum yield, τ is the corresponding excited-state lifetime (in 
seconds). This experimental estimate of the radiative rate constant can be compared to the theoretical 
value determined from the Strickler-Berg expression, Equation 7.4.19 
𝑘𝑟𝑎𝑑 = 2.88 × 10
−9𝑛2 < 𝑣−3 >𝑎𝑣 
−1
𝑔𝑙
𝑔𝑢
∫ 𝜀 𝑑𝑙𝑛?̃? 
              Equation 7.4 
Here, n is the solvent refractive index, 𝑣 is the fluorescence maximum in cm-1, ∫ 𝜀 𝑑𝑙𝑛?̃? represents the area 
under the curve (only takes into consideration the lowest-energy transition), and finally 
𝑔𝑙
𝑔𝑢
 refers to 
degeneracy of the respective upper and lower states. The Strickler-Berg expression is very useful, however 
it does have important limitations. Firstly, it needs to be taken into account that it works only for 
Figure 6. The Jablonski diagram.16 
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compounds with a small Stokes’ shift. A second important requirement is the mirror symmetry of lowest-
energy transition in the absorption spectrum and the emission curve. It is also worth noting that it can only 
be applied safely when the quantum yield is relatively high, i.e. in excess of 10%. Nevertheless this is a very 
useful expression, it works very well with molecules that meet the conditions mentioned earlier but it is 
often applied to cases outside these limits. It might also be mentioned that some authors, notably Birks,20 
Knox21 and Phillips,22 have questioned the exact formation of the refractive index factor. Knox,21 in 
particular, has questioned the square dependence. 
7.13 Non-radiative Decay 
 
The Englman-Jortner energy gap law23 has been proven to be largely appropriate to study non-radiative 
processes in a range of excited states. Equation 7.5 demonstrates that the rate constant for a radiationless 
transition decreases as the energy gap between two states increases. 
𝑘𝑁𝑅 =  
√2𝜋
ℏ
×
𝐶2
√𝑘𝐵𝑇ℎ𝜔
× 𝑒𝑥𝑝(−𝑆) × 𝑒𝑥𝑝 (
−ΎΔ𝐸
ℎ𝜔
)   
 
       Equation 7.5 
           
Here, 𝑘𝑁𝑅 is the non-radiative rate constant, C is the electron-vibrational coupling matrix, ΔE is the energy 
gap between electronic levels, ℎ𝜔 is the vibrational mode, λ is the nuclear distortion, S is the Huang-Rhys 
factor Equation 7.6 and finally Ύ is a coefficient that depends on the nature of the molecule under study 
Equation 7.7. It is normal practice to obtain a value for the non-radiative rate constant from the 
fluorescence quantum yield and excited-singlet state lifetime since it is difficult to monitor the radiationless 
rate constant directly. In many cases of interest, a new non-radiative channel is accessed at high 
temperature. As such, it is useful to measure the rate constant for non-radiative decay over a temperature 
range. 
𝑆 =  𝜆/ ℏ𝜔    
 
         Ύ = 𝑙𝑛(|Δ𝐸|/𝑆ℎ𝜔) − 1      Equation 7.7                
 
 
  Equation 7.6                       
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7.14 Vibrational Analysis 
PeakFit software is used to deconstruct broad absorption and emission spectral traces into a series of 
components. We aimed to fit each spectrum into a minimum number of Gaussian-shaped bands. The 
software estimates the number of components needed, however the operator is able to adjust that 
estimate (add or remove components) in order to improve the fit and decides whether the estimates need 
to be of the same half-width. This is an important step as the spectral analysis needs to be scientifically 
plausible as well as being mathematically accurate. In order to perform PeakFit analysis, a spectral region 
of interest is selected (usually the lowest energy transition) and the spectra are converted from wavelength 
(nm) to wavenumber (cm-1). While performing a spectral analysis using PeakFit it is also crucial to 
determine whether the baseline needs correcting for, if that is the case, the software offers a range of 
different baseline corrections. Figure 7 is an example of a PeakFit analysis, on the left hand side the 
experimentally obtained absorption is deconstructed into individual Gaussian bands, on the right hand side 
the parameters obtained from the spectral fitting are highlighted. Each Gaussian band corresponds to an 
individual transition, there are several crucial numerical data that can be obtained by carrying out PeakFit 
analysis like peak position (E00), the full width at half maximum (FWHM), vibrational frequencies (hω) and 
peak intensity. This data can in turn be used to carry out more detailed spectral analysis. The reorganization 
energy is just one, Equation 7.8, example of an important parameter that is calculated using data obtained 
by spectral fitting. 
                      𝜆 =  
(Δ𝑣1/2)
2
16𝑙𝑛2𝑘𝐵𝑇
 
Equation 7.8 
 
The success of the spectral fit is determined by evaluating the r2 value and the standard error value. 
The r2 value quantifies the goodness of fit, it’s usually a fraction between 0 and 1. The higher the r2 
and lower the standard error the more successful the fit. These two values as well as 95% confidence 
error, standard deviation, t-values amongst others could be found and compared in the final output 
file produced by the software. Application of this fitting routine tends to work well when the analysis 
is of the same compound under different temperature or as a function of polarity of the solvent. 
 
201 
 
 
Figure 7.  An example of a vibronic analysis, the black line is the original spectrum while the red lines are the 
individual Gaussian bands derived for CVP. 
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7.16 General conclusion and outlook 
 
This thesis is based on the results of a series of investigations of the photophysical and photochemical 
properties of selected aromatic molecules. There is no deliberate relationship between the various 
compounds but a recurring theme running throughout the work has been the effect of local 
environment on the fluorescence yield and lifetime of the target compound. With 1H,3H-iso-
chromeno[6,5,4-mna]xanthene-1,3-dione, we find that there is essentially no sensitivity towards 
solvent polarity and, to a large degree, this molecule behaves as a classical polycyclic aryl hydrocarbon. 
It is strongly fluorescent and relatively stable, even in the presence of active free radicals. Such 
fluorophores are attractive as luminescent labels and as photo-initiators for polymerisation. In 
principle, a series of derivatives could be made so as to modulate solubility or compatibility, leading 
to a wealth of new fluorescent compounds. Unlike many unsubstituted polycycles, the target 
compound does not self-associate or form excimers at reasonable concentration. A small change to 
the structure switches on intramolecular charge transfer. Thus, 4-N,N-dimethyl-1,8-naphthalic 
anhydride (MBIC) is a dipolar compound that crystallises readily. Individual molecules within the 
crystal lattice retain their own identity and do not interact with neighbours. Surprisingly, this leads to 
relatively strong fluorescence. Such photonic crystals could have interesting applications in the field 
of solar concentrators or solid-state emitters. We worked only with MBIC but it is easy to imagine that 
many related derivatives could be synthesized. Because the nature of the emission is associated with 
charge recombination it is likely that the HOMO-LUMO energy gap could be tuned by synthesis, 
thereby expanding the versatility of the compounds. It should be stressed that identifying fluorescent 
crystals , especially if a suitable range of emission wavelengths can be engineered, provides many new 
opportunities to design robust and photo-stable applications. 
The O-doped polycyclic aromatic hydrocarbon PXX was introduced recently as a possible ingredient in 
molecular-based organic electronic devices. The molecule contains two oxygen atoms at key 
bridgehead positions and these heteroatoms cause minor structural perturbation. The resultant lack 
of planarity provides a source for dynamic fluctuation between what might be termed structural 
isomers. Although the geometry changes are small, the photophysical properties of PXX are 
dependent on temperature and on the viscosity of the surrounding medium. Such compounds 
compliment the well-known class of molecular rotors where largescale geometrical changes 
accompany excitation. Geometry fluctuations in PXX can be considered within the framework of 
Kramers’ theory for weakly activated barrier crossing. It is remarkable that this theoretical model has 
stood the test of time and is still the most suitable tool for critical analysis of internal rotations in semi-
rigid molecules. Structural perturbations are dampened in plastic films and in rigid optical glasses, 
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where PXX becomes strongly fluorescent. The polycyclic backbone is easily expanded and it is likely 
that these larger analogues will exhibit somewhat modified internal dynamics. We watch with interest 
to see if these O-doped polycycles offer advantages in molecular-scale electronics. If so, it will be 
worthwhile expanding our studies to include the larger derivatives. 
As a variant on the above studies, we have examined the fluorescence properties of cresyl violet in 
solution. This compound is often used as a ratiometric standard for the red region but its 
photophysical properties are not well documented outside of simple alcohol solvents. We have seen 
a strong sensitivity towards the nature of the solvent. Dimerization of the perchlorate salt occurs in 
many solvents, including water. This, by itself, is not too surprising and has been reported for many 
other cationic dyes. However, in this case the dimer remains fluorescent. This is unusual. Our 
understanding of the effects of dimerization on the optical properties of cresyl violet is based on Kasha 
theory for excitonic splitting. The theory permits estimation of structural properties but we were not 
able to confirm these using NMR spectroscopy. The general conclusion is that cresyl violet makes a 
good fluorescence standard in methanol or ethanol but should not be used in other solvents. 
In a final chapter, we study the photochemical bleaching of some typical food dyes. It is recognised 
that the detailed examination of the underlying mechanisms for photobleaching of organic 
compounds have been ignored for many decades. This is despite the numerous claims for applications 
of fluorescent compounds. The work reported here is part of a detailed study by the Molecular 
Photonics Laboratory to uncover the secrets of photofading of organic chromophores. This work 
should be of great interest to the photochemistry community but is slow and rather tedious. The 
triplet excited state plays an important role in photodegradation of Erythrosine, where singlet 
molecular oxygen initiates chemical breakdown. This might not be the case for other dyes, thereby 
opening interesting possibilities for comparison. It seems likely that more attention will be given to 
the use of “non-toxic” dyes because of the huge costs associated with getting approval from health 
authorities for new reagents. As such, our work on these food dyes might be seen as the starting point. 
 
 
 
 
 
 
 
