The well-posedness for the Cauchy problem of the nonlinear fractional Schrödinger equation
Introduction
In this paper we consider the Cauchy problem for the nonlinear fractional Schrödinger equation
where fractional differential operator (− ) α = F −1 x |ξ| 2α F x , for the Riesz fractional differentiation operator, one can also refer to [2] .
The fractional Schrödinger equation is fundamental equation of the fractional quantum mechanics. It has been discovered by Laskin [8, 9] as a result of expanding the Feynman path integral, from the Brownian-like to the Lévy-like quantum mechanical paths.
There are a few works about the well-posedness of (1.1), [3, 4] . Recently, the authors [4] showed the Cauchy problem (1.1) in one dimension is globally well-posed in L 2 with 1 2 < α < 1. From this, we can find that unlike the Schrödinger equation, Strichartz estimates are not enough for solving the fractional Schrödinger equation in L 2 . Actually, we also need the local smoothing effect and maximal function estimates. Sometimes, local smoothing effect and maximal function estimates can replace Strichartz estimates.
In this paper, we will extend our work in one dimension [4] to higher dimension; and prove that the Cauchy problem (1.1) is locally well-posed in subcritical space H s with s > n 2 −α. From scaling u λ (x, t) = λ α u(λx, λ 2α t), the space H n 2 −α is critical. The problem of well-posedness of (1.1) in the critical space H n 2 −α will be pursued in the future. Moreover, we consider the inviscid limit behavior of solution for the fractional Ginzburg-Landau equation
(1.2) For details of the physical backgrounds of the fractional Ginzburg-Landau equation, one can refer to [11] . Similarly with the result above, we can also show that the Cauchy problem (1.2) is locally well-posed in H s with s > n 2 − α uniformly in ν. We prove also that the solution v(t) of the equation (1.2) converge to the solution u(t) of the equation (1.1) as v 0 tends to u 0 and the parameters ν tend to zero if the initial data belong to natural space H s with s > n 2 − α. Definition 1.1. We usually use its integral equivalent formulation to study the problem (1.1),
where S 0 (t) = F −1 x e it|ξ| 2α F x is the group of equation (1.1). We also define S ν (t) = F −1
x e −t|ξ| 2α e it|ξ| 2α F x which is the semigroup of equation
For s, b ∈ R, the standard spaces X s,b andX s,b are defined to be the completion of the Schwartz function space on R 2 with respect to the norm [1, 6, 7] :
where φ(ξ) = |ξ| 2α is the phase function. We easily obtain u X s,b = ū X s,b .
Denote the Fourier transform of u byû(τ, ξ) = Fu in both variables t and x, and by F (·) u only in the (·) variable, respectively.
Then, we give definitions of some dyadic spaces, the properties of which can be found in [5] . First, we define the dyadic decomposition. 
For simplicity of notation, let η j = χ j if j ≥ 1 and
For any integer k ≥ 0, we define the operator P k with respective to the variable x by the formula
We define first the Banach spaces
(1.5)
For s ∈ R we define the Banach space
(1.7) For T ≥ 0, the corresponding localized spaces F T s and N T s are endowed, respectively, with the norms
Denote the convolution integral dδ by the form
We introduce some variables for convenience We use a+ and a− to denote expressions of the form a + ε and a − ε, where 0 < ε 1.
Preliminary results
Theorem 1.1. Let n ≥ 2 and u 0 ∈ H s (R n ) with s > n 2 − α. Then there exists some T such that the Cauchy problem (1.1) has a unique local solution u ∈ C([0, T ]; H s ) F s . Moreover, the mapping u 0 → u is Lipschitz continuous from H s to C([0, T ]; H s ). Theorem 1.2. Let n ≥ 2 and u 0 , v 0 ∈ H s (R n ) with s > n 2 − α. For some T > 0, t ∈ (0, T ), the solution v(x, t) of the Cauchy problem (1.2) con- verges to the solution u(x, t) of the Cauchy problem (1.1) in C([0, T ]; H s ) as ν → 0 and u 0 − v 0 H s → 0.
Preliminary estimates
By the linear estimates in this section and the trilinear in next section, we can obtain the local well-posedness for the Cauchy problem (1.1). The trilinear estimates will be obtained by using [k; Z]-multiplier method [10] . We firstly list some useful notations and properties for multi-linear expressions.
Definition 2.1. Let Z be any abelian additive group with an invariant measure dξ. For any integer k ≥ 2, we denote Γ k (Z) by the "hyperplane"
which is endowed with the measure
and define a [k; Z]-multiplier to be any function m:
If m is a [k; Z]-multiplier, we define m [k;Z] to be the best constant, such that the inequality
holds for all test functions f j defined on Z. It is clear that m [k;Z] determines a norm on m, for test functions at least. We are interested in obtaining good bounds on this norm. We will also define m 
As a special case, for all functions m :
maximal function estimate. (2.6) P r o o f. We first prove (2.5). Using Plancherel's identity, Minkowski's inequality and the local smoothing effect (2.3) in one spatial dimension, we have
Next we prove (2.6). Similarly with the proof of (2.5), using Minkowski's inequality, Sobolev inequality and the maximal function estimate (2.4) in one spatial dimension, we have
This completes the proof of Lemma 2.3.
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14) follows by interpolation between (2.13) and the following 
where the constant C > 0 is independent of ν. 
(2.20) 
24) It suffices to show that
Using Lemma 2.7, we have for
(2.25) To integrate with respect to ξ 1 , we change variables
From |ξ −ξ 1 | |ξ 1 | and n-dimensional spherical coordinates, it follows that
Moreover, we have
Taking b = 1/2 − ε for small enough ε > 0, we have for 1/2 < α < 1
. By duality and the Plancherel identity, it suffices to show that
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If |σ 1 | = max{|σ 1 |, |σ 2 |}, then using Lemma 2.5, we have
If |σ 2 | = max{|σ 1 |, |σ 2 |}, then taking θ = 2ε, and using Lemma 2.5, we have
(2.32) Next, we prove (2.22). For ξ 1 = (ξ 11 , ..., ξ 1n ), by symmetry, we can assume that |ξ 11 | ∼ |ξ 1 | ∼ |ξ 2 |. Taking θ = 2ε, by Lemma 2.5, we have 
P r o o f. By duality and the Plancheral identity, it suffices to show
where
Using (2.21) in Lemma 2.8, we have for s > n 2 − α and small enough ε > 0
1. By duality and the Plancherel identity, it suffices to show that (ξ 21 , ..., ξ 2n ) , by symmetry, we can assume that |ξ 21 | ∼ |ξ 2 | |ξ 3 |. Using Lemmas 2.4 and 2.5, we have
Then similarly with Lemma 2.8 or above, we have for small enough ε > 0 and s >
This completes the proof of Theorem 3.1. 2
As we know, if f (t) is compactly supported in [−T, T ], then
For fixed k, k 1 , k 2 , k 3 , using Theorem 3.1 and (3.12), we have 
(3.14)
Then we have 
Inviscid limit behavior of solution for the fractional Ginzburg-Landau equation
In this section we first give the energy estimates uniformly in ν for the fractional Ginzburg-Landau equation (1.2). For linear GL equation,
We multiply byv, integrate and take real part to conclude that
fvdxdt .
where the constant C > 0 is independent of ν. 3 , similarly with the proof of Theorem 3.1, we have
where Then Φ and Ψ are contraction maps on B and C, respectively. Thus we can obtain the local well-posedness of the Cauchy problem (1.1) and the Cauchy problem (1.2). This also means that the existence time T of local solutions u(t) for the Cauchy problem (1.1) and v(t) for the Cauchy problem (1.2) is independent of ν. 
