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Povzetek
Naslov: Struktura iz gibanja na osnovi homogenih regij
Pridobivanje strukture iz gibanja zahteva resˇitev vecˇih problemov na po-
drocˇju racˇunalniˇskega vida. Predstavljamo splosˇen cevovod za gradnjo 3D
modelov iz vecˇih kalibriranih slik, kot tudi implementacijo posameznih sto-
penj. Osnovne stopnje obsegajo pridobivanje znacˇilk, ujemanje znacˇilk, ocena
polozˇaja kamer in nazadnje rekonstrukcijo scene. Izbira homogenih regij
kot znacˇilk je osnovana na predpostavki, da le te vecˇinoma predstavljajo
ravne povrsˇine upodobljene scene, kar nam omogocˇa predstaviti preslikavo
regij med slikami s homografijo. Pri iskanju ujemanja znacˇilk je racˇunsko
ucˇinkovitejˇse regije postaviti v normalizirano obliko ter jih predstaviti z vek-
torskim deskriptorjem. Predstavljena tehnika normalizacije regij omogocˇa
vecˇjo natancˇnost v stopnjah ujemanja znacˇilk in ocene polozˇaja kamer. Polozˇaj
kamer ter strukturo scene pridobimo z novo metodo dekompozicije vecˇih ho-
mografij, kar nam omogocˇa ustvariti rekonstrukcijo upodobljene scene. Pred-
stavljene metode so analizirane z uporabo sinteticˇnih podatkov.
Kljucˇne besede: homogene regije, normalizacija regij, homografija, ocena
homografije na osnovi regij, dekompozicija homografije, ocena polozˇaja ka-
mere, struktura iz gibanja.

Abstract
Title: Structure from motion based on homogeneous regions
Acquiring structure from motion requires a solution to multiple problems in
the field of computer vision. We present a general pipeline for the reconstruc-
tion of 3D models from multiple calibrated images and the implementation
of it’s stages. The main stages are feature extraction, feature matching,
camera pose estimation and finally scene reconstruction. The selection of
homogenous regions as features is based on the assumption that they mostly
represent planar surfaces of the imaged scene, which allows us to represent
mappings of such regions between images with homographies. In the search
for feature matches is computationaly more efficient to transform the regions
into a normalized form and represent it with a vector descriptor. The subse-
quent region normalization technique improves the accuracy in the stages of
feature matching and camera pose estimation. A novel method of multiple
homography decomposition is used to obtain the camera poses and scene
structure allowing us to create a reconstruction of the imaged scene. The
presented methods are analyzed using synthetic data.
Keywords: homogenous regions, region normalization, homography, region
based homography estimation, homography decomposition, camera pose es-
timation, structure from motion.

Poglavje 1
Uvod
Slika pove vecˇ kot tisocˇ besed, zato se raziskovalci na podrocˇju racˇunalniˇskega
vida aktivno ukvarjajo s pridobivanjem informacij iz slik. Podpodrocˇja kot so
prepoznavanje predmetov [8, 16, 17, 18], 3D rekonstrukcija [9, 10, 11, 12] in
dolocˇanje polozˇaja kamere [13, 4, 15, 14], imajo prakticˇni znacˇaj, saj lahko z
njihovo uporabo resˇujemo probleme kot so navigacija robota v prostoru [19],
manipulacija predmetov z robotskimi rokami [20], obogatena resnicˇnost [21],
itd. Predvsem zanimiv je problem katere informacije je mocˇ razbrati, cˇe
imamo na razpolago dve ali vecˇ slik. Ali lahko izlusˇcˇimo intrinzicˇne ter
ekstrinzicˇne parametre kamer, ki so sliki posneli? Ali na slikah lahko pre-
poznamo predmete ali dele predmetov ter njihovo pozicijo v prostoru? Ali
lahko s kaksˇno dodatno informacijo povemo kaj vecˇ o predmetih ali kamerah?
V tem delu predstavljamo algoritem, kateri na navedena vprasˇanja odgovori
pritrdilno.
Veliko od zgoraj navedenih problemov je mocˇ resˇiti z ujemanjem znacˇilk [13,
4, 15, 14] ter ocenjevanja polozˇaja kamere [13, 15, 14]. Standardni postopki
ocenjevanja polozˇaja kamere [13, 4, 15, 14] kot znacˇilke uporabljajo znacˇilne
tocˇke. Pomanjkljivost takih metod izhaja iz dejstva, da se natancˇne lege
tocˇk na sliki ne da dolocˇiti. Regije, ki predstavljajo ravninske povrsˇine v
3D sceni, obsegajo mnozˇico tocˇk, zato je njihova lega natancˇneje dolocˇena.
V nalogi izpeljemo dokaz, da preslikavi nevzporednih ravnin dolocˇajo rela-
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Slika 1.1: Diagram cevovoda za rekonstrukcijo scene.
tivni polozˇaj kamer ter oddaljenost in orientacijo opazovanih ravnin. To
zakonitost, skupaj s predpostavko, da so zaznane homogene regije povprecˇno
ravne, uporabimo za pridobivanje informacije o strukturi scene. Za celoten
postopek lahko uporabimo cevovod s sˇtirimi medsebojno neodvisnimi sto-
pnjami, digram takega cevovoda je prikazan na Sliki 1.1. Slike iz katerih
zˇelimo narediti 3D rekonstrukcijo na prvi stopnji razdelimo na homogene re-
gije. Na drugi stopnji nato homogene regije med slikami uparimo in ocenimo
pripadajocˇo homografijo. S pridobljenimi uparitvami in pripadajocˇimi ho-
mografijami nato na tretji stopnji ocenimo relativni polozˇaj kamer, le ta pa
se skupaj z uparitvami in pripadajocˇimi homografijami regij uporabi v cˇetrti
stopnji za rekonstrukcijo scene.
1.1 Sorodna dela
Sorodna dela bomo razdelili na tri podsklope, saj vsaka stopnja predstavlje-
nega cevovoda predstavlja neodvisne probleme iz podrocˇja racˇunalniˇskega
vida.
Prva stopnja obsega ekstrakcijo znacˇilk, z njimi pa so se ukvarjali Lowe [8]
s svojim detektorjem SIFT, Bay [16] z detektorjem SURF, Rosten [17] z de-
tektorjem FAST, Rublee [18] z detektorjem ORB in Matas [7] z detektorjem
MSER, kateri je opisan v naslednjem poglavju. Za oceno homografije ob-
staja nekaj razlicˇnih postopkov. Najpogosteje uporabljen je Sutherlandova
metoda direktne linearne transformacije opisane v [6]. Metoda minimizira
kvadratno vsoto razlik med korespondencˇnimi tocˇkami, njena natancˇnost pa
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je mocˇno odvisna od natancˇnosti pozicije tocˇk. Izboljˇsavo ocene homogra-
fije sta Dubrofsky in Woodham [2] dosegla z uporabo kombinacije daljic in
tocˇk. V cˇlanku nadgradita metodo direktne linearne transformacije tako,
da izpeljeta enacˇbo, katera ustvari kompatibilnost med korespondecami tocˇk
ter korespondecami daljic. Podobno so Zeng, Deng in Hu v [1] za oceno ho-
mografije uporabili samo daljice. Ukvarjali so se s problemom nestabilnosti
ocene, ko daljice potekajo ob srediˇscˇu. Predstavli so metodo normalizacije
daljic in se nestabilnosti ocene homografije izognili.
Problem dolocˇanja relativnega polozˇaja kamer se v vecˇini primerov resˇuje
z dekompozicijo homografije in dekompozicijo esencialne matrike. Z dekom-
pozicijo homografije sta se ukvarjala Faugeras in Zhang. Oba iz izpeljave
enacˇbe za homografijo pridobita rotacijsko matriko R, relativni premik med
kamerami t in normalo ravnine n. Faugeras v cˇlanku [14] v ta namen upo-
rabi dekompozicijo singularnih vrednosti, katero uporabi na homografiji. Iz
tako nastalih ortogonalnih matrik in singularne matrike izpelje osem mozˇnih
resˇitev za rotacijsko matriko, premik med kamerami in normalo ravnine,
nato pa predstavi omejitve, ki napacˇne resˇitve izlocˇijo. Podobno metodo
predstavi Zhang v [15], le da njegova metoda dekompozicijo singularnih vre-
dnosti naredi nad produktom homografije H ter njeno transponirano matriko
HT. Tudi Zhang izpelje osem resˇitev, ter pripadajocˇi postopek izlocˇanja
napacˇnih resˇitev. Najpogosteje uporabljena metoda za oceno relativnega
polozˇaja med kamerami je metoda dekompozicije esencialne matrike pred-
stavljene v [13]. Longuet-Higgins dokazˇe, da je esencialna matrika E enaka
E = [t]xR, kjer [t]x predstavlja relativni premik med kamerami in R ro-
tacijsko matriko. Z dekompozicijo singularnih vrednosti nato esencialno
matriko razstavi ter izracˇuna relativni polozˇaj kamer. Esencialno matriko
Longuet-Higgins oceni s tako imenovanim osem tocˇkovnim algoritmom. Sla-
bost Longuet-Higginsovega osem tocˇkovnega algoritma Hartley predstavi v
[4], ter jo odpravi z normaliziranim osem tocˇkovnim algoritmom, kjer pred
izracˇunom esencialne matrike tocˇke normalizira, tako da homogene slikovne
koordinate tocˇk lezˇijo med koordinatama (−√2,−√2) in (√2,√2).
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V tretji sklop sorodnih del spadajo algoritmi za pridobivanje strukture
iz gibanja. Formherz in Bischel [9] si pomagata s pridobivanjem oblike iz
obrisov. V cˇlanku predstavita metodo, s katero najprej pridobita obdajajocˇi
prostor predmeta. Pridobljene tocˇke so natancˇne le za konveksno ovojnico
predmeta, zato na konkavnih delih uporabita integracijo komplementarnih
namigov o obliki. Predmetno osredotocˇeno metodo [10] Fua in Leclerc upora-
bita za rekonstrukcijo oblike in reflektivnosti povrsˇin predmeta. Na zacˇetnem
priblizˇku povrsˇine predmeta poiˇscˇeta minimum objektivne funkcije, ki kom-
binira podatke vecˇih slik. Objektivna funkcija je vsota utezˇenih vrednosti
razlicˇnih metod rekonstrukcij, kjer so utezˇi dolocˇene za vsako tocˇko povrsˇine
in so vecˇje za metode, ki so za obdelovani del slike natancˇnejˇse. Minimiza-
cijo kriterijske funkcije uporabljata tudi Rockwood in Winget v [11]. Kri-
terijsko funkcijo predstavlja energija med predmetom na slikah ter mrezˇo
tocˇk povrsˇine predmeta. Z iterativnim algoritmom simuliranega ohlajanja
nato energijo minimizirata in pridobita koncˇno mrezˇo tocˇk povrsˇine pred-
meta. Zhang in Seitz [12] v njunem algoritmu poskusˇata iterativno prilegati
mrezˇo tocˇk povrsˇine predmeta iz splosˇnega zacˇetnega priblizˇka kot je krogla
ali kocka. V ta namen mrezˇo tocˇk opremita s teksturami in nato zacˇetni pri-
blizˇek mrezˇe tocˇk iterativno deformirata na podlagi slikovnih in geometricˇnih
sil. Vsaka iteracija zavzema izracˇun variance barv za tocˇke na mrezˇi, nato
premik tocˇk, tako da je varianca cˇim manjˇsa, deformacijo in delitev mrezˇe,
da se prilega premaknjenim tocˇkam ter poenostavitev modela.
1.2 Prispevki
Predstavljen postopek spada v podrocˇje pridobivanja strukture iz gibanja.
Rezultat postopka je gosto povezana mrezˇa tocˇk strukture scene ter relativni
polozˇaj kamer. S predstavljenim algoritmom normalizacije homogenih regij
izboljˇsamo natancˇnost ocene homografije, kot tudi omogocˇimo direktno med-
sebojno primerjavo regij. Ker so homogene regije normalizirane z uporabo
projektivne transformacije, so invariantne na vse afine in projektivne tran-
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formacije. Zahteva po enotni velikosti normaliziranih regih odstrani potrebo
po izdelavi piramide slik razlicˇnih velikosti. Dokazana izpeljava homogra-
fije omogocˇa analiticˇno dekompozicijo le-te na intrinzicˇne ter ekstrinzicˇne
parametre kamere in informacijo o legi ravnine, ki jo predstavlja regija. Pri-
dobljene informacije so zadostne za metricˇno 3D rekonstrukcijo scene.
1.3 Struktura
V tej nalogi se najprej v Poglavju 2 srecˇamo s teoreticˇno podlago, ki bo
sluzˇila kot osnova za izpeljavo enacˇb homografije v Poglavju 3, ter nekaj
algoritmi, s katerimi si bomo pomagali pridobiti osnovne konstrukte, nad ka-
terimi bodo prikazani predstavljeni algoritmi. V Poglavju 3 sledi predstavitev
postopka rekonstrukcije scene. Postopek ima vecˇ stopenj zato najprej pred-
stavimo stopnjo primerjanja, kjer je predstavljen nov iterativni algoritem za
normalizacijo regij ter pripadajocˇi lokalno invariantni deskriptor. Sledi sto-
pnja dolocˇanja polazˇaja kamere. Tu najprej izpeljemo definicijo homografije,
nato pa z analiticˇno dekompozicijo enacˇb homografije sestavimo poenosta-
vljen sistem enacˇb, ki ga resˇimo z opisanim iterativnim algoritmom na osnovi
Gauss-Newtnove metode. V Poglavju 4 so predstavljeni rezultati vmesnih al-
goritmov, kot tudi rezultati celotnega postopka. Sklepno Poglavje 5 povzame
vsebino naloge ter rezultate. Splosˇnost algoritma ter njegove mozˇne uporabe
so povzete v Podpoglavju 5.1.
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Poglavje 2
Teoreticˇna podlaga
2.1 Model kamere z luknjicˇno odprtino
Hartley in Zisserman [3] sta v odmevni knjigi predstavila nekaj osnovnih poj-
mov s katerimi se pogosto srecˇamo na podrocˇju racˇunalniˇskega vida. V knjigi
izpeljeta homogeni koordinatni sistem ter z uporabo preprostega modela ka-
mere z luknjicˇno odprtino prikazˇeta projekcijo 3D koordinatnega sistema na
slikovni koordinatni sistem. Pricˇujocˇe poglavje temelji na [3] in tudi upora-
blja oznake vpeljane v [3].
Homogeni koordinatni sistem dobimo tako, da poljubnemu evklidskem
prostoru Rn dodamo sˇe eno koordinato in jo enacˇimo z 1. S tako spremembo
ne pridobimo ali vzamemo informacije, zato je pretvorba med prostori tri-
vialna. V kolikor zadnja koordinata ni enaka 1, pa sta dodala naslednje
pravilo.
Izrek 2.1 V homogenem koordinatnem sistemu za vsako koordinato X =
[x1, . . . , xn, 1]
T velja
[x1, . . . , xn, 1]
T = [kx1, . . . , kxn, k]
T, (2.1)
kjer k predstavlja poljuben realni faktor razlicˇen od 0.
Prednost homogenega koordinatnega sistema je v temu, da lahko sedaj tocˇko
v neskoncˇnosti izrazimo tako, da zadnjo koordinato enacˇimo z 0. Linearne
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Slika 2.1: Model kamere z luknjicˇno odprtino.
transformacije homogenega prostora lahko nato razdelimo na dve osnovni
skupini. Skupina afinih transformacij ohranja koncˇnost oziroma neskoncˇnost
tocˇk. Projektivne transformacije pa koncˇne tocˇke preslikajo v neskoncˇnost
ter obratno. Iz osnov geometrije poznamo zakonitost, da se dve vzporedni
premici nikoli ne sekata oziroma njuno secˇiˇscˇe lezˇi v neskoncˇnosti. Na sli-
kah pa lahko opazimo, da lahko secˇiˇscˇu takih premic, recimo zˇelezniˇski tir,
dolocˇimo tocˇno koordinato. Iz tega sledi da je preslikava realnega prostora
na sliko projektivna transformacija iz R3 na P2. Najbolj preprost opis take
transformacije je model kamere z luknjicˇno odprtino. Na Sliki 2.1 vidimo, da
ga sestavljajo slikovna ravnina Π ter goriˇscˇna tocˇka O. Tocˇka na slikovni rav-
nini p pa predstavlja secˇiˇscˇe zˇarka, ki poteka skozi tocˇko X in goriˇscˇno tocˇko,
s slikovno ravnino. V matricˇni obliki lahko transformacijo koordinat tocˇke
predmeta P = [X,Y,Z,T]T na slikovne koordinate p = [x, y,w]T zapiˇsemo

x
y
w
 = P3×4

X
Y
Z
T
 , (2.2)
kjer matrika P3×4 predstavlja projekcijsko matriko kamere, njeni cˇleni pa
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predstavljajo intrinzicˇne in ekstrinzicˇne parametre projekcije. Intrinzicˇne
parametre lahko zdruzˇimo v matriko
K =

αx γ u0
0 αy v0
0 0 1
 , (2.3)
kjer αx = fmx in αy = fmy predstavljata goriˇscˇno razdaljo v enotah pi-
kslov, f predstavlja goriˇscˇno razdaljo v enotah razdalje ter mx in my faktor
razmerja med piksli in razdaljo. Parameter γ pove faktor nagnjenosti med
x in y osjo, parametra u0 in v0 pa predstavljata principalno tocˇko. Med
ekstrinzicˇne parametre spadajo rotacija koordinatnega sistema R in transla-
cijski vektor goriˇscˇne tocˇke T = [cx, cy, cz]
T. Projekcijsko matriko kamere
lahko zapiˇsemo kot P = K[RT]. Sedaj z uporabo enacˇbe (2.2) preslikavo
tocˇke P = [x, y, z, 1]T na slikovni koordinati tocˇke p = [u, v, 1]T izrazimo z
naslednjo enacˇbo:
R =

ix iy iz
jx jy jz
kx ky kz
 , (2.4)

u′
v′
w′
 =

αx γ u0
0 αy v0
0 0 1


ix iy iz cx
jx jy jz cy
kx ky kz cz


x
y
z
1
 , (2.5)
u =
u′
w′
, (2.6)
v =
v′
w′
. (2.7)
V kolikor vse tocˇke lezˇijo na ravnini, lahko enacˇbo (2.2) poenostavimo na
x
y
w
 = H3×3

X
Y
T
 , (2.8)
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kjer matrika H3×3 predstavlja projekcijsko matriko ravnine. V kolikor vza-
memo dva razlicˇna pogleda, kjer tocˇka p1 = [x1, y1, w1]
T predstavlja pro-
jekcijo tocˇke P = [X, Y, Z, T ] na prvo slikovno ravnino ter tocˇka p2 =
[x2, y2, w2]
T projekcijo iste tocˇke na drugo ravnino lahko povezavo med njima
zapiˇsemo kot: 
x1
y1
w1
 = H1

X
Y
T
 , (2.9)

x2
y2
w2
 = H2

X
Y
T
 , (2.10)

x2
y2
w2
 = H2H−11

x1
y1
z1
 = H

x1
y1
z1
 . (2.11)
Projekcijski matriki ravnin H1 in H2 zdruzˇimo v matriko H, ki opisuje pre-
slikavo projekcije ravnine iz prve slikovne ravnine na drugo slikovno ravnino.
Le tej pravimo homografija.
2.2 Epipolarna geometrija
V [3] Hartley definira epipolarno geometrijo kot intrinzicˇno projektivno geo-
metrijo med dvema pogledoma. Dalje nadaljuje, da je epipolarna geometrija
neodvisna od strukture scene in je odvisna samo od internih parametrov ter
relativnega polozˇaja kamer. Slika 2.2 prikazuje epipolarno geometrijo dveh
kamer. Tocˇki eL in eR sta epipolarni tocˇki. Predstavljata preslikavo goriˇscˇne
tocˇke OR na ravnino kamere Π1 ter preslikavo goriˇscˇne tocˇke OL na ravnino
kamere Π2. Vidimo, da tocˇke eL, eR, OL, OR vedno lezˇijo na isti premici.
Epipolarna premica e je preslikava premice, ki poteka skozi tocˇki OL in p2,
na ravnino kamere Π2. Pove nam vse mozˇne tocˇke (naprimer tocˇka p
′
2) na
kateri se lahko nahaja preslikava tocˇke P na ravnini Π2. Z znanimi koordina-
tami goriˇscˇnih in epipolarnih tocˇk, kot tudi koordinatami projekcije tocˇke P
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Slika 2.2: Epipolarna geometrija dveh kamer.
na ravnini Π1 ter Π2, torej tocˇki p1 in p2, lahko izracˇunamo koordinate tocˇke
P. Ta postopek uporabljamo za pridobitev 3D rekonstrukcije iz dveh ali vecˇ
slik. Opazimo tudi, da je tocˇko OR lahko izrazimo z vektorjem t1
−−−→
OLeL, prav
tako tocˇko OL lahko izrazimo z vektorjem t2
−−−→
OReR.
2.3 Ocenjevanje parametrov
2.3.1 Direktna linearna transformacija
Direktna linearna transformacija je algoritem, ki ga najpogosteje upora-
bljamo za oceno homografije. Tezˇava nastane pri dolocˇanju cˇlenov homogra-
fije, saj je le ta definirana nad prej predstavljenim projekcijskim prostorom
in jo je zaradi tega mozˇno pomnozˇiti s poljubnim skalarjem in rezultat sˇe
vedno predstavlja enako linearno transformacijo:
xi ∝ Ayi, (2.12)
kjer je xi vektor tocˇke v prvem projekcijskem prostoru, yi vektor tocˇke v dru-
gem projekcijskem prostoru ter A matrika linearne transformacije med pro-
jekcijskima prostoroma. Tak linearen sistem enacˇb ni mogocˇe resˇiti enolicˇno,
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zato je Sutherland v cˇlanku [6] predstavil postopek, po katerem sistem enacˇb
prepiˇsemo in tako dobimo linearen sistem, ki ga je mogocˇe enolicˇno resˇiti.
Ravno temu prepisu enacˇb pravimo direktna linearna transformacija. Na pri-
meru homografije za enacˇbo (2.11) prepis enacˇb ustvari naslednji dve enacˇbi:
u2 =
h11u1 + h12v1 + h13
h31u1 + h32v1 + h33
, (2.13)
v2 =
h21u1 + h22v1 + h23
h31u1 + h32v1 + h33
, (2.14)
kjer cˇleni hij predstavljajo pripadajocˇe cˇlene homografije H, u1 in v1 sta
koordinati tocˇke na prvi slikovni ravnini ter u2 in v2 koordinati tocˇke na
drugi slikovni ravnini. Enacˇbi nato lineariziramo ter tako za vsak ujemajocˇi
par tocˇk na dveh slikovnih ravninah dobimo:
h11u1 + h12v1 + h13 − h31u1u2 − h32v1u2 − h33u2 = 0, (2.15)
h21u1 + h22v1 + h23 − h31u1v2 − h32v1v2 − h33v2 = 0. (2.16)
Faktorju h33 dolocˇimo vrednost 1 in nato z uporabo sˇtirih ali vecˇ tocˇk sistem
enacˇb resˇimo.
2.3.2 Algoritem Random sample consensus (RANSAC)
Algoritem RANdom SAmple Consensus (RANSAC) sta Fischler in Bolles
leta 1981 predstavila v [5]. Ukvarjala sta se z problemom dolocˇanja lokacije
in orientacije kamere, katera je posnela dolocˇene znacˇilke z znano lokacijo v
prostoru. V splosˇnem je to problem prileganja tocˇk na dolocˇen matematicˇni
model, katerega parametre zˇelimo izracˇunati. Predhodno so take probleme
resˇevali z metodami osnovanimi na optimizaciji parametrov z najmanjˇso kva-
dratno vstoto napake in nato izlocˇili tocˇko, ki je najdlje od ustreznega modela.
Postopek so ponavljali, dokler je bila povprecˇna napaka dovolj velika. Ugo-
tovila sta, da tocˇka, ki lezˇi zelo dalecˇ od zˇelenega modela, mocˇno vpliva na
parametre modela in zato metode, ki uposˇtevajo vse tocˇke, za mnozˇice tocˇk,
ki vsebujejo veliko napacˇnih podatkov, niso primerne. Razvila sta metodo
2.3. OCENJEVANJE PARAMETROV 13
RANSAC, ki poskusˇa iz nakljucˇno izbrane najmanjˇse mnozˇice podatkov, ki
so potrebni za dolocˇitev modela, dobljenemu modelu prilagoditi cˇim vecˇ po-
datkov iz preostale mnozˇice.
Algoritem 1 Algoritem RANSAC.
1: ponavljaj
2: Izberi nakljucˇno toliko tocˇk kot je potrebno za dolocˇitev parametrov
modela
3: Izracˇunaj parametre modela
4: Preveri koliko tocˇk izmed preostale mnozˇice se modelu prilega
5: dokler Odstotek prilegajocˇih tocˇk manjˇsi od zahtevane meje ali sˇtevilo
iteracij presega mejo N
6: Ponovno izracˇunaj model samo s prilegajocˇimi tocˇkami
Rezultat algoritma sta mnozˇici prilegajocˇih ter neprilegajocˇih se tocˇk.
Najvecˇje sˇtevilo ponovitev N izberemo tako, da je vrjetnost prilegajocˇe se
tocˇke v nakljucˇno izbrani zacˇetni mnozˇici vecˇja od zˇelenega odstotka (pona-
vadi ≥ 99%).
N =
log(1− p)
log(1− (1− v)m) , (2.17)
kjer p predstavlja zˇeleni odstotek, v verjetnost, da se tocˇka ne prilega modelu
ter m najmanjˇse sˇtevilo tocˇk za dolocˇitev modela.
2.3.3 Gauss-Newtnova metoda
Gauss-Newtnova metoda [22] je poimenovana po matematikoma Carlu Fri-
ederichu Gaussu ter Isaacu Newtonu. Metoda se uporablja za iskanje mi-
nimuma oziroma maksimuma dolocˇene funkcije. Predvsem pa je uporabna
za prileganje parametrov nelinearnih sistemov enacˇb z najmanjˇso kvadratno
vsoto napake. Metoda je izpeljanka Newtnove metode, katere osnova temelji
na Taylorjevi ekspanziji fT(x) funkcije f(x) okoli tocˇke x = xn + ∆x:
fT(x) = fT(xn + ∆x) ≈ f(xn) + f′(xn)∆x + f′′(xn)∆x2. (2.18)
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Prednost Gauss-Newtnove metode pred Newtnovo metodo je, da ne potre-
buje drugih odvodov funkcij, posledica tega pa je slabost, da jo lahko upora-
bimo samo za iskanje najmanjˇse kvadratne vsote vrednosti funkcij. Metoda
iterativno izboljˇsuje zacˇetni priblizˇek, dokler ne dosezˇe najmanjˇse kvadra-
tne vsote funkcij. Sistem m nelinearnih enacˇb predstavimo s funkcijami
fi(X) = 0, kjer i predstavlja indeks funkcije za pripadajocˇo enacˇbo ter X pa
vrednosti spremenljivk. Za n spremenljivk, ki jih zˇelimo oceniti, vzamemo
zacˇetni priblizˇek X0 = [x1, . . . , xn]
T ter izracˇunamo vrednosti funkcij za pri-
blizˇek r(X) = [f1(X), . . . , fm(X)]
T. V kolikor imamo vecˇje sˇtevilo enacˇb kot
spremenljivk, m ≥ n, naslednji priblizˇek Xi+1 izracˇunamo z
Xi+1 = Xi − (JTr Jr)−1JTr r(Xi), (2.19)
kjer Jr predstavlja jakobijevo matriko. Jakobijeva matrika je matrika prvih
delnih odvodov funkcij, njene cˇlene pa izracˇunamo z enacˇbo
(Rr)ij =
∂ri(X)
∂xj
, (2.20)
kjer i in j predtavljata indeks vrstice in stolpca matrike. V kolikor imamo
enako sˇtevilo enacˇb in spremenljivk, m = n, se enacˇba (2.19) poenostavi na
Xi+1 = Xi − J−1r r(Xi). (2.21)
2.4 Algoritem MSER
Na podrocˇju racˇunalniˇskega vida se pri raznih problemih, kot so 3D rekon-
strukcija, zaznavanje lege kamere, detekcija objektov, itd., pojavlja skupna
tocˇka. Med razlicˇnimi skupinami slik je potrebno najdeti ujemanja oziroma
tako imenovane korenspondence. Korenspondence lahko predstavljajo tocˇke,
okolico okoli tocˇke ali zakljucˇene regije. Ker so slike na katerih iˇscˇemo kore-
spondece lahko posnete z razlicˇnimi kamerami in pod razlicˇnimi pogoji osve-
tlitve, moramo le to pri iskanju korespondenc uposˇtevati. Za blazˇitev takih
razlik je nastal nov razred algoritmov [8, 7], kateri temeljijo na lokalnih inva-
riantnih deskriptorjih. Med take algoritme spada tudi algoritem MSER [7].
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Osnovo algoritma predstavljajo ekstremalne regije, katerih znacˇilne lastnosti
predstavljo zaprtost mnozˇice pod perspektivnimi transformacijami slikovnih
koordinat ter zaprtost mnozˇice pod monotonimi spremembami intenzitet na
sliki.
2.5 Deskriptor SIFT
V predhodnem poglavju 2.4 omenjeni lokalni invariantni deskriptorji omogocˇajo
bolj robustno dolocˇanje korespondenc med slikami posnetimi z razlicˇnimi
kamerami in pod razlicˇnimi pogoji. Eden izmed takih deskriptorjev je de-
skriptor SIFT, ki ga je predstavil Lowe v [8]. Deskriptor SIFT je vektorski
deskriptor, sestavljen tako, da sta si dva vektorja blizu, ko se intezitete na
sliki spreminjajo s podobno orientacijo in magnitudo. Deskriptor izracˇunamo
tako, da vzamemo regijo okoli interesne tocˇke ter jo razdelimo v n×n kvadra-
dov enake velikosti. Nato za vsak kvadratni del regije izracˇunamo histogram
orientacij intezitet za pripadajocˇe slikovne tocˇke.
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Poglavje 3
Struktura iz gibanja s
homogenimi regijami
V tem poglavju se bomo ukvarjali z vprasˇanjem kako pridobiti informacijo
o strukturi scene iz dveh kalibriranih pogledov. Problem pridobivanja struk-
ture scene razdelimo na manjˇse podprobleme, ki jih resˇujemo v posameznih
stopnjah predstavljenega postopka. Hartley [3] v splosˇnem postopek razdeli
na sˇtiri stopnje. Na prvi stopnji moramo iz slik pridobiti znacˇilke. Znacˇilke
morajo vsebovati vsaj nekaj informacije o preslikavi strukture scene na slike.
Lahko so recimo tocˇke, daljice, krivulje ali mnozˇice tocˇk. Nato moramo na
drugi stopnji znacˇilke na razlicˇnih slikah medsebojno upariti. Ker znacˇilke
nosijo nekaj informacije o preslikavi, lahko na tretji stopnji iz vecˇ uparje-
nih znacˇilk pridobimo informacijo o relativnem polozˇaju kamer, ki so sliki
posneli. Z uporabo epipolarne geometrije, informacije o polozˇaju kamer in
polozˇajem znacˇilk, nato na cˇetrti stopnji izracˇunamo lego znacˇilk v prostoru
in tako dobimo rekonstrukcijo strukture scene. Predstavljen postopek za
znacˇilke uporablja homogene regije, saj lahko za le te sklepamo da so pov-
precˇno ravninske. V prvi fazi zato za detekcijo homogenih regij uporabimo
algoritem MSER [7].
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3.1 Primerjava regij
Dve regiji lahko medsebojno primerjamo na vecˇ nacˇinov. Lahko poiˇscˇemo
korespondenco med tocˇkami na eni ter drugi regiji, lahko poiˇscˇemo kore-
spondenco med daljicami robov regije ali primerjamo celotno obliko regije
oziroma njen obris. Problem se pojavlja pri primerjavi oblik med regijami,
saj se pri projektivni transformaciji le te deformirajo in se jih ne da direktno
primerjati. Resˇitev predstavlja normalizacija regije z uporabo projektivne
transformacije. Ob predpostavki, da tocˇke regije lezˇijo na ravnini v prostoru
lahko preslikavo regije v normalno obliko izrazimo s homografijo.
Izrek 3.1 Normalizirano obliko regije Rn definiramo kot homografijo regije
R na enotno krozˇnico, kjer je povrsˇina regije znotraj krozˇnice najvecˇja. Med
tocˇkami regije Xi ter tocˇkami normalizirane regije Xni dolocˇimo preslikavo
Hn tako, da velja:
Xni = HnXi,Xi ∈ R, (3.1)
‖Xni‖ ≤ 1, (3.2)
max Area(Xn0 . . .Xnk),Xn0 . . .Xnk ∈ Rn. (3.3)
Dve tako normalizirani regiji sta direktno primerljivi, saj lahko tocˇke prve
regije X1n, njeno normalizirano preslikavo Hn1, tocˇke druge regije X2n in njeno
normalizirano preslikavo Hn2 povezˇemo s skupno preslikavo H
−1
n2 Hn1 na sledecˇi
nacˇin:
X1n = Hn1X1, (3.4)
X2n = Hn2X2, (3.5)
X1n = X2n, (3.6)
Hn2X2 = Hn1X1, (3.7)
X2 = H
−1
n2 Hn1X1. (3.8)
Dve tako normalizirani regiji predstavljata projektivno transformacijo vsake
regije na skupno slikovno ravnino, zato je normalna oblika regije invariantna
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Slika 3.1: Primeri normaliziranih regih.
na transformacije rotacije, premika, nagiba, spremembe velikosti in projek-
cije. Primer transformacije na skupno ravnino vidimo na Sliki 3.1, kjer del (a)
predstavlja obris regije levega pogleda, del (c) obris regije desnega pogleda
ter del (b) njuno normalno obliko.
3.1.1 Algoritem za iterativno normalizacijo regije
Iz same definicije (3.1) in (3.3) vidimo, da na povrsˇino regije R vplivajo samo
ogljiˇscˇa konveksne ovojnice Xk ∈ K okoli tocˇk Xi ∈ R;
Area(Xk0, . . . ,Xkn) = Area(Xk0, . . . ,Xkn,Xi),Xi /∈ K. (3.9)
Zato lahko pri normalizaciji uporabimo samo tocˇke na konveksni ovojnici.
Za normalizacijo regije lahko uporabimo numericˇno fizikalno aproksimacijo
na osnovi vzmeti.
Izrek 3.2 Fizikalni sistem definiramo tako, da so vsa ogljiˇscˇa konveksne
ovojnice Xi ∈ K medsebojno povezana z vzmetmi enake dolˇzine, nato pa
iˇscˇemo postavitev ogljiˇscˇ K∗, ki predstavlja minimalno energijo sistema:
K∗ = argmin
K
E(K), (3.10)
E(K) =
∑
‖F(Xi)‖, (3.11)
F(Xi) =
∑
F(Xi,Xj) + Fext, Xi,Xj ∈ K ∧ i 6= j, (3.12)
20
POGLAVJE 3. STRUKTURA IZ GIBANJA S HOMOGENIMI
REGIJAMI
F(Xi,Xj) = −k(‖Xi −Xj‖ − l). (3.13)
Celotno energijo sistema predstavlja vsota sil F(Xi), ki deluje na posamezne
tocˇke, in jo predstavimo z energijsko funkcijo E(K). Sile, ki delujejo na tocˇko,
so sile vzmeti med tocˇkami F(Xi,Xj), katere izracˇunamo z uporabo koeficienta
trdnosti vzmeti k in dolˇzino vzmeti l, in zunanje sile, ki jih predstavimo s
faktorjem Fext.
V primeru, da je Fext enaka 0, ima sistem najmanjˇso energijo, ko konveksna
ovojnica predstavlja pravilni N-kotnik. V kolikor pravilnih N-kotnikov na
sliki ne moremo zaznati, je potrebno sistem omejiti tako, da dovolimo premik
tocˇk samo v smeri, katero dovoljuje projektivna transformacija. To lahko
dosezˇemo tako, da izracˇunamo homografijo med prvotnimi pozicijami Xi−1
tocˇk ter njihovimi zˇelenimi premiki Xi:
Xi = HiXi-1, (3.14)
Xi = Xi-1 + F(Xi-1), (3.15)
kjer je F(Xi-1) sila, ki na tocˇko deluje. Za resˇevanje zgornjega problema lahko
uporabimo direktni linearni transform. Po nekaj iteracijah (odvisno od zˇelene
natancˇnosti) se sistem stabilizira, dosezˇena je najmanjˇsa energija sistema.
Pogoj (3.10) je dosezˇen, potrebno je sˇe dosecˇi pogoj (3.2). Doseg pogoja (3.2)
je trivialen, saj je potrebno konveksno ovojnico le premakniti tako, da je
tezˇiˇscˇe ovojnice v izhodiˇscˇu koordinatnega sistema, ter da tocˇka, ki je najdlje
od tezˇiˇscˇa, lezˇi na krozˇnici. Opisani postopek je povzet v Algoritmu 2.
Regija z najvecˇjo povrsˇino znotraj krozˇnice predstavlja tudi najmanjˇso
elipso okoli mnozˇice tocˇk s sˇtirimi prostostnimi stopnjami. Splosˇno najmanjˇso
elipso s petimi prostorskimi stopnjami lahko dobimo, cˇe v Algoritmu 2 na-
mesto izracˇuna homografije uporabimo splosˇnejˇso obliko linearne transfor-
macije. Enacˇbam direktne linearne transformacije (2.13) in (2.14) dodamo
sˇe cˇlen x1y1:
x2 =
f11x1 + f12y1 + f13x1y1 + f14
f31x1 + f32y1 + f33x1y1 + f34
, (3.16)
y2 =
f21x1 + f22y1 + f23x1y1 + f24
f31x1 + f32y1 + f33x1y1 + f34
. (3.17)
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Algoritem 2 Algoritem za normalizacijo regij.
1: ponavljaj
2: Za vsako tocˇko na konveksni ovojnici izracˇunajte silo katera na tocˇko
deluje.
3: Izracˇunajte zacˇasno konveksno ovojnico iz trenutne konveksne ovoj-
nice, tako da vsako tocˇko premaknete za vektor pripadajocˇe sile
4: Izracˇunajte homografijo med trenutno konveksno ovojnico ter zacˇasno
konveksno ovojnico z metodo DLT.
5: Preslikaj trenutno konveksno ovojnico kot to zahteva homografija
6: dokler Izracˇunana homografija ni blizu identitete
7: Tocˇke konveksne ovojnice premakni tako, da tezˇiˇscˇe ovojnice lezˇi v
srediˇscˇu enotnega kroga ter tocˇka najdlje od srediˇscˇa lezˇi na krozˇnici.
Iz ocenjenih faktorjev fij, i ∈ {1, 2, 3} ∧ j ∈ {1, 2, 3, 4} lahko sedaj izracˇunamo
parametre najmanjˇse elipse.
3.1.2 Primerjava normaliziranih regij
Za optimalno primerjavo normaliziranih regij je najbolje uporabiti eno izmed
oblik vektorskih deskriptorjev. V vecˇini primerov se v te namene uporablja
deskriptor SIFT [8], vendar za potrebe normalizacije po postopku 2 predho-
dno zˇe izracˇunamo obris regije. Cˇe obris regije dalje razdelimo na daljice,
dosezˇemo manjˇse sˇtevilo operacij za izracˇun konveksne ovojnice, saj je po-
trebno uposˇtevati le zacˇetne in koncˇne tocˇke daljic. Ker algoritem MSER [7]
vrne regije invariantne na spremembo intenzitete svetlobe, je tudi nepotrebno
da bi regijo iz slike transformirali in iz nje ustvarili deskriptor SIFT. Zato
je bolje uporabiti deskriptor podoben deskriptorju SIFT, le da histogram
gradientov intenzitet zamenjamo s histogramom orientacije daljic. Opazimo
lahko, da je prostor zunaj enotne krozˇnice vedno prazen, zato lahko namesto
kvadratnih regij uporabimo krozˇne izseke enakih povrsˇin. Viˇsine posameznih
izsekov hi dobimo s formulo
hi =
√
1
N
, (3.18)
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Slika 3.2: Krozˇni deskriptor z normalizirano regijo.
kjer je kot krozˇnega izseka α = 2pi/M in N sˇtevilo delitev po viˇsini. Skupaj
s sˇtevilom kosˇev histograma O lahko dolzˇino deskriptorja izracˇunamo z M ×
N×O. Na Sliki 3.2 imamo primer deskriptorja razdeljenega na 4×4 krozˇnih
izsekov ter normalizirano regijo v rdecˇem. Za vsako tocˇko regije, ki lezˇi
na enotni krozˇnici ustvarimo svoj deskriptor, tako da lezˇi na tocˇki (0, 1).
Kosˇe histograma orientacij daljic nato napolnemo z dolzˇinami daljic, ki dani
krozˇni izsek precˇkajo. Vsak histogram nato normaliziramo, tako da je skupna
dolzˇina daljic v najvecˇjem kosˇu enaka 1.
3.2 Dolocˇanje relativnega polozˇaja kamer
Najpogosteje uporabljen pristop za dolocˇanje relativnega polozˇaja kamer je
Hartleyev normalizirani osem tocˇkovni algoritem [4]. Alternativo Hartleye-
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vem algoritmu predstavlja metoda dekompozicije homografije. Pri dekom-
poziciji homografije predstavlja problem to, da je enolicˇno dolocˇena s sˇtirimi
tocˇkami, kar mocˇno omejuje njeno natancˇnost. Faugeras [14] in Zhang [15]
homografijo H izpeljeta kot H = R + tnT, kjer je R rotacijska matrika,
t vektor premika med kamerami in n normala ravnine. Cˇe zˇelimo pri de-
kompoziciji homografije dosecˇi vecˇjo natancˇnost, moramo uporabiti dve ali
vecˇ homografij in zato enacˇbo homografije izpeljati drugacˇe. Iz nove izpe-
ljave homografije lahko naredimo analiticˇno dekompozicijo in tako dolocˇimo
relativni polozˇaj kamer.
3.2.1 Izpeljava enacˇbe homografije
Pri izpeljavi enacˇbe homografije bomo uporabili model kamere z luknjicˇasto
odprtino ter predpostavko, da so intrinzicˇni parametri kamere γ, u0 in v0
enaki 0 ter αx in αy enaka 1/f1 v primeru prve kamere in 1/f2 v primeru druge
kamere. Za izracˇun slikovnih koordinat tocˇke [u1, v1] na prvi sliki v enacˇbah
(2.5), (2.6) in (2.7) cˇlene rotacijske matrike nadomestimo z identiteto, cˇlene
vektorja premika pa enacˇimo z [0, 0, 0]T. Pridobimo naslednji enacˇbi:
u1 =
x
zf
, (3.19)
v1 =
y
zf
. (3.20)
Ob predpostavki, da tocˇke lezˇijo na ravnini, lahko uporabimo enacˇbo
nxx + nyy + nzz + d = 0, (3.21)
kjer vektor [nx, ny, nz]
T predstavlja normalo na ravnino, d pa oddaljenost
ravnine od izhodiˇscˇa. Za slikovne koordinate tocˇke [u2, v2] ekstrinzicˇne para-
metre rotacije nadomestimo s pripadajocˇimi enotnimi vektorji i = [ix, iy, iz]
T,
j = [jx, jy, jz]
T in k = [kx, ky, kz]
T, vektor translacije c = [cx, cy, cz]
T pa pre-
stavimo k tocˇki P = [x, y, z, 1]T. Sedaj sta koordinati izrazˇeni z naslednjima
enacˇbama:
u2 =
ixx + iyy + izz− cTi
f2(kxx + kyy + kzz− cTk) , (3.22)
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v2 =
jxx + jyy + jzz− cTj
f2(kxx + kyy + kzz− cTk) . (3.23)
Iz enacˇb (3.19), (3.20) in (3.21) izpostavimo cˇlene x, y in z ter jih vstavimo
v enacˇbi (3.22) ter (3.23) nato dobimo preslikavo med tocˇkami prvega ter
drugega slikovnega koodrinatnega sistema:
x = − bx1df1
bx1f1nx + by1f1ny + nz
, (3.24)
y = − by1df1
bx1f1nx + by1f1ny + nz
, (3.25)
z = − d
bx1f1nx + by1f1ny + nz
, (3.26)
bx2 =
bx1f1(dix + nxc
Ti) + by1f1(diy + nyc
Ti) + diz + nzc
Ti
bx1f1f2(dkx + nxcTk) + by1f1f2(dky + nycTk) + f2(dkz + nzcTk)
,
(3.27)
by2 =
bx1f1(djx + nxc
Tj) + by1f1(djy + nyc
Tj) + djz + nzc
Tj
bx1f1f2(dkx + nxcTk) + by1f1f2(dky + nycTk) + f2(dkz + nzcTk)
.
(3.28)
Vidimo, da imata enacˇbi (3.27) in (3.28) enako strukturo kot enacˇbi (2.13) in
(2.14) ter zato predstavljata prepis homografije z metodo direktne linearne
transformacije. Izpostaviti je potrebno tudi prosti cˇlen, torej tisti, ki ni vezan
na spremenljivki u1 ali v1, saj je le ta lahko 0 samo v primeru, ko opazovana
ravnina poteka skozi goriˇscˇno tocˇko druge kamere in so zato tocˇke na drugi
sliki kolinearne.
3.2.2 Dekompozicija homografije
V prejˇsnjem podpoglavju smo dokazali da cˇleni enacˇb (3.27) in (3.28) pred-
stavljajo cˇlene homografije H
H =

h11 h12 h31
h21 h22 h32
h31 h32 h33
 . (3.29)
Cˇlene lahko enacˇimo in tako pridobimo naslednji sistem enacˇb;
f1(dix + nxc
Ti) = h11h33, (3.30)
3.2. DOLOCˇANJE RELATIVNEGA POLOZˇAJA KAMER 25
f1(diy + nyc
Ti) = h12h33, (3.31)
diz + nzc
Ti = h13h33, (3.32)
f1(djx + nxc
Tj) = h21h33, (3.33)
f1(djy + nyc
Tj) = h22h33, (3.34)
djz + nzc
Tj = h23h33, (3.35)
f1f2(dkx + nxc
Tk) = h31h33, (3.36)
f1f2(dky + nyc
Tk) = h32h33, (3.37)
f2(dkz + nzc
Tk) = h33. (3.38)
Sistem sestavlja 18 nelinearno povezanih spremenljivk. Ker so ix, iy, iz, jx, jy,
jz, kx, ky, kz komponente enotnih vektorjev veljajo tudi naslednje omejitve:
i2x + i
2
y + i
2
z = 1, (3.39)
j2x + j
2
y + j
2
z = 1, (3.40)
ixjx + iyjy + izjz = 0, (3.41)
kx = iyjz − izjy, (3.42)
ky = izjx − ixjz, (3.43)
kz = ixjy − iyjx. (3.44)
Vidimo, da sistem enacˇb (3.30)–(3.38) skupaj z zgoraj navedenimi omeji-
tvami (3.39)–(3.44) imamo premalo enacˇb za resˇitev sistema, zato potre-
bujemo najmanj dve homografiji. Uposˇtevajocˇ epipolarno geometrijo lahko
goriˇscˇni tocˇki kamer OL = [0, 0, 0]
T in OR = [cx, cy, cz]
T izrazimo z vektor-
jema t1
−−−→
OLeL in t2
−−−→
OReR, zato pridobimo tudi naslednji dve omejitvi:
t1[eLx, eLy,
1
f1
]T = [cx, cy, cz]
T, (3.45)
− t2[eRxix + eRyjx +
kx
f2
, eRxiy + eRyjy +
ky
f2
, eRxiz + eRyjz +
kz
f2
]T = [cx, cy, cz]
T.
(3.46)
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Iz sistema enacˇb lahko opazimo, da so faktorji d, cx, cy, cz medsebojno line-
arno odvisni, kar nam omogocˇa oceniti le relativno razdaljo ravnine, glede na
relativni premik kamere po epipolarni osi. Dve homografiji si delita faktorje
ix, iy, iz, jx, jy, jz, kx, ky, kz, cx, cy, cz, f1, f2. Cˇlene prve homografije
oznacˇimo s hij1 , kjer so i in j indeksi pozicije cˇlena v matriki homografije,
podobno oznacˇimo tudi cˇlene druge homografije hij2 . Faktorje ravnine, ka-
tere preslikavo dolocˇa prva homografija oznacˇimo z nx1, ny1, nz1, d1, faktorje
ravnine druge homografije pa z nx2, ny2, nz2, d2. Sedaj lahko izpeljemo pet
osnovnih enacˇb, ki jih bomo uporabili za dekompozicijo homografije.
Dokaz. Dokaz drzˇi le ob predpostavki, da faktorji nx1, c
Ti, cTj, cTk niso
enaki 0. Za izpeljavo prve enacˇbe najprej uporabimo enacˇbo (3.23). Za vsako
izmed homografij izpostavimo faktor nxi, i ∈ {1, 2}, tako nastali enacˇbi nato
medsebojno delimo ter izpostavimo faktor nx2:
nx1 =
h111 h
33
1 − f1d1ix
f1cTi
, (3.47)
nx2 =
h112 h
33
2 − f1d2ix
f1cTi
, (3.48)
nx2 = nx1
h112 h
33
2 − f1d2ix
h111 h
33
1 − f1d1ix
. (3.49)
Novonastalo izpeljavo faktorja nx2 iz enacˇbe (3.49) lahko sedaj zamenjamo
v enacˇbah (3.33) in (3.36), iz njih pa izpostavimo faktor nx1:
nx1 =
h211 h
33
1 − f1d1jx
f1cTj
, (3.50)
nx1 =
(h212 h
33
2 − f1d2jx)(h111 h331 − f1d1ix)
f1cTj(h
11
2 h
33
2 − f1d2ix)
, (3.51)
nx1 =
h311 h
33
1 − f1f2d1kx
f1f2cTk
, (3.52)
nx1 =
(h312 h
33
2 − f1f2d2kx)(h111 h331 − f1d1ix)
f1f2cTk(h
11
2 h
33
2 − f1d2ix)
. (3.53)
Sedaj enacˇbi (3.50) in (3.51) zdruzˇimo ter enako storimo z enacˇbami (3.52)
in (3.53). Iz novo nastalih enacˇb izpostavimo faktor d2. Ko le ti zdruzˇimo,
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vidimo da bi moral faktor d1 biti enak
h111 h
33
1
f1ix
. Iz enacˇbe (3.30) ter predpo-
stavke da nx1, c
Ti, h332 niso enaki 0 vidimo, da to ne more drzˇati, kar pomeni
da velja:
f2kx(h
11
2 h
21
1 − h111 h212 ) + ix(h212 h311 − h211 h312 ) + jx(h111 h312 − h112 h311 ) = 0. (3.54)

Dokaz. Pravilnost enacˇbe (3.55) dokazˇemo po enakem postopku kot smo
to naredili za enacˇbo (3.54), le da enacˇbe (3.30), (3.33) in (3.36) zamenjamo
z enacˇbami (3.31), (3.34) in (3.37), ter namesto faktorjev nx1 in nx2 izposta-
vimo faktorja ny1 in ny2. V tem dokazu velja podobna predpostavka, to je,
da faktorji ny1, c
Ti, cTj, cTk niso enaki 0. Rezultat predstavlja naslednja
enacˇba:
f2ky(h
12
2 h
22
1 − h121 h222 ) + iy(h222 h321 − h221 h322 ) + jy(h121 h322 − h122 h321 ) = 0. (3.55)

Dokaz. Tudi za dokaz enacˇbe (3.56) uporabimo enak postopek kot pri do-
kazu enacˇbe (3.54). Tukaj namesto enacˇb (3.30), (3.33) in (3.36) uporabimo
enacˇbe (3.32), (3.35) in (3.38) ter namesto faktorjev nx1 in nx2 izpostavimo
faktorja nz1 in nz2. Tudi v tem primeru mora veljati, da nz1, c
Ti, cTj, cTk
niso enaki 0. Rezultat je naslednja enacˇba:
f2kz(h
13
2 h
23
1 − h131 h232 ) + iz(h231 − h232 ) + jz(h132 − h131 ) = 0. (3.56)

Dokaz. Dokaz enacˇbe (3.57) sloni na preslikavi tocˇk p1 = (0, 0), p2 =
(0, 1), p3 = (1, 0), p4 = (1, 1) z obemi homografijami. Preslikave tocˇk s prvo
homografijo oznacˇimo s pi1, preslikave tocˇk z drugo homografijo pa s p
i
2, kjer
i predstavlja indeks prej nasˇtetih tocˇk. Secˇiˇscˇe premice, ki poteka skozi tocˇki
p11 in p
2
1, s premico, ki poteka skozi tocˇki p
3
1 in p
4
1 oznacˇimo s tocˇko t1, secˇiˇscˇe
premice, ki poteka skozi tocˇki p12 in p
2
2, s premico, ki poteka skozi tocˇki p
3
2 in
p42 oznacˇimo s tocˇko t2. Vidimo da ima normalizirani vektor
−→
t1t2 cˇlene enake
[ czjy−cyjz
cyiz−cziy ,
cyiz−cziy
czjy−cyjz ] = [v1,
1
v1
]. Vzamemo lahko koordinato x normaliziranega
28
POGLAVJE 3. STRUKTURA IZ GIBANJA S HOMOGENIMI
REGIJAMI
vektorja ter na njej uporabimo enacˇbo (3.45). Pridobimo naslednjo enacˇbo:
jy + iyv1 − eLyf1(jz + izv1) = 0. (3.57)
Ekvivalentno izpeljavo predstavlja tudi naslednja enacˇba:
czjy − cyjz
cyiz − cziy =
h112 h
31
1 − h111 h312
h212 h
31
1 − h211 h312
. (3.58)

Dokaz. Dokazovanje enacˇbe (3.59) sledi enakemu postopku kot dokazo-
vanje enacˇbe (3.57) le, da tocˇko t1 predstavlja presecˇiˇscˇe premice skozi tocˇki
p11 in p
3
1 ter premice skozi tocˇki p
2
1 in p
4
1, tocˇko t2 pa presecˇiˇscˇe premice skozi
tocˇki p12 in p
3
2 ter premice skozi tocˇki p
2
2 in p
4
4. Normalizirani vektor
−→
t1t2, ki
ga s to izpeljavo dobimo, pa ima cˇlene enake [ czjx−cxjz
cxiz−czix ,
cxiz−czix
czjx−cxjz ] = [v2,
1
v2
].
Ponovno na koordinati x uporabimo enacˇbo (3.45) in tako dobimo:
jx + ixv2 − eLxf1(jz + izv2) = 0. (3.59)
Ekvivalenta enacˇba za to izpeljavo pa je naslednja:
czjx − cxjz
cxiz − czix =
h122 h
32
1 − h121 h322
h222 h
32
1 − h221 h322
. (3.60)

Izrek 3.3 Sistem enacˇb dveh homografij lahko poenostavimo na naslednje
enacˇbe:
f2kx(h
11
2 h
21
1 − h111 h212 ) + ix(h212 h311 − h211 h312 ) + jx(h111 h312 − h112 h311 ) = 0, (3.61)
f2ky(h
12
2 h
22
1 − h121 h222 ) + iy(h222 h321 − h221 h322 ) + jy(h121 h322 − h122 h321 ) = 0, (3.62)
f2kz(h
13
2 h
23
1 − h131 h232 ) + iz(h231 − h232 ) + jz(h132 − h131 ) = 0, (3.63)
jy + iyv1 − eLyf1(jz + izv1) = 0, (3.64)
jx + ixv2 − eLxf1(jz + izv2) = 0. (3.65)
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3.2.3 Izrojeni sistemi
Enacˇbe izreka 3.3 predstavljajo resˇitev le v primeru, ko velja, da nx1, ny1, nz1,
cTi, cTj, cTk niso enaki 0. V tem podpoglavju so predstavljene nadomestne
resˇitve za enacˇbe izreka 3.3, ko navedeni pogoji ne veljajo, in kako take pogoje
zaznamo.
Goriˇscˇni tocˇki obeh kamer v isti tocˇki
V kolikor se dva pogleda razlikujeta le z rotacijo okoli izhodiˇscˇa, vidimo,
da se sistem enacˇb iz definicije homografije poenostavi tako, da izpadejo vsi
faktorji, ki se nanasˇajo na opazovano ravnino. Ostanejo le faktorji ix, iy,
iz, jx, jy, jz, kx, ky, kz, f1 ter f2, zato jih lahko dolocˇimo le z uporabo ene
homografije. Posebej je potrebno omeniti, da cˇlen kz ne sme biti enak 0, saj
v nasprotnem primeru resˇitve ne moremo dobiti. Resˇiti je potrebno naslednji
sistem:
f1
f2
ix = h11(ixjy − iyjx), (3.66)
f1
f2
iy = h12(ixjy − iyjx), (3.67)
1
f2
iz = h13(ixjy − iyjx), (3.68)
f1
f2
jx = h21(ixjy − iyjx), (3.69)
f1
f2
jy = h22(ixjy − iyjx), (3.70)
1
f2
jz = h23(ixjy − iyjx), (3.71)
f1(iyjz − izjy) = h31(ixjy − iyjx), (3.72)
f1(izjx − ixjz) = h11(ixjy − iyjx). (3.73)
Ker velja f1 > 0 in f2 > 0 lahko v primeru, da je kateri izmed faktorjev h11,
h12, h13, h21, h22, h23 enak 0, sklepamo, da so pripadajocˇi faktorji ix, iy, iz,
jx, jy, jz tudi enaki 0.
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Brez premika po kateri izmed osi
Mozˇnost, da je kateri izmed faktorjev cx, cy ali cz enak 0 opazimo iz epipolarne
omejitve v enacˇbi (3.45). V primeru, da je vsaj eden izmed faktorjev eLx in
eLy enak 0, je tudi pripadajocˇi premik po osi x in y enak 0. V kolikor pa
je eden izmed njiju neskoncˇen ali nedefiniran, pa velja, da je premik po osi
z enak 0. V takem primeru je onemogocˇena uporaba enacˇb (3.49) in (3.50).
Lahko pa izkoristimo eno izmed enakosti v enacˇbi (3.46) in tako pridobimo
novo enacˇbo, ki nadomesti enacˇbi (3.49) in (3.50). Sedaj faktor f1 ni prisoten
v sistemu enacˇb, zato ga moramo izracˇunati analiticˇno.
Projekcija premika kamere na vektor ~i enaka 0
V primeru, da je eRx enak 0, velja, da je c
Ti tudi enaka 0. Enacˇbe (3.30),
(3.31) in (3.32) se sedaj poenostavijo na:
f1dix = h11h33, (3.74)
f1diy = h12h33, (3.75)
diz = h13h33. (3.76)
V kolikor je kateri izmed faktorjev h11, h12 ali h13 enak 0 so tudi pripa-
dajocˇi ix, iy ali iz enaki 0. Ker velja c
Ti = 0, lahko uporabimo enakosti iz
enacˇbe (3.45) ter pridobimo enacˇbo
f1exix + f1eyiy + iz = 0. (3.77)
Z uporabo enacˇb (3.74), (3.75), (3.76), (3.77) ter preostankom enacˇb je sistem
mogocˇe analiticˇno resˇiti.
Projekcija premika kamere na vektor ~j enaka 0
Podobno kot v prejˇsnjem primeru, velja, da je cTj enaka 0, cˇe je eRy enak
0. Namesto enacˇb (3.30), (3.31), (3.32) in enakosti cTi = 0 sedaj sistem
sestavimo z uporabo enacˇb (3.33), (3.34), (3.35) in enakosti cTj = 0 ter ga
analiticˇno resˇimo.
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Projekcija premika kamere na vektor ~k enaka 0
Tudi v primeru zaznavanja, da je cTk enaka 0, uporabimo epipolarni tocˇki eRx
in eRy, le da mora biti v tem primeru vsaj ena izmed njiju v neskoncˇnosti.
Postopek resˇevanja je podoben kot v prejˇsnjih dveh primerih, le da sedaj
uporabimo enacˇbe (3.36), (3.37), (3.38) in enakost cTk = 0.
Faktor nx1 enak 0
Da je faktor nx1 enak 0 ugotovimo tako, ker velja h
11
2 h
21
1 − h111 h212 = 0,
h212 h
31
1 −h211 h312 = 0, h111 h312 −h112 h311 = 0 in cTi 6= 0. V tem primeru uporabimo
poenostavljene enacˇbe (3.30), (3.33) in (3.36) ter iz njih izlocˇimo faktorje f1,
cTi, nz in d. Pridobimo lahko naslednje tri enacˇbe
jxh
11
1 − ixh211 = 0, (3.78)
f2kxh
11
1 − ixh311 = 0, (3.79)
f2kxh
21
1 − jxh311 = 0. (3.80)
Zgoraj navedeni pogoji onemogocˇajo uporabo enacˇb (3.61) in (3.64), zato ju
nadomestimo z enacˇbami (3.78) in (3.79) v primeru, da h111 ni enak 0, (3.78)
in (3.80) v primeru, da h211 ni enak 0 ali (3.79) in (3.80) v primeru, da h
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1 ni
enak 0.
Faktor ny1 enak 0
Podobno kot v prejˇsnjem primeru, lahko tudi za faktor ny1 ugotovimo ali je
0. Veljati mora h122 h
22
1 −h121 h222 = 0, h222 h321 −h221 h322 = 0, h121 h322 −h122 h321 = 0 in
cTi 6= 0. Navedeni pogoji nam onemogocˇajo uporabo enacˇb (3.62) in (3.65),
zato ponovimo enak postopek kot pri prejˇsnjem primeru, le da namesto enacˇb
(3.30), (3.33) in (3.36) uporabimo enacˇbe (3.31), (3.34) in (3.37), nato pa
sestavimo nadomestka enacˇbam (3.62) in (3.65).
32
POGLAVJE 3. STRUKTURA IZ GIBANJA S HOMOGENIMI
REGIJAMI
Faktor nz1 enak 0
Cˇe velja h132 h
23
1 −h131 h232 = 0, h231 −h232 = 0, h132 −h131 = 0 in cTi 6= 0, velja tudi,
da je faktor nz1 enak 0. Ponovno lahko uporabimo enak postopek kot pri
prejˇsnjem primeru, tokrat enacˇbe (3.30), (3.33) in (3.36) nadomestijo enacˇbe
(3.32), (3.35) in (3.38), rezultat pa nadomesti enacˇbo (3.63).
Klasicˇni stereo sistem
Klasicˇni stereo sistem sestavljata dve kameri, kateri imata enako orientacijo,
ter sta zamaknjeni samo po osi x. Iz pravil epipolarne geometrije sledi, da
sta eLy in eRy enaka 0, eLx in eRx pa v neskoncˇnosti.
3.2.4 Iterativni algoritem za dekompozicijo dveh ho-
mografij
Iterativni algoritem za dekompozicijo dveh homografij temelji na Gauss-
Newtnovi metodi. Jakobijevo matriko sestavimo z uporabo izreka 3.3 ter
omejitev (3.39), (3.40), (3.41), (3.42), (3.43) in (3.44). Tako bomo ocenili
faktorje ix, iy, iz, jx, jy, jz, f1 in f2. Sedaj za zacˇetne vrednosti potrebujemo
le dovolj dober priblizˇek. Tega lahko ocenimo s Hartleyevim normalizira-
nim osem tocˇkovnim algoritmom [4] ali katero izmed metod dekompozicije
homografije. Gradient v nakljucˇno dolocˇenem zacˇetnem priblizˇku ima eks-
perimentalno ocenjeno 40 odstotno verjetnost, da kazˇe v smeri globalnega
minimuma. Cˇe predpostavimo, da zacˇetni priblizˇek, ki ga ocenimo z eno
izmed prej navedenih metod, spada med preostalih 60 odstotkov, je bolje
izbrati nekaj nakljucˇnih zacˇetnih vrednosti ter preveriti koliko se globalnemu
minimumu priblizˇajo. Uporabimo lahko enacˇbo (2.17) za izracˇun sˇtevila ite-
racij pri algoritmu RANSAC [5] in izracˇunamo, da ima 20 nakljucˇno izbranih
vrednosti le okoli stotinko odstotka, da ne dosezˇe globalnega minimuma. Se-
daj moramo oceniti katera izmed nakljucˇnih zacˇetnih vrednosti se najbolj
priblizˇa globalnemu minimumu. To naredimo tako, da izracˇunamo sˇe pre-
ostale faktorje in z uporabo enacˇbah iz definicije homografije izracˇunamo
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novi homografiji. Novi homografiji nato primerjamo s starimi, kjer vzamemo
kombinacijo faktorjev, ki se starim najbolje prilega. Postopek je povzet v
Algoritmu 3
Algoritem 3 Iterativna dekompozicija dveh homografij.
1: ponavljaj
2: Izberi nakljucˇni zacˇetni priblizˇek
3: Z Gauss-Newtnovo metodo oceni faktorje ix, iy, iz, jx, jy, jz, kx, ky,
kz, f1 in f2.
4: Analiticˇno izracˇunaj faktorje nx1, ny1, nz1, d1, nx2, ny2, nz2 in d2.
5: Izracˇunaj novi homografiji ter ju primerjaj s starimi.
6: dokler Razlika med novimi in starimi homografijami ni dovolj majhna
ali presezˇeno dolocˇeno sˇtevilo iteracij
7: Kot rezultat vzamemo faktorje, kateri se danima homografijama najbolje
priblizˇata
Konvergenca algoritma
Eksperimentalno je ugotovljeno, da algoritem lahko konvergira k enemu iz-
med osmih globalnih minimumov. Tej predstavljajo naslednje mozˇnosti:
• vsi faktorji so pravilni,
• ix, iy, iz, jx, jy, jz preslikani preko izhodiˇscˇa, eden ali oba izmed fak-
torjev f1 in f2 negativna,
• ix, iy, iz, jx, jy, jz preslikani preko z osi, eden ali oba izmed faktorjev
f1 in f2 negativna,
• ix, iy, iz, jx, jy, jz preslikani preko izhodiˇscˇa ter z osi, eden ali oba
izmed faktorjev f1 in f2 negativna,
• zgoraj navedene mozˇnosti rotirane okoli vektorja (cx, cy, cz) za pi.
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Vidimo, da ne glede h kateremu izmed globalnih minimumov algoritem kon-
vergigra, preostale lahko trivialno izracˇunamo. Pogoj, da morata biti faktorja
f1 in f2 pozitivna, izlocˇi sˇest od osmih nasˇtetih globalnih minimumov. Pra-
vilno rotacijo okoli vektorja (cx, cy, cz) pa lahko nato dolocˇimo s pogojem, da
morajo normale ploskev ravnin vedno gledati proti normali ravnine kamere.
Izracˇun preostalih spremenljivk
Pri pravilno ocenjeni rotacijski matriki ter goriˇscˇnima razdaljama f1 in f2
je izracˇun preostalih faktorjev trivialen. Najprej izracˇunamo premik druge
kamere. To storimo z uporabo enacˇbe (3.45) tako, da izberemo poljubni
faktor t1. Vrednosti nato vstavimo v enacˇbe homografije, ter zracˇunamo sˇe
normali na ravnini ter njuno oddaljenost od izhodiˇscˇa.
3.3 Rekonstrukcija scene
Postopek za iterativno dekompozicijo homografij Algoritem 3 hkrati zˇe izracˇuna
lego homogene regije v prostoru, kot tudi vseh tocˇk na njej. Za rekonstruk-
cijo scene je potrebno med pari regij dolocˇiti take, ki ustrezajo globalnemu
polozˇaju kamere in jo nato oceniti. Potrebujemo robustno metodo, ki bo
nepravilne pare izlocˇila, kot je naprimer RANSAC [6]. Za izgradnjo modela
potrebujemo dve homografiji, torej potrebujemo dve ujemanji regij. Pre-
ostala ujemanja nato lahko preverimo v kombinaciji z enim od ujemanj s
katerim smo model zgradili. Iz globalne ocene polozˇaja kamere ter potrjenih
parov regij lahko sedaj trivialno sestavimo globinsko sliko tako, da poiˇscˇemo
secˇiˇscˇe ravnine z vektorjem, ki poteka med goriˇscˇno tocˇko ter tocˇko na sli-
kovni ravnini.
Poglavje 4
Rezultati
Zacˇetne faze predstavljenega postopka je mogocˇe testirati neodvisno od pre-
ostalih. Na tocˇnost homogenih regij, ki jih vrne algoritem MSER [7], ne
moremo vplivati, zato za testiranje ocene homografije uporabimo analiticˇno
dolocˇene projekcije tocˇk. Prav tako je tudi testiranje uspesˇnosti dekompo-
zicije odvisno od natancˇnosti homografij zato tudi v tem primeru upora-
bimo analiticˇno dolocˇene projekcije tocˇk. Za oceno uspesˇnosti rekonstrukcije
pa moramo uporabiti celoten postopek za pridobivanje strukture iz giba-
nja. Testiramo lahko na dva nacˇina in sicer iz realnih slik, katerim smo z
natancˇnejˇsimi postopki dolocˇili rekonstruiran model, ali z uporabo upodo-
bljenih slik racˇunalniˇskih 3D modelov. Uporaba upodobljenih slik omogocˇa
vecˇjo svobodo pri izbiri scene, kot tudi natancˇeje dolocˇene lege tocˇk scene.
4.1 Ocena homografije
Za predstavljeno metodo za oceno homografije z uporabo normaliziranih re-
gij ne potrebujemo regij samih, pacˇ pa nekaj tocˇk, ki jih regija vsebuje.
Tocˇke na regiji dobimo z uporabo enacˇbe (3.21), kjer vrednosti parametrov
nx, ny, nz in d dolocˇimo nakljucˇno. Za projekcijo tocˇk na slikovni ravnini
uporabimo enacˇbo kamere z luknjicˇasto odprtino (2.5), kjer intrinzicˇne in eks-
trinzicˇne parametre dolocˇimo nakljucˇno, ter pravilno homografijo izracˇunamo
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Normalizacija regij DLT
sˇtevilo
tocˇk
σ = 1 σ = 2 σ = 3 σ = 1 σ = 2 σ = 3
10 0,180px 0,350px 0,43px 0,160px 0,220px 0,250px
20 0,090px 0,019px 0,16px 0,050px 0,012px 0,095px
30 0,047px 0,086px 0,12px 0,036px 0,031px 0,087px
40 0,085px 0,099px 0,12px 0,065px 0,035px 0,051px
50 0,590px 0,085px 0,16px 0,033px 0,033px 0,093px
Tabela 4.1: Primerjava ocene homografije z uporabo normaliziranih regij in
DLT metode za razlicˇne vrednosti Gaussovega sˇuma σ.
z uporabo enacˇb (2.15) in (2.16). Pozicijam projeciranih tocˇk nato dodamo
Gaussov sˇum ter ocenimo homografijo. Razliko med pravilno ter ocenjeno
homografijo dobimo tako, da ponovno izberemo nekaj nakljucˇnih tocˇk na re-
giji, izracˇunamo projekcijo tocˇk na prvo slikovno ravnino, nato tocˇke presli-
kamo z obema homografijama ter izmerimo povprecˇno razdaljo med tocˇkami.
Metodo smo preverili proti klasicˇni metodi DLT za oceno homografije na
razlicˇnem sˇtevilu nakljucˇno dolocˇenih korespondenc ter napako ocenili s pov-
precˇno razdaljo pri preslikavi testnih korespondenc.
V Tabeli 4.1 so prikazani rezultati primerjave ocene homografije z meto-
dama normalizacije regij ter metodo DLT. Metoda normalizacije regij upora-
blja metodo DLT kot osnovo za dolocˇitev vmesne preslikave, zato pri enakih
korespondencah ne more dosecˇi boljˇsega rezultata. Zaradi preslikovanja tocˇk
v vsaki iteraciji se dodatno pojavlja tudi racˇunska napaka. Normalizacija
regij lahko boljˇsi rezultat dosezˇe pri preslikavi obrisa predmeta, na kateremu
tocˇnih korespondenc ni mogocˇe najti, oblika predmeta pa ostaja podobna.
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Iterativna
dekompozicija
Hartleyev
algoritem [4]
Zhangova
dekompozicija [15]
f1/f2 σ = 1 σ = 2 σ = 3 σ = 1 σ = 2 σ = 3 σ = 1 σ = 2 σ = 3
1 0,297 0,257 0,283 0,665 0,723 0,645 1,251 1,218 1,194
2 0,273 0,238 0,281 0,828 0,793 0,843 2,198 2,104 2,098
3 0,284 0,244 0,290 0,834 0,828 0,762 3,258 3,438 3,298
4 0,268 0,306 0,342 0,874 0,807 0,855 4,498 4,540 4,711
5 0,306 0,301 0,321 0,854 0,830 0,916 6,149 5,890 6,208
Tabela 4.2: Primerjava ocene polozˇaja kamere med iterativno dekompozi-
cijo, Hartleyevim algoritmom in Zhangovo dekompozicijo za razlicˇne faktorje
goriˇscˇnih razdalj f1/f2 ter za razlicˇne vrednosti Gaussovega sˇuma σ.
4.2 Dekompozicija homografije
Pri preverjanju iterativnega algoritma za dekompozicijo homografije Algori-
tem 3 lahko uporabimo postopek iz testa ocene homografije. Za intrinzicˇne
parametere prve kamere uporabimo enaki nakljucˇni goriˇscˇni razdalji za x in y
os, ostale parametre pa enacˇimo z 0. Intrinzicˇni parametri druge kamere se od
prve razlikujejo le v goriˇscˇni razdalji. Ekstrinzicˇne parametre druge kamere
dolocˇimo nakljucˇno, prav tako normali in oddaljenost ravnin. Nato nakljucˇno
izberemo nekaj tocˇk na obeh ravninah, njihovim pozicijam dodamo Gaussov
sˇum ter izracˇunamo homografiji za pripadajocˇi ravnini. Osredotocˇili smo se
na natancˇnost ocene pri razlicˇnem razmerju goriˇscˇnih razdalj. Rezultate pa
smo primerjali z metodama Hartleyevega normaliziranega osem tocˇkovnega
algoritma [4] ter Zhangovo dekompozicijo homografije [15].
Rezultati primerjave med metodami iterativne dekompozicije, Hartleye-
vega algoritma [4] in Zhangove dekompozicije [15] so prikazani v Tabeli 4.2.
Vrednosti prikazujejo povprecˇno razdaljo enotnih vektorjev rotacijske ma-
trike ter enotnega vektorja translacije. Brez znanih intrinzicˇnih parametrov
kamere se najbolje obnese metoda iterativne dekompozicije, saj jih deloma
pridobi sama. Opazimo lahko, da je Zhangova dekompozicija [15] mocˇno
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Slika 4.1: Enostavni model z dvema ravninama.
odvisna od razmerja med goriˇscˇnima razdaljama, Hartleyev algoritem [4] pa
na razmerje ni obcˇutljiv. Ocenjevanje homografije, na kateri slonita metodi
dekompozicije, kot tudi sama metoda ocene fundamentalne matrike sta na
Gaussov sˇum razmeroma neobcˇutljivi, saj obe sˇum iznicˇita z iskanjem naj-
manjˇse kvadratne vsote.
4.3 Rekonstrukcija scene
Tocˇnost rekonstrukcije smo preverili z uporabo upodobljenih slik 3D mo-
delov. Za vsako upodobitev 3D modela zabelezˇimo parametre kamere ter
ustvarimo globinsko sliko. Na upodobljenih slikah izvedemo postopek rekon-
strukcije ter primerjamo globinski sliki. Zanimiva sta predvsem podatka o
povprecˇni oddaljenosti med globinskima slikama ter odstotek rekonstruirane
scene. Na Sliki 4.1 imamo primer uporabljenega enostavnega modela z dvema
ravninama. V opisanem cevovodu se odstotek rekonstruirane scene dolocˇi zˇe
na prvi stopnji, saj kasnejˇse stopnje velikosti regij ne spreminjajo, in je zato
odvisen od uporabljenega algoritma za ekstrakcijo regij. Povprecˇna oddalje-
nost med globinskima slikama pa je odvisna od natancˇnosti ocene homografij
ter dejanske ravnosti homogene regije. Razliki med globinskima slikama vi-
dimo na Sliki 4.2, kjer so v svetlo modro pobarvana podrocˇja brez dolocˇene
globine. Za model na Sliki 4.1 je odstotek rekonstruirane scene 99,99%, pov-
precˇna razdalja pa 0,304 enote pri goriˇscˇni razdalji 0,0026 enote za vidno
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Slika 4.2: Globinska slika modela (a) ter rekonstruirana globinska slika (b).
polje 90◦. Najvecˇji vpliv na pravilnost rekonstrukcije sta imela intrinzicˇna
parametra goriˇscˇnih razdalj.
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Poglavje 5
Sklep
Pridobivanje strukture iz vecˇ pogledov je med tezˇjimi problemi na podrocˇju
racˇunalniˇskega vida. Nedolocˇenost polozˇaja kamere kot tudi njenih intrinzicˇnih
parametrov predstavlja prvo oviro pri gradnji 3D modelov. Pomagamo si
s homogenimi regijami, saj so le te namrecˇ velikokrat ravnine v prostoru.
Ravno zato pa homogene regije nosijo vecˇ informacij o prostoru in pogledu
kot posamezne nepovezane tocˇke. Slabost ravnin je, da jih je tezˇje upariti
med razlicˇnimi pogledi kot lahko to storimo za tocˇke. V ta namen vpeljemo
postopek za normalizacijo ravnin, kateri sloni na osnovi projektivne transfor-
macije. Normalizirane ravnine so tako odporne na vse afine kot tudi projek-
tivne transformacije ter jih lahko predstavimo z vektorskim deskriptorjem za
hitrejˇse primerjanje. V podpoglavju 3.2.1 izpeljemo enacˇbe s katerimi resˇimo
problem ocene polozˇaja kamere ter dolocˇimo nekaj intrinzicˇnih parametrov
z uporabo dveh ali vecˇ homogenih regij. Primerjava med predstavljenim Al-
goritmom 3 ter Hartleyevim normaliziranim osem tocˇkovnim algoritmom [4]
pokazˇe, da je iterativna dekompozicija homografije priblizˇno dvakrat bolj
natancˇna pri dolocˇanju polozˇaja kamere. Goriˇscˇni razdalji se zˇe pri majh-
nem sˇumu precej oddaljita, zato ju je potrebno iz enacˇb odstraniti ali bolje
stabilizirati, saj imata velik vpliv na koncˇno rekonstrukcijo.
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5.1 Nadaljnje delo
Posamezne stopnje uporabljenega cevovoda predstavljajo probleme, s kate-
rimi se pogosto soocˇamo na podrocˇju racˇunalniˇskega vida. Le tem lahko do-
damo novo stopnjo ter tako spremenimo namembnost cevovoda. V tem pod-
poglavju predstavljamo mozˇne uporabe predstavljenih algoritmov z manjˇsimi
dopolnitvami.
5.1.1 3D rekonstrukcija
Ker algoritem razstavi homografijo regije na orientacijo in relativne polozˇaje
obeh kamer, normalo ravnine regije ter njeno relativno oddaljenost, lahko
za vsako tocˇko na regiji dolocˇimo relativno lego v prostoru. V kolikor po-
znamo absolutno razdaljo med kamerami ali velikost regije, lahko vse razdalje
dolocˇimo absolutno.
5.1.2 Detekcija objektov
Za detekcijo objektov algoritem uporabimo tako, da pri ucˇenju objektov se-
stavimo 3D model za posamezen objekt ter za vsako regijo objekta shranimo
pripadajocˇ krozˇni deskriptor normalizirane regije in pripadajocˇo homogra-
fijo. Regije na sliki na kateri zˇelimo objekt razpoznati nato normaliziramo in
primerjamo s shranjenimi normaliziranimi regijami. Kot dodatno potrditev
detekcije lahko uporabimo tudi prostorsko informacijo iz 3D modela ter tako
izboljˇsamo rezultat.
5.1.3 Lociranje kamere
V kolikor imamo zˇe predhodno absolutno 3D rekonstrukcijo prostora, lahko
kamero tudi lociramo. Namrecˇ poznamo faktorje f1, nx1, ny1, nz1, d1, nx2,
ny2, nz2 in d2, rotacijsko matriko in faktor f2 nato ocenimo in ju uporabimo
za izracˇun faktorja t1 v enacˇbi (3.45), tako da resˇitev ustreza vsem pogojem.
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5.1.4 Obogatena resnicˇnost
Pri obogateni resnicˇnosti je najbolj zahteven problem pravilna umestitev na-
videznih konstruktov v prostor. Z uporabo dveh kamer ali pa s premikanjem
po zˇe rekonstruiranem prostoru, pa lahko algoritem uporabimo za dolocˇanje
normal ravin ter njihovo razdaljo v prostoru in nanje nato umestimo navide-
zne konstrukte.
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