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Программа спецкурса "Обработка статистических данных" разработана для 
специальности 1-31 04 01 Физика  
Основу содержания составляет изучение методов представления, первичной обработки 
больших массивов статистических данных, расчет их обобщающих характеристик, 
оценка параметров эмпирических распределений, анализ наличия зависимостей между 
ними, выявления вида найденных зависимостей, методы поиска закономерностей между 
управляемыми параметрами и результатами статистических экспериментов.  
Целью спецкурса является  усвоение студентами основных методов статистического 
анализа и их применение в научно-исследовательской деятельности. 
Основные задачи курса: 
- усвоение методов статистической обработки больших массивов исходной 
информации, ее обобщение, представление в сжатой форме; 
- изучение обобщающих статистических характеристик и методов их оценивания; 
- изучение методов построения статистических гипотез и критериев их проверки; 
- изучение методов поиска и анализа закономерностей между различными 
параметрами изучаемых систем; 
- изучение имеющихся программных продуктов, предназначенных для статистической 
обработки  числовой информации.  
Курс предполагает выполнение лабораторных работ, в ходе выполнения которых 
студенты, используя профессиональные программные продукты, проводят 
статистический анализ предоставленных им массивов информации, проводят 
интерпретацию полученных результатов.  
Для осознанного усвоения материала данного курса студенты должны владеть 
соответствующим математическим аппаратом, основное содержание которого излагается 
в общем курсе «Теория вероятностей и математическая статистика». Одной из основных 
проблем использования методов математической статистики является интерпретация 
полученных результатов в рамках той науки, которая использует рассматриваемые 
статистические методы. В данном курсе большинство рассматриваемых методов 
иллюстрируется их приложениями в обработке результатов физических экспериментов.    
Программа курса составлена в соответствии с требованиями образовательного 
стандарта. Общее количество часов – 86; аудиторное количество часов — 42, из них: 
лекции — 20, лабораторные занятия — 16, контролируемая самостоятельная работа 
студентов — 6. Форма отчѐтности — экзамен. 
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СОДЕРЖАНИЕ УЧЕБНОГО МАТЕРИАЛА 
 
1. Описательная статистика.  
 Выборка, вариационный ряд, полигон и гистограмма выборочных распределений, 
размах и медиана выборки, кватнили распределения, эмпирическая функция 
распределения. Выборочные характеристики: среднее, дисперсия, стандартное 
отклонение, асимметрия, эксцесс. 
  
  
2. Типовые распределения случайных величин .   
Равномерное, геометрическое, биномиальное, Пуассона, экспоненциальное, 
нормальное распределения. Аппроксимирующие гамма-  и  бета -распределения.  
Формула Эджворта. Распределения, используемые в статистическом анализе - Стьюдента, 
2 - распределение, распределение Фишера. Порядковые статистики. 
  
3. Оценивание параметров.   
 Свойства точечных оценок - состоятельность, несмещенность, эффективность. Методы 
построения точечных оценок - метод моментов, метод максимального правдоподобия. 
Интервальные оценки. Доверительная вероятность. Теорема Крамера-Рао. Оценивание 
параметров нормального распределения. Оценка параметра распределения Пуассона. 
Статистический анализ временных рядов. 
  
4. Проверка статистических гипотез.  
 Построение критериев и их характеристики - мощность, уровень значимости, 
критическая область. Критерии сравнения выборок из нормальной совокупности. 
Критерий согласия 2 . Непараметрические критерии согласия - Колмогорова и Смирнова. 
  
5. Корреляционный и регрессионный анализ.   
 Оценка коэффициента корреляции совокупности. Критерии некоррелированости 
случайных величин. Построение линий регрессии. Доверительная область для линии 
регрессии. Множественная регрессия. Нелинейная регрессия. Метод наименьших 
квадратов и его модификации. Построение полиномов, ортогональных на дискретном 
множестве точек.  
  
6. Дисперсионный анализ.  
 Разложение дисперсии. Общая и межвыборочная дисперсии. Критерий однородности 
выборок. Критерии сравнения параметров выборок (математического ожидания и 
дисперсии).  
  
7. Основы факторного анализа. 
Построение многофакторной модели. Корреляционная матрица. Выделение и 






Примерный перечень лабораторных работ 
 
1. Первичная обработка данных. Расчет обобщающих характеристик выборки – объем, 
размах, медиана и квантили распределения, выборочные среднее, дисперсия, 
стандартное отклонение, коэффициенты асимметрии и эксцесса. Построение 
гистограммы распределения и выборочной функции распределения. 
2. Анализ функции распределения генеральной совокупности. Выбор вида 
аппроксимирующей функции распределения. Построение точечных и интервальных 
оценок параметров функции распределения. Критерии проверки гипотез о функции 
распределения генеральной совокупности. 
3. Анализ зависимостей. Критерии наличия корреляции между выборками. Построение 
линий линейной регрессии. Выбор аппроксимирующей функции. Линеаризация 
зависимостей. Построение оценок параметров функциональной зависимости. Анализ и 
построение нелинейных зависимостей. Использование ортогональных полиномов с 
автоматическим выбором порядка аппроксимацию 
4. Дисперсионный анализ.   Расчет параметров выборок и параметров обобщенной 
выборки. Критерий Фишера проверки гипотезы об однородности выборок. Сравнение 
параметров нормальных совокупностей на основании критериев Стьюдента и Фишера.   
 
Рекомендуемые формы контроля знаний 
 
1. Защита лабораторных работ. 
2. Отчеты по индивидуальным заданиям КСР. 
3. Экзамен. 
 
Рекомендуемые формы  
контролируемой самостоятельной работы студентов. 
 
1. Сбор данных и их представление по оцениванию результатов учебной 
деятельности (результаты контрольных работ, экзаменов, централизованного 
тестирования, предметных олимпиад) 
2. Статистический анализ  результатов управленческой деятельности (дисперсионный 
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