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We report Shubnikov-de Haas (SdH) oscillation measurements on FeSe under high pressure up to
P = 16.1 kbar. We find a sudden change in SdH oscillations at the onset of the pressure-induced
antiferromagnetism at P ∼ 8 kbar. We argue that this change can be attributed to a reconstruction
of the Fermi surface by the antiferromagnetic order. The negative dTc/dP observed in a range
between P ∼ 8 and 12 kbar may be explained by the reduction in the density of states due to the
reconstruction. The ratio of the transition temperature to the effective Fermi energy remains high
under high pressure: kBTc/EF ∼ 0.1 even at P = 16.1 kbar.
PACS numbers: 74.70.Xa, 71.18.+y, 74.62.Fj, 74.25.Jb
I. INTRODUCTION
Since the discovery of superconductivity (SC) at Tc =
26 K in LaFeAs(O1−xFx) by Kamihara et al. [1], the
iron-based high-Tc materials have been an object of in-
tense research activity. A recent focus has been on the
electronic nematicity and its role in the high-Tc SC [2]. In
typical iron-pnictide parent compounds such as LaFeAsO
or BaFe2As2 [3, 4], a tetragonal-to-orthorhombic struc-
tural transition precedes or coincides with stripe-type an-
tiferromagnetic (AFM) order with a wave vector q = (π,
0) in the so-called one-Fe Brillouin zone. The origin of the
structural transition, often referred to as a nematic tran-
sition, is believed to be electronic [2]. Both orders are
suppressed by pressure or chemical substitution, when
SC emerges. Since the two orders reside in close proxim-
ity, it has been argued that spin degrees of freedom rather
than orbital ones are the primary cause of the nematic
order [2].
The compound studied here, FeSe, is a fascinating iron-
based superconductor. Its Tc at ambient pressure is low
(Tc ∼ 8 K) [5], but the onset of SC can be enhanced up
to ∼ 37 K by the application of pressure [6, 7]. More-
over, still higher Tc has been reported for single-layer
films [8]. It stands out against the above general view.
It exhibits a structural transition at Ts ∼ 90 K but does
not order magnetically at ambient pressure [9]. Angle-
resolved photoemission spectroscopy (ARPES) measure-
ments show a splitting of the dxz and dyz bands below
∼ Ts [10–12]. NMR measurements find strong spin fluc-
tuations only below Ts, providing evidence against spin-
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driven nematicity [13–15]. Note, however, inelastic neu-
tron scattering measurements attest the existence of (π,
0) AFM fluctuations [16, 17]. µSR measurements show
that AFM order occurs under high pressure [18, 19],
and recently we have found an anomaly in the tem-
perature dependence of electrical resistance which pre-
sumably corresponds to this order [20]. The observed
pressure-temperature phase diagram (Fig. 1) is at vari-
ance with the spin-nematic scenario predicting that the
AFM phase is enclosed by the nematic one [2, 21]. On the
theoretical side, much effort has been devoted to under-
stand the absence of magnetic order at ambient pressure
and the nature of the ground state [22–32].
We have previously reported Shubnikov-de Haas (SdH)
oscillation measurements on FeSe at ambient pressure
[33]. Our results have subsequently been confirmed
by other groups [34, 35]. The observed Fermi surface
(FS) deviates significantly from that predicted by band-
structure calculations, most likely composed of one hole
and one electron cylinder (, although some studies sug-
gest the existence of an additional tiny pocket [36–38]).
The carrier density is of the order of 0.01 carriers/Fe,
one order-of-magnitude smaller than predicted. Because
of the small FS, the effective Fermi energies EF esti-
mated for the observed orbits are small, and hence the
ratios kBTc/EF are large: kBTc/EF = 0.04–0.22. In
single-band superconductors, kBTc/EF = 0.2 would be
an indication of the Bardeen-Cooper-Schrieffer (BCS)–
Bose-Einstein-condensation (BEC) crossover [39]. Al-
though the effects of multiband electronic structure on
the crossover physics should be scrutinized, the large
kBTc/EF ratio may have some relevance to peculiarities
of the SC in FeSe [40].
In this study, we extend SdH measurements to high
pressures. We find a drastic change in SdH oscillations
at the onset of the AFM order and argue that this change
is due to a reconstruction of the FS by the AFM order.
2We suggest that the anomalous reduction in Tc observed
in the same pressure range can be attributed to the re-
duction in the density of states (DOS) due to the recon-
struction. Interestingly, a large ratio of kBTc/EF ∼ 0.1
is found at the highest pressure of 16.1 kbar.
II. EXPERIMENTS
We performed four-contact electrical resistance R mea-
surements on FeSe in magnetic fields up to B = 45 T (35
T) at pressures up to P = 16.1 kbar and temperatures
down to T = 0.4 K (0.05 K) in Tallahassee. High-quality
single crystals were prepared by a chemical vapor trans-
port method [41]: samples A and B were prepared in
Karlsruhe, while K in Kyoto. The electrical contacts
were spot-welded, and the low-frequency ac current (f
∼ 10–20 Hz) was applied in the ab plane. The magnetic
field was applied in the c direction. Piston-cylinder type
pressure cells made of NiCrAl and BeCu alloys (C&T
Factory, Tokyo) were used [42]. The pressure transmit-
ting medium was Daphne 7474 (Idemitsu Kosan, Tokyo),
which remains liquid up to 37 kbar at room temperature
and assures highly hydrostatic pressure generation in the
investigated pressure range [43]. The pressure was deter-
mined from the resistance variation of calibrated man-
ganin wires. The applied pressures and the correspond-
ing phase transition temperatures can be seen in Fig. 1.
We measured R(T ) at P = 8.9 kbar in sample-K only
below T = 16 K, and hence TN at this pressure is un-
known. The data of Fig. 1 suggest that the onset of the
AFM coincides with the onset of negative dTc/dP at P ∼
8 kbar. A recent report by Kaluarachchi et al. supports
this view: at P = 8.7 kbar, which is very close to the
pressure of the local maximum of Tc, they have observed
the anomaly at TN slightly above Tc [44].
III. RESULTS
Figure 2 shows magnetic-field dependences of the re-
sistance in sample K at T = 0.4 K measured at different
pressures. Within a simple two-carrier model for com-
pensated metals, the transverse magnetoresistance can
be expressed as R(B) = [1+ (Ne)−2σhσeB
2]R(0), where
N is the carrier density, σh(e) the hole (electron) conduc-
tivity. The experimental R(B) curves approximately fol-
low the expected B2 dependence at high fields as shown
in the log-log plot. The resistance in the AFM phase at
P = 8.9 and 14.1 kbar increases more rapidly with field
than that in the paramagnetic (PM) phase at P = 0 and
4.4 kbar, suggesting that in the AFM phase the carrier
density N is reduced and/or the conductivity (σh and/or
σe) is enhanced.
We extract SdH oscillations from the measured R(B)
curves by subtracting a smoothly varying background,
typically modeled by a second- or third-order polyno-
mial. Figure 3(a) shows the normalized oscillations
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FIG. 1. (Color online). High-pressure phase diagram of FeSe.
Structural transition at Ts, AFM transition at TN (Tu in [20]),
and SC transition at Tc. Tc is defined as the temperature
where the resistance becomes zero. Different symbol shapes
correspond to different samples. Data for samples other than
A, B and K are from [20].
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FIG. 2. (Color online). (Left) Magnetic-field dependence of
the resistance in sample K for different pressures. (Right)
The same data in a log-log plot.
Rosc/Rbackground. In the PM phase at P = 0 and
4.4 kbar, fast oscillations with periods of the order of
∆(1000/B) ∼1 T−1 are clearly visible. These fast oscil-
lations disappear in the AFM phase at higher pressures.
This sudden change in the SdH oscillations suggests that
the FS is reconstructed by the AFM order.
Figure 3(b) shows the spectral analysis of the SdH os-
cillations. We plot Fourier transform (FT) amplitudes
(dotted lines) and also power spectral densities (PSD)
estimated using the maximum entropy method (MEM)
(solid lines) [45]. Because of the increasing upper critical
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FIG. 3. (Color online). (a) SdH oscillations in FeSe at different pressures as a function of inverse field 1/B, and (b) FT
amplitudes of the oscillations (dotted lines) and MEM PSDs (solid lines). [P (kbar), T (K), sample] = (0, 0.046, B), (4.4, 0.38,
K), (8.9, 0.36, K), (10.2, 0.43, B), (11.3, 0.64, B), (14.1, 1.1, K), and (16.1, 1.65, A) from bottom to top. High-T data are
shown for high pressures because of lower Bc2, i.e., wider normal-state field ranges.
field Bc2 under pressure (Fig. 2), the field range where
SdH oscillations can be observed shrinks under pressure
[Fig. 3(a)], which severely degrades the frequency reso-
lution of FT spectra as can be seen in Fig. 3(b). In the
MEM, an autoregressive model is fitted to data and the
spectrum is estimated from its coefficients. It is known to
have high spectral resolution for short data [46, 47] and
indeed gives sharp spectral peaks for the present data as
seen in Fig. 3(b). The principle of the MEM and ex-
amples of its application to short data are described in
Appendix.
The spectrum for P = 0 kbar is consistent with our
previous report [20], where we identified four fundamen-
tal frequencies α, β, γ, and δ and their harmonics. The
SdH frequency F is proportional to the FS cross-sectional
area A normal to the field: F = h¯A/(2πe). The cross
section corresponding to the frequency α is only 0.2% of
the Brillouin zone. As the pressure is increased in the
PM phase to 4.4 kbar, the frequencies increase [see also
Fig. 4(a)], i.e., the FS expands.
As the sample enters the AFM phase at P = 8.9 kbar,
the FT spectrum (dotted curve) shows only a broad low-
frequency peak with a shoulder. The MEM PSD (solid
curve) indicates that the broad peak is actually superpo-
sition of a fundamental, labeled Ω, and its second har-
monic 2Ω. A weak peak appears near F ∼0.4 kT in
the MEM PSD. It can be attributed to the fourth har-
monic 4Ω and can explain the weak shoulder of the FT
spectrum. Although the fundamental frequency Ω has
less than two oscillation periods in the experimental field
range, the observation of the harmonics corroborates its
existence. There is no high-frequency fundamental com-
parable in size to γ or δ, confirming the conclusion (i.e,
the disappearance of the high frequencies) drawn above
from the oscillation signal itself. At P = 10.2 and 11.3
kbar, the existence of the fundamental frequency Ω near
F ∼0.1 kT becomes more unambiguous. A peak, al-
beit broad, develops near the position of Ω even in the
FT spectra [Fig. 3(b)]. Further, the fundamental oscil-
lation can directly be identified in the oscillation signals
themselves [Fig. 3(a)]: At both pressures, the peaks are
observed roughly at 1000/B ∼ 28 and 38 T−1, and the
interval between them corresponds to one oscillation pe-
riod. Fine structures, especially the doublet structure
near 1000/B ∼ 28 T−1 at P = 11.3 kbar, might be at-
tributed to the spin splitting, i.e., splitting of the contri-
butions of up- and down-spin electrons [48]. The above
three pressures are in the pressure region where dTc/dP
< 0 (Fig. 1). At P = 14.1 and 16.1 kbar, where dTc/dP >
0, a fundamental frequency appears near F ∼0.3 kT with
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FIG. 4. (Color online). (a) SdH frequency, (b) effective mass,
(c) effective Fermi energy, and (d) kBTc/EF in FeSe as a func-
tion of pressure. Solid and hollow symbols are based on FT
and MEM analyses, respectively. They are consistent with
each other and reveal the meaningful pressure evolution of
those quantities. Error bars for F and m∗ are based on stan-
dard deviations of measurements and fitting errors, respec-
tively. Errors for the last two quantities are derived from
those. Different symbol shapes correspond to different sam-
ples as in Fig. 1.
the second harmonic [Fig. 3(b)]. Since the frequency is
more than two times larger than Ω, it is unclear whether
this frequency has the same origin as Ω and hence we
label it Ψ. There is still no high-frequency fundamental.
Effective masses associated with the cyclotron orbits
can be estimated from the temperature dependences of
the oscillation amplitudes [48]. Since the frequencies α,
Ω, and Ψ are low, we can observe only less than two
oscillation periods in the field ranges available for the
mass analysis. We therefore use the amplitudes of the
second harmonics to estimate the associated masses for
those frequencies. We use FT amplitudes as far as possi-
ble (solid symbols in Fig. 4), but when the frequency
resolution is not sufficient we use MEM PSD (hollow
symbols in Fig. 4). In the latter case, the square root
of the integrated power under a frequency peak is as-
sumed to be an oscillation amplitude for the frequency
[46], as described in Appendix. The estimated masses
are shown in Fig. 4(b). Note that the frequencies and
effective masses estimated from the FT and MEM anal-
yses, shown by solid and hollow symbols, respectively,
are consistent with each other and reveal the meaning-
ful pressure evolution of those quantities. The effective
Fermi energy EF can be estimated from F and m
∗ for
each of the observed orbits, using the following formulae:
EF = h¯
2k2F /(2m
∗), and A = πk2F [Fig. 4(c)]. The ratio
of Tc and EF is shown in Fig. 4(d). We note that the
ratio remains high at high pressures.
IV. DISCUSSION
We first discuss the pressure dependence of the fre-
quencies and effective masses in the PM phase. Naively,
the pressure would increase the band width, which would
result in increase in FS sizes via increased band overlap
and decrease of the effective masses. The former is consis-
tent with the increase in F from P = 0 to 4.4 kbar in the
PM phase [Fig. 4(a)]. The γ and δ frequencies increase
more rapidly than α and β. This indicates an increased
three-dimensionality with pressure, as the γ and δ (α and
β) frequencies are attributed to maximum (minimum)
cross sections normal to the c axis of FS cylinders [20].
On the other hand, the effective masses do not decrease
with pressure, but rather exhibit a moderately increas-
ing trend [Fig. 4(b)]. This may indicate that the mass
enhancement due to spin fluctuations gets stronger with
pressure as suggested by NMR measurements under high
pressure [13]. In BaFe2(As1−xPx)2, the existence of an
AFM quantum critical point has been argued on the basis
of the diverging effective mass towards the onset of the
AFM order [49–52]. In the present case, the data points
are not sufficient to deduce a divergence of the effective
masses, and further investigations are necessary.
We now discuss the sudden change in the SdH oscilla-
tions at the onset of the AFM order. Our view is that it
is due to the reconstruction of the Fermi surface by the
AFM order, as already stated above. In the following we
argue that this view is the most rational by considering
possible objections to it.
First of all, we can rule out the possibility that the
disappearance of the high frequencies at P = 8.9 kbar
(Fig. 3) is due to the pressure inhomogeneity or non-
hydrostaticity. The pressure medium used in the present
study, Daphne 7474, remains liquid up to 37 kbar at room
temperature [43]. A study using the ruby fluorescence
technique in a diamond anvil cell has experimentally con-
firmed the hydrostatic pressure generation up to this so-
5lidification pressure at room temperature [53]. Further,
another study using a similar method has confirmed that
a high level of the hydrostaticity is maintained at 77 K
[54]: The width of the ruby R1 line, a measure of the
pressure inhomogeneity, at 20 kbar is approximately two
times smaller than that in the case of Flourinert, a fre-
quently used pressure medium, and nearly the same as
that in He. In addition, the line width shows only a very
weak pressure dependence up to 20 kbar, and there is
no rapid change in a pressure region between 4.4 and 8.9
kbar that could explain the sudden disappearance of the
high frequencies at P = 8.9 kbar.
The high level of the hydrostaticity has also been
demonstrated in previous high-pressure quantum oscil-
lations measurements using Daphne 7474 as a pressure
transmitting medium. Note that higher-frequency os-
cillations are generally more susceptible to the pressure
inhomogeneity, because the corresponding cyclotron or-
bits in real space are larger. In the case of CeRhSi3, for
example, high frequencies up to F ∼22 kT, more than
one order-of-magnitude larger than the present γ and δ
frequencies, have been observed at about 30 kbar [55].
In KFe2As2, which is approximately as soft and easy to
cleave as FeSe and hence can be a good reference com-
pound for comparison, frequencies in a range F = 2 – 3
kT have continuously been observed from P = 0 to 24.7
kbar with similar amplitudes at all pressures [56]. These
clearly indicate that it is difficult to attribute the present
disappearance of the high frequencies at P = 8.9 kbar to
the pressure inhomogeneity.
One might argue that, instead of a FS reconstruc-
tion, phase separation might occur: AFM domains are
phase-separated from PM/SC domains, and the Ω and
Ψ frequencies originate from the latter and are the same
as the α frequency. In this view, the other frequencies
disappear simply because of increased scattering. This
scenario might sound especially plausible since the µSR
measurements show that the AFM order is partially sup-
pressed by the onset of SC in the pressure region where
dTc/dP < 0 [18, 19]. Note however that SC is, in fact,
killed by the magnetic field needed to observe SdH oscil-
lations. We further argue against this phase-separation
scenario as follows: The pressure evolution of the fre-
quencies and effective masses of α, Ω, and Ψ can not be
explained by simple extrapolation of the behavior of F
and m∗ in the PM phase, which would be monotonic in-
crease in both quantities [Fig. 4(a) and (b)]. Secondly,
the oscillation amplitude of Ω is much larger than that
of α: note that the oscillations at P = 8.9, 10.2, and 11.3
kbar in Fig. 3(a) are scaled down by a factor of 1/3. This
suggests that scattering is reduced at those pressures, and
hence it is difficult to explain the disappearance of the
other frequencies by increased scattering. Lastly, if there
is no reconstruction, the enhanced magnetoresistance in
the AFM phase (Fig. 2) requires an enhancement of σh
or σe since N remains nearly the same [see the above
expression for R(B)]. This once more contradicts the
assumption of increased scattering.
One might still wonder if the tiny FS of FeSe could be
shared by the SC and AFM. It has been argued that the
AFM order in the iron-based high-Tc compounds is quite
different from the spin-density-wave order in chromium, a
weakly correlated metal, and that the electrons have both
itinerant and localized character [57]. More specifically,
the stabilization of the AFM order is not provided by
FS nesting alone but involves electrons more than 1 eV
below the Fermi level [58, 59]. It therefore seems possible
that the AFM order in FeSe is stabilized without gapping
large parts of the FS and hence leaves a sufficiently large
portion of the FS for the SC. The reduction of the DOS
by the partial FS gapping can explain dTc/dP < 0 for
P ∼ 8–10 kbar near the onset of AFM order. As the
growth of the DOS suppression with pressure slows down,
Tc increases again probably because of increasing spin
fluctuations.
The occurrence of the FS reconstruction at the onset
of the AFM order would suggest that the ordering wave
vector is likely (π, 0) (or very close to it): otherwise the
hole and electron FS cylinders would not intersect each
other to open a gap, as they are very small. This would
raise an interesting question about the crystal structure
for P > ∼18 kbar where the structural transition Ts is no
longer observed (Fig. 1). Since a single-q order with (π, 0)
is incompatible with the tetragonal structure, the AFM
transition at TN at those pressures might be accompa-
nied by an orthorhombic structural distortion similar to
the AFM transition in BaFe2As2 [60]. An alternative sce-
nario would be a double-q order preserving the tetragonal
symmetry. In addition, theoretical studies based on ab
initio calculations suggest that the absence of magnetic
order at ambient pressure is due to competition between
different magnetic ordering vectors and that the applica-
tion of pressure lifts this near-degeneracy, leading to a (π,
0) stripe order [26] or a (π, π/2) staggered dimer order
[27]. To settle those issues, neutron diffraction measure-
ments under high pressure are highly desirable.
Recently, Kaluarachchi et al. have reported a high-
pressure study of the upper critical field in FeSe [44].
They have found abrupt changes in the normalized slope
of the c-axis upper critical field (−1/Tc)(dBc2,c/dT )|Tc
at P1 ∼8 kbar, the onset of the AFM order, and P2 ∼12
kbar, the local minimum of Tc, and have shown that
the observed slopes in the three regions, i.e., P < P1,
P1 < P < P2, and P2 < P , can be explained very well by
the Fermi surface parameters determined in the present
study (Fig. 4). They have therefore concluded that the
abrupt changes in the slope are due to changes of the
Fermi surface. The FS change at P1 agrees with our pro-
posed AFM reconstruction of the FS. The second one at
P2 is compatible with the discontinuous change of the fre-
quency from Ω to Ψ across P2. The µSR measurements
suggest that the AFM order changes from incommen-
surate to commensurate at P2 [18, 19], which could be
related to this FS change.
Finally, we note that the ratio kBTc/EF remains as
high as ∼ 0.1 even at P = 16.1 kbar [Fig. 4(d)]. The
6smallness of EF (relative to Tc) seems to be a key factor
to be kept in mind when we tackle not only the pecu-
liar SC in FeSe at ambient pressure but also the huge
enhancement of Tc under high pressure.
V. SUMMARY
We have performed SdH oscillation measurements on
FeSe under high pressure up to P = 16.1 kbar and found
a sudden change in the SdH oscillations at the onset of
the AFM order. We have shown that the pressure inho-
mogeneity or phase separation is unlikely to explain the
observed change and argued that it is due to the FS re-
construction by the AFM order. The negative dTc/dP at
the onset of the AFM may be attributed to the reduction
in the density of states due to the reconstruction. The
AFM ordering vector could be (π, 0) and further studies
on this point are necessary. The ratio kBTc/EF remains
high in the investigated pressure range.
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Appendix A: Maximum entropy method (MEM) of
spectral analysis and quantum oscillation studies
1. Introduction
We can observe physical phenomena only in a limited
window, i.e., in a limited period of time ( or field in the
present case). When estimating the power spectrum of
the observed physical quantity, we have to assume how
it behaves outside the experimental window.
The Fourier transform (FT) analysis assumes that the
observed behavior is repeated infinitely outside the win-
dow. Therefore, the frequency resolution ∆F is basically
limited by the reciprocal data length (though it is usu-
ally “enhanced” by zero padding): in the case of quan-
tum oscillation measurements, ∆F = [∆(1/B)]−1, where
∆(1/B) is the width of the measured field range in 1/B.
On the other hand, the MEM fits an autoregressive
model to the observed behavior and assumes that the
physical quantity evolves outside the window according
to this model. In a sense, it analyzes infinitely long data.
Because of this, it can produce fine spectral peaks even
for short data.
The MEM has been used in the fields of geophysics and
astrophysics since late 1960s [46]. In those research areas,
the time scale of physical phenomena does not always
allow one to observe many oscillation periods, and hence
one has to work with short data. The MEM has proven
to be a powerful tool to analyze short data in those areas.
In the area of quantum oscillation studies, Sigfusson et
al. reported application of MEM to spectral analysis of
de Haas-van Alphen oscillations in 1992 [47]. Since then
MEM has been used occasionally because of its superior
frequency resolution [61–66]. However, it has scarcely
been used to determine effective masses, which requires
a reliable estimation of oscillation amplitudes. The lim-
ited use of MEM is probably due to the fact that peak
values of MEM PSD are so sensitive to noise in analyzed
data that they can not be used as a measure of oscilla-
tion amplitudes. This obstacle can be overcome by using
integrated power [46]. In the following, after a brief de-
scription of the MEM, we demonstrate this approach by
using simulated data. Then, we consider precautions to
be taken when applying MEM to effective-mass analysis
and finally show a comparison between MEM and FT
analyses of the present data.
2. MEM spectral analysis
MEM spectral analysis fits an autoregressive (AR)
model to experimental data and estimates its power spec-
trum. The AR model of order M fitted to a time series
of length N (M < N) and interval ∆t is expressed as
[45]:
xn = −
M∑
m=1
aM,mxn−m + ǫn, (A1)
where xn is the nth data point and ǫn is a white noise
with a variance σ2. The MEM PSD is given by:
S(f) =
σ2∆t
|1 +
∑M
m=1 aM,m exp(−2πifm∆t)|
2
(A2)
(in analyses of quantum oscillations 1/B corresponds to
time).
The AR coefficients aM,m are estimated by using
Burg’s or other methods [45, 46]. The order M is de-
termined empirically by comparing spectra with those
obtained by FT, for example: With increasing M , ini-
tially the number of spectral peaks increases. Then, the
peak number stays nearly constant for a fairly long inter-
val ofM and the peaks sharpen. Finally, the peaks start
splitting and proliferate. M should be chosen in the sta-
ble region, and the spectrum should match that by FT
reasonably well. It is often suggested that approximately
N/2 is a safe maximum for M [46, 67].
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FIG. 5. (Color online). (Upper) Example of simulated signal.
(Lower) FT amplitude (dotted curve) and MEM PSD (solid
curve).
3. Amplitude estimation by MEM
We analyze signals of the form:
A1 sin(2πF1/B−3π/4)+A2 sin(2πF2/B−5π/4)+(noise),
(A3)
where F1 = 90 T, F2 = 195 T, and 28 T < B < 45 T.
For each of (A1, A2) = (1, 0.7), (0.8, 0.5), and (0.6, 0.3),
we generate three signals by adding random noise with
a Gaussian distribution of a standard deviation of 0.04.
The number of data points is 1024, evenly spaced in 1/B,
and the order of the AR model is M = 400. Note that
the frequency F1 has only 1.2 periods in the generated
field range.
Our MEM code is based on [45]. However, since the
power scaling used in [45] is inconvenient for the present
purpose, PSDs are multiplied by 4∆, where ∆ is the sam-
pling interval [i.e., ∆(1/B) between two adjacent data
points in the present case]. This gives the correct ampli-
tude A = 1 for sin(x).
Examples of simulated signals, FT amplitudes, and
MEM PSDs are shown in Figs. 5 and 6. While FT can
not resolve the two frequencies because the field range is
too narrow, MEM can. MEM gives F1 = 84(2) T and
F2 = 199(1) T, which are within 7 and 2% of the true
values, respectively. However, it is clear that heights of
MEM PSD peaks are not reliable: in Fig. 5, the height
of the F2 peak is more than two times larger than that
of F1 despite A1 > A2.
Figure 7 plots square roots of the peak heights against
A1 and A2 (denoted by + and x, respectively), where a
large scatter of the data points is also apparent. (Power is
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FIG. 6. (Color online). (Upper) Example of simulated signal.
(Lower) FT amplitude (dotted curve) and MEM PSD (solid
curve).
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FIG. 7. (Color online). Estimated amplitude vs. A1 and A2.
Circles and squares are square roots of integrated powers,
while + and x marks are square roots of peak heights.
the squared oscillation amplitude.) On the other hand,
the square root of the integrated power under a peak
gives an accurate measure of the amplitude (circles and
squares). Here we have estimated the integrated power
from the peak height and width assuming a Lorentzian
peak shape, which is generally a very good approxima-
8tion. For each value of A1 or A2, the three estimates con-
verge satisfactorily. On average, deviations from the true
amplitudes are only 2 and -8% for A1 and A2. respec-
tively. To summarize, the square root of the integrated
power in MEM PSD can safely be used as a measure of
oscillation amplitudes.
4. Practical considerations in application of MEM
to effective-mass analysis
FT analysis is usually performed with data window-
ing, whereas MEM is used without it. This seems to
necessitate special precautions when applying MEM to
effective-mass analysis. A window function takes a max-
imum at the center of the window and smoothly goes
to zero at both ends. Windowing enhances contributions
from the center of the window to obtain an amplitude es-
timate. Hence the estimated FT amplitude can usually
be assumed to be a good approximation to the oscillation
amplitude at the center of the window (i.e., the center of
the field range in 1/B in the present case). However, each
region of the window contributes equally to MEM PSD.
If oscillations grow significantly with field, the estimated
amplitude is biased by the high-field region and hence
may not be a good approximation to the amplitude at
the center of the window. It is therefore better to use
a narrow field range. Secondly, when a background is
subtracted, residuals may be large near an end of the
fitting region. This is not a problem in FT analysis be-
cause those residuals are suppressed by windowing, but
it is in MEM analysis. It is better to omit a region where
residuals are large in MEM analysis.
In addition, the following caveat is in order. MEM
gives reliable frequency estimates even for a very narrow
data window as shown above: the F1 oscillation has only
1.2 periods in the window. However, such short data can
in reality not be used for the mass analysis because the
amplitude of extremely slow oscillations can crucially de-
pend on the background subtraction: sometimes the am-
plitude can be suppressed by the background subtraction
very effectively. Our criterion is to have at least two os-
cillation periods in a data window so that the oscillation
will not inadvertently be eliminated by subtraction of a
low-order polynomial.
5. Example of application of MEM to
effective-mass analysis
Finally, we compare FT and MEM analyses of SdH
oscillations in FeSe at P = 4.4 kbar. Figure 8 shows os-
cillations measured at different temperatures. Two field
sweeps were made at each temperature (three at T =
0.38 K). Figure 9 shows FT and MEM spectra. FT was
applied in a field range between B = 26 and 45 T. MEM
was applied in a slightly narrower range B = 27.7 – 45 T
to avoid large residuals of background subtraction near B
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FIG. 8. (Color online). SdH oscillations in FeSe at P = 4.4
kbar.
=26 T. The data in this field range were interpolated to
N = 1024 points, which are equally spaced in 1/B, and
then PSDs were calculated with M = 650 [Fig. 9(b)].
Also, PSDs for the high-field half of the same data (B
= 34.2 – 45 T, N = 512) were calculated with M = 300
[Fig. 9(c)].
The FT spectra can resolve β, γ, and δ, while the MEM
spectra for B = 27.7 – 45 T can resolve α and 2α as well.
The MEM spectra for B = 34.2 – 45 T resolve only γ
and δ because of the narrow field range.
Figure 10 shows temperature dependences of ampli-
tudes of those resolved frequencies (except α and 2α).
For the MEM spectra, integrated powers were estimated
by fitting Lorentzian functions to spectral peaks. The
solid curves are fits to the Lifshitz-Kosevich formula to
estimate effective masses [48].
Table I shows frequencies and effective masses deter-
mined in those analyses. Errors for F are standard de-
viations of frequencies determined in different measure-
ments, and those for m∗ are fitting uncertainties. The
α frequency has only one oscillation period in the range
B = 27.7 – 45 T, and hence its temperature dependence
was not analyzed. Instead, the temperature dependence
of the 2α oscillation was analyzed, which is expected to
give a two times larger effective mass than that of α. The
frequencies determined by FT and MEM (for both field
windows) almost agree within the errors. Comparing the
FT and wide-region MEM (B = 27.7 – 45 T) analyses,
the effective mass for β agrees well, while those for γ
and δ do not. Using the narrow field range (B = 34.2
– 45 T) for MEM, the agreement with the FT analysis
is improved for γ, though virtually no change is seen for
δ. As discussed above, effective-mass estimates by MEM
can be more prone to be influenced by the field depen-
dence of oscillation amplitudes, and estimates of heavy
masses can be more biased because of stronger field de-
9TABLE I. Frequencies and effective masses estimated by FT and MEM.
FT (B = 26 - 45 T) MEM (B = 27.7 - 45 T) MEM (B = 34.2 - 45 T)
Branch F (kT) m∗/me F (kT) m
∗/me F (kT) m
∗/me
2α 0.139(9) 4.4(3)
β 0.256(6) 4.1(2) 0.24(2) 4.3(2)
γ 0.740(5) 7.6(3) 0.736(2) 5.8(4) 0.754(9) 6.4(3)
δ 0.84(2) 5.2(2) 0.847(3) 4.4(3) 0.873(7) 4.3(3)
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FIG. 9. (Color online). (a) FT amplitudes and (b, c) MEM
PSDs.
pendences of amplitudes. Thus the narrow-range MEM
results seem more reliable, allthough the masses for γ
and δ differ beyond the fitting errors even between the
FT and narrow-region MEM analyses.
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