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Abstrat
In this note we present some examples of diusions in random environment whose
asymptoti behavior is rather surprising. We onstrut a family of diusions that
are small perturbations of Brownian motion with non-vanishing expeted loal drift
under the stati measure of the environment but where the ballisti behavior is lost.
As slight modiations of this olletion of diusions we also provide examples with
ballisti behavior where the non-vanishing limiting veloity points to a diretion
opposite to the expeted loal drift under the stati measure.
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1 Introdution
In this note we onstrut examples of diusions in random environment whih are small
perturbations of Brownian motion and behave diusively although their expeted loal
drift does not vanish. We also provide examples where the diusion has non-degenerate
asymptoti veloity but the average loal drift vanishes, as well as examples where the
asymptoti veloity points in the opposite diretion to the average loal drift. These
examples show that the naive guess that the average loal drift ontrols whether the
diusion is ballisti (i.e. has non-degenerate veloity) or not, is wrong, even for small
perturbations of Brownian motion. The ruial tool in the onstrution of the above
examples is the so-alled method of the environment viewed from the partile, see below
(1.9) for more omments and referenes on this tehnique. Let us mention that there
has reently been an intense ativity around the investigation of diusions as well as
random walks in random environment, notably in the study of ballisti behavior, see [5℄,
1
2 1 INTRODUCTION
[6℄, [17℄, [18℄, [19℄, [20℄, [21℄, [22℄, [26℄. As for diusive behavior, some progress has also
been made, see [1℄, [3℄, [25℄. For an overview of results and useful tehniques onerning
this area of researh we also refer to [12℄, [23℄, [24℄, [28℄, [29℄.
We now desribe the model. We onsider dimensions d ≥ 2 and the random environment
is desribed by a probability spae (Ω,A,P).We write EP for the expetation with respet
to the measure P. We assume the existene of a group {τx : x ∈ R
d} of P-preserving
transformations whih at ergodially on Ω and are jointly measurable in x ∈ Rd, ω ∈ Ω.
Note that in the sequel eah measurable funtion of the form f(x, ω), x ∈ Rd, ω ∈ Ω, is
supposed to be generated from a measurable map f˜ on Ω by the ation {τx : x ∈ R
d},
i.e.
f(x, ω)
def
= f˜(τx(ω)), (1.1)
and hene is a stationary random eld. For all suh funtions f and all Borel subsets
F ⊆ Rd we dene the σ-algebra
HfF
def
= σ (f(x, ω) : x ∈ F ) . (1.2)
The diusions under onsideration in this work all have the identity as diusion matrix
and the drift is a stationary uniformly bounded funtion b(x, ω), x ∈ Rd, ω ∈ Ω, suh
that there exists a onstant κ > 0 suh that for all x, y ∈ Rd, ω ∈ Ω, the following
Lipshitz ondition is satised:
|b(x, ω)− b(y, ω)| ≤ κ|x− y|, (1.3)
where | · | denotes the Eulidean norm in Rd. Furthermore, the oeient b satises the
nite range dependene ondition with range R > 0 that is for Borel subsets A and B
of Rd,
HbA and H
b
B are P-independent whenever d(A,B) > R, (1.4)
where d(A,B)
def
= inf {|x− y| : x ∈ A, y ∈ B} . We write (Xt)t≥0 for the anonial pro-
ess on C(R+,R
d), the spae of ontinuous Rd-valued funtions on R+. Due to bound-
edness and regularity of b (see (1.3)), for any x ∈ Rd, ω ∈ Ω, the martingale problem
attahed to
Lω =
1
2
∆ + b(·, ω) · ∇ (1.5)
and starting in x at time 0 is well-posed, see Corollary 5.4.29 in [8℄ for the existene of
a unique solution of the above martingale problem. The law Px,ω on C(R+,R
d) denotes
its unique solution and desribes the diusion in the environment ω and starting from
x. Px,ω is usually alled the quenhed law and we write Ex,ω for the orresponding
expetation. For the study of the asymptotis of (Xt)t≥0, it is onvenient to introdue
also the annealed law
Px
def
= P× Px,ω, x ∈ R
d. (1.6)
We denote with Ex the orresponding expetation.
3Let us now explain more preisely the purpose of this work. We are going to onstrut
in dimension d ≥ 2 a family of small perturbations of Brownian motion attahed to a
seond order ellipti operator of the form (1.5) whih ontains examples of diusions
with arbitrarily small drifts suh that the expeted loal drift under the stati measure
does not vanish but the ballisti behavior is lost. More preisely, for all ε > 0 small
enough we nd examples with |b(x, ω)| ≤ ε for all x ∈ Rd, ω ∈ Ω, suh that
EP[b(0, ω)] 6= 0 but P0-a.s., lim
t→∞
Xt
t
= 0, (1.7)
see Theorem 3.1. As a slight modiation of this lass of diusions, we will also provide
examples with arbitrarily small drifts that exhibit ballisti behavior when the expeted
loal drift vanishes, that is
EP[b(0, ω)] = 0 but P0-a.s., lim
t→∞
Xt
t
= v 6= 0, (1.8)
see Theorem 3.4, with a deterministi veloity v 6= 0, or even has the opposite diretion
to the non-vanishing limiting veloity whih means that there exists a positive onstant
γ > 0 suh that
P0-a.s., lim
t→∞
Xt
t
= −γEP[b(0, ω)] 6= 0, (1.9)
see Theorem 3.2. For the onstrution of examples with similar behavior in the ase of
random walks in random environment, the authors of [1℄ exploit the presene of so-alled
ut times to derive a law of large numbers, see also del Tenno [3℄ for a similar tehnique
in the ontinuous spae-time setting. In this work the main strategy to provide exam-
ples of the nature desribed in (1.7)-(1.9) is the method of the environment viewed from
the partile. For further suessful appliations of this method see for instane [9℄, [10℄,
[11℄, [13℄, [14℄, [15℄, [16℄. This tehnique relies on the existene of an invariant ergodi
measure for the proess of the environment viewed from the partile, as dened in (5.3),
whih is absolutely ontinuous with respet to the stati measure of the environment
and produes a law of large numbers with expliit formula for the limiting veloity. Un-
fortunately, for general diusions in random environment, the problem of nding suh a
measure seems to be intratable. For our purpose however, we an restrit ourselves to
drifts with a speial struture for whih the invariant measure is known, see (5.1) and
Theorem 5.1 in the Appendix.
The onstrution of the above mentioned examples using the tehnique of the envi-
ronment viewed from the partile shows us that the limiting veloity of the partile is
governed by the environment viewed from the partile and not by the stati environment
whih may be dierent.
Let us explain how this work is organized. In Setion 2 we onstrut a family of small
perturbations of Brownian motion whih ontains examples of eah type of behavior
desribed above in (1.7)-(1.9). In Setion 3 we then provide these examples. Setion 4
ontains auxiliary results and is dediated to the proof of Lemma 2.3 stated in Setion
2 and a onrete example of possible funtions whih are involved in the onstrution of
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the family of drifts in Setion 2. Finally, in the Appendix, we will present more details on
the existene of an invariant ergodi measure for the proess of the environment viewed
from the partile for a speial lass of diusions.
2 Main onstrution of the drifts
In this setion we are going to onstrut a family of small drifts suh that the lass of
diusions generated via the operators given in (1.5) for this family of drifts ontains
examples of diusions with arbitrarily small drift whih behave as desribed in the in-
trodution (see (1.7)-(1.9)).
Let us rst introdue some notation. For a Borel subset A ⊆ Rd and a real number r > 0
we dene the open r-neighborhood of A as
Ar
def
=
{
x ∈ Rd
∣∣∣ d(x,A) < r} , (2.1)
with the distane funtion as dened below (1.4). For the j-th, j ≥ 0, partial derivative
with respet to x ∈ Rd of a measurable funtion f(x, ω), x ∈ Rd, ω ∈ Ω, we will write
∂ji f(x, ω)
def
=
∂j
∂xji
f(x, ω), i = 1, . . . , d. (2.2)
For simpliity we will only write ∂i for ∂
1
i , 1, . . . , d. Furthermore, for integer k ≥ 0,
we denote with Ck(Rd) the spae of all k-times ontinuously dierentiable real-valued
funtions on Rd, whereas Lipkm(R
d×Ω) for m ≥ 0 stands for the spae of all measurable
funtions f : Rd × Ω −→ R with f(·, ω) ∈ Ck(Rd) for eah ω ∈ Ω and suh that for all
x, y ∈ Rd, ω ∈ Ω and i = 1, . . . , d, j = 0, 1, . . . , k,
|∂ji f(x, ω)| ≤ m, |∂
j
i f(x, ω)− ∂
j
i f(y, ω)| ≤ m|x− y|. (2.3)
Note that no suh ontrol on mixed derivatives is needed in the sequel.
For a funtion
ϕ ∈ Lip21(R
d × Ω) (2.4)
whih satises the nite range dependene ondition with range R/2, i.e. for all Borel
subsets A,B ⊆ Rd,
HϕA and H
ϕ
B are P-independent whenever d(A,B) > R/2, (2.5)
where HϕA,H
ϕ
B are dened in (1.2), we dene for 0 ≤ ε ≤ 1, x ∈ R
d
and ω ∈ Ω,
φε(x, ω)
def
=
1 + ε
d
ϕ(x, ω)
1 + ε
d
EP[ϕ(0, ω)]
. (2.6)
Let us ollet some useful properties of the family φε, 0 ≤ ε ≤ 1, in the following
5Lemma 2.1. For every Borel subset A ⊆ Rd we have that for all 0 ≤ ε ≤ 1,
HφεA ⊆ H
ϕ
A. (2.7)
Moreover, the following properties hold true for all 0 ≤ ε ≤ 1, x, y ∈ Rd, ω ∈ Ω and
i = 1, . . . , d : (note that d ≥ 2)
φε ∈ Lip
2
3(R
d × Ω); (2.8)
1
3
≤
d− ε
d+ ε
≤ φε(x, ω) ≤
d+ ε
d− ε
≤ 3; (2.9)
|∂ji φε(x, ω)| ≤
ε
d− ε
≤ 1 for j = 1, 2; (2.10)
|∂ji φε(x, ω)− ∂
j
i φε(y, ω)| ≤
ε
d− ε
|x− y| for j = 0, 1, 2; (2.11)
dQε
def
= φε(0, ω)dP denes a probability measure equivalent to P. (2.12)
Proof: The measurability property (2.7) is obvious. Due to assumption (2.4) we nd
that φε(·, ω) ∈ C
2(Rd) for all 0 ≤ ε ≤ 1, ω ∈ Ω. The statements (2.9)-(2.11) follow
by diret inspetion of the formula (2.6) and property (2.12) is a diret onsequene of
(2.9) and the fat that EP[φε(0, ω)] = 1 for all 0 ≤ ε ≤ 1. Finally observe that for all
0 ≤ ε ≤ 1, φε ∈ Lip
2
3(R
d ×Ω).
✷
Furthermore, we onsider a measurable funtion h(x, ω) = (hi,j(x, ω))i,j=1,...,d, x ∈
Rd, ω ∈ Ω, with values in the spae of skew-symmetri d× d-matries, i.e.
hi,j(x, ω) = −hj,i(x, ω) for all x ∈ R
d, ω ∈ Ω and i, j = 1, . . . , d, (2.13)
and we assume that for all i, j = 1, . . . , d,
hi,j ∈ Lip
2
1(R
d × Ω) and H
hi,j
A ⊆ H
ϕ
AR/8
(2.14)
for all Borel subsetsA of Rd.We then dene the funtion c = (c1, . . . , cd)
T : Rd×Ω −→ Rd
as
ci(x, ω)
def
=
1
8d2
d∑
j=1
∂jhi,j(x, ω), for all x ∈ R
d, ω ∈ Ω and i = 1, . . . , d. (2.15)
By diret inspetion of the denition (2.15) and using the properties mentioned in (2.14)
one easily nds
Lemma 2.2. For all x, y ∈ Rd and ω ∈ Ω we have that ci(·, ω) ∈ C
1(Rd), i = 1, . . . , d,
and
|c(x, ω)| ≤
1
8
, |c(x, ω) − c(y, ω)| ≤
1
8
|x− y|, ∇ · c(x, ω) = 0. (2.16)
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Moreover, the following measurability property holds: for every Borel subset A of Rd,
HcA ⊆ H
ϕ
AR/4
. (2.17)
In addition to the above restritions on the hoies of c and ϕ we assume the following
non-degeneray ondition to be satised:
EP [c(0, ω)ϕ(0, ω)] 6= 0. (2.18)
The reason for this onstraint will beome lear when we onstrut the rst example
(see (3.4)). Note that sine for all i, j = 1, . . . , d, hi,j ∈ Lip
2
1(R
d × Ω), both hi,j(x, ω)
and ∂jhi,j(x, ω) are bounded in absolute value by 1 for all x ∈ R
d, ω ∈ Ω and hene
EP[ci(0, ω)]
(2.15)
= (8d2)−1
∑d
j=1E
P[∂jhi,j(0, ω)] = (8d
2)−1
∑d
j=1 ∂jE
P[hi,j(0, ω)]. Due to
stationarity of the environment the latter expression equals zero. So, we nd that
EP [c(0, ω)] = 0. (2.19)
This together with (2.18) implies that
ϕ(0, ω) 6≡ const. P-a.s.. (2.20)
For a possible example of funtions ϕ and hi,j, i, j = 1, . . . d with the properties mentioned
in (2.4), (2.5), and (2.13), (2.14) respetively, suh that (2.18) holds, we refer to Setion
4.2. Now we are ready to introdue the family of drifts announed in the introdution of
this setion. In the notation of (2.6) and (2.15), for 0 ≤ ε ≤ 1 and λ ∈ [−1, 1], we dene
the drift
bε,λ(x, ω)
def
=
∇φε(x, ω)
2φε(x, ω)
+ ε

c(x, ω) + λEP
[
c(0,ω)
φε(0,ω)
]
φε(x, ω)

 , x ∈ Rd, ω ∈ Ω. (2.21)
Lemma 2.3. There is an 0 < ε0 ≤ 1 suh that for all 0 ≤ ε ≤ ε0 and λ ∈ [−1, 1], the drift
bε,λ dened in (2.21) is nite range dependent with range R and for all x, y ∈ R
d, ω ∈ Ω,
the following holds:
|bε,λ(x, ω)| ≤ ε, |bε,λ(x, ω)− bε,λ(y, ω)| ≤ |x− y|. (2.22)
The proof of Lemma 2.3 is given in Setion 4.1.
For 0 ≤ ε ≤ ε0, λ ∈ [−1, 1], x ∈ R
d
and ω ∈ Ω we denote with P ε,λx,ω the unique solution
of the martingale problem starting in x at time 0 and attahed to
Lω,ε,λ =
1
2
∆ + bε,λ(·, ω) · ∇, (2.23)
7see Corollary 5.4.29 in [8℄ for the existene of a unique solution of the above martingale
problem. Aording to the denition (1.6) we denote by P ε,λ0 the annealed law P×P
ε,λ
0,ω .
We know that the proess of the environment viewed from the partile assoiated to the
diusion P ε,λ0,ω , whih is dened in analogy to (5.3), has Qε (see (2.12)) as an invariant
ergodi measure equivalent to P and
P ε,λ0 -a.s.,
Xt
t
t→∞
−→ vε,λ
def
= EQε [bε,λ(0, ω)] , (2.24)
see Theorem 5.1 in the Appendix. For the expeted loal drift under the stati measure
P we write
dε,λ
def
= EP [bε,λ(0, ω)] . (2.25)
3 The Examples
In this setion we are going to provide examples of diusions in random environment
with arbitrarily small, non-vanishing expeted loal drift but without ballisti behavior.
A slight modiation of this family of diusions gives us then examples of ballisti be-
havior, but where the expeted loal drift under the stati measure vanishes or even has
an opposite diretion to the limiting veloity.
In order to shorten notation let us introdue the ontinuous funtion
g : [0, 1] −→ [1, 3] ; ε 7→ g(ε)
def
= EP
[
φε(0, ω)
−1
] Jensen
≥ EP [φε(0, ω)]
−1 (2.12)= 1, (3.1)
where g ≤ 3 follows from the uniform lower bound on φε given in (2.9).
Now we are ready to provide our rst examples. Reall the denition of ε0 in Lemma
2.3.
Theorem 3.1. (λ = 0). There exists an 0 < ε1 ≤ ε0 suh that for all 0 < ε < ε1 we
have that vε,0 = 0 but dε,0 6= 0.
Proof: Let us begin with the alulation of the limiting veloity. Let λ = 0 and
0 ≤ ε ≤ ε0. Then
vε,0
(2.24)
= EQε [bε,0(0, ω)]
(2.12),(2.21)
= EP
[
1
2
∇φε(0, ω)
]
+ εEP [c(0, ω)] = 0, (3.2)
where in the last equality we used (2.19) and that EP [∇φε(0, ω)] = ∇E
P [φε(0, ω)] = 0,
whih an be shown by arguments similar to those in the derivation of (2.19). For the
loal drift under the stati measure we have:
dε,0
(2.25)
= EP [bε,0(0, ω)]
(2.21)
=
1
2
EP [∇ log (φε(0, ω))] + εE
P
[
c(0, ω)
φε(0, ω)
]
.
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Again by arguments similar to those leading to (2.19) we nd that the rst term on the
right-hand side of the seond equality above vanishes and hene
dε,0 = εE
P
[
c(0, ω)
φε(0, ω)
]
(2.6)
= ε
(
1 +
ε
d
EP [ϕ(0, ω)]
)
EP
[
c(0, ω)
1 + ε
d
ϕ(0, ω)
]
. (3.3)
Using the identity (3.3) one an hek by straightforward omputations that
d0,0 = 0,
d
dε
∣∣∣
ε=0
dε,0 = E
P[c(0, ω)]
(2.19)
= 0
and
d2
dε2
∣∣∣
ε=0
dε,0 =
2
d
EP [ϕ(0, ω)]EP [c(0, ω)] −
2
d
EP [ϕ(0, ω)c(0, ω)]
(2.19)
= −
2
d
EP [ϕ(0, ω)c(0, ω)]
(2.18)
6= 0. (3.4)
Sine dε,0 is ontinuous in ε ∈ [0, 1], it then follows from the above omputations that
there exists an 0 < ε1 ≤ ε0 suh that for all 0 < ε < ε1, dε,0 6= 0 but at the same time
we have that vε,0 = 0, as shown in (3.2).
✷
Reall the denition of ε1 in Theorem 3.1.
Theorem 3.2. For all 0 < ε < ε1 and λ ∈ (−1/3, 0) there exists a onstant γ > 0
depending on ε and λ suh that dε,λ = −γvε,λ 6= 0.
Proof: Reall the denition of g given in (3.1). As a onsequene of Theorem 3.1 we
know that for all 0 < ε < ε1 and λ ∈ [−1, 1]\{0}, the limiting veloity is not equal to
zero. Indeed,
vε,λ
(2.24)
= EQε [bε,λ(0, ω)]
(2.21),(3.3)
= vε,0 + λdε,0
(3.2)
= λdε,0 6= 0. (3.5)
Furthermore, for all λ ∈ (−1/3, 0) and 0 < ε ≤ ε0, see Lemma 2.3 for the denition of
ε0, the expeted loal drift under the stati measure P equals
dε,λ
(2.25),(2.21),(3.3)
= dε,0 (1 + λg(ε))
(3.5)
= λ−1vε,λ (1 + λg(ε)) = −γvε,λ (3.6)
with γ
def
= −λ−1(1 + λg(ε)) > 0, where we used that λ ∈ (−1/3, 0) and g ≤ 3.
✷
Remark 3.3. We know that in the one-dimensional disrete setting, where we onsider
random walks in an i.i.d. random environment, the limiting veloity annot have an
opposite diretion to the expeted loal drift under the stati measure, see Remark on
page 211 in [23℄. In the ase of one-dimensional diusions in random environment as
9desribed in the Introdution, i.e. diusions generated by operators of the form (1.5),
the same holds true. Indeed, by Proposition 2.7 and formula (2.77) in [6℄ we know that
EP [b(0, ω)] > 0⇐⇒ P0-a.s., lim
t→∞
Xt = +∞,
whih implies that
P0-a.s., lim inf
t→∞
Xt
t
≥ 0.
✷
In the next theorem we will see that by examining more arefully the formula for the
expeted drift under the stati measure dε,λ=dε,0 (1 + λg(ε)) , whih was derived in (3.6),
we an nd examples of diusions with vanishing expeted loal drift but still with
ballisti behavior. Reall the denition of ε1 in Theorem 3.1.
Theorem 3.4. For all 0 < ε < ε1 we nd a λ ∈ [−1,−1/3] depending on ε suh that
vε,λ 6= 0 and dε,λ = 0.
Proof: Reall the denition of g given in (3.1). Let 0 < ε < ε1 and hoose λ
def
=
−g(ε)−1 ∈ [−1,−1/3]. Then vε,λ 6= 0, whih is shown in (3.5), and dε,λ = dε,0(1 +
λg(ε)) = 0.
✷
4 Auxiliary results
In this setion we give the proof of Lemma 2.3 and provide a onrete example of funtions
ϕ and hi,j, i, j = 1, . . . d, with the properties given in (2.4), (2.5), and (2.13), (2.14)
respetively, suh that (2.18) holds. These funtions are involved in the onstrution of
the family of drifts dened in (2.21).
4.1 Proof of Lemma 2.3
It follows from the denition (2.21) and the measurability properties (2.7) and (2.17)
that for all 0 ≤ ε ≤ 1 and λ ∈ [−1, 1], H
bε,λ
A ⊆ H
ϕ
AR/4
, and hene the drift bε,λ satises
the nite range dependene ondition with range R due to the nite range dependene
of ϕ with range R/2 mentioned in (2.5). With the help of Lemma 2.1 and 2.2 we nd
that for all 0 ≤ ε ≤ 1, λ ∈ [−1, 1], x ∈ Rd and ω ∈ Ω,
|bε,λ(x, ω)|
(2.9)
≤
d+ ε
d− ε
{
1
2
|∇φε(x, ω)|+ ε|c(x, ω)| +
d+ ε
d− ε
ε|λ|EP[|c(0, ω)|]
}
(2.10),(2.16)
≤ ε
d+ ε
d− ε
{
1
2
d
d− ε
+
1
8
+
1
8
d+ ε
d− ε
}
≤ ε,
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where the last inequality holds for all 0 ≤ ε ≤ δ1 with δ1 > 0 small enough. It remains
to prove the Lipshitz property in (2.22). For the remainder of the proof let us dene
for all 0 ≤ ε ≤ 1 and λ ∈ [−1, 1],
αε,λ
def
= λEP
[
c(0, ω)
φε(0, ω)
]
(2.9),(2.16)
≤ ϑ0, (4.1)
for some onstant ϑ0 > 0. For ε, λ as above, x, y in R
d
and ω in Ω, we obtain
|bε,λ(x, ω)− bε,λ(y, ω)|
≤
1
2φε(x, ω)φε(y, ω)
{
|∇φε(x, ω)φε(y, ω)−∇φε(y, ω)φε(x, ω)|
+2ε |c(x, ω)φε(y, ω)− c(y, ω)φε(x, ω)|+ 2ε |αε,λ| |φε(y, ω)− φε(x, ω)|
}
def
=
fε(x, y, ω) + 2εgε(x, y, ω) + 2ε|αε,λ|hε(x, y, ω)
2φε(x, ω)φε(y, ω)
(2.9)
≤
9
2
(fε(x, y, ω) + 2εgε(x, y, ω) + 2ε|αε,λ|hε(x, y, ω)) . (4.2)
We also nd that fε(x, y, ω) is smaller or equal to
|∇φε(x, ω)| |φε(y, ω)− φε(x, ω)|+ |φε(x, ω)| |∇φε(x, ω)−∇φε(y, ω)|
(2.9)−(2.11)
≤ d
(
ε
d− ε
)2
|x− y|+
d+ ε
d− ε
·
dε
d− ε
|x− y| ≤ εϑ1|x− y|, (4.3)
for a positive onstant ϑ1, whih depends on the upper bounds given in (2.9), (2.10).
By an analogous omputation using (2.9)-(2.11) and (2.16) one an show that for some
onstant ϑ2 > 0,
gε(x, y, ω) ≤ ϑ2|x− y|. (4.4)
Finally, from (2.10) and (2.11) follows that there is a onstant ϑ3 > 0 suh that
hε(x, y, ω) ≤ ϑ3|x− y|. (4.5)
Colleting (4.1) - (4.5), we nd the Lipshitz property (2.22) for all 0 ≤ ε ≤ δ2 with
δ2 > 0 small enough. Our laim then follows with ε0 equal to the minimum of δ1 and
δ2. This nishes the proof of Lemma 2.3.
4.2 A onrete example
A possible example of funtions ϕ and hi,j , i, j = 1, . . . d with the properties mentioned
in (2.4), (2.5), and (2.13), (2.14) respetively, suh that (2.18) holds, an be onstruted
as follows. As a random environment (Ω,A,P) we onsider a anonial Poisson point
proess on Rd with onstant intensity and for all x ∈ Rd, ω ∈ Ω and a Borel subset
A ⊆ Rd we dene the group of transformation on Ω as τx(ω)(A)
def
= ω(x + A), where
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x+A
def
= {x+a | a ∈ A}. Assume for the moment that we have a funtion ϕ ∈ Lip31(R
d×Ω)
with ∂iϕ ∈ Lip
2
1(R
d×Ω) satisfying the nite range dependene ondition with range R/2
and (2.20). A possible skew-symmetri matrix (hi,j(x, ω))i,j=1,...,d, x ∈ R
d, ω ∈ Ω is
dened as follows:
hi,i(x, ω) = 0, for i = 1, . . . , d;
hi,1(x, ω) = ∂iϕ(x, ω) and h1,i(x, ω) = −∂iϕ(x, ω), for i = 2, . . . , d;
(hi,j(x, ω)), i, j = 2, . . . , d, is a (d− 1)× (d− 1)-dimensional skew-symmetri ma-
trix with entries whih fulll (2.14).
One then easily sees that the entries h = (hi,j), i, j = 1, . . . , d, satisfy (2.14) and hene
the funtion c dened via the formula (2.15) fullls the properties in Lemma 2.2. The
following lines show that ondition (2.18) holds as well. Indeed assume the ontrary,
then:
0 = EP [c1(0, ω)ϕ(0, ω)] = −
1
8d2
d∑
j=2
EP
[(
∂2jϕ(0, ω)
)
ϕ(0, ω)
]
= −
1
8d2
d∑
j=2
EP [∂j (∂jϕ(0, ω)ϕ(0, ω))] +
1
8d2
d∑
j=2
EP
[
(∂jϕ(0, ω))
2
]
= −
1
8d2
d∑
j=2
∂jE
P [∂jϕ(0, ω)ϕ(0, ω)] +
1
8d2
d∑
j=2
EP
[
(∂jϕ(0, ω))
2
]
=
1
8d2
d∑
j=2
EP
[
(∂jϕ(0, ω))
2
]
,
where we used stationarity in the last equality. This implies that for P-a.e. ω ∈ Ω,
∂jϕ(0, ω) = 0, for all j = 2, . . . , d, (4.6)
and hene by stationarity and ontinuity of ∂jϕ(·, ω) for eah ω ∈ Ω, we nd that P-a.s.,
∂jϕ(x, ω) = 0, for all x ∈ R
d
and j = 2, . . . , d. (4.7)
It follows that for P-a.e. ω ∈ Ω, ϕ(x, ω) is in fat a funtion of x1 and ω only. In the
notation R¯2 = (0, R, 0, . . . , 0) ∈ R
d
we thus have that P-a.s., ϕ(0, ω) = ϕ(R¯2, ω) and
sine ϕ satises the nite range ondition with range R/2 we nd that for all integers
n ≥ 0,
EP [ϕ(0, ω)n] =EP
[
n−1∏
k=0
ϕ(kR¯2, ω)
]
indep.
=
n−1∏
k=0
EP
[
ϕ(kR¯2, ω)
]
=EP [ϕ(0, ω)]n
whih is a ontradition to (2.20) and (2.18) must hold true.
We now ome to the onstrution of a possible ϕ satisfying the above required onditions.
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Pik a measurable real-valued non-negative funtion ζ(x), x ∈ Rd, whih is supported
in a ball of radius R/8 and stritly positive on a set of positive Lebesgue measure. Then
onvolve the Poisson point proess with ζ and trunate, let us say at 1, the new funtion,
i.e. for x ∈ Rd, ω ∈ Ω we dene
ϕˆ(x, ω)
def
=
(∫
Rd
ζ(x− y)ω(dy)
)
∧ 1. (4.8)
After smoothing with a non-negative mollier ρ belonging to C3(Rd) whih is also sup-
ported in a ball of radius R/8 we obtain a funtion
ϕ˜(x, ω)
def
=
∫
Rd
ϕˆ(x− y, ω)ρ(y)dy, x ∈ Rd, ω ∈ Ω, (4.9)
that satises ϕ˜ ∈ Lip3m(R
d × Ω) with ∂iϕ˜ ∈ Lip
2
m(R
d × Ω), i = 1, . . . d, where m > 0
depends on the mollier. A possible andidate for ϕ is then ϕ˜/m.
5 Appendix
5.1 Invariant ergodi measure
The aim of the Appendix is to show the existene of an invariant ergodi measure for the
proess of the environment viewed from the partile dened in (5.3) for a speial lass
of diusions in random environment and derive a formula for the limiting veloity of the
diusion, see Theorem 5.1. We onsider a lass of diusions that are Brownian motions
whih are perturbed by environment dependent drifts of the from given in (5.1). Note
that we will not assume any nite range dependene ondition for the environment in
order to derive the following results.
Let us onsider a diusion in random environment ω ∈ Ω whih is generated by the
operator Lω given in (1.5) with a drift of the form
b(x, ω)
def
=
∇φ(x, ω)
2φ(x, ω)
+
Γ(x, ω)
φ(x, ω)
, x ∈ Rd, ω ∈ Ω, (5.1)
where φ ∈ Lip2m(R
d×Ω) for some m > 0, see below (2.2) for the denition of Lip2m(R
d×
Ω), suh that
m−1 ≤ inf
x∈Rd,ω∈Ω
φ(x, ω) ≤ sup
x∈Rd,ω∈Ω
φ(x, ω) ≤ m. (5.2)
Moreover, we assume that φ(0, ω) is a probability density with respet to the stati
measure of the environment P and Γ = (Γ1, . . . ,Γd)
T : Rd × Ω −→ Rd is a measurable
funtion suh that Γi ∈ Lip
0
l (R
d×Ω) for some l ≥ 0 and Γi(·, ω) ∈ C
1(Rd), i = 1, . . . , d,
with ∇ · Γ(x, ω) = 0 for all x ∈ Rd, ω ∈ Ω. Note that similarly as in the proof of (2.22)
one an show that the drift b given in (5.1) satises the Lipshitz ondition (1.3) and its
Eulidean norm is uniformly bounded. Thus the martingale problem attahed to (1.5)
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with the above drift starting from x ∈ Rd at time 0 is well-posed. Let in the sequel
Px,ω, x ∈ R
d, ω ∈ Ω, denote its unique solution and reall that (Xt)t≥0 stands for the
oordinate proess on C(R+,R
d). We an assoiate the anonial proess on Ω dened
by the environment ω ∈ Ω as seen by an observer sitting on the partile, i.e.{
ω(t) = τXt(ω),
ω(0) = ω ∈ Ω.
(5.3)
This map indues a measure Qω on the spae of trajetories in Ω starting from ω ∈ Ω
whih an be shown to be a Markov proess on Ω with semigroup given by
Qtf˜(ω)
def
= E0,ω
[
f˜(τXt(ω))
]
, t ≥ 0,
for all bounded measurable funtions f˜ on Ω. Now we state the main theorem of the
Appendix.
Theorem 5.1. The probability measure dQ
def
= φ(0, ω)dP is an invariant ergodi measure
for the Markov family {Qω}ω∈Ω whih is equivalent to the stati measure P and
P× P0,ω = P0-a.s., lim
t→∞
Xt
t
= v
def
= EQ [b(0, ω)] . (5.4)
Proof: Sine for all x ∈ Rd, ω ∈ Ω, 12∆φ(x, ω) = ∇ · (b(x, ω)φ(x, ω)) holds true, reall
that ∇·Γ(x, ω) = 0, and φ(0, ω) is a probability density with respet to P, we know that
Q is an invariant probability measure for the family {Qω}ω∈Ω, see for instane Setion
6 in [27℄ and Setion 6 in [11℄. Due to the uniform elliptiity of the diusion matrix,
whih is in fat the identity matrix (see (1.5)), it an be shown that Q is also ergodi.
Indeed, a neessary and suient ondition for ergodiity is that whenever a funtion g˜
on Ω whih is square integrable with respet to the measure Q satises
Qtg˜ = g˜, (5.5)
Q-a.s. for all t > 0, then g˜ has to be onstant Q-a.s., see Theorem 3.2.4 in [2℄. To show
this we multiply both sides of (5.5) by g˜ and average over the environment with respet
to the measure Q. After some manipulations using the invariane property of Q we nd
that (5.5) leads to
EQ
[
E0,ω
[
(g˜(τXt(ω)) − g˜(ω))
2
]]
= EP
[
φ(0, ω)
∫
Rd
pω(t, 0, y) (g˜(τy(ω))− g˜(ω))
2 dy
]
= 0.
(5.6)
Due to the fat that pω(t, 0, y) > 0, for all ω ∈ Ω, y ∈ R
d, t > 0, see Theorem 1 on page
67 in [7℄, and P[φ(0, ω) ≥ m−1] = 1, whih omes from the uniform lower bound given
in (5.2), we an dedue from (5.6) that
P-a.s., g˜(τy(ω)) = g˜(ω) for a.e. y ∈ R
d. (5.7)
An appliation of the spatial ergodi theorem shown in [4℄, see Theorem 10 on page 694,
and the stationarity of the environment then show that (5.7) holds true for all y ∈ Rd.
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From the assumed ergodiity of the family of transformations {τx : x ∈ R
d}, mentioned
above (1.1), it follows that g˜ is onstant P-a.s. and sine Q is a measure equivalent
to P due to (5.2), g˜ is also onstant Q-almost surely. This shows the ergodiity of Q.
Therefore, for eah ω ∈ Ω we have that for all bounded measurable funtion f˜ on Ω,
Q×Qω-a.s., lim
t→∞
1
t
∫ t
0
f˜(ω(s))ds = EQ[f˜ ], (5.8)
whih follows from Theorem 3.3.1 in [2℄. By denition of Qω we have that under the
measure Qω the proess (f˜(ω(s)))s≥0 has the same law as the proess (f(Xs, ω))s≥0
under the measure P0,ω, where we dene f(x, ω)
def
= f˜(τx(ω)) for all x ∈ R
d, ω ∈ Ω,
aording to the denition (1.1). Thus, (5.8) is equivalent to
Q× P0,ω-a.s., lim
t→∞
1
t
∫ t
0
f(Xs, ω)ds
(5.9)
= EQ [f(0, ω)] . (5.9)
Sine for ω ∈ Ω, P0,ω-a.s., Xt =
∫ t
0 b(Xs, ω)ds + Wt, for all t ≥ 0, for some Brownian
motion (Wt)t≥0, (5.9) together with the law of large numbers for Brownian motion, see
page 104 in [8℄, yield
Q× P0,ω-a.s., lim
t→∞
Xt
t
= lim
t→∞
1
t
∫ t
0
b(Xs, ω)ds = E
Q [b(0, ω)] . (5.10)
Sine Q and P are equivalent, (5.10) holds true P × P0,ω-almost surely. This onludes
the proof of Theorem 5.1.
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