Introduction and main results {#Sec1}
=============================

In 1950, Turán established a remarkable inequality in the special function theory, $$\documentclass[12pt]{minimal}
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                \begin{document}$n\in\mathbb{Z}_{+}$\end{document}$; see \[[@CR1], [@CR2]\]. There is an extensive topic dealing with Turán type inequalities, and it has been generalized in many directions for various orthogonal, polynomial and special functions.

The Mittag-Leffler function is defined by $$\documentclass[12pt]{minimal}
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                \begin{document}$\Gamma( \cdot)$\end{document}$ is a classical gamma function. The Mittag-Leffler function plays an important role in several branches of mathematics and engineering sciences, such as statistics, chemistry, mechanics, quantum physics, informatics and others. In particular, it is involved in the explicit formula for the resolvent of Riemann-Liouville fractional integrals by Hille and Tamarkin. Many properties and applications of Mittag-Leffler have been collected, for instance, in references \[[@CR3], [@CR4]\]. We also refer to the references \[[@CR5]--[@CR7]\]. For a recent introduction on the Mittag-Leffler functions and its generalizations, the reader may see \[[@CR6]\] and \[[@CR8]\].

In 2016, Mehrez and Sitnik \[[@CR9]\] obtained some Turán type inequalities for Mittag-Leffler functions by considering monotonicity for special ratios of sections for series of Mittag-Leffler functions. Recently, in \[[@CR10]\], Yin and Huang also established some Turán type inequalities for the following generalized Mittag-Leffler function via the *p*-gamma function: $$\documentclass[12pt]{minimal}
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Motivated by \[[@CR9], [@CR10]\], we consider the following generalized Mittag-Leffler function with four parameters: $$\documentclass[12pt]{minimal}
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Our results read as follows.
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Theorem 1.2 {#FPar3}
-----------

*For* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n\in\mathbb{N}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\alpha,\beta,p,k,z>0 $\end{document}$, *we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ E_{\alpha,\beta,p,k }^{n} (z) E_{\alpha,\beta,p,k }^{n+2} (z)\leq \bigl[ E_{\alpha,\beta,p,k }^{n+1} (z) \bigr]^{2}. $$\end{document}$$

Remark 1.1 {#FPar4}
----------

For proofs we apply a method introduced and studied in detail in Sitnik and Mehrez (see \[[@CR9], [@CR12]--[@CR14]\]).

Lemmas {#Sec2}
======

Lemma 2.1 {#FPar5}
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Proofs of main results {#Sec3}
======================

Proof of Theorem [1.1](#FPar1){ref-type="sec"} {#FPar7}
----------------------------------------------
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                \begin{document}$${E_{\alpha,\beta+k,p,k }}^{2} (z)< \frac{(\beta+k)(\beta+pk)}{\beta (\beta+(p+1)k)}E_{\alpha,\beta,p,k } (z) E_{\alpha,\beta+2k,p,k } (z). $$\end{document}$$ The proof of Theorem [1.1](#FPar1){ref-type="sec"} is complete. □

Proof of Corollary [1.1](#FPar2){ref-type="sec"} {#FPar8}
------------------------------------------------
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                \begin{document}$$\frac{\Gamma_{p,k}(\beta_{1}+k)E_{\alpha,\beta_{1}+k,p.k } (z)}{\Gamma _{p,k}(\beta_{1})E_{\alpha,\beta_{1},p,k } (z)}< \frac{\Gamma _{p,k}(\beta_{2}+k)E_{\alpha,\beta_{2}+k,p,k } (z)}{\Gamma_{p,k}(\beta _{2})E_{\alpha,\beta_{2},p,k } (z)}. $$\end{document}$$ By using the formula $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{\Gamma_{p,k}(\beta_{2}+k)}{\Gamma_{p,k}(\beta_{2})}\cdot\frac {\Gamma_{p,k}(\beta_{1})}{\Gamma_{p,k}(\beta_{1}+k)} &=\frac{\frac{p!k^{p} (kp)^{\frac{\beta_{2}+k}{k-1}}}{(\beta _{2}+k)_{p,k}}}{\frac{p!k^{p} (kp)^{\frac{\beta_{2}}{k-1}}}{(\beta _{2})_{p,k}}}\cdot \frac{\frac{p!k^{p} (kp)^{\frac{\beta_{1}}{k-1}}}{(\beta _{1})_{p,k}}}{\frac{p!k^{p} (kp)^{\frac{\beta_{1}+k}{k-1}}}{(\beta _{1}+k)_{p,k}}} \\&=\frac{(\beta_{2})_{p,k}(\beta_{1}+k)_{p,k}}{(\beta_{1})_{p,k}(\beta_{2}+k)_{p,k}} =\frac{\beta_{2}(\beta_{1}+pk)}{\beta_{1}(\beta_{2}+pk)}, \end{aligned}$$\end{document}$$ we complete the proof. □

Proof of Theorem [1.2](#FPar3){ref-type="sec"} {#FPar9}
----------------------------------------------

Using the formulas $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\begin{gathered} E_{\alpha,\beta,p,k }^{n} (z)E_{\alpha,\beta,p,k }^{n+2} (z)- \bigl[E_{\alpha,\beta,p,k }^{n+1} (z)\bigr]^{2} \\\quad=\biggl[E_{\alpha,\beta,p,k }^{n+1} (z)+\frac{z^{n+1}}{\Gamma _{p,k}[\alpha(n+1)+\beta]}\biggr]\cdot \biggl[E_{\alpha,\beta,p,k }^{n+1} (z)-\frac{z^{n+2}}{\Gamma_{p,k}[\alpha(n+2)+\beta]}\biggr] \\\quad=E_{\alpha,\beta,p,k }^{n+1} (z) \biggl[\frac{z^{n+1}}{\Gamma _{p,k}[\alpha(n+1)+\beta]}- \frac{z^{n+2}}{\Gamma_{p,k}[\alpha (n+2)+\beta]} \biggr]\\ \qquad{}- \frac{z^{2n+3}}{\Gamma_{p,k}[\alpha(n+1)+\beta]\Gamma_{p,k}[\alpha (n+2)+\beta]} \\\quad=\sum_{m=n+3}^{\infty}\frac{z^{n+m+1}}{\Gamma_{p,k}(\alpha m+\beta )\Gamma_{p,k}[\alpha(n+1)+\beta]}\\ \qquad{}-\sum _{m=n+3}^{\infty}\frac {z^{n+m+1}}{\Gamma_{p,k}[\alpha(m-1)+\beta]\Gamma_{p,k}[\alpha (n+2)+\beta]} \\\quad=\sum_{m=n+3}^{\infty}\frac{\Gamma_{p,k}[\alpha(m-1)+\beta]\Gamma _{p,k}[\alpha(n+2)+\beta]-\Gamma_{p,k}(\alpha m+\beta)\Gamma _{p,k}[\alpha(n+1)+\beta]}{\Gamma_{p,k}(\alpha m+\beta)\Gamma _{p,k}[\alpha(n+1)+\beta]\Gamma_{p,k}[\alpha(m-1)+\beta]\Gamma _{p,k}[\alpha(n+2)+\beta]}\\ \qquad{}\times z^{n+m+1}. \end{gathered}$$\end{document}$$
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$E_{\alpha,\beta,p,k }^{n} (z) E_{\alpha,\beta,p,k }^{n+2} (z)- \bigl[ E_{\alpha,\beta,p,k }^{n+1} (z) \bigr]^{2}\geq0. $$\end{document}$$ □

Conclusions {#Sec4}
===========

In this paper, we show several Turán type inequalities for a generalized Mittag-Leffler function with four parameters via the $\documentclass[12pt]{minimal}
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                \begin{document}$(p,k)$\end{document}$-gamma function, and we generalize some known results.
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