It is shown that if P is a linear partial differential operator with analytic coefficients, and if M is an analytic manifold of codimension 3 which is partially characteristic with respect to P and satisfies certain additional conditions, then one can find, in a neighborhood of any point of M, solutions of the equation Pu = 0 which are flat or singular precisely on M.
1. Introduction. Let P = P(x, D) be a linear partial differential operator of order m > 1 with complex-valued coefficients which are defined and analytic in an open subset 0 of R". Theorems 2 and 2' of [1] assert that if M is an analytic manifold in fl and if it is partially characteristic with respect to P and satisfies certain additional conditions, then one can find, in a neighborhood of any point of M, solutions of the homogeneous equation the sign of which is also invariant under multiplication of pm by a nonvanishing function (see Lemma 3.1).
The result that we prove in this paper requires that the manifold M is of codimension 3. For simplicity in this introduction we state the result for the special case in which M is a point in R3.
"Let x° G ti E R3 and suppose that for some £° G R3 \ 0, the following conditions are satisfied:
(i)k(x°,i°;A,B) = 3;
(ii) gradj A(x°, £°) and grad¿ £(x°, £°) are linearly independent;
(iii)D(x°, t°,A,B) < 0.
Then in a neighborhood of x° one can find solutions of (1.1) which are flat or singular precisely at x°." In contrast, the corresponding result of [1] requires, in the present case in which (i) holds, that in place of (ii) and (iii) the following conditions are verified:
(ii)'grad£/»m(x0,£°)^0; (iii)' HA(x°, £°) and HB(x°, |°) are parallel. Obviously if (iii)' holds then (ii) cannot hold and it is easy to show that (iii)' implies thatD(x°, Z°,A,B) = 0.
An illustration of the result of this paper is provided by the first order operator in R3, L = 3, -B, -i(\P + ts2)dx.
(1.5)
It is easy to check that conditions (i), (ii) and (iii) are verified if x° is given by (x, t, s) = (0, 0, 0) and £° by (£, t, a) = (1, 0, 0). Obviously <í>(x, t,s) = x -\s3t + ij^it4 + s4) (1.6) satisfies the equation L<b = 0; Im <í>(x, t, s) > 0, and <í>(x, t, s) = 0 iff (x, t, s) = (0, 0, 0). Consequently the functions w,(x, t, s) =[<i»(x, t, s)]l/2 and «2(x,/, s) = exp{ -l/(>(x,/, s)]1/5}
are solutions of Lu = 0, ux being analytic everywhere except at the origin and u2 nonvanishing everywhere except at the origin where it is flat. The precise statement of our theorem is given in §2. As in [1] , the proof is based on the construction of a complex phase function, i.e. a solution <b of the characteristic equation as in §6 of [1] .
The construction of the desired phase function consists of two parts. In the first part, the principal symbol pm is reduced to a first order symbol. This is done in §3 where we also prove that the assumptions of our theorem are invariant under multiplication of pm by a nonvanishing function. The phase function is actually constructed in §4 by solving a Cauchy problem for the reduced first order characteristic equation, with appropriately chosen Cauchy data containing a fourth order term with complex coefficient.
The author wishes to thank Professor M. S. Baouendi of Purdue University for many valuable discussions of this work. Remark. It is easy to show that assumption (2.4) implies that HA{y) and HBiy) are not parallel. This however does not necessarily imply assumption (2.2) (even when M is a point).
3. Invariance of the assumptions and reduction of the principal symbol. Proof. (3.1) was proved in [1] . (3.2) is obtained by a straightforward calculation the length of which is considerably reduced by remembering that k > 3 means that at y A = B = HAB = H2B = HBHAB = 0, and by ignoring terms which give zero contribution at the "3-/7" level.
An immediate consequence of Lemma 3.1 is that assumptions (2.3) and (2.4) are invariant under multiplication of pm by a nonvanishing complex-valued function.
Next, we turn to the proof of invariance of assumption (2.2) (assuming that Pm\s. = 0)-We find it convenient to combine this with the beginning of the reduction of the principal symbol. • { t -a(x, t, s, y, Í, o, n) -/>(x, s, y, £, a, n)
• [ a -c(x, s, y, £, a, n) ] + tg(x, /, s, y, £, a, n)} (3.7)
where q, a, r, e and g are analytic functions of their arguments, homogeneous with respect to £, t, o, tj of degree m -1 for q, 1 for a, e, g and 0 for r; q is complex valued and nonvanishing while a, r, e and g are real valued and satisfy a(x, t, s,y, 1,0, 0) = 0, grad a(x, t, s,y, 1, 0, 0) = 0, (3 Proof. Clearly we can introduce new local coordinates (x, t, s, y) centered at any given point of M so that S is given by x = 0 and M and S by (3.4) and (3.5) respectively. Since | is free on 2, we have from (3.3), 3£pJ2 = 0.
(3.12)
In view of (3.12) assumption (2. with the obvious definitions of the functions f and ë. It follows immediately from (3.24) that the function r satisfies (3.10) after dropping the tildes. Similarly, it follows from (3.22) that the function ë satisfies (3.9) again after dropping the tildes. Again it is easy to check that in the new coordinates, M and 2 are still given by (3.4) and (3.5).
Let us recapitulate briefly. In a neighborhood of y° we have written pm in the form Pm = ö(t -a -ib) with b\l=0 = r(o -e), where the functions e and r satisfy (3.9) and (3.10) respectively. In order to complete the proof of assertion (ii) of the lemma we again apply Lemma 4.1 of [1] to make a local analytic change of all variables, pointwise preserving t = 0, so that in the new (symplectic) coordinates, the function t -a still has the same form, but now the function a satisfies (3.8). Again it is easy to check that in the new coordinates, M and 2 are still given by (3.4), (3.5). Moreover, since the new and old variables, x, s, y, |, a, tj, are equal when t = 0, the function <?|,"0 ¡s stiU me same function in terms of the new coordintes, and hence the previously achieved simplification for it is not disturbed. The proof of Lemma 3.2 is now complete. (3.34) Assertions (3.26) and (3.27) of the lemma follow easily using (3.32), (3.33), (3.34), the identity HAHBHAB = HBHAHAB, and assumptions (2.3) and (2.4).
Remark. Formulas (3.32), (3.33) and (3.34) were obtained using only the assumptions of Lemma 3.2.
We are now ready to construct the desired phase function by solving the characteristic equation ( 1.7). We can of course ignore the factor q in the representation (3.7) of pm.
Construction of the phase function.
Lemma 4.1. Suppose that the functions a, r, e and g have the properties described in Lemmas 3.2 and 3.3. Then there are real-valued analytic functions C, = Cxiy) and C2 = C2iy) defined near y = 0, such that the solution of the Cauchy problem d», -aix, t, sly, <(>x, <fc, 4>y) -/r(x, s,y, <¡>x, <f>s, <t>y)<t>, + iire)ix, s,y, <$>x, <*>" <f>y) + ig(x, t, s,y, d»x, d»j5 <by) = 0, and substituting into (4.12) and equating to zero the coefficients of degree < 2 in r and í we find that alQ = a20 = axx = a30 = a2x = ax2 = 0. Hence d»0(r, s, y) = uit, s,y) + ivit, s,y) + (terms of degree > 5 in t and s) (4.13)
where u and v are real and homogeneous of degree 4 in t and s with coefficients functions of y. Substituting (4.13) into (4.12) and retaining only the terms of degree 3 in t and s we obtain -(u + iv) -i-^iu + iv) + ig3 = 0. (4.14)
Also from (4.10) we have
Equations (4.14) and (4.15) uniquely determine u + iv in terms of C, and C2 which are still to be assigned. However, instead of assigning values to Cx and C2 we will first choose v so that it has the desired properties and then determine u, Cx and C2 so that (4.14) and (4.15) are satisfied.
Separating the real and imaginary parts in (4.14) we get «, + 1^ = 0, (4 Now substituting (4.29) into (4.26) and using (4.10) and (4.28), assertion (4.3) of Lemma 4.1 follows immediately.
