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Abstract
Objective Research demonstrates that crime is concentrated. This finding is so consistent 
that David Weisburd refers to this as the “law of crime concentration at place”. However, 
most research on crime concentration has been conducted in the US or European cities and 
has used secondary data sources. In this study, we examine whether the law of crime con-
centration applies in the context of sub-Saharan Africa using primary data.
Methods A crime victimization survey was used to collect data in the city of Kaduna 
(Nigeria). Using these data, the concentration of crime (breaking-and-entering and domes-
tic theft) was examined at the household, street segment, and neighborhood levels. Spe-
cifically, variants of a Lorenz curve and the Gini index (GI) were used to examine whether 
crime concentrates at these different spatial scales and if such concentration reflects any-
thing beyond the spatial distribution of opportunity for these types of offenses.
Results Crime was found to concentrate at all spatial scales, and having accounted for 
expectation, given the distribution of opportunity, crime was most concentrated at the 
household level, closely followed by street segments. It was relatively less concentrated at 
the neighborhood level.
Conclusion The current study extends previous research in a number of ways. It shows that 
the law of crime concentration at place applies in a very different context to most previous 
work. Unlike previous studies, we use primary data collected specifically to test the law, 
avoiding problems associated with the dark figure of crime. Moreover, the findings persist 
after accounting for crime opportunity.
Keywords Crime concentration · Breaking and entering · Theft · Kaduna · Nigeria · Monte 
Carlo simulation
 * Shane D. Johnson 
 shane.johnson@ucl.ac.uk
 Faisal Umar 
 fumar@abu.edu.ng
1 Department of Urban and Regional Planning, Ahmadu Bello University, Main Campus, Zaria, 
Nigeria
2 Department of Security and Crime Science, University College London, 35 Tavistock Square, 
London WC1H 9EZ, UK
3 Department of Geography, University College London, Gower Street, London WC1E 6BT, UK
 Journal of Quantitative Criminology
1 3
Introduction
Research concerned with the distribution of urban crime is not new and consistently dem-
onstrates that it is concentrated (e.g. Pierce et  al. 1988; Sherman et  al. 1989; Weisburd 
et al. 1992, 2004; Johnson 2010; Weisburd et al. 2012; Bowers 2014; Weisburd and Amram 
2014; Curman et al. 2015; Mazeika and Kumar 2017). In fact, this empirical regularity has 
been demonstrated so consistently, and the findings are so similar (see below), that David 
Weisburd refers to it as the “law of crime concentration at place”. However, much of the 
empirical testing of this law has been focused on Euro-American settings—cities in West-
ern Europe and North America. During his 2014 Sutherland lecture (see: Weisburd 2015), 
Weisburd emphasized the need for wider empirical testing of the law beyond the Euro-
American context, perhaps in other countries or cities—raising an interesting question—
are there circumstances or contexts for which this law does not apply? This study seeks to 
address this question by broadening the existing literature on the concentration of crime at 
place in two ways.
First, the study focuses on sub-Saharan Africa; an understudied region and one where 
cities often develop with little or no centralized physical planning. Unlike settings in North 
America and Western Europe, cities in this context are often characterized by irregular plot 
layouts with narrow streets that are mostly unpaved. Moreover, they often have features 
such as gated streets, and petty trading takes place within residential premises, which is 
largely non-existent in typical Euro-American settings. Neighborhoods differ too with the 
practice of gating communities commonplace in Nigeria. The Nigerian culture of ‘broth-
er’s keeper’—that neighbors must care for each other—also contrasts with Euro-American 
culture and encourages greater social interaction between neighbors, thus, enhancing social 
control (at least theoretically). Given this unique environmental setting, combined with a 
distinct socio-cultural orientation, it is plausible that the distribution of crime in this con-
text may be expected to exhibit a different pattern to what has been observed in Europe and 
North America. Consequently, it is unclear whether the law will apply in this context.
Second, in contrast to previous studies of crime and place which have typically analyzed 
police recorded crime data, in this study, primary data collected using a place-based vic-
timization survey are analyzed to examine patterns. This is important, since not all crime is 
reported to the police (e.g. Skogan 1984) and thus reporting biases may distort patterns of 
crime portrayed by police recorded crime data. While prior studies have examined patterns 
of victimization at the household level using data collected from national surveys (see Soo-
Hyun et al. 2017), these surveys lack the detail necessary to examine patterns of concentra-
tion for other units of analysis such as street segments and neighborhoods. As far as we are 
aware, our survey is the first to enable such comparisons.
Using data from an extensive place-based crime victimization survey, the distribution of 
two crime types—breaking-and-entering (B&E) and domestic theft—are analyzed at the 
household, street segment and neighborhood levels. In doing so, variants of a Lorenz curve 
and Gini index (GI) are used to examine: (a) whether crime concentrates at these different 
spatial scales; and, (b) if such concentration reflects anything beyond the spatial distribu-
tion of opportunity for these types of offenses.
The remainder of the article is organized as follows. The next section provides a brief 
review of research concerned with crime concentration at place. This is followed by a 
description of the study area, the approach to primary data collection, the analytic strategy, 
and an analysis of the findings. The paper concludes with a discussion of the findings as 
they relate to criminological theory and crime reduction practice.
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Concentration of Crime at Place
Examining the degree to which crime concentrates at micro-places within cities has gained 
considerable research attention in the last 30 years, and reviews of the available evidence 
suggest that urban crime concentrates across a range of crime types, and at different spatial 
scales (Telep and Weisburd 2018; Eck et al. 2017). For example, using a year-long record 
of emergency calls to the police in the city of Minneapolis (US), Sherman et  al. (1989) 
found that while around 60% of addresses in the city generated all emergency calls, just 
3.5% produced 50% of them. The concentration of crime was found to be even greater 
when the patterns observed for specific crimes were analyzed separately. In the case of 
predatory crimes for instance, all robbery, auto thefts and rape or criminal sexual conduct 
(CSC) related calls were generated by less than 3% of all places. Using data for emergency 
calls to the police in the city of Boston (US) for a five-year period, Pierce et al. (1988) also 
found that only 3.6% of addresses produced 50.1% of all calls to the police. Such studies 
provide evidence to suggest that crime is highly concentrated.
In a longitudinal study of crime across street segments in the city of Seattle, US, Weis-
burd et al. (2004; see also Weisburd et al. 2012) investigated the extent to which crime con-
centrated at place, and the stability of such concentration over time. They found that, for 
each year between 1989 and 2002, all crime incidents in the city occurred within 47–53% 
of street segments. Remarkably, only 4–5% of street segments in the city generated 50% of 
all crime incidents each year. The approach employed in this study (Weisburd et al. 2004) 
has since been replicated in other cities, including locations outside of the US, with strik-
ingly similar findings (for example see Weisburd 2015; Curman et al. 2015).
For example, in a more recent study in the city of Vancouver, Andresen et al. (2017) 
investigated the patterns observed for eight different crime types over a 16-year period. For 
all offense types considered, crime was found to be highly concentrated at street segments 
and intersections—although there was clear variation in the degree of concentration across 
different crime types. For instance, only 7.11% (or 1.02%) of street segments accounted 
for all (or 50%) of robbery, while 31.27% (or 5.37%) of street segments and intersections 
accounted for all (or 50%) of burglaries during the same year. Braga et  al. (2011) also 
found that only 2% of street segments and intersections in the city of Boston accounted for 
50% of robbery incidents between 1980 and 2008. In all of these cases, regardless of the 
crime type, or whether all crime types were aggregated or not, crime was highly concen-
trated at the micro level of place.
Most research concerned with crime and place has been conducted in the U.S., Canada, 
or Europe. However, Mazeika and Kumar (2017) recently examined crime concentration 
in the city of Jaipur (India)—a city in a developing country with different ecological and 
physical settings to the studies so far discussed. They found that crime was concentrated 
at places in this context too. For instance, four hotspots representing less than 1% of the 
total land in the study area accounted for about 23% of burglary incidents. In their study, 
de Melo et  al. (2015) studied patterns of concentration for two crime types—robbery 
and theft—using data for the city of Campenes in Brazil. They also found that crime was 
highly concentrated at places. Consistent with the findings discussed above, 50% of crime 
occurred on only 3.7% of street segments.
This consistency across studies is an important aspect of Weisburd’s (2015, p. 138) law 
of crime concentration, and he states that “for a defined measure of crime at a specific 
microgeographic unit, the concentration of crime will fall within a narrow bandwidth of 
percentages for a defined cumulative proportion of crime”. In their recent review of the 
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evidence, Telep and Weisburd (2018) show (for example) that across the 15 studies they 
reviewed, with data for 21 cities (see Table 1, p. 589), 50% of crime occurred on between 
1.7 and 7.8% of street segments.
It is important, however, to note that most crime at place studies—with exceptions 
to include Sherman et  al. (1989), Johnson and Bowers (2010), and Davies and Johnson 
(2015)—are mostly descriptive in the sense that they do not show whether the concentra-
tion of crime at places exceeds expectation, given the distribution of crime opportunity. 
However unlikely, for such studies it is possible that the occurrence of concentration might 
reflect nothing more than the distribution of crime opportunity. Also worth noting is the 
fact that these studies use data on calls for service or crimes recorded by the police, which 
are subject to issues of under-reporting (e.g. Skogan 1984; Langton et al. 2017).
Nonetheless, the overwhelming evidence from prior research demonstrates that patterns 
of crime are concentrated. However, except for the few studies discussed above, little is 
known about patterns of crime concentration at place outside Western Europe and North 
America. As far as we are aware, nothing is currently known about patterns of crime in 
sub-Saharan Africa, for example. Perhaps the challenges faced by researchers in these 
regions, particularly with regards to the availability of reliable and appropriate data, makes 
comprehensive research harder to undertake, but this does not absolve the need for more 
empirical testing of the universality of the law of crime concentration at place. The current 
paper aims to address this gap.
Scale and Aggregation Effects on the Concentration of Crime
The importance of analyzing crime trends at smaller spatial units has long been recognized 
(for example: Glyde 1856), but it was not until recently that empirical testing of the degree 
to which urban crime varies across different geographical scales has been explicitly exam-
ined (see Johnson 2010; Andresen and Malleson 2011; Steenbeek and Weisburd 2015; 
Rosser et al. 2017). For instance, in their study, Andresen and Malleson (2011) tested the 
stability of crime patterns in Vancouver over a 10-year time span at three different spatial 
scales—census tracts, dissemination areas, and street segments. They found that while the 
concentration of crime at places was observed at all spatial scales, the patterns observed at 
larger spatial units (i.e. census tracts and dissemination areas) were dictated by the concen-
tration at the street segment level.
More recently, Steenbeek and Weisburd (2015) studied over 400,000 police crime 
records spanning a nine-year period in the city of The Hague. They compared crime con-
centration at the street segment, neighborhood and district levels. They found crime to be 
more concentrated at the street segment level than at neighborhoods or districts. For exam-
ple, reporting on the percentage of spatial units that accounted for 50% of crime in the city, 
they found that during the year 2009, 50% of all crime incidents occurred on only 6.83% of 
street segments compared to 20.18% of neighborhoods and 20.45% districts. Additionally, 
while all districts (100%) and almost all neighborhoods (99.12%) had experienced at least 
one crime incident over the same period, only 52.28% of street segments did. Moreover, 
the degree to which crime concentrated, and the variability of such concentration across 
spatial units was found to be stable over the period of time studied. Using a Linear Mixed 
model approach to test for the variability of crime across different spatial units, the authors 
attributed much of the variability in crime to the street segments, concluding that micro-
level units are important to understanding the pattern of crime across urban space.
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The findings that have so far emerged from recent studies tend to favor the use of 
street segments or other smaller places as the unit of analysis for criminological enquiry. 
Street segments (or blocks), for instance, are seen as “behavioral settings” (Wicker 1987) 
or micro-communities (Weisburd et  al. 2012) where neighbors often interact and social 
control is assumed to be most effective, as well as places that influence the manifestation 
of crime opportunities. As such, street segments have been adopted as important units of 
analysis in the study of crime at places (e.g. Taylor 1997; Weisburd et al. 2012).
As well as informing theory, understanding patterns of crime has practical implications 
for policing. Of particular importance is the fact that police resources are limited and can-
not be deployed everywhere. In the event that crime is highly concentrated, then a rational 
allocation of resources would be to deploy patrols (or other efforts) to high crime or “hot-
spot” locations. Over the last few decades, several studies have examined the effective-
ness of such strategies and Braga et al.’s (2014) systematic review of them suggests that 
hotspots policing reduces crime in hotspots without displacing it to other areas nearby (see 
also, Bowers et al. 2011; Weisburd and Majmundar 2018). With respect to optimizing such 
strategies, a natural question concerns how large identified hotspots should be. If they are 
too small, they may not provide sufficient coverage to encapsulate the problem. If they are 
too large, resources will be spread too thin and the effects of policing diluted. While hot-
spot areas identified for policing are often small, studies of geographically focused policing 
interventions have examined the effects of policing in areas of varying size (see Bowers 
et al. 2011). Consequently, understanding the spatial scale(s) at which crime concentration 
occurs is of both academic and practical importance.
In summary, urban crime is found to concentrate in space, and of the spatial units of 
analysis used in prior studies, micro units of analysis such as street segments are found 
to explain much of the concentration of crime within cities. However, almost all research 
on this issue has examined patterns in Euro-American settings. In the present study, we 
examine the distribution of crime in the context of Nigeria, to see if: (1) crime concentrates 
at the household, street segment and neighborhood units of analysis more than would be 
expected on a chance basis (Hypothesis 1); and, (2) there is evidence to suggest that in this 
setting crime is more concentrated at smaller units of analysis (Hypothesis 2).
Data and Methods
The Present Study
The present study was conducted in the city of Kaduna, Nigeria. The city serves as an 
important regional transportation hub and is considered to be the symbolic political capi-
tal of Northern Nigeria (Bununu et al. 2015). Unlike the typical pre-colonial cities in the 
country that are characterized by conservative traditional urban settings, Kaduna exhibits 
influences of western town planning (a map of the city is shown in Fig. 1).
Police Incident Reports
Police incident reports, particularly in developing countries such as Nigeria, only represent 
a fraction of the total number of committed offenses (Gyong 2010; Ayodele and Aderinto 
2014). In addition, the lack of a comprehensive address register means that the majority of 
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police incident reports in Nigeria cite a nearby landmark (e.g. a market, place of worship 
or local neighborhood name) rather than the specific address of an incident. This presents 
a major challenge for the accurate geocoding of police crime data. Moreover, official inci-
dent reports in Nigeria have been subject to controversy (Alemika and Chukwuma 2005)—
for instance, there have been cases involving the manipulation of records to satisfy indi-
vidual, political and or institutional interests. Consequently, official crime data in Nigeria 
would likely represent a biased sample of offenses. For this reason, and because such data 
were not available, primary data were collected using a place-based victimization survey.
Fig. 1  A map of Kaduna Metropolis
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Primary Data
In light of the above, primary data were collected using three methods—(a) a field map-
ping exercise to create a base map of the study area to enumerate the number and location 
of all residential properties (households) and other buildings; (b) a Block Environmental 
Inventory (BEI) to obtain data on the condition of the built environment (see Perkins et al. 
1992); and (c) a place-based household and crime victimization survey to collect data on a 
range of demographic variables and to obtain data on the rate of crime victimization for the 
study period of 1 year. The fieldwork and survey were conducted between April and May 
2014. Here, we describe the methods and data collected as part of the field mapping exer-
cise and victimization survey.
Due to available resources, it was not practical to survey the entire city of Kaduna, and 
so the present study is limited to two urban districts: Badarawa–Malali and part of Kawo, 
both of which are highlighted in Fig. 1. These two districts were selected because there 
is considerable variation within them in terms of the physical and social settings of the 
residential neighborhoods they contain. Broadly, there are three distinct types of residential 
neighborhoods within the study area, these being high, medium and low-density residential 
neighborhoods. The high-density residential areas, also referred to as urban villages (see 
MLCN 2010), account for almost 50% of the total residential land use. These areas have no 
formal physical planning and are characterized by irregular plot layouts with narrow streets 
that are mostly unpaved. Despite being the most deprived communities, these areas have 
the strongest traditional community identity, which (theoretically) encourages neighbors 
to care for each other. In contrast, the low and the medium density residential areas exhibit 
western influences of physical planning. The streets are wide and mostly paved, with regu-
lar sized plots aligned and well-arranged on large street blocks. The most affluent groups 
in the population live in these areas—however, traditional community identity is weaker in 
these areas than in the others (MLCN 2010). No other districts in the city of Kaduna would 
provide better variation, which made the areas selected ideal for studying patterns of urban 
crime.
The estimated population of the study area is 137,540 people, who reside in 13,865 
households (MLCN 2010). This represents 12% of the total population of Kaduna and 13% 
of all households in the city. The average household size is about 9.91 persons per house-
hold, which is similar to the city average of 9.88, but rather different to cities in the U.S. 
and Europe, for which the average household size is currently about 2.5.1 Another issue of 
particular note is that, in contrast to Euro-American settings, for which a household typi-
cally houses a single nuclear family (parents and their children), in Nigeria households 
often contain more than one family.
Study Area Base Map
To produce a base map of the study area, the area was divided into 88 map sections, 
and a paper map printed for each. Enumerators conducted site visits and used pencils 
to trace out the boundaries of all properties on the paper maps so as to best reflect the 
actual boundaries as observed in the field. A unique reference number (URN) was 
1 See: www.censu s.gov/data/table s/time-serie s/demo/famil ies/house holds .html; www.ons.gov.uk/peopl 
epopu latio nandc ommun ity/birth sdeat hsand marri ages/fmili es/bulle tins/famil iesan dhous ehold s/2016. Last 
accessed 25 November 2018.
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assigned to each property to allow the integration of all datasets in a Geographic Infor-
mation System (GIS). The boundaries produced (and associated URNs) were subse-
quently digitized in QGIS 2.12 with the aid of the Google Satellite OpenLayers plugin.
Place‑Based Victimization Survey
Following the field mapping exercise, a 44-item structured questionnaire interview was 
developed to collect data on (1) crime victimization and (2) demographic variables. In 
relation to victimization, respondents were asked about their experience of crime in the 
previous 12 months. Here, we focus on the crimes of breaking and entering (B&E) and 
domestic theft as these could be geolocated to a specific address. The former is defined 
as an incident that involves forceful breaking into a property with the intention to steal, 
while the latter is an offense of stealing from a property without breaking in. In what 
follows, we analyze the data for the two offense types together, but note that analyzing 
them individually leads to the same conclusions.
To conduct the survey, houses were selected from within the study area using system-
atic random sampling whereby one adult of every kth household was approached to par-
ticipate in the survey, regardless of the number of families living in that household. In 
completing the survey, participants were asked to respond to questions about all families 
living in their household. A total of 3294 households were interviewed but only those 
data from 2932 of the surveys were included in the analysis. Data were excluded for the 
following reasons: 105 responses were rejected either because no URN was recorded, 
or because the URN duplicated an existing record, while 257 respondents declined to 
respond to most (or all) questions during the interview. The non-response rate was con-
sequently just 7.8%.
To enable the geocoding of the survey data (and the aggregation to different units of 
analysis), the URN for each sampled property was noted on the corresponding question-
naire. This was then cross referenced with the field mapping data to generate a dataset 
that included the XY-coordinates for each of the sampled properties. Figure  2 shows 
the XY-coordinates of all sampled households, while a Kernel Density surface (see, 
Chainey and Ratcliffe 2005; Eck et al. 2005; Chainey et al. 2008), used to preserve the 
anonymity of the exact victim locations, shows the distribution of crime incidents.
Units of Analysis
Three units of analysis are considered in this study—(a) households, (b) street seg-
ments, and (c) neighborhoods. To enable aggregation, in addition to recording the URN 
for every household in the study area, each property was assigned a reference code for 
the street segment, and the neighborhood in which it was located.
Street Segments
Following Weisburd et  al. (2012), a street segment is defined here as the two faces 
of a city block between any two intersections. As a consequence of the urban form 
of the study setting, it should be noted that some street segments have as little as 
one household on them. Additionally, it is important to note that, unlike settings in 
Journal of Quantitative Criminology 
1 3
Euro-American cities, the majority of streets are untarred, which affects the smooth 
flow of traffic.
There were 1117 street segments in the study area. Of those, only 751 had residen-
tial properties located on them. Knowing this is important since absent this informa-
tion, crime might appear to be concentrated even if it merely reflected the distribu-
tion of opportunity. The remaining street segments either hosted only non-residential 
properties (including vacant land or properties under construction), or just served to 
connect two streets (with no households located on them). Survey data were only col-
lected and patterns explored for those street segments that had households on them. 
The street segments (see Fig.  3) have an average length of 135.61  m and a standard 
deviation of 125.15 m.
Neighborhood Boundaries
It is worth noting that the areal units often used in analyses at the meso-level (e.g. neigh-
borhoods) in the crime and place literature are administrative boundaries (for example see: 
Andresen and Malleson 2011; Steenbeek and Weisburd 2015). While convenient, these 
boundaries are usually created to serve purposes other than scientific or social research 
Fig. 2  Distribution of sampled households and locations of reported crime in Badarawa–Malali. Note: The 
KDE surface was generated in QGIS 2.18 using 6.38492e−05 by 6.38492e−05 m cells, a 200 m spatial 
bandwidth and five thematic classes defined using a continuous classification
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and may therefore encapsulate highly diverse populations and urban characteristics. This 
can potentially undermine the analysis of areal units. Furthermore, no small administrative 
area boundaries (i.e. neighborhood proxies) exist in Nigeria and hence we had to create our 
own. A variety of approaches could be used to do this, but the one adopted here aimed at 
simultaneously minimizing the internal variance within neighborhoods and emphasizing 
the differences between them. Needless to say, however, that a potential challenge with 
any such exercise is what has become known in the literature as the Modifiable Areal Unit 
Problem (MAUP)—that changing a boundary set can lead to different conclusions (see: 
Openshaw and Taylor 1979; Fotheringham and Wong 1991).
It is important to also note that there is no standard definition of a neighborhood in 
terms of either population size or geographical extent. The neighborhood units constructed 
here, however, are closely based on Harvey Zoubargh’s concept of a “natural area”—“a 
geographical area characterized both by a physical individuality and by the cultural charac-
teristics of the people who live in it” (Zorbaugh [1926] in Lin and Mele 2005: p. 85). The 
approach used involved the application of the following neighborhood demarcation rules:
• Neighborhoods were delineated in terms of housing density—with regions of high, 
medium and low density identified based on the number of properties per unit of geo-
graphical area.
• Following natural boundaries such as streams and rivers that would naturally divide a 
neighborhood.
Fig. 3  Street segments with (and without) residential properties
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• Considering physical manmade features such as major roads that would also physically 
divide a neighborhood.
An iterative process was repeated until each neighborhood so defined contained a popu-
lation of between 4000 and 6000 people to reflect the range generally used in prior studies 
to define a neighborhood (i.e. U.S. census tracts have populations of about this size2). Fig-
ure 4 shows the resulting neighborhoods that were identified. A total of 40 neighborhoods 
were defined, of which 36 could be considered residential neighborhoods (the other neigh-
borhoods housed institutional and public landuses—i.e. schools, commercial areas and 
government offices). However, data were collected in only 35 neighborhoods as a survey in 
one neighborhood had to be abandoned for reasons of enumerator safety.
Results
In this Section, patterns of crime concentration were examined at the three spatial scales 
discussed above: household, street segment and neighborhood. Descriptive statistics are 
presented and then analyses conducted to determine whether any patterns observed exceed 
Fig. 4  Neighborhood boundaries
2 See: https ://www.censu s.gov/geo/refer ence/gtc/gtc_ct.html. Last accessed 24th October, 2018.
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that which would be expected given the distribution of surveyed crime opportunities 
(households). Table 1 follows the approach taken by Andresen and Malleson (2011; see 
also Steenbeek and Weisburd 2015; Telep and Weisburd 2018) to show the percentage of 
spatial units that account for all and 50% of crime incidents.
As seen in Table 1, crime was not reported to have occurred at all households or street 
segments—some are “crime-free” places. In contrast, crimes were reported for all neigh-
borhoods. Compared to neighborhoods, a much smaller percentage of street segments 
accounted for 50% of all crime incidents. Similarly, compared to street segments, a rela-
tively smaller percentage of households accounted for 50% of all crime incidents. How-
ever, when we consider only the units of analysis with crimes that accounted for 50% 
of incidents, crime is less concentrated at households compared to street segments, and 
almost the same as neighborhoods. It is important to note that the descriptive analysis pre-
sented above only considers the number of crimes recorded for each unit of analysis—dif-
ferent street segments or neighborhoods, however, will not have the same numbers of sam-
pled households—consequently, the opportunity for crime will not be evenly distributed 
across them. To address this issue, and to provide a more complete picture of observed 
patterns, we derive variations of the Lorenz curve (Lorenz 1905) to examine the degree 
to which crime concentrates at each spatial scale whilst taking account of the number of 
crime opportunities across them.
Lorenz curves have traditionally been used in the field of economics to test for evidence 
of income inequality (Lorenz 1905; Bakare 2012). In this context, after ranking the popula-
tion in terms of wealth (from lowest to highest), Lorenz curves are used to show the cumu-
lative percentage of income that is possessed by the (least wealthy) cumulative proportion 
of the (ranked) population. Where the observed line falls beneath the 45° line of equal-
ity (for which X% of the population account for Y% of wealth), this provides evidence of 
inequality. This method has also been used in the context of crime (e.g. Tseloni and Pease 
2005; Eck et al. 2017; Lee et al. 2017) to show that crime is not evenly distributed across 
(for example) households. However, as the data are ranked from the least to most at risk, 
this format of presentation is not particularly intuitive. That is, the reader has to undertake 
simple but necessary calculations to determine what fraction of crime is experienced by a 
particular percentage of victims, or other unit of analysis.3 For this reason, we follow the 
approach taken in other studies of crime concentration (Johnson and Bowers 2010; Davies 
and Johnson 2015; Steenbeek and Weisburd 2015). These employ the same process used 
to generate Lorenz curves, but the spatial units (households, street segments or neighbor-
hoods) are ranked from highest to lowest (instead of the other way around) according to the 
Table 1  Percentage of spatial units accounting for 50% of crime
Spatial unit (a) % that have any 
crime
(b) % accounting for 50% of 
all crime
(c) % with crime that 
account for 50% of 
crime
Household 38.13 8.32 21.82
Street segment 66.78 11.25 17.11
Neighborhood 100 27.14 27.14
3 The reader cannot simply look along the x-axis and then trace the curve to discover what fraction of 
crime is experienced by those most at risk since the data are not sorted in the right order to do this.
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count of crime reported at, on or in them. A cumulative concentration curve is then gen-
erated by plotting the cumulative percentage of crime experienced by the corresponding 
cumulative percentage of spatial units (households, streets or neighborhoods). This curve 
then shows what fraction of crime is accounted for by a particular percentage of house-
holds, street segments or neighborhoods.
Only those street segments (N = 751) and neighborhoods (N = 35) with one or more resi-
dential properties were included in the analyses. Including those with no households would 
exaggerate the extent to which crime is concentrated. The plots shown in Fig. 5 illustrate 
the degree to which crime was concentrated at the household, street segment and neigh-
borhood. These figures are simple to interpret and show, for example, that about 50% of 
incidents occur on about 11% of street segments. This is very different to the “naïve” line 
of equality which shows the expected distribution, derived assuming that the risk of crime 
is equal across spatial units. This approach has been used in recent studies that have used 
Lorenz curves to quantify crime concentration (e.g. Johnson and Bowers 2010; Davies and 
Johnson 2015; Steenbeek and Weisburd 2015).
In addition to using this simple line of equality, we calculated the expected distribu-
tion using a Monte Carlo simulation, assuming that the risk of victimization is uniformly 
distributed across households. Doing so controls for the fact that different street segments 
and neighborhoods will have different numbers of households located on or in them. It 
also addresses a known shortcoming associated with the Lorenz curve. That is, as pointed 
out by Bernasco and Steenbeek (2017), the Naïve use of Lorenz curves can exaggerate 
the degree to which crime is interpreted as concentrating if the number of places consid-
ered (i.e. units of analysis such as street segments or neighborhoods) is greater than the 
number of crime incidents. Given that we compare patterns of concentration for different 
spatial units (households, street segments and neighborhoods) for which the sample sizes 
differ substantially,4 this would be a problem if not dealt with explicitly. In what follows, 
the expected distribution is computed so that it is subject to the same constraints as the 
observed distribution, allowing us to address this issue directly.
To compute the expected distribution, we use a Monte Carlo simulation which is per-
formed in the following way: for each iteration of the procedure N locations, where N is 
the number of crimes observed in our data set, were selected as synthetic victims from all 
Fig. 5  Cumulative concentration curves for residential property offences and for different spatial units. 
Note: households (HHOLDS); street segments (ST SGMTS); neighborhoods (NHOODS)
4 There are 2932 households, 751 street segments and 35 neighborhoods.
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of those surveyed, using a uniform random number generator. This selection process was 
completed with replacement so that households could be “victimized” multiple times—
a finding commonly observed in the literature on repeat victimization (e.g. Pease 1998). 
After each iteration, of which there were 999, a cumulative concentration curve was com-
puted for the synthetic data. This re-sampling process produced a distribution of expected 
distributions, which are shown in grey in Fig. 5.
The first thing to notice from Fig. 5 is just how different the naïve line of equality is 
from the expected distribution computed using the Monte Carlo simulation, particularly for 
smaller spatial units. The reason for this is that the simple line of equality takes no account 
of the actual number of opportunities across spatial units, whereas the Monte Carlo simula-
tion does. Not addressing this would leave the analysis susceptible to the problem articu-
lated by Bernasco and Steenbeek (2017).
As expected, Fig. 5 shows that crime is more concentrated for smaller units of analysis. 
However, it also shows that, in contrast to what would be expected assuming a simple line 
of equality, crime is expected to be more concentrated for smaller units of analysis even if 
the observed pattern reflected nothing more than the distribution of opportunity. Despite 
this, Fig. 5 shows that the curves for the observed distribution differ from expectation for 
all spatial units of analysis (all ps < 0.001). What is unclear is whether this departure from 
expectation is more pronounced for smaller units of analysis.
To examine this issue directly, the Gini index (Gini 1912) was computed for each unit of 
analysis. This is an index of the area of inequality shown in a Lorenz plot, or the cumula-
tive concentration curve in our case. It is the ratio (A/B) of the area of the chart between 
the expected line of equality and the observed distribution (let’s call this A), and the area of 
the chart above the expected line of equality (let’s call this B–A is a subset of B). Tradition-
ally, where the naïve line of equality is used, the index ranges from 0 to 1, where a value 
of 0 indicates that the distribution of crime across spatial units is entirely equal, while a 
value of 1 indicates the distribution is completely unequal, suggesting that all crime inci-
dents occurred in only one place. However, as we calculate the expected distribution using 
a MC simulation—accounting for crime opportunity—it is possible for this value to be less 
than zero in the current analysis.5 We compute the Gini index by approximating the two 
areas (A and B) by summing the area of the trapezoids defined by each j-unit change along 
the x-axis (see, Berndt et al. 2003; Johnson and Bowers 2010). The associated formula is 
shown as Eq. 1.
where ei is the expected value of the cumulative proportion of crime for observation i (there 
are 100/j observations), yi is the observed value of the cumulative proportion of crime for 
observation i; xi is the cumulative proportion of units of analysis for observation i; and, B is 
the proportion of the area of the cumulative concentration curve above the expected line of 
equality. B is calculated using the second part of Eq. 1 but with a constant expected value 
of 1.
Computing a Gini Index for each of the iterations of the Monte Carlo Simulation dis-





















5 That is, a realization of the MC simulation may produce a distribution that while random, exhibits more 
concentration than is observed in the empirical data.
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probability of observing the empirical value, assuming the null hypothesis that the 
observed and expected values are equivalent. The (pseudo) p value is calculated using the 
formula shown in Eq. 2. In this case, n is the number of iterations of the Monte Carlo simu-
lation (in this case, 999), and r is the number of realizations for which the value of the test 
statistic is less than or equal to zero.
Figure 6 shows that having accounted for expectation, given the distribution of oppor-
tunity, crime was most concentrated at the household level, followed by street segments 
and then neighborhoods. Considering statistical significance, the degree of concentration 
was significant for all units of analysis (all ps < 0.001). Moreover, the distributions of the 
Gini indices generally do not overlap, which indicates that the differences observed for the 
different units of analysis were statistically significant. That is, crime becomes significantly 
more concentrated as we move down the cone of spatial resolution.
Discussion
As far as we are aware, this study provides the first empirical analysis of the concentration 
of crime at the micro level of place in the context of sub-Saharan Africa. This study is also 
noteworthy in that it represents a rare example for which the concentration of crime was 
studied at a range of spatial scales using a survey designed specifically for this purpose. 
That is, most studies that use survey data explore patterns at the national level, and most 
studies that examine crime concentration use secondary sources of data. Our findings dem-
onstrate that, despite the study area representing a radically different context to the types of 
areas studied hitherto, and using survey data rather than police incident report or calls for 
service data, the patterns observed are remarkably similar to those found elsewhere.
(2)p =
n − r + 1
n + 1
Fig. 6  Distributions of the Gini 
coefficients generated by the 
MC Simulation for different 
spatial units of analysis. Note: 
households (HHOLDS); street 
segments (ST SGMTS); neigh-
borhoods (NHOODS)
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To put this into context further, we compare some of the current findings to those of 
prior studies that have used police recorded crime data for Euro-American settings. 
Recall that in their study, Sherman et  al. (1989) found that around 11% (and 3.31%) of 
all addresses in the city of Minneapolis accounted for all (and 50%) of burglary incidents 
within a 1-year period. In the current study, the most appropriate comparison is with the 
category of breaking and entering.6 In this case, we find very similar results, with 15.6% 
and 3.8% of households accounting for all and 50% of offenses. The similarity in the latter 
finding is particularly striking given that the data are for very different locations and come 
from police records in the case of Sherman et al. and a victimization survey here.
When the data were aggregated and analyzed at street segment and neighborhood lev-
els, the patterns were again similar to those reported elsewhere (e.g. Weisburd et al. 2004; 
Andresen and Malleson 2011; Weisburd 2015; Curman et al. 2015; Weisburd and Amram 
2014; Steenbeek and Weisburd 2015). For example, in the city of The Hague, 50% of all 
crimes occurred on 7.28% of street segments and in 20.18% of neighborhoods (Steen-
beek and Weisburd 2015). Additionally, while around 52% of street segments experi-
enced at least one crime, almost all (99.12%) of neighborhoods did. Similar findings are 
found here—around 11% (and 65%) of street segments accounted for 50% (and all) crime 
incidents (incidents of Theft and B&E) while around 29% (and 100%) of neighborhood 
accounted for 50% (and all) crime incidents. That the findings are similar is in line with 
Weisburd’s (2015) suggestion that “the concentration of crime will fall within a narrow 
bandwidth of percentages for a defined cumulative proportion of crime”.
However, it is worth noting that the percentage of spatial units that account for 50% 
of crimes is slightly higher in the present study (e.g. 11% vs. 2–7.8% for street segments) 
than has been observed elsewhere (see Telep and Weisburd 2018). With respect to this, 
at least three factors might explain the variation. The first is that the patterns may differ 
due to contextual differences. For example, the condition and settings of the street net-
work or “urban backcloth” (Brantingham and Brantingham 1993) in Kaduna differ greatly 
to the typical settings in Euro-American cities. In Kaduna, streets are narrow, winding and 
many are untarred, factors that could influence the pattern of both vehicular and pedestrian 
movement, and consequently patterns of crime (Davis and Bishop 2013). The second is 
that the differences may be explained by the fact that here we focus on a particular subset 
of crime, whereas the figures we cite from Telep and Weisburd’s review relate to findings 
for studies that examine total crime. The third is that the differences may be explained by 
the fact that the data analyzed here were collected using survey sampling, whereas that 
analyzed in all previous studies comes from secondary sources, such as calls for police ser-
vice. As discussed above, it is well known that much crime goes unreported to the police, 
and that survey methods provide a more complete picture of victimization. These differ-
ences in coverage could easily explain the small differences in results observed here. To 
assess this, future research might examine this issue in jurisdictions where both police and 
survey data are available.
In addition to examining whether crime was concentrated at various spatial scales using 
descriptive statistics, we used Monte Carlo simulations to test whether the observed pat-
terns could be explained by the distribution of crime opportunity (i.e. housing units). This 
was not the case, which indicates the robustness of the findings. Unfortunately, researchers 
6 Theft from the household does not require an offender to break into a home and is common in Nigeria 
because, unlike residents in the U.S. and European cities, the majority of Nigerians commonly leave their 
households unlocked.
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do not typically use such methods, but given their simplicity we would encourage them to 
do so. For crimes that do not occur at discrete locations such as households, it will be a lit-
tle more complicated to enumerate the crime opportunities present, but a simple proxy that 
could be used for street segments would be the length of road in question. Other possibili-
ties exist.
Having demonstrated that crime is concentrated in a Nigerian urban setting, the next 
research challenge will be to explain it. Given the differences between Nigeria, the US and 
other countries, it may be that different factors explain the patterns observed in that country 
and elsewhere. Regardless, what the current findings suggest is that, while neighborhood 
effects should not be ignored, explanations should be sought at the micro-level of place, 
where places include street segments and even smaller spatial units of analysis (see also, 
Weisburd et al. 2012).
In terms of crime prevention, the finding that crime is concentrated in a Nigerian setting 
suggests that geographically focused policing initiatives may be beneficial in this context 
too. Increased police patrols represent one option, but other strategies exist and those tai-
lored to the specific context are perhaps likely to have the most impact (for a discussion 
of the effects of geographically focused problem oriented policing, see Braga et al. 2014; 
Braga and Bond 2008).
Turning to the limitations of the present study, the data collected here are cross sectional 
and as such do not permit testing of the stability of crime patterns over time. This means 
that we were not able to test whether the same fraction of (say) street segments account 
for (say) 50% of crime each year. Therefore, to place such findings in the broader crime 
and place literature, future research should consider the use of datasets that span a longer 
period of time. The use of police recorded data is one option if such data become available 
(for example see: Mazeika and Kumar 2017), although caution must be taken when using 
such data in Nigeria due to the issues discussed above.
Another important issue to note is that the analysis here was limited to the two prop-
erty-based crimes covered in the survey. It is, of course, possible that different patterns 
would be observed for other types of crime, and hence future research should explore this. 
With respect to previous studies concerned with the law of crime concentration, many have 
examined patterns aggregated across crime types (Weisburd et  al. 2004; Curman et  al. 
2015), and hence it is difficult to directly compare our findings with those. However, oth-
ers have focused on particular forms of crime or have disaggregated their findings (e.g. 
Sherman et al. 1989; Andresen and Malleson 2011; Braga et al. 2011; de Melo et al. 2015; 
Andresen et  al. 2017), and our findings are generally in line with these. With respect to 
future research, to fully explore the law of crime concentration at places, it will be impor-
tant to analyze data for individual crime types (Andresen et al. 2017). Some crime types, 
such as those studied here, for example, can only occur at particular places, while the 
opportunity for other types of crime will be more ubiquitous.
As discussed, the findings presented here have implications for crime prevention and 
control. They suggest that hotspots policing strategies, at least in theory (see Braga et al. 
2014), could reduce crime in settings such as Kaduna. However, implementing such 
approaches will bring fresh challenges, not least because their effectiveness will depend—
to some extent at least—on the production of accurate maps of hotspot locations. In cities 
like Kaduna, the necessary data are not currently digitized, which would present problems 
and, as discussed, much crime goes unreported to the police. Despite these issues, the cur-
rent study suggests that such approaches are theoretically worthwhile, which provides the 
motivation for pursuing them.
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To conclude, our findings show that, consistent with the findings of studies conducted in 
countries with different urban layouts and cultural contexts, property crime is highly con-
centrated at the micro level of place in Kaduna—a typical setting in sub-Saharan Africa. 
Our findings thus provide further support for the ubiquity of Weisburd’s law of crime con-
centration at places. That our findings demonstrate that this pattern persists after account-
ing for the distribution of crime opportunity raises the question of what might explain the 
observed phenomenon. It will be for future research to address this and to determine if (for 
example) the environmental characteristics that make crime more likely in US and Euro-
pean cities also explain crime patterns in cities like Kaduna.
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