The interaction between molecular (atomic) electron(s) and the vacuum field of a reflective cavity generates a significant interest thanks to the rapid developments in nanophotonics. Such interaction which lies within the realm of cavity quantum electrodynamic can substantially affect transport properties of molecular systems. In this work we consider non-adiabatic electron transfer process in the presence of a cavity mode. We present a generalized framework for the interaction between a charged molecular system and a quantized electromagnetic field of a cavity and apply it to the problem of electron transfer between a donor and an acceptor placed in a confined vacuum electromagnetic field. The effective system Hamiltonian corresponds to a unified Rabi and spinboson model which includes a self-dipole energy term. Two limiting cases are considered: one where the electron is assumed much faster than the cavity mode and another in which the electron tunneling time is significantly larger than the mode period. In both cases a significant rate enhancement can be produced by coupling to the cavity mode in the Marcus inverted region. The results of this work offer new possibilities for controlling electron transfer processes using visible and infrared plasmonics.
Introduction and background
Controlling, manipulating and modifying transport properties on the nanoscale is key to creating useful nanodevices [1] [2] [3] , and can be pursued in different ways by creating suitable structures, changing environmental interactions 4 (including the electromagnetic (EM) environment 5, 6 ) or imposing thermal 7 or electric potential gradients 8 . Of recent interest in several fields is the effect of specific coupling to a bosonic environment, regardless of its nature, on electronic (charge or energy) transport processes. The concept itself is of course not new: arguably the most prominent example is electron transfer (ET) in condensed molecular systems, where nuclear motion (including solvent reorganization) is needed to bring the system to a transition configuration in the donor/acceptor subspace on one hand, and to stabilize the reaction product(s) on the other 9 . In this and many other molecular processes where the thermal environment plays an important active role, the latter is modeled as a harmonic bath, yielding variants of the spin-boson model.
Electron transfer can be also affected by vibrational motions in the bridge connecting between donor and acceptor. Even weak effects of this kind may be directly observed by inelastic tunneling spectroscopy [10] [11] [12] . They become significant when the transmission strongly depends on the instantaneous nuclear configuration [13] [14] [15] [16] or when dephasing by thermal nuclear motion causes transition from coherent to diffusive transport behavior. 17 Active control of electron transfer has recently been demonstrated by several experimental works, which show that IR excitation of bridge nuclear motions can significantly alter ET process in donor-bridge-acceptor system 18, 19, 20 .
These observations are usually attributed to the modulation of the effective donor-acceptor (DA) coupling (electron tunneling probability) on the underlying nuclear configuration which is in turn affected by vibrational excitation. Such effects can be considerably enhanced if this modulation  is a vibronic coupling constant, ij J is a dipole coupling between chromophores.
When the resonance condition
is met, the mode l and the chromophores i and j can be strongly coupled and form a mixed delocalized vibronic state which provides an effective pathway for energy exchange between chromophores. Here, vibrational energy is used to bridge the gap between electronic excitations otherwise localized on different molecular centers 32 . The contribution of such a pathway is particularly significant in situations where the usual local hopping is suppressed, e.g. due to
disorder. In addition to bridging electronic energy gaps, the localized or delocalized nature of the relevant vibrational modes has been discussed 13, 27, 30 and it was pointed out that delocalized vibrations can be significant exciton coherence.
Besides molecular vibrations, the radiation field provides another kind of a bosonic environment that couples to and may significantly affect molecular processes. Traditional photochemistry may be enhanced by active coherent control, where the molecular time evolution is manipulated by tailored coupling to the radiation field whose high intensity often allows a classical treatment 33 . However, under strong light-matter coupling conditions that can be realized for molecules placed in optical cavities, even a vacuum radiation field can strongly affect energy and electron transport in the molecular system [34] [35] [36] . Studies of such phenomena, that lie within the realm of cavity quantum electrodynamics 37 , have recently generated significant experimental and theoretical interest enhanced by the rapid developments in nanophotonics. The common underlying mechanism of these phenomena is the energy exchange between the photonic and molecular degrees of freedom through dipole coupling, leading to the formation of mixed (hybridized) photon-matter states -polaritons. This mixing is not only manifested in optical spectra 38, 39 but can modify potential surfaces associated with excited electronic states with predicted consequences for photodissociation [40] [41] [42] and photoinduced electron transfer [43] [44] [45] , as well as the dynamics of charge and energy transfer in molecular systems [45] [46] [47] [48] [49] [50] [51] These phenomena stem from three elements that characterize molecular systems coupled to cavity modes: First, the coupling,  is the molecular transition dipole element and ω is the molecular transition frequency, is relatively strong in cavities of small volume Ω. Second, the molecular transition frequency ω is assumed to be in resonance with the fundamental cavity-photon. In principle the molecular frequency ω can be the energy needed to bridge the gap between electronic excitations on different molecular sites (a mechanism akin to the one discussed above of enhancing exciton transfer by bridging the energy gap between different molecular excitations, however most applications discussed to date consider cavity photons in resonance with the exciton itself, i.e., the energy difference between the ground and excited molecular states. Third, strong coupling of the cavity photon to an electronic transition leads to a local renormalization of the nuclear potential energy surfaces mainly near nuclear configurations for which the electronic transition energy is in resonance with the cavity photon. Fourth, the coupling of excitons or charge carrier to the cavity photon, which by its nature is delocalized in the cavity, can increase the coherence length of these energy and charge carriers and enhance their mobility in particular in situations where the mobility is otherwise reduced by disorder 37, 40, 44 .
Similar enhancement of exciton transport by coupling to surface plasmons has been extensively discussed, see, e.g. Refs. 52-54 . Yet another important implication of the coupling of possibly many molecules to a single cavity photon mode is the possible appearance of collective effects where system properties depend on the number of molecules in a non-additive way. Such phenomena, well known in observations of superradiance 55 and superfluorescence 56 , are often observed in the Rabbi splitting that characterizes avoided crossing phenomena associated with strong exciton-plasmon/cavity mode coupling 38, 39 , were suggested to affect other dynamical aspects of molecular aggregates in cavity environments 57, 58 .
The Hamiltonians used for modeling exciton (or charge carrier)-cavity photon dynamics, e.g. 40 , a a c c     is a dipole coupling describing energy exchange between the molecule and the cavity mode, are similar to those like the Hamiltonian (1) used to describe exciton-vibration coupling in light harvesting systems. Important differences between these systems should however be noted: First, the high frequencies of optical modes supported by nanocavities make them operate at effectively zero temperature, thus emphasizing quantum effects. Secondly, standard considerations of (approximately) harmonic motions interacting with electronic dynamics are usually associated with the mutual effects of interacting electronic and nuclear dynamics, where the focus is on the timescale separation between these motions and the manifestations of events where it breaks down. Consequently, the resonances promoting exciton transfer are between vibrational frequencies and energy differences between different molecular excitons. In contrast, the harmonic optical modes are often tailored to be in resonance with electronic excitations, implying dynamics on similar timescales. We note in passing that recent studies of vibrational strong coupling indicate that molecular nuclear dynamics in the ground electronic states may be affected by coupling to the radiation field in cavities that support infrared photon modes 57, [59] [60] [61] [62] [63] [64] [65] [66] . Similar cavity modes can be used to affect exciton motion by bridging excitonic energy gaps as in Refs. 24-32.
The strong light-matter coupling associated with cavity confined modes implies that cavity environment may have observable, perhaps strong, effects on molecular properties even in the absence of incident radiation, that is, for molecules interacting with the vacuum cavity field.
Common to the cavity phenomena described above is that they take place in states where enough energy is available to excite the cavity mode. In the present work we consider non-adiabatic electron transfer process between a donor and an acceptor in the presence of a cavity mode, where such energy is not necessarily available. 
Theoretical Framework
Consider an electron (sometimes referred to as the excess electron) that interacts with a neutral system of charges (e.g., bound molecular electrons and nuclei), together referred to henceforth as a molecular system, placed inside an electromagnetic cavity of volume  and frequency  of the lowest supported mode (higher frequency modes are disregarded or rather not considered explicitly). The particles interact with the cavity mode and with each other through the columbic interaction and, for simplicity, are assumed spinless. The corresponding Hamiltonian has the following form:
where †( ) a a denote the creation( annihilation) operator of the cavity mode, e, m,p and r  are the excess electron's charge, mass, momentum and position while i Z e , mi,ˆi p , i r  are the charge, mass, momentum and position of the i-particle respectively. ( ,{ }) coul i V r r   is the electrostatic interaction between all charged particles, i Z is a charge of i-particle and † 0ˆ(
is the vector potential of the electromagnetic field. Here we have assumed for simplicity that a single cavity mode dominates the investigated process, but a sum over relevant cavity modes could be taken as well. In Eq. (5) In the present discussion these states are assumed to be known.
Considerable simplification is achieved when the characteristic size of the molecular system, denoted ds, is assumed to be much smaller than the mode wavelength. Under this assumption,
The molecular system (excluding the excess electron) is characterized by the total dipole moment s n n n Z er
Since the system is neutral ( 0 Next, we perform a unitary transformation
in order to eliminate the vector potential from Eq. (4). This leads to (Appendix A)
where † 0ˆ(
is the operator representing the electric field associated with the corresponding cavity mode. The field-matter interaction in the transformed Hamiltonian (9) now has the familiar dipole-field interaction form. In addition, the emerging self-interaction term 
Next, we employ the model given by Eq. (10) to the case of a molecular system with an extra electron put on an unoccupied molecular orbital and the whole material system is placed inside an electromagnetic cavity-resonator. The excess electron is assumed to move between orbitals of the molecular system, taken to be orthogonal. To focus on the standard model used to describe molecular electron transfer we further take ˆˆM
to represent a 2-state molecular model and a harmonic bath with the standard polaronic interaction: . These operators will enter our rate calculations via matrix elements involving the system states A and D which are assumed to constitute a complete basis for the electronic subspace of this electron transfer problem.
We further assume that the neutral molecular system does not have a permanent dipole moment,
where n and l stand for these D and/or A states. We denote the matrix elements on the RHS of Eq.
which are essentially the donor and acceptor positions,
respectively, and
-the transition dipole moment between the donor and acceptor orbitals. Obviously, the magnitude of the latter depends on the overlap between these orbitals and is of the order of the tunneling matrix element that determines the electron transfer rate. In terms of these quantities, the matrix elements of Eq. (12b) take the form
Using Eq. (12-15) we can rewrite the Hamiltonian (11) in the following form
where
The first four terms in the Hamiltonian (16) correspond to the standard electron transfer process. The other terms represent the effect of coupling to a cavity mode that may potentially become important when the cavity volume Ω is small. Another useful form of this Hamiltonian can be obtained by making the unitary (polaron-type) transformation (see Appendix B):
which transform the Hamiltonian (16) into the following from (Appendix C):
Several observations on the physical contents of this Hamiltonian can be made at the outset:
(a) As seen explicitly in the form (19) , the Hamiltonian depends only on the relative distance between the donor and the acceptor. This is of course an expected result, however note that to obtain it was important to keep the self-interaction (last) term in Eq. (c) Viewing this Hamiltonian from the perspective of the electron transfer problem, we notice that in addition to the "standard" coupling terms associated with the non-adiabatic coupling DA H we encounter coupling between the donor and acceptor states arising from their coupling to the common cavity modes and characterized by the transition dipole coupling DA t , Eq. (17d) . In the next Section we discuss the quantitative implications of this interaction.
(d) We expect that this effect of coupling to the cavity mode will depend on the relative characteristic times, e  , of the electron transfer and
of the cavity dynamics. It should be emphasized, however, that the relevant characteristic time for the electron transfer process is not the observed rate of electron transfer (which is usually dominated by the underlying nuclear dynamics) but by the time of actual electronic charge reorganization during a tunneling event, the so called tunneling time 69, 70 , over which the electronic charge changes from being localized near the donor to being near the acceptor. Depending on the tunneling barrier, this time may be of order 0.1-1 fs 71 . The case where it is of the order of the cavity mode period requires a reconsideration of the molecular electronic structure in the presence of the cavity mode 36 . Simpler general statements can be made in the limits where this time is short or long or comparable to this period, which we consider next.
Fast electron, slow cavity mode. Consider first the case e c    , that is, electron tunneling is instantaneous on the timescale of the cavity mode. The rate of the tunneling event depends in this case only on the initial state of the cavity mode (which, just as nuclear states, remains frozen during the tunneling event). In this case the effect of the cavity mode on the electron transfer process will be the same as other slow modes associated with intramolecular or environmental nuclear motions. One caveat in this consideration is that the states of the cavity mode should be calculated in the presence of the molecular system, however, since the molecule is much smaller than the cavity, a mode delocalized in the cavity is only slightly affected by the molecule presence, and we assume that its lowest states are well approximated by those of the free cavity mode.
The calculation of the cavity effect on the transfer rate than becomes analogous to that of the other slow bosons  , j j b b . To evaluate the transfer rate in this limit we perform the polaron transformation also with respect to the vibrational motions 72 . The Hamiltonian (19) transforms to
Note that only the vibrational reorganization energy 
and where   kl F x are matrix elements of shift operators (whose squares are Franck -Condon 
while the total rate of electron transfer starting from state Dm is
Here m m m     and m P is the thermal (Bose -Einstein with possible corrections for a lossy cavity) population of the cavity mode. If the cavity-mode is initially in the ground state, 0 m  , it 
This Hamiltonian describes the cavity for a given instantaneous molecular vibronic configuration 
where tot E is the energy of the total molecule-field system. However, since the field term m   does not depend on the molecular configuration, it follows that the molecular wavefunction does not depend, in this limit, on the state of the cavity mode, and satisfies the free molecule Schrödinger 
The last term in (31) corresponds to the standard dipole coupling between the dressed states. The expression for the rate in this limit is similar to Eq. (23) Cooperative effects. The strong coupling of many molecular systems to an optical mode delocalized within the cavity is known to induce cooperative molecular response 44, 53, 55, 73 .
Manifestation of such effects for the vibronic dynamics in many-molecule systems will be studied
Here, parameters , DA k g and , DA k t are defined as in Eqs (13)- (17) for the different molecules k.
Assuming that the pairs are identical, the spatial size of the system is much smaller than the mode wavelength and the pairs are aligned in the same direction with respect to the polarization of the cavity field, we have 
that is, enhances by a factor of ( 2) 
Results and Discussion
In 160nm . This structure is referred to below as cavity B.
Next, consider the parameters that characterize the electron transfer process. Consider first the case of slow electron and fast cavity mode, using the parameters of cavity A and taking the tunneling barrier, donor acceptor distance and reorganization energy to be ~1 E eV  , ~1nm
DA r and ER = 1 eV, respectively. An estimate (based on a square barrier model 84, 85 ) for the tunneling time is (23) will contribute to the total rate:
The first term in Eq. (37) (23) and (24) . Figure 4 shows the electron transfer rate from an initial state with an unoccupied cavity mode, using for the sum in Eq. (24) six final states (up to five) photons created during the electron-transfer event): 
Conclusions
We have presented a general framework for describing the interaction between a charged molecular system and a quantized electromagnetic cavity field and applied it to the problem of electron transfer in the presence of such confined field, showing that the transfer rate may be affected by the cavity environment even in the vacuum state of the latter. The effective system
Hamiltonian (16) in the normal Marcus regime. Our results indicate the potential for controlling electron transfer processes using tunable optical nanocavities.
We have only briefly touched the subject of cooperative behavior. Realization of such behavior in cavity-enhanced molecular electron transfer may require collective response of nuclear motions. Such collective response has been recently demonstrated, even at room temperatures, in infrared cavities 86 and possible implications to electron transfer will be considered in future work. To evaluate the last term in (A1) we can re-express (10) as follows:
The expression (A7) is a shift operator for harmonic oscillator. This means
Substituting (A4), (A5), (A6) and (A11) in (A1) we get a new expression for the system Hamiltonian: 
Appendix B. Evaluation of matrix elements of the polaron operator
We will use the following relations 72 : 
From (B3) and (B4) we have
Appendix C. The polaron transformation of the Hamiltonian
We need to evaluate †ˆÛ 
