A ridge-waveguide 1.55-μm semiconductor laser with a multiple-quantum-well carrier confinement structure was characterized from room temperature down to 10 K. The temperature dependence of important laser parameters, such as threshold current, series resistance, differential efficiency, and emission wavelength, extracted from standard L-I/I-V measurements, is reported. The applicability of the standard ideal-diode model of semiconductor laser at cryogenic temperatures is analyzed.
INTRODUCTION
The temperature dependence of the operation parameters of semiconductor lasers has been a subject of intensive research since double-heterostructure diode lasers were proposed in 1963 [Kroemer 1963] . These efforts eventually led to demonstration of room temperature operation of injection lasers in 1969 [Kressel 1969] , [Hayashi 1969] , [Alferov 1969 ], a breakthrough that allowed these devices to find diverse and vast applications in modern technology. Nowadays, the continuing need for enhanced performance in advanced signal processing systems and applications has made the implementation of optical data links within cryogenic environments very attractive. Superconducting circuits provide processing speeds that far exceed the present state of conventional electronics. For example, superconducting singleflux-quantum (SFQ) circuits can operate as logic and memory circuits at clock frequencies over 100 GHz with extremely low power [Likharev 1991] , [Likharev 1993] , and ultimate speed of 770 GHz has been demonstrated experimentally [Chen 1993] . The main bottleneck for realizing large-scale systems utilizing SFQ circuits is the thermal interface between liquid helium and room temperature environments for optical data transport from 4 K to 300 K. Based on the analysis of prospects for ultrafast, low power data transmission at room temperature, we believe active laser transmitters offer better prospects for satisfying stringent thermal requirements for cryogenic data links than external modulators. Although early diode lasers were demonstrated at cryogenic temperatures and were shown to exhibit an enhanced performance in this temperature range [Katz 1985 ], their use in practical systems is still mainly limited to room temperature applications. As a consequence, availability of device performance parameters for cryogenic operation is very limited, and such parameters are virtually nonexistent for commercial devices. The purpose of this work is to experimentally explore the main diode laser operating parameters at low temperatures by systematically applying wellknown characterization techniques traditionally used at room temperature.
LASER PACKAGING AND EXPERIMENTAL SETUP

Laser packaging
In this work, a COVEGA FPL1055C 1.55-μm MQW ridge-waveguide Fabry-Perot high-power laser was electrically and optically characterized from room temperature down to 10 K. This particular device was particularly well suited for our experiments, due to its availability in a chip-on-submount (COS) package. This minimalist package design was preferable, because it was not known upfront whether a fully packaged device could withstand the thermal stress arising at temperatures well below its specified operating temperature range. Although it was also uncertain whether the laser chips themselves would survive such extreme conditions, it was anticipated that packaging failures were far more likely to occur even at moderately low temperatures. In addition, it was of utmost importance to minimize the thermal resistance between the device and the heat sink in order to achieve the best possible temperature control in the device itself. For high-power lasers, such as the FPL1055C, this consideration is usually addressed by choosing the best materials and processing for chip bonding the device to the submount in order to optimize the device performance. The FPL1055C submount was fabricated on AlN, a material with a very high thermal conductivity, frequently used for efficient heat extraction. The submount was carefully soldered to a copper heat-spreader using indium solder in order to simultaneously provide an outstanding thermal performance of the junction and the ability to absorb mechanical stress arising from thermal expansion coefficient mismatch between AlN and copper. The Cu heat-spreader was mounted to the cryostat cold finger using a specialized InSn soft-metal-alloy thermal interface material (TIM) to further maximize the heat transfer to the system heat sink.
Measurement Setup
Reliable characterization of diode lasers requires very high temperature stability, as well as very fine and accurate measurements of the device current and voltage. A Cryodyne M-22, two-stage, Gifford-McMahon (G-M) cycle cryorefrigerator operating in closed loop with a Lakeshore 805 temperature controller was used to carefully control the cryostat temperature in the range from 324 K down to 10 K. A temperature stability of better than 0.2 K was achieved over the entire temperature range. To control the current, a Newport 8530 diode laser driver module installed on a Newport 8000 mainframe was used to sweep the laser bias current in 0.2 mA steps. From the observed short-term drift of the source, it was estimated that the accuracy for the current was ~105 μA at 100 mA, but it decreased to ~78 μA at 10 mA. A Keithley 2000 high-precision multimeter was used to independently measure the terminal voltage for the diode laser, using dedicated sensing wires. The instrument provided an outstanding accuracy of 35 μV at voltages lower than 1 V DC. However, the observed short-term voltage accuracy was ~6 μV, thus giving an overall accuracy of ~41 μV.
Temperature characterization required the diode laser to be placed inside the cryostat, where limited access to the light emitted precluded absolute measurements of the total optical power output. Instead, free-space optics was used to properly collimate and guide the beam to the optical power meter and spectrometer for L-I and spectral characterization, respectively. Since the laser output beam for most semiconductor lasers is extremely divergent, an aspherical lens was used for collimation in an attempt to reduce further power losses due to aberrations. A two-lens system was used to optically match the spectrometer input per manufacturer specifications. Finally, a film beam splitter was used to divide the optical signal between the optical power meter and the spectrometer. Under regular operating conditions, it was observed that the optical power sensitivity of the detector was on the order of a few nanowatts in the near-infrared, which was sufficient to record typical optical output power levels for currents above 1 mA. The laser spectral density was also carefully measured with a monochromator capable of resolving 0.02 nm spectral features, a sufficiently small value given the linewidths of ~ 0.3 nm typically observed for the FPL1055C devices.
THEORETICAL MODEL
L-I characteristic
The coupled rate equations for carrier and photon density can be written as [Coldren 2012] 
where N and S are the volumetric carrier and photon densities, respectively, R inj is the volumetric carrier injection rate into the active region, R sp , R nr and R st are the volumetric spontaneous (radiative), nonradiative and stimulated emission carrier recombination rates, respectively, Γ is the confinement factor, βR sp is the fraction of the spontaneous emission radiation injected into the optical lasing mode and γ c is the photon cavity decay rate. The laser optical output is given by
where η col is an output collection efficiency factor, γ out is the photon output rate, λ is the optical output mode wavelength and V S is the mode volume in the optical cavity. Setting dN/dt = 0 and dS/dt = 0, and solving Eq. (2) for S, it can be shown that
where V is the active region volume. In this form, the effect of stimulated emission is accounted by R inj , which can be now treated as an independent term determined by the injection current imposing a functional dependence for β, R sp and R nr . Eq. (4) clearly shows that the laser optical output is the result of the competing effects of carrier injection and spontaneous and nonradiative recombination, with a small portion of the spontaneous emission injecting photons into the optical mode. Substituting R inj = η inj I/qV and using Eq. (1) in Eq. (4), the output power can be rewritten as
where η r = R sp /(R sp +R nr ), the internal efficiency, and η d = η inj (γ out /γ c ), the external differential efficiency, have been used. In these expressions, η inj is injection efficiency that represents the fraction of current that results in carriers injected in the active region where recombination takes place. It is clear from Eq. (5) that when R st dominates, the output power reduces to the well-known above threshold approximation P out = η col η d (hc/qλ)I. Alternatively, near transparency as R st → 0, the output power is reduces to P out = (βη r )[η col η d (hc/qλ)]I, which correctly indicates that the output is just the fraction of spontaneous emission coupled into the mode. The region R st > 0 spans the sub-threshold, threshold and stimulated emission regimes. Intuitively, it is expected that P out would increase faster than linearly in the sub-threshold region as some stimulated emission readily contributes to the optical mode buildup up to a point where optical losses are nearly overcome, which defines the transition to the threshold region. Similarly, below transparency, some additional losses should occur owing to active region absorption, which implies the output power may decrease faster than linearly. These observations suggest that calculation of the second derivative of the L-I characteristic under threshold should give a local minimum corresponding to transparency in addition to the well-known absolute maximum corresponding to threshold. Our measurements confirmed the existence of such minimum. Thus, by measuring the slope of the L-I curve above threshold it is possible to estimate η d and by measuring the slope in the vicinity of the transparency current, it is possible to estimate the product η r β at transparency, although this later estimate was not attempted in this work.
I-V characteristic
A simple electrical model proposed by Barnes and Paoli [Barnes 1976 ] was used for electrical characterization. In the model, the semiconductor laser is represented by an ideal diode with an ideality factor parameter n, a series resistance R and a shunt resistance R sh . The voltage and current relation are given by the transcendental equation
where V is the diode terminal voltage, I 0 is the diode reverse saturation current and V T is the "thermal voltage" defined as V T = nkT/q, where n is the ideality factor. The model is valid for current values below threshold. Above threshold, the diode voltage is nearly saturated at its threshold value V sat and the diode current is nearly independent of the voltage. Rearranging Eq. (6) to find an expression for V and differentiating with respect to I, it can be shown that
which is the same as result reported by Barnes and Paoli [Barnes 1976 ], but written in a slightly different form. Since I 0 /I is typically much less than 1, and for well-behaved lasers with large R sh operating at currents immediately below threshold R/R sh << 1, V/R sh << I th and V T /I << R sh , with V ≈ V sat , Eq. (7) reduces to the usual expression R + V T /I. Therefore, the slope in a plot of dV/dI vs. 1/I yields the value of V T while R is given by the intercept. Alternatively, above threshold, V saturates at V sat and R is simply equal to dV/dI. Thus, it is possible to estimate R by taking the derivative of the voltage with respect to current both below and above threshold. However, the above assumptions may no longer hold at low temperatures because I th can dramatically decrease while V sat increases and R can be much larger [Katz 1985 ] such that R/R sh may not be much less than unity. Nonetheless, it is always possible to evaluate Eq. (7) at a sufficiently high current such that V sat /R sh << I and V T /I << R sh are satisfied, leading to
where r s is the device series resistance observed on the terminal and the derivative must be evaluated at a current level sufficiently high such that dV/dI is nearly constant or d 2 V/dI 2 ≈ 0. From Eq. (8), it is clear that r s = R only if R/R sh << 1, an often overlooked consideration. Solving for R from Eq. (8) Fig. 1 shows the log-log plot of the L-I characteristic along with the ratio d 2 P/dI 2 for representative temperatures. The bias current was changed in 0.2 mA steps to ensure sensitivity required to estimate the derivatives. The uncertainty in the measurements arising from temperature and bias current variations was reduced by smoothing the optical power response by averaging the values in a window of ~ 1-2 mA until a continuous curve spanning the sub-threshold and threshold regions was obtained. The time between measurements was set to > 3 s to attenuate the effect of the short-term drift error in the system while keeping the experiment duration within a reasonable limit. The plots clearly indicate the effectiveness of the method is reduced at lower temperatures where the second derivative minimum is harder to determine. Despite all these experimental limitations, a fairly well-defined second derivative minimum could be detected down to 50 K (Fig. 1d) . The laser threshold current was also estimated from these plots by finding the maximum of the second derivative. The temperature dependence of both the transparency and threshold currents measured as explained above is shown in Fig. 2a . It is customary to express the temperature dependence of the threshold current over a certain temperature range through the empirical relation
EXPERIMENTAL RESULTS
Threshold and transparency currents
( 1 0 ) where the parameter T 0 is a measure of the degree of temperature dependence, with smaller values indicating a higher sensitivity. According to Eq. (10), T 0 is easily obtained from the reciprocal of the slope of a semi-log plot of the threshold current vs. temperature and break points occur where the slope changes its value. For our device, determination of such transitions is particularly difficult since the resulting curve exhibits several possible break points in the whole temperature range, as may be observed from Fig. 2a . In fact, when applied to the experimental data, the model failed to explain the threshold current temperature dependence for the entire range. Alternatively, the model fitted very well to the transparency current data as shown in Fig. 2b . Two temperature break points were found at T b1 = 91 K and T b2 = 250 K. The values for T 0 were 63 K, 316 K and −1602 K in the ranges T < T b1 , T b1 < T < T b2 and T > T b2 , respectively. The inset illustrates that the model is excellent since the fit residuals follow a very consistent random distribution in the whole temperature range indicating the deviations can be completely attributed to noise.
For the threshold current, a more suitable empirical model valid in almost the entire temperature range under consideration is given by
( 1 1 ) The curve fits obtained can be observed in Fig. 2c . Although the transition region near T b ≈ 100 K is not abrupt, as was the case for the transparency current fit using Eq. (10), the threshold current changes its temperature sensitivity from T 0 = 194 K to 111 K below and above 100 K, respectively. However, in this case the residuals exhibit some structure indicating the model does not explain the data in narrow temperature ranges. This consideration is particularly important near the predicted Auger recombination break point in the vicinity of 260 K for 1.55-μm lasers with undoped InGaAsP active regions [Haug 1985 ]. The wide-range temperature model given by Eq. (11) does not predict a break point in this range. However, using Eq. (10) for the threshold current data between 225 K and 300 K only, a break point can be detected at 261 K with T 0 equal to 100 K and 71 K for the regions below and above this point, in very good agreement with theoretical estimations [Haug 1985 ]. This is illustrated in Fig. 2d . Also, from these two narrow temperature ranges, it was very difficult to determine other regions that would be described by Eq. (10). Further measurements with smaller temperature steps would be required to accurately determine the possible points of transitions.
The above observations suggest that the transparency current exhibits a wide-range temperature dependence completely described by Eq. (10), while the threshold current exhibits both a wide-range temperature dependence given by Eq. (11) and a narrow-range temperature dependence predicted by Eq. (10). This is consistent with the fact that the threshold current is not an intrinsic material parameter, due to its dependence on optical losses, and therefore will be less sensitive to recombination rates variation in the active region. Yet, both currents predict a break point near 260 K, which is related to the predicted Auger break point. However, in the case of the transparency current, the negative value obtained for T 0 for T > 250 K does not have a physical interpretation, which might imply that our model is no longer valid for that temperature range. Fig. 3 shows the derivative analysis done to estimate the differential efficiency from the slope of the L-I curve above threshold. The estimations were limited to single-mode operation regions delimited by the current at the dP/dI maximum near threshold and the one corresponding to the first dP/dI minimum observed above threshold. This criterion was suggested by observing the emission spectrum as the current was increased above threshold up to the point where multiple longitudinal modes were observed. The data used for this above-threshold analysis is in fact the same data used for the sub-threshold analysis and therefore the same experimental considerations discussed in Section 4.1 were in place. Using this method, it was possible to measure the slope of the L-I characteristic down to 30 K (Fig. 3d) . A current resolution better than 0.2 mA would be required to resolve the dP/dI maxima and minima at lower temperatures.
Differential efficiency and single-mode emission wavelength
The temperature dependence of the differential efficiency is shown in Fig. 4 . The form of the curve clearly suggests multiple linear fits can be done in order to extract the temperature break points. A 5-segment linear fit was used in this case. The fit is very good even though the distribution of the residuals follows a periodic pattern in the entire temperature range. The temperature break points occur at 90 K, 128 K, 160 K and 240 K. The strong break points at 90 K and 240 K can be correlated with the temperature break points observed for the transparency current (Fig. 2b) . The weaker break points at 128 K and 160 K do not have a clear correlation, although a more careful examination of the threshold current may reveal such coincidences. The emission wavelength temperature dependence is depicted in Fig. 5a . It is evident that this parameter depends monotonically on temperature, with shorter wavelengths observed at lower temperatures. The temperature dependence of the associated transition energy given by E T = hc/λ is shown in Fig. 5b . For lasers with high internal efficiencies, at transparency, the quasi-Fermi levels in the active region are separated by a slightly larger potential than that associated with the material bandgap energy, given by E g /q. However, lasing occurs only after the material gain is increased to the point at which the optical losses are overcome. In the process, the gain spectrum broadens and the maximum gain occurs at the energy E T > E g . Thus, if the gain spectrum is sufficiently narrow and the threshold current is not far from transparency, the observed transition energy associated with single-mode operation should be close to the active region bandgap energy. The transition energy temperature dependence was fitted by the empirical relation E g = A + (BT 2 )/(T+C) used to estimate the bandgap energy temperature dependence in InGaAsP compounds [Liu 2005 ]. This fit is presented in Fig. 5b . It was found that A = 0.865, B = 3.615×10
-4 and C = 195.526. Even though the residuals exhibit a clear structure indicating the model is not fully adequate, the model is still useful since these are very small. Alternatively, the bandgap energy can be estimated from the terminal voltage in temperature regions where the laser characteristics can be well described within the ideal diode approximation. Under such condition, the terminal voltage should be very close to the quasi-Fermi level separation in the active region. Thus, the voltage at transparency is nearly equal to the bandgap potential if the internal efficiency is high. A similar assumption is not true for the voltage at threshold since the effect of gain, loss and current injection must be taken into account for this case. Both estimates for the bandgap potential are also shown in Fig. 5b . The estimates for the transition energy and for the bandgap voltage at transparency are in close agreement in the range from 150 K to 250 K. Indeed, the FPL1055C exhibited the lower values for the ideality factor in this range, as will be discussed in Section 4.4. Below 150 K, the device terminal voltage at transparency is much larger than the voltage corresponding to the transition energy. This is attributed to additional voltage drop across the layers outside the active region contributing to the overall terminal voltage. Most likely, this additional voltage drop occurs on the device metal-semiconductor junctions due to the contact resistance increasing with temperature. Above 250 K, the transparency terminal voltage predicts a significantly smaller bandgap energy. The reason for this behavior is not understood. From the Figure, it can also be seen that the threshold terminal voltage always overestimates the bandgap, as expected. The temperature dependence of both the differential efficiency and the emission wavelength indicate that the differential efficiency may not be totally independent of the internal quantum efficiency as the standard above-threshold relation P out = η col η d (hc/qλ)I predicts, especially at current levels close to threshold. Assuming that the observed oscillations are correlated with the laser internal quantum efficiency and considering the unexplained break points occurring for both the transparency and threshold currents near 90 K where the T 0 parameters actually increase with temperature (lower temperature sensitivity), it may be possible to attribute the strong changes occurring at these temperatures to the turn-off of some nonradiative recombination mechanisms. Since the active region bandgap is monotonically reduced at higher temperatures, this nonradiative recombination mechanism may be associated with a sudden decrease in the density of nonradiative recombination centers being "cut off" by the shrinking bandgap.
Series resistance
The series resistance r s is a critical parameter for operation of lasers at cryogenic temperatures. A high series resistance can severely limit possible applications of semiconductor lasers at low temperatures. Experimental determination of this parameter was an important objective of the present work. The method to extract the value of r s from the experimental data is provided in Section 3.2. The method accounts for possible large values of series resistance by discarding assumptions often made for explaining laser performance at ambient temperatures.
The temperature dependence of the dV/dI vs. current characteristic for our device is depicted in Fig. 6 in a log-log plot. The "kink" at threshold can be observed as a discontinuity near 60 mA, 40 mA, 20 mA, and 12 mA at 320 K, 300 K, 240 K, and 200 K, respectively. The "kink" is no longer distinguishable at lower temperatures. While the derivatives are nearly independent of the current above threshold at high temperatures, they exhibit an increasingly stronger current dependence as the temperature goes down. The effect is more pronounced for the derivatives below threshold. In this range, the current dependence is evident even at high temperatures. For this particular device, the trend indicates that the sub-threshold derivatives would become current-independent at some temperature above 320 K. All these observations suggest that, in general case, the series resistance cannot be estimated from dV/dI values near threshold, unless the derivatives exhibit current-independence at the temperature of interest. Alternatively, the more general method suggested in Section 3.2 would produce better estimates in a wider temperature range since the derivatives are expected to stabilize above a certain critical current level. Nonetheless, this critical level was not found for our device at any temperature. The derivatives keep decreasing for currents as high as 190 mA and, as noted before, the effect is more pronounced at lower temperatures. Moreover, the final derivative values at 190 mA have lower values at cryogenic temperatures than the corresponding values at room temperature. In other words, the series resistance can be lower at lower temperatures for sufficiently high currents, a rather unexpected result. This is better illustrated in Fig. 7 , where the series resistance was calculated at fixed current levels for all temperatures. Indeed, the series resistance at low temperatures is lower than the corresponding value at room temperature at high currents. In addition, it can be seen that the series resistance steadily drops at temperatures below ~ 80 -90 K regardless of the current level. The reason for this transition is unknown, but it is strongly correlated with the break points for transparency current, threshold current and differential efficiency, occurring at a similar temperature.
Shunt resistance and ideality factor
The shunt resistance and the ideality factor were estimated by fitting Eq. (9) to I-V curves using the series resistance value obtained at 180 mA. Fig. 8 shows these curves for 300 K, 200 K, 100 K and 40 K. The fit converged for temperatures below 260 K down to 40 K. At 260 K or higher, the fit failed to explain the data points corresponding to very low currents. This limitation is very clear at 300 K as can be observed from Fig. 8 . The temperature dependence for both parameters is shown in Fig. 9 . A five-segment linear fit performed for the ideality factor is shown in Fig. 9b . The fit is excellent as can be seen from the virtually random distribution of the residuals. Using this fit, temperature break points occur at 58 K, 130 K, 159 K and 251 K. From these, the break points at 130 K, 159 K and 251 K are strongly correlated with the break points detected in the analysis of the external differential efficiency (Fig. 4) . The high values of the ideality factor at low temperatures are indicative of a tunneling mechanism of conductivity [Eliseev 1997 ]. In addition, as noted before, the temperature range for the lowest observed ideality factor is correlated with the temperature range bandgap. Thus, a purely electrical model may be used to estimate the device material bandgap, although the temperature range for its validity turned out to be very limited for our device.
CONCLUSIONS
The temperature dependence of the main laser parameters for the 1.55-μm COVEGA FPL1055C high-power semiconductor laser, extracted from L-I/I-V characteristics, has been reported. Experimental methods valid at room temperature were applied systematically down to 10 K. In addition to standard parameters extracted from the device L-I/ I-V characteristics, a novel method for estimating the transparency current has been proposed. The obtained temperature dependence for the laser parameters has been explained with simple empirical models, where possible. Relations between the parameters have been suggested, based on similarities in the break points occurring at certain temperatures in their temperature dependences.
Several important experimental observations have been made. The laser threshold current is dramatically reduced at low temperatures, down to a level much lower than the current required to fully saturate the device terminal voltage. The wavelength of emission under single-mode operation near threshold also decreases with temperature, implying a significant increase in the active region bandgap energy, resulting in higher threshold voltages. Yet, the apparent saturation terminal voltage exceeds this value at lower temperatures. The increasing difference between the apparent diode saturation voltage and the expected lasing threshold voltage clearly indicates the basic electrical model of the device is no longer applicable at low temperatures. The unexplained voltage difference is attributed to potentials arising outside the active region, most probably at the metal-semiconductor interfaces. The diode nonlinear I-V relationship at lasing threshold precludes series resistance estimation from sub-and above-threshold measurements, especially at low temperatures. V-I derivatives above saturation voltage are used instead to estimate this parameter. The series resistance value does not significantly increase at low temperatures, contrary to the expected behavior due to possible carrier freeze-out effects in the device neutral regions. Very high values of the ideality factor at hose temperatures indicate a strong contribution of tunneling to electrical conduction. Moreover, its value decreases at very low temperatures, although the transition region is not identified due to a nonlinear dependence of series resistance on current. The laser differential efficiency fluctuates with decreasing temperature down to a critical point, below which it steadily drops. The specific temperature of that critical point is closely correlated with a strong break point in the temperature dependence for threshold current that cannot be explained in terms of detrimental effects of nonradiative processes.
The overall experimental results indicate that even though the 1.55-μm FPL1055C laser was designed for roomtemperature applications, it is nonetheless suitable for operation at cryogenic temperatures, with the series resistance being even smaller than that at room temperature for higher bias currents. 
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