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Abstract
Widerstandsfähigkeit von Anonymisierungsnetzen
Jens O. Oberender
Unverkettbare Nachrichten sind ein Grundbaustein anonymer Kommunikation. Anonymisie-
rungsnetze schützen mittels Unverkettbarkeit, wer mit wem kommuniziert sowie die Identität
der Beteiligten einer Kommunikationsbeziehung.
Anonymisierungsnetze benötigen Kooperation, da die Anonymität durch Ressourcen anderer
Teilnehmer geschützt wird. Wenn die Kosten und der Nutzen eines Anonymisierungsnetzes
transparent sind, ergeben sich Zielkonflikte zwischen rationalen Teilnehmern. Es wird daher
untersucht, inwiefern daraus resultierendes egoistisches Verhalten die Widerstandsfähigkeit die-
ser Netze beeinträchtigt. Störungen werden in einem spieltheoretischen Modell untersucht, um
widerstandsfähige Konfigurationen von Anonymisierungsnetzen zu ermitteln.
Eine weitere Störquelle sind Überflutungsangriffe mittels unverkettbarer Nachrichten. Es soll
sowohl die Verfügbarkeit als auch die Anonymität geschützt werden. Dazu wird Unverkett-
barkeit für Nachrichten aufrecht erhalten, außer wenn die Senderate eines Nachrichtenstroms
eine Richtlinie überschreitet. Innerhalb verkettbarer Nachrichten können Überflutungsangriffe
erkannt werden. Darüber kann die Verfügbarkeit des Netzdienstes geschützt werden.
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1. Einleitung
Allgegenwärtige Kommunikationsnetze wie das Internet erfassen das Verhalten von Benutzern
ohne deren Zustimmung. Mit der zunehmenden Technisierung können Personen nicht mehr ver-
hindern, dass sie in Kommunikationsnetzen Informationen hinterlassen, die zu Profilen ihrer
Aktivität und darüber hinaus zu ihrer Identifizierung führen können.
Privatsphäre bedeutet, dass ein Benutzer die Kontrolle über die Verwendung seiner
persönlichen Daten besitzt [Til05, Seite 477].
Privatsphäre
In vielen technischen Systemen wird die Privatsphäre der Benutzer beeinträchtigt. Beispiels-
weise übermittelt ein Mobiltelefon den Aufenthaltsort des Benutzers. Bei einer Kommunikation
im Internet erhält der Empfänger identifizierende Merkmale des Benutzers. Hierbei wird die
Kommunikationsbeziehung von unbefugten Dritten einsehbar. Diese Techniken ermöglichen Ein-
dringen in die Privatsphäre, indem das Verhalten Einzelner vollständig transparent wird. Die
verlorene Kontrolle über persönliche Daten wird zu einer Bedrohung, wenn diese Informationen
missbräuchlich eingesetzt werden. Zulässige Anwendungen sind beispielsweise strafrechtliche Er-
mittlungen schwerer Straftaten oder die Bekämpfung von netzbasierten Angriffen.
Ist eine vertrauenswürdige Behandlung persönlicher Daten nicht gewährleistet, lässt sich Privat-
sphäre präventiv sicherstellen. Sogenannte Anonymisierungsnetze ermöglichen anonyme Kom-
munikation, bei der die Übermittlung persönlicher Daten im Kontext einer Nachricht minimiert
wird und dadurch einem Missbrauch vorgebeugt wird.
Der Schutz der Privatsphäre in Kommunikationsnetzen kann durch sogenannte Anonymisierun-
genetze technisch umgesetzt werden.
Ein Anonymisierungsnetz (AN) ermöglicht seinen Teilnehmern unbeobachtbare
Kommunikation [Cha81].
Anonymisierungsnetz
Diese Arbeit betrachtet die Widerstandsfähigkeit anonymer Kommunikation, d.h. den Schutz der
Kommunikation vor zufälligen Ausfällen, vor beabsichtigten Angriffen sowie vor dem Eindringen
in die Privatsphäre. Dafür ist die Kontrolle über das Kommunikationsmedium notwendig, um
Angriffe gezielt abwehren zu können und damit die Verfügbarkeit sicherzustellen. Verfügbar-
keit bedeutet, dass ein Klient mit einem Netzdienst zu jedem Zeitpunkt kommunizieren kann,
unabhängig von Angriffen. Erreichbarkeit stellt Verfügbarkeit eines Netzdienstes sicher, indem
Kontrolle ausgeübt wird, welche Nachrichten übermittelt werden. Dadurch kann Überflutungs-
angriffen vorgebeugt werden, sofern der Empfänger bösartige Nachrichten identifizieren kann.
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Der Schutz der Anonymität steigt mit der Zahl der Teilnehmer und Nachrichten in einem Ano-
nymisierungsnetz an. Daher ist es erforderlich, beim Entwurf von Anonymisierungsnetzen den
Schutzbedarf möglichst vieler Benutzer zu berücksichtigen. Die Teilnehmer eines Anonymisie-
rungsnetzes unterscheiden sich allerdings in den Ressourcen, die sie für die Teilnahme bereit stel-
len können. Die Stärke der Anonymität und damit deren Ressourcenbedarf erhöht die Kosten,
beispielsweise in Form belegter Bandbreite. Ist die Bandbreite eines Teilnehmers vollständig er-
schöpft, können keine weiteren Nachrichten mehr gesendet werden. Dieser Zusammenhang kann
das Verhalten von Teilnehmern beeinflussen, speziell bei der Wahl einer geeigneten Anonymisie-
rungstechnik. Dies stellt einen komplexen Störeinfluss für das Anonymisierungsnetz dar.
1.1. Anonymität in Kommunikationsnetzen
Während Kommunikationsinhalte mittels Verschlüsselung vor unberechtigter Einsicht geschützt
werden können, ist dies für die Teilnehmer einer Kommunikationsbeziehung nicht möglich. Dies
geht darauf zurück, dass Nachrichten dem Sender und Empfänger eindeutig zugeordnet werden.
Im Internet enthält jede Nachricht die sogenannten IP-Adressen, die z.B. eine Einwahlverbindung
und darüber einen Benutzer identifizieren.
Unbeobacht-
barkeit
Unbeobachtbarkeit bedeutet, dass Kommunikationsteilnehmer bzw. -objekte innerhalb
eines bestimmten Kontextes ununterscheidbar sind [KP06].
Unbeobachtbarkeit schützt die Identität von Kommunikationsteilnehmern vor Einsicht durch
Unbefugte. Ob Kommunikation unbeobachtbar ist, kann von einem Teilnehmer jedoch nicht
festgestellt werden. Die Unbeobachtbarkeit von Kommunikationsbeziehungen könnte durch ei-
ne vertrauenswürdige Infrastruktur sichergestellt werden. Alternativ wurden Anonymisierungs-
techniken entwickelt, die geringere Anforderungen an die zugrundeliegende Infrastruktur stellen.
Dabei werden identifizierende Merkmale durch Pseudonyme ersetzt.
Pseudonymität
Pseudonymität bezeichnet den Zustand, in dem Personen unter einem Pseudonym
auftreten, welches initial nicht mit ihrer Identität verbunden ist [Til05, Seite 10].
Ein Beobachter kann erlangtes Wissen dann nicht mehr der Identität des Senders sondern ledig-
lich einem Pseudonym zuordnen. Besitzt ein Klient mehrere Pseudonyme, kann er die Unver-
kettbarkeit seiner Nachrichten kontrollieren.
Unverkettbar-
keit
Zwei Einheiten heißen unverkettbar für einen Beobachter, wenn dieser keinen Beweis
einer Verbindung erbringen kann [PH01].
Anonyme Kommunikation wird durch Unverkettbarkeit zwischen Nachrichten realisiert.
Anonymität
Anonymität bezeichnet die Eigenschaft eines Subjekts, in einem bestimmten Kontext
ununterscheidbar von anderen Subjekten zu sein [Til05, Seite 10].
In jeder Anonymisierungstechnik existiert eine Bezugsmenge, innerhalb der die Subjekte unun-
terscheidbar sind.
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Abbildung 1.1.: Mix-basiertes Anonymisierungsnetz
Die Anonymitätsmenge umfasst alle Teilnehmer, die nach Informationen eines
Beobachters in Zusammenhang zu einer Nachricht stehen können [PH01, PH08],
[Til05, Seite 10].
Anonymitäts-
menge
Die Größe der Anonymitätsmenge ist ein Maß für den Grad der Anonymität gegenüber einem
passiven Beobachter, falls zusätzlich jeder Sender nur eine Nachricht beigetragen hat. Zur Bewer-
tung der Anonymität gegenüber komplexer Angreifermodelle wird zusätzliches Wissen über die
gesendeten Nachrichten miteinbezogen, beispielsweise die Wahrscheinlichkeitsverteilung gesen-
deter Nachrichten. Dies führt zu einer genauen Einschätzung der Anonymität gegenüber passiven
Angreifermodellen.
Eine Anonymisierungstechnik basiert auf den sogenannten Mixes.
Ein Mix ist eine Zwischenstation, der die Unverkettbarkeit zwischen ein- und
ausgehenden Nachrichten sicherstellt [Cha81].
Mix
Mixe stellen Unverkettbarkeit durch unterschiedliche Verschlüsselung, Vertauschung der Sende-
Reihenfolge sowie das Verlängern aller Nachrichten auf die gleiche Länge her. Wird eine Nachricht
über einen einzelnen Mix gesendet, ersetzt er sämtliche Informationen, die den ursprünglichen
Sender der Nachricht identifizieren durch ein nur ihm bekanntes Pseudonym. Belauscht ein An-
greifer die Kommunikation des Mixes kann er eine existierende Kommunikationsbeziehung nicht
beweisen, da die Nachrichten ununterscheidbar innerhalb weiterer Nachrichten des Anonymisie-
rungsnetzes sind.
Die Unbeobachtbarkeit beruht darauf, dass der Beobachter keine Einsicht in die Art des Vermi-
schens und die verwendeten Schlüssel erhält, d.h. Infiltration eines Mixes gefährdet die Anony-
mität.
Eine Komponente heißt infiltriert, wenn ein Angreifer unberechtigt Kontrolle erlangt
hat [Shi00, Seite 153].
infiltrierte
Komponente
Durch Infiltration eines Mixes kann ein Angreifer die Unverkettbarkeit aufheben. Daher verwen-
den Mix-basierte Anonymisierungsnetze immer kaskadierte Mixe (vgl. Abbildung 1.1). Gegen-
über einem teilweise präsenten Angreifer erreicht ein Mix-basiertes Anonymisierungsnetz einen
hohen Grad an Anonymität. Lediglich wenn es dem Angreifer gelingt alle Mixe zu infiltrieren,
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kann er die Anonymität aufheben.
Welche Sequenz von Mixes eine Nachricht durchläuft wird mittels asymmetrische Kryptographie
[DH76] festgelegt. Der Empfänger erhält den Klartext nur, wenn die Nachricht den vorgegebe-
nen Pfad durchlaufen hat und damit die Anonymisierung erfolgt ist. Dazu wird angenommen,
dass dem Angreifer keine Schwächen in den kryptographischen Verfahren bekannt sind und
die verwendete Schlüssellänge erfolgreiche „Brute-Force” Angriffe unwahrscheinlich werden lässt
[BSI07, Abschnitt 3.5.2].
1.2. Störeinflüsse in Anonymisierungsnetzen
Für den Betrieb eines Anonymisierungsnetzes müssen neben dem Grad der Anonymität auch
dessen Widerstandsfähigkeit gegen Störeinflüsse berücksichtigt werden. Anonymisierungsnetze
schützen zwar die Unbeobachtbarkeit von Teilnehmern, vernachlässigen aber oftmals die Ver-
fügbarkeit von Empfängern anonymisierter Nachrichten. Anonyme Kommunikation unterbindet
Authentizität, d.h. der Sender einer Nachricht kann nicht mehr festgestellt werden. Dies behin-
dert die Überwachung des Netzbetriebes. Beispielsweise können fehlerhafte Komponenten oder
Sender mit absichtlichem Fehlverhalten nicht identifiziert werden. In der Folge kann dies die
Verfügbarkeit des Anonymisierungsnetzes bzw. einzelner Empfänger anonymer Nachrichten be-
einträchtigen. Der Einsatz klassifizierender Schutzmechanismen wird durch die Unverkettbarkeit
von Nachrichten erschwert, da die Anonymisierung geeignete Attribute entfernt. Daher besteht
ein Zielkonflikt zwischen dem Schutz der Verfügbarkeit und der Anonymität.
Zielkonflikt
Ein Zielkonflikt in einem System besteht, wenn das Anstreben eines Ziels das Erreichen
eines anderen Ziels beeinträchtigt [Mey].
Die vorliegende Arbeit untersucht solche Zielkonflikte im Kontext von Anonymisierungsnetzen.
Dort treten Zielkonflikte mehrfach auf: beim Verhalten eines Teilnehmers, zwischen den Verhal-
tensweisen mehrerer Teilnehmer und systemübergreifend zwischen Kosteneffizienz und Wider-
standsfähigkeit.
Sicherheitsspezifische Störeinflüsse Sicherheitsspezifische Störeinflüsse beeinträchtigen Si-
cherheitsziele wie Anonymität, Verfügbarkeit und Integrität. Im Fall von Mix-basierten Anony-
misierungsnetzen können Störungen auftreten, wenn Mixe angegriffen oder infiltriert werden.
Dies kann die Verfügbarkeit eines Mixes stören oder seine Wirkung im Hinblick auf die Unbe-
obachtbarkeit aufheben.
Verfügbarkeit
Verfügbarkeit einer Ressource bedeutet, dass diese zur gewünschten Zeit von einem
Benutzer verwendet werden kann [Nee93].
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Wird ein Netzdienst mittels anonymisierter Nachrichten überflutet, kann die Verfügbarkeit des
Netzdienstes nicht sichergestellt werden.
Bei einem Denial-of-Service Angriff verhindert ein Angreifer, dass eine Ressource für
andere Teilnehmer verfügbar ist [Nee94].
Denial-of-
Service
Angriff
Dies bedeutet, dass Nachrichten eines bösartigen Teilnehmers den Netzdienst so stark beanspru-
chen, dass Anfragen berechtigter Teilnehmer nicht bearbeitet werden. Denial-of-Service Angriffe
umfassen Angriffe auf sämtliche Protokollschichten. Ein Überflutungsangriff greift ausschließlich
Verwundbarkeiten der Anwendungsschicht an und kann daher innerhalb anonymisierter Nach-
richten ausgeführt werden.
Erreichbarkeit bedeutet zu kontrollieren, unter welchen Umständen Teilnehmer mit
einem Netzdienst kommunizieren dürfen [WP00].
Erreichbarkeit
Erreichbarkeit kann dazu eingesetzt werden, um die Verfügbarkeit eines Netzdienstes zu schüt-
zen. Dazu muss zwischen den Nachrichten von Angreifern und normalen Klienten unterschieden
werden. Indem Nachrichten des Angreifers erkannt und aussortiert werden, kann die Verfügbar-
keit des Netzdienstes verbessert werden.
Um die Anonymität normaler Teilnehmer zu schützen, soll die Verkettbarkeit von Nachrichten
vom Verhalten des jeweiligen Senders abhängig gemacht werden. Kontrollierte Unverkettbarkeit
ermöglicht die Erkennung von Überflutungsangriffen mittels Klassifizierungstechniken, während
die Anonymität anderer Teilnehmer nicht oder nur im begrenzten Ausmaß beeinträchtigt wird.
Der in dieser Arbeit vorgeschlagene Abwehrmechanismus stellt Erreichbarkeit eines Netzdienstes
sicher, indem kontrollierte Unverkettbarkeit eingesetzt wird. Dazu wird die Verkettbarkeit von
Nachrichten anhand der Senderate gesteuert. Dazu wird angenommen, dass ein Überflutungs-
angriff nur mit einer hohen Senderate durchgeführt werden kann. Sender können weiterhin mit
unverkettbaren Nachrichten kommunizieren, solange sie eine geringe Senderate verwenden. Über
Verkettbarkeit von Nachrichten lassen sich Überflutungsangriffe bekämpfen und die Verfügbar-
keit eines Netzdienstes schützen. Kontrollierte Unverkettbarkeit erhöht damit die Widerstands-
fähigkeit von Anonymisierungsnetzen.
Ökonomische Störeinflüsse. Der Betrieb eines Anonymisierungsnetzes wird darüber hinaus
von ökonomischen Störeinflüssen beeinträchtigt. Eine Ursache dafür stellen die Teilnahmekos-
ten eines Anonymisierungsnetzes dar. Diese entstehen durch die beanspruchte Rechenzeit und
Bandbreite für den Empfang und die Verarbeitung der Nachrichten.
Die Komplexität der eingesetzten Anonymisierungstechnik richtet sich nach dem Modell des
Angreifers, das die Fähigkeiten eines Angreifers beschreibt. Schutz vor aktiven Angreifern be-
nötigt stärkere Anonymisierungstechniken. Zu den Eigenschaften eines Angreifermodells gehört
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das Belauschen von Nachrichten, das Fälschen von Nachrichten sowie die Infiltration von Mi-
xes. Daneben kann ein Angreifer die Verkettbarkeit von Nachrichten, entweder aufgrund des
verwendeten Pseudonyms oder aufgrund inhaltlicher Korrelationen, ausnutzen. Gelingt es dem
Angreifer aufgrund der verketteten Fakten andere Teilnehmer der ursprünglichen Anonymitäts-
menge auszuschließen, kann er darüber den Pseudonyminhaber bzw. Sender identifizieren.
Mit wachsender Komplexität des Angreifermodells steigt der Aufwand wirkungsvoller Schutz-
mechanismen und damit die Kosten, die von den Teilnehmern aufgebracht werden müssen. Um
die Anonymität nicht zu verletzen, können dass Nachrichtenvolumen und die Anonymitätsprä-
ferenz eines Teilnehmers bei der Kostenaufteilung nicht berücksichtigt werden. Andernfalls sind
vertrauenswürdige Komponenten zur Abrechnung erforderlich.
Beispielsweise kann das verbrauchte Nachrichtenvolumen Pseudonym-basiert in Rechnung ge-
stellt werden. Dadurch wird allerdings totale Unverkettbarkeit gegenüber einer Partei aufgege-
ben. Um die Anonymität der Beteiligten vollständig zu schützen, können bei der Kostenverteilung
das Sendevolumen und die Anonymitätspräferenz nicht berücksichtigt werden. Es wurden da-
her Anonymisierungsnetze konzeptioniert, deren Teilnehmer sich die Kosten durch gemeinsamen
Betrieb teilen. In einem Mix-basierten Anonymisierungsnetz gelingt dies, indem jeder Teilneh-
mer einen eigenen Mix betreibt. Daraus resultiert ein hoher Verbrauch an Netzwerkressourcen
sowie Rechenzeit. Die Aufteilung der Betriebskosten bedingt allerdings die Berücksichtigung des
schwächsten Teilnehmers sowie die Einigung auf den Schutz vor einem Angreifermodell. Ein stra-
tegisch handelnder Teilnehmer wird daher die Kosten berücksichtigen, bevor er die Teilnahme
an einem Anonymisierungsnetz erwägt.
Anonyme Kommunikation verursacht in jedem Fall zusätzliche Kosten. Teilnehmer mit begrenz-
ten Ressourcen verhalten sich daher strategisch, um den Zielkonflikt zwischen Kosten und An-
onymität zu bewältigen. Die Anonymitätspräferenz eines Teilnehmers gibt an, welche Kosten als
tragbar angesehen werden. Manche Teilnehmer präferieren anonyme Kommunikation, während
andere den Verlust der Anonymität hinnehmen, um das vorgesehene Nachrichtenvolumen mit
begrenzten Ressourcen übermitteln zu können.
Ein Teilnehmer berücksichtigt bei seiner Entscheidung die Kosten der Teilnahme sowie den jewei-
ligen Grad der Anonymität. Aussagen zur Anonymität beruhen allerdings häufig auf Annahmen,
die vom Teilnehmer nicht überprüft werden können, beispielsweise das betrachtete Angreifermo-
dell. Neben Angriffen auf die Anonymisierungstechnik kann ein Angreifer auch den Nachrich-
teninhalt nutzen, um die Anonymität eines Senders zu schwächen. Lassen sich beispielsweise
mehrere Nachrichten über ein Pseudonym verketten, kann der Angreifer zusätzliches Wissen
über die Identität des Senders gewinnen.
Strategisches Verhalten in Anonymisierungsnetzen bezieht mit ein, welcher Grad an Anonymität
durch Wahl einer Strategie erreicht werden kann. Anonymisierungstechniken unterscheiden sich
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in der Fähigkeit, die Anonymität zukünftiger Nachrichten einzuschätzen bzw. in den vorausge-
setzten Annahmen.
Mit den Mitteln der Spieltheorie kann das Verhalten rationaler Spieler modelliert werden, indem
der Kontext ihrer Strategiewahl formalisiert wird. Verhaltensweisen, bei denen kein Spieler seinen
eigenen Nutzen erhöhen kann, werden als Gleichgewicht bezeichnet. Anhand der Gleichgewich-
te kann die Widerstandsfähigkeit eines Anonymisierungsnetzes unter festen Systemparametern
beurteilt werden. Bei der Planung eines Anonymisierungsnetzes und der Festlegung von Betrieb-
sparametern sind die Strategie eines Angreifers und die Anonymitätspräferenzen der Teilnehmer
unbekannt. Der sogenannte Informationsstand, d.h. welche Information ein Spieler während der
Wahl seines Verhaltens besitzt, muss vom eingesetzten Lösungskonzept berücksichtigt werden.
Die Beherrschbarkeit des Verhaltens strategisch handelnder Teilnehmer wird durch Wechsel-
wirkungen zwischen diesen erschwert. Der Grad der Anonymität beeinflusst das Verhalten der
Teilnehmer je nach deren individueller Anonymitätspräferenz. Wird die Verfügbarkeit zusätzlich
geschützt, steigen die Kosten, was wiederum zu geändertem Verhalten führen kann. Angriffe auf
die Verfügbarkeit von Netzdiensten können nur unterbunden werden, wenn Nachrichten eines
Angreifers differenziert werden können, wodurch allerdings die Anonymität von Nachrichten mit
hoher Senderate geschwächt wird.
1.3. Eigene Beiträge
Diese Arbeit trägt zur Klassifizierung und systematischen Beseitigung von Zielkonflikten in An-
onymisierungsnetzen bei.
i) Untersuchung rationalen Verhaltens in Anonymisierungsnetzen
Die Modellannahme rationalen Verhaltens grenzt die Arbeit von altruistischen Ansätzen
ab, die von einem uneigennützigen Ressourcen-Einsatz ausgehen. Statt dessen handelt ein
Teilnehmer so, dass er seine Interessen mit Hilfe seiner begrenzten Ressourcen umsetzen
kann. Rationale Entscheidungen basieren auf der Einschätzung von Kosten und Nutzen
einer Teilnahme. Die vorliegende Arbeit untersucht die Auswirkungen rationalen Verhaltens
auf den Betrieb von Anonymisierungsnetzen.
ii) Analyse von Zielkonflikten in Anonymisierungsnetzen
Voneinander abweichende Anforderungen an eine Anonymisierungstechnik entstehen auf-
grund der Rolle im System (Teilnehmer, Netzdienst, Mix), des betrachteten Angreifermo-
dells und der Anonymitätspräferenz, d.h. wieviele Ressourcen für Anonymität bereitgestellt
werden. Entgegengesetzte Anforderungen können Zielkonflikte erzeugen. Die Arbeit unter-
sucht solche Zielkonflikte auf unterschiedlichen Ebenen eines Anonymisierungsnetzes.
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iii) Bewertung der Fähigkeit zur Einschätzung zukünftiger Anonymität
Zur Bewertung des Nutzens möglicher Verhaltensweisen muss jeweils der resultierende Grad
der Anonymität bewertet werden. Dafür wird häufig ein vergangener Systemzustand als Pro-
gnose verwendet. Diese Arbeit untersucht Anonymisierungstechniken nach ihrer Eignung,
den Grad der Anonymität in der Präsenz von Angreifern vorherzusagen.
iv) Spieltheoretische Modellierung von Zielkonflikten im Anonymisierungsnetz
Rationale Teilnehmer beurteilen Kosten und Nutzen, um eine Teilnahme an einem Anonym-
isierungsnetz abzuwägen. Die Wechselwirkungen zwischen dem Verhalten der Teilnehmer
sowie der Einfluss von Systemparametern kann mittels spieltheoretischer Modellierung er-
fasst werden. Die Lösungskonzepte der Spieltheorie können Systemparameter identifizieren,
die sowohl Angriffen vorbeugen und gleichzeitig hohe Anonymität bereitstellen.
v) Beschützen der Verfügbarkeit von Netzdiensten in Anonymisierungsnetzen
Um Verfügbarkeit gegenüber anonymen Angriffen zu gewährleisten, muss ein Schutzmecha-
nismus bösartige von normalen Nachrichten unterscheiden können. Kontrollierte Unverkett-
barkeit überprüft die Einhaltung von Richtlinien. Wird dennoch ein Überflutungsangriff
durchgeführt, werden dessen Nachrichten verkettbar und können durch klassischen Schutz-
mechanismen bekämpft werden. Es wird eine Richtlinie festgelegt, deren Verletzung Ver-
kettbarkeit ermöglicht. Für die Bewertung der Nachrichtenrate muss darüber hinaus der
Jitter berücksichtigt werden, der im Anonymisierungsnetz entsteht.
vi) Verteilte Erstellung von Pseudonymen
Kontrollierte Unverkettbarkeit lässt sich mittels Pseudonymen realisieren. Die Erstellung
muss verteilt und ohne Interaktion erfolgen. Dazu wird ein Protokoll benötigt, welches aus
der Benutzer-Authentifizierung und mittels digitalen Signaturen eindeutige Pseudonyme
erzeugen kann. Zusätzlich darf die Verifizierung erstellter Pseudonyme die Anonymität nicht
beeinträchtigen.
1.4. Aufbau der Arbeit
Abbildung 1.2 zeigt die logischen Beziehungen zwischen den Kapiteln der Arbeit auf. Die Schach-
telungsstruktur symbolisiert thematische Bezüge sowie die inhaltliche Weiterentwicklung.
Kapitel 1 führt an die Thematik der Pseudonymität, Anonymität und Anonymisierungstech-
niken heran. Weiter werden Zielkonflikte zwischen Anonymität, Verfügbarkeit und rationalem
Verhalten motiviert. Das Kapitel 2 stellt verwandte Arbeiten vor, geht auf Angreifermodelle
und Schutzmechanismen für Anonymität ein und betrachtet ökonomische Aspekte in Anonymi-
sierungsnetzen.
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Abbildung 1.2.: Struktur der Arbeit
Die Ursachen von Zielkonflikten werden in Kapitel 3 ergründet. Dazu wird rationales Verhalten
erklärt, bevor die Zielkonflikte zwischen Sicherheitszielen und Anforderungen diskutiert werden.
Kapitel 4 erläutert Techniken zum Schutz vor Überflutungsangriffen und diskutiert deren An-
wendbarkeit im Kontext anonymer Kommunikation. Weiter wird das Konzept der kontrollier-
ten Unverkettbarkeit eingeführt, welches den Einsatz von Schutzmechanismen ermöglicht. Zur
Durchsetzung von Richtlinien wird das Netzwerk Kalkül eingesetzt.
Eine Architektur zur Angriffserkennung auf Basis von Richtlinien und kontrollierter Verkettbar-
keit wird in Kapitel 5 dargestellt. Hierfür werden Pseudonyme von zeit-synchronen Zugangs-
kontrollknoten oder in Abhängigkeit des Nachrichtenvolumens erzeugt.
Das Kapitel 6 führt in das Gebiet der Spieltheorie ein. Die Modellierung von Zielkonflikten
mittels Dilemma-Spielen wird ausführlich diskutiert und Lösungskonzepte erläutert. Dabei wird
insbesondere der Informationsstand berücksichtigt, den ein Spieler während seiner Strategiewahl
miteinbeziehen kann. Anschließend werden Anonymisierungstechniken nach ihrer Eignung für
das strategische Handeln von Teilnehmern klassifiziert.
Die Auswirkungen des Informationsstandes werden in Kapitel 7 am Beispiel der Dining
Cryptographer-Netze untersucht. Es wird dabei das strategische Verhalten verschiedener Rol-
len betrachtet sowie die Auswirkung bindender Vereinbarungen. Die Studie bestimmt System-
parameter, bei denen strategische Angreifer die Verfügbarkeit der Kommunikation nur gering
beeinträchtigen.
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Kapitel 8 fasst die Arbeit zusammen und ordnet die geleisteten Beiträge ein. Darüberhinaus
wird die Vision kooperativer Anonymisierungsnetze erläutert. Anhang A enthält die Herleitung
der Auszahlungsfunktionen. Es folgen die Danksagungen, Literaturverzeichnis und der Index.
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In paketvermittelten Kommunikationsnetzen können mehrere Parteien an der Übermittlung ei-
ner Nachricht beteiligt sein. Daher stellen sich aus unterschiedlichen Perspektiven besondere
Anforderungen für die Kommunikationssicherheit [BF98].
„Mehrseitige Sicherheit bedeutet, die Einbeziehung der Schutzinteressen aller
Beteiligten sowie das Austragen daraus resultierender Schutzkonflikte beim Entstehen
einer Kommunikationsverbindung zu berücksichtigen” [FP97].
Mehrseitige
Sicherheit
Zu den Schutzzielen zählen unbeobachtbare Kommunikation, Anonymisierung von Nachrichten,
aber auch der Schutz vor Angriffen auf die Verfügbarkeit des Kommunikationsnetzes bzw. deren
Netzdienste [WP00]. Die Schutzziele lassen sich dabei einteilen in Inhalte einer Kommunikation
und den Kommunikationsumstand (siehe Abbildung 2.1). Bedrohungen können sich gegen die
Vertraulichkeit (unbefugter Zugriff auf Daten), die Integrität (unbefugtes Verändern von Daten)
und die Verfügbarkeit (funktionsfähiger Zugriff auf Dienste) richten.
Anonymisierungstechniken folgen dem Ziel, die Vertraulichkeit des Kommunikationsumstandes
zu schützen. Dazu wird Unbeobachtbarkeit der Nachrichteninhalte durch Vertraulichkeit reali-
siert. Ein widerstandsfähiges Anonymisierungsnetz muss darüber hinaus auch Verfügbarkeit und
Erreichbarkeit gewährleisten (siehe Abschnitt 3.1).
Bedrohung
Schutzziel Nachrichten-
inhalte
Kommunikations-
umstände
Unbefugter Zugriff
Unbefugte Modifikation
Beeinträchtigen der 
Funktion
Vertraulichkeit
Integrität
Verfügbarkeit
Anonymität
Zurechenbarkeit
Erreichbarkeit
Rechtliche Durchsetzbarkeit
UnbeobachtbarkeitVerbergen
Tabelle 2.1.: Einteilung von Sicherheitszielen nach [Pfi06]
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Name Überwachung Aktiv Infiltration
Lokaler Angreifer lokal - -
Globaler, passiver Angreifer global - -
Teilweise präsenter, passiver Angreifer teilweise - -
Teilweise präsenter, aktiver Angreifer teilweise teilweise -
Globaler, aktiver Angreifer global global -
Globaler, passiver Angreifer mit teilweise
infiltrierten Teilnehmern
global - teilweise
Globaler, aktiver Angreifer mit teilweise
infiltrierten Teilnehmern
global global teilweise
Globale Infiltration global global global
Tabelle 2.2.: Übersicht über Angreifermodelle
2.1. Angreifermodelle und Angriffe
Bevor Schutzmechanismen für Anonymität dargestellt werden, sollen hier Modelle von Angreifern
sowie konkrete Angriffe dargestellt werden.
Angreifermodelle. Sicherheitsziele werden jeweils unter Berücksichtigung von Sicherheitsan-
nahmen erzielt. In Anonymisierungsnetzen (AN) werden die Annahmen über Angriffe durch ein
Angreifermodell festgelegt. Der eingesetzte Schutzmechanismus ist erfolgreich, wenn das betrach-
tete Angreifermodell das betrachtete Sicherheitsziel nicht verletzen kann.
Die erste Fähigkeit beschreibt das Abhören der Infrastruktur. Hier wird zwischen dem Über-
wachen einer einzelnen Netzwerkverbindung, dem Überwachen von Teilen des Netzwerks sowie
einer globalen Überwachung differenziert (vgl. Tabelle 2.2). Je nach Angriff wird unter dem Ab-
hören das Auswerten von Kopfdaten, vergleichbar zur Vorratsdatenspeicherung (vgl. Abschnitt
2.4), oder der Empfang inklusive des Nachrichteninhaltes verstanden. Aktive Angreifer besit-
zen weiter die Fähigkeit, Netzwerkverkehr aktiv zu verändern, d.h. Nachrichten zu löschen, zu
verzögern und zu erzeugen. Darüber hinaus kann ein Angreifer eigene Teilnehmer in einem Ano-
nymisierungsnetz betreiben bzw. fremde Teilnehmer infiltrieren, d.h. die Kontrolle übernehmen.
Ein Angreifer kann jedoch auch weitere Fähigkeiten besitzen, mit denen er Schutzmechanismen
überwinden kann.
Tabelle 2.2 listet bekannte Angreifermodelle auf [Kes00, FH01, Ser04]. Für Angreifer mit der Fä-
higkeit der Überwachung wird angenommen, dass Verschlüsselungsmechanismen nicht gebrochen
werden können. Geschützte Inhalte können daher von einem Angreifer nicht eingesehen werden.
Aktive Angreifer können Nachrichten aufzeichnen und beliebig lange speichern [Kes00]. Weiter
wird auch eine beliebig kurze Reaktionszeit angenommen. Anonymisierungsnetze bieten auch
Widerstandsfähigkeit gegenüber teilweiser Infiltration. Für Mix-basierte Netze bedeutet dies,
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T1 T2
T3
T4 T5 T6
Anonymitätsmenge A1 Anonymitätsmenge A2Schnittmenge A
Ti Teilnehmer
T7
Abbildung 2.1.: Schnittmengen Angriff
dass ein Sender in der Lage sein muss, einen Anonymisierungspfad der Länge k zu wählen, in
dem höchstens k−1 infiltrierte Mixe enthalten sind. Dieses Kriterium kann leicht erfüllt werden,
wenn die Zahl infiltrierter Mixe auf k− 1 begrenzt ist. Andernfalls lässt sich lediglich die Wahr-
scheinlichkeit berechnen, ob das Kriterium bei einer zufälligen Wahl von Anonymisierungspfaden
erfüllt wird.
Angriffe zur Schwächung der Anonymität. Basierend auf diesen Angreifermodellen kön-
nen verschiedene Angriffe durchgeführt werden. Diese können sich entweder gegen die Anonymi-
tät der Teilnehmer oder die Verfügbarkeit einzelner Mixe oder der Ende-zu-Ende Kommunikation
richten. Im Folgenden werden Angriffe gegen die Anonymität der Teilnehmer eingeführt.
Bestimmung der Anonymitätsmenge. Trifft ein globaler, passiver Angreifer auf ein Ano-
nymisierungsnetz bleiben die Kommunikationsbeziehungen verborgen. Der Angreifer kann aller-
dings alle Teilnehmer des AN bestimmen. Ein globaler, passiver Angreifer kann die Anonymi-
tätsmenge in Form der IP-Adressen bestimmen. Die Funktion eines Peers kann dabei anhand
der Datenströme im AN erkannt werden (vergleichbar zu [DMH+05]). Ein- und Ausgangsmixes
kommunizieren mit vielen Peers, während Klienten mit wenigen Peers Nachrichten austauschen.
Schnittmengen-Angriff. Beim Schnittmengen-Angriff wird neben der Anonymitätsmen-
ge die Verkettbarkeit zwischen Nachrichten ausgenutzt [BPS01, BL02]. Ein globaler, passiver
Angreifer bestimmt dazu die Anonymitätsmengen A1, A2 zu zwei Zeitpunkten t1, t2 (vgl. Abbil-
dung 2.1), zu denen zwei verkettbare Nachrichten N1, N2 aufgefangen wurden. Da der Sender der
Nachrichten N1, N2 zu beiden Zeitpunkten aktiv war, muss er in der Schnittmenge der Anonymi-
tätsmenge A = A1∩A2 enthalten sein. Der Angreifer kann damit durch wiederholte Auswertung
der Anonymitätsmenge Kandidaten ausschließen, falls diese unregelmäßig senden.
Verkehrsanalyse. Manche AN verwenden Anonymisierungspfade, um den Aufwand der in-
dividuellen Pfadwahl zu verringern. Mittels Verkehrsanalyse kann ein Angreifer solche Anony-
misierungspfade erkennen. Dazu wiederholt ein aktiver Angreifer aufgezeichnete Nachrichten
(„Replay”) und analysiert deren Zusammenhang zum Datenverkehr im AN [MD05, Nag07].
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Sybil Angriff. Beim Sybil Angriff hat ein Angreifer mehrere Teilnehmer des AN infiltriert
[DLLKA05]. Würde die Anonymität auf dem Vertrauen in einem einzelnen Mix beruhen, könnte
ein Angreifer diesen infiltrieren und die Anonymität aufheben. Bei kaskadierten Mixes gelingt
dies dem Angreifer erst, wenn sämtliche Mixes eines Anonymisierungspfades infiltriert wurden.
(n− 1)-Angriff. In diesem Modell hat der Angreifer von n aktiven Sendern n− 1 infiltriert.
Dies ermöglicht ihm, den Sender der verbleibenden Nachricht sicher zu identifizieren. Da der
Angreifer die Empfänger aller anderen Nachrichten kennt, kann er die Kommunikationsbeziehung
aufdecken. Dieser Angriff lässt sich nur vermeiden, indem weitere vertrauenswürdige Teilnehmer
am AN teilnehmen, die nicht infiltriert sind.
Markieren von Nachrichten. Hat ein Angreifer den ersten und letzten Mix einer Mix-
Kaskade infiltriert, kann er eigene Hinweise an Nachrichten anhängen. Darüber könnte er den
Sender so an einer Nachricht anbringen [Bur00], dass er diesen identifizieren kann, wenn die
Nachricht die Kaskade durchlaufen hat und der Empfänger aufgedeckt wurde.
Angriffe auf Verfügbarkeit. Verfügbarkeit bedeutet, dass auf eine Ressource zugegriffen wer-
den kann oder eine Kommunikation im AN zustande kommt. Diese Arbeit berücksichtigt keine
implementierungsspezifischen Fehler von Netzdiensten. Insbesondere werden die Auswirkungen
von Verwundbarkeiten auf die Verfügbarkeit eines Netzdienstes nicht betrachtet [JGH09]. Es
wird statt dessen angenommen, dass die Verfügbarkeit eines Netzdienstes alleine durch die An-
zahl eingehender Anfragen beeinträchtigt werden kann.
Störungen. Eine Störung („Disruption”) verletzt die Integrität einer Übertragung und un-
terbindet dadurch die Kommunikation in den Dining Cryptographer-Netzen (siehe Abschnitte
2.2.1 und 7.1). Dafür nutzt ein aktiver Angreifer eine Verwundbarkeit des Kodierungssche-
mas aus [Cha88]. Er kann dadurch die Verfügbarkeit anonymer Kommunikation im Dining
Cryptographer-Netz behindern.
Überflutungsangriff auf das Anonymisierungsnetz. Dieser Angriff zielt auf die Ver-
fügbarkeit anonymer Kommunikation. Ein Anonymisierungspfad fällt aus, wenn die Verfügbar-
keit eines einzigen Mixes gestört ist. Lassen sich Anonymisierungspfade dagegen dynamisch wäh-
len, können neue Anonymisierungspfade aufgebaut werden. Erst wenn ein Angreifer dauerhaft
viele Mixe stört, ist die Verfügbarkeit anonymer Kommunikation gefährdet.
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Überflutungsangriff auf Teilnehmer. Wird ein Teilnehmer überflutet und bearbeitet
infolgedessen eingehende Nachrichten nicht mehr, wird dessen Verfügbarkeit gestört. Hat der
Teilnehmer als Mix agiert, sind die betroffenen Anonymisierungspfade beeinträchtigt. Bietet der
überflutete Teilnehmer einen Netzdienst an, ist dessen Verfügbarkeit ebenfalls gestört.
Ein Netzdienst ermöglicht Klienten, auf Ressourcen des Betreibers zuzugreifen
[JGH09].
Netzdienst
Jede Anfrage belegt Ressourcen des Netzdienstes für die Verarbeitung und das Versenden einer
Antwort. Bei einem Überflutungsangriff auf einen Netzdienst sendet ein Angreifer viele Anfra-
gen. Übersteigt die Zahl der Anfragen die verfügbaren Ressourcen, wird die Verfügbarkeit be-
einträchtigt. Weitere Anfragen können erst solange nicht angenommen werden, bis Ressourcen
freigeworden sind [CW03].
Überflutungsangriff auf Netzdienste außerhalb des Anonymisierungsnetzes.
Ein Angreifer kann seine Identität bei einem Überflutungsangriff verbergen, indem er an die
Anwendungsschicht gerichtete Nachrichten durch ein AN übermittelt. Da der Angreifer Anony-
misierungspfade mit beliebigen Ausgangsmixes wählen kann, kann er unverkettbare Anfragen
generieren und damit die Erkennung des Angriffes erschweren. Der Netzdienst könnte anonyme
Angriffe nur unterbinden, indem er anonyme Anfragen generell nicht zulässt.
Überflutungsangriff auf Netzdienste innerhalb des Anonymisierungsnetzes. Der
Angreifer wird Anonymisierungspfade mit sämtlichen verfügbaren Mixes verwenden und seine
Nachrichten können damit nicht mehr von denen anderer Teilnehmer unterschieden werden. Dies
motiviert die Untersuchung des Lösungsraumes in Kapitel 4.
Verteilter Überflutungsangriff. Schutzmechanismen können Überflutungsangriffe er-
kennen, wenn diese von einem einzelnen, identifizierbaren Sender durchgeführt werden.
Für einen verteilten Überflutungsangriff („Distributed Denial-of-Service”) kooperieren
infiltrierte Teilnehmer mit dem Ziel, die Verfügbarkeit eines Netzdienstes zu stören.
[MR04, CL06].
verteilter Über-
flutungsangriff
Dadurch umgeht ein verteilter Angriff Schutzmechanismen, die auf der Klassifizierung der
Sender-Identität beruhen, d.h. Unverkettbarkeit der Nachrichten ausnutzen.
2.2. Techniken zum Schutz der Privatsphäre
Dieser Abschnitt stellt grundlegende Prinzipien zum Schutz der Privatsphäre in Kommunikati-
onsnetzen dar. Dazu werden Techniken angewendet, die die Erfassung persönlicher Daten verhin-
dern oder erschweren. Die Darstellung stellt zunächst unidirektionale Kommunikationstechniken
vor und anschließend bidirektionale, anonyme Kommunikation.
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Um unbeobachtbare Kommunikation zu ermöglichen, bilden die Mixe ein sogenanntes „Overlay”
(überlagerte Schicht), welches Anonymität innerhalb von Kommunikationsnetzen ermöglicht.
Overlay
Ein Overlay bezeichnet eine logische Struktur, in dem Peers gemeinsam eine
Funktionalität anbieten [ABKM01].
Ein virtuelles, privates Netz (VPN) ist ein Overlay mit Sicherheitseigenschaften, das die Ver-
traulichkeit und Integrität für IP-Datenströme innerhalb geschlossener Gruppen sicherstellt. Ein
Anonymisierungsnetz basiert auf den gleichen Verwaltungsfunktionen wie herkömmliche Over-
lays [SMLN+03, SW05], beispielsweise der Skalierbarkeit durch Lastverteilung. In Overlays wird
vom zugrundeliegenden Netzwerk abstrahiert und statt dessen die Verbindungen innerhalb des
Overlay betrachtet. Ein Anonymisierungspfad stellt eine Sequenz solcher Overlay-Verbindungen
dar. In einem AN schützen Anonymisierungspfade innerhalb des Overlays vor unbefugtem Zu-
griff auf die Kommunikationsbeziehung. Dafür realisieren die Peers spezielle Eigenschaften beim
Weiterleiten von Nachrichten (siehe Abschnitt 3.2).
2.2.1. Grundbausteine anonymer Kommunikation
Die erste Klasse von Techniken erschwert das Beobachten einer Kommunikationsbeziehung, bei-
spielsweise indem die Nachricht überlagert oder zerteilt wird. Bei diesen Verfahren ist entweder
kein spezifischer Empfänger vorgegeben, so dass die Information vielen Teilnehmern zur Verfü-
gung steht bzw. übermittelt wird. Eine wichtige Einschränkung dieser Techniken ist der fehlende
Rückkanal, der zur Fehlererkennung oder für interaktive Netzdienste benötigt wird.
Verborgene Informationen. In der Steganographie wird eine geheime Nachricht in einem
anderen Medium eingebettet, so dass Angreifer nicht von der Existenz einer geheimen Nachricht
erfahren [Til05, Seite 118]. Beim „Private Information Retrieval” wird verdeckt, welche Infor-
mation angefragt wird. Dazu werden die Ergebnisse mehrerer Datenbankabfragen überlagert,
wobei der Anfragende die Überlagerung abstreifen kann und das gewünschte Resultat erhält
[BF06]. Dies schützt die Information vor einem teilweise präsenten, passiven Angreifer. Verbor-
gene Kanäle überwinden Schutzmechanismen, um Informationen zu übermitteln, beispielsweise
aus einem Prozess höherer Geheimhaltung. Dies kann auf physikalischer Ebene erfolgen durch
absichtliche Emission, die von einem externen Angreifer aufgefangen werden kann [PP07, Kapitel
3]. Die drei genannten Techniken verbergen die Existenz bzw. den Inhalt einer Kommunikation
vor einem passiven Angreifer.
Dining Cryptographer-Protokoll. Das „Dining Cryptographers” (DC) Protokoll (An-
lehnung an eine Geschichte dinierender Kryptographen bzw. die Abkürzung des Entwicklers Da-
vid Chaum) schützt sowohl die Sender- als auch die Empfänger-Identität [Cha88]. Gleichzeitig
16
2.2. Techniken zum Schutz der Privatsphäre
vereinbart das DC-Protokoll eine Anonymitätsmenge vorab, innerhalb der Sender und Empfän-
ger ununterscheidbar sind. Das DC-Protokoll überlagert Nachrichten mit symmetrischen Schlüs-
seln und verteilt die Informationseinheiten per Broadcast an alle Empfänger. Welche Schlüssel
die Nachricht schützen wird im sogenannten Schlüsselgraphen vereinbart. Der Sender einer Infor-
mationseinheit ist zwar identifizierbar, doch die überlagerte Nachricht wird nur lesbar, wenn sie
mit den Informationseinheiten aller anderen Sender vereinigt wird. Allerdings kann durch Infil-
tration ein Teil des Schlüsselgraphen neutralisiert werden, falls der Angreifer Zugriff auf weitere
Schlüssel erhält. Dies verringert die Anonymitätsmenge, innerhalb der der Angreifer den Sender
vermutet. Werden allerdings Schlüssel zwischen sämtlichen DC-Teilnehmern vereinbart, müss-
te der Angreifer alle (n − 1) anderen Teilnehmer infiltrieren. Daher bleibt die Anonymität des
Senders erhalten. Die Struktur des Schlüsselgraphen stellt eine Garantie der Anonymitätsmenge
dar, da bei Veränderungen gesendete Nachrichten unlesbar werden [Pfi90, Abschnitt 2.5.3.1.2].
Der technische Ablauf des DC-Protokolls wird in Abschnitt 7.1 ausführlich erläutert.
Anonymes Broadcasting. Das Protokoll AP3 ermöglicht ebenfalls anonymes Broadcasting
[MOP+04]. Zu jedem Pseudonym wird ein Schlüssel veröffentlicht, welcher vertrauliche Kommu-
nikation mit dem Pseudonym-Inhaber ermöglicht. Ein Teilnehmer kann mehrere Pseudonyme
besitzen. Die Größe der Anonymitätsmenge wird durch die Abonnenten eines Kanals definiert,
über den Nachrichten an pseudonyme Empfänger verteilt werden.
Verteilte Speicherung. Das Publikationssystem Freenet erlaubt die anonyme Speicherung
und den Abruf von Informationen in einem Overlay [CSWH00]. Die Freenet Peers leiten Anfragen
an ihre Nachbarn weiter, bis eine gewünschte Information aufgefunden ist. Das Overlay repliziert
Informationen dorthin, wo häufige Anfragen zusammentreffen. Die verschlüsselte Speicherung
von Informationen schützt vor unbefugter Einsicht.
Freenet schützt seine Nutzer vor einem teilweise präsenten, aktiven Angreifer. Anfragen wer-
den allerdings für alle lesbar übermittelt, so dass infiltrierte Peers Replikas einer Information
aufspüren können. Die Information selbst wird jedoch verschlüsselt von einem Peer zum Anfra-
genden übermittelt. Dabei bildet der Pfad der Anfrage einen Anonymisierungspfad, so dass die
Identität des Anfragenden gegenüber passiven Angreifern verborgen bleibt. Die Kommunikati-
onsbeziehung zwischen Autor und Anfragenden kann zeitlich versetzt erfolgen, wodurch sich die
Anonymitätsmenge vergrößert und die Anonymität steigt.
Onion Routing. Die Unverkettbarkeit zwischen Sender und Empfänger wird beim Onion
Routing durch asymmetrische Verschlüsselung des Anonymisierungspfades sichergestellt.
Onion Routing schützt den Anonymisierungspfad einer Nachricht, indem jeder Mix nur
einen Ausschnitt des Anonymisierungspfades einsehen kann [GRS96, SGR97].
Onion
Routing
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Klient S Netzdienst RM1 M2 M3
E(kM1+,M2 || E(kM2+,M3 || E(kM3+,R || N)))
E(kM2+,M3 || E(kM3+,R || N))
E(kM3+,R || N)
N
E(k,N) Verschlüsselung
Mi Mixes
kMi+ Öffentlicher
Schlüssel von Mi
N1 || N2 Konkatenation
Abbildung 2.2.: Unbeobachtbarkeit von Nachrichten in einem Anonymisierungsnetz
Die Nachricht für den Empfänger wird in mehreren Schichten verpackt, wobei jeder Mix nur eine
Schicht mit seinem privaten Schlüssel lesbar machen kann. Dadurch erhalten die beteiligten Mixe
nur Kenntnis über den vorherigen und den nachfolgenden Mix. Der gesamte Anonymisierungs-
pfad ist nur dem Sender bekannt, außer ein Angreifer hat alle Mixe des Anonymisierungspfades
infiltriert.
Onion Routing schützt vor einem passiven Angreifer und Angriffen mit teilweise infiltrierten
Mixes, indem Nachrichten und der Anonymisierungspfad verborgen werden. Im Beispiel in
Abbildung 2.2 sendet der Klient S eine Nachricht N an den Netzdienst R. Als Anonymisie-
rungspfad wählt der Klient die Mixe M1,M2,M3. Dazu bereitet er die Adresse R und seine
Nachricht N so vor, dass nur Mix M3 sie mit seinem privaten Schlüssel KM3− entschlüsseln
kann. Die Adresse von M3 zusammen mit der verschlüsselten Nachricht und der eingebette-
ten Adresse präpariert der Sender für den Mix M2. Der Mix M2 erhält dann die Nachricht
E(kM2+,M3||E(kM3+, R||N)). M2 entschlüsselt die Nachricht mit Hilfe seines privaten Schlüs-
sels kM2− und erhält die Adresse des nächsten Mix sowie die Nachricht E(kM3+, R||N), die an
diesen Mix gesendet werden soll. Der Mix M2 kann nicht den Absender S, den Empfänger R
oder Inhalt N erkennen. Der letzte Mix M3 kann sowohl den Empfänger als auch den Nach-
richteninhalt N erkennen, was durch Verschlüsselung zwischen Klient und Netzdienst verhindert
werden kann.
Anonymität durch Zerlegung. Ein alternativer Ansatz für Anonymität ist das Zerlegen
von Informationen [KKP05]. Dabei wird die übermittelte Information in Fragmente zerlegt und
über disjunkte Netzwerkpfade gesendet, so dass der Empfänger aus den erhaltenen Fragmenten
die Information wiederherstellen kann [KCK07]. Anonymität wird durch kaskadierte Instanzen
realisiert. Analog zum Onion Routing kennt dann jede Zwischenstation lediglich die nächste
Instanz, kann jedoch das endgültige Ziel nicht bestimmen. Zerlegung schützt nur vor teilweise
präsenten, passiven Angreifern und ist unabhängig von kryptographischen Schlüsseln.
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k-Anonymität Das Konzept der k-Anonymität schützt die Privatsphäre von erfassten Indi-
viduen bei Datenbankabfragen, beispielsweise bei der Auswertung medizinischer Experimente.
Eine Datenmenge heißt k-anonym, wenn bezüglich eines Ordnungskriteriums Q die
Datenmenge so in Klassen zerfällt, dass jede Klasse mindestens k-Elemente enthält
[Swe02, Swe01, SS98].
k-Anonymität
Das Ordnungskriterium bezieht sich auf das Angreifermodell gegen die Anonymität der erfassten
Datensätze. Ein Beispiel ist die Eindeutigkeit eines Datensatzes aufgrund der Postleitzahl und
des Geburtsdatums.
Kennt ein Angreifer bereits Attribute eines Datensatzes ist das Konzept der k-Anonymität zu
schwach, um dessen Anonymität sicherstellen zu können.
Ein sensibles Attribut S in einer k-anonymen Klasse besitzt l-Diversität, wenn
mindestens l häufig auftretende Werte vorkommen [MGKV06].
l-Diversität
Eine Menge von Datensätzen ist l-anonym, wenn sämtliche Klassen in allen sensiblen
Attributen l-divers sind [MGKV06].
l-Anonymität
l-Diversität schützt vor probabilistischen Angriffen, die einzelne Attributwerte aufgrund der
charakteristischen Werteverteilung schätzen können.
Eine Weiterentwicklung speziell für das Datenschutz-bewahrende Klassifizieren stellt der k-
Mittelwert Algorithmus dar [JKM05]. Hierbei werden die Attribute eines Datenbankauszugs
auf Mittelwerte abgebildet, so dass jeweils k Einträge voneinander ununterscheidbar werden.
Der Auszug darf allerdings nur einmalig erfolgen, so dass die Datenerfassung vollständig abge-
schlossen sein muss.
2.2.2. Bidirektionale, anonyme Kommunikation
In dieser zweiten Gruppe werden Anonymisierungsnetze vorgestellt, die bidirektionale Kommu-
nikationskanäle zwischen Teilnehmern aufbauen. Dabei wird die Identität des Senders geschützt,
die Kommunikationsbeziehung verborgen und gleichzeitig bidirektionale Kommunikation ermög-
licht.
Unverkettbare Antwortadressen.
Eine unverkettbare Antwortadresse („untraceable return address”) kann in einem
Anonymisierungsnetz verwendet werden, um Nachrichten zu einem Teilnehmer zu
senden, wobei sich der Empfänger nicht identifizieren lässt [Cha81].
unverkettbare
Antwortadresse
Unverkettbare Antwortadressen ermöglichen Anonymität und Vertraulichkeit für Antwortnach-
richten. Das Verfahren nach Chaum verwendet dafür symmetrische SchlüsselK1, . . . ,Kn [Cha81].
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Klient S Netzdienst RM1 M2 M3
E(kM1+, S || K1)
E(kM2+, M1 || K2 || E(kM1+, S || K1))
E(kM3+, M2 || K3 || E(kM2+, M1 || K2 || E(kM1+, S || K1)))
E(KR, N)
E(K3, E(KR, N))
E(K2, E(K3, E(KR, N)))
E(K1, E(K2, E(K3, E(KR, N))))
E(kR+, M3  || KR ||  E(kM3+, M2 || K3 || E(kM2+, M1 || K2 || E(kM1+, S || K1))))
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Abbildung 2.3.: Weiterleitung mittels unverkettbarer Antwortadressen
Diese dienen zum Verschlüsseln der Nachricht während der Übermittlung (vgl. Abbildung 2.3).
Beispielsweise erhält der Mix M2 eine Nachricht mit der Adresse des nächsten Mixes sowie der
verschlüsselten Nachricht. Mittels seines privaten Schlüssels erhält er die verschlüsselte Nach-
richt E(kM2,M1||K2||E(kM1+, S||K1)), die den nächsten Mix, den symmetrischen Schlüssel K2
und die restliche unverkettbare Antwortadresse enthält. Die übermittelt Antwort wird mit dem
Schlüssel K2 weiter verschlüsselt. Dies stellt sicher, dass die Nachricht nicht verfolgt werden
kann. Der letzte Mix M1 kennt zwar den Klienten S, kann aber weder den Netzdienst identifi-
zieren noch den Klartext erkennen. S kann allerdings die von ihm erzeugten SchlüsselK1,K2,K3
verwenden, um die Antwort zu entschlüsseln.
Das Chaum’sche Mix Netz bildet die Grundlage von Onion Routing und verwendet auch un-
verkettbare Antwortadressen im Kontext von EMail [Cha81]. Diese Anwendung ermöglicht eine
hohe Anonymität, da durch Sammeln vieler Nachrichten eine große Anonymitätsmenge erreicht
werden kann. Die anwachsende Latenzzeit spielt dabei eine untergeordnete Rolle. Nachfolgende
Forschungsarbeiten versuchen, die Latenzzeit zu verringern, um interaktive Kommunikation zu
erreichen.
Crowds. Das Projekt Crowds spezialisiert sich auf die Anonymisierung von Webseiten-
Zugriffen [RR98, RR99], wobei allerdings Infiltration des AN ausgeschlossen wird. Zunächst
wird ein Anonymisierungspfad durch das Overlay unabhängig von einer Anfrage aufgebaut. Alle
Teilnehmer in Crowds heißen „Jondo” und vermischen eigene und fremde Anfragen. Im Ver-
bindungsaufbau wählt ein Jondo zufällig einen seiner Nachbarn aus oder agiert selbst als Aus-
gangsknoten. Erst dann übermittelt der Klient dem Ausgangsknoten das verschlüsselte Ziel der
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Anfrage. Gegenüber einem passiven Angreifer wird der Grad der Anonymität durch die Länge
des Anonymisierungspfades und die daraus resultierende Anonymitätsmenge bestimmt. Gelingt
die Infiltration eines Jondo, kann der Angreifer Anonymisierungspfade manipulieren und erhält
die Anfragen. Ein aktiver Angreifer kann einen Anonymisierungspfad durch Verkehrsanalyse
aufdecken.
Pool Mixes. Pool Mixes wurden entwickelt, um Anonymität gegenüber einem globalen, pas-
siven Angreifer aber auch vor teilweiser Infiltration zu schützen. Eingehende Nachrichten werden
dabei im sogenannten Pool, einer unsortierten Warteschlange anonymisierter Nachrichten, ab-
gelegt. Eine Nachricht verlässt den Pool erst, wenn ein Auslösekriterium erfüllt wird [KEB98].
Dies stellt bei geringem Nachrichtendurchsatz den Schutz vor einem globalen, passiven Angreifer
sicher, indem es verhindert, dass der Anonymisierungspfad einer Nachricht aufgedeckt werden
kann. Ein volumenbasierter Auslöser benötigt N Nachrichten im Pool, bevor n < N Nachrich-
ten weitergeleitet werden. Andernfalls wird eine zufällige Nachricht weitergegeben, nachdem eine
neue Nachricht in den Pool aufgenommen wurde. Die Unbeobachtbarkeit eines Pool Mixes kann
allerdings durch den (n − 1) Angriff aufgehoben werden, indem der Angreifer einen Mix mit
eigenen Nachrichten überflutet. Ein Schutzmechanismus müsste die Sender in der Anonymitäts-
menge zählen, um die Diversität (siehe Abschnitt 4.2) der Nachrichten im Pool bestimmen zu
können [BFK01]. Eine weitere Bedrohung sind infiltrierte Pool-Mixe, die selbst einen (n−1) An-
griff durchführen. Diese Manipulation von Nachrichten kann durch Überprüfen von Hash-Werten
der ein- und ausgehenden Nachrichten einer Mix-Kaskade erkannt werden [BFK01].
Pool Mixes werden kaskadiert eingesetzt, so dass sich die Latenzzeit beim Durchlaufen meh-
rerer Pools entsprechend erhöht. Deren Varianz lässt sich durch eine exponentielle Verteilung
der Wartezeiten verringern. Das Auslösekriterium wird dabei durch einen individuellen Sende-
Zeitpunkt der Nachricht ersetzt. Dies verbessert die Anonymität gegenüber probabilistischen
Analysen [SN03, SD02] bei ausreichendem Nachrichtenvolumen im AN.
JAP AN.ON. Solange ein geringes Nachrichtenvolumen durch ein AN geleitet wird, kann ein
gemeinsamer Anonymisierungspfad die Anonymität stärken. Mix-Kaskaden verwenden diesen
Ansatz, wodurch alle Nachrichten des AN innerhalb einer Anonymitätsmenge ununterscheidbar
werden. Alle Sender erhalten dadurch die gleiche lokale Anonymität. Ein Angreifer kann eine
Mix-Kaskade allerdings leichter infiltrieren, da mit dem Anonymisierungspfad die verwendeten
Mixe bekannt sind. Mixer-Kaskaden bieten Schutz vor globalen, passiven Angreifern mit teilweise
infiltrierten Mixes. Im Projekt JAP AN.ON [BFK00, Fed05] wird der Schutz der Anonymität
durch verschiedene Mix-Betreiber und Mix-Kaskaden sichergestellt. Eine Mix-Kaskade besteht
aus drei bis fünf Mixes, die eine Nachricht weiterleiten, bevor sie ihr Ziel erreicht. Ein Angreifer
kann die Anonymität durch Infiltration des ersten und letzten Mixes gefährden, wenn er den
Sender von Nachrichten speichert. Der letzte Mix der Kaskade entschlüsselt dann das Ziel der
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Nachricht und erhält vom ersten Mix den Sender mitgeteilt, die Kommunikationsbeziehung wird
aufgedeckt.
Die Anonymitätsmenge wird durch die Konfiguration der Mixe beeinflusst. Bei JAP AN.ON wer-
den kleine Pool-Größen N = 5 verwendet [Fed08], wodurch der Erwartungswert der Latenzzeit
sinkt. Der Grad der Anonymität hängt daneben von der Sender-Diversität eintreffender Nach-
richten ab. Um die Anonymität abzuschätzen erfasst der Eingangsknoten die Menge aufgebauter
Verbindungen und schätzt die Zahl von Klienten ab.
TOR. Die Kommunikation im TOR-Netzwerk, eine Onion Routing basierte Architektur zwei-
ter Generation, basiert auf Tunneln zwischen Mixes [DMS04]. Während des Verbindungsaufbaus
speichern die Mixe, wie Nachrichten den Tunneln zugeordnet werden. Dies ermöglicht anschlie-
ßend bidirektionale Kommunikation. Die Tunnel werden mit bedeutungslosen Nachrichten ge-
füllt, falls keine Nutzdaten übermittelt werden.
TOR ermöglicht Location Hidden Services, d.h. Netzdienste, deren Identität verborgen wird.
Rendezvous
Punkt
Ein „Rendezvous” Punkt (RP) ermöglicht Kommunikation zwischen einem anonymen
Klient und einem anonymen Netzdienst. [DMS04].
Nachdem ein RP vereinbart ist, stellen Klient und Netzdienst jeweils eine Verbindung zum RP
her. Der RP agiert dabei als Bindeglied zwischen den zwei Verbindungen. Der aufgebaute Tunnel
erfüllt dabei die gleiche Funktion wie unverkettbare Antwortadressen. Der dadurch erwirkte
Schutz der Verfügbarkeit wird in Abschnitt 4.1 erörtert.
Das TOR-Netzwerk schützt vor passiven Angriffen und teilweiser Infiltration. Ein aktiver An-
greifer kann die Tunnel allerdings mittels Verkehrsanalyse aufdecken [MD05]. Der Grad der
Anonymität im TOR-Netzwerk kann nicht direkt ermittelt werden, da Anonymisierungspfade
frei gewählt werden. Unter der Annahme, dass Nachrichten aller Sender miteinander vermischt
werden, wird die Anonymitätsmenge maximal. Deren Größe wird allerdings nicht zentral er-
mittelt. Gegenüber einem Angreifer mit teilweise infiltrierten Mixes schützt ein regelmäßiger
Wechsel der verwendeten Mixes, um eine dauerhafte Überwachung abzuwehren.
Beschuldigung von Ausgangsknoten. Verfolgt ein Netzdienst anonymisierte Nachrichten,
verdächtigt er den verwendeten Ausgangsknoten, also den letzten Mix des Anonymisierungspfa-
des, an Stelle des eigentlichen Senders. Der Ausgangsknoten kann sich vor solchen Anschuldigun-
gen durch eine Liste abgelehnter Empfänger schützen [DMS04, Bol06], an die keine Nachrichten
mehr weitergeleitet werden. Abschnitt 4.1 diskutiert die Nachteile dieses Vorgehens, u.a. den
Verlust über die Kontrolle der Erreichbarkeit.
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Anonymitätsmenge Anonymisierungsnetz
T1
Ti
T2
T3
T4
...
N1
N2
N3
N4
N2' Empfänger?
Sendende Teilnehmer
Ni Nachrichten
Abbildung 2.4.: Anonymitätsmenge und vermutete Kommunikationsbeziehungen bestimmt durch
einen globalen, passiven Angreifer
2.2.3. Anonymitätsmetriken
Die Wirksamkeit eines AN kann mit Hilfe von Anonymitätsmetriken beurteilt werden. Dabei
wird der Schutz gegenüber spezifizierten Angreifermodellen betrachtet. Dieser Abschnitt stellt
Metriken vor, die Anonymisierungstechniken analytisch bewerten. Abschnitt 6.4 untersucht, in-
wiefern solche Maße hilfreich sind, um den Grad der Anonymität während des Betriebs eines
AN zu ermitteln.
Diese Arbeit betrachtet ausschließlich die Anonymität der Kommunikationsverbindung. Um die
Anonymität gegenüber dem Empfänger der Nachrichten zu gewährleisten, müssen die Nachrich-
teninhalte unverkettbar sein [CS06]. Die Verkettbarkeit von Nachrichten, beispielsweise durch ein
eindeutiges Attribut oder Pseudonym, muss verhindert werden [BCL+08, PM04, LB08, PM06].
Der kontrollierte Einsatz von Unverkettbarkeit wird in Kapitel 4 eingeführt.
Abbildung 2.4 illustriert die Beobachtungen eines globalen, passiven Angreifers. Dieser kann
von einer anonymen Kommunikation zwischen einem Teilnehmer T i und einem Empfänger E
zwei Beobachtungen machen: 1) Teilnehmer T i hat Nachricht Ni gesendet. 2) Teilnehmer E
hat Nachricht Ni′ empfangen. Falls Ni und Ni′ ununterscheidbar zwischen anderen Nachrichten
übermittelt wurden, ist die Kommunikationsbeziehung unbeobachtbar. Um den Sender einer
Nachricht Ni′ zu identifizieren, kann der Angreifer die Anonymitätsmenge betrachten. Diese
enthält alle Sender T = {T1, . . . , T4, . . . }, die zur fraglichen Zeit Nachrichten in das AN gesendet
haben.
Das Wissen des Angreifers beruht auf der Wahrscheinlichkeit, dass ein bestimmter Sender die
Nachricht Ni′ verursacht hat. Ein Maß für die Widerstandsfähigkeit gegen Angriffe basiert auf
der Informationsdichte, der sogenannten Entropie. Eine Auswertung der Entropie hebt die An-
onymität der Sender auf [SN03]. Manche Maße berücksichtigen auch die Zahl infiltrierter Mixe
bei der Berechnung der Anonymität. Daher werden solche Maße zur analytischen Beurteilung
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von AN, jedoch nicht zur Laufzeit eingesetzt.
Alternativ werden probabilistische Modelle betrachtet [Kes00, DSCP02]. Hierbei werden Aussa-
gen der Form „mit Wahrscheinlichkeit p ist Teilnehmer x der Sender der Nachricht m” berück-
sichtigt. Ein Angreifer kann sein Wissen vergrößern, indem er mehrere Aussagen zusammenfasst
(siehe Abschnitt 4.4).
Eine weitere Arbeit differenziert die „lokale” Anonymität einzelner Teilnehmer, abhängig von
deren Kontext und vorangegangenen Ereignissen [THV04]. Dabei wird berücksichtigt, dass die
durchschnittliche Anonymität eines AN erheblich von der einzelner Teilnehmer abweichen kann,
beispielsweise aufgrund des gesendeten Nachrichtenvolumens.
Mittels sogenannter Credentials kann ein Teilnehmer Eigenschaften pseudonym nachweisen, bei-
spielsweise eine Berechtigung oder Gruppenzugehörigkeit. Gelingt es einem Angreifer, mit einem
Teilnehmer viele Credentials zu verketten, wird dessen Anonymität geschwächt [LB08]. Dies folgt
aus der Annahme, dass Individuen sich durch die Menge von Credentials unterscheiden. Die An-
onymitätsmenge verringert sich dabei auf die Größe der kleinsten Credential-Gruppe. Sie kann
darüber noch weiter sinken und sogar eindeutig werden, falls der Teilnehmer eine seltene Kom-
bination von Credentials besitzt.
2.2.4. Widerstandsfähigkeit von Anonymisierungsnetzen
Zufällige Fehler und Angriffe auf ein AN können die Verfügbarkeit anonymer Kommunikation be-
einträchtigen. Daneben kann der Betrieb eines AN auch administrativ eingeschränkt werden. Die
Maßnahmen für Widerstandsfähigkeit werden durch die Anonymität der Beteiligten erschwert.
Verfügbarkeit von Mixes. Die Verfügbarkeit des AN kann auch bedroht sein, beispielsweise
wenn ein Denial-of-Service Angriff auf einen Mix ausgeführt wird. Im TOR-Netz könnte ein An-
greifer dadurch den Aufbau neuer Tunnel verhindern und damit die Anonymität verringern. Dem
TOR Protokoll liegt das „Transport Layer Security” (TLS) Protokoll zugrunde. Um die Verfüg-
barkeit für neue Tunnel zu gewährleisten wird der Einsatz von Klient-Puzzles (siehe Abschnitt
4.1) vorgeschlagen [Fra06, FKR+07]. Diese verhindern, dass ein Klient viele halboffene Verbin-
dungen erzeugen kann, was die Verfügbarkeit gegenüber anderen Teilnehmern beeinträchtigten
würde.
Die Diagnose von Fehlern im AN muss mit der Unbeobachtbarkeit verträglich sein. Ein weiterer
Ansatz weist den Ablauf eines runden-basierten Mixes anhand der Permutation der Nachrichten
nach [Gol04].
AN können sich dynamisch weiterentwickeln, d.h. dass Mixe abgeschaltet werden und neue
hinzukommen. Dadurch kann die Verfügbarkeit eines erstellten Anonymisierungspfades zeit-
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lich begrenzt sein. Für unverkettbare Antwortadressen werden allerdings Anonymisierungspfade
verwendet, die lange gültig bleiben. Eine Arbeit schätzt dafür die zukünftige Verfügbarkeit ver-
wendeter Mixes aus vergangenen Daten [DFHM01]. Dafür werden Beweise erbracht, welcher
Mix einen Anonymisierungspfad unterbrochen hat. Dies Konzept wurde anschließend erweitert,
um die Verfügbarkeit von Mix-Kaskaden miteinander vergleichen zu können [DS02]. Lassen sich
Eigenschaften des Mix-Protokolls verifizieren, kann dies dann auch auf unzuverlässigere Netze,
beispielsweise Peer-to-Peer basierte Anonymisierungsnetze, angewendet werden [DMS03].
Aufhebungsverfahren. Eine breite Übersicht über Fehlertoleranz in Anonymisierungsnetzen
findet sich in [PPW88, Kapitel 5]. Es werden reaktive Schutzmechanismen vorgestellt, die bei
Fehlern den Anonymisierungspfad variieren. Um beispielsweise den Verursacher einer absicht-
lichen Störung in einem DC-Netz zu identifizieren, werden die Nachrichten und Schlüssel aller
Beteiligten offen gelegt (siehe Abschnitt 7.1).
Verfügbarkeit vs. Anonymität. Die Abwägung zwischen widerstandsfähiger Kommunika-
tion und hohem Grad an Anonymität wird als Dualität bezeichnet [DM06], d.h. sie stellen
einen Zielkonflikt dar, wobei sich deren Erfüllung gegenseitig beeinträchtigt. So verringert ein
System mit hoher Anonymität die Widerstandsfähigkeit gegenüber gezielten Angriffen und ein
widerstandsfähiges System schränkt die Anonymität seiner Teilnehmer ein. Bisher fehlt eine
Vorgehensweise für den Systementwurf von AN, der diese Zielkonflikte miteinbezieht. Kapitel 6
und 7 betrachten die Widerstandsfähigkeit von AN mittels einer spieltheoretischen Betrachtung
von Zielkonflikten.
2.2.5. Ökonomie von Anonymität
Die Wirkungsweise eines AN verbraucht Ressourcen seiner Teilnehmer, beispielsweise Rechen-
zeit, Bandbreite, Speicherplatz und Stromkosten. Dabei müssen sowohl mikroökonomische Zu-
sammenhänge (wie viel Bandbreite darf anonyme Kommunikation kosten) als auch makroöko-
nomische Beziehungen (erlangte Anonymität durch Betrieb eines Mixes) betrachtet werden.
Anonymität wäre nur bei unbegrenztem Ressourcen-Einsatz frei von ökonomischen Zwängen.
Rationales Handeln für den Datenschutz. In einer Studie wurde das Bewusstsein für
Datenschutz untersucht [AG05]. Dabei wurden drei Gruppen von Einflussfaktoren festgestellt.
Das Verhalten hinsichtlich dem Schutz eigener Daten hängt demnach von der Einschätzung
der Handlung ab. Ist diese Information unvollständig, führt dies zu falschen Entscheidungen.
Beispielsweise war der Mehrheit der Befragten unbekannt, wie genau ein US-Bürger mittels Ge-
burtsdatum, Geschlecht und Postleitzahl identifiziert werden kann. Weiter nimmt strategisches
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Handeln in ökonomischen Systemen an, dass sämtliche Optionen berücksichtigt werden und
die günstigste gewählt wird (vollkommener Markt). Die korrekte Beurteilung und Berücksich-
tigung sämtlicher Optionen wird häufig verletzt. Darüber hinaus dominiert die psychologische
Wahrnehmung rationales Handeln. Beispielsweise nahmen viele Befragte bei einer vertraulichen
Datenübertragung, dass auch der Datenschutz für die erhobenen Daten gewährleistet wäre.
Wahrnehmung von Sicherheitseigenschaften. Die Auswirkung subjektiver Wahrneh-
mung der Qualität wurde speziell für Sicherheitssysteme untersucht [AM07]. Ähnlich wie bei
einem Gebrauchtwagen sind Kunden in der Regel nicht in der Lage, den Wert eines Produkts
objektiv zu bewerten. Ein Kunde wählt daher Produkte, deren Preis am besten zu der einge-
schätzten Qualität passt [Ake70]. Dies behindert den marktwirtschaftlichen Erfolg von Sicher-
heitsprodukten hoher Qualität.
Die Wirksamkeit eines Anonymisierungsnetzes ist dem Benutzer gegenüber nicht transparent
[KH03]. Dieser Zusammenhang wirkt sich auf die Makroökonomie in einem AN aus. Die Ver-
gleichbarkeit von AN wird zudem durch verschiedene Angreifermodelle, beispielsweise die Be-
rücksichtigung von Infiltration, erschwert. Es ist daher mehr Transparenz der erreichten Anony-
mität wünschenswert (siehe Abschnitt 6.4).
Rollenverteilung in einem Anonymisierungsnetz. Das Sicherheitsbedürfnis eines Teilneh-
mers und dessen möglicher Ressourceneinsatz lässt sich als Anonymitätspräferenz darstellen. In
einem spieltheoretischen Modell wurde untersucht, wie Teilnehmer ihre Rolle in einem AN aus-
wählen [ADS03]. Sie können als Mix agieren, als Klient teilnehmen oder das AN verlassen. Das
Modell ermöglicht eine makroökonomische Analyse: die Widerstandsfähigkeit eines AN ist bei
Gleichverteilung der Anonymitätspräferenzen am größten. Andernfalls kann eine geringe Kos-
tensteigerung den Grad der Anonymität stark beeinträchtigen. Das Experiment betrachtet aus-
gewählte Wechselwirkungen, beispielsweise die Auswirkung zusätzlicher Mixes bei konstantem
Nachrichtenvolumen. Allerdings differenzieren die Autoren nicht näher, wie sich ein unvollstän-
diger Informationsstand auf das strategische Verhalten auswirkt. Dieser Zusammenhang wird in
Kapitel 7 untersucht.
2.3. Datenschutz in der Angriffserkennung
Bei der Erkennung Netzwerk-basierter Angriffe werden häufig Daten verarbeitet, die der Daten-
schutz für schutzwürdig erachtet. Kann die vertrauenswürdige Verarbeitung dieser Daten nicht
sichergestellt werden, ergibt sich ein Zielkonflikt zwischen der Angriffserkennung und der Ver-
traulichkeit persönlicher Daten [Fri00]. Es werden dazu drei Lösungsansätze vorgestellt: Vertrau-
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enswürdiges Verarbeiten auf den beteiligten Hosts, Pseudonymisierung in den Log-Files sowie
Angriffserkennung basierend auf Verkettbarkeit.
Klassische Angriffserkennung. Angriffserkennung verfolgt den Ansatz, große Mengen von
Information, darunter persönliche Daten der Netzwerkteilnehmer, an einem einzelnen Punkt
zu aggregieren. Die signaturbasierte Angriffserkennung sucht nach bekannten Angriffsmustern,
während Anomalie-Erkennung untypisches Verhalten bewertet [M0¨5]. Die Aggregation von Sens-
ordaten dient der Korrelation von Angriffen. Gleichzeitig ermöglicht dies allerdings auch die um-
fassende Beobachtung persönlicher Daten im Netzwerk, etwa das Nutzungsprofil eines einzelnen
Teilnehmers. Durch eine Infiltration könnte ein Angreifer daher persönliche Daten ausspähen
[Por06]. Daher ist es notwendig, persönliche Daten frühzeitig zu entfernen oder durch Pseudony-
me zu ersetzen.
Datenschutz-bewahrende Techniken. In datenverarbeitenden Systemen treten häufig per-
sönliche Daten auf, deren Missbrauch die Privatsphäre verletzen würde [GWB97, Gol02, Bur97,
SLLZ04].
Datenschutz-bewahrende Techniken („Privacy Enhancing Techniques”, PET) stellen
die Vertraulichkeit in datenverarbeitenden Systemen sicher. Der Schutz vor
unberechtigtem Zugriff umfasst vorrangig die Anonymität der Teilnehmer einer
Kommunikation, die Unbeobachtbarkeit der Kommunikationsbeziehung und die
Unverkettbarkeit der Nachrichten [Fed05].
Datenschutz-
bewahrende
Techniken
PET stellen sicher, dass sensible Informationen vertraulich bleiben. Beispielsweise können
Richtlinien zulässige Aktionen definieren, um die Privatsphäre beim Export zu gewährleisten
[KKL+05]. PET Implementierungen werden durch Verwundbarkeiten in Software und Hardware
bedroht.
Integritätsbasiertes Rechnen („Trusted Computing”) stellt die Integrität sämtlicher
Software sicher, um die Ausführung veränderter Software abzuwehren [Fel03].
Integritäts-
basiertes
Rechnen
Tatsächlich stellt integritätsbasiertes Rechnen lediglich sicher, dass die Software im gleichen Zu-
stand wie bei der initialen Prüfung vorhanden ist. Der Begriff „Trust”, d.h. Vertrauen, setzt
voraus, dass beim Attestieren von Software Implementierungsfehler beweisbar ausgeschlossen
werden. Eine formale Verifizierung wird aufgrund des hohen Aufwands nur bei kleinen Anwen-
dungen im Hochsicherheitsbereich durchgeführt [Bis04, Kapitel 17]. Die „Common Criteria”
standardisieren die Durchführung notwendiger Schutzmaßnahmen [CC, Bun06]. Die Zertifizie-
rung nach „Evaluation Assurance Levels” (EAL) erfordert aufwendige Maßnahmen. Die dritte
EAL-Stufe verlangt methodisches Testen und Schutzmaßnahmen vor Missbrauch. Für die vierte
EAL-Stufe ist eine unabhängige Analyse der Verwundbarkeiten erforderlich.
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Die Angriffserkennung erfordert den Zugriff auf persönliche Daten, beispielsweise die verwendete
IP-Adresse. Ein PET kann die Vertraulichkeit persönlicher Daten anderer Teilnehmer schützen.
Nur falls ein Missbrauch beweisbar erfolgt ist, gibt das PET die Daten eines Angreifers für die
Verfolgung eines Missbrauches frei [CDG+03, KWF06].
Anomaliebasierte Angriffserkennung. Einen solchen Schutzmechanismus stellt die Pseudo-
nymisierung von Log-Daten dar. Lundin untersucht Anomalie-Erkennung für einen Netzdienst
mit Zugriffskontrolle [LJ00, LJ99]. Nachdem der Dienst den Benutzer authentisiert hat, werden
beim Schreiben der Log-Daten persönliche Daten durch Pseudonyme ersetzt. Gelingt einem An-
greifer der Zugriff auf Log-Daten kann er damit die Privatsphäre von Teilnehmern noch nicht
verletzen. Um die Unbeobachtbarkeit sicherzustellen, werden zufällige Log-Einträge vorgeschla-
gen, wobei deren Auswirkungen auf die Anomalie-Erkennung berücksichtigt werden müssen.
Infiltriert der Angreifer den Host, kann er die Zuordnung auslesen.
Pseudonymisierte Log-Daten. Ein Pseudonym kann auf unterschiedliche Weise zur Iden-
tität seines Besitzers verkettbar sein. Die Zuordnung kann gegenüber dem Besitzer, einzelnen
Instanzen oder öffentlich bekannt sein.
transferierbares
Pseudonym
Ein Pseudonym heißt transferierbar, wenn ein neuer Besitzer darüber eigenständig
verfügen kann [CL01].
Nicht transferierbare Pseudonyme ermöglichen den Schnittmengen-Angriff. Dies kann nur durch
die einmalige Verwendung eines Pseudonyms unterbunden werden.
Ein alternativer Ansatz koppelt die Aufhebung der Anonymität kausal an eine Angriffssequenz
[Fle06]. Über die dabei aufgezeichneten Log-Daten kann dann von den pseudonymisierten Einträ-
gen zurück auf die Identität eines Teilnehmers geschlossen werden. Die Anonymität von Sendern
ohne aufgezeichnete Log-Daten ist dabei unverletzlich. Anschließend wurde die Verwendung
von Pseudonymen in Authentisierungs-Architekturen klassifiziert [FM07]: a) Verwaltung von
Pseudonymität mittels Richtlinien [P3P], b) als eindeutigen Bezeichner, c) als Authentisierungs-
Merkmal und d) zum Datenschutz in der weiteren Verarbeitung.
Eindeutige Pseudonyme lassen sich zur Identifikation von Teilnehmern verwenden. Der Besitz-
nachweis eines Pseudonyms wird dazu über die Identität des Inhabers durchgeführt. Damit kann
das absichtliche Transferieren eines einzelnen Pseudonyms unterbunden werden [SS00], nicht je-
doch Missbrauch nach einer Infiltration. Es finden sich zahlreiche Ansätze zur Pseudonymisier-
ung von Log-Daten [FH92, FHYH92, SFHR97, Sob99], die aber ausnahmslos auf identifizierter
Kommunikation beruhen.
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2.4. Gesetzliche Vorschriften zum Schutz der Privatsphäre
Aus juristischer Sicht wird der Schutz der Privatsphäre durch Gesetze geregelt. Der Gesetzge-
ber baut darauf, dass Bürger in seinem Einflussbereich gesetzestreu handeln. Die Auslegung der
Gesetze erweist sich manchmal als schwierig. Darüber hinaus ist die zulässige Verarbeitung per-
sönlicher Daten zwar vorgeschrieben, kann aber nicht vor fahrlässigem Fehlverhalten [Hei08] oder
kriminellen Innentätern schützen. Zudem werden Verstöße selten ermittelt und Konsequenzen
gezogen. Beispielsweise belauscht die präventiv-polizeiliche Telekommunikationsüberwachung1
Telefonanschlüsse von Kriminellen mit dem Ziel, schwere Straftaten zu bekämpfen [Kre05]. Das
Anliegen des Datenschutzes ist dagegen, präventiv dem Missbrauch persönlicher Daten entgegen-
zuwirken, beispielsweise durch Datensparsamkeit und vertrauenswürdige Prozesse. Die Vorrats-
datenspeicherung von Datenströmen im Internet, die zum 1. Januar 2009 in Kraft tritt, hat zu
einer öffentlichen Diskussion über den Schutz der Privatsphäre und deren Bedrohungen geführt.
Gesetzlicher Schutz der Privatsphäre Die Europäische Menschenrechtskonvention defi-
niert einen Katalog der Grund- und Menschenrechte, darin explizit die Schutzwürdigkeit der
Privatsphäre: „Jedermann hat Anspruch auf Achtung seines Privat- und Familienlebens, sei-
ner Wohnung und seines Briefverkehrs.”2 Alle Mitgliedsstaaten des Europarats haben dies in
innerstaatliches Recht transformiert.
Aus dem Grundgesetz der Bundesrepublik leitet sich das Recht auf informationelle Selbstbestim-
mung ab. Diese Auslegung des Grundgesetzes wurde mit dem Volkszählungsurteil vom 15.12.1983
bekräftigt. Die Begründung führt dazu aus: „Freie Entfaltung der Persönlichkeit setzt unter
den modernen Bedingungen der Datenverarbeitung den Schutz des Einzelnen gegen unbegrenzte
Erhebung, Speicherung, Verwendung und Weitergabe seiner persönlichen Daten voraus.” Das
Urteil wird so ausgelegt, dass keine Daten als belanglos gelten. Werden personenbezogene Da-
ten verarbeitet, ist eine besondere Rechtfertigung notwendig. Jeder Bürger soll selbst über die
Preisgabe und Verwendung seiner personenbezogenen Daten bestimmen können.
Der Datenschutz für Telekommunikationsdienste wird im Telekommunikationsgesetz und Tele-
mediengesetz explizit vereinbart. Der Rundfunkstaatsvertrag regelt darüber hinaus die Rechte
und Pflichten3, die sich aus dem Betrieb von inhaltlichen Telemedien ergeben. Das Telekommu-
nikationsgesetz regelt die Befugnisse und Pflichten der Telekommunikationsbetreiber. Das Fern-
meldegeheimnis schützt sowohl den Inhalt als auch die Verkehrsdaten einer Kommunikation. Die
Dienstanbieter sind zur Wahrung des Fernmeldegeheimnisses verpflichtet. Ausgenommen ist das
Abhören aufgrund einer gesetzlichen Ermächtigung. Darüber hinaus steht Abhören unter Stra-
1§ 100a Strafprozessordnung
2Artikel 8 Absatz 1 Europäische Menschenrechtskonvention
3§ 2 Rundfunkstaatsvertrag
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fe4. Falls ein Empfang unbeabsichtigt geschieht, gilt die Pflicht zur Geheimhaltung. Gleichzeitig
besteht eine Anzeigepflicht5. Das Telemediengesetz verpflichtet die Betreiber zur Beachtung des
Datenschutzes. Die Erhebung persönlicher Daten unterliegt dabei dem Zweckbindungsgrund-
satz6.
Vorratsdatenspeicherung Die EU-Richtlinie 2002/58/EG zur Vorratsdatenspeicherung
schreibt vor, dass Verkehrsdaten von Kommunikationsdiensten aufgezeichnet werden sollen, al-
so Zeit, Ort und Teilnehmer einer Kommunikation. Die EU-Richtlinie umfasst die folgenden
Kriterien:
• Rufnummer des anrufenden Anschlusses, mit Namen und Anschrift des registrierten Nut-
zers (Telefonie) bzw. Benutzerkennung, z.B. IP-Adresse (Telemedien),
• Rufnummer des angewählten Anschlusses, mit Namen und Anschrift des Anschlussinha-
bers (Telefonie) bzw. Benutzerkennung, z.B. IP-Adresse (Telemedien),
• Zeit und Dauer der Kommunikation,
• Art der Nachrichtenübermittlung,
• Gerätekennung der Teilnehmer (Mobiltelefonie),
• Standort der ersten Aktivierung (Prepaid),
• DSL-Anschluss (Teledienste) und
• Standort-Kennung (Mobiltelefonie und Telemedien).
Die Richtlinie schreibt ferner eine befristete Speicherung vor, nach deren Ablauf die Lösung vor-
geschrieben ist. Kritiker zweifeln die juristische Gültigkeit der Richtlinie an. Ihre Verabschiedung
verletze die Kriterien der dritten Säule der EU „Polizeiliche und justizielle Zusammenarbeit in
Strafsachen”7, wobei das EU-Parlament einen einstimmigen Beschluss fassen muss. Stattdessen
wurde sie mit einem Mehrheitsentscheid verabschiedet (378 Ja gegenüber 197 Nein-Stimmen).
Mit Hilfe eines Auskunftsverfahrens8 können die Strafverfolgungsbehörden die Vorratsdaten zur
Ermittlung und Verfolgung schwerer Straftaten9 nutzen. Die Speicherfrist hat der deutsche Ge-
setzgeber10 auf sechs Monate beschränkt, nach deren Verstreichen der Dienstbetreiber die Vor-
ratsdaten innerhalb eines Monats endgültig zu löschen hat11.
4§ 148 Absatz 1 Telekommunikationsgesetz
5§ 138 Strafgesetzbuch
6§ 12 Absatz 6 Telemediengesetz
7Artikel 34 Absatz 2 Vertrag über die Europäische Union und nach
Artikel 211 Vertrag zur Gründung der Europäischen Gemeinschaft
8§ 133 Telekommunikationsgesetz
9§ 100a,b Strafprozessordnung
10Gesetz zur Neuregelung der Telekommunikationsüberwachung und anderer verdeckter Ermittlungs-
maßnahmen sowie zur Umsetzung der Richtlinie 2006/24/EG
11§ 133a Telekommunikationsgesetz
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Sorgfaltspflicht. Die Durchführung der Vorratsdatenspeicherung obliegt dem jeweiligen
Dienstanbieter. Dabei wird der Schutz der Privatsphäre und der Datenschutz nachrangig be-
handelt. Der Dienstanbieter unterliegt lediglich der Sorgfaltspflicht, etwa den Zugriff auf Vor-
ratsdaten Unbefugten zu verwehren.
Darüber hinaus gilt das Bundesdatenschutzgesetz. Hier fordert der Gesetzgeber den Schutz per-
sonenbezogener Daten, d.h. Informationen, die persönliche oder sachliche Verhältnisse einer na-
türlichen Person beschreiben. Auch Pseudonyme fallen darunter, da die zugehörige Person be-
stimmbar ist. Beispiele sind Telefonnummer, E-Mail-Adresse, IP-Adresse im Internet, eindeutig
zugeordnete Personalnummer. Das Bundesdatenschutzgesetz schränkt die Erhebung, Verarbei-
tung und Nutzung personenbezogener Daten ein12: „Erforderlich sind Maßnahmen nur, wenn
ihr Aufwand in einem angemessenen Verhältnis zu dem angestrebten Schutzzweck steht.” Zum
Zweck der technischen Überprüfung kann ein Betreiber damit ständig Verkehrsdaten aufzeich-
nen. Dabei stellt sich die Frage nach der Zulässigkeit der Überwachung [KR04], inbesondere
wenn den Arbeitnehmern geringfügige private Nutzung gewährt oder geduldet wird.
Anonymisierungsnetze. Anonymisierungsnetze schützen die Kommunikationsbeziehung vor
Überwachung. Die Vorratsdatenspeicherung enthält keine Regelungen, speziell zum Aufheben
unbedingter Anonymität. Die jetzige Umsetzung der Vorratsdatenspeicherung, speziell aufgrund
der verwendeten Zeit-Granularität, entspricht einem globalen, passiven Angreifer. Sie beeinträch-
tigt daher die Anonymität der Teilnehmer nicht.
Um Strafverfolgung grundsätzlich zu ermöglichen, wurde bedingte Pseudonymität entwickelt
[KWF06]. Hierbei speichert eine unabhängige Instanz die Zuordnung verwendeter Pseudonyme.
Auf nachträglichen richterlichen Beschluss wird dann alleine die Anonymität eines Verdächtigen
aufgehoben [Gol03]. Die Auskunftsersuchen bei Anonymisierungsnetzen sind rückläufig [FG04,
Una02, Fed05]. Um Auskunftsersuchen durch die Strafverfolgung zuvorzukommen, kann der
Zugriff auf strafrechtlich relevante Seiten am Ausgangsknoten präventiv unterdrückt werden
[FP08].
Würde der Betreiber eines Mixes als Dienstanbieter gelten, folgte die Pflicht zur Vorratsdaten-
speicherung. Das Telemediengesetz sieht vor, dass Benutzern der anonyme Zugriff auf Teledienste
ermöglicht werden soll13. Die rechtliche Auslegung für Anonymisierungsnetze konnte bis Septem-
ber 2008 noch nicht abschließend geklärt werden [Jon08, Bäu03]. In einem Verfahren gegen den
Betreiber eines TOR-Mixes schätzt der Staatsanwalt den Betrieb von Mixes als zulässig ein
[Kir06]. Zum Zeitpunkt September 2008 sind keine Auflagen für den Betrieb von Anonymisie-
rungsnetzen bekannt.
12§ 9 Bundesdatenschutzgesetz
13§ 13 Absatz 6 Telemediengesetz
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An den Betrieb eines Anonymisierungsnetzes (AN) werden widersprüchliche Anforderungen ge-
stellt. Die Anonymität der Sender bei gleichzeitigem Schutz der Verfügbarkeit sind Anforderun-
gen, die sich gegenseitig ausschließen. Solche Zielkonflikte müssen im Entwurfsprozess eines AN
berücksichtigt werden.
Das primäre Schutzziel, die Anonymität, beruht auf der Unbeobachtbarkeit innerhalb einer
großen Menge von Teilnehmern. Daher müssen neben funktionalen und nicht-funktionalen An-
forderungen auch die Verhaltensweisen zukünftiger Teilnehmer betrachtet werden. Das Verhalten
autonom handelnder Teilnehmer lässt sich dabei auf rationale Annahmen über den erwarteten
Nutzen zurückführen. Rationales Handeln bildet die Grundlage für die Analyse von Wechselwir-
kungen in AN (vgl. Kapitel 7).
3.1. Sicherheitsziele
Um die Sicherheit eines AN und seiner Netzdienste zu beurteilen, müssen deren Widerstandsfä-
higkeit unter verschiedenen Angreifermodellen betrachtet werden. Ein Angriff nutzt dabei eine
Verwundbarkeit aus, d.h. eine fehlerhafte Protokoll-Implementierung oder einen Fehler im De-
sign. Der Betrieb eines AN ist jedoch nur bedroht, wenn ein Angreifer eine Verwundbarkeit
schadhaft ausnutzen kann, um Sicherheitsmaßnahmen zu umgehen. Ein Angriff bezeichnet den
tatsächlich erfolgten Missbrauch einer Verwundbarkeit im Betriebsablauf [Bis04, Kapitel 1.2].
AN und Netzdienste enthalten in der Regel Verwundbarkeiten und Bedrohungen. Dies resul-
tiert aus der Tatsache, dass Verifizierung aufgrund der Komplexität nur auf kleine Software-
Komponenten angewendet werden kann. Einfachere Maßnahmen können lediglich die Präsenz
von Fehlern erkennen, nicht jedoch die Fehlerfreiheit beweisen. Verteilte Systeme, wie ein AN,
überfordern die Systeme durch den exponentiell anwachsenden Zustandsraum. Daher ist kurzfris-
tig keine Besserung zu erwarten. Alternativ kann die Widerstandsfähigkeit gegenüber bekannten
Angreifermodellen und Angriffen fokussiert werden. Wird allerdings eine neue Verwundbarkeit
entdeckt, ist das AN entsprechenden Angriffen schutzlos ausgeliefert.
Damit ein Klient über ein AN mit einem Netzdienst kommunizieren kann, müssen vier Anfor-
derungen erfüllt sein:
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a) Verfügbarkeit des Anonymisierungsnetzes zwischen Klient und Netzdienst
b) Verfügbarkeit des Netzdienstes / Erreichbarkeit für den Klienten
c) Integrität der übertragenen Nachricht
d) Anonymität des Klienten sowie des Netzdienstes
Im Folgenden werden diese Sicherheitsziele erläutert und anschließend deren Zielkonflikte disku-
tiert.
Verfügbarkeit. Verfügbarkeit umfasst sowohl die Funktionalität, dass eingehende Nachrich-
ten vom Netzdienst verarbeitet werden, als auch die Fähigkeit des AN, Nachrichten zu empfangen
und zu senden [Til05, Seite 27].
Der Schutz der dafür notwendigen Ressourcen wird klassischerweise durch Kapazitätsplanung
ermittelt. Dabei wird die Spitzenlast ermittelt und Prognosen über die Zukunft angestellt. Diese
scheitern bei offenen Netzdiensten alleine an der unbekannten Nutzerzahl. Ein „Flash Crowd”
ist eine Spitzenlast, verursacht durch identische Anfragen verschiedener Klienten [LZT07]. Eine
Flash Crowd kann beispielsweise durch eine häufig besuchten Querverweis verursacht werden.
Sie lässt sich weder vorhersagen, noch effektiv bekämpfen [XSH+08]. Daher berücksichtigt die
Kapazitätsplanung ausschließlich den Normalbetrieb. Die Verfügbarkeit ist dann bedroht, sobald
die benötigten Ressourcen die Kapazitätsplanung überschreiten.
Ein Angreifer kann die Verfügbarkeit eines Netzdienstes beeinträchtigen, indem er den Dienst
oder dessen Netzwerkverbindung überlastet (Verfügbarkeit) oder Übermittlungen stört (Integri-
tät). Der Netzdienst ist in beiden Fällen nicht in der Lage, Anfragen anderer Benutzer erfolgreich
zu beantworten.
Erreichbarkeit. Damit ein Teilnehmer über das Overlay einen verfügbaren Netzdienst nut-
zen kann, muss darüberhinaus uneingeschränkte Kommunikation zwischen dem Teilnehmer und
dem Netzdienst möglich sein [WP00]. Ein Netzdienst soll für Erreichbarkeit selektiv bestimmen
können, welche Nachrichten ihn erreichen. Erreichbarkeit bedeutet beispielsweise, dass normale
Benutzer außerhalb der Dienstzeiten zurückgewiesen werden, während Administratoren zugreifen
können.
Erreichbarkeit kann zum Schutz der Verfügbarkeit eines Netzdienstes eingesetzt werden. Dazu
muss zwischen Angreifern und normalen Klienten unterschieden werden. Während Nachrichten
von Angreifern nicht an den Netzdienst zugestellt werden sollen, dürfen andere Klienten normal
zugreifen. Damit wird verhindert, dass Nachrichten von Angreifern die Verfügbarkeit gegenüber
anderen Klienten gefährden. Kapitel 4 diskutiert Schutzmechanismen für Verfügbarkeit und Er-
reichbarkeit im Kontext anonymisierter Nachrichten.
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Anonymität. Sämtliche Attribute, die ermöglichen eine Nachricht einer Sitzung, einem Pseu-
donym oder der Sender-Identität zuzuordnen, schränken die Anonymität ein (siehe Abschnitt
1.1).
Vertraulichkeit. Vertraulichkeit schützt Informationen vor unbefugter Einsicht [Bis04, Ka-
pitel 1]. Die Vertraulichkeit des Inhalts steht nicht im Konflikt mit anderen Anforderungen an
die Kommunikation. Allerdings wird sie in i.d.R. erst oberhalb der Transportschicht realisiert.
Dies bedeutet, dass zwar die Nachrichteninhalte, nicht jedoch die Kommunikationsbeziehung
geschützt wird.
Integrität. Integrität meint die Unversehrtheit von Information [Bis04, Kapitel 1]. Ist ein
Angreifer in der Lage, Nachrichten unbemerkt zu verändern, kann er deren Integrität beein-
trächtigen. Ein AN muss daher einen Mechanismus bereithalten, mit dem die Integrität von
Nachrichten überprüft werden kann. Ist die Integrität verletzt, liegt ein Übertragungsfehler oder
eine absichtliche Manipulation vor.
Zwischen diesen Anforderungen bestehen teilweise Zielkonflikte. Um die Erreichbarkeit eines
Netzdienstes zu gewährleisten, muss eine Kontrolle bestehen, gegenüber welchen Sendern der
Netzdienst verfügbar ist. Die Verfügbarkeit darf nicht durch Angriffe behindert werden. Dazu
ist es weiter erforderlich, Angriffe auf die Verfügbarkeit eines Netzdienstes zu erkennen und alle
Nachrichten des entsprechenden Senders verketten zu können. Dies stellt einen Zielkonflikt zur
Unverkettbarkeit dar, die die Anonymität des Senders sicherstellen soll.
Sicherheitsmaßnahmen. Sicherheitsmaßnahmen beziehen sich jeweils auf die Annahmen ei-
ner beschränkten Menge von spezifizierten Angriffen. Dabei ist zunächst unklar, ob die Schutz-
mechanismen auch gegen unbekannte Angriffe wirksam sind. Grundlegende Schutztechniken der
Anonymität werden in Abschnitt 2.2 beschrieben.
Vertraulichkeit. Kryptographische Techniken können den unbefugten Zugriff auf sensible
Daten erschweren. Dazu wird an die Berechtigten ein Schlüssel ausgehändigt, mit Hilfe dessen
eine Verschlüsselung ausgeführt und aufgehoben werden kann. Der Erwartungswert des Auf-
wands, die Daten ohne Kenntnis des Schlüssels zu lesen, wächst mit der Länge des verwendeten
Schlüssels.
Kryptographische Verfahren werden durch Kryptoanalyse angegriffen. Die Verwundbarkeit be-
steht darin, dass ein Angreifer den geheim gehaltenen Schlüssel auf einem nicht vorgesehenen
Weg erhält oder zufällig errät. Ein Angreifer kann darüber hinaus sämtliche möglichen Schlüssel
ausprobieren („Brute-Force”-Angriff). Die Stärke eines Verschlüsselungsverfahrens beruht daher
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auf der Menge möglicher Schlüssel, d.h. auf der Schlüssellänge. Die Kryptographie hat asym-
metrische Verfahren hervorgebracht, bei denen jeweils ein öffentlicher und ein privater Schlüssel
verwendet wird. Der öffentliche Schlüssel kann von allen Teilnehmern frei verwendet werden.
Der private Schlüssel steht lediglich dem legitimen Empfänger zur Verfügung. Mit seiner Hilfe
kann der Empfänger den Ciphertext entschlüsseln und auf den Klartext zugreifen. Kryptogra-
phie kann lediglich die Vertraulichkeit der Kommunikationsinhalte schützen, nicht jedoch die
Kopfdaten der Protokollschichten. Diese Kopfdaten müssen frei zugänglich sein, da sie von der
Infrastruktur für die Zustellung von Nachrichten benötigt wird.
Integrität. Schutz vor unbefugten Änderungen kann durch signierte kryptographische Hash-
werte erreicht werden.
Krypto-
graphische
Hashfunktion
Eine kryptographische Hashfunktion h : 2m → 2n projiziert Elemente aus einem
Eingaberaum beliebiger Größe 2m,m≫ n auf einen Hashwert [0..(2n − 1)] konstanter
Größe [Sta06, Kapitel 11.4].
∙ h(x) kann mit geringer Komplexität für gegebene Werte berechnet werden.
∙ Die Hash-Funktion stellt sicher, dass das Urbild eines Hashwertes nur mit hohem
Aufwand bestimmt werden kann („Pre-Image Resistance”).
∙ Die Hash-Funktion ist so beschaffen, dass nur mit hohem Aufwand ein zweites
Urbild x′ zu einem Hashwert h(x) = h(x′) gefunden werden kann („2nd
Pre-Image Resistance”).
∙ Es benötigt einen hohen Aufwand, um zwei Urbilder x, x′ zu finden, die auf den
gleichen Hashwert h(x) = h(x′) abgebildet werden (Kollisionsfreiheit).
Hashfunktionen sind so beschaffen, dass jedes Bit der Nachricht den Hashwert beeinflusst. Un-
bestimmbar bedeutet, dass sehr große Rechenkapazität benötigt wird, um die Hashfunktion um-
zukehren. Eine Hashfunktion ist verwundbar, wenn der Angreifer erkennen kann, von welcher
Nachricht der Hashwert gebildet wurde (Urbild unbestimmbar), oder der Angreifer eine zweite
Nachricht mit dem gleichen Hashwert erzeugen kann (zweites Urbild unbestimmbar). Beispie-
le für Hashfunktionen sind „Message Digest 5” (MD5), „Secure Hash Algorithm 1” (SHA-1)
und „RACE Integrity Primitives Evaluation Message Digest 128” (RIPE-MD 128). Eine digitale
Signatur wird mit Hilfe des privaten Schlüssels erstellt, kann also nur vom Schlüsselinhaber aus-
gestellt werden. Signiert dieser den Hashwert einer Nachricht, kann der Empfänger unbefugte
Veränderungen feststellen.
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3.2. Anforderungen an ein Anonymisierungsnetz
Der Betrieb eines Anonymisierungsnetzes erfordert detaillierte Vereinbarungen über die Fähig-
keiten und Abläufe der beteiligten Komponenten.
Funktionale Anforderungen. Funktionale Anforderungen (FA) definieren Vorgehensweisen
und verwendete Protokolle eines Systems [DHS06]. FA beschreiben den Gegenstand des Betrieb-
sablaufs. Ausgehend von den FA allgemeiner Overlay Netzwerke [DHS06], werden im Folgenden
die Anforderungen speziell für Anonymisierungsnetze beschrieben.
Mixer. In Mixer-Netzwerken werden Nachrichten über eine Zahl von Zwischenstationen wei-
tergeleitet. Mixe müssen dafür Nachrichten empfangen und entsprechend weiterverarbeiten. Je
nach Verfahren werden die eingehenden Nachrichten entschlüsselt bzw. mit dem Verbindungs-
schlüssel für den folgenden Mix verschlüsselt. Alle Nachrichten erreichen durch Verlängern („pad-
ding”) eine konstante Länge, um sie ununterscheidbar zu machen.
Wahl des Anonymisierungspfades. Anonymisierungsnetze versenden Nachrichten über
einen Pfad mehrerer Zwischenstationen. In Mix-Kaskaden wird der Pfad administrativ vor-
gegeben [AN.08, Abschnitt „Initialisation of a Cascade”], während in Mix-Netzen der Sender
den Pfad selbst wählt und diesen mit der Nachricht übermittelt. In Weiterleitungsnetzen, wie
beispielsweise Crowds, werden Pfad und Pfadlänge jeweils inkrementell von den Zwischenstatio-
nen bestimmt. Individuelle Pfadwahl schützt bei ausreichendem Nachrichtenvolumen und großen
Anonymitätsmengen vor infiltrierten Mixes.
Eingangsknoten. Erlaubt das Anonymisierungsnetz eingehende Nachrichten von Außen,
wird dies durch den Eingangsknoten realisiert. Dieser nimmt Nachrichten an und leitet sie zu
einem Ausgangsknoten weiter. Um den Anonymisierungspfad zu konstruieren, erhält der Ein-
gangsknoten die Identität des Empfängers und verletzt also die Unbeobachtbarkeit.
Ausgangsknoten. Ausgangsknoten stellen die Schnittstelle zwischen dem Anonymisierungs-
netz und Netzdiensten im Internet bereit. Damit ermöglichen sie den Teilnehmern, ihre Identi-
tät zu verbergen. Der Ausgangsknoten muss für jede ausgehende Nachricht eine unverkettbare
Antwortadresse bereithalten, um Antworten eines Netzdienstes zurückzusenden. Wird die an-
onyme Kommunikation für Angriffe missbraucht, müssen spezielle Techniken die anonymisierten
Angriffe unterbinden. Neben Ausgangsrichtlinien kann Klassifizierung mit kontrollierter Unver-
kettbarkeit eingesetzt werden (siehe Kapitel 4).
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Mediation. Ein Grundproblem verteilter Systeme ist das effiziente Auffinden von Ressour-
cen. Mediation ist der Prozess, zwischen Angebot und Nachfrage von Ressourcen zu vermitteln
[AMD+04]. In AN lassen sich darüber Netzdienste und andere Mixes auffinden. Neben der Iden-
tifizierung über eine IP-Adresse können hier Pseudonyme und unverkettbare Antwortadressen
eingesetzt werden.
Rendezvous Punkt. Der Initiator einer Kommunikationsverbindung ist gegenüber dem Emp-
fänger im Vorteil, da er dessen Identität kennt, während dies umgekehrt nicht der Fall ist. Ren-
dezvous Punkte (RP) ermöglichen den Aufbau einer Kommunikationsverbindung zwischen zwei
anonymen Teilnehmern (vgl. Abschnitt 2.2.2). Weder die Teilnehmer noch der RP kennen die
Identitäten des Kommunikationspartners [DMS04].
Verwaltungsfunktionen. Die logische Struktur eines AN muss ständig verwaltet werden,
beispielsweise durch Verwaltung benachbarter Teilnehmer. Dieses Wissen wird zur Wahl von
Anonymisierungspfaden benötigt.
Die funktionalen Anforderungen können direkt in erforderliche Schnittstellen des Systems um-
gesetzt werden. Funktionale Anforderungen bergen keine Zielkonflikte, da sie sich auf das deter-
ministische Verhalten des Systems beziehen.
Nicht-funktionale Anforderungen. Das Software-Engineering erfasst neben den funktiona-
len Anforderungen auch, in welcher Weise das System eine bestimmte Funktion erbringen soll.
Nicht-funktionale Anforderungen (NFA) umfassen alle Eigenschaften, die an ein System gestellt
werden, aber nicht bereits durch funktionale Anforderungen vorgeschriebenen sind [DHS06]. Um
Bedrohungen des Systembetriebs bereits in der Anforderungsphase mit zu berücksichtigen, wer-
den die nicht-funktionalen Anforderungen zusätzlich festgehalten. NFA lassen sich nicht isoliert
voneinander betrachten, da zwischen ihnen häufig Zielkonflikte bestehen. Es ist daher notwen-
dig, die Umsetzung der nicht-funktionalen Anforderungen individuell auf den Verwendungszweck
anzupassen [Emm03].
Im Fall von Anonymisierungs-Netzwerken steht der Schutz der anonymen Kommunikation an
oberster Stelle. Die Umsetzung eines AN muss daher die Angriffsmodelle berücksichtigen, d.h.
wie sich ein Angreifer verhält, um Anonymität zu schwächen bzw. anonyme Kommunikation zu
unterbinden.
Die Sicherheitsanforderungen sind in Abschnitt 3.1 zu finden. Sie sind jeweils mit Annahmen
über die Mixe im AN, das Wissen und die Möglichkeiten des Angreifers verknüpft. Die nicht-
funktionalen Anforderungen an ein AN sind vielfältig. Eine Implementierung muss die NFA unter
gewissen Rahmenbedingungen umsetzen, beispielsweise die Angriffe und Struktur des Overlays,
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und dabei den Grad an Anonymität maximieren. Angreifer können Offenheit und Heterogeni-
tät ausnutzen, um die Erreichbarkeit anonymer Kommunikation zu stören oder Netzdienste zu
überfluten.
Effizienz. Der Betrieb eines AN soll nicht verschwenderisch mit Ressourcen umgehen. Die
Effizienz eines Systems beurteilt die Leistung eines Verfahrens in Abhängigkeit von der Kom-
plexität der Aufgabe. Ein AN ist effizient, wenn es mit geringem Aufwand an Ressourcen einen
hohen Grad an Anonymität gegenüber einem Angreifermodell gewährleistet.
Ein Beispiel illustriert diese Abwägung anhand der Verlängerung von Nachrichten auf eine ein-
heitliche Länge. Padding verringert zwar die Effizienz der Übertragung, da die Verlängerung der
Nachrichten die Auslastung des Netzes erhöht, allerdings werden die Nachrichten voneinander
ununterscheidbar. Gehen wir nun davon aus, dass der Nutzen durch die erreichte Anonymität
und die Kosten durch die Zahl der übermittelten Bits gemessen werden. Padding erhöht die Zahl
der übertragenen Bits, gleichzeitig werden die Nachrichten aber ununterscheidbar. Die Effizienz
muss also zwei Maße ins Verhältnis setzen, um ein abschließendes Urteil zu fällen.
Ein weiteres Beispiel ist der Zusammenhang zwischen Anonymität und Länge des Anonymi-
sierungspfades. Ein längerer Pfad erhöht die Kosten der Übermittlung, da die Nachricht über
mehrere Mixes und Netzwerkverbindungen weitergeleitet werden muss. Andererseits schließt ein
längerer Pfad weitere Teilnehmer in die Anonymitäts-Menge mit ein, was den Grad der Anony-
mität erhöht.
Skalierbarkeit. Systemfunktionen eines AN müssen so beschaffen sein, dass sich die Be-
triebskosten bei Vergrößerung nicht exponentiell verteuern. Diese Eigenschaft wird Skalierbar-
keit genannt. Ein System heißt skalierbar, wenn sein Ressourcenbedarf höchstens linear mit
der Systemgröße anwächst. In Mix-Netzen wächst die Zahl möglicher Anonymisierungspfade
exponentiell zur Zahl der Teilnehmer. Dies erhöht die Unbeobachtbarkeit, erfordert allerdings
Ressourcen für dessen Verwaltung. Die zu verarbeitende Datenmenge steigt, was die Skalierbar-
keit des AN beeinträchtigt. Skalierbarkeit kann hier durch Aggregation von Strukturänderungen
erreicht werden, die die Zahl der Nachrichten an alle Mixe beschränken. Beispielsweise werden
in Freenet ältere Routingeinträge entfernt, um die Größe der Routingtabellen gering zu halten
[CSWH00]. Im DC-Netz wird die Skalierbarkeit durch den Broadcast-Mechanismus begrenzt. Al-
ternativ lassen sich DC-Netze in Gruppen mit kleineren Anonymitätsmengen zerlegen [PPW88].
Das P 5 Protokoll verwendet einen hybriden Ansatz aus DC-Netz und vorgegebenem Anonymi-
sierungspfad, in Form eines Baumes aus Broadcast-Gruppen, wobei Nachrichten kaskadiert in
die zuständige Gruppe weiterleitet werden [SBS02].
Offenheit. In einer offenen Systemarchitektur sind Schnittstellen zwischen Komponenten
dokumentiert und wohldefiniert. Darüber hinaus kann Offenheit auch die Zugänglichkeit der
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Quelltexte bedeuten. Sicherheit durch Verworrenheit („security by obscurity”) beruht auf einer
geheim gehaltenen Methode. Sofern ein Produkt nach der Auslieferung unkontrolliert betrieben
wird, ist dies jedoch nicht aufrecht zu erhalten. Zumeist liegt auch kein Beweis vor, dass die
verwendete Methode sicher ist. In diesem Fall kann Offenheit helfen, Verwundbarkeiten schneller
zu identifizieren und zu beheben. Aus diesem Grund wird Offenheit für Sicherheitsprodukte
heute erwartet, da die Methode dann zumindest keine leicht überwindbaren Schwächen mehr
beinhaltet [AM07]. AN sind daher notwendigerweise offen.
Die Qualität von Anonymität ist allerdings nicht deterministisch bestimmbar [ZB05]. In einem
Mix-Netz geht die Entropie, mit der Nachrichten vertauscht und verzögert werden, mit in den
Grad der Anonymität mit ein [SD02, Abschnitt 3]. Die entsprechende Information liegt da-
zu nicht nur dem Mix selbst vor, sondern kann möglicherweise von Außen beobachtet werden
(vgl. Angriff durch Vorhersage der TCP Sequenznummern). Im DC-Netz müssen die verwende-
ten Schlüssel hohe Entropie aufweisen, damit der Angreifer deren Wahrscheinlichkeitsverteilung
nicht miteinbeziehen kann. Die gewählten Zufallszahlen in Form der Vertauschungsreihenfolge
bzw. der Schlüssel werden allerdings von den Algorithmen verarbeitet, wobei die Information
über verborgene Kanäle nach Außen gelangen kann. Die Entropie darf daher von anderen Sys-
temteilnehmern weder beobachtbar noch beeinflussbar sein.
Heterogenität. In einem verteilten System, wie einem AN, existieren unterschiedliche Quel-
len von Heterogenität. Heterogenität bezeichnet die Uneinheitlichkeit von Teilsystemen und
Komponenten eines Systems. Ein AN muss Kooperation zwischen heterogenen Komponenten
ermöglichen. Die Komponenten eines AN unterscheiden sich durch lokale Ressourcen wie CPU,
Speicher und Bandbreite und durch die verwendete Implementierung des AN-Teilnehmers, bei-
spielsweise modifizierte Implementierungen von Crowds, Freenet, TOR-Mixes. Die Komponen-
ten eines Systems können unterschiedlich leistungsfähig sein, unterschiedliche Implementierun-
gen aufweisen, oder lediglich verschieden konfiguriert sein. Komponenten mit unterschiedlichen
Eigenschaften können allerdings abweichendes Verhalten aufweisen, was die Interoperabilität er-
schwert. Heterogene Fähigkeiten können die Anonymität beeinträchtigen, beispielsweise wenn
sie eine Verkehrsanalyse begünstigen.
Widerstandsfähigkeit. Die Verfügbarkeit der Kommunikation sowie die Anonymität müs-
sen vor unerwarteten Ereignissen, fehlerbehaftete Implementierungen und beabsichtigten Fehl-
funktionen geschützt werden. Stellt eine Fehlfunktion eine Verwundbarkeit dar, kann diese Si-
cherheitslücke für einen Angriff ausgenutzt werden. Die Widerstandsfähigkeit eines verteilten
Systems kann beispielsweise durch Replikation verbessert werden.
Replikation
Replikation dupliziert die Funktionalität eines Netzdienstes bzw. eine zur Verfügung
gestellte Ressource [SYC02, OM05].
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Dadurch kann eine Anfrage bearbeitet werden, selbst wenn ein Fehler bei einem Dienstanbieter
auftritt. Die Auswirkung einer Fehlerquelle kann damit eingedämmt werden.
Zuverlässigkeit. Die Zuverlässigkeit setzt sich aus mehreren Aspekten zusammen. Ein Sys-
tem ist widerstandsfähig, wenn seine Funktion von unvorhersehbaren Ereignissen nicht beein-
trächtigt wird. Ein System ist fehlertolerant, wenn es während zufälligen und beabsichtigten
Fehlern seine Funktionalität aufrechterhalten kann. Übermittlungsfehler in paketvermittelten
Netzen treten beispielsweise bei einer hohen Anzahl von Anfragen auf. In diesem Fall müssen
Nachrichten erneut übermittelt werden. Darüber hinaus wird die Zuverlässigkeit eines Systems
auch von dessen Verfügbarkeit beeinflusst.
3.3. Rationales Verhalten
AN sind lose Verbände autonomer Teilnehmer, die eigene Interessen verfolgen.
Autonomie bezeichnet freie Entscheidungen innerhalb eines vorgegebenen Systems
[MK05a].
Autonomie
In einem AN betrifft die Autonomie die Entscheidung der Teilnehmer über ihre Kooperation
innerhalb des Systems.
Kooperation bezeichnet das Zusammenwirken mehrerer Teilnehmer bei einer
gemeinsamen Aufgabe [LFCS03].
Kooperation
Ein Kooperation ermöglicht verteilte Problemlösung, d.h. den Einbezug von Dritten, deren Fä-
higkeiten und Ressourcen. In einem AN sind dies Nachrichten anderer Teilnehmer, die Unbe-
obachtbarkeit herstellen. Beispielsweise verwenden Anonymisierungspfade mehrere Mixes, um
vor teilweise infiltrierten Mixes zu schützen und die Anonymitätsmenge vergrößern zu können.
Der kooperative Betrieb eines AN beschränkt das Wissen der Teilnehmer über das gesamte
System. Die Wahrnehmung eines Teilnehmers wird zugunsten einer Lastverteilung und dem
Schutz der Anonymität auf seine direkte Nachbarschaft begrenzt. Selbstorganisation betrachtet
Systeme, die nach vorgegebenen Regeln wünschenswerte Eigenschaften hevorbringen.
Emergenz bezeichnet Eigenschaften eines komplexen Systems, die bei einzelnen
Komponenten nicht auftreten, aber aus dem Verhalten mehrerer Komponenten
entstehen [MK05b].
Emergenz
Ein AN weist emergente Eigenschaften auf, da erst durch die Kooperation das Schutzziel erfüllt
werden kann. Einzelne Mixe können zwar ein Anonymisierungsprotokoll durchführen, ein Schutz
der Anonymität gegenüber einem passiven Angreifer folgt jedoch erst aus der Beteiligung vieler
Teilnehmer und deren Nachrichten.
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Verhalten. Die Art und Weise, wie Teilnehmer in einem System kooperieren, wird als Verhal-
ten betrachtet.
Verhalten
Das Verhalten eines Teilnehmers umfasst die beobachtbaren Handlungen innerhalb des
Systems [ON03].
Proaktives Verhalten ist unabhängig von äußeren Einflüssen, etwa Funktionen zur Pflege der
Struktur eines AN. Reaktive Handlungen werden als Folge von Kooperation ausgelöst, beispiels-
weise die Weiterleitung eingehender Nachrichten durch einen Mix. Lässt sich strukturiertes Ver-
halten logisch beschreiben, liegt dem Handeln eine Strategie zugrunde.
Strategie Eine Strategie beinhaltet Schritte zum zielgerichteten Handeln [BAS03].
Der Zustand des Systems kann dabei wiederum das gewählte Ziel beeinflussen.
Rationales
Handeln
Ein Teilnehmer handelt rational, wenn bei der Strategiewahl der Nutzen der erwarteten
Auswirkungen berücksichtigt wird [BAS03].
Bei rationalem Handeln werden mögliche Folgen des eigenen Verhaltens in die Strategiewahl
miteinbezogen. Kennt ein Dritter die Zusammenhänge zwischen dem Systemzustand und dem
rationalen Handeln, kann er das Verhalten eines Teilnehmers vorhersagen.
Aufgrund der Unverkettbarkeit von Nachrichten kann die Inanspruchnahme von Diensten in
einem AN nicht überwacht werden. Daher können böswillige Teilnehmer die Ressourcen des AN
nutzen, ohne sich an dessen Betriebkosten zu beteiligen.
Freeriding
„Freeriding” bezeichnet das nicht-kooperative Verhalten eines Peers, der Zugriffe auf
eigene Ressourcen verweigert [KSGM03].
Freeriding kann die Funktion des AN und die Erfüllung der Schutzziele gefährden. Ein Free-
rider im TOR-Netz könnte beispielsweise bedeutungslose Nachrichten unterdrücken, um seine
Übertragungskosten zu reduzieren. Dies verringert allerdings die Anonymität dritter Teilnehmer
gegenüber einem globalen, passiven Angreifer. Sobald die Nachfrage die angebotenen Ressourcen
übersteigt, führt Freeriding zur sogenannten „Tragedy of the Commons”.
Tragedy
of the
Commons
Die „Tragedy of the Commons” (Tragik der Allmende) besteht für eine freie, aber in
begrenztem Umfang verfügbare Ressource, die durch Übernutzung bedroht wird
[LFCS03].
Die Tragedy of the Commons betrifft AN besonders schwer, da die Resssourcennutzung den
Teilnehmern aufgrund der Unverkettbarkeit nicht zurechenbar ist.
Anreizmechanismen. Handeln Teilnehmer rational, kann ihr Verhalten durch externe An-
reize beeinflusst werden.
Anreiz Ein Anreiz bezeichnet einen Einflussfaktor, der erwünschtes Verhalten forciert [ON03].
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Abbildung 3.1.: Klassen handelsbasierter Anreizmechanismen
Dadurch lässt sich das übergreifende Verhalten eines Systems verändern. Beispielsweise lässt sich
dadurch Verhalten in einer verteilten Architektur steuern (vgl. Abschnitt 5.3). Die zugrundlie-
genden Zielkonflikte werden zwar nicht beseitigt, ihre Auswirkungen auf das Systemverhalten
können jedoch gesteuert werden. Es kann beispielsweise kooperatives Verhalten der Teilnehmer
erzwungen werden.
Anreizmechanismen beeinflussen das Verhalten einzelner Teilnehmer mit dem Ziel, das
Verhalten des gesamten Systems zu verändern [ON03].
Anreiz
mechanismen
Anreizmechanismen lassen sich einteilen nach handelsbasierten und vertrauensbasierten Tech-
niken [ON03]. Deren Anwendbarkeit auf AN wird im Folgenden diskutiert. Dabei werden die
Voraussetzungen ermittelt, unter denen das Verhalten von Teilnehmern beeinflusst wird, sowie
Beeinträchtigungen durch Unverkettbarkeit bzw. Anonymität.
Handelsbasierte Anreize. Bei handelsbasierten Mechanismen tragen die Beteiligten einer
Transaktion aktiv zum Ausgleich ihrer Transaktion bei, indem eine Form von Schuldscheinen
ausgetauscht wird oder eine Dienstleistung im Ausgleich erbracht wird. In handelsbasierten An-
reizen wird die Menge zugreifbarer Ressourcen durch die vorausgehenden Transaktionen be-
grenzt. Ein Teilnehmer erhält daher nur so viele Ressourcen, wie er selbst anderen Teilnehmer
bereitgestellt hat. Weiter wird unterschieden zwischen gegenseitigem Handel und Handel mit
zeitlich verzögerter Vergütung.
Gegenseitiger Handel. Bei gegenseitigem Handel (vgl. Abbildung 3.1(a)) findet eine ein-
zige Transaktion statt, die den Nutzen aller Beteiligten erhöht. Die „Tit-for-Tat” Strategie (frei
übersetzt: „gibst Du mir, geb ich Dir”) bei BitTorrent basiert auf gegenseitigem Handel [Coh03].
Hierbei kooperieren zwei Teilnehmer, indem sie sich gegenseitig Ressourcen zur Verfügung stel-
len. Die Voraussetzung ist allerdings, dass die beiden Teilnehmer gegenseitig Anfragen erfüllen
können.
Gegenseitiger Handel beginnt mit dem Aushandeln benötigter Ressourcen, der sogenannten Me-
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diation. Das Ergebnis der Mediation sind zwei Partner mit wechselseitigen Anforderungen, d.h.
Teilnehmer T1 benötigt eine Ressource R1, die T2 besitzt, und T2 besitzt eine Ressource R2,
die T1 benötigt. Nach dem Schritt der Mediation wird keinerlei zusätzliche Information, auch
nicht die Identität der Beteiligten, verwendet. Wenn während der Mediation die Anonymität
geschützt werden kann, ist gegenseitiger Handel gut in Anonymisierungsnetzen einsetzbar.
Handel mit zeitlich verzögerter Vergütung. Zeitlich verzögerte Vergütung (vgl. Ab-
bildung 3.1(b)) kann beispielsweise mittels Schuldscheinen realisiert werden. Die Herausgabe
eines Schuldscheins beinhaltet die Verpflichtung, zukünftig eine Anfrage zu erbringen.
Schuldscheine dienen als Nachweis bereits erbrachter Leistungen. Ein Schuldschein wird ausge-
stellt, wenn Teilnehmer B gegenüber A eine Leistung erbringt. Später kann B den Schuldschein
bei A einlösen, um selbst eine Dienstleistung vom Schuldner zu erhalten.
Schuldscheine sollen stets nur einmalig eingelöst werden können. Andernfalls könnte ein Teilneh-
mer aus einer einmaligen Leistung mehrmals Leistungen einfordern. Daher müssen Schuldscheine
fälschungssicher und sicher vor wiederholter Verwendung sein. Im einfachsten Fall protokolliert
der Schuldner bereits eingelöste Schuldscheine [Cha85]. Der notwendige Speicherplatz wächst
dabei mit der Zahl ausgegebener Schuldscheine an. Mittels einer zeitlich beschränkten Gültig-
keit, können abgelaufene Schuldscheine verworfen werden und die Speicherdauer der Einlösungen
verringert sich.
Besteht Vertrauen in den Herausgeber eines Schuldscheins, kann dieser auch von Dritten ange-
nommen werden. Dies entspricht den finanziellen Währungen, die als Zahlungsmittel verwendet
werden. Wird ein digitaler Schuldschein allerdings von mehreren Parteien akzeptiert, muss ver-
hindert werden, dass er gleichzeitig bei mehreren Parteien eingelöst wird. Dazu wird ein zentraler
Datenspeicher benötigt, der die Einlösung protokolliert.
Schuldscheine lassen sich prinzipiell mit der Transaktion verknüpfen, in der dieser als Zahlungs-
mittel verwendet wurde. Das verknüpfte Wissen betrifft allerdings nicht zwei Anfragen einer
Partei, sondern eine gestellte und eine erfüllte Anfrage. Ein Schnittmengen-Angriff ist daher nur
dann möglich, wenn ein Teilnehmer empfangene Ressourcen freigibt.
Vertrauensbasierte Anreize. Bei vertrauensbasierten Mechanismen hingegen wird der Aus-
gleich durch Kooperation erbracht. Hierbei beruht das Erbringen von Ressourcen auf dem ge-
genseitigen Vertrauen. Vertrauen kann entweder durch Reputation erlangt werden oder ist eine
statisch zugewiesene Eigenschaft, etwa in einem Kollektiv. Vertrauensbasierte Anreizmechanis-
men implizieren häufig, dass ein Teilnehmer unter einem eindeutigen Pseudonym auftritt.
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Abbildung 3.2.: Klassen vertrauensbasierter Anreizmechanismen
Kollektiv. Das Kollektiv stellt eine Gemeinschaft mit einer statischen Vertrauensbezie-
hung dar. Das Vertrauen kann z.B. durch Unterzeichnen einer Willenserklärung oder durch
Datenschutz-bewahrende Techniken hergestellt werden (vgl. Abschnitt 2.3). Ist sichergestellt,
dass die verwendete Implementierung das gewünschte Verhalten aufweist, ist weitere Kontrolle
nicht notwendig (siehe Abbildung 3.2(a)).
Im Kollektiv müssen die Teilnehmer ihre Zugehörigkeit beweisen, ohne dass dies einen Gegenüber
in die Lage versetzt, sich selbst als Kollektivmitglied auszugeben. Dies kann beispielsweise durch
„Zero-Knowledge” Beweise realisiert werden. Dabei erhält der Authentisierungspartners keinerlei
zusätzliches Wissen und trotzdem kann der Besitz eines Geheimnisses nachgewiesen werden.
Gemeinschaft. Im Gegensatz zum Kollektiv bestehen in einer Gemeinschaft dynamische Ver-
trauensbeziehungen. Diese werden häufig durch gesammelte Erfahrungen der vergangenen Trans-
aktionen erstellt (siehe Abbildung 3.2(b)). Je nach Zugriffsmuster umfasst die Menge bekannter
Teilnehmer nicht das gesamte System. Dafür wurden zusätzlich Reputationsmechanismen entwi-
ckelt, wobei Empfehlungen über die Verhaltensweise untereinander ausgetauscht werden. Analog
zu den Schuldscheinen muss das Fälschen von Empfehlungen verhindert werden. Empfehlungen
entwickeln sich mit jeder Transaktion weiter und sind beliebig lange gültig.
Zwischen den Anreizmechanismen und den Anonymisierungsnetzen bestehen Zielkonflikte, etwa
bei der Zurechenbarkeit. Eine Nachricht ist zurechenbar, wenn sie ihrem ursprünglichen Erstel-
ler zugeordnet werden kann. Während das Anonymisierungsnetz Zurechenbarkeit ausschließt,
basieren einige Anreize auf der Identifikation des Verursachers. Kooperation in Anonymisie-
rungsnetzen wird in Abschnitt 6.3 ausführlich diskutiert.
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3.4. Zielkonflikte zwischen Anforderungen
Damit Ziele eines AN in der Implementierung richtig umgesetzt werden, müssen diese zuvor in
einem Anforderungskatalog festgehalten werden, insbesondere die Sicherheitseigenschaften und
die Skalierbarkeit. Wachsen die Anforderungen an ein AN, können Zielkonflikte entstehen.
Ein Beispiel ist der Zielkonflikt zwischen Anonymität und Zugriffskontrolle. Zugriffskontrolle
unterscheidet die Identität von Benutzern, um die Zugriffsrechte zu ermitteln. Im Gegensatz dazu
schützt Anonymität die Identität der Benutzer vor Unberechtigten. Ein möglicher Kompromiss
ist Pseudonymität, die die Unterscheidung von Benutzern, nicht jedoch deren Identifikation
erlaubt. Diesen Ansatz verfolgt Kapitel 4.
Bisherige Arbeiten erwähnen bestehende Zielkonflikte zwar, betrachten Lösungen jedoch nicht
Benutzer-zentriert [DP07], sondern setzen systemweite Vorgaben [DMS04] oder beschränken sich
auf ausgewählte Angriffe [CSWH00].
Angreifermodell. Die Sicherheit eines Anonymisierungsnetzes wird jeweils mit Bezug auf ein
Angreifermodell beurteilt. Die daraus ermittelte Sicherheit wird verletzt, wenn ein vorliegender
Angriff das angenommene Angreifermodell übertrifft. Eine vollständige Absicherung wäre nur
dann gegeben, wenn der zugrundeliegende Sicherheitsmechanismus beweisbar sicher wäre. Zur
Erläuterung betrachten wir die Stärke kryptographischer Verfahren als Beispiel. Sei c = E(k, n)
eine Verschlüsselungsfunktion mit Schlüssel k ∈ K und Nachricht n. Falls keine Hintertüren
im Verschlüsselungsverfahren existieren und der Angreifer den geheimen Schlüssel nicht besitzt,
kann er den Schlüssel lediglich durch Testen herausfinden. Ein Brute Force Angriff (englisch:
mit roher Gewalt) beruht darauf, sämtliche möglichen Fälle auszuprobieren, beispielsweise das
Ausprobieren aller möglichen Schlüssel. Die Komplexität des Angriffs wird daher mit dem Er-
wartungswert auszuprobierender Schlüssel angegeben. Da die Sicherheit vieler kryptographischer
Verfahren bisher nicht bewiesen ist, könnte ein Angreifer Verwundbarkeiten ausnutzen und da-
durch den Schüssel mit geringem Aufwand erhalten. Der Schutz einer Verschlüsselung beruht
daher auf der Annahme, dass der Angreifer keine Schwächen der zugrundeliegenden mathema-
tischen Problemstellungen kennt. Allerdings ist es daher nicht möglich, vor neuen Angriffen zu
schützen.
Tragbarkeit von Risiken. Das Grundschutzhandbuch des Bundesamts für Sicherheit in der
Informationstechnik (BSI) schreibt methodisch vor, wie IT-Sicherheitsrisiken zu bewerten sind
[Bun92, Bun05a, Bun05b]. Dazu wird die Tragbarkeit von Risiken aufgrund der Häufigkeit von
Angriffen und dem jeweiligen Schadenswert beurteilt. Damit kann die Vielzahl der Verwundbar-
keiten gehandhabt werden, die komplexe Systeme besitzen. Aufgrund des Schadenswertes und
der zu erwartenden Häufigkeit werden Risiken in tragbar bzw. untragbar kategorisiert (siehe
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Abbildung 3.3.: Risikobewertung anhand Schadenswert und Häufigkeit nach [Bun92]
Abbildung 3.3). Dies verlangt die Interpretation der Häufigkeits- und Schadenswerte. Ein Sys-
tem muss vor untragbaren Risiken, beispielsweise Schutz von Leib und Leben in der Luftfahrt,
abgesichert werden. In anderen Szenarien wird die Tragbarkeit des Systemversagens zugunsten
der Betriebskosten höher eingeschätzt.
Abzuwehrende Bedrohungen. Das Software Engineering geht davon aus, dass ein einzelner
und damit eindeutiger Anforderungskatalog an ein System formuliert wird [DHS06]. Da die
Teilnehmer jedoch verschiedene Anforderungen an ein AN stellen (vgl. Abschnitt 2.2.5), müssen
beim Entwurf die Zielkonflikte zwischen den Interessen verschiedener Beteiligter berücksichtigt
werden.
In der Betriebsphase können die Benutzer dann bestenfalls feststellen, ob ein vorgegebenes Sys-
tem ihre Anforderungen erfüllt. Dies setzt voraus, dass ein Teilnehmer seine Anforderungen an
das Anonymisierungsnetz formuliert hat und mit dem Anforderungskatalog einer vorliegenden
Implementierung vergleichen kann. Der Designer muss daher bei der Implementierung einen
Kompromiss finden, der die Anforderungen möglichst vieler Teilnehmer vereinigt. Einen syste-
matischen Ansatz stellt dazu Kapitel 6 vor.
Grundsätzlich liegt zwischen dem Anforderungskatalog des Designers und dem Anforderungs-
katalog eines möglichen Nutzers eine erhebliche Zeitspanne, in der neue Erkenntnisse über die
Sicherheit von Anonymisierungstechniken und die Plausbilität von Angriffsmodellen auftreten.
Daher kann ein Teilnehmer schwerwiegende Verwundbarkeiten einer Anonymisierungstechnik
kennen, die zum Zeitpunkt von Design und Implementierung noch nicht bekannt waren.
Zielkonflikt zwischen Betriebskosten und Angreifermodell. Während der Teilnehmer
seine Anonymität in einem konkreten Anwendungsszenario schützen möchte, zielt der Designer
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auf die universelle Benutzung ab. Aus dem Kontext können sich jedoch vereinfachte Schutzziele
ergeben, die sich auf die Betriebskosten des Anonymisierungsnetzes auswirken.
Alice möchte am Valentinstag unbeobachtet eine Grußkarte an Bob verschicken.
Alice erwägt, einen einfachen Anonymisierungsproxy zu verwenden, um zu verhin-
dern, dass Bob ihre IP-Adresse erfährt. Sie vertraut allerdings darauf, dass Bob
ihren Anonymisierungs-Proxy nicht infiltriert hat. Daher ist diese einfache und kos-
tengünstige Lösung für ihr Angreifermodell ausreichend.
Cäsar nimmt an einer Internet-gestützten Betriebsratswahl teil. Dabei möchte er
die Unverkettbarkeit mit seiner Stimme sicherstellen. Cäsar hält die Präsenz eines
teilweise präsenten Angreifers mit infiltrierten Knoten für plausibel. Vor diesem
Angreifer kann ihn ein einzelner Anonymisierungs-Proxy nicht schützen. Er benötigt
eine Anonymisierungstechnik, die das Vertrauen zwischen mehreren Mixes aufteilt.
In der Folge muss er seine Stimme mehrfach verschlüsseln und selbst bedeutungslose
Nachrichten produzieren. Seinen Bedarf an Anonymität besitzt einen höheren Bedarf
an Ressourcen als der Angreifer bei Alice.
Je nach Angreifermodell unterscheiden sich der Aufwand und die Kosten für den Schutz von
Anonymität erheblich. Sollen sich zwei Teilnehmer, beispielsweise Alice und Cäsar aus dem obi-
gen Beispiel, auf ein gemeinsames Anonymisierungsnetz einigen, müssen sie sich auf wesentliche
Betriebsparameter verständigen. Während Cäsar dankbar wäre, dass Alice zusätzliche Nachrich-
ten verursacht und damit seine Unbeobachtbarkeit erhöht, zieht Alice keinen Nutzen aus dem
Schutz vor komplexen Angreifermodellen. Alice muss trotzdem die zusätzlich erforderlichen Kos-
ten mittragen, beispielsweise in Form eines höheren Aufwands zu Verschlüsselung und genutzter
Bandbreite.
Aus einer Befragung von JAP AN.ON Benutzern geht hervor, wie unterschiedlich Teilnehmer die
Bedrohungen ihrer Anonymität einschätzen [Spi04]. Die Teilnehmer wurden nach der Nutzungs-
dauer, -intensität und ihren Schutzmotiven befragt. Genannte Bedrohungsszenarien gehen von
Profiling durch Websites und Netzdienste, Überwachung vom Staat und Geheimdiensten aus.
Darüber hinaus betont jeder dritte Befragte die Möglichkeit zur freien Meinungsäußerung. Von
manchen der Befragten wird JAP AN.ON auch verwendet, um Filter zu umgehen und eigene
Angriffe zu verschleiern.
Die Tendenz neuer Entwicklungen geht jedoch dahin, den maximalen Schutz vor neuesten An-
greifermodellen zu realisieren mit entsprechend höheren Kosten. Um einen Teilnehmer vor der
Überwachung durch Webpräsenzen zu schützen, wären weit einfachere Maßnahmen völlig aus-
reichend. Infiltration, Brechen kryptographischer Schlüssel und probabilistisches Identifizieren
wird in der Werbeindustrie aufgrund des Aufwandes nicht betrachtet. Nur wenn kriminelles
Potential beim Angreifer vermutet wird, sind Angreifermodelle mit infiltrierten Mixes und die
48
3.4. Zielkonflikte zwischen Anforderungen
Überwachung sämtlicher Netzwerkverbindungen plausibel.
Robuste Überlagerungen. Im DC-Netz wird die Sender-Anonymität durch überlagerte In-
formationseinheiten geschützt. Dabei sind einzelne Kodierungsschemas anfällig für Störungen.
Unlesbare Übermittlungen können durch Redundanz vermieden werden, wobei allerdings die
Betriebskosten steigen. Analog zur Wahl der Verschlüsselung in Mix-Netzen [IKOS06] müs-
sen die Teilnehmer eines Broadcast-basierten Netzes sich auf ein Kodierungsschema einigen
[GJ04, WP90]. Wird dabei die maximale Robustheit gegenüber Störungen gewählt, müssen alle
Teilnehmer sich an den erhöhten Kosten beteiligen. Wird ein effizientes Kodierungsschema ver-
wendet, müssen bei einer Störung Nachrichten neu-übermittelt werden. Die Kosten erhöhen sich
dann als Folge des verringerten Nachrichtendurchsatzes. Kapitel 7 erörtert diesen Zielkonflikt.
Aus den unterschiedlichen Vorstellungen an ein AN ergeben sich vielfältige Zielkonflikte. Die
weiteren Kapitel dieser Arbeit widmen sich der systematischen Analyse und Beseitigung dieser
Zielkonflikte. Im folgenden Kapitel wird der Anfangs erwähnte Zielkonflikt zwischen Anonymität
und Angriffsbekämpfung diskutiert.
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4. Erkennung anonymisierter Überflutungsangriffe
Überflutungsangriffe bedrohen die Verfügbarkeit von Netzdiensten, indem Angreifer die Res-
sourcen von Netzdiensten auslasten. Als Schutzmaßnahme müssen Nachrichten, die zu einem
Überflutungsangriff gehören, erkannt werden. Bei Angriffen auf die Anwendungsschicht kann
der Angreifer durch Nutzung eines Anonymisierungsnetzes (AN) seine Identität verbergen. Dies
erschwert die Erkennung, da Attribute des Kommunikationsumstandes zugunsten der Unverkett-
barkeit entfernt werden. Die Nachrichten von Überflutungsangriffen werden dadurch ununter-
scheidbar. Daher besteht ein Zielkonflikt zwischen der Unverkettbarkeit und der Klassifizierung
von Nachrichten zur Erkennung von Überflutungsangriffen.
Kontrollierte Unverkettbarkeit soll die Nachrichten eines Angreifers einander zuordenbar ma-
chen, so dass die Nachrichtenströme pseudonymer Teilnehmer ermittelt werden können. Ein
Nachrichtenstrom kann daraufhin untersucht werden, ob er einen Überflutungsangriff darstellen
könnte. Dies wird mit Hilfe einer Richtlinie entschieden. Dabei werden Jitter-robuste Techniken
aus dem Netzwerk Kalkül eingesetzt.
Die hier vorgeschlagene Methode für kontrollierte Unverkettbarkeit ermöglicht die gezielte Auf-
hebung von Unverkettbarkeit. Ein Sender kann dadurch totale Unverkettbarkeit und damit den
Schutz seiner Anonymität erhalten, auch wenn zeitgleich Nachrichten eines Überflutungsangriffes
verkettbar werden.
Angreifermodell. Der Angreifer bedroht die Verfügbarkeit von Netzdiensten sowie die An-
onymität der Klienten. Es wird angenommen,
a) dass Nachrichteninhalte die Anonymität des Klienten nicht beeinträchtigen,
b) dass der Netzdienst als Location Hidden Service betrieben wird,
c) dass ein Angreifer nicht in der Lage ist, die Verfügbarkeit des gesamten Anonymisierungsnet-
zes zu gefährden,
d) dass die Verfügbarkeit des Netzdienstes nicht durch fehlerhafte Anfragen gestört werden kann,
e) dass der Angreifer nur eine einzige Identität kontrolliert.
Überflutung mit Anfragen durch einen einzelnen Angreifer ist die grundlegendste Form eines
Angriffes auf die Verfügbarkeit eines Netzdienstes. In IP-basierten Netzen ist dessen Bekämp-
fung einfach, da Nachrichtenströme aufgrund der Kopfdaten verkettbar sind. Respektiert ein
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Abbildung 4.1.: Schutzmechanismen gegenüber anonymen Angriffen
Netzdienst die Anonymität der Klienten, muss er anonyme, d.h. unverkettbare Nachrichten an-
nehmen. Gleichzeitig sinkt der technische Aufwand einen Überflutungsangriff erfolgreich durch-
zuführen: Jeder Teilnehmer eines AN ist dazu in der Lage.
Bedrohung der Verfügbarkeit. Ein Angreifer kann die Verfügbarkeit eines Netzdienstes
angreifen. Der Schutz der Identität des Netzdienstes bewahrt den Host vor Angriffen auf untere
Protokollschichten. Klienten können nur über das AN mit dem Netzdienst kommunizieren, d.h.
Nachrichten an die Anwendungsschicht senden. Die Verfügbarkeit des Netzdienstes lässt sich je-
doch beeinträchtigen, wenn dessen Kapazitätsplanung übertroffen wird. Ein Angreifer kann dies
provozieren, indem er viele Anfragen sendet. Jede Anfrage, die der Netzdienst ausführt, verrin-
gert die Ressourcen, die für andere Klienten zur Verfügung stehen. Schließlich kann der Angreifer
damit die Verfügbarkeit des Netzdienstes gefährden. Im Folgenden werden Schutzmechanismen
eingeführt und ihr Einsatz in einem AN diskutiert.
Bedrohung der Anonymität. Daneben muss eine zweite Art von Angriffen berücksichtigt
werden. Wird die Verfügbarkeit geschützt, indem die Unverkettbarkeit von Nachrichten auf-
gehoben wird, so wird dadurch die Anonymität der Sender geschwächt. Ein Angreifer könnte
also Mechanismen zum Schutz der Verfügbarkeit ausnutzen, um die Anonymität aufzuheben.
Abschnitt 4.4 führt den Informationsgewinn eines Angreifers durch Verkettbarkeit ein.
4.1. Ansätze zur Angriffserkennung in anonymisierten
Nachrichtenströmen
Verfahren zur Erkennung von Angriffen auf Verfügbarkeit lassen sich in drei Klassen untertei-
len (siehe Abbildung 4.1) [CL06]. Präventive Verfahren verhindern, dass sich Denial-of-Service
Angriffe durchführen lassen, durch Filter, durch Zusicherungen der Protokolle oder durch Richt-
linien auf den Klienten. Sofern partielle Unverkettbarkeit die Überprüfung von Richtlinien er-
laubt, kann dies zum Filtern von Nachrichtenströmen dienen. Um Missbrauch durch Klienten zu
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verhindern, müssten die Befugnisse der Nutzer erheblich eingeschränkt werden und Betriebssys-
teme eine sichere Separierung zwischen vertrauenswürdiger Software und weiteren Programmen
erlauben. Zusätzlich kann Angriffen mit abschreckenden Maßnahmen begegnet werden. In AN
lassen sich allerdings nur wenige Lösungsansätze einsetzen.
Maßnahmen zur Abschreckung. Abschreckung soll das ungebremste Wachstum von zu-
fälligen Angriffen verhindern, indem Angriffe früh erkannt, detailliert analysiert und daraus
Schutzmechanismen entwickelt werden können.
HoneyPot. Die Präsenz von Angriffen und deren Strategie kann durch aufgestellte Fallen
ermittelt werden. Ein sogenannter HoneyPot erfasst die Vorgehensweisen von Angriffen [Spi03]
[PP07, Kapitel 7.3]. Wird ein HoneyPot infiltriert, lassen sich ausgenutzte Verwundbarkeiten
identifizieren und dienen zur Entwicklung neuer Schutzmechanismen. Ein HoneyPot kan al-
lerdings nur Angriffe entdecken, die ihre Opfer zufällig auswählen. Gezielte Angriffe kann ein
HoneyPot weder verhindern noch abschrecken.
Forensische Analyse. Das vorrangige Ziel von einer forensischen Analyse ist, aus aufge-
zeichneten Log-Daten die Identität und das Vorgehen eines Angreifers zu erhalten. Abschnitt
2.3 diskutiert die Beeinträchtigung der Privatsphäre und skizziert geeignete Schutzmechanismen.
Umgehen von Richtlinien. Durch Abschreckung erzwungenes Verhalten führt dazu, dass
Angreifer Richtlinien umgehen. Dabei werden drei Arten unterschieden [NCW05]: Verstöße ge-
gen Richtlinien, Unterlaufen von Überwachungsmaßnahmen und nicht-verfolgbarer Missbrauch
von Ressourcen. Angriffserkennung muss dies ebenfalls berücksichtigen, da Angriffe stets das
schwächste Glied einer Sicherheitskette ausnutzen.
Präventive Verfahren. Präventive Verfahren verhindern, dass Angriffe erfolgreich durchge-
führt werden können.
Kooperative Replikation. Wenn die Zahl eingehender Nachrichten nicht von einem ein-
zelnen Dienst bewältigt werden kann, kann dieser repliziert werden. Falls sich Lesezugriffe auf
die kritische Ressource verteilt abarbeiten lassen, kann die Skalierbarkeit des Dienstes erhöht
werden. Das Projekt CoopNet erzielt damit dynamische Lastverteilung zwischen Webservern
[PK02]
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Abbildung 4.2.: Secure Overlay Services
Speak-Up. Der Ansatz des Projekts „Speak-Up” (englisch: für lauter Sprechen) nutzt aus,
dass ein Überflutungsangriff in der Regel die gesamte Bandbreite eines infiltrierten Teilnehmers
ausnutzt. In diesem Fall kann der Netzdienst böswillige Teilnehmer dadurch identifizieren, dass
er alle Sender auffordert, ihre Datenrate zu steigern [WVB+06]. Ein Angreifer kann dies nicht
und kann daher von den anderen Teilnehmern unterschieden werden. Es basiert ebenfalls auf
der Verkettbarkeit von Nachrichten eines Senders.
Ausgangsrichtlinien. Im TOR-Netz müssen die Ausgangsknoten vor Weiterleitung einer
Nachricht überprüfen, ob die gewünschte Zieladresse auf einer schwarzen Liste steht [DMS04].
Dadurch beugt der Ausgangsknoten wiederholten Angriffen auf einen Netzdienst vor. Allerdings
verhindert dieser Mechanismus nicht nur Angriffe, sondern jegliche anonyme Kommunikation
mit dem Netzdienst.
Bekämpfung von Angriffen. Maßnahmen zur Bekämpfung von Angriffen können im Netz-
werk, beim Sender und beim Empfänger ansetzen. Maßnahmen im Netzwerk können die physika-
lische Infrastruktur eines Empfängers vor Überflutungsangriffen schützen. Ein AN macht Nach-
richten unverkettbar, um Kommunikationsbeziehungen zu verbergen. Um festzustellen, welche
Nachrichten zu einem Überflutungsangriff gehören, müssen zumindest mehrere Nachrichten eines
Senders miteinander verkettbar sein.
Signatur-basiertes Filtern. Signatur-basiertes Filtern aufgrund von Attributen der Nach-
richt bzw. des Nachrichteninhaltes kann erst angewendet werden, wenn die Nachricht vom Emp-
fänger dekodiert wurde. In einem AN werden aber lediglich Nachrichten zwischen Anwendungen
verschickt, wobei eine syntaktische Überprüfung irreguläre Nachrichten erkennt. Anwendungs-
und Protokoll-spezifische Maßnahmen können darüber hinaus angewendet werden [JGH09].
Location Hidden Services. Um der Überflutung der physikalischen Netzwerkverbindung
eines Netzdienstes vorzubeugen, muss verhindert werden, dass Unbefugte dessen IP-Adresse ein-
sehen können. Dazu wird eine zusätzliche, vertrauenswürdige Kommunikationsschicht benötigt.
Das „Secure Overlay Services” Framework schlägt einen overlay-basierten Ansatz vor [KMR04,
KMR02]. Das Ziel wird von einer demilitarisierten Zone (DMZ) umgeben (Abbildung 4.2) und
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Abbildung 4.3.: Rendezvous Punkt im TOR-Netz.
die physikalische Adresse des Netzdienstes wird geheimgehalten. Ein Sender muss daher über
eines der Ortungsgeräte („Beacons”) einen beliebigen Peer finden, der die Kommunikation her-
stellen kann („Secure Servlets”). Diese besitzen die Information über das Ziel und sind autori-
siert, Nachrichten zu übergeben. Wird ein Peer infiltriert, verweigert die DMZ den Zugang und
beauftragt einen weiteren Peer, ein neues Secret Servlet anzubieten.
Im TOR-Netz wird ein ähnliches Konzept realisiert [DMS04], wobei zusätzlich die Identität
der Sender geschützt wird. Die Kommunikation zwischen Sender und Netzdienst wird über die
Rendezvous Punkte (RP) durchgeführt. Im Vorfeld publiziert das Ziel RPs, über die eingehende
Nachrichten weitergeleitet werden (Abbildung 4.3). Über einen RP können mehrere Sender mit
dem Netzdienst kommunizieren. Wegen Skalierbarkeit und Fehlertoleranz werden mehrere RPs
angeboten. Ein Angreifer kann seine Nachrichten daher über mehrere RPs weiterleiten.
Tit-for-Tat. In manchen Anwendungsszenarien kann Verfügbarkeit sichergestellt werden,
indem ein Anfragender nur in der gleichen Weise Ressourcen beanspruchen darf, wie er selbst
Ressourcen bereit stellt [FPCS04] (siehe Abschnitt 3.3). Dieses Grundkonzept des Peer-to-Peer
Paradigma ist allerdings nur sinnvoll, wenn alle Teilnehmer einen Netzdienst betreiben. In einem
AnforderungsgraphG = (V,E) verbindet eine gerichtet Kante v = (A,B) zwei Teilnehmer genau
dann, wenn B eine Ressource von Teilnehmer A benötigt [AG04]. Der Austausch von Ressourcen
ist nur solange stabil, wie Zyklen im Anforderungsgraphen bestehen [Ung06, AG04, OKRK03].
Das BitTorrent-Netz basiert auf Symmetrie der Anforderungsbeziehung [AML+05], d.h. zwei
Teilnehmer tauschen gegenseitig Ressourcen aus. Missbrauch wird allerdings erst entdeckt, so-
bald die Integrität der zusammengesetzten Daten überprüft wird. Gegenüber böswilligen Stö-
rungen ist die Wirkung solcher Mechanismen gering. Die Anreizmechanismen basieren jeweils
darauf, dass die Teilnehmer sich kooperativ verhalten, beispielsweise um Reputation oder di-
gitale Währungen zu erhalten. Die Transaktionen eines Teilnehmers müssen dafür verkettbar
sein, beispielsweise über ein Pseudonym [BP90, KTR05, MGM03]. Dabei muss ein Identitäts-
wechsel, das sogenannte „White-Washing”, unattraktiv gemacht werden, was gleichzeitig neue
Teilnehmer benachteiligt [FPCS04]. Ist ein Angreifer dagegen nicht auf Ressourcen innerhalb
der Gemeinschaft angewiesen, treffen ihn deren Sanktionen nicht. Dennoch kann der Angreifer
die Verfügbarkeit der Kommunikation und der Netzdienste empfindlich beeinträchtigen.
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Klient Puzzles. Besitzt ein Teilnehmer keine Zyklen im Anforderungsgraphen, beispiels-
weise weil er nichts anbietet, was andere Teilnehmer derzeit nachfragen, wäre er bei tauschba-
sierten Schutzmechanismen von sämtlichen Ressourcen abgeschnitten. Dafür wurde ein Ansatz
basierend auf der Rechenkapazität eines Klienten entwickelt. Mit diesem lässt sich ebenfalls die
Verfügbarkeit von Netzdiensten sicherstellen.
Klient Puzzle
Ein Klient Puzzle ist eine Aufgabe, für deren Lösung der Klient Rechenzeit aufwenden
muss [JB99].
In Auktionsprotokollen verhandeln die Bewerber um Dienst-Ressourcen untereinander [WR03],
um eine gerechte Aufteilung sicherzustellen. Ein Beispiel eines Klient Puzzle ist das Faktorisieren
einer großen Zahl in Primfaktoren. Da hierzu keine effizienten Algorithmen bekannt sind, muss
die Aufgabe durch Ausprobieren möglicher Faktoren gelöst werden [JB99]. Dieser Lösungsansatz
benachteiligt allerdings Klienten mit geringer Rechenleistung, beispielsweise mobile Geräte. Bei
Auktionen mit Klient Puzzles werden diese Klienten beim Zugriff auf Ressourcen benachteiligt.
Angreifer, die ein Bot-Netz kontrollieren [CJM05], können dessen Rechenleistung ausnutzen, um
die Verfügbarkeit dennoch zu stören.
Pseudonyme Klassifizierung. Ein Netzdienst kann sich vor Angriffen schützen, indem er
die Vergabe seiner Ressourcen kontrolliert. Es muss verhindert werden, dass ein Angreifer beliebig
viele Ressourcen belegen kann. Im Folgenden wird dargestellt, wie Verkettbarkeit Klassifizierung
ermöglicht und damit Nachrichten in den Kontext eines Nachrichtenstromes stellen kann. Es wird
diskutiert, inwiefern die Anonymität durch das Senden mehrerer Nachrichten beeinträchtigt wird.
4.2. Sender-Diversität und Klassifizierung
Klassifizierung strukturiert eine Informationsmenge nach Gleichheit bzw. Ähnlichkeit ihrer Ele-
mente. Lassen sich Nachrichten nach einem Attribut des Senders, beispielsweise einem eindeuti-
gen Pseudonym klassifizieren, kann ein Überflutungsangriff leicht erkannt werden. Damit stellt
die Klassifizierung aufgrund von Pseudonymen einen Kompromiss zwischen dem Bedarf der
Sender-Anonymität und den Anforderungen der Überflutungserkennung dar.
Klassifizierung nach Dienstgüte. Die Verfügbarkeit von Netzwerkverbindungen im Inter-
net wird durch Überbuchen von Leitungskapazitäten („Overprovisioning”) bedroht. Ein Beispiel
ist, dass mehrere Nachrichtenströme auf eine einzelne Netzwerkverbindung übertragen werden
sollen, deren maximale Übertragungskapazität aber überlastet wird. Das Internet Service Mo-
dell sieht für diesen Fall das „best effort”-Prinzip vor, d.h. Nachrichten werden soweit möglich
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Abbildung 4.4.: Pseudonym-basierte Klassifizierung
übermittelt oder in die Warteschlange eingereiht. Ist die Warteschlange vollständig gefüllt, wer-
den später eintreffende Datagramme verworfen. Hierdurch wird die Verfügbarkeit gefährdet, da
diese Nachrichten zu diesem Zeitpunkt nicht übermittelt werden können.
Sogenannte Dienstgüte-Mechanismen verwenden zusätzliche Attribute, die eine Differenzierung
von Verkehrsströmen erlauben [Wan01]. Dazu werden Datagramme nach dem Dienstgüte-
Kriterium klassifiziert. Die Router behandeln jede Klasse einzeln, beispielsweise werden Da-
tagramme einer Klasse bevorzugt übertragen, um die Latenzzeit zu verringern. Dies ermöglicht
geringe Latenzzeiten bei Audioübertragungen, unabhängig vom Nachrichtenvolumen in ande-
ren Dienstklassen. Für eine zweite Klasse von Datagrammen wird deren Verlustrate optimiert,
d.h. Datagramme verdrängen andere aus der Warteschlange. Klassifizierung nach Dienstgüte
schützt allerdings nicht gegenüber absichtlichen Störungen, wenn der Angreifer die Klasse seiner
Datagramme beeinflussen kann.
Klassifizierung. Um die Verfügbarkeit sicherzustellen, müssten alle Nachrichten eines Überflu-
tungsangriffes a) in eine gemeinsame Klasse gelangen und b) die Nachrichten der entsprechenden
Klasse als bösartig erkannt werden. Der nachfolgende Abschnitt erläutert, wie Verkettbarkeit
Nachrichten einer einzelnen Identität zu einer Klasse zusammenfasst. Kapitel 5 setzt dieses Kon-
zept in die Praxis um und betrachtet deren Skalierbarkeit. Die folgenden Abschnitte beschreiben
weiter, wie die Klasse mit dem Überflutungsangriff erkannt und behandelt wird.
Das Konzept der Klassifizierung lässt sich in AN einsetzen, um Nachrichten nach deren pseu-
donymen Sendern zu klassifizieren. Dadurch können – unabhängig vom Anonymisierungspfad –
sämtliche Nachrichten zwischen einem Sender und einem Netzdienst im betreffenden Zeitintervall
betrachtet werden. Aber wie soll dadurch einem Überflutungsangriff vorgebeugt werden?
Im Folgenden gehen wir davon aus, dass Nachrichten nach ihrem pseudonymen Absender klas-
sifiziert werden können. D.h. eingehende Nachrichten lassen sich zu den vorherigen Nachrichten
des gleichen Senders verketten. Abbildung 4.4 zeigt eingehende Nachrichten aufgetragen nach
ihrer Ankunftszeit bei einem Netzdienst. Auf der y-Achse ist das Pseudonym angegeben, unter
der die Nachricht versendet wurde. Der Nachrichtenstrom der Klasse PS3 zeichnet sich durch die
höchste Datenrate aus, erkennbar an der großen Zahl Nachrichten in dem betrachteten Zeitraum.
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Daher wird die Klasse PS3 als Überflutungsangriff erachtet.
Diversität. Die Klassifizierung in Abbildung 4.4 ermöglicht, die Diversität eingehender Nach-
richten zu erkennen.
Sender-
Diversität
Die Sender-Diversität bewertet die Zahl verschiedener Absender innerhalb einer Menge
von Nachrichten [MOS05].
Wenn kein Überflutungsangriff vorliegt, ist die Sender-Diversität gleichmäßig verteilt. Stammt
jede Nachricht von einem anderen Sender, ist die Sender-Diversität maximal. Für eine Teilmenge
von Nachrichten kann maximale Sender-Diversität erreicht werden, wenn von jedem Sender nur
eine einzige Nachricht berücksichtigt wird.
Belastet jede Anfrage die Ressourcen eines Netzdienstes gleich stark, lässt sich dessen Verfüg-
barkeit anhand der Sender-Diversität der Nachrichten ablesen. Aus Sicht eines einzelnen Senders
ist der Netzdienst genau dann verfügbar, wenn eine Anfrage innerhalb der erwarteten Zeitdauer
bearbeitet wird. Verfügbarkeit sagt noch nichts über den Durchsatz eigener Anfragen aus.
Solange die eingehenden Nachrichten von den Ressourcen des Netzdienstes verarbeitet werden
können, bleibt die Verfügbarkeit gewährleistet. Die Auswirkung von Überflutungsangriffen kann
bekämpft werden, indem bearbeitete Anfragen nach der Sender-Diversität ausgewählt werden.
Dies versagt allerdings während einem Flash Crowd Ereignis [XSH+08]. Kann der Netzdienst die
anfragenden Sender überhaupt bewältigen, so bearbeitet er nach und nach Anfragen von allen.
Dies verhindert, dass ein Überflutungsangriff Ressourcen eines Netzdienstes vollständig auslastet.
Es muss allerdings verhindert werden, dass ein Angreifer eine beliebige Zahl von Teilnehmern
infiltriert und einen verteilten Überflutungsangriff durchführt. Es muss zusätzlich verhindert
werden, dass ein Angreifer beliebig viele Identitäten erhält [DH06].
Effiziente Klassifizierung. Die Pseudonyme müssen dabei zugewiesen werden, bevor sämtli-
che Daten zur Verfügung stehen [JKM05, MGKV06, Swe02]. Die Erstellung von Pseudonymen
muss daher unabhängig von der Werteverteilung der Attribute geschehen. Klassifizierung in
diskrete Klassen kann mit Hilfe von Hashfunktionen effizient durchgeführt werden, wobei das
Pseudonym auf seinen Hashwert abgebildet wird, resp. seiner Klasse zugewiesen wird.
Der Algorithmus in Abbildung 4.5 klassifiziert Nachrichten nach ihrem Pseudonym und verzögert
Nachrichten, deren zeitliche Abstände die rechnerische Senderate überschreiten. Der nächste
Abschnitt verfeinert diese Technik mittels des Netzwerk-Kalküls. Die Klassifizierung wird dabei
durch eine Hashfunktion realisiert, die in seltenen Fällen sogenannte Kollisionen verursachen
kann. Dabei erhalten zwei verschiedene Elemente den gleichen Hashwert zugeordnet [Sta06,
Kapitel 11.4]. Die Wahrscheinlichkeit von Kollisionen resultiert aus der Werteverteilung der
Urbilder der Hashfunktion sowie der Bitlänge n des Hashwertes [Sta06, Anhang 11A] [SSP08].
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Funktion eingehende_Nachricht (Zeit t2, Nachricht n, Pseudonym p) {
index = hash (p);
t1 = letze_Nachricht [index];
if (t2 - t1 < (1.0 / Senderate)) {
// verdächtig
verzögere_Nachricht_bis (t1 + (1.0 / Senderate), n, p)
} else {
// richtlinienkonform
bearbeite_Nachricht (n);
letzte_Nachricht [index] = aktuelle_Zeit;
}
}
Abbildung 4.5.: Einfacher Algorithmus zur Umformung von Nachrichtenströmen
Die Auswirkung von Kollisionen auf hashbasierte Erkennungstechniken wird in Abschnitt 4.5
diskutiert.
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Während der Dimensionierung der Ressourcen eines Netzdienstes werden die eingehenden Auf-
tragsvolumen abgeschätzt. Dies soll sicherstellen, dass die Verfügbarkeit des Netzdienstes im
Normalbetrieb sichergestellt ist. Das zulässige Verhalten von Teilnehmern kann dazu in Form
von Richtlinien festgelegt werden. Wäre die Zahl der Klienten im Vorhinein bekannt, könnte
durch Kapazitätsplanung die Verfügbarkeit sichergestellt werden. Dazu wird die zulässige Nut-
zung von Ressourcen in Form einer Richtlinie ausgedrückt.
Eine Richtlinie definiert zulässiges Kommunikationsverhalten zwischen einem Sender
und einem Netzdienst [PP07, Kapitel 8.3].
Richtlinie
Mit Hilfe einer Richtlinie können Nachrichten eines Datenstroms, wie sie beispielsweise durch
die obige Klassifikation nach Pseudonymen entstehen, auf einen Überflutungsangriff getestet
werden.
Netzwerk Kalkül. Ein formales Modell von Datenströmen ist das Netzwerk Kalkül („network
calculus”). Dieses wird verwendet, um die Leistung in Netzwerken zu untersuchen [BT04, Kapitel
1]. Das Netzwerk Kalkül modelliert eines Datenstroms wie Durchsatz, Latenzzeit und Jitter.
Die Latenzzeit bezeichnet die Zeitdauer zwischen dem Versand einer Nachricht und
deren Ankunft beim Empfänger [Tan96].
Latenzzeit
Jitter bezeichnet die Schwankungen zwischen der Latenzzeit verschiedener Nachrichten
[Tan96, Abschnitt 5.3.4].
Jitter
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Das Netzwerk Kalkül kann für Aussagen zur Dienstgüte („Quality of Service”) verwendet werden.
Dies führt zum Begriff der Dienstgütevereinbarung. Eine Dienstgütevereinbarung beschreibt zu-
gesicherte Leistungseigenschaften der Netzwerkkommunikation. Dienstgüte verfeinert den Begriff
der Verfügbarkeit in Form von zugesicherten Leistungseigenschaften einer Netzwerkverbindung
beispielsweise zwischen dem Klienten und einem Netzdienst:
a) Durchsatz, pro Zeiteinheit übertragene Nachrichtenbits,
b) Latenzzeit, die Verzögerung der Ende-zu-Ende Übertragung,
c) Jitter, die Abweichung der Latenzzeit vom Mittelwert und
d) Paketverlustrate, die Wahrscheinlichkeit, dass ein IP-Datagramm von einem Router verwor-
fen wird.
Für bestimmte Audio- und Video-Anwendungen ist ein geringer Jitter wichtig. In AN dagegen
verbessert eine gleichmäßige Verteilung der Latenzzeiten die Unbeobachtbarkeit der Kommuni-
kation. In einem AN besitzt jeder Mix eine Warteschlange, die den Durchsatz glättet und hilft,
Lastspitzen zu vermeiden. Paketverluste können aufgrund von beabsichtigten Störungen, durch
einen fehlerhaften Mix oder durch überlastete Netzwerkverbindungen auftreten. Wir nehmen
an, dass Anfragen die gleiche Länge und den gleichen Ressourcenbedarf besitzen. Daher ist der
Durchsatz eingehender Anfragen ein wichtiges Kriterium.
Um die Einhaltung einer Dienstgüte garantieren zu können, muss der Dienstbetreiber ausreich-
end Ressourcen für typische Lastsituationen bereit stellen („Overprovisioning”). Das einfachere
Leaky Bucket Modell würde dabei keine Beschränkung des gesamten Volumens erlauben [Tan96,
Kapitel 5.4.2]. Im Netzwerk Kalkül werden Datenströme durch eine kumulative Funktion R(t)
modelliert, welche die Anzahl gesendeter Bits im Zeitraum [0, t] umfasst. Darüber lässt sich das
zulässige Sendeverhalten beschreiben.
Arrival Curve Eine „Arrival Curve” ist eine monoton steigende Funktion α : ℝ+ → ℝ.
affine Arrival
Curve
Eine affine Arrival Curve γ : ℝ+ → ℝ wird bestimmt durch die Senderate r und die
Burstrate b.
γr,b(t) =
{
r · t+ b für t > 0
0 sonst
beschränkt affi-
ne Arrival Cur-
ve
Eine beschränkt affine Arrival Curve γ : ℝ+ → ℝ wird bestimmt durch die Senderate r,
die Burstrate b, die aktive Zeitdauer TA und die Sperrdauer TS .
γr,b,TA,TS (t) =


r · t+ b für 0 < t ≤ TA
r · (t− TS) + b für TA + TS < t
0 sonst
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Abbildung 4.6.: Auswirkung einer affinen Arrival Curve auf den Datenstrom
Abbildung 4.6(a) zeigt die charakteristische Form einer affinen Arrival Curve.
Ein Datenstrom R heißt konform zur Arrival Curve γr,b, wenn gilt
∀s ≤ t : R(t)−R(s) ≤ γr,b(t− s)
Konformität zu
einer Arrival
Curve
Die Nachrichten des Datenstroms in Abbildung 4.6(b) genügen der Arrival Curve nicht. Verletzt
eine Nachricht die zulässige Ankunftsverteilung der Arrival Curve, kann die Nachricht entweder
verzögert oder verworfen werden, um Konformität wiederherzustellen.Der zulässige Datenstrom
R∗ ⊂ R ist in Abbildung 4.6(d) gezeigt. In grau ist die Faltung der Arrival Curve mit dem
Datenstrom angegeben, dazu mehr im folgenden Abschnitt.
Im Kontext der Angriffsbekämpfung wenden wir beschränkt affine Arrival Curves an (Abbildung
4.6(c)), deren Volumen nach einer Startphase mit der Dauer TA für lange Zeit konstant bleibt.
Dies dient dazu, das Volumen eines Überflutungsangriffes zu beschränken. Da TS ≫ TA wer-
den Nachrichten in der Plateau-Phase verworfen. Diese Funktion wird von Netzwerkelementen
realisiert, die den Datenstrom umformen.
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Formen eines Datenstroms. Um einen Netzdienst vor Überflutung zu schützen, sollen ein-
gehende Datenströme so geformt werden, dass die Angaben der Kapazitätsplanung eingehalten
werden. Ein Datenstrom kann entweder durch Verzögern oder Löschen von Nachrichten umge-
formt werden. Die Abbildungen 4.6(b) und 4.6(d) illustrieren die Vorgehensweise der sogenannten
Dropper.
Dropper
Ein Dropper verwirft Nachrichten eines Datenstroms, welche die angegebene Arrival
Curve verletzen.
Mit Hilfe der Dropper kann sichergestellt werden, dass der eingehende Datenstrom eine Arri-
val Curve-basierte Richtlinie nicht verletzt. Andererseits steigt die Netzlast dabei an, da die
entsprechenden Sender Nachrichten wiederholt senden müssen.
In einem AN können unterschiedliche Latenzzeiten dazu führen, dass ein Arrival Curve-
konformer Datenstrom die Ankunftszeiten anonymisierter Nachrichten zeitlich so verformt wer-
den, dass sie anschließend die Richtlinie verletzten. Würde ein Angriff alleine aufgrund der
Senderate erkannt, könnte davon Nachrichten betroffen werden, die richtlinienkonform gesendet
wurden.
Shaper
Der Shaper formt einen eingehenden Datenstrom R gemäß einer Arrival Curve γ in den
Datenstrom R∗ um. Nicht konforme Nachrichten werden verzögert, bis die Arrival
Curve eingehalten wird. Es gilt:
R∗ := R⊗ γ¯
mit der subadditiven Hüllea γ¯ und der Min-Plus Faltungb ⊗.
aSubadditive Hülle f : ℝ→ ℝ : ∀x, y ∈ ℝ : f(x+ y) ≤ f(x) + f(y)
bSeien f, g Funktionen ∈ F : ℝ+ → ℝ, der Menge monton steigender Funktionen. Dann
gilt (f ⊗ g)(t) = inf0≤s≤t {f(t− s) + g(s)}
Ein Shaper kann mittels einer Warteschlange und der Historie gesendeter Nachrichten realisiert
werden. Der ausgehende Datenstrom von Dropper und Shaper erfüllt in jedem Fall die angegebe-
ne Arrival Curve. Mit Hilfe von Shaper und Dropper kann sichergestellt werden, dass verkettbare
Datenströme festgelegte Richtlinien, speziell den maximalen Nachrichten-Durchsatz nicht verlet-
zen. Das Umformen von Datenströmen lässt sich für die Bekämpfung von Überflutungsangriffen
einsetzen.
4.4. Unverkettbarkeit
Wenn Angriffserkennung Unverkettbarkeit selektiv aufhebt, kann ein Angreifer dies möglicher-
weise missbrauchen, um die Anonymität unbeteiligter Teilnehmer zu schwächen. Bevor Unver-
kettbarkeit aufgehoben wird, sind daher deren Eigenschaften detailliert zu untersuchen.
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Abbildung 4.7.: Verschiedene Grade von Unverkettbarkeit
Unverkettbarkeit. Unverkettbarkeit ist eine Eigenschaft zwischen Teilnehmern, Nachrichten,
sowie Ereignissen innerhalb des AN [BC07]. Unverkettbarkeit beruht auf Unbeobachtbarkeit.
Ein Ereignis heißt perfekt unbeobachtbar bezüglich eines Angreifermodells, wenn
P (E) = P (E|B), also der Angreifer keine Information durch eine Beobachtung B
bezüglich einem Ereignis E erhält [Pfi90, Sha49].
perfekte
Unbeobacht-
barkeit
Ein Ereignis korreliert jeweils zwei Fakten miteinander. Im Sinne der Unverkettbarkeit sind dies
bei einer Kommunikationsbeziehung die beiden Teilnehmer, beim Senden einer Nachricht der
Sender und dessen Nachricht bzw. beim Empfang der Adressat sowie die erhaltene Nachricht.
Daneben kann ein Ereignis auch zwei Nachrichten miteinander verknüpfen, die zur gleichen
Kommunikationsbeziehung gehören.
Perfekte Unverkettbarkeit für ein Ereignis E ist gewährleistet, wenn E perfekt
unbeobachtbar ist.
Perfekte
Unverkettbar-
keit
Perfekte Unverkettbarkeit kann in Kommunikationsnetzen nur gegenüber begrenzten Angreifer-
modellen erreicht werden. Gegenüber einem globalen, passiven Angreifer kann perfekte Unver-
kettbarkeit erreicht werden, wenn der Sender als Mix fungiert und bedeutungslose Nachrichten
eintreffen. Der Angreifer kann dann nicht erkennen, ob eine ausgehende Nachricht weitergeleitet
wird, bedeutungslos ist oder neu gesendet wurde. Der Angreifer nimmt lediglich die unveränderte
Größe der Anonymitätsmenge A wahr. Daher gilt P (E) = P (E|B) = 1|A| [NE08].
Unverkettbare Ereignisse unterscheiden sich danach, ob sie sich auf Identitäten oder pseudonyme
Teilnehmer beziehen. Dieser Unterschied wird in den Begriffen partieller und totaler Unverkett-
barkeit beschrieben.
Partielle Unverkettbarkeit besteht, wenn ein Angreifer eine Verknüpfung zwischen einer
Nachricht und den Identitäten beteiligter Teilnehmer nicht beweisen kann.
partielle
Unverkettbar-
keit
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Abbildung 4.8.: Unverkettbarkeit im IP-Protokollstapel
Pseudonymisierte Nachrichten erfüllen partielle Unverkettbarkeit gegenüber einem Angreifer, der
die Zuordnung nicht kennt. Abbildung 4.7 verdeutlicht die Teilmengenbeziehungen zwischen den
Begriffen anhand von Beispielen. Partielle Unverkettbarkeit entspricht dabei konzeptuell einem
Pseudonym, dessen Zuordnung für den Angreifer unverkettbar ist. Dennoch kann ein Beobachter
diese Verkettbarkeit verwenden, um einen Informationsgewinn aus mehreren Nachrichten zu er-
halten. Ein Angriffserkennungssystem wird daraus den Durchsatz eines Datenstroms bestimmen.
totale
Unverkettbar-
keit
Totale Unverkettbarkeit einer Nachricht bedeutet, dass ein Beobachter keinen
Zusammenhang zur Identität des Senders bzw. Empfängers oder anderen Nachrichten
beweisen kann.
Bei totaler Unverkettbarkeit sind Nachrichten untereinander ebenfalls unverkettbar. Totale Un-
verkettbarkeit ist eine notwendige Voraussetzung für perfekte Unverkettbarkeit, da ein Beobach-
ter kein Wissen über das Kommunikationsverhalten über einzelne Nachrichten hinaus sammeln
kann.
Verkettbarkeit in Kommunikationsprotokollen. Kommunikationsprotokolle definieren
Syntax, Semantik und Synchronisation für Kommunikationsvorgänge zwischen Prozessen. Im
Protokollstapel nach dem Open Systems Interconnection Referenzmodell [Zim80] sind TCP-
Fragmente ebenso wie Nachrichten der gleichen Anwendungssitzung miteinander verkettbar.
Attribute in den Kopfdaten der Protokollschichten (siehe Abbildung 4.8) wie MAC-, IP-Adresse
und TCP-Port identifizieren die verwendete Netzwerkhardware bzw. den Prozess. Sie können je-
doch durch Übertragungsfehler und Manipulation verändert werden. Die Verschlüsselung kann
lediglich die Vertraulichkeit des Nachrichteninhalts, nicht jedoch die Kopfdaten der tieferen Pro-
tokollschichten schützen. Dabei ist zu berücksichtigen, dass auch die Ciphertexte untereinander
nicht verkettbar sein dürfen. Implizite Adressen sind eine Methode, Unverkettbarkeit zwischen
gleichen Inhalten herzustellen.
Implizite Adres-
se
Eine implizite Adresse Ek(Addr||Nonce) schützt den Adressaten mit Hilfe von
Verschlüsselung Ek und der Nonce vor unbefugter Einsicht [PW85].
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Eine Nonce („number used once”) ist eine lange, zufällige Binärzahl, die bei jeder Verschlüsse-
lung geändert wird. Sie verändert das Aussehen der impliziten Adresse, so dass Adressen selbst
dann unterschiedlich aussehen, selbst wenn sie den gleichen Adressaten beinhalten. Die Nonces
ermöglichen perfekte Unverkettbarkeit gegenüber einem Angreifer. Ohne Kenntnis des Schlüssels
sind implizite Adressen perfekt unverkettbar.
Verschlüsselungsprotokolle schützen dabei die Vertraulichkeit der Nutzdaten, beispielsweise ab
der Transportschicht (IP-Sec) bzw. der Anwendungsschicht (TLS). Die Kopfdaten der unteren
Protokollschichten werden dabei nicht erfasst (siehe Abbildung 4.8). Um Unverkettbarkeit für
diese Information sicherzustellen, müssen AN eingesetzt werden. Bei Mix-basierten Netzen wird
eine Nachricht an einen unbeteiligten Knoten übergeben, der sämtliche Kopfdaten ersetzt und
dadurch die Unverkettbarkeit des ursprünglichen Senders herstellt.
Sind Nachrichten partiell unverkettbar, kann ein Beobachter einzelne Eigenschaften der Kom-
munikationsbeziehung erlangen, beispielsweise die Nachrichtenrate. Die Architektur in Kapitel 5
wird die Verkettbarkeit zur Erkennung von Überflutungsangriffen einsetzen. Zuvor wird erörtert,
inwiefern partielle Unverkettbarkeit die Anonymität von Teilnehmern vermindert.
Probabilistische Verkettbarkeit. Die Betrachtung der Anonymitätsmenge als Maß für die
Anonymität eines Teilnehmers vernachlässigt, dass Teilnehmer unterschiedlich viele Nachrich-
ten senden. Eine genauere Einschätzung des Anonymitätsgrades beruht auf der Beurteilung des
Informationsgehalts, den ein Angreifer erlangen kann. Ein globaler, passiver Angreifer kann die
Zahl der gesendeten Nachrichten zählen und daraus differenziert die Wahrscheinlichkeiten pi be-
rechnen, mit der eine Nachricht im System vom Sender zi stammt, wobei (pi)i∈I mit
∑
i∈I pi = 1.
Die Ungenauigkeit, die dem Angreifer fehlt, um den Verursacher eindeutig zu identifizieren, heißt
Informationsgehalt. Dazu wird ein informationstheoretisches Maß vorgestellt, das den Informa-
tionsgehalt einer Beobachtung darstellt.
Entropie ist ein Maß für den mittleren Informationsgehalt I(X = E) eines im System
auftretenden Ereignisses E [Sha48].
Entropie
In diesem Kontext bezeichnet ein Ereignis den Sender einer bestimmten Nachricht. Die Men-
ge möglicher Sender wird durch eine Zufallsvariable X über einem endlichen Alphabet Z =
{z1, . . . , zn} angegeben, wobei zi jeweils eindeutig zu einem Sender i ∈ A der Anonymitäts-
menge korrespondiert. Dabei korrespondiert der Informationsgehalt eines Ereignisses zu dessen
Eintrittswahrscheinlichkeit: p(zi) := I(X = zi) = − log2 pi. Die Entropie der Zufallsvariablen X
ist definiert als der Erwartungswert des Informationsgehaltes:
E =
∑
zi∈Z
p(zi) · I(p(zi))
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Die Entropie einer Anonymitätsmenge ist bei Gleichverteilung der Ereignisse maximal. Sinkt
die Auftretenswahrscheinlichkeit eines Ereignisses zi ∈ Z gegen Null, verringert dies auch die
Entropie des Systems: limp(zi)→0 (p(zi) · log2 p(zi)) = 0. Dies ermöglicht einem Angreifer, ausge-
hend von der angenommenen Gleichverteilung der Sender pi =
1
|A| in der Anonymitätsmenge A,
durch Beobachten des Sendeverhaltens die Entropie zu senken [Kes00]. Die Entropie gibt an, wie
genau der Angreifer den betreffenden Sender erraten kann. Je detaillierter die Aufzeichnungen
über die Wahrscheinlichkeit der Sender sind, desto geringer ist die Anonymität der Teilnehmer
[CKK05].
Schnittmengen-Angriff. Ein Angreifer versucht, durch Beobachtungen die Entropie zu ver-
ringern. Erhält er soviel Wissen, dass seine Entropie über ein Ereignis X = zi auf Null absinkt,
gelingt dem Angreifer die eindeutige Identifizierung des Senders. Die Entropie ist bei einer Gleich-
verteilung maximal. Kennt der Angreifer die charakteristische Werteverteilung eines Attributs,
verringert dies die Entropie. Beispielsweise lässt sich dies bei anonymen Credentials einsetzen
[LB08].
Inwiefern sich die Entropie auch durch die Verkleinerung der Anonymitätsmenge verringert,
wird am Beispiel des Schnittmengen-Angriffes illustriert. Hierbei kennt der Angreifer zwar die
Wahrscheinlichkeitsverteilung der Sender nicht, kann allerdings die Anonymitätsmenge genau
bestimmen. Zusätzlich werden zwei Nachrichten zu verschiedenen Zeitpunkten t1, t2 aufgefangen,
die miteinander verkettbar sind, d.h. vom gleichen, pseudonymen Sender stammen.
Zum Zeitpunkt t1 kann der Angreifer die Anonymitätsmenge A1 bestimmen, die den Sender
enthält, d.h. zi ∈ A1. Wenn der Angreifer die Gleichverteilung pz,t1 =
1
|A1|
annimmt, gilt dann
für den Informationsgehalt: IA1(pz,t1) = − log2 pz,t1. Die Entropie ergibt sich daraus, dass das
Ereignis ununterscheidbar innerhalb der Anonymitätsmenge ist.
Zu einem späteren Zeitpunkt t2 fängt der Angreifer ein weiteres, verkettbares Ereignis auf, eine
Nachricht vom gleichen Sender. Der Angreifer ist wiederum in der Lage, die Anonymitätsmenge
zu diesem Zeitpunkt festzustellen. Da der betreffende Sender in der Schnittmenge (vgl. Abbil-
dung 2.1, Seite 13) enthalten sein muss, steigt das Wissen des Angreifers. Der Angreifer kann
die Anonymitätsmenge A1 zerteilen, in A := A1 ∩ A2 und A¯ := A1 \ (A1 ∩ A2). zi ∈ A sind
die Teilnehmer, die bei beiden Beobachtungen in der Anonymitätsmenge enthalten waren. Die
Teilnehmer in A¯ kann der Angreifer ausschließen, da sie zum Zeitpunkt t2 nicht in der Anony-
mitätsmenge enthalten sind und daher auch an der ersten Nachricht nicht beteiligt waren. Der
Informationsgehalt beträgt daher IA(pz,t2) = − log2
1
|A| , und verringert sich falls A¯ 6= ∅:
|A1| > |A| : IA(pz,t2) < IA1(pz,t1)
Dies ist auf die veränderte Zusammensetzung der Anonymitätsmenge zurückzuführen. Das Er-
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eignis X = z kann damit ausgeschlossen werden für z ∈ A¯, d.h. pz,t2 = 0. Dies verringert die
Entropie des gesamten Systems, wie die folgende Rechnung zeigt:
∆E = (EA + EA¯)− EA1
=

∑
z∈A
pz,t2 · IA(pz,t2) +
∑
z∈A¯
pz,t2 · IA¯(pz,t2)

− ∑
z∈A1
pz,t1 · IA1(pz,t1)
=
∑
z∈A
1
|A|
(
− log2
1
|A|
)
+ 0−
∑
z∈A1
1
|A1|
(
− log2
1
|A1|
)
= log2 |A| − log2 |A1| = log2
|A|
|A1|
Das bedeutet, je stärker sich die Anonymitätsmenge verkleinert, umso mehr verringert sich
auch die verbleibende Entropie des Systems. Die Verkettbarkeit von Nachrichten führt damit
zu einem Entropie-Verlust des Systems, da das Wissen des Angreifers durch Beobachtungen der
Anonymitätsmenge ansteigt.
Maßnahmen zum Schutz vor Schnittmengen-Angriffen sind aufwendig. Die Annahme, dass der
Sender in der Schnittmenge enthalten sein muss, kann gebrochen werden, indem verkettbare
Nachrichten von anderen Teilnehmern abgespielt werden, während diese nicht in der Anony-
mitätsmenge enthalten sind. Dazu speichert jeder Teilnehmer Nachrichten anderer Teilnehmer
und schickt diese zu einem festgelegten Zeitpunkt los [BL02]. Die Charakteristik verkettbarer
Nachrichten muss konstant sein, unabhängig davon, ob ein Teilnehmer online oder oﬄine ist.
Dies stellt eine starke Einschränkung des Kommunikationsverhaltens dar.
4.5. Schlussfolgerungen
Angriffserkennung im Kontext eines AN muss Verkettbarkeit zielgerichtet einsetzen und dabei die
Anonymität von nicht-angreifenden Sendern bewahren. Angriffe auf die Anonymität müssen für
die Realisierung geeigneter Mechanismen berücksichtigt werden. Die gesamten Anforderungen
werden hier noch einmal zusammengestellt.
a) Erkennung von Überflutungsangriffen
Die Verkettbarkeit dient der Klassifizierung von Überflutungsangriffen, d.h. sie ist erforder-
lich, um Nachrichten eines Angreifers zuordnen zu können. Für Nachrichtenströme mit ge-
ringer Senderate ist dies nicht erforderlich.
b) Begrenzte Verkettbarkeit
Nachrichten dürfen nur temporär verkettbar sein, beispielsweise innerhalb eines Zeitintervalls
oder mittels einer maximalen Anzahl gesendeter Nachrichten.
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c) Transparenz
Der Sender muss in der Lage sein, eine Verkettbarkeit seiner Nachrichten zu erkennen.
d) Kontrolle
Der Sender muss in der Lage sein, die Unverkettbarkeit seiner Nachrichten zu kontrollieren.
Dies ermöglicht total unverkettbare Nachrichten, d.h. anonyme Kommunikation.
Bedingte Unverkettbarkeit. Zur Angriffserkennung kann es erforderlich sein, die Unverkett-
barkeit zwischen Nachrichten aufzuheben [CDG+03, Bol06].
bedingte
Unverkett-
barkeit
Bedingte Unverkettbarkeit besteht, wenn eine unabhängige Instanz den Beweis einer
Verknüpfung besitzt, diese Dritten aber nur aufgrund festgelegter Bedingungen
zugänglich macht.
Werden bei der Aufhebung die Teilnehmer identifiziert, darf die Unverkettbarkeit anderer Teil-
nehmer nicht berührt werden (vgl. Abschnitt 2.2.1). Zu den Bedingungen zur Aufhebung be-
dingter Unverkettbarkeit gehören:
• ein richterlicher Untersuchungsbeschluss bei schweren Straftaten (Bundesrepublik
Deutschland [KWF06]),
• der Vorbehalt der Kommunikationsanonymität (Europäische Union [CDG+03]) und
• eine Verletzung vereinbarter Richtlinien (vgl. Abschnitt 4.3).
Bedingte Unverkettbarkeit zwischen einer Nachricht und der Identität eines Teilnehmers kann
entweder mittels Pseudonymen oder impliziter Adressen sichergestellt werden. Beide Techniken
ermöglichen, die Verkettbarkeit bedingt aufzuheben.
bedingte
Anonymität
Besteht bedingte Anonymität, ist der Sender bzw. Empfänger bedingt unverkettbar mit
der Nachricht [KWF06].
unbedingte
Anonymität
Unbedingte Anonymität besteht, wenn Anonymität nachträglich nicht aufgehoben
werden kann [Cha88, HO05].
Implizite Adressen. Implizite Adressen sind bedingt unverkettbar [PPW88, Kapitel 2.5.1],
wenn die Verwendung des Schlüssels von einer unabhängigen Instanz kontrolliert wird. Sie kann
durch Entschlüsseln und Abstreifen der Nonce den Adressaten freilegen. Der Vorteil ist, dass
ein Empfänger durch Übermitteln des Schlüssels in die Lage versetzt wird, die bedingte Un-
verkettbarkeit aufzuheben, ohne dass eine Interaktion mit der unabhängigen Instanz notwendig
ist.
Soll Angriffserkennung auf Basis von impliziten Adressen realisiert werden, muss eine Schlüs-
selverwaltung eingerichtet werden. Ihre Aufgabe ist es festzulegen, welcher Teilnehmer unter
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welchen Bedingungen Zugriff auf Schlüssel erhält. Um zu verhindern, dass bei der Aufhebung
weitere Adressaten lesbar werden, müssen verschiedene Schlüssel je Adressat eingesetzt werden.
Generierung impliziter Adressen. Bei der Erstellung von Adressen ist zu beachten, dass
der Angreifer die Zuordnung nicht unbefugt einsehen darf und diese bei Verdacht auch nicht
verifizieren können soll. Darüber hinaus darf ein Angreifer nicht in der Lage sein, die bedingte
Unverkettbarkeit seiner Nachrichten zu stören. Dazu muss die Integrität des jeweiligen Attri-
buts sichergestellt werden, beispielsweise durch digitale Signaturen. Stammt die Signatur eines
Pseudonyms bzw. einer impliziten Adresse nicht von einem vertrauenswürdigen Sender, wird die
Nachricht als verdächtig eingestuft. Zeichnet die Signatur den Unterzeichnenden eindeutig aus,
kann dies die Unbeobachtbarkeit des Anonymisierungspfades beeinträchtigen.
Eine Anforderung an bedingte Unverkettbarkeit ist der Schutz unbeteiligter Teilnehmer bei der
Aufhebung. Um dies für implizite Adressen zu erreichen, müssen verschiedene Schlüssel verwen-
det werden. Diese können mittels einer Falltürfunktion von einem Haupt-Schlüssel abgeleitet
werden. Eine Falltürfunktion y = f(x) zeichnet sich dadurch aus, dass f mit geringem Auf-
wand berechnet werden kann, während sich deren Umkehrfunktion f−1 nur mit hohem Auf-
wand berechnet lässt [PP07, Kapitel 2.8]. Dies wird beispielsweise durch Hashfunktionen durch
die Umkehrrelation R−1(y) = {x | f(x) = y} erfüllt. Dass ein Angreifer die vorausberechne-
te Umkehrrelationen (Wörterbuch-Angriff) verwenden könnte, lässt sich durch einen einfachen
Schutzmechanismus verhindern [Kal00].
Salted Hashing bezeichnet die Berechnung eines Hashwertes, wobei die Daten x durch
das Salt ergänzt werden y = h(x||salt) [Bis04, Abschnitt 11.2.2.4].
Salted
Hashing
Salted Hashing ermöglicht die Erstellung von impliziten Adressen mit einem einzigen Haupt-
schlüssel k. Dazu werden Schlüssel kzi = h(k||zi) abgeleitet. Die Erzeugung verwendet dann
den abgeleiteten Schlüssel: Izi = Ekzi (Nonce, zi). Bei einer eventuellen Aufhebung wird nicht
der Hauptschlüssel k, sondern nur ein einzelner, abgeleiteter Schlüssel kzi herausgegeben. Ein
Angreifer, der in den Besitz von kzi gelangt, kann daraus nur mit sehr hohem Aufwand den
Hauptschlüssel k oder einen anderen Schlüssel kzj , j 6= i berechnen. In diesem Beispiel dient der
Adressat selbst als Salt, wobei der Hauptschlüssel k vertraulich ist. Daher sind nur Berechtigte
in der Lage, einen abgeleiteten Schlüssel zu berechnen. Gelangt ein Angreifer in den Besitz von
k, kann er überprüfen, ob eine implizite Adresse einen bestimmten Adressaten enthält.
Pseudonyme. Im Unterschied zu impliziten Adressen schützt ein Pseudonym lediglich parti-
elle Unverkettbarkeit. Wenn der Teilnehmer jeweils verschiedene Pseudonyme einsetzt, herrscht
totale Unverkettbarkeit.
Wird die Pseudonymität durch einen Teilnehmer missbraucht, ist es den Strafverfolgungsbehör-
den bei ausreichendem Verdacht erlaubt, das Pseudonym aufzudecken. Dabei wird die Anony-
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mität anderer Teilnehmer beibehalten [CDG+03]. Dies wurde beispielsweise eingesetzt, um den
Aufenthaltsort von Mobilfunk-Teilnehmern zu verbergen [KRJ98]. Selbst wenn der Angreifer
Einsicht in eine Pseudonym-Zuordnung erlangt, verringert dies die Anonymität anderer Teilneh-
mer nicht.
Werden Pseudonyme für bedingte Unverkettbarkeit eingesetzt, muss ein Teilnehmer mehrere
Pseudonyme erhalten können, die bei der unabhängigen Instanz hinterlegt werden. Die Zuord-
nung kann zum Schutz vor Infiltration über mehrere Instanzen verteilt werden [KWF06]. Dann
müssen sich mehrere Instanzen über die Zulässigkeit der Aufhebung einigen.
Ob zwei Nachrichten mit unterschiedlichen Pseudonymen zum gleichen Sender gehören und
damit möglicherweise eine Richtlinie verletzen, kann entschieden werden, indem die Pseudonyme
aufgedeckt werden. Die Pseudonyme sollen so aufbewahrt werden, dass deren Zuordnung zu einer
Identität nur bei begründetem Verdacht offen gelegt wird. Die Angriffserkennung könnte diese
Daten nutzen, würde damit jedoch die Pseudonymität sämtlicher Teilnehmer aufheben. Daher
besteht zwischen der Angriffserkennung und dem Aufbewahren ein Zielkonflikt. Konzeptionell
lässt sich dies durch ein vertrauenswürdiges PET absichern, welches Zugriffe auf die Zuordnung
einschränkt und die Instanz vor Infiltration schützt (siehe Abschnitt 2.3). Zur Wahrung des
Datenschutzes muss eine Konzentration gegensätzlicher Interessen in einer Instanz unterlassen
werden. Besteht kein Schutz durch ein PET, darf die Zuordnung nicht in der Instanz gespeichert
werden, welche die Angriffserkennung durchführt. Dies verhindert, dass bedingte Pseudonymität
lokal aufgehoben werden kann.
Besitzt jeder Teilnehmer jeweils nur ein gültiges Pseudonym, so können Pseudonyme zur An-
griffserkennung verwendet werden. Die Voraussetzung dafür ist allerdings, dass alle Nachrichten
eines Senders in einem Zeitintervall über ein Pseudonym verkettbar sind.
Kontrollierte Unverkettbarkeit. Bei der bedingten Unverkettbarkeit entscheidet eine unab-
hängige Instanz über deren Aufhebung. Die betrachteten Bedingungen sind zwar öffentlich, ihre
Auslegung aber nicht transparent [FG04, Gol03, ND06]. Die Forderung, Verkettbarkeit kontext-
bezogen einzusetzen, motiviert Identitätsmanagementsysteme [HR03, HBPP05]. Das Grundpro-
blem ist, dass ein Teilnehmer nicht einsehen kann, ob die Bedingungen für die Aufhebung der
Anonymität seiner Nachrichten erfüllt sind. Fehlende Transparenz ist für die Erkennung von
Angriffen nicht akzeptabel, da hier im Zweifelsfalle die Unverkettbarkeit aller Teilnehmer aufge-
hoben werden kann.
kontrollierte
Unverkettbar-
keit
Wird die Unverkettbarkeit durch das Kommunikationsverhalten eines Teilnehmers
bestimmt, heißt sie kontrolliert.
Der Teilnehmer behält dabei die Kontrolle, ob Nachrichten miteinander verkettbar werden. Dar-
aus resultiert ein Zielkonflikt zwischen seinem Bedarf an Anonymität und dem Durchsatz gesen-
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deter Nachrichten. Möchte ein Sender die Unverkettbarkeit seiner Nachrichten erhalten, muss er
dafür die maximale Senderate begrenzen.
Kontrollierte Unverkettbarkeit ermöglicht sowohl totale Unverkettbarkeit für richtlinienkonforme
Sender als auch partielle Unverkettbarkeit als Grundlage für die Erkennung von Überflutungs-
angriffen. Diese Arbeit schlägt vor, kontrollierte Unverkettbarkeit für die Angriffserkennung zu
nutzen. Dazu ist zu spezifizieren, a) inwiefern das Kommunikationsverhalten zur Richtlinie kor-
reliert, b) wodurch die Unverkettbarkeit normaler Teilnehmer geschützt wird, c) wie Überflu-
tungsangriffe sicher erkannt werden und d) wodurch Verkettbarkeit von Nachrichten erreicht
wird.
Zusammenfassung. Netzdienste, die anonymisierte Nachrichten akzeptieren, sind Überflu-
tungsangriffen schutzlos ausgeliefert. Ein Angreifer kann ihre Ressourcen belegen und damit die
Verfügbarkeit gegenüber anderen Nutzern beeinträchtigen. Daher wird mittels einer Richtlinie
vereinbart, wie viel Ressourcen ein einzelner Nutzer belegen darf, d.h. das zulässige Sendever-
halten wird spezifiziert.
Um Sendern Anonymität zu ermöglichen und gleichzeitig Überflutungsangriffe zu erkennen, wird
vorgeschlagen, Nachrichten miteinander verkettbar zu machen, falls ihre Datenrate die geltende
Richtlinie verletzt. Die Bedeutung von Unverkettbarkeit wird genau erläutert und ins Verhält-
nis zu Angriffen auf Anonymität und deren Informationsgehalt gesetzt. Die Anonymität eines
Senders lässt sich mittels des Schnittmengen-Angriffs verringern, wenn Nachrichten aus verschie-
denen Anonymitätsmengen miteinander verkettbar sind.
Kontrollierte Unverkettbarkeit soll angewendet werden, um Überflutungsangriffe mittels anony-
misierter Nachrichten zu erkennen. Dazu werden verkettbare Nachrichten auf Verletzung der
Richtlinie untersucht und ggf. Nachrichten verzögert oder verworfen. Im folgenden Kapitel wird
kontrollierte Verkettbarkeit in einer Architektur angewendet, um die Verfügbarkeit und Erreich-
barkeit eines Netzdienstes sicherzustellen.
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5. Architektur zur Bekämpfung von
Überflutungsangriffen in Anonymisierungsnetzen
Um Empfänger anonymer Nachrichten vor Überflutungsangriffen zu schützen, kann kontrollierte
Unverkettbarkeit eingesetzt werden. Dieses Kapitel diskutiert die praktische Umsetzung einer
Architektur, wobei die verteilte Erstellung von Tickets sowie der Schutz vor Verifizierung be-
trachtet wird. Jede Nachricht wird für diesen Zweck mit einem Ticket versehen. Überschreitet
ein Sender die zulässige Senderate werden seine Nachrichten verkettbar und ein Erkennungs-
mechanismus kann den Datenstrom gemäß der Arrival Curve umformen. Die hier vorgestellte
Architektur basiert auf zwei Grundsäulen: Es werden Tickets verteilt erstellt und ein Erken-
nungsmechanismus wird eingesetzt, der Netzdienste vor Überflutungsangriffen schützt.
Erzeugen eingehende Nachrichten eine hohe Last bei einem Netzdienst, kann dieser seine Ver-
fügbarkeit nur schützen, wenn die Erreichbarkeit kontrolliert wird. Das bedeutet, dass Nach-
richten von Sendern, die eine Richtlinie verletzen, nicht bearbeitet werden sollen. Dadurch kann
der Netzdienst steuern, welche Sender die Ressourcen des Netzdienstes verwenden können. Ein
Überflutungsangriff, der eine hohe Zahl Nachrichten von einem einzelnen Sender abschickt, er-
hält daher nur den gleichen Anteil an Ressourcen wie andere Benutzer. Der Angreifer kann
damit die Ressourcen nicht dauerhafter blockieren und die Verfügbarkeit des Netzdienstes bleibt
gewährleistet.
5.1. Verteilte Zugangskontrolle
Kerberos. Ein zentrales Problem in verteilten Systemen ist die Authentisierung gegenüber
Netzdiensten, wobei Authentisierungsdaten möglichst wenig repliziert werden sollen. Die Kerbe-
ros Architektur ermöglicht „Single-Sign-On”, d.h. die Authentisierung gegenüber einer einzigen
vertrauenswürdigen Instanz [NYHR05] [Sta06, Kapitel 14.1]. Nach erfolgreicher Authentisierung
kann der Klient Zugang zu einem Netzdienst erbitten, wobei Kerberos die Zugangsrechte der
jeweiligen Identität überprüft und einen verschlüsselten Übermittlungskanal etabliert.
Kerberos ermöglicht dabei die Verteilung von Authentisierung und Zugriffskontrolle auf unab-
hängige Instanzen. Dies bietet sich an, da unterschiedlich starke Anforderungen an Authenti-
sierung und Zugriffskontrolle gestellt werden. Der Authentisierungsserver muss vor Infiltration
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Abbildung 5.1.: Vergleich verteilter Architekturen
und vor Angriffen auf die Verfügbarkeit geschützt werden. Bei Zugriffsrechten wird vorrangig
die Integrität geschützt. Da die Vertraulichkeit unkritisch ist, können Zugriffsrechte repliziert
werden, um deren Verfügbarkeit gegenüber Ausfällen zu erhöhen.
Abbildung 5.1(a) skizziert die Kommunikation eines Kerberos Klienten mit verschiedenen Instan-
zen. Diese kommunizieren während des Betriebs nicht direkt miteinander. Stattdessen übergeben
sie dem Klienten verschlüsselte Informationen, die dieser an die nächste Instanz weitergibt. Die
Berechtigungen werden in Form sogenannter Tickets verteilt, die eine beschränkte Nutzung der
Zugangskontrolle bzw. eines Dienstes ermöglichen [SNS88, NYHR05]. Der Klient authentisiert
sich zunächst gegenüber dem AK mit Hilfe des gemeinsamen Schlüssels und fordert ein „Ticket
Granting Ticket” (TGT) an. Das TGT kann der Klient gegenüber dem Zugangskontrollknoten
(ZK, „Ticket Granting Server”) vorzeigen, um die erfolgte Authentisierung nachzuweisen. Der
ZK stellt schließlich ein Ticket aus, mit dessen Hilfe der Netzdienst die Legitimität einer Anfrage
erkennen kann. Kerberos ermöglicht dennoch die Zurechenbarkeit von Anfragen zur Identität,
beispielsweise zur Abrechnung genutzter Dienste. Falls Missbrauch unter einer Benutzerkennung
auftritt, kann der entsprechende Zugang gesperrt werden.
Dem organisationsübergreifenden Einsatz von Kerberos stehen zwei Herausforderungen entge-
gen: die Identität von Klienten wird unzureichend geschützt. Wenn allerdings die Identität von
Klienten verschleiert wird, können Angreifer die Verfügbarkeit von Netzdiensten durch Über-
flutungsangriffe gefährden. Die Anonymisierung von Kerberos Tickets wird aktuell diskutiert,
schließt allerdings die Bedrohung durch Überflutungsangriffe explizit aus [LZ08, Abschnitt 8].
Hier besteht also ein Zielkonflikt zwischen der Unbeobachtbarkeit der Klienten mit der Erreich-
barkeit eines Netzdienstes. Die folgende Architektur berücksichtigt gleichzeitig die Unbeobacht-
barkeit von Klienten und die Erreichbarkeit eines Netzdienstes.
Architektur zur Angriffserkennung. Um die Erreichbarkeit des Netzdienstes in der Präsenz
von Angriffen sicherzustellen, führt die vorgeschlagene Architektur (siehe Abbildung 5.1(b)) ein
zusätzliches Element ein, den sogenannten „Rendezvous Shaper” (RS). Dieses ist ein spezia-
lisierter Rendezvous Punkt [DMS04], der Überflutungsangriffe in Datenströmen beseitigt. Die
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Abbildung 5.2.: Flussdiagramm des Rendezvous Shapers
Kommunikation zwischen Klient und RS erfolgt über einen vom Klienten gewählten Anonymi-
sierungspfad. Im ungünstigsten Fall kann daher ein Überflutungsangriff erst beim RS erkannt
werden, falls jede Nachricht über einen eigenen Anonymisierungspfad versendet wird. Nach der
Anonymisierung sind die Nachrichten allerdings vollständig unverkettbar. Daher wird ein Mecha-
nismus benötigt, der den RS in die Lage versetzt, richtlinienverletzende Nachrichten miteinander
verketten zu können. Dazu muss die Anonymität nicht aufgehoben werden, kontrollierte Unver-
kettbarkeit reicht aus, um die betreffenden Datenströme zu erkennen und Schutzmaßnahmen zu
ergreifen.
Abbildung 5.2 illustriert den Entscheidungsprozess eines RS. Sofern die Auslastung des Netz-
dienstes gering ist, gibt der RS Nachrichten ungeprüft an den Netzdienst weiter. Ist dessen
Verfügbarkeit gefährdet, wird die Zugangskontrolle aktiviert. Nur wenn eine Nachricht ein gül-
tiges Ticket enthält, können Nachrichten aufgrund des enthaltenen Pseudonyms miteinander
verkettet werden.
Verteilte Kontrolle der Unverkettbarkeit. Wie in Abschnitt 4.4 eingeführt wurde, soll die
Bekämpfung von Überflutungsangriffen über kontrollierte Unverkettbarkeit erfolgen. Dabei wer-
den Nachrichten eines Klienten verkettbar, wenn möglicherweise ein Überflutungsangriff vorliegt.
Eine entsprechende Realisierung muss allerdings auch skalierbar und ausfallsicher sein. Daher
müssen die Zugangskontrollknoten (ZK) die kontrollierte Unverkettbarkeit so erstellen, dass ein
Klient durch Wahl des ZK die Verkettbarkeit seiner Nachrichten nicht verringern kann. Die Er-
stellung der Tickets darf daher nicht auf zufälligen Ereignissen basieren. Stattdessen soll sie aus
den Informationen, die dem ZK vorliegen, berechnet werden. Zur Erstellung eines Tickets legt
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der Klient dem ZK ein Ticket Granting Ticket vor, welches die Klient-Identität enthält sowie die
geheime Nonce. Mit Hilfe der Identität kann der Zugangskontrollknoten auf lokale Statistiken
des Klienten zugreifen, beispielsweise die kumulierte Anzahl gesendeter Nachrichten. Daneben
enthält die Anfrage den gewünschten Netzdienst und die Zeit, zu der das Ticket gültig sein
soll. Zum Schutz vor Schnittmengen-Angriffen sollen Nachrichten unverkettbar sein, sofern ein
Überflutungsangriff ausgeschlossen werden kann.
• Nachrichten sollen unverkettbar sein, falls sie von verschiedenen Klienten stammen. Nach
Annahme verwendet ein Angreifer nur eine einzige Identität, um einen Überflutungsangriff
durchzuführen.
• Nachrichten sollen unverkettbar sein, falls sie verschiedene Empfänger adressieren. Dies
soll verhindern, dass RS verschiedener Netzdienste ein Profil über die Zugriffe eines pseu-
donymen Klienten erzeugen können.
• Ein Überflutungsangriff erfordert eine hohe Anzahl von Nachrichten pro Zeitintervall.
Nachrichten, die in verschiedenen Zeitintervallen gesendet werden, sollen daher unver-
kettbar sein.
• Die Anzahl verkettbarer Nachrichten soll nach oben beschränkt sein. Im Gegensatz zu
bedingter Anonymität garantiert diese Eigenschaft, dass bei der Aufhebung der Pseudo-
nymität nur einige Nachrichten, nicht jedoch die gesamte Kommunikation eines Klienten
aufgedeckt wird. Dies kann realisiert werden, indem der ZK die Anzahl gesendeter Nach-
richten erfasst.
Liegt ein Überflutungsangriff vor, so wurden innerhalb eines Zeitintervalls viele Nachrichten zwi-
schen einem Klienten und einem Netzdienst gesendet. Die Übereinstimmung dieser Attribute soll
daher zu identischen Pseudonymen führen. Dies ermöglicht dann Verkettbarkeit innerhalb des
Nachrichtenstroms. Um diese Attribute während der Erstellung eines Pseudonyms zu berück-
sichtigen, bieten sich kryptographische Hashfunktionen an (vgl. Abschnitt 3.1). Denn: a) Eine
kryptographische Hashfunktion bildet einen Bitstring auf einen Hashwert konstanter Länge ab.
Das Pseudonym kann daher als Attribut im Ticket an den ZK übermittelt werden. b) Es be-
darf sehr hohem Aufwand, mögliche Urbilder zu einem Hashwert zu bestimmen (Pre-Image
Resistance). Dies verhindert, dass ein Angreifer aus dem Pseudonym die Identität des Klienten
bestimmen kann.
Anonymität. Im Folgenden werden drei Aspekte betrachtet, die der Anonymität von Klienten
mit normalem Sendeverhalten dienen. Zuerst werden Brute-Force Angriffe zum Aufdecken des
Pseudonyms betrachtet, infiltrierte Zugangskontrollknoten und Verschwörungen zwischen ZKs
und Rendezvous Shaper.
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Das AN schützt die Identitäten des Klienten und des Netzdienstes vor Aufdeckung, indem der
RS lediglich eingehende Anonymisierungspfade, aber keine identifizierenden Daten erhält.
Verifizierung. Ein Angreifer darf allerdings nicht in die Lage versetzt werden, mittels Er-
stellung eines Pseudonyms verifizieren zu können, ob eine vermutete Identität sich hinter einem
Pseudonym verbirgt.
Verifizierung liefert den Nachweis, dass ein untersuchter Sachverhalt wahr ist [Mea95]. Verifizierung
Der Angreifer benötigt neben der zu überprüfenden Identität den RS, an dem ein Pseudonym
aufgefangen wurde, sowie das RS-Intervall, in dem dieses Pseudonym gültig war. Verifizierung
ermöglicht einen Brute-Force Angriff auf die Anonymität, indem der Angreifer durch Ausprobie-
ren das Pseudonym sämtlicher Identitäten berechnet und anschließend mit eingehenden Tickets
vergleicht. Eine einzelne Verifizierung ist mit geringem Aufwand O(1) möglich, aber es muss
der gesamte Wertebereich der Identität durchsucht werden (> 128 Bit), um auch sämtliche
Kollisionen korrekt erkennen zu können.
Schutz vor der Verifizierung kann durch ein zusätzliches Attribut gewonnen werden, welches
dem Angreifer unbekannt ist, die Verkettbarkeit von Nachrichten aber nicht beeinträchtigt. Dies
kann durch eine Nonce erreicht werden, die der AK innerhalb eines Ticket Granting Ticket
(TGT) übergibt. Perfekt fortgesetzte Geheimhaltung („perfect forward secrecy”) besteht, wenn
ein aufgedecktes Pseudonym die Sicherheit früherer Pseudonyme nicht gefährdet [DOW92]. Der
Klient übergibt das TGT mit der Nonce nur an vertrauenswürdige ZKs. Nach Ablauf der TGT-
Gültigkeit wird eine frische Nonce verwendet, dadurch besteht perfekt fortgesetzte Geheimhal-
tung. Wenn zu jedem Zeitpunkt nur ein TGT gültig ist, ist die Eindeutigkeit der erzeugten
Pseudonyme sichergestellt.
Daneben könnte ein Angreifer, der ein Ticket aufgefangen hat, den verwendeten ZK verifizieren,
der die Signatur ausgestellt hat. Wäre ein Beobachter in der Lage, die Klienten zu identifizie-
ren, die mit diesem ZK kommunizieren, könnte der Angreifer dadurch die Anonymitätsmenge
verringern. Daher kontaktiert der Klient den ZK über eine anonyme Verbindung, um Unbe-
obachtbarkeit zu erreichen und dies zu verhindern (vgl. Abbildung 5.1(b)). Der Klient deckt
seine Identifikation gegenüber dem ZK jedoch auf, da er das TGT an ihn sendet.
Unbeobachtbarkeit gegenüber dem ZK. Erhält der ZK sowohl die Identität als auch den
angefragten Netzdienst, erhält ein infiltrierter ZK Zugriff auf die Kommunikationsbeziehung.
Dazu wird ein Konzept benötigt, bei dem der ZK bestätigt, dass der Klient einen Netzdienst
festgelegt hat. Gleichzeitig soll dieses Attribut nicht vom Netzdienst einsehbar sein. Eine krypto-
graphische Signatur heißt blind, wenn der Inhalt der Nachricht dem Unterzeichnenden verborgen
bleibt [Cha82]. Bei der blinden Signatur wird die Nachricht mit einem zufälligen Wert trans-
formiert, der keinen Einfluss auf die Signatur hat, allerdings verhindert, dass der Unterzeichner
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den Klartext der Nachricht einsehen kann. Bei der Pseudonym-Erstellung kann etwas ähnliches
erreicht werden, indem der Klient lediglich den Hashwert des RS an den ZK übermittelt. Das
Ticket wird von einem RS nur als gültig erachtet, wenn der eingetragene Hashwert mit dem des
RS übereinstimmt.
Unbeobachtbarkeit gegenüber ZKs und RS. Die Kerberos-Architektur verwendet sym-
metrische Verschlüsselung, indem zwischen allen beteiligten Instanzen (AK, ZK, Netzdienste) im
Vorhinein symmetrische Schlüssel vereinbart werden. Sämtliche Daten, die vom Klienten nicht
eingesehen bzw. nicht verändert werden sollen, werden mit einem Integritätsschutz versehen und
symmetrisch verschlüsselt.
Für das Szenario anonymer Kommunikation sind jedoch keine symmetrischen oder asymme-
trischen Schlüssel anwendbar, da eine eins-zu-eins Beziehung erkennbar wäre [SRC07]. Daraus
könnte ein Angreifer den Anonymisierungspfad erkennen und die dem ZK bekannte Identität
mit der Identität des RS und damit dem zugeordneten Netzdienst verketten, also die Anony-
mität der Kommunikationsbeziehung aufheben. Daher ist es erforderlich, dass das Ticket gegen
unbefugte Manipulation geschützt wird, der RS aber dennoch die Integrität des übermittelten
Tickets überprüfen kann.
Um eine eins-zu-eins Verknüpfung zwischen Signatur und dem Signierenden vor unbefugter Ein-
sicht zu schützen, wurden Signaturen entwickelt, die einer ausstellenden Gruppe, nicht einer
einzelnen Instanz zugeordnet sind. Bei eins-zu-n Signaturen erhält der Empfänger den öffentli-
chen Schlüssel der Gruppe, mit dem er die Integrität einer Signatur überprüfen kann. Allerdings
können Schlüssel nicht nachträglich hinzugefügt werden. Verändert sich die Struktur der Gruppe,
muss jeweils eine neuer Schlüssel vereinbart werden.
Bei den eins-zu-Gruppe Signaturverfahren verwaltet eine Instanz die Teilnehmer, die im Na-
men der Gruppe eine Signatur ausstellen können [SRC07, CG04, BCC04]. Der Empfänger ei-
ner signierten Nachricht kann lediglich überprüfen, ob die Signatur zum öffentlichen Schlüssel
der Gruppe passt, kann jedoch den Signierenden nicht identifizieren. Der Verwalter des Grup-
penschlüssels kann einsehen, welcher Teilnehmer der Gruppe eine Signatur erstellt hat. Dies
ermöglicht die Verfolgung von Missbrauch, etwa wenn Tickets unberechtigt ausgestellt werden.
Das Eins-zu-Gruppe Signaturverfahren eignet sich daher für den Integritätsschutz der Tickets.
Gehören alle ZKs einer einzigen Gruppe an, kann ein Angreifer aufgrund der Ticket-Signatur
den Klienten nicht identifizieren.
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Abbildung 5.3.: Ticket mit Gültigkeit für ein Zeitintervall eines RS
5.2. Verkettbarkeit mittels Tickets und Pseudonymen
Im Folgenden betrachten wir ein Szenario mit der höchsten Verkettbarkeit, nämlich dass ein Kli-
ent sämtliche Nachrichten an einen einzigen Netzdienst sendet. Verteilt ein Klient seine Nach-
richten über mehrere Empfänger, sinkt die Zahl verkettbarer Nachrichten. Dieser Abschnitt
betrachtet dazu Tickets mit zeitbeschränkter Nutzungsdauer.
Erzeugung von zeitbeschränkten Tickets. Ein zeitbeschränktes Ticket ermöglicht dem
Klienten, beliebig viele Nachrichten innerhalb eines definierten Zeitintervalls zu senden. Die
Nachrichten werden beim RS alle mit dem gleichen Ticket angemeldet, sind also miteinander
verkettbar. Für ein Zeitintervall erhält der Klient bei allen Zugangskontrollknoten Tickets, die
das gleiche Pseudonym enthalten. Daher kann er unverkettbare Nachrichten bei einem einzelnen
Empfänger nur erlangen, wenn je Zeitintervall nur eine einzige Nachricht gesendet wird. Die
daraus resultierende Senderate stellt sicher, dass von unverkettbaren Nachrichten kein Überflut-
ungsangriff ausgehen kann.
Abbildung 5.3 zeigt die einbezogenen Attribute bei der Erstellung eines Tickets. Dies sind die
Identität des Klienten, die vom AK gewählte geheime Nonce (Verifizierbarkeit, vgl. Abschnitt
5.1), der gewünschte RS sowie das RS-Intervall, für den das Ticket benötigt wird. Vor der
Erstellung eines Tickets überprüft der ZK die Signatur des AK und die Gültigkeit des TGT.
Die Erzeugung zeitbeschränkter Tickets lässt sich beliebig parallelisieren, allerdings müssen die
Zugangskontrollknoten von vertrauenswürdigen Instanzen betrieben werden. Die Menge zu er-
zeugender Tickets hängt von der Länge der Zeitintervalle ab, der Anzahl von Klienten sowie der
Zahl gleichzeitig benutzter Netzdienste. Die Menge an Tickets ist unabhängig vom Nachrich-
tenvolumen, daher bleibt der Aufwand für Ticket-Erstellung nach oben begrenzt, auch in der
Präsenz eines Überflutungsangriffes.
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Abbildung 5.4.: Kontrollierte Unverkettbarkeit über das Pseudonym
Das Zusammenspiel zwischen Klient, Zugangskontrollknoten und Rendezvous Shaper illustriert
Abbildung 5.4. Jeder Punkt symbolisiert eine einzelne Nachricht, die vom ZK mit einem Ticket
versehen wurde. Übereinstimmende Pseudonyme sind anhand der y-Werte zu erkennen. Der
RS erhält allerdings Nachrichten vieler Teilnehmer, daher sind für ihn lediglich Nachrichten
innerhalb eines Zeitintervalls verkettbar. Dies ermöglicht die Klassifizierung der Datenströme
und bildet die Grundlage für die Angriffsbekämpfung (siehe Abschnitt 5.4).
Protokollablauf. Nachdem der Klient einen Netzdienst ausgewählt hat, fragt er zunächst
einen zuständigen Rendezvous Shaper an. Abbildung 5.5 zeigt den darauf folgenden Protokol-
lablauf bei hoher Last. Der Klient sendet eine Nachricht an den RS (1) in der Annahme, dass
keine Tickets notwendig sind. Der RS antwortet (2), dass die Auslastung hoch ist und dass daher
nur Anfragen authentisierter Klients bearbeitet werden können. Dazu schickt der Klient (3) sein
TGT, den Hashwert des RS sowie die Intervalle, in denen er mit dem Netzdienst kommunizieren
will. Der ZK überprüft die Daten und stellt die angeforderten Tickets aus (4). Nun kann der
Klient das Ticket für Zeitintervall t verwenden, um seine Nachricht zu senden (5). Der RS reicht
die Nachricht an den Netzdienst weiter (6), erhält dessen Antwort (7) und übergibt die Antwort
zurück an den Klienten (8). Der Klient kann während der Gültigkeit des Tickets weitere Nach-
richten übermitteln. Die Effizienz des Protokolls lässt sich noch steigern, wenn auf das Abweisen
eines abgelaufenen Tickets beim ersten Mal verzichtet wird (9). Die Anfrage wird ausgeliefert
(10), beantwortet (11) und mit der Antwort erhält der Klient die Aufforderung, das Ticket für
das Zeitintervall t + 1 anzugeben (12). Dies verringert die Latenzzeit, weil die Nachricht nicht
erneut übermittelt werden muss.
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Abbildung 5.5.: Protokollablauf
Zusammenfassung. Angriffe können dort bekämpft werden, wo Verkettbarkeit der Nachrich-
ten gegeben ist, d.h. während der Authentifizierung am ZK und aufgrund von Pseudonymen im
RS. Im vorherigen Verfahren konnte ein Klient ein einmal erworbenes Ticket unabhängig von
dem ZK wiederverwenden. Der ZK kann daher lediglich ermitteln, in welchen Zeitintervallen ein
Klient Tickets angefordert hat. Dies kann ein Angreifer verbergen, indem er diese abwechselnd
von verschiedenen ZKs anfordert (vgl. Identitätswechsel in Abschnitt 4.1). Der ZK kann damit
die Zahl gesendeter Nachrichten nicht einsehen.
Abhängig von der Last eines Netzdienstes kann der Rendezvous Shaper die Erreichbarkeit des
Netzdienstes sicherstellen, indem Tickets eingefordert werden. Diese enthalten Pseudonyme, mit
denen Nachrichten eines Senders verkettbar werden. Der Klient behält dabei jederzeit die Kon-
trolle über die Unverkettbarkeit seiner Nachrichten. Sendet er in jedem Zeitintervall nur eine
einzige Nachricht, ist diese Nachricht total unverkettbar. Ein Schnittmengen-Angriff wird da-
durch unterbunden. Vertraut der Klient darauf, dass die Verkettbarkeit nicht missbraucht wird,
kann er beliebig viele Nachrichten pro Intervall senden.
Die Senderate r eines Nachrichtenstroms wirkt sich damit auf die Zahl verkettbarer Nachrichten
aus und ermöglicht die Erkennung eines Überflutungsangriffes. Die maximale Datenrate für to-
tale Unverkettbarkeit bei intervallbasierten Pseudonymen ist rtotal =
1
Länge des Intervalls . Die
nächste Begrenzung der Datenrate wird durch die Arrival Curve r festgelegt. Die Tabelle 5.1
stellt den Zusammenhang zwischen Nachrichtenrate r¯ := dR(t)dt und Unverkettbarkeit dar. Die
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Datenrate Unverkettbarkeit Verhalten eines Senders Folge
- total Ticket-unabhängiger Versand Weiterleiten
r¯ < rtotal total einmalige Nutzung Weiterleiten
rtotal < r¯ < r kontrolliert richtlinienkonform Umformen
r < r¯ kontrolliert richtlinienverletzend Verwerfen
Tabelle 5.1.: Auswirkungen der Senderate auf Unverkettbarkeit und Verhalten des RS
Unverkettbarkeit des AN bleibt bestehen, wenn keine Tickets eingesetzt werden oder je Zeitin-
tervall nur eine einzige Nachricht gesendet wird. Die Unverkettbarkeit wird lediglich aufgehoben,
falls die Nachrichtenrate eines Senders rtotal übersteigt. Dies versetzt den RS in die Lage, die
Nachrichten einem Nachrichtenstrom zuzuordnen und die Richtlinie zu überprüfen. Wird diese
eingehalten, werden die Nachrichten umgeformt und an den Netzdienst weitergegeben. Falls die
Richtlinie überschritten wird, werden überzählige Nachrichten verworfen.
5.3. Einwegtickets für volumenbasierte Verkettbarkeit
Im zweiten Ansatz teilen sich ZK und RS die Angriffserkennung. Dazu werden Einwegtickets
eingesetzt, so dass ein ZK beim Versand einzelner Nachricht eingebunden ist. Der ZK kann über
die ausgestellten Einwegtickets begrenzen, wie viel Ressourcen ein Klient auf einem Netzdienst
belegen kann.
Dafür sind einmal erlangte Tickets länger gültig, d.h. sie sind nicht an ein konkretes Zeitintervall
des RS gebunden. Daraus folgt, dass ein alternatives Kriterium zur Beschränkung der Verkett-
barkeit benötigt wird. Es wird wieder ein Pseudonym im Ticket eingebettet, welches der RS zur
Klassifizierung der Nachrichtenströme verwendet. Ein Angreifer darf nicht in der Lage sein, die
Verkettbarkeit seiner Nachrichten durch Tickets von verschiedenen ZKs zu verringern.
Erstellung von Einwegtickets. Um einen Zugangskontrollknoten in die Lage zu versetzen,
sämtliche Anfragen eines Klienten zu zählen, muss sichergestellt werden, dass der ZK bei jeder
Nachricht involviert ist. Die Einmaligkeit eines Tickets wird über eine zufällige Nonce sicher-
gestellt. Diese ermöglicht dem Empfänger zu überprüfen, ob das Ticket bereits eingelöst wurde
(Double Spending, vgl. Abschnitt 3.3). Ein Klient kann Nachrichten daher nur mit gültigen
Tickets übermitteln. Der Empfänger muss zur Überprüfung die Nonces entwerteter Tickets auf-
bewahren. Um hierfür die Effizienz sicherzustellen, kann der Empfänger festlegen, welches Alter
ein Ticket höchstens aufweisen darf. Abgelaufene Tickets müssen nicht mehr gespeichert wer-
den, so dass die Nonces verworfen werden können. Die Identität, die geheimen Nonces und der
Empfänger bilden die Eingaben der Hashfunktion (siehe Abbildung 5.6).
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5.3. Einwegtickets für volumenbasierte Verkettbarkeit
• Identität des Klienten
• Geheime Nonce
• Gültigkeit
<Signatur AK>
Ticket Granting Ticket
• Empfänger
Anfrage
• Anzahl ausgestellter Tickets
Statistik je Klient
• Nonce
• Erstellungsdatum
• Pseudonym
• Empfänger
<Signatur ZK>
Ticket
Lokale Daten:
Salted
Hashing
Zufallszahlen-
generator
Vom Klient:
f()
Zum Rendezvous Shaper:
Vom Authentisierungsknoten:
Abbildung 5.6.: Attribute eines Einwegtickets
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Sa
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Nachrichtenvolumen 
(b) Werte des Salt in Abhängigkeit vom
Volumen
Abbildung 5.7.: Kontrollierte Unverkettbarkeit abhängig vom Nachrichtenvolumen
Salt aus Nachrichtenvolumen. Außerdem wird die Zahl bisher ausgestellter Tickets berück-
sichtigt und über die Funktion f : ℕ → ℕ auf einen Wert des Salt abgebildet. Diese Funktion
beeinflusst dabei die Unverkettbarkeit der Nachrichten, die mit den erzeugten Tickets versendet
werden. Also wie soll der Wert des Salt aus dem Nachrichtenvolumen eines Senders berechnet
werden? Analog zu dem Zusammenhang zwischen Zeit und Intervallnummer könnte der ganzzah-
lige Anteil salt(vol) = ⌊ 1
k
· vol⌋ verwendet werden, wobei k für die maximale Zahl verkettbarer
Nachrichten steht. Die höchste Anzahl verkettbarer Nachrichten würde dabei k betragen, so-
wohl für den Klienten mit hohem Nachrichtenvolumen als auch für Klienten, die nur insgesamt
k Nachrichten senden. Sender mit niedriger Datenrate würden dadurch benachteiligt, da ihre
Nachrichten über einen langen Zeitraum verkettbar bleiben. Ein Schnittmengen-Angriff könnte
die Anonymitätsmenge stark verringern (vgl. Abschnitt 4.4).
Die Verkettbarkeit soll stattdessen proportional zum Gesamtvolumen eines Klienten gesteuert
werden. Das Volumen ist im Vorhinein jedoch nicht bekannt. Abbildung 5.7(a) zeigt die steigende
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Abbildung 5.8.: Volumenbasierte Pseudonym-Erstellung am Zugangskontrollknoten
Verkettbarkeit mit dem bisher versendeten Nachrichtenvolumen. Die maximale Verkettbarkeit
ist dabei bei einem Überflutungsangriff höher als bei geringem Nachrichtenvolumen. Abbildung
5.7(b) gibt das Salt in Abhängigkeit vom Volumen an. Die Zahl verkettbarer Nachrichten steigt
dabei kontinuierlich bis zum Maximalwert k an. Für einen Sender mit geringem Volumen ist
damit die maximale Verkettbarkeit geringer, während die Verkettbarkeit von Nachrichten eines
Überflutungsangriffes ansteigt.
Abbildung 5.8 illustriert die Verkettbarkeit von Tickets bei der volumenbasierten Erstellung.
Die x-Achse im Zugangskontrollknoten verläuft nichtlinear mit der Zahl eingehender Nachrich-
ten. Gezeigt sind drei Pseudonyme, die jeweils aus fünf, sechs und sieben verkettbaren Tickets
bestehen. Das Pseudonym wird im Ticket an den RS übergeben, der es zum Klassifizieren der
Datenströme verwenden kann.
Anreiz für Nutzung eines einzelnen Zugangskontrollknotens. Die Erzeugung von Pseu-
donymen aufgrund des lokal gemessenen Nachrichtenvolumens wirkt als Anreiz, nur einen ein-
zelnen Zugangskontrollknoten zu verwenden.
Um die Hintergründe dieser Aussage nachzuvollziehen, betrachten wir rationales Handeln in
einem AN, d.h. dass ein Klient seine Handlung nach deren Nutzen auswählt (siehe Abschnitt
3.3). Der Nutzen eines Klienten im AN wird hauptsächlich von der Unverkettbarkeit seiner
Nachrichten bestimmt. Betrachten wir nun die Abwägung zwischen zwei Strategien: a) der Teil-
nehmer sendet 2k Nachrichten mit den Tickets eines ZKs oder b) jeweils k Nachrichten über
zwei verschiedene ZKs. Bei der zweiten Variante werden im schlechtesten Fall alle 2k Nachrich-
ten miteinander verkettbar, nämlich wenn die Volumenzähler der beiden ZKs ähnliche Werte
aufweisen. Ein Beispiel dafür wird später anhand von Abbildung 5.11 diskutiert. Aufgrund die-
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ser Feststellung wird ein rationaler Teilnehmer mit dem Ziel geringer Verkettbarkeit nur einen
einzigen ZK verwenden. Werden die Tickets in der geschilderten Weise erstellt, kann dies das
Verhalten von rationalen Klienten beeinflussen. Kapitel 6 führt die Spieltheorie zur Modellierung
solchen strategischen Verhaltens ein. Berücksichtigt ein Sender bei seiner Wahl eines ZKs den
Grad der Verkettbarkeit, wird er die Kommunikation über einen einzelnen ZK bevorzugen. Die
Verkettbarkeit wirkt damit als Anreizmechanismus und beeinflusst das Sendeverhalten der Teil-
nehmer. Abschnitt 6.3 diskutiert weitere Wechselwirkungen zwischen strategischem Verhalten
und Anonymität.
Bei den volumenbasierten Tickets wird die Datenrate durch die Freigabe von Tickets am ZK
kontrolliert. Ein Angreifer kann seine Datenrate auch nicht vergrößern, indem er Tickets von
unterschiedlichen ZKs bezieht (siehe Abbildung 5.11). Um einen Überflutungsangriff mit unver-
kettbaren Nachrichten durchzuführen, müsste er sehr viele Tickets bei einem ZK anfordern. In
der Folge wird der ZK die Gültigkeit der Tickets bzw. die Zahl gewährter Tickets beschränken.
5.4. Angriffsbekämpfung
Die vorgestellten Konzepte, insbesondere die bedingte Verkettbarkeit und Erkennung von Richt-
linienverletzungen, ermöglichen die Bekämpfung anonymisierter Überflutungsangriffe. Erst ver-
kettbare Nachrichten werden auf einen Überflutungsangriff hin untersucht. Nachrichten werden
aufgrund des im Ticket enthaltenen Pseudonyms verkettbar, a) entweder weil die erstellten
Tickets im gleichen Zeitintervall an den RS gesendet wurden (siehe Abschnitt 5.2) oder b) weil
f das Nachrichtenvolumen auf den gleichen Saltwert abbildet (siehe Abschnitt 5.3).
Jitter. Latenzzeit und Jitter, also die Verzögerung der Nachrichten bei der Übertragung und
deren Varianz, wurden bisher nicht betrachtet. Es stellt sich die Frage, inwiefern diese die An-
griffsbekämpfung beeinflussen. Ein Überflutungsangriff zeichnet sich durch eine hohe Datenrate
aus. Um einen solchen Angriff von normalen Nachrichten zu unterscheiden, könnte die Angriffs-
erkennung die Datenrate heranziehen. Die Messung der Datenrate wird allerdings durch Jitter,
also unterschiedliche Latenzzeiten von Nachrichten verfälscht, wie sie in allen Mix-basierten AN
auftreten. Daher kann alleine aufgrund der Zeitpunkte eingehender Nachrichten nicht zwischen
einem Überflutungsangriff und normalen Nachrichten unterschieden werden. Wird ein Überflu-
tungsangriffen aufgrund von Jitter fälschlicherweise erkannt, werden die Nachrichten lediglich
verzögert, jedoch nicht verworfen.
• Die Kommunikation zwischen Klient und ZK ist frei von Jitter, z.B. mit einer Anony-
misierungstechnik, die keinen Jitter erzeugt, oder IP-basierter Kommunikation. Das DC-
Netz ermöglicht Sender-Anonymität mit planbarer Latenzzeit. In diesem Fall verformt die
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Abbildung 5.9.: Umformen eines Überflutungsangriffs über zwei Zugangskontrollknoten
Übertragung den Datenstrom nicht. Der Klient kann sicherstellen, dass der Datenstrom
konform zur Arrival Curve ist.
• Der Sender übermittelt dem ZK den gewünschten Zeitpunkt der Weiterleitung. Trifft eine
Nachricht zu früh ein, verzögert sie der ZK bis zum angegebenen Zeitpunkt. Nachrich-
ten, die wegen zu hoher Latenz zu spät eintreffen, werden verworfen. Es wird allerdings
zusätzlicher Speicherplatz benötigt.
• Die Zeit der Absendung wird von einer vertrauenswürdigen Instanz bestätigt. Die Domäne
0 einer Trusted Computing Base könnte dies realisieren [KKL+05].
Das Netzwerk Kalkül ermöglicht allerdings, einen eingehenden Datenstrom nach einer Arrival
Curve umzuformen. Der Netzdienst betrachtet bei der Bearbeitung lediglich die Reihenfolge
eingehender Nachrichten. Faire Zuteilung der Ressourcen des Netzdienstes wird erzielt, indem
Nachrichten eines Datenstroms mit hoher Senderate entsprechend verzögert werden (vgl. Ab-
schnitt 4.3).
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Abbildung 5.10.: Umformen mittels volumenbasierter Tickets
Intervall-basiertes Umformen. Abbildung 5.9 zeigt einen Überflutungsangriff, für den der
Angreifer zeitbeschränkte Tickets von zwei verschiedenen Zugangskontrollknoten erhalten hat.
Die zulässige Datenrate beträgt in diesem Beispiel vier Nachrichten pro Intervall. Da die zwei
Zugangskontrollknoten zwar unterschiedliche Tickets, aber mit identischen Pseudonymen erzeu-
gen, kann der RS den Datenstrom der betreffenden Nachrichten wiedererkennen. Die effektive
Datenrate ist zu hoch, daher wird der Datenstrom umgeformt. Nachdem vier Nachrichten aus-
geliefert worden sind, greift der Dropper ein und verwirft weitere Nachrichten. Gehen verspätete
Nachrichten für Intervall i ein, können diese ebenfalls mit der Arrival Curve umgeformt werden.
Der Nachrichtenstrom wird solange weiter umgeformt, bis die Zeitdauer TA+TS verstrichen ist.
Volumenbasiertes Umformen. Die Umformung eines Nachrichtenstroms basierend auf volu-
menbasierten Tickets geschieht analog. Es gibt jedoch kein Intervall, welches die Verkettbarkeit
von Nachrichten einschränkt. Stattdessen definiert die Arrival Curve die zulässige Senderate,
wobei TA = k · r, so dass die maximale Zahl verkettbarer Nachrichten zulässig ist. Der ZK stellt
zwar viele Tickets auf einmal aus, kennt aber dadurch das Nachrichtenvolumen des Klienten
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zu einem Empfänger. Fragt ein Klient viele Tickets für einen einzelnen Empfänger an, sollte
deren Gültigkeitsdauer verringert werden, um einen Überflutungsangriff mit gültigen Tickets zu
verhindern.
Im folgenden Beispiel wird angenommen, dass ein Angreifer eine große Zahl Tickets adressiert
an einen Netzdienst erhalten hat. Dies ermöglicht ihm, einen Überflutungsangriff durchzuführen.
Abbildung 5.10 illustriert das Umformen basierend auf der Verkettbarkeit der Nachrichten. Der
Rendezvous Shaper betrachtet einen Ausschnitt der Nachrichten, deren Ticket das Pseudonym
P ([6]) enthalten. Die hohe Nachrichtenrate des Klienten führt zum Verzögern der Nachrichten.
Die Abbildung zeigt ferner eine Fragmentierung, die aus den Parametern der Arrival Curve
entsteht. Sind Transaktionen auf mehrere Nachrichten verteilt, wird deren Ausführung verzögert,
da die Fragmente erst vollständig zusammengesetzt werden müssen. Die Wartezeit des Klienten
steigt dadurch an. Transaktionen eines richtlinienkonformen Klienten werden dadurch schneller
ausgeführt. Ein Angreifer kann die Unverkettbarkeit seiner Nachrichten nur sicherstellen, wenn
er jedes Pseudonym nur einmalig verwendet. Dazu müsste er allerdings viele Tickets verwerfen
und der ZK kann die Ausgabe neuer Tickets begrenzen.
Abbildung 5.11 zeigt einen Klienten, der Tickets mit dem Pseudonym P ([6]) von zwei verschie-
denen ZKs anfordert. Der RS stellt jedoch sicher, dass maximal k Nachrichten pro Pseudonym
zugestellt werden, die weiteren Nachrichten werden verworfen. Dies ist auch dann der Fall, wenn
der Klient das Ticket später einsetzt. Die Gültigkeitsdauer von Tickets muss daher auf die Zeit-
dauer der Sperrfrist TS abgestimmt werden.
5.5. Zusammenfassung
Die Kerberos-verwandte Architektur realisiert eine Trennung zwischen Zugangskontrolle und
dem Zugang zum Netzdienst. Mittels Pseudonymen wird Verkettbarkeit anonymer Nachrich-
ten ermöglicht, wobei der Klient die Kontrolle über das verwendete Pseudonym behält. Ein
Überflutungsangriff besteht aus vielen Nachrichten eines Senders in kurzer Zeit, die daher über
das identische Pseudonym verkettbar werden. Die Architektur erzwingt gleichzeitig regelmäßige
Wechsel des Pseudonyms, um einer Profil-Erstellung durch viele Informationen vorzubeugen.
Integration in existierende Anonymisierungsnetze. Die Architektur lässt sich mit gerin-
gen Änderungen in vorhandene AN integrieren. Um die erweiterte Funktionalität eines Ren-
dezvous Shaper zu verwenden, muss die entsprechende Funktionalität von einzelnen Mixen an-
geboten werden. Wenn die Erreichbarkeit eines Netzdienstes gefährdet ist, können probeweise
einzelne RS aufgesetzt werden, beispielsweise innerhalb des TOR-Netzes. Ein Klient muss das
Protokoll nur dann beherrschen, wenn der gewünschte Netzdienst einer hohen Last ausgesetzt
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Abbildung 5.11.: Bekämpfung von Missbrauch volumenbasierter Tickets
ist.
Skalierbarkeit. Insgesamt besitzt die Ticket-Erstellung eine geringere Komplexität als die
Anonymisierung der Nachrichten selbst. Um eine Nachricht im AN auszuliefern, muss sie von
jedem Mix auf dem Anonymisierungspfad entschlüsselt werden und belegt dort Platz in der War-
teschlange. Durch die Übergabe von Nachrichten durch einen Rendezvous Punkt, hier der RS,
verdoppelt sich allerdings die Länge des Anonymisierungspfades, wodurch zusätzliche Verschlüs-
selungen anfallen. Für ein volumenbasiertes Ticket muss je Nachricht ein Ticket erzeugt werden,
wofür die Hashfunktion sowie die Gruppensignatur berechnet werden. Der Aufwand für die Er-
stellung eines Tickets ist damit geringer als der der anonymen Kommunikation. Zeitbeschränkte
Tickets müssen noch seltener erstellt werden, jedoch mindestens einmal pro Intervall, in dem
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eine Nachricht versendet wird. Außerdem wird die Erstellung von Tickets nur bei Netzdiensten
benötigt, die eine hohe Auslastung besitzen, d.h. deren Verfügbarkeit derzeit bedroht wird.
Angriffsprävention. Die Verfügbarkeit anonymer Kommunikation wird von zwei verschiede-
nen Angriffen bedroht. Überflutungsangriffe verschwenden Ressourcen, um die Verfügbarkeit
eines Netzdienstes gegenüber den berechtigten Klienten zu stören. Setzt ein Abwehrmechanis-
mus kontrollierte Unverkettbarkeit ein, kann dieser missbraucht werden, um die Anonymität von
Klienten zu beeinträchtigen.
Verfügbarkeit eines Netzdienstes. Angreifer können die Verfügbarkeit eines Netzdiens-
tes durch ressourcenintensive Anfragen auslasten. Der RS verhindert jedoch, dass ein Angreifer
die zulässige Zahl von Nachrichten eines Sender überschreitet, wenn a) der Angreifer Nachrich-
ten unter einer einzigen Identität sendet, b) der Angreifer die Identität des Netzdienstes nicht
kennt und c) der Angreifer nicht in den Besitz gültiger Tickets mit abweichenden Pseudonymen
gelangt. Sind diese Annahmen erfüllt, schützt der RS die Verfügbarkeit des Netzdienstes, in-
dem die verkettbaren Datenströme umgeformt werden. Um Netzdienste vor infiltrierten ZKs zu
schützen, können zweifelhafte Tickets an den Verwalter der Gruppensignatur gesendet werden.
Sind alle Tickets von einem ZK erzeugt, kann dieser aus der Gruppe ausgeschlossen werden und
fortan keine gültigen Tickets mehr erzeugen.
Angriffe auf Anonymität. Während das AN die Unverkettbarkeit von Nachrichten ermög-
licht, kann diese durch die kontrollierte Unverkettbarkeit der Pseudonyme wieder aufgehoben
werden. Dies kann der Klient jedoch durch sein Sendeverhalten, konkreter die Nachrichtenra-
te bzw. verschiedene Kommunikationsbeziehungen, steuern. Daneben könnte ein Angreifer die
Ticketanforderungen belauschen und die Verbindung zu einem RS beobeachten. Kommuniziert
der Klient über anonyme Verbindungen, bleibt der Inhalt und die Kommunikationsbeziehung
vertraulich. Infiltriert der Angreifer die RS mehrere Netzdienste, könnte er die Aktivitäten eines
Senders aufgrund der Pseudonyme miteinander verketten und somit ein genaueres Profil erhal-
ten. Diesem wird vorgebeugt, indem Pseudonyme für verschiedene Netzdienste grundsätzlich
unverkettbar sind. Infiltriert ein Angreifer sowohl ZKs als auch RS, könnte er das vom ZK er-
stellte Pseudonym zum RS verfolgen. Findet er heraus für welchen Netzdienst der RS verwendet
wird, kann er mit der Identität, die dem ZK bekannt ist, die Kommunikationsbeziehung zwi-
schen Sender und Netzdienst aufheben. Dies ist für einen teilweise präsenten, aktiven Angreifer
jedoch unwahrscheinlich, solange viele ZKs und RS angeboten werden.
Erkennung verteilter Überflutungsangriffe. Ein verteilter Überflutungsangriff geht von
mehreren Identitäten aus, um die Unverkettbarkeit der Nachrichten sicherzustellen. Die An-
griffserkennung muss dafür die Menge der Angreifer identifizieren. Dazu müssen Zusammen-
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hänge zwischen Nachrichten verschiedener Identitäten erfasst werden. Um dies mit wechselnden
Pseudonymen sicherzustellen, ist bedingte Anonymität notwendig.
Aufhebung durch unabhängige Instanz. Falls die Zuordnung zwischen Pseudonym und
Identität aufbewahrt wird, könnte ein RS verdächtige Tickets an die unabhängige Instanz über-
geben. Die Instanz kann deren Anonymität aufdecken und Verdächtige erfassen, die Ressourcen
des Netzdienstes über mehrere Zeitintervalle belegt haben. Bei einem eindeutigen Missbrauch
könnte der jeweilige Account gesperrt werden. Der RS kann jedoch nicht differenzieren, von
welchem Klienten ein hohes Nachrichtenvolumen übermittelt wird. Es könnten für diese Zweck
weitere Credentials eingesetzt werden, die aber wieder das Risiko bergen, dass der RS den Kli-
enten identifizieren kann.
Die Erkennung kann allerdings erst im Nachhinein erfolgen, sobald ausreichend Daten über die
verteilten Angriffe vorliegen. Ein weiterer Nachteil ist der zusätzliche Aufwand für die Protokol-
lierung sowie die notwendige Kommunikation für die Aufhebung. Die Aufbewahrung der Zuord-
nungen und die damit mögliche Aufhebung der Anonymität bleibt damit als Ziel von Angreifern
bestehen. Insbesondere muss verhindert werden, dass nicht-stattgefundene Missbrauchsfälle zur
Aufhebung von Anonymität verwendet werden können. Authentizität der Nachricht sowie der
Sendezeitpunkt muss dafür vertrauenswürdig bestätigt werden. Dadurch werden zusätzliche Da-
ten erfasst und der Aufwand steigt. Daher sind datensparsame Verfahren vorzuziehen, wenn sie
einen widerstandsfähigen Betrieb ermöglichen.
Erkennung von Sybils durch soziale Netzwerke. Die Zahl ausgegebener Tickets für
einen RS könnte präventiv begrenzt werden. Dies setzt allerdings voraus, dass die ZKs sich unter-
einander koordinieren oder die Vergabe durch einen einzigen ZK erfolgt. Liegen diesem ZK mehr
Verbindungsanfragen vor, als gewährt werden können, muss der ZK entscheiden, welcher Klient
ein Ticket erhält. Dabei lassen sich Angreifer nicht von legitimen Teilnehmern unterscheiden.
Liegen eindeutige Pseudonyme innerhalb eines Zeitintervalls vor, kann innerhalb vom Intervall
eine hohe Senderdiversität erzielt werden.
Falls deren Eindeutigkeit nicht sichergestellt ist, kann sich der Netzdienst vor Anfragen durch
Sybils schützen. Das SybilGuard Project verwendet den Graph eines sozialen Netzwerks, um den
Einfluss von Sybil-Knoten zu begrenzen. Dabei wird eine Gruppe von Sybil-Knoten erkennbar,
a) wenn sie identische Nachbarn besitzen, b) wenn ihre Menge von Nachbarn sehr klein ist
oder c) wenn sie einen Cluster mit wenigen Nachbarn außerhalb des Clusters bilden [YKGF06,
YKGF08].
Weiter können graphentheoretische Maße verwendet werden, um probabilistisch die Unabhän-
gigkeit zwischen Identitäten zu beurteilen. Beispielsweise kann die Information beim Verbin-
dungsaufbau herangezogen werden [DLLKA05]. Dabei entsteht ein Graph, dessen Kanten den
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Einstiegspunkt eines Overlays angeben. Kennt ein Angreifer nur einen Einstiegspunkt, können
seine Sybils aufgrund der Nähe im Graphen erkannt und vermieden werden. Somit kann Sender-
diversität erlangt werden, indem benachbarte Knoten vorheriger Anfragen benachteiligt werden.
Daraus würde allerdings folgen, dass ein Angreifer die Verfügbarkeit eines Netzdienstes für seine
Nachbarn stören kann, indem er selbst Ressourcen belegt.
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Anonymisierungsnetzen
Dieses Kapitel führt eine Methodik ein, Zielkonflikte in Anonymisierungsnetzen (AN) struktu-
riert zu untersuchen. Dazu werden zunächst Lösungskonzepte der Spieltheorie vorgestellt. Diese
analyisieren mögliche Verläufe eines Spiels und filtern bestmögliche Strategien heraus. Dabei
wird rationales Verhalten aller Beteiligten zugrundegelegt. In Spielen können Zielkonflikte auf-
treten, die sich durch gegensätzliche Anforderungen auszeichnen. Sogenannte Dilemma-Spiele
entstehen aus Zielkonflikten und verschlechtern das Ergebnis rationalen Verhaltens. Dies trifft
auch auf AN zu und vermindert deren Widerstandsfähigkeit und den Grad an Anonymität.
Mittels Spieltheorie lassen sich AN modellieren, so dass das Systemverhalten bei bestehenden
Zielkonflikten bewertet werden kann. Dabei ist ein wichtiger Einflußfaktor die Einschätzung von
Anonymität aus der Perspektive von Teilnehmern. Ob ein AN dies ermöglicht, beeinträchtigt
die Entscheidungen der Spieler und damit das Systemverhalten.
6.1. Spieltheorie als Modellierungswerkzeug
Anwendbarkeit der Spieltheorie. Die Spieltheorie ist ein Teilgebiet der angewandten Ma-
thematik. Sie eignet sich zur Modellierung von Interdependenz, d.h. berücksichtigt Wechselwir-
kungen des Verhaltens.
Interdependenz bedeutet, dass die Auszahlung eines Spielers von den Strategien
anderer Spieler beeinflusst wird [SF96, Kapitel 5.2].
Inter-
dependenz
Aufgrund der großen Zustandsmengen und der Wechselwirkungen zwischen den Teilnehmern
eines AN, bietet sich die Spieltheorie zur Modellierung von AN an.
Weiter wird dabei Rationalität angenommen, d.h. das Spieler durch ihre Handlung die Aus-
zahlung beeinflussen können (vgl. Abschnitt 3.3). Spieltheoretische Modellierung eignet sich, um
Zielkonflikte auf verschiedenen Ebenen des AN zu studieren: Die Auswirkungen der Design-Phase
auf den Betrieb können untersucht werden, genauso wie Zielkonflikte zwischen Teilnehmern und
Angreifern. Grundlage jeglicher Betrachtung sind die Verhaltenspräferenzen der Spieler, die sich
an den Auszahlungsfunktionen festmachen lassen.
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Eine Verhaltensweise beschreibt ein vorhersagbares Muster, nachdem ein Spieler eine Strategie
auswählt. Dazu bewertet jeder Spieler seinen Nutzen verschiedener Spielausgänge. Die Spieltheo-
rie betrachtet, wie sich Verhaltensweisen der beteiligten Spieler miteinander auswirken. D.h. es
werden nicht nur Strategien eines einzelnen Spielers beurteilt, sondern das Verhalten des ge-
samten Systems in die Entscheidung miteinbezogen. Daher ist eine Methode notwendig, die das
Verhalten individueller Spieler modelliert und ihre Auswirkung auf das Systemverhalten erfasst.
Dies ermöglicht die Spieltheorie, indem sie die Strategiewahl der Spieler als rationalen Entschei-
dungsprozess modelliert.
Fähigkeiten. Ein Agent im AN verwendet zur Umsetzung von Zielen seine Fähigkeiten: ver-
fügbare Informationen über das AN, die Einschätzung der Verhaltensweisen der Mitspieler, seine
Menge möglicher Strategien und ihre Auswirkungen auf das AN und seinen eigenen Nutzen. Es
wird dabei unterschieden nach dem Informationsstand, den ein Spieler über die Interessen der an-
deren Spieler und deren gewählte Strategien besitzt. Im Kontext von AN wird ein Informations-
stand nicht alleine durch den sequentiellen Ablauf, sondern auch durch die Unbeobachtbarkeit,
d.h. das Verbergen von Informationen, vorgegeben.
Ziele. Lösungskonzepte betrachten den jeweiligen Profit der Spieler sowie verfügbare Informa-
tion über das Spiel. Bei den Lösungsverfahren wird analysiert, welche Fähigkeiten und Informa-
tionen den Teilnehmern zur Verfügung stehen und wie sie ihre Ziele damit umsetzen können.
Als Ziel in einem AN wird ein hoher Grad an Anonymität bei gleichzeitigem Schutz der Erreich-
barkeit betrachtet. Sekundär wird der Nachrichtendurchsatz und die Verlustrate berücksichtigt.
Komplexe Zielsetzung können zusätzlich eine Abwägung zwischen Kosten und erzieltem Nutzen
umfassen.
Neben dem natürlichen Zielkonflikt um den Grad der Anonymität und die Erreichbarkeit des AN,
gibt es zusätzlich Zielkonflikte zwischen den Teilnehmern unter sich. Beispielsweise befürworten
alle Teilnehmer einen hohen Grad an Anonymität, ihre Fähigkeit, sich an dem entstehenden
Aufwand zu beteiligen ist jedoch unterschiedlich ausgeprägt. Das Ziel eines Teilnehmers umfasst
u.a. die gewünschte Anonymität in Bezug auf ein bestimmtes Angreifermodell (vgl. Abschnitt
3.4). Mit zunehmender Komplexität des Angreifermodells steigen die Kosten hinreichender An-
onymisierungstechniken. Wenn jeder Teilnehmer die optimale Anonymisierungstechnik für sein
individuell gewähltes Angreifermodell einsetzt, einigen sich wenige Teilnehmer auf den gemein-
samen Betrieb. Dies verringert die Ununterscheidbarkeit. Es ist daher erforderlich, Zielkonflikte
aufzulösen, damit eine große Anonymitätsmenge entstehen kann.
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Anonymitätsmenge klein groß
Strategie
teilnehmen 2 4
nicht teilnehmen 3 1
Tabelle 6.1.: Profittabelle der Entscheidungstheorie
6.1.1. Entscheidungstheorie
Rationale Entscheidungen beziehen die Auswirkungen einer Handlung mit ein [BEG02, Kapitel
2]. Die Entscheidungstheorie modelliert Entscheidungen eines einzelnen Spielers [Lau07].
Die Strategiemenge definiert mögliche Strategien σi ∈ Σi eines Spielers [BEG02]. Strategie
Eine Strategie kann aus Handlungsanweisungen mit mehreren Aktionen oder einer einzelnen,
übergeordneten Handlungsanweisung bestehen, beispielsweise der Preisgrenze in einer Verhand-
lung.
Der Profit bezeichnet den Gewinn, der aus einer getroffenen Entscheidung für den
Spieler resultiert [Lau07].
Profit
Profit ist ein relatives Maß, das den Vergleich verschiedener Strategien miteinander ermöglicht.
Wenn der Profit nicht alleine von der gewählten Strategie sondern auch von Aspekten der Umwelt
abhängig ist, wird er auch Auszahlung genannt.
Bei rationaler Entscheidungsfindung wird der erwartete Profit zugrundegelegt, während der tat-
sächliche Umweltzustand dann zur endgültigen Auszahlung führt. In der Modellierung wird dazu
das Wissen über den Zustand der Umwelt berücksichtigt. Das stochastische Entscheidungsmo-
dell nimmt an, dass der Spieler die Eintrittswahrscheinlichkeiten der Umweltzustände kennt
und diese unveränderlich sind. Über den Erwartungswert der Strategien kann der Spieler die
stochastisch beste Strategie auswählen. Sind die Wahrscheinlichkeiten nicht bekannt, kann ei-
ne defensive Strategie gewählt werden, deren minimale Auszahlung die der anderen Strategien
übertrifft.
Um ein AN jedoch umfassend zu modellieren, muss Interdependenz berücksichtigt werden. Dies
erlaubt die Entscheidungstheorie allerdings nicht. Tabelle 6.1 stellt vereinfacht die Profite des
Spielers dar. Die Reihen entsprechen den Strategien des Spielers: teilnehmen bzw. nicht teilneh-
men, während die Spalten Gegebenheiten der Umwelt bezeichnen, hier die Größe der Anony-
mitätsmenge. Mit Hilfe der Tabelle ermittelt ein Spieler die Auszahlung seiner Strategie. Die
Auszahlung für Teilnahme ist nur dann hoch, wenn die Anonymitätsmenge groß ist, während
anderenfalls zwar die Betriebskosten anfallen, der Spieler jedoch keine ausreichende Anonymi-
tät erhält. Entscheidet sich der Spieler, nicht teilzunehmen, vermeidet er die Kosten, verzichtet
allerdings auf Anonymität. Die Entscheidungstheorie eignet sich daher nicht, Entscheidungen in
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Spieler 1: 
Designer
Spieler 2: 
Teilnehmer
Spieler 3: 
Angreifer
Effiziente Kodierung Robuste Kodierung
Teilnehmen Nicht Teilnehmen
Konform Stören
Teilnehmen Nicht Teilnehmen
Konform Stören Konform Stören Konform Stören
Abbildung 6.1.: Darstellung eines Spiels als Spielbaum
AN umfassend zu modellieren.
6.1.2. Spieltheorie
Die Spieltheorie modelliert Spiele durch eine weitgehend vollständige Situationsbeschreibung
[BEG02, Rie93, ABEA+06].
Spiel
Ein Spiel ist eine Entscheidungssituation, in der Spieler eigene Interessen verfolgen und
Interdependenz herrscht [Neu28].
Die Methodik der Spieltheorie ermöglicht, Interdependenz zu berücksichtigen. Dazu wird eine
Situation zunächst mit den Mitteln der Spieltheorie beschrieben und Ziele und Fähigkeiten der
Spieler modelliert.
Extensivform. Strategische Spiele können in Normalform und Extensivform dargestellt wer-
den.
Extensivform
Ein Spiel in Extensivform wird beschrieben durch den Spielbaum, die Spielermenge
sowie der Auszahlung der Spieler abhängig von dem erreichten Blatt des Spielbaums
[BEG02, Kapitel 3].
Ein Spielbaum besteht aus Knoten und Kanten (vgl. Abbildung 6.1). Der Wurzelknoten markiert
den Spielbeginn. Knoten am Ende des Baumes, markieren Endzustände einer Spielrunde. Alle
Knoten außer diesen Blättern sind Entscheidungsknoten, d.h. ein Spieler beeinflusst, mit welchem
Zweig das Spiel fortgesetzt wird. Die Position im Spielbaum drückt aus, welche Information ein
Spieler zur Verfügung hat. Die verwendeten Äste auf dem Weg zum Wurzelknoten sind bisher
festgelegte Strategien.
Den Spielbaum eines AN zeigt Abbildung 6.1. Die extensive Form bildet den sequentiellen Ablauf
ab. Ein Teilnehmer kennt die Strategie des Designers, nicht jedoch des Angreifers. Der Angreifer
kennt die Strategie sowohl des Designers als auch der Teilnehmer. Der Designer kann dagegen
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Gefangenendilemma Kooperieren Defektieren
Kooperieren (3, 3) (0, 5)
Defektieren (5, 0) (1, 1)
Tabelle 6.2.: Gefangenendilemma in Normalform
nicht berücksichtigen, wie sich Teilnehmer und Angreifer verhalten, da diese erst nach ihm
agieren. Dieses Beispiel wird in Kapitel 7 detailliert erläutert.
Normalform.
Ein Spiel in Normalform wird durch ein (2n + 1) Tupel
G = (Σ1, . . . ,Σn,H1, . . . ,Hn, I) beschrieben. Dabei sei I = {1..n}, n ∈ ℕ die Menge
der Spieler, Σi die endliche Menge reiner Strategien von Spieler i und
Hi : Σ1 × · · · × Σn → ℝ dessen Auszahlungsfunktion [BEG02, Kapitel 6.1].
Normalform
Aus der Normalform geht die Reihenfolge der Spieler nicht hervor, kann allerdings zusätzlich
angegeben werden.
In nicht-kooperativen Spielen entscheiden die Spieler unabhängig voneinander unter
Einbezug vollständiger Information [Rie93, Kapitel 2.3].
nicht-
kooperatives
Spiel
In nicht-kooperativen Spielen agieren die Spieler gleichzeitig, d.h. kein Spieler kennt die Strategie
seiner Mitspieler im voraus. Vollständige Information bedeutet, dass sie die Nutzenfunktion ihrer
Mitspieler kennen. Tabelle 6.2 die Auszahlungswerte einen Spiels namens das Gefangenendilem-
ma [Kuh07] dar, welches in Abschnitt 6.2 ausführlich eingeführt wird. Jede Zeile der Tabelle gibt
eine Strategie σ1 des ersten Spielers an, während die Spalte zur Strategie σ2 des zweiten Spielers
korrespondiert. Das Tupel im Feld gibt die Auszahlung der beiden Spieler unter dem jeweiligen
Spielausgang an (H1(σ1, σ2),H2(σ1, σ2)).
Auszahlung.
Ein Strategievektor bezeichnet ein Strategie-Tupel σ = (σ1, . . . , σn) mit σi ∈ Σi. Strategievektor
Der Strategieraum bezeichnet die Menge möglicher Strategievektoren:
Σ = Σ1 × · · · × Σn.
Strategieraum
Aus der Perspektive des Spielers i läßt sich der Strategievektor folgendermassen aufteilen:
σ = (σi, σ−i), wobei σi die Strategie des Spieler i ist und σ−i = (σ1, . . . , σi−1, σi+1, . . . , σn) der
Strategievektor der Mitspieler. Analog wird der Strategieraum aufgespannt durch Σ = (Σi,Σ−i)
mit Σ−i = Σ1 × · · · × Σi−1 × Σi+1 × · · · × Σn.
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Auszahlung
Die Auszahlung ist eine vom Strategievektor abhängige Funktion
Hi : Σ→ ℝ, (σ1, . . . , σn)→ ℝ
Eine Auszahlungsfunktion Hi gibt an, welche Auszahlung ein Spieler abhängig vom Strategie-
vektor einer Runde erhält. Das Ziel strategischer Spieler ist, ihre Auszahlung zu maximieren.
Nullsummen-
spiel
In einem Nullsummenspiel ist die Summe der Auszahlungen immer Null:
∀σ ∈ Σ :
n∑
i=1
Hi(σ) = 0
Im Nullsummenspielen sind die Auszahlungsfunktionen direkt miteinander gekoppelt. Typischer-
weise werden Zwei-Personen Nullsummenspiele betrachtet, bei denen der Gewinn eines Spielers
zum Verlust seines Mitspielers führt.
Rationalität. Kennt ein Spieler i den Strategievektor seiner Mitspieler σ−i, kann er durch die
Wahl seiner eigenen Strategie σi seine Auszahlung Hi(σi, σ−i) bestimmen. In diesem Fall ist der
Spieler in der Lage, die maximale Auszahlung – unter den festen Mitspieler-Strategien σ−i – zu
erreichen. Der Spieler kann dies rational erreichen, also durch logisches Handeln, indem er seine
Strategiemenge durchsucht.
rationales Han-
deln
Ein Spieler handelt rational, wenn er eine auszahlungsmaximale Strategie wählt [Rie93,
Seite 160 und 219].
Ob das rationale Handeln eines Spielers eindeutig bestimmt ist, hängt von dessen Auszahlungs-
funktion ab. Sei Ri(σ−i) = {x ∈ σi | ∀y ∈ Σi : Hi(x, σ−i) ≥ Hi(y, σ−i)} die Menge aller
auszahlungsmaximalen Strategien. Ist Ri(σ−i) einelementig für die Mitspieler-Strategien σ−i, ist
das Verhalten eines rationalen Spielers eindeutig festgelegt.
perfekte Ratio-
nalität
Perfekte Rationalität liegt vor, wenn alle Spieler rational handeln [Rie93, Wikb].
Perfekte Rationalität bedeutet, dass jeder Spieler bei der Strategiewahl berücksichtigt, dass auch
seine Mitspieler rational handeln.
Einige der Lösungskonzepte in Abschnitt 6.1.3 legen perfekte Rationalität zugrunde. Dazu ist
allerdings eine kompakte, konvexe Strategiemenge erforderlich. Perfekte Rationalität wird be-
hindert, wenn die Untersuchung sämtlicher Strategien die Ressourcen eines Spielers übersteigen
oder das Wissen über die vorliegende Situation unvollständig ist.
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Wahrscheinlichkeit Strategie 2
pi1=0
pi2=1
pi1=1
pi2=0
Wahrscheinlichkeit 
Strategie 1
Gemischte 
Strategien
Si
Abbildung 6.2.: Menge gemischter Strategien eines Spielers bei zwei reinen Strategien
Wiederholte Spiele. Die Spieltheorie unterscheidet Spiele nach der Art der Wiederholung.
Ein iteriertes Spiel ist ein unendlich wiederholtes Spiel [BEG02]. iteriertes Spiel
In Ein-Runden Spielen wird lediglich eine einzige Runde gespielt. Die Lösung eines Spielers
besteht aus einer einzelnen, reinen Strategie σi ∈ Σi. In wiederholten Spielen werden dagegen
viele Runden gespielt, wobei Teilnehmer ausgehend von der Lösung in jeder Runde eine Strategie
festlegen (vgl. Abbildung 6.3).
Gemischte Strategien.
Sei m = |Σi| und
∑m
j=1 pij = 1. Eine gemischte Strategie si = (pi1, . . . , pim) definiert
die Wahrscheinlichkeiten pij mit denen Spieler i eine Strategie σij wählt, wobei
{σi1, . . . , σimi} = Σi.
gemischte
Strategie
Ein Spieler i besitzt folgende gemischte Strategien:
Si = {(pi1, . . . , pim) | pij ∈ ℝ
+,
m∑
j=1
pij = 1}
Menge
gemischter
Strategien
Während die Menge reiner Strategien Σi endlich ist, besitzt eine gemischte Strategiemenge Si
unendlich viele Möglichkeiten. Die Menge gemischter Strategien mit zwei reinen Strategien ist in
Abbildung 6.2 dargestellt, wobei jeder Punkt der Geraden eine gemischte Strategie von Spieler
i darstellt. Die reine Strategie σi1 entspricht damit der gemischten Strategie s = (1, 0), bzw. σi2
wird durch s = (0, 1) repräsentiert. Für m Strategien eines Spielers i sind die reinen Strategien:
{(pi1, . . . , pim) ∈ Si | ∃j ∈ 1 . . . m, pij = 1}
Genauso wie in Ein-Runden Spielen werden in iterierten Spielen Strategievektoren und ihre
Zerlegung betrachtet.
Ein gemischter Strategievektor bezeichnet ein Strategie-Tupel s = (s1, . . . , sn) mit
si ∈ Si, i ∈ I aus der Menge möglicher Strategien.
Strategievektor
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Strategieraum
Der Strategieraum gemischter Strategien bezeichnet die Menge der Strategievektoren
S = S1 × · · · × Sn.
Ein Strategievektor kann wiederum zerlegt werden in die Strategie eines Spielers i und seiner
Mitspieler: s = (si, s−i), wobei s−i = (s1, . . . , si−1, si+1, . . . s|Si|). Analog gilt für den Strategie-
raum: S = (Si, S−i) mit S−i = (S1, . . . , Si−1, Si+1, . . . , Sn).
Wegen der nicht abzählbaren Menge gemischter Strategien, kann die optimale Lösung eines
Spiels nicht mehr durch Ausprobieren aller Möglichkeiten ermittelt werden. Daher richten sich
Lösungskonzepte für iterative Spiele nach der Struktur der Auszahlungsfunktionen, um optimale
Lösungen zu identifizieren. Hat ein Spieler i eines iterativen Spiels lediglich zwei Strategien
Σi = (σi1, σi2) zur Auswahl, bezeichnet Si := {(σ, (1 − σ)) |σ ∈ [0, 1]} die Strategiemenge.
Erwartungswert der Auszahlung. Die Auszahlung in einem iterierten Spiel ist vergleichbar
mit einem Stichproben-Experiment, da die Spieler für jede gespielte Runde eine reine Strategie
gemäß der Wahrscheinlichkeitsverteilung annehmen. Der Erwartungswert einer Auszahlung kann
daher aus den Wahrscheinlichkeitsverteilungen der gemischten Strategien berechnet werden. Ge-
geben ist der Strategievektor aus gemischten Strategien s = (s1, . . . , sn) und den Wahrschein-
lichkeitsverteilungen pij , i ∈ 1..n, j ∈ 1..mi mit mi = |Σi|. Dann beträgt der Erwartungswert der
Auszahlung ui(s) eines Spielers i:
ui(s) :=
m1∑
j1=1
· · ·
mn∑
jn=1
p1j1 · · · · · pnjn ·Hi(σ1j1 , . . . , σnjn) (6.1)
Sind alle Strategien rein, vereinfacht sich die Formel zu einem einzigen Auszahlungswert, an-
dernfalls ergibt sich eine Linearkombination von Auszahlungswerten.
6.1.3. Lösungskonzepte
Dieser Abschnitt skizziert, wie ein Spieler seine Strategie auswählt. Dabei kann dieser die resul-
tierende Auszahlung abhängig von seinem Wissen über die Umweltbedingungen bzw. Lösungen
der Mitspieler berücksichtigen. Die Spieltheorie hat Methoden entwickelt, die Strategiewahl an-
hand von Regeln zu formalisieren.
Lösung
Eine Lösung eines Spiels bezeichnet eine Menge von Strategien, die von einem Spieler
im Hinblick auf die Zielsetzung und abhängig von der Spiel-Situation gewählt werden
[Rie93, Seite 19].
Lösungs-
konzept
Ein Lösungskonzept ist eine Anweisung zum Ermitteln einer Lösung bezogen auf eine
eingeschränkte Klasse verwandter Spiele [Rie93, Seite 19].
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Gemischte 
Strategie
Strategie
Klassen-
Beschreibung
Auszahlungs-
Funktionen
Wahrnehmung
Profit
Zufall
RundeSpielKlasse
Lösung
Lösungskonzept
Dominanz
Nash GGW
Minimax
Ergebnis
Strategie-
vektor
Abbildung 6.3.: Vom Lösungskonzept zur Strategie
Ein Lösungskonzept beschreibt einen Weg, aus den Auszahlungsfunktionen eine Lösung zu be-
stimmen. Abbildung 6.3 beschreibt die notwendigen Schritte, um ausgehend von einer Klassen-
beschreibung eine konkrete Handlung abzuleiten. Lösungskonzepte beziehen sich jeweils auf die
beste Strategie eines Spielers und sind unter bestimmten Voraussetzungen einsetzbar, die aus der
Klassenbeschreibung hervorgehen. Eigenschaften der Klasse sind z.B. die Symmetrie der Aus-
zahlungsfunktionen, die Existenz von Dilemma-Situationen, stetige Auszahlungsfunktionen und
kompakte, konvexe Strategiemengen. Erst mit den eigentlichen Auszahlungswerten kann eine
Lösung für ein Spiel ermittelt werden. Die Lösung muss die Fähigkeiten des ausführenden Spie-
lers berücksichtigen, beispielsweise ob die Strategien der Mitspieler bekannt sind. Eine spezielle
Lösung ist die gemischte Strategie, da sie bei unvollständiger Information und ohne zusätzli-
che Information eingesetzt werden kann. Innerhalb einer Runde bestimmen die Strategien aller
Spieler den Strategievektor und damit die resultierende Auszahlung.
Eine Strategie sˆi ∈ Si des Spielers i heißt beste Antwort auf den Strategievektor
s−i ∈ S−i, genau dann wenn
∀si ∈ Si : ui(sˆi, s−i) ≥ ui(si, s−i)
beste Antwort
Es können mehrere beste Antworten für einen Spieler gleichzeitig existieren. Lösungskonzepte
identifizieren beste Antworten, da diese die Auszahlung des Spielers maximieren.
Ein Strategievektor sˆ ∈ S heißt bester Strategievektor, genau dann wenn
∀s ∈ S : ||sˆ|| ≥ ||s||, mit ||(s)|| =
1
n
n∑
i=1
ui(s)
bester
Strategievektor
Die Lösungskonzepte der Spieltheorie betrachten Spiele jedoch aus der Perspektive einzelner
Spieler statt aus der systemübergreifenden Perspektive. Dies entspricht dem rationalen Handeln
egoistischer Spieler mit eingeschränkter Sicht auf das System. Dadurch kann nicht sichergestellt
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werden, dass beste Strategievektoren erreicht werden.
Dominanz.
dominante
Strategie
Die Strategie sˆi ∈ Si dominiert eine Strategie si ∈ Si, genau dann wenn sie bei
beliebigen Strategievektoren s−i ∈ S−i der Mitspieler eine mindestens genauso hohe
Auszahlung ergibt und in einer Situation eine höhere Auszahlung ergibt.
(i) ∀s−i ∈ S−i : ui(sˆi, s−i) ≥ ui(si, s−i)
(ii) ∃s−i ∈ S−i : ui(sˆi, s−i) > ui(si, s−i)
Eine Strategie sˆi ∈ Si heißt dominant, wenn sie die anderen Strategien Si \ {sˆi} des
Spielers i dominiert.
Dominanz kann als Lösungskonzept für Spieler eingesetzt werden, deren Auszahlungsfunktion
die notwendigen Voraussetzungen erfüllt.
streng domi-
nante Strategie
Eine Strategie sˆi ist streng dominant, falls sie eine höhere Auszahlung erzielt als andere
Strategien:
∀si ∈ Si, ∀s−i ∈ S−i : ui(sˆi, s−i) > ui(si, s−i)
Dominanz vergleicht Strategien mittels der Auszahlungen. Wird eine Strategie s von einer an-
deren Strategie sˆ dominiert, kann s als Kandidat während der Strategiewahl eliminiert werden.
Existiert in einem Spiel eine dominante Strategie, muss ein rationaler Spieler diese wählen. Exis-
tieren nicht für alle Spieler dominante Strategien, müssen andere Lösungskonzepte herangezogen
werden.
Maximinimierer.
Maximin-
Strategie
Sei G = ((Si)i=1..n, (ui)i=1..n, {1, . . . , n}) ein Nullsummenspiel mit gemischten
Strategien. sˆi heißt Maximin-Strategie des Spielers i in G, falls
∀si ∈ Si : min
s−i∈S−i
ui(sˆi, s−i) ≥ min
s−i∈S−i
ui(si, s−i)
Die Maximin-Strategie sucht diejenige Strategie aus, bei der der geringste Verlust der Auszah-
lung zu erwarten ist. Basierend auf seinen eigenen Auszahlungswerten wählt der Spieler eine
Strategie, wobei die untere Schranke der Auszahlung garantiert wird. Es wird allerdings nicht
miteinbezogen, wie sich Mitspieler verhalten könnten, z.B. ob bestimmte Strategien bei ratio-
nalen Mitspielern nicht auftreten können. Maximinimierer realisieren eine defensive Strategie,
wenn Zielkonflikte aufgrund des Nullsummenspiels bestehen [Neb05, Kapitel 2]. Zielkonflikte kön-
nen jedoch auch außerhalb von Nullsummenspielen bestehen, beispielsweise bei unvollständigem
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Wissen, d.h. wenn die Auszahlungsfunktion der Mitspieler unbekannt ist. Sofern Information
über das Verhalten anderer Spieler vorhanden ist, kann dessen Berücksichtigung die Auszahlung
erhöhen. Die Maximinimierer-Strategie kann die durchschnittliche Auszahlung nicht erhöhen,
sondern lediglich Verluste verhindern, falls die Mitspieler feindlich agieren. Dies unterscheidet
sie vom Nash-Gleichgewicht.
Nash-Gleichgewicht. Statt bei der Strategiewahl nur die Auszahlungsfunktionen eines Spie-
lers zu betrachten, basiert der folgende Ansatz auf einer ganzheitlichen Sicht eines Spiels.
Ein Strategievektor sˆ heißt Nash-Gleichgewicht (GGW), genau dann wenn [Nas50]
∀i ∈ I,∀si ∈ Si : ui(sˆi, sˆ−i) ≥ ui(si, sˆ−i)
Nash-
Gleichgewicht
Ausgehend von einem Nash-GGW kann kein Spieler alleine seine Auszahlung erhöhen, indem
er von der Strategie sˆi abweicht. Ein Nash-GGW muss jedoch nicht notwendigerweise ein bes-
ter Strategievektor sein. In einem Spiel können null, eins oder mehrere Nash-Gleichgewichte
existieren.
Gegeben sei ein Spiel G in Normalform. G besitzt mindestens ein Nash-GGW, wenn für
alle Spieler i ∈ I gilt [BEG02, Satz 2.3, Seite 39]:
a) Σi ist eine kompakte und konvexe Teilmenge eines endlichdimensionalen
Euklidischen Raumes,
b) Hi : Σ→ ℝ ist stetig und
c) ∀σ−i : Hi( · , σ−i) : Σi → ℝ ist quasi-konkav in σi.
Existenz
von Nash-
Gleichgewichten
Für gemischte Strategien ist Bedingung a) erfüllt [BEG02, Satz 2.4, Seite 40], da aus der end-
lichen Menge der Spieler endliche Strategiemenge vorliegen. Ferner sind alle Wahrscheinlich-
keitsverteilungen kompakt und konkav, da aus dem Intervall [0, 1] ⊂ ℝ [BEG02, Anhang B].
Die Stetigkeit der Auszahlungsfunktionen ist keine starke Einschränkung der Gültigkeit. In den
später betrachteten Fällen sind diese sogar linear. Aus der Quasi-Eigenschaft quasi-konkav folgt,
dass die Menge bester Antworten konvex ist. Dies erfüllt die Voraussetzung für die Anwendung
des Kakutani’schen Fixpunktsatzes [BEG02, Anhang C].
Unter perfekter Rationalität resultiert ein Spiel in einem Nash-Gleichgewicht, falls ein solches
existiert, eindeutig ist und von den Spielern gefunden werden kann. Würde ein Spieler nicht
eine auszahlungsmaximale Strategie wählen, würde er dadurch seine Auszahlung verringern, al-
so gegen rationales Handeln verstoßen. Diese Eigenschaft ermöglicht Spielern, das Verhalten
rationaler Mitspieler vorherzusehen und in der eigenen Strategiewahl mit zu berücksichtigen.
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Spieler 1: 
Designer
Spieler 2: 
Teilnehmer
Spieler 3: 
Angreifer
Effiziente Kodierung Robuste Kodierung
Teilnehmen Nicht Teilnehmen
Konform Stören Konform Stören Konform Stören Konform Stören
Teilnehmen Nicht Teilnehmen
Abbildung 6.4.: Extensivform unter Angabe der Informationsmengen
Bei einem eindeutigen Nash-GGW kann jeder Spieler die Strategie mit der maximalen Auszah-
lung bestimmen. Ein Spiel unter rationalen Spielern mündet daher in einem der vorhergesagten
Strategievektoren.
Aus den Strategievektoren kann nicht-vereinbarte Kooperation erfolgen. Diese ist allerdings nicht
beabsichtigt, sondern lediglich die Folge egoistischer Verhaltensweisen (vgl. Abschnitt 6.3).
6.1.4. Informationsstände
Informationsstände beschreiben das Wissen, das ein Spieler einsetzen kann, um seine Strategie
auszuwählen. Dabei wird zwischen der Sichtbarkeit von Zügen und unvollständiger Information
unterschieden.
Informations-
menge
Eine Informationsmenge fasst die Entscheidungsknoten eines Spielers zusammen,
zwischen denen Mitspieler nicht unterscheiden können [Rie93, Kapitel 4.3.1].
Sind mehrere Entscheidungsknoten zu einer Informationsmenge zusammengefasst, kann nicht
zwischen den getroffenen Entscheidungen differenziert werden. Dies beschränkt den Informati-
onsstand der Mitspieler.
Perfekte Information.
perfekte Infor-
mation
In einem Spiel besteht perfekte Information, wenn alle Informationsmengen
einelementig sind [Rie93, Kapitel 4.3.1].
Einelementige Informationsmengen verdecken die gewählten Strategien der Mitspieler nicht, falls
diese relativ näher zum Wurzelknoten stehen. Ein Lösungskonzept kann perfekte Information
nutzen, um den in Frage kommenden Strategieraum einzugrenzen und durch Ausschluss von
Verhaltensweisen eine bessere Entscheidung treffen zu können.
Imperfekte Information.
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In einem Spiel mit imperfekter Information gibt es eine Informationsmenge mit zwei
oder mehreren Entscheidungsknoten [Rie93, Kapitel 4.3.1].
imperfekte
Information
Demnach ist imperfekte Information eine Eigenschaft eines Spiels. Die verfügbare Information
eines Spielers wird zusätzlich durch die Zugreihenfolge eingeschränkt, d.h. ein Spieler nimmt nur
Informationsmengen war, die im Spielbaum oberhalb seiner Position stehen. Der Spielbaum in
Abbildung 6.4 kennzeichnet Informationsmengen durch eine gestrichelte Verbindungslinie. Im
Beispiel kann Spieler 3 also nicht unterscheiden, welche Strategie Spieler 2 gewählt hat, die ge-
wählte Strategie von Spieler 1 ist allerdings sichtbar. Der Mitspieler kann lediglich feststellen,
aus welchen Informationsmenge eine Strategie gewählt wurde, nicht jedoch welche (vgl. Ent-
scheidungstheorie).
In der Anwendung in AN treten sowohl perfekte als auch imperfekte Information auf. Die Reihen-
folge von einer Design-Entscheidung zum späteren Betrieb des AN weist bereits auf eine zeitliche
Ordnung, also imperfekte Information, hin. Die Teilnehmer kennen dabei die Entscheidung des
Designers und können dies bei ihrer Strategiewahl einbeziehen.
Vollständige Information. Wenn alle Spieler gleichzeitig agieren, sind die gewählten Strate-
gien in keinem Fall im Vorhinein bekannt. Dies wird im Begriff der vollständigen Information
berücksichtigt.
In einem Spiel herrscht vollständige Information, wenn die Auszahlungsfunktionen aller
Mitspieler bekannt sind [Rie93, Kapitel 4.3.5].
vollständige
Information
Vollständige Information ist die Voraussetzung für perfekte Rationalität. Unter der Annahme,
dass alle Spieler rational handeln und die Auszahlungsfunktionen stetig sind, kann die Menge
auszahlungsmaximaler Strategien Ri(s−i) bestimmt werden. Diese ermöglicht dem Spieler eine
Strategie mit maximaler Auszahlung zu finden.
Unvollständige Information.
Ein Spieler besitzt unvollständige Information über die Spiel-Situation, falls er nicht
alle Auszahlungsfunktionen seiner Mitspieler kennt [Rie93, Kapitel 4.3.5].
unvollständige
Information
Bei unvollständigem Wissen ist mindestens die Auszahlungsfunktion eines Spielers unbekannt.
Unvollständiges Wissen begrenzt die einsetzbaren Lösungsmechanismen, beispielsweise kann der
Spieler mit unvollständigem Wissen die Nash-Gleichgewichte nicht mehr ermitteln.
Unvollständige Information ist hilfreich zur Modellierung von Angriffen, da die Verhaltensweise
von Angreifern häufig nicht bekannt ist. Wäre bekannt, über welche Schwachstelle Angreifer
das System angreifen, könnte dies im Vorfeld abgesichert werden. Das spieltheoretische Modell
ermöglicht jedoch, mögliche Verhaltensweisen von Angreifern sowie deren Auswirkungen zu er-
fassen. Dann eigenen sich defensive Lösungskonzepte, beispielsweise der Maximinimierer. Dies
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kann den Verlust an Auszahlung auch dann begrenzen, wenn der Angreifer anschließend mit
perfekter Information handelt.
6.2. Dilemma-Spiele
Das Ziel der Spieltheorie ist, mit rationalem Verhalten den Erwartungswert der Auszahlung zu er-
höhen. Die Lösungskonzepte der Spieltheorie basieren auf der Annahme, dass sich die Auszahlung
erhöhen lässt, wenn alle Spieler rational handeln. Diese Grundannahme ist in Dilemma-Spielen
verletzt.
Dilemma
Ein nicht-kooperatives Spiel heißt Dilemma, genau dann wenn
a) jeder Spieler durch egoistisches, nicht-kooperatives Handeln seine Auszahlung
erhöhen kann und
b) eine kooperative Lösung die Auszahlung gegenüber egoistischem Verhalten erhöhen
würde [Wika].
Diese Arbeit verwendet einheitlich den Begriff Dilemma, unabhängig davon, wieviele Wahlmög-
lichkeiten zu berücksichtigen sind. Dieser Abschnitt untersucht Vorbedingungen, unter denen
Zielkonflikte zu einem Dilemma führen. Stellvertretend für Zielkonflikte in AN untersuchen
wir zunächst Zwei-Personen Dilemma-Spiele. Anschließend werden die Erkenntnisse auf Drei-
Personen Spiele angewendet. Zielkonflikte zwischen den Spielern lassen sich i.d.R. nicht besei-
tigen, aber das Spiel kann in einer Weise beeinflusst werden, so dass ausgewählte Spieler ihre
Auszahlung erhöhen können. In dieser Weise kann der Designer das Spiel beeinflussen, um den
Nutzen für ihn und die Teilnehmer zu erhöhen, während der Nutzen für einen Angreifer sinkt.
Gefangenendilemma. Ein häufig zitiertes Anwendungsbeispiel für Zielkonflikte ist das Ge-
fangenendilemma (GD) [Kuh07]. Das Dilemma wird wie folgt motiviert.
Zwei Kriminelle haben gemeinsam ein Verbrechen verübt. Als die Polizei sie fasst,
reichen die Beweise nicht aus, ihnen das eigentliche Verbrechen anzulasten, wohl aber
kleinere Straftaten. Die Polizei isoliert die beiden Verdächtigten voneinander und be-
fragt sie. Streiten beide Verdächtige das Verbrechen ab, müssen sie nur eine geringe
Strafe absitzen. Allerdings wird beiden Verdächtigen die Kronzeugen-Regelung vor-
geschlagen, bei der einer völlig straffrei ausgeht, wenn er seinen Komplizen belastet.
Belasten sich dagegen die beiden Verdächtigen gegenseitig, greift die Kronzeugen-
Regelung nicht und beide Täter werden hoch bestraft [The97].
Beim GD liegt wegen der Isolation beim Verhör ein nicht-kooperatives Spiel vor. Die Spieler
haben vollständiges Wissen über die Auszahlungsfunktion ihres Mitspielers, aber imperfektes
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Wissen, da keiner die Entscheidung des anderen Spielers einsehen kann. Die Auszahlungswerte
sind symmetrisch (vgl. Tabelle 6.2).
Iteriertes Gefangenendilemma. Während im GD das Optimierungsziel in einer einzelnen
Runde erreicht werden soll, ist in wiederholten Spielen ein anderes Lösungskonzept notwendig.
Das iterierte Gefangendilemma (IGD) ist analog zum GD definiert, allerdings in einem iterierten
Spiel. Die Spieler können also nicht nur reine Strategien wählen (was im Defektieren resultiert),
sondern können auch komplexere Lösungen entwickeln.
Das optimale Verhalten verlässt dabei die perfekte Rationalität, da die Wahl einer auszah-
lungsmaximalen Strategie verhindert, dass die Auszahlung aller Spieler erhöht wird. Eine Al-
ternative sind Verhaltenssequenzen, wie sie beispielsweise in einem Wettbewerb zwischen zwei
Spielern untersucht wurden [Axe84]. Beispiele für solche Verhaltenssequenzen sind Tit-for-Tat,
wobei ein Spieler den vergangenen Zug des Mitspielers wiederholt (vgl. Abschnitt 3.3). Dies
kann im IGD zu alternierenden Zuständen zwischen s(2j)i = (0, 1) und s
(2j+1)
i = (1, 0) führen,
wodurch die mittlere Auszahlung erhöht wird. Mit den Werten aus Tabelle 6.2 steigt der mitt-
lere Auszahlungswert von 1 auf 2.5, falls beide Teilnehmer alternierend Tit-for-Tat spielen. Die
Studie verschiedener Verhaltenssequenzen gegeneinander resultiert in den Empfehlungen einer
guten Strategie [Axe84, BDM96]. Demnach soll eine gute Verhaltenssequenz: a) nicht als erstes
defektieren, b) Defektieren des Mitspielers nicht unbeantwortet lassen, c) nach dem Zurück-
schlagen wieder Kooperation ermöglichen und d) das eigene Verhalten durchschaubar machen
[The97]. Tritt ein Tit-for-Tat Spieler gegen eine periodische Verhaltenssequenz, beispielsweise
s
(3j)
i = (0, 1), s
(3j+1)
i = (0, 1), s
(3j+2)
i = (1, 0) an, erreicht die mittlere Auszahlung beider Spieler
sogar 83 . Der Erfolg der Verhaltenssequenz beruht jedoch auf den Annahmen über das Verhalten
des Mitspielers.
Diese Ergebnisse haben daher keine Relevanz für AN, da hier keine Wahrnehmung der gespielten
Strategie besteht und diese würde möglicherweise die Anonymität beeinträchtigen. Es besteht
daher weder perfektes Wissen noch eine Erinnerung an vorherige Runden. Zusätzlich kann nicht
grundsätzlich von der Bereitschaft zur Kooperation ausgegangen werden, etwa wenn ein Angrei-
fer im AN teilnimmt. Dieser wird auch sein Verhalten nicht offen legen. Ohne Kontextwissen über
andere Spieler im AN muss daher auf interaktives Verhalten verzichtet werden. Statt dessen kön-
nen allerdings gemischte Strategien, also Wahrscheinlichkeitsverteilungen gespielt werden (vgl.
Abbildung 6.3). Eine gemischte Strategie kann Zielkonflikte dadurch lösen, indem ein eindeutiges
Nash-GGW eine Kompromissstrategie mit hoher Auszahlung ermöglicht.
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6.2.1. Einsatz von Lösungskonzepten
Im Folgenden betrachten wir ein Lösungskonzept für vollständige Information in nicht-
kooperativen Spielen, d.h. die Auszahlungsfunktionen der Mitspieler sind bekannt, nicht jedoch
ihre gewählte Strategie. Das Ziel des Lösungskonzepts ist, mittels vollständiger Information und
rationalem Verhalten das Gleichgewicht zwischen den Interessen der Teilnehmer zu wahren.
spiel-
theoretischer
Zielkonflikt
Ein Zielkonflikt zwischen Spielern besteht, wenn mindestens ein Spieler keine
dominante Strategie besitzt.
Falls perfekte Rationalität gegeben ist und die Auszahlungsfunktionen stetig sind, können die
Spieler den Strategieraum nach Nash-GGWen durchsuchen. Dazu wird ein effizienter Suchme-
chanismus benötigt, der in den gemischten Strategien Gleichgewichte identifiziert.
Ein Strategievektor ist ein Nash-GGW, wenn kein Spieler alleine seine Strategie ändern kann, um
eine höhere Auszahlung zu erhalten. Mathematisch formuliert, die Nutzenfunktion aller Spieler
erreicht ein Maximum innerhalb des eingeschränkten Wertebereiches.
Im Folgenden betrachten wir Spiele mit zwei-elementigen Strategiemengen: defektieren σi0 und
kooperieren σi1. Eine gemischte Strategie kann demnach als Wahrscheinlichkeit pi zu defektieren
im Intervall [0, 1] dargestellt werden. Die resultierende Strategie von Spieler i lautete dann
si = (pi, 1 − pi). Ein Strategievektor s = (s1, s2) = ((p11, p12), (p21, p22)) im Zwei-Personen
Spiel lässt sich dadurch auf s = (p1, p2) verkürzen. Analog zur bisherigen Notation bezieht sich
p−i auf den Strategievektor der Mitspieler p−i = (p1, . . . , p(i−1), p(i+1), . . . pn) mit der Zerlegung
si = (pi, p−i).
Ermittlung der Kandidaten. Die Ermittlung von Nash-Gleichgewichten in einem Spiel erfor-
dert mehrere Schritte. Zunächst werden Kandidaten Ki für die Strategien der einzelnen Spieler
ermittelt. Dies sind die lokalen Maxima im Intervall [0, 1], dem Wertebereich der Strategien pi.
Der maximale Funktionswert in einem Intervall kann entweder eine Maximalstelle der Funktion
oder eine Randpunkt sein. Dies erklärt die Zusammensetzung der Kandidaten:
Ki = {0, 1}
∪
{
x ∈ ]0, 1[
∣∣∣∣ ∃s−i ∈ S−i, ∂ui(x, s−i)∂x = 0
∧ si lokales Maximum von ui(si, s−i)}
Gilt für eine Strategievektor, dass kein Spieler durch Änderung der eigenen Strategie seine Aus-
zahlung verbessern kann, ist der Strategievektor ein Nash-Gleichgewicht. Dazu müssen alle Kom-
binationen K =
∏n
i=1Ki aus Kandidaten untersucht werden.
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Auszahlung für Spieler i Mitspieler defektiert Mitspieler kooperiert
σ(−i)1 σ(−i)2
Defektieren σi1 Hi(σi1, σ(−i)1) Hi(σi1, σ(−i)2)
Kooperieren σ12 Hi(σi2, σ(−i)1) Hi(σi2, σ(−i)2)
Tabelle 6.3.: Auszahlungsfunktionen in einem Zwei-Personen Spiel.
Im zweiten Schritt werden Kandidaten ki ∈ Ki eines Spieler i entfernt, deren Auszahlung
ui(ki, s−i) mit s−i ∈ K−i nicht maximal ist. Durch Reduktion der Mengen ergibt sich:
Ni = {x ∈ Ki | ∀ki ∈ Ki,∃k−i ∈ K−i : ui(x, k−i) ≥ ui(ki, k−i)}
Die Nash-Gleichgewicht werden damit aus den auszahlungsmaximalen Strategien der Spieler
aufgezählt: N =
∏n
i=1Ni. Sind die Voraussetzungen für die Existenz von Nash-GGW erfüllt,
bleiben jeweils Kandidaten übrig, d.h. ∀i ∈ I : Ni 6= ∅.
Berechnen der Extremstellen. Die Berechnung der Kandidatenmenge basiert auf der par-
tiellen Ableitung der Auszahlungsfunktionen. Tabelle 6.3 zeigt die Auszahlungsfunktionen zwi-
schen zwei Spielern mit jeweils zwei-elementigen Strategiemengen. Aus der Formel 6.1 ergibt
sich:
ui(p1, p2) = p1p2Hi(0, 0) + p1(1− p2)Hi(0, 1)
+ (1− p1)p2Hi(1, 0) + (1− p1)(1 − p2)Hi(1, 1)
Hierbei wird ein linearer Verlauf der Auszahlungsfunktionen angenommen. In der Darstellung
als Matrix eignet sich dabei zur Auszahlungswert-unabhängigen Darstellung und erleichtert die
Suche nach Extremstellen.
ui(p) =




1 0 0 0
−1 0 1 0
−1 1 0 0
1 −1 −1 1

 ·


pip−i
pi
p−i
1



 ·


Hi(σi1, σ−i1)
Hi(σi1, σ−i2)
Hi(σi2, σ−i1)
Hi(σi2, σ−i2)

 (6.2)
Die erste partielle Ableitung nach pi lautet dann:
∂ui(p)
∂pi
=




1 0
−1 0
−1 1
1 −1

 ·
(
p−i
1
)

 ·


Hi(σi1, σ−i1)
Hi(σi1, σ−i2)
Hi(σi2, σ−i1)
Hi(σi2, σ−i2)

 (6.3)
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Vorzeichenvergleich zur Bestimmung lokaler Maxima. Mit Hilfe der Ableitung lassen
sich lokale Extremwerte bestimmen. Dazu wird die Ableitung gleich Null gesetzt und der Verlauf
in der Umgebung betrachtet, sofern die Strategie nicht einen Randpunkt des Wertebereiches
bildet. In diesem Fall werden nur benachbarte Punkt innerhalb des Intervalls berücksichtigt.
Ist eine Strategie x gefunden, für die die Ableitung ∂ui(x,s−i)
∂x
= 0 ergibt, werden zwei Werte
x− < x < x+ gewählt, wobei zwischen x− und x, sowie zwischen x und x+ keine weitere
Nullstelle liegen darf. Dann ist x ein lokales Maximum, g.d.w. ∂ui(x
−,s−i)
∂x−
> 0 und ∂ui(x
+,s−i)
∂x+
< 0.
Ist x ein Randpunkt, existiert kein x− bzw. x+, aber ui(x, s−i) kann dennoch den maximalen
Funktionswert im Intervall erreichen.
Je nach Eigenschaften der Auszahlungsfunktion enthält das Intervall [0, 1] unterschiedlich viele
Strategien mit maximaler Auszahlung. Nach Formel 6.3 ist die partielle Ableitung nach pi eine
lineare Funktion ∂ui(p)
∂pi
= a · p−i + b mit der Strategie des Mitspielers p−i und den folgenden
Werten:
a := Hi(σi1, σ(−i)1)−Hi(σi1, σ(−i)2)−Hi(σi2, σ(−i)1) +Hi(σi2, σ(−i)2)
b := Hi(σi2, σ(−i)1)−Hi(σi2, σ(−i)2)
Dabei müssen die folgenden Fälle anhand der Steigung a und der Verschiebung b der Ableitung
g(p−i) :=
∂ui(p)
∂pi
= a · p−i + b und deren Umkehrfunktion g−1( · ) unterschieden werden:
1) Bei einer fallenden Ableitung, deren Nullwert links vom Intervall liegt, d.h. a < 0∧g−1(0) ≤ 0
ist Null die einzige Strategie dieses Spielers im Nash-GGW: Ni = {0}.
2) Bei konstanter Ableitung a = 0 mit einem negativen Offset b < 0, ist Null die einzige Strategie
dieses Spielers im Nash-GGW: Ni = {0}.
3) Bei einer steigenden Ableitung a > 0 mit einem Nullwert rechts vom Intervall g−1(0) ≥ 1 ist
Eins die einzige Strategie dieses Spielers im Nash-GGW: Ni = {1}.
4) Bei konstanter Ableitung mit einem positiven Offset a = 0∧b > 0 ist Eins die einzige Strategie
dieses Spielers im Nash-GGW: Ni = {1}.
5) Bei konstanter Auszahlungsfunktion a = 0 ∧ b = 0 ist das gesamte Intervall auszahlungsma-
ximal: Ni = [0, 1].
6) Falls die Mitspieler-Strategie pi = −
b
a
erfüllt, die Steigung a 6= 0 und der Nullwert der
Ableitung innerhalb des Intervalls 0 < g−1(0) < 1 liegt, ist die Auszahlung für die gemischte
Strategie Ni = {g−1(0)} maximal.
Die Abhängigkeit von der Mitspieler-Strategie pi im letzten Fall verhindert die Auflösung in eine
geschlossene Formel.
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p3=0p3=1
p1=0
p1=1
p2=0 p2=1
Dilemma 
zwischen 
Spieler 1 und 2
Dilemma 
zwischen Spieler 
1(invers) und 3
Abbildung 6.5.: Gleichzeitige Dilemmas in einem Drei-Personen Spiel, wobei Strategie 1 beide
Spiele beeinflusst
Spieler 1 gegen 2 p2 = 0 p2 = 1
p1 = 0 α ·H1(σ11, σ21) α ·H1(σ11, σ22)
p1 = 1 α ·H1(σ12, σ21) α ·H1(σ12, σ22)
Spieler 1 gegen 3 p3 = 0 p3 = 1
p1 = 0 (1− α) ·H1(σ11, σ31) (1− α) ·H1(σ11, σ32)
p1 = 1 (1− α) ·H1(σ12, σ31) (1− α) ·H1(σ12, σ32)
Tabelle 6.4.: Gewichtung zwischen zwei Auszahlungsfunktionen für Spieler 1
Nash-Gleichgewichte unter komplexen Zielkonflikten. Im Kontext von AN bestehen
nicht nur Dilemmas zwischen zwei Spielern sondern auch komplexe Zielkonflikte zwischen meh-
reren Parteien, wie in Abbildung 6.5 angedeutet. Hierbei nimmt Spieler 1 an zwei Spielen teil,
eines mit Spieler 2, das andere mit Spieler 3. Die Auszahlung von Spieler 1 gewichtet die Aus-
zahlungen der beiden Teilspiele α : (1 − α). Die gleichgewichtet Auszahlung mit α = 0.5 tritt
beispielsweise für den Designer auf, wie er in Kapitel 7 beschrieben wird. Hier können weitere
Extremstellen für die Auszahlungsfunktion auftreten, abhängig von der Gewichtung der Spiele
und den jeweiligen Auszahlungswerten.
Zu deren Ermittlung muss zunächst die Auszahlungsfunktion auf drei Spieler erweitert werden
(vgl. Tabelle 6.4). Die Auszahlungswerte sind durch das Spiel fest vorgegeben. Das Ergebnis ist
eine Auszahlungsfunktion mit den Strategien p1, p2, p3 der beteiligten Spieler. Der Wertebereich
des Gewichtungsfaktors α ist auf den Intervall [0, 1] beschränkt. Für α = 1 wird nur das Spiel
zwischen Spieler 1 und Spieler 2 berücksichtigt, während für α = 0 nur das Spiel zwischen Spieler
1 und Spieler 3 in der Auszahlungsfunktion berücksichtigt wird. Für andere Werte werden die
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Auszahlungen linear gewichtet.
M =


1 0 0 0 0 0 0 0 0 0
−1 0 0 1 0 0 0 0 0 0
−1 0 1 0 0 0 0 0 0 0
1 0 −1 −1 0 1 0 0 0 0
0 −1 0 0 0 0 −1 0 0 0
0 1 0 0 1 0 1 0 1 0
0 1 −1 0 0 0 −1 1 0 0
0 −1 1 0 1 −1 1 −1 −1 1


(6.4)
u1(p) =


M ·


αp1p2
αp1p3
αp1
αp2
αp3
α
p1p3
p1
p3
1




·


Hi(σ11, σ21)
Hi(σ11, σ22)
Hi(σ12, σ21)
Hi(σ12, σ22)
Hi(σ11, σ31)
Hi(σ11, σ32)
Hi(σ12, σ31)
Hi(σ12, σ32)


(6.5)
Die Auszahlungswerte der einzelnen Spiele sind also lediglich von den Strategien der beteiligten
Spieler abhängig. Für das Spiel zwischen allen drei Spielern, werden die Auszahlungswerte mit
dem Faktor α gewichtet.
∂u1(p)
∂p1
=




1 0 0 0 0
−1 0 0 0 0
−1 0 1 0 0
1 0 −1 0 0
0 −1 0 −1 0
0 1 0 1 0
0 1 −1 −1 1
0 −1 1 1 −1


·


αp2
αp3
α
p3
1




·


Hi(σ11, σ21)
Hi(σ11, σ22)
Hi(σ12, σ21)
Hi(σ12, σ22)
Hi(σ11, σ31)
Hi(σ11, σ32)
Hi(σ12, σ31)
Hi(σ12, σ32)


(6.6)
Die partielle Ableitung nach p1 eliminiert p1. Die Existenz von lokalen Extremstellen ist aber
weiter abhängig von α, p2, p3. Die notwendige Bedingung für einen Extremstellen-Kandidaten
ist, dass die Ableitung Null beträgt. Für die hinreichende Bedingung eines lokalen Maximums
muss die partielle Ableitung an benachbarten Punkten untersucht werden, analog zum Vorzei-
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Mitspieler kooperiert Mitspieler defektiert
Spieler i kooperiert Reward Sucked
Spieler i defektiert Temptation Punishment
Tabelle 6.5.: Bennennung der Spielsituationen aus Sicht eines Spielers i
chenvergleich in diesem Abschnitt.
6.2.2. Ausgang von Spielen mit zugrundeliegenden Zielkonflikten
Wenn ein Spiel unter perfekter Rationalität nicht zu einem wünschenswerten Strategievektor
gelangt, beruht dies auf den Auszahlungsfunktionen. Abschnitt 6.3.1 wird Einflussfaktoren spe-
ziell von AN vorstellen, die sich auf die Auszahlungsfunktion auswirken und damit das Verhalten
rationaler Spieler verändern. Dadurch werden Zielkonflikte zwar nicht vermieden, das Spiel kann
jedoch so verändert werden, dass strategisches Verhalten zu einem anderen Strategievektor führt.
Es werden auch die Spielausgänge iterierter Spiele mit Ein-Runden Spielen verglichen.
Für eine allgemeine Untersuchung betrachten wir daher zunächst Spielausgänge in symmetri-
schen Dilemma-Situationen. Dabei wird der Zusammenhang zwischen den Auszahlungswerten
der Spieler und dem Spielausgang erörtert. Es werden dabei nicht die absoluten Werte, son-
dern lediglich das relative Verhältnis zwischen den Auszahlungswerten betrachtet. In der Spiel-
theorie wurden Dilemmas mit symmetrischen Auszahlungsfunktionen ausführlich untersucht
[DMB00, DM96]. Es sind drei Klassen symmetrischer Zwei-Personen Dilemmas definiert, deren
Ausgang vom Verhältnis der Auszahlungswerten abhängt. Asymmetrische Auszahlungswerte,
wie sie in AN auftreten, wirken sich jedoch auch auf die resultierenden Nash-Gleichgewichte aus.
Dies wird dann in Kapitel 7 am Beispiel der DC-Netze diskutiert.
Um die Klasse der Dilemma-Situationen einheitlich diskutieren zu können, werden die Spielaus-
gänge abhängig von den Spielerstrategien entsprechend Tabelle 6.5 benannt. Der Spielausgang
wird jeweils aus Sicht des Spielers i betrachtet und ist mit der entsprechenden Auszahlung
Hi( · ) verknüpft. Bei eigener Kooperation heißen die Spielausgänge Schweigen (Reward), falls
der zweite Gefangene ebenfalls kooperiert, bzw. Verrat (Sucked), falls er vom Komplizen be-
schuldigt wird. Defektiert Spieler i, tritt er entweder als Kronzeuge (Temptation) auf oder bei-
de Täter werden gemeinsam überführt (Punishment). Die Variablen Punishment, Sucked,
Temptation, Reward dienen in der weiteren Diskussion sowohl zur Benennung der Strategie-
vektoren als auch Stellvertreter für den jeweiligen Auszahlungswert von Spieler i.
Es wird zwischen dem Gefangenendilemma (GD), dem Lift Dilemma (LD) und dem Führer Di-
lemma (FD) unterschieden. Tabelle 6.6 listet drei Bedingungen auf, welche im Weiteren näher
erläutert werden. Bedingung 1 wird von allen Dilemma-Spielen erfüllt und bildet den grundlegen-
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Bedingung Erläuterung
Bedingung 1 Temptation > Reward > Punishment Voraussetzung
eines Dilemma-
Spieles
Bedingung 2
Temptation + Sucked
2
< Reward Nicht-vereinbar-
te Kooperation
unterlegen
Bedingung 2
Temptation + Sucked
2
> Reward Vorteil nicht-
vereinbarter
Kooperation
Bedingung 3 Reward > Sucked Gleichzeitige
Kooperation
erstrebenswert
Bedingung 3 Reward < Sucked Symmetrisch-
es Verhalten
nachteilhaft
Tabelle 6.6.: Bedingungen zwischen Auszahlungswerten
Bedingung 3 Bedingung 3
Bedingung 2 GD K D
K (3, 3) (0, 5)
D (5, 0) (1, 1)
∅
Bedingung 2 LD K D
K (3, 3) (0, 8)
D (8, 0) (1, 1)
FD K D
K (1, 1) (3, 5)
D (5, 3) (0, 0)
Tabelle 6.7.: Dilemma-Klassen mit beispielhaften Auszahlungswerten
den Zielkonflikt: demnach ist der Spielausgang Temptation lukrativer als Reward. Zusätzlich
gilt immer, dass die Auszahlung für Punishment niedriger ist als Temptation und Reward.
Gleiche Auszahlungswerte werden bei der Betrachtung ausgeschlossen, da hier rationales Ver-
halten nicht definiert sein kann. Daher werden nur verschiedene Auszahlungswerte betrachtet,
insbesondere Temptation+Sucked2 6= Reward 6= Sucked.
Bedingung 2 bezieht sich hauptsächlich auf iterierte Spiele und setzt den mittleren Profit von
gemischten Strategien ins Verhältnis zu der Auszahlung für den Strategievektor Reward. Falls es
den Spielern gelänge, eine nicht-vereinbarte Kooperation zu etablieren, könnten sie abwechselnd
Temptation und Sucked spielen. Die Auszahlung wäre abwechselnd einmal für Spieler 1,
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dann für Spieler 2 höher. Wenn der mittlere Profit der Spieler für alternierendes Verhalten den
Profit der anderen Strategien überwiegt, präferiert rationales Verhalten die nicht-vereinbarte
Kooperation in einem iterierten Spiel.
Bedingung 3 bezieht sich auf die Relation zwischen Reward und Sucked. Im ursprünglichen
GD gilt Reward > Punishment > Sucked minimal. In speziellen Fällen ist die verletzt und
es gilt sogar Sucked > Reward. Dies ändert das Lösungskonzept erheblich, da Kooperati-
on nur noch im Spielausgang Temptation vorteilhaft ist. Während in den anderen Dilemma-
Spielen die Wahl der gleichen Strategie zur erhöhten Auszahlung führt, streben die Spieler unter
Bedingung 3 ungleiche Strategien an.
Gefangenendilemma. Im GD ist das Defektieren eine dominante Strategie, da bei jedem
Verhalten des Mitspielers der Profit höher ist als im Fall von Kooperation. Gleichzeitig ist
Punishment das einzige Nash-Gleichgewicht dieser Klasse von Dilemma-Spielen sowohl in einer
einzigen Runde als auch in iterierten Spielen. Allerdings vermindert rationales Verhalten die ge-
samte Auszahlung an die Spieler. Wären verbindliche Absprachen zwischen den Spieler möglich,
könnten sie ihren Profit durch Kooperation vergrößern. Wenn alle Spieler sich zufällig verhalten,
erhöht dies ebenfalls ihre durchschnittliche Auszahlung.
Lift Dilemma.
Beim Lift Dilemma (LD) wird die Gestalt der Auszahlungswerte mit dem ungestör-
ten Musikgenuss in einer Wohngemeinschaft begründet. Hört einer der Bewohner
alleine seine Musik (Temptation), geniesst er einen hohen Nutzen. Hören zwei
Bewohner gleichzeitig unterschiedlichen Stilrichtungen, senkt dies ihren Hörgenuss
(Punishment). Andernfalls bevorzugen beide Spieler Stille (Reward) gegenüber
der Musik des Mitspielers (Sucked) [The97].
Das Lift Dilemma ist sehr ähnlich zum GD, da es auch Bedingung 3 erfüllt. Es unterschei-
det sich allerdings vom GD, da Bedingung 2 nicht erfüllt ist. Die Lösung eines Ein-Runden-
Spiels entspricht dem GD: defektieren als dominante Strategie und Punishment als einziges
Nash-Gleichgewicht des Spiels. Im IGD können die Spieler ihren Profit durch nicht-vereinbarte
Kooperation erhöhen. Es gibt keine dominante Strategie. Es ist am profitabelsten, abwechselnd
Temptation und Sucked zu spielen. Falls es den Spielern gelingt, ihr Verhalten in den einzelnen
Runden zu synchronisieren, übersteigt der mittlere Profit sogar die Auszahlung von Reward.
Diese Klasse von Dilemma-Spielen besitzt ein eindeutiges Nash-GGW. Falls die Spieler symme-
trische Auszahlungsfunktionen in einem iterierten Spiel besitzen, ist das Ergebnis die gemischte
Strategie sˆ = (0.5, 0.5), d.h. σ11 und σ12 werden mit gleicher Wahrscheinlichkeit in einer Runde
gespielt.
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Dilemma im Ein-Runden-Spiel Ni für iteriertes Spiel
GD {σi2} defektieren {(0, 1)}
LD {σi2} defektieren {(0.5, 0.5)}
FD {σi1, σi2} {(0.5, 0.5)}
Tabelle 6.8.: Strategien im Nash-Gleichgewichte für vorgegebene Dilemma-Spiele
Führer Dilemma.
Das anschauliche Beispiel für das Führer Dilemma (FD) beschreibt zwei Wanderer
an einem schmalen Waldweg. Wenn beide gleichzeitig die Spitze anführen wollen,
behindert sie die Enge des Wegs (Reward). Der vorangehende Wanderer muss
einen sicheren Weg finden, dem der Zweite kann mit geringem Aufwand folgen.
Daher überwiegt der Profit von Sucked den Profit im Fall Temptation. Falls
keiner von beiden einen sicheren Weg suchen möchte, bewegen sie sich nicht vorwärts
(Punishment) [The97].
Das FD unterscheidet sich vom LD in der Abwertung des Defektierens, denn der Strategievektor
Punishment führt zur geringsten Auszahlung. Es ist also vorteilhafter sich vom Mitspieler
ausbeuten zu lassen (Sucked) als zu kooperieren (Reward). Das einzige Nash-Gleichgewicht für
ein Iteriertes Dilemma-Spiel dieser Klasse ist die gemischte Strategie sˆ = (0.5, 0.5). In einem Ein-
Runden-Spiel lassen sich zwei Nash-Gleichgewichte finden, nämlich Sucked und Temptation.
Tabelle 6.8 zeigt die Nash-Gleichgewichte der Dilemma-Klassen mit symmetrischen Auszahlungs-
funktionen. Die zwei Bedingungen erzeugen noch eine vierte Klasse von Spielen, die allerdings
kein Dilemma darstellt. Für Bedingung 2∧Bedingung 3 existieren keine zulässigen Belegungen,
wegen Bedingung 3 → (Sucked > Reward) → (Sucked + Temptation > 2 · Reward) →
1
2 (Sucked+ Temptation) > Reward im Widerspruch zu Bedingung 2.
Zusammenfassung. Zielkonflikte resultieren in Dilemma-Spielen, Lösungen können aber den-
noch mittels Nash-Gleichgewichten identifiziert werden. Sind in einem nicht-kooperativen Spiel
alle Auszahlungsfunktionen bekannt und wird ein eindeutiges Nash-GGW identifiziert, dann ist
das Verhalten der Spieler unter perfekter Rationalität deterministisch.
Die vorgestellten Lösungskonzepte sowohl in Ein-Runden-Spielen als auch in iterativen Spielen
zeigen, dass Nash-Gleichgewichte existieren können. Die entsprechenden gemischten Strategien
ermöglichen dann eine nicht-vereinbarte Kooperation zwischen den Spielern, auch wenn Zielkon-
flikte bestehen. Dieses Wissen wollen wir im nächsten Kapitel auf eine Instanz von AN anwen-
den, um konkrete Lösungen zu erhalten. Dabei spielen die Einflussfaktoren auf das Verhalten
von AN-Teilnehmer eine wichtige Rolle, die der folgende Abschnitt beleuchtet.
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6.3. Kooperation in Anonymisierungsnetzen
In AN wirkt sich das Verhalten aller Teilnehmer auf den Grad der Anonymität aus. Der Grad der
Anonymität wiederum beeinflusst das Verhalten der Teilnehmer. Diese Wechselwirkung zwischen
dem Verhalten und dessen Auswirkungen kann mittels spieltheoretischer Modellierung berück-
sichtigt werden. Dieser Abschnitt diskutiert Wechselwirkungen zwischen den Teilnehmern eines
AN, katalogisiert Einflussfaktoren, die in den Nutzenfunktionen berücksichtigt werden müssen
und arbeitet die Rolle von Zielkonflikten heraus.
Die Wirksamkeit eines AN, also der Schutz der Anonymität vor Beobachtern, beruht auf der
Ununterscheidbarkeit innerhalb der Anonymitätsmenge. Die Anonymitätsmenge setzt sich aus
den Sendern und Mixes zusammen, die zum fraglichen Zeitpunkt Nachrichten gesendet haben.
Ein AN kann damit als ein kooperatives System verstanden werden, da mehrere Komponenten
zusammenwirken und Wechselwirkungen entstehen (vgl. Abschnitt 3.3). Um solche Wechsel-
wirkungen zwischen Kooperationspartnern untersuchen zu können, werden sämtliche Akteure,
deren Verhalten das System beeinflusst, durch Spieler modelliert.
Egoistisches Verhalten. Das Verhalten autonomer Teilnehmer ist an lokal messbaren Krite-
rien ausgerichtet.
Egoistisches Verhalten beschreibt Lösungen, die den Profit des Spielers maximieren
[GS05].
Egoistisches
Verhalten
Um egoistisches Verhalten zu ändern, muss ein Spieler durch externe Anreize beeinflusst werden
(vgl. Anreizmechanismen in Abschnitt 3.3). In der Folge verhält sich ein Spieler kooperativ, um
seinen eigenen Profit zu maximieren.
In AN ist egoistisches Verhalten um so mehr präsent, da Teilnehmer nur unvollständige und
imperfekte Information über das System erhalten. Daher besitzt ein Teilnehmer zunächst keine
Information aus der global vorteilhafte Strategien erkennbar wären. Die beschränkte Sicht auf das
gesamte AN resultiert aus dem verteilten Charakter der AN und dem Schutz der Unbeobacht-
barkeit. Beispielsweise kennt ein Mix lediglich die Zahl seiner Nachbarn und das eingehende
Verkehrsvolumen. Dies reicht jedoch nicht aus, um den Grad an Anonymität zu bestimmen.
Dazu wäre Kenntnis über die Zusammensetzung und Wahrscheinlichkeitsverteilung der daraus
resultierenden Anonymitätsmenge notwendig. Auch die Gesamtzahl von Teilnehmern und deren
Nachrichtenvolumen kann von einem Teilnehmer nicht selbst festgestellt werden. Ein Teilnehmer
kann daher nicht system-übergreifend planen und kann daher nur egoistisch handeln.
Kooperative Spiele.
In einem kooperativen Spiel verhandeln die Spieler bindende Vereinbarungen bezüglich
ihrer Verhaltensweisen miteinander [Rie93, Kapitel 2.3].
kooperatives
Spiel
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Um Kooperation in AN zu erzielen, muss die Einhaltung von Vereinbarungen zwischen den
Teilnehmern eines AN sichergestellt werden. Die Erstellung des Schlüsselgraphen im Dining
Cryptographer-Netz stellt eine solche Vereinbarung dar (siehe Kapitel 7). Um in den Schlüssel-
graphen aufgenommen zu werden, muss ein Teilnehmer erklären, Nachrichten zu jeder Runde
beizutragen. Der Schlüsselgraph legt die Anonymitätsmenge für zukünftige Übermittlungen fest.
Bricht ein Teilnehmer die Vereinbarung, indem er keine Nachrichten sendet, wird die Koopera-
tion abgebrochen und ein neuer Schlüsselgraph muss vereinbart werden.
Diese Form von Kooperation wird durch Angreifer gestört, die bindende Vereinbarungen bre-
chen. Daher ist es notwendig, präventiv gegen den Bruch von Vereinbarung vorzugehen. Ist die
IP-Adresse eines Teilnehmers bekannt, besteht bedingte Pseudonymität aufgrund der erfass-
ten Zuordnung beim Dienstbetreiber. Ein AN kann Prozesse etablieren und die Bedingungen
zur Aufhebung definieren, wobei aufgezeichnete Verstöße zur Aufhebung herangezogen werden
können. Ein zentraler Punkt ist dabei die Eindeutigkeit von Pseudonymen, d.h. das sämtliche
Transaktionen eines Teilnehmers zu einem Zeitpunkt miteinander partiell unverkettbar sind.
Eine Architektur wie in Kapitel 5 beschrieben, kann die Eindeutigkeit von Pseudonymen sicher-
stellen. Könnte ein Angreifer zusätzliche Pseudonyme erstellen, wäre er in der Lage, sich den
Folgen eines Fehlverhaltens durch Wechsel der Identität entziehen.
Nicht-kooperative Spiele. Nicht-kooperative Spiele finden ohne explizite Vereinbarungen
statt. Die Spieler agieren autonom und, im Sinne ihrer Auszahlungsfunktionen, egoistisch. Ist
das daraus resultierende Verhalten konform zu übergeordneten Zielen, entsteht Kooperation
[DFJN97].
nicht-
vereinbarte
Kooperation
Sei P ′ ⊆ P eine Teilmenge von Spielern. Nicht-vereinbarte Kooperation in einem
nicht-kooperativen Spiel liegt vor, wenn das Verhalten der Spieler den Erwartungswert
der Auszahlung für die Spieler P ′ erhöht.
Mit Hilfe der Spieltheorie kann untersucht werden, ob sich durch rationales Verhalten der Spieler
nicht-vereinbarte Kooperation ergibt. Im Gegensatz zu einem kooperativen Spiel besteht keine
Vereinbarung zwischen den Spielern und Spieler würden sich anders verhalten, wenn sie dadurch
ihre Auszahlung erhöhen könnten. Nicht-vereinbarte Kooperation entsteht, wenn rationales Ver-
halten den Erwartungswert der Auszahlung erhöht.
Die Voraussetzung für strategisches Handeln in nicht-kooperativen Spielen ist die vollständi-
ge Information, d.h. Zugriff auf die Auszahlungsfunktionen sämtlicher Spieler. Dies ermöglicht
die Berechnung der Nash-GGWe eines Spiels. Besitzt ein Spiel nur ein einziges Nash-GGW,
wählen rationale Spieler die Strategie des Nash-GGWes, um ihre Auszahlung zu maximieren.
In den sogenannten Dilemma-Spielen führt rationales Verhalten allerdings zu verminderten Er-
wartungswerten der Auszahlung. Die Ursache von Dilemma-Spielen sind Zielkonflikte zwischen
den Interessen der Teilnehmer des AN. Zielkonflikte blockieren daher das Entstehen von nicht-
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vereinbarter Kooperation.
Rückkopplung. Bei Abwesenheit von Angriffen lässt sich Kooperation durch lernende Ver-
fahren realisieren. Beispielsweise etablieren reputationsbasierte Anreizmechanismen Vertrauen
anhand des aufgezeichneten Verhaltens eines Teilnehmers.
Die Voraussetzung dafür ist Rückkopplung über den Spielausgang vergangener Runden. Daraus
kann ein Teilnehmer sein Verhalten anpassen, um Kooperation zu verstärken [AWM08]. Dies
lässt sich auch anwenden, wenn vermutete Verhaltensweisen des Transaktionspartners nicht klar
voneinander abgegrenzt werden können. Es setzt jeweils Transparenz über das Verhalten anderer
Teilnehmer voraus, d.h. dass in einem iterierten Spiel deren Strategien der vorherigen Runde
wahrgenommen werden können.
Obwohl nur wenig Rückkopplungsmechanismen in AN einsetzbar sind, kann zumindest die Ver-
fügbarkeit eines Anonymisierungspfades anhand eingehender Antworten festgestellt werden. Ein
Ansatz schätzt dafür die zukünftige Verfügbarkeit eines Anonymisierungspfades aus vergan-
genen Daten [DFHM01]. Dabei wird fälschungssicher festgestellt, aufgrund welches Mixes eine
Nachricht nicht weitergeleitet wurde. Dies Konzept wurde anschließend erweitert, um die Verfüg-
barkeit von Mix-Kaskaden miteinander vergleichen zu können [DS02]. Lassen sich Eigenschaften
des Mix-Protokolls verifizieren bzw. testen, kann dies dann auch auf unzuverlässigere Netze,
beispielsweise Peer-to-Peer basierte AN, angewendet werden [DMS03]. Dies spielt eine besonde-
re Rolle für unverkettbare Antwortadressen, die so konstruiert werden sollen, dass sie zeitlich
versetzt eingesetzt werden können.
Der Teilnehmer erhält jedoch keine Rückkopplung, an der sich der Grad der Anonymität ablesen
lässt. Dieser wird durch absichtliches Fehlverhalten und infiltrierte Mixe bedroht. Da ein infil-
trierter Mix nicht anhand seines Verhaltens erkannt werden kann, können Einbrüche nur durch
Maßnahmen wie integritäts-basiertes Rechnen festgestellt werden. Andernfalls können intelligen-
te Angreifer nicht erkannt werden. In Abschnitt 6.4 werden Anonymitätsmetriken vorgestellt,
mit denen der Grad an Anonymität genauer berechnet werden kann.
Es stellen sich zwei Fragen: welche Voraussetzungen müssen neben der Rückkopplung erfüllt sein,
damit lernendes Verhalten eingesetzt werden kann? Wann ist lernendes Verhalten dem rationalen
Verhalten überlegen? Maschinelles Lernen versetzt einen Agenten in die Lage, Entscheidungen
analog zur Lernphase zu treffen [MBD+90]. Algorithmen zum maschinellen Lernen versuchen
beispielsweise, Zusammenhänge zwischen Situation und Lösung statistisch zu erfassen und die
Fehlerfunktion für gegebene Lernmuster mit der Lösung zu minimieren. Dafür werden reprä-
sentative Muster für die Trainigsphase ausgewählt. Das korrekte Verhalten des Agenten setzt
voraus, dass die Trainingsmuster die späteren Eingabedaten hinreichend charakterisiert hat und
die Lernphase nützliche Vergleichskriterien gefunden hat.
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Maschinelles Lernen ist zwar robust gegen verrauschte Eingabedaten, aber es muss eine statis-
tische Korrelation zwischen Systemzustand und dem gewünschten Verhalten vorhanden sein. In
AN gibt es i.d.R. keine Aussagen über das Verhalten der Mitspieler, bzw. diese sind abhängig von
der Sequenz der Spielzüge. Ein weiterer Nachteil ist, dass das Verhalten eines Angreifers nicht
umfassend repräsentiert werden kann und somit keine Trainingsmuster erstellt werden können.
Lernendes Verhalten ist rationalem Verhalten daher unterlegen, sobald durch eine Auszahlungs-
funktion rationales Verhalten realisiert werden kann.
6.3.1. Einflussfaktoren
Kooperation in einem AN kann als Folge rationalen Verhaltens autonomer Agenten entstehen.
Zur spieltheoretischen Modellierung müssen daher mögliche Einflussfaktoren auf rationales Ver-
halten berücksichtigt werden. Dieser Abschnitt katalogisiert Einflussfaktoren für allgemeine AN,
während Kapitel 7 deren Verwendung speziell in Dining Cryptographer-Netzen diskutiert.
Die relevanten Einflussfaktoren sind stark von der jeweiligen Anonymisierungstechnik abhän-
gig. Ein vereinfachtes Modell wurde zur Studie der Ökonomie in einem AN eingesetzt [ADS03],
wobei die eingenommenen Rollen, aufgewendeten Ressourcen und Anonymitätspräferenzen be-
rücksichtigt wurden. Dazu wird die Auszahlung abhängig von einer zu evaluierenden Strategie
und Einflussfaktoren des Systems berechnet. Dazu werden die Kosten berücksichtigt, die aus der
gewählten Strategie und den Einflussfaktoren resultieren. Daneben wird der Nutzen der gewähl-
ten Strategie miteinberechnet. Die Auszahlungsfunktionen berücksichtigen dazu [ADS03]:
• die Kosten des Sendevorgangs für einen Klienten, abhängig von der Gesamtzahl der Teil-
nehmer und Mixe, sowie der Zahl gesendeter Nachrichten,
• die Kosten des Sendevorgangs für eine Mix, abhängig von der Gesamtzahl der Teilnehmer
und Mixe, der Zahl böswilliger Mixe, sowie der Zahl gesendeter Nachrichten im System,
• der Verlust an Anonymität für einen nicht anonymisierten Sendevorgang,
• die Verarbeitungskosten für bedeutungslose Nachrichten,
• der Nutzen für den Betrieb eines Mixes und
• die Verlust-Wahrscheinlichkeit einer anonymisierten Nachricht, abhängig von der Auslas-
tung der Knoten und der Präsenz böswilliger Teilnehmer.
Der Einsatz von Spieltheorie wird durch deren Berechnungsaufwand eingeschränkt, der mit der
Zahl zu berücksichtigender Teilnehmer exponentiell wächst. Um nicht jeden Teilnehmer eines AN
einzeln simulieren zu müssen, werden Teilnehmer mit ähnlichen Eigenschaften zu einer Gruppe
zusammengefasst, aber nur ein einzelner Repräsentant modelliert. Die Auswirkung von Verhal-
tensweisen einzelner Teilnehmer muss dann wieder in Bezug auf die Gruppengröße normalisiert
werden. Im Weiteren werden Einflussfaktoren auf Anonymität und Erreichbarkeit in AN disku-
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tiert.
Kosten. Schutzmaßnahmen zum Etablieren von Anonymität verursachen zusätzliche Kosten.
In AN werden die Kosten in Form von Rechenzeit und Bandbreite gleichmäßig zwischen den
Teilnehmern aufgeteilt. Rechenzeit wird für das Verarbeiten von Nachrichten benötigt, z.B. das
Entschlüsseln bzw. die Dekodierung überlagerter Nachrichten.
Begrenzte Ressourcen. Die verwendete Bandbreite erhöht sich gegenüber normaler Kom-
munikation, da eine Nachricht statt auf dem direkten Weg zwischen Sender und Empfänger,
über mehrere Zwischenstationen weitergeleitet wird. Dabei steigt die Belegung der verfügbaren
Netzwerk-Ressourcen an. Der Flaschenhals nutzbarer Bandbreite ist dabei typischerweise durch
die Anbindung des Nutzers ans Internet gegeben. Sowohl Rechenzeit als auch Netzwerkverkehr
unterliegen ökonomischen Zwängen, d.h. sie stehen einem Benutzer nur in begrenztem Umfang
zur Verfügung. Ein Teilnehmer kann daher nicht beliebige Ressourcen aufwenden, um seine An-
onymität zu erhöhen. Jeder Teilnehmer entscheidet individuell, wie viel Ressourcen er für seine
Teilnahme am AN bereitstellt.
Kryptographie. Mit der Tätigkeit als Mix sind Betriebskosten verbunden: durch den Emp-
fang, das Entschlüsseln und Versenden von Nachrichten. Der Aufwand kryptographischer Be-
rechnungen benötigt Rechenkapazität des Senders, der beteiligten Mixe und des Empfängers.
Die Anzahl der Verschlüsselungen für zu sendende Nachrichten wächst linear mit der Länge
des Anonymisierungspfades. Jeder Mix streift jeweils eine Schicht von Verschlüsselung ab, der
Aufwand je Nachricht hängt von den Parametern der asymmetrischen Verschlüsselung ab.
Implizierte Adressierung. In Broadcast-basierten Netzen müssen mehr Nachrichten verar-
beitet werden als in Mix-Netzen. Da der Empfänger durch eine implizite Adresse verborgen wird,
müssen alle Nachrichten die in der Broadcast-Domäne versandt werden, von allen Teilnehmern
empfangen und dekodiert werden. Erst nach dem vollständigen Empfang kann anhand der im-
pliziten Adresse untersucht werden, ob der Teilnehmer als Empfänger der Nachricht spezifiziert
wurde. Die Kosten steigen daher mit der Zahl versendeter Nachrichten in der Broadcast-Domäne
an.
Speicherplatz. Bei Anonymisierungstechniken mit verteilter Speicherung müssen darüber
hinaus die Kosten für belegten Speicher berücksichtigt werden, für einen FreeNet-Knoten bei-
spielsweise 1 GB [CSWH00]. In diesem Bereich speichert der Knoten verschlüsselte Ressourcen
nach der initialen Ablage bzw. Ressourcen, die häufig aus der Nachbarschaft abgerufen wurden
(vgl. [OAM+04, OM05]).
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Anonymität. Ein hoher Grad an Anonymität ist der Hauptzweck für den Betrieb eines AN.
Anonymität lässt sich jedoch nicht absolut messen, sondern bezieht sich jeweils auf den Schutz
gegenüber einem spezifizierten Angreifermodell (siehe Abschnitt 2.1). Abschnitt 6.4 diskutiert
die Ermittlung der aktuellen Anonymität in einem laufenden AN.
Größe und Wahrscheinlichkeitsverteilung. Allen Angreifermodellen gemein ist, dass
der maximale Grad an Anonymität von der Größe der Anonymitätsmenge und der Wahrschein-
lichkeitsverteilung von gesendeten und empfangenen Nachrichten abhängt. Eine gleichmäßige
Verteilung unter vielen Teilnehmern begünstigt den Grad der Anonymität.
Einfluss dritter Mixe. Die Anonymität ist jedoch nicht für alle Nachrichten gleich, sondern
hängt vom jeweiligen Kontext des Teilnehmers ab. Die lokale Anonymitätsmetrik [THV04] be-
rücksichtigt dazu die beteiligten Mixe, die Latenzzeiten und die Auslastung der Mixe. Dies stellt
klar, dass die Anonymität der eigenen Nachricht durch Einflussfaktoren an anderen Mixes be-
einträchtigt wird. Die Einflussfaktoren an fremden Mixes können jedoch nicht vertrauenswürdig
ermittelt werden. Eine solche Differenzierung kann allerdings nur unter der Annahme entfallen,
dass eine gleichmäßige Auslastung aller Mixe besteht und ein hohes Nachrichtenvolumen exis-
tiert. In diesem Fall können Abweichungen zwischen den Einflussfaktoren einzelner Teilnehmer
vernachlässigt werden und der Anonymitätsgrad kann aus lokalen Daten bestimmt werden. Ein
Angreifer kann diese Annahme leicht ausnutzen, indem er Auslastungen und Nachrichtenvolu-
men eines Mixes mit eigenen Nachrichten erhöht und damit den betreffendem Mix eine erhöhte
Anonymität vorspiegelt, die jedoch so im System nicht existiert. Im allgemeinen Fall besteht
nämlich kein kausaler Zusammenhang zwischen den Betriebskosten eines Teilnehmers und der
Sender-Anonymität für die von ihm gesendeten Nachrichten.
Unbeobachtbarkeit. Wenn ein Teilnehmer als Mix im AN auftritt, wirkt sich dies günstig
auf seine Unbeobachtbarkeit aus. Ein normaler Teilnehmer sendet und empfängt nur eigene
Nachrichten, kann also nicht abstreiten, dass er zu einem bestimmten Zeitpunkt kommuniziert
hat. Ein Mix empfängt Nachrichten, die er für Dritte weiterleitet und deren Inhalt er nicht kennt.
Infolgedessen kann ein passiver Beobachter nicht schließen, wann der Mix eine eigene Nachricht
sendet. Voraussetzung ist jeweils, dass für einen Beobachter ein- und ausgehende Nachrichten
unverkettbar sind, beispielsweise durch Verschlüsselung.
Verfügbarkeit. Bei Mix-Kaskaden wird ein statischer Anonymisierungspfad eingerichtet, wo-
bei Fehler bei einem einzelnen Mix die Verfügbarkeit des Pfads gefährden. Mix-Netze mit fle-
xiblen Anonymisierungspfaden schützen sich vor Ausfällen, indem die Verfügbarkeit sämtlicher
Mixe getestet wird. Bei der Anonymität durch Zerlegung und disjunkte Wahl von Anonymisie-
rungspfaden kann Redundanz den Verlust von Fragmenten kompensieren [KKP05].
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Latenz und Jitter. Ein weitere Eigenschaft für interaktive Kommunikation in AN sind die
Latenzzeit sowie der Jitter. Der Versand von Nachrichten in Mix-basierten AN unterliegt prin-
zipbedingtem Jitter, der als Nebeneffekt beim Herstellen von Unverkettbarkeit auftritt [SLB07].
Dies macht AN wenig geeignet für Echtzeitanforderungen. Daneben müssen eingehenden Frag-
mente einer Nachricht wieder in der richtigen Reihenfolge angeordnet werden, wofür große Puf-
ferspeicher benötigt werden.
Verzögerung überlagerter Nachrichten. In Broadcast-basierten Netzen ist die Über-
tragung runden-basiert organisiert, wobei jeder Teilnehmer eine Informationseinheit übermitteln
muss, bevor die überlagerte Nachricht vollständig dekodiert werden kann. Die Latenzzeit einer
Nachricht wird in jeder Runde vom langsamsten Teilnehmer bestimmt. Die Informationseinhei-
ten können im vorhinein berechnet werden, so dass kein Zusammenhang zur Rechenkapazität
besteht. Nach der Vergabe der Übertragungsslots ist festgelegt, welche Nachricht von welchen
Schlüsseln überlagert wird und die Informationseinheiten lassen sich berechnen.
Ausgangsrichtlinien. Nachrichten, die an Empfänger außerhalb des AN adressiert sind,
werden am Ausgangsknoten auf der Anwendungsschicht weitergegeben. Dabei fungiert der Aus-
gangsknoten als „Men-in-der-Middle”, kann den Nachrichteninhalt lesen und verändern. Im
TOR-Netz sind Fälle bekannt [Hei07a, Hei07b], in denen Ausgangsknoten Authentisierungsda-
ten sammeln, sofern keine verschlüsselten Protokolle verwendet werden. Um wiederholten Miss-
brauch über Ausgangsknoten zu verhindern, werden schwarze Listen von Empfängern geführt, an
die keine Nachrichten ausgeliefert werden dürfen. Dies schützt den jeweiligen Ausgangsknoten,
den der Empfänger als Urheber verdächtigt. Obwohl dieser Mechanismus effektiv vor anonymi-
sierten Angriffen schützt, kann er auch missbraucht werden, um anonyme Kommunikation zu
einem Ziel zu unterbinden. Sobald ein Ziel in der schwarzen Liste aufgenommen wurde, kann
keiner der AN-Teilnehmer mehr mit der betreffenden IP-Adresse anonym kommunizieren. Der
Angreifer kann dadurch die Identität der Sender erfahren, wenn sie dann ungeschützt mit dem
Ziel kommunizieren.
Rationale Spieler können für die Wahl einer geeigneten Strategie diese Eigenschaften miteinbe-
ziehen. Können sie in dieser Weise auch das Verhalten der anderen Spieler korrekt einschätzen,
kann aus rationalem Handeln nicht-vereinbarte Kooperation entstehen. Der nächste Abschnitt
erörtert Ausnahmen im Fall von Zielkonflikten zwischen den Teilnehmern.
6.4. Einschätzung von Anonymität
Perfekte Rationalität setzt voraus, dass ein Spieler seine Kosten aber auch seinen Nutzen jeder
Handlungsweise im Voraus beurteilen kann. Der Aspekt des Nutzens in einem AN betrifft insbe-
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sondere den Schutz vor der Identifizierung durch einen Angreifer. Dieser Abschnitt betrachtet,
in welchen AN Aussagen zum Grad der Anonymität erhalten werden können und welche Aus-
sagekraft diese besitzen. Zuvor werden eingeführte Begriffe von den folgenden Betrachtungen
abgegrenzt.
Annahmen zur Messung des Anonymitätsgrades
Perfekte Anonymität. Der Grad an Anonymität wird neben der Anonymisierungstechnik
durch das Angreifermodell bestimmt.
perfekte An-
onymität
Eine Nachricht besitzt perfekte Anonymität bezüglich eines Angreifermodells, wenn das
Versenden der Nachricht durch den Sender für den Angreifer perfekt unbeobachtbar ist
[FH01, Kapitel 4.1.1.1].
Perfekte Anonymität erreichen AN in der Regel nur für einfache Angreifermodelle, etwa den
globalen, passiven Angreifer. Dieser kann kryptographische Schutzmechanismen nicht aufheben.
Daher kann er aus verschlüsselten Datenströmen lediglich die Teilnahme am AN, aber nicht den
Inhalt einer gesendeten Nachricht, folgern. Die Wahrscheinlichkeit einzelner Ereignisse ändert
sich dadurch nicht, d.h. Beobachtungen liefern dem Angreifer kein zusätzliches Wissen.
In einem laufenden AN kann die Wahrscheinlichkeitsverteilung allerdings nicht ermittelt wer-
den, ohne die Anonymität der Beteiligten zu vermindern. Um die Anzahl gesendeter Nachrichten
in einem Zeitintervall zuverlässig zu ermitteln, müsste totale Unverkettbarkeit verletzt werden,
beispielsweise durch Verwendung eines eindeutigen Pseudonyms. Die in Kapitel 5 vorgestellte
Architektur realisiert dies durch kontrollierte Verkettbarkeit. Es wird zudem eine vertrauens-
würdige Partei zur Aggregation der Daten benötigt. Die Schätzung der Anonymitätsmenge ist
korrekt, wenn die Unbeobachtbarkeit alle beteiligten Mixe einbezieht, kein Sybil-Angriff vorliegt
und Angreifer Pseudonyme nicht fälschen können. Der Nachteil eindeutiger Pseudonyme ist die
Verkettbarkeit, wenn mehrere Nachrichten innerhalb eines Zeitintervalls gesendet werden.
Eine grundsätzliche Schwierigkeit besteht darin, dass der Grad der Anonymität durch das Ver-
halten anderer Teilnehmer geschwächt werden kann [WALS02, WALS04]. Schutzmechanismen
können weder infiltrierte Teilnehmer innerhalb der Anonymitätsmenge an sich, noch deren bös-
artiges Verhalten sicher erkennen. Einen Schutz bietet lediglich die probabilistische Anonymität,
die Vertrauen über mehrere Instanzen verteilt.
Probabilistische Anonymität. Während perfekte Unbeobachtbarkeit darauf beruht, dass
ein Angreifer keine Teilnehmer infiltriert hat, ist dies in der Praxis nur unter außergewöhnlichen
Annahmen sicherzustellen. Das probabilistische Modell nimmt dazu an, dass die Infiltration
von Mixes das Ergebnis eines stochastischen Prozesses ist, dessen Wahrscheinlichkeit systemweit
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durch einen Parameter µ gesteuert werden kann. Einfache Beispiele für eine solche Parametrisie-
rung sind die minimale Länge eines Anonymisierungspfades und das Volumen bedeutungsloser
Nachrichten.
Probabilistische Unbeobachtbarkeit ist eine Eigenschaft einer Anonymisierungstechnik,
bei der ein Angreifer nur mit Wahrscheinlichkeit α ein Ereignis einem Sender bzw.
Empfänger richtig zuordnen kann [Kes00], wobei
1) unter konstantem Parameter µ nach der Beobachtung B gilt: P (E) = P (E|B) und
2) die Anonymisierungstechnik so beschaffen ist, dass lineares Wachstum von µ dazu
führt, dass α exponentiell gegen Null strebt.
probabilistische
Unbeobacht-
barkeit
Ist eine Nachricht probabilistisch unbeobachtbar, so ist deren Sender innerhalb der
Anonymitätsmenge probabilistisch anonym.
probabilistische
Anonymität
SG-Mixe sind eine Anonymisierungstechnik, die probabilistische Unbeobachtbarkeit herstellt
[Kes00, KEB98]. SG-Mixe schützen Anonymität allerdings auch nur unter der Einschränkung,
dass ausreichend viele Teilnehmer Nachrichten beitragen.
Anonymitätsmenge. Ein Ereignis, beispielsweise das Versenden einer Nachricht, ist inner-
halb der Anonymitätsmenge unbeobachtbar. Innerhalb einer konstanten Anonymitätsmenge ist
die Anonymität dann maximal, wenn jeder Teilnehmer nur mit einem Ereignis verbunden ist.
Abschnitt 4.4 skizziert den Verlust an Anonymität auf Basis des Informationsgehalts eines An-
greifers.
Die Anonymitätsmenge besteht aus den unterschiedlichen Teilnehmern des AN. Falls ein Angrei-
fer mehrere Teilnehmer infiltriert hat, die Information miteinander austauschen (Sybil-Angriff),
verringert dies die Anonymität der Sender. Schützt die Anonymisierungstechnik vor einem ein-
zelnen infiltrierten Teilnehmer, verringert sich lediglich die Anonymitätsmenge um eins, perfekte
Anonymität bleibt jedoch bestehen.
Wird die sogenannte Min-Max-Eigenschaft, d.h. der zeitliche Abstand zwischen Nachrichten,
von allen Sendern eingehalten, steigt der Grad an Anonymität an [TH04]. Diese Konstruktion
stellt zu jedem Zeitpunkt eine angemessen große Anonymitätsmenge sicher. Unter den Annah-
men der Gleichverteilung und der Abwesenheit eines Sybil Angriffes ermöglicht die Größe der
Anonymitätsmenge eine grundlegende Einschätzung der herrschenden Anonymität.
„Quality-of-Anonymity” könnte etabliert werden, indem während der Anonymisierung festge-
stellt wird, ob die verlangte Qualität, beispielsweise der Grad der Anonymität bezüglich eines
Angreifermodells, erfüllt wird. Diese Bedingung entscheidet, ob der Klartext der Nachricht für
den Empfänger lesbar wird oder als bedeutungslose Nachricht im AN kursiert. Hierbei treten die
Sender mit einer hoher Anonymitätspräferenz selbst als Erzeuger bedeutungsloser Nachrichten
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Prognose Garantie
Kein Vertrauen Wahrgenommene Anonymität Zugesicherte Anonymität
Vertrauensbasiert Berichtete Anonymität Richtlinien-gestützte Anonymität
Tabelle 6.9.: Anonymitäts-Metriken zur Einschätzung des Anonymitätsgrads
auf, indem sie Übermittlungen wiederholen bis das notwendig Anonymitäts-Kriterium erfüllt
wird.
Bestimmung der Anonymitätsmenge. Während sich die Anonymitätsmenge konzeptuell
einfach repräsentieren lässt, ist deren Messung in einem AN ohne Aufhebung der Anonymität
schwer festzustellen.
In einer Mix-Kaskade besitzt alleine der Eingangsknoten Information über die Anonymitäts-
menge. Die inneren Mixe einer Kaskade erhalten lediglich unverkettbare Nachrichten von ihrem
Vorgänger-Mix, kennen jedoch die Anonymitätsmenge nicht. Auch in Mix-Netzen tauschen die
Teilnehmer Informationen über die Anonymitätsmenge nicht miteinander aus.
Darüber hinaus muss sichergestellt werden, dass die Mixe Nachrichten nicht verändern, bei-
spielsweise um den Anonymisierungspfad einer einzelnen Nachricht nachzuverfolgen. Dazu wird
Manipulation innerhalb der Mix-Kaskade durch Vergleich von Eigenschaften vor und nach einer
Mix-Kaskade vorgebeugt [BFK01]. Der Schutz besteht darin, dass der Ausgangsknoten einen
sogenannten „Schub” mehrerer Nachrichten verwirft, wenn Veränderungen festgestellt werden.
In einem Dining Cryptographer-Netz kann die Anonymitätsmenge sicher bestimmt werden, in-
dem die Anzahl eingehender Informationseinheiten bestimmt wird. Allerdings wird der Grad der
Anonymität verringert, falls infiltrierte Teilnehmer im Schlüsselgraph enthalten sind.
Klassifikation von Anonymisierungstechniken Die folgende Taxonomie stellt in den Vor-
dergrund, welche Art von Vertrauen gegenüber Dritten vorausgesetzt wird und wie sicher der
Grad der Anonymität eingeschätzt wird. Dazu werden Anonymisierungstechniken klassifiziert,
die Teilnehmern bzw. Mixes ermöglichen, Aussagen zur Anonymitätsmenge zu ermitteln (siehe
Tabelle 6.9).
Garantierte Anonymität zukünftiger Nachrichten. Die Anonymisierungstechnik
übermittelt den Teilnehmern den erreichbaren Anonymitätsgrad in einem zukünftigen Zeitin-
tervall.
garantierte An-
onymität
Anonymität heißt garantiert, wenn die zugesicherte Anonymität für eine zu sendende
Nachricht gewährleistet ist.
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Eine Garantie darf nicht durch einen stärkeren Angriff, aber auch nicht durch Einflüsse anderer
Teilnehmer beeinträchtigt werden. Wird die Größe der Anonymitätsmenge bzw. das Ergebnis
einer Anonymitätsmetrik für die Einschätzung von Anonymität herangezogen, bezieht sich deren
Größe auf einen betrachteten Zeitraum in der Vergangenheit. D.h. die Einschätzung ist nur dann
eine gute Vorhersage, falls das System keinen großen Änderungen unterliegt. Dies stellt jedoch
eine starke Einschränkung der Aussage dar. Kann die zugrundeliegende Anonymisierungstech-
nik keine Garantien für das zukünftige Verhalten aussprechen, so stellt die Einschätzung nur
eine Prognose dar. Inwiefern diese eintrifft, hängt von den Veränderungen ab, die sich im AN
ergeben, bis die Nachricht gesendet wird. Unterstützt das AN bedeutungslose Nachrichten und
ist Paketverlust selten, treten keine hohen Fluktuationen in der Anonymitätsmenge auf. Eine
tatsächliche Garantie besteht allerdings nicht.
Perfekte Anonymität bemisst den Informationsgehalt eines Angreifers, während garantierte An-
onymität sich auf unveränderte Eigenschaften des AN bezieht. Perfekte Anonymität erfüllt ga-
rantierte Anonymität Die Einschätzung korreliert dabei mit dem Vorwissen eines Angreifers,
d.h. der Wahrscheinlichkeit P (E), ein Ereignis richtig zuzuordnen. Zu einem späteren Zeitpunkt
schickt der Sender eine Nachricht, wobei der Angreifer eine Beobachtung B macht. Garantier-
te Anonymität fordert, dass der Grad der Anonymität sich nicht verschlechtern darf. D.h. die
Wahrscheinlichkeit, dass der Angreifer ein Ereignis zuordnen kann, verändert sich durch die
Beobachtung nicht, d.h. P (E) = P (E|B). Dies definiert perfekte Anonymität. Im Beispiel des
Schnittmengen-Angriffs bleibt die Anonymität garantiert, solange der Angreifer die Anonymi-
tätsmenge nicht verkleinern kann.
Falls Entscheidungen basierend auf einer Prognose der Anonymität getroffen werden, könnte ein
gezielter Angriff Fluktuationen herbeiführen, um die effektive Anonymität herabzusetzen. Ein
aktiver Angreifer könnte einen (n − 1)-Angriff auf einen Mix durchführen, um die Nachrichten
Dritter Teilnehmer zu verwerfen. Die Garantie für die Anonymität des Senders der verbleibenden
Nachricht würde dadurch verletzt.
Vertrauensbeziehungen. Aufgrund der verteilten Struktur von AN beruht die Messung von
Anonymität häufig auf dritten Parteien und damit deren Vertrauenswürdigkeit. Diese könnten
entweder böswillig falsche Angaben machen oder selbst getäuscht werden, um das Verhalten eines
Teilnehmers zu beeinflussen. Falls keine Vertrauensbeziehungen zu anderen Parteien bestehen,
ist es daher am vorteilhaftesten, eine eigene Wahrnehmung über den Grad der Anonymität zu
erhalten.
Bei der Einschätzung von Anonymität kann das Vertrauen nur mit hohen Kosten auf mehrere
Instanzen verteilt werden. Dazu ist es nämlich erforderlich, die Einzigartigkeit von Beteiligten
in der Anonymitätsmenge sicherzustellen, wozu deren IP-Adressen verglichen werden müssen.
Es ist jedoch denkbar, dass mehrere Instanzen die Größe unabhängig voneinander berechnen,
127
6. Modellierung von Zielkonflikten in Anonymisierungsnetzen
um vor einer einzelnen Infiltration zu schützen. Dies erhöht jedoch die Kosten für die gezählten
Teilnehmer, in Form zusätzlicher Kommunikation.
Ein Ansatz das Problem der Vertrauenswürdigkeit zu betrachten, beruht auf der Wahrschein-
lichkeit infiltrierter Teilnehmer. Nach der probabilistischen Anonymität beruht die Wahrschein-
lichkeit, dass die Einschätzung der Anonymität vom Angreifer manipuliert werden kann, auf
der Anzahl von Systemen, die am Zählen der Anonymitätsmenge beteiligt sind. Wird die Größe
der Anonymitätsmenge anhand der eingehenden Verbindungen einer Mix-Kaskade geschätzt,
kann der Angreifer diese erhöhen, indem er zusätzliche Verbindungen aufbaut. Dadurch kommt
die Einschätzung zu einem erhöhten Wert und die tatsächlich herrschende Anonymität wird
überschätzt.
Einordnung der Anonymisierungstechniken. Die Techniken werden nach den zwei einge-
führten Kriterien unterschieden: garantierte Anonymität sowie miteinbezogenes Vertrauen.
Berichtete Anonymität. In der Klasse der berichteten Anonymität wird der Grad der
Anonymität eines verstrichenen Zeitraumes für die Prognose verwendet. Die Prognose erweist
sich als wahr, wenn sich das System bis zur betrachteten Nachricht nicht stark verändert. Zudem
beruht die Aussagekraft auf der Vertrauenswürdigkeit des beteiligten Systems.
AN mit Zugriffskontrolle oder Mix-Kaskaden mit einem einzigen Eingangsknoten ermöglichen
berichtete Anonymität. Die Zahl der zuletzt angemeldeten Teilnehmer wird als Prognose für die
zukünftige Größe der Anonymitätsmenge verwendet. Neben der Sender-Diversität wird ange-
nommen, dass Teilnehmer ihre Kommunikation fortsetzen bzw. durch neue Teilnehmer ersetzt
werden. Es muss den Informationen der Zugangskontrollknoten und deren Aggregation vertraut
werden. Die berichtete Anonymität bezieht sich auf einen Zeitpunkt in der Vergangenheit und
stellt lediglich eine Vorhersage für die aktuelle Größe der Anonymitätsmenge dar.
Im TOR-Netz wird die Anonymitätsmenge und deren Größe [Sof] sowie beim AN.ON Projekt ein
abstraktes Anonymitätsmaß dargestellt [Fed]. In beiden Netzwerken wurden die Fluktuationen
der Anonymitätsmenge bisher nicht untersucht, so dass der Einfluss von Abweichungen zur
Prognose bisher nicht quantifiziert werden kann.
Richtlinien-gestützte Anonymität. Die Klasse der richtliniengestützten Anonymität bie-
tet eine Garantie, dass zukünftig ein bestimmter Grad an Anonymität erreicht wird. Die Klasse
beruht jedoch auf dem Vertrauen in eine unabhängige Instanz. Dies wird beispielsweise durch die
Konfiguration eines Pool-Mixes etabliert. Dabei werden eingehende Nachrichten zunächst in den
Pool eingestellt. Sobald ein Schwellwert erreicht wird, werden N aus n Nachrichten zufällig aus-
gesucht und weitergeleitet. Ist der Schwellwert zu der Anonymitätsmenge verknüpft, ergibt sich
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eine Garantie für die Anonymität, falls die Ereignisse zwischen den Teilnehmern gleichverteilt
sind.
Zugesicherte Anonymität. Die Klasse zugesicherter Anonymität ermöglicht strategisches
Handeln frei von Vertrauensbeziehungen und mit einem garantierten Anonymitätsgrad.
Diese Klasse tritt in Form des DC-Netzes auf. Dort wird vor der eigentlichen Sendung von
Nachrichten der Schlüsselgraph vereinbart, der die Anonymitätsmenge festlegt. Zugesicherte
Anonymität besteht, wenn der Teilnehmer n − 1 Schlüssel austauscht, also mit jedem ande-
ren Teilnehmer. Die Informationsbeschaffung der Anonymitätsmenge kann der Teilnehmer ohne
Vertrauen in Dritte durchführen. Allerdings muss er darauf vertrauen,
a) dass der Broadcast-Mechanismus keine Nachrichten einfügt
b) dass keine Sybils in der Anonymitätsmenge enthalten sind,
c) dass die vereinbarten Schlüssel vertraulich bleiben und
d) dass kein Teilnehmer infiltriert wurde.
Darüber hinaus wird kein Vertrauen benötigt, um den zugesicherten Anonymitätsgrad anhand
des vereinbarten Schlüsselgraphen zu ermitteln. Die Anonymität gegenüber einem globalen, pas-
siven Beobachter lässt sich aus der Größe der Anonymitätsmenge berechnen.
Der vollvermaschte Schlüsselgraph stellt darüber hinaus sicher, dass eine Nachricht nur bei voll-
ständiger Beteiligung der Anonymitätsmenge dekodiert werden kann. Nach Änderung der An-
onymitätsmenge muss in jedem Fall ein neuer Schlüsselgraph vereinbart werden, wobei sich im
vollvermaschten Graphen für alle Teilnehmer die verwendeten Schlüssel ändern.
Ebenso können Teilnehmer eines Mix-Netzes zugesicherte Anonymität erhalten, beispielsweise in
Peer-to-Peer basierten AN [RP02, FM02]. Jeder Peer agiert dabei als Mix und vermischt Nach-
richten anderer Teilnehmer in seinem Pool . Aus dem Füllstand des Pools kann er die zugesicherte
Anonymität ermitteln. Ein Beobachter kann nämlich nicht unterscheiden, ob eine ausgehende
Nachricht weitergeleitet oder selbst erzeugt wurde. Allerdings treten durch die Teilnahme als
Mix große Kosten für den Empfang, Versand und das Entschlüsseln von Nachrichten auf.
Wahrgenommene Anonymität. Wahrgenommene Anonymität beschreibt eine Klasse von
Techniken, bei denen jeder Teilnehmer eine eigene Wahrnehmung über den Anonymitätsgrad
erhält. Dazu wird kein Vertrauen in externe Instanzen benötigt. Die daraus gewonnene Einschät-
zung bezieht sich allerdings auf die Vergangenheit und stellt lediglich eine Prognose zukünftiger
Anonymität dar.
DC-Netze sind der einzige Fall, in dem Teilnehmer die Anonymitätsmenge unmittelbar wahr-
nehmen können. Das Beispiel in Abbildung 6.6 illustriert eine fehlerhafte Prognose durch wahr-
genommene Anonymität. Teilnehmer T2 nimmt an einem DC-Netz mit fünf Teilnehmern teil. Es
129
6. Modellierung von Zielkonflikten in Anonymisierungsnetzen
T1 T2 T3 T4 T5k12
k23 k34 k45
k15
1) T2 vereinbart Schlüsselgraph mit T1,T3
2) T2 empfängt Nachrichten von {T1,T3,T4,T5}
Anonymitätsmenge = 5
3) T4,T5 verlassen das AN, 
T1,T3 vereinbaren k13
T1 T2 T3k12
k23
k13
4) T2 sendet eine Nachricht
wahrgenommene Anonymität: 1/5
Anonymität (passiver Angreifer): 1/3
Schlüssel
Ti Teilnehmer
kij
Abbildung 6.6.: Szenario mit fehlerhafter Einschätzung durch wahrgenommene Anonymität
wird ein dünn besiedelter Schlüsselgraph verwendet, der lediglich vor einem einzigen infiltrierten
Teilnehmer schützt. In der ersten Runde erhält T2 Informationseinheiten von allen Teilnehmern
und berechnet daraus die Anonymitätsmenge. Später verlassen T4, T5 das DC-Netz und T1, T3
vereinbaren einen gemeinsamen Schlüssel. Teilnehmer T2 wird von dem Wechsel des Schlüssel-
graphen nicht informiert, da er weder mit T4 noch T5 gemeinsame Schlüssel besitzt. T2 sendet
mit einer wahrgenommenen Anonymitätsmenge der Größe 5, tatsächlich hat sich diese durch
den Austritt von T4, T5 auf die Größe 3 verringert.
6.5. Zusammenfassung
Die Anwendung von Spieltheorie ist hilfreich für das Systemdesign von AN, wobei die Auswir-
kungen von Entwurfsparametern auf den laufenden Betrieb evaluiert werden können. In solchen
Systemen treten Rückkopplungen zwischen dem Verhalten der Teilnehmer untereinander und
den Verhaltensweisen der Teilnehmer auf. Für ein AN müssen daher die Entscheidungen des
Designers, normaler Teilnehmer und von Angreifern modelliert werden. Grundsätzlich findet
zwischen diesen Spielern keine Kooperation in Form von bindenden Verträgen statt. Entweder
weil die Entscheidungen zeitlich hintereinander erfolgen oder aufgrund entgegengesetzter Interes-
sen. Dies ermöglicht die spieltheoretische Modellierung, wobei der durch unabhängiges Handeln
erreichte Spielausgang den Nutzen der AN-Teilnehmer bestimmt. Die Zielkonflikte in AN wer-
den im Spiel auf sogenannte Dilemmas abgebildet, wobei die Lösungskonzepte für alle Parteien
einvernehmliche Lösungen finden können.
Anonymitätspräferenz vs. Kosten. Jeder Teilnehmer besitzt eine individuelle Einschät-
zung, welche Angreifermodelle seine Anonymität gefährden. Die erforderlichen Anonymisierungs-
techniken, um vor dem Angreifermodell zu schützen, erzeugen unterschiedliche Betriebskosten,
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die auf die Teilnehmer umgelegt werden. Diese Kosten werden üblicherweise zu gleichen Teilen
unter den Teilnehmern aufgeteilt. Die Berücksichtigung des individuellen Nutzerverhaltens, etwa
die Zahl gesendeter Nutzdaten, würde partielle Unverkettbarkeit notwendig machen und wür-
de damit Angriffe gegen die Anonymität erleichtern. Die Folge gleichverteilter Kosten ist, dass
Teilnehmer an einem AN teilnehmen, dessen Angreifermodell möglichst gut mit ihrem Eigenen
übereinstimmt.
Zurechenbarkeit vs. Unbeobachtbarkeit. Da egoistisches Verhalten der Kooperation in
einem AN entgegensteht, müssen Anreize das Verhalten der Teilnehmer beeinflussen. Verhält
sich ein Teilnehmer dennoch entgegen dem vom System geforderten Verhalten, müssen seine
Aktionen ihm zurechenbar sein. Dafür muss er unter einem eindeutigen Pseudonym auftreten,
weswegen totale Unverkettbarkeit und damit Unbeobachtbarkeit nicht erreicht werden kann.
Um Missbrauch, wie beispielsweise Überflutungsangriffe zu erkennen, müssen Nachrichten un-
tereinander verkettbar sein. Dies ermöglicht, Nachrichten eines Senders einander zuzuordnen,
Missbrauch zu erkennen und bösartige Nachrichten zu bekämpfen. Dies zerstört allerdings Un-
verkettbarkeit und gefährdet über Profiling die Anonymität des Teilnehmers. Daher sollte die
Unverkettbarkeit nur bei nachweislichem Missbrauch aufgehoben werden (siehe Abschnitt 4.4).
Störungsrobustheit vs. Effizienz. Treten Störungen in einem AN auf, erhöht dies die
Betriebskosten, weil Nachrichten erneut gesendet werden müssen. Daher sollen eingesetzte Me-
chanismen zufällige Störungen vermindern und absichtlichen Störungen entgegenwirken. Dieser
Punkt wird ausführlich in Kapitel 7 anhand von Dining Cryptographer-Netzen diskutiert. Dabei
sind in jedem Fall die gesteigerten Kosten und deren Auswirkungen zu berücksichtigen.
Einschätzung der Anonymität. Um darüber hinaus den Nutzen einer Teilnahme am AN
einschätzen zu können, muss ein Teilnehmer den Grad der Anonymität bestimmen können.
Allerdings können spezifische Angriffe darauf abzielen, die Einschätzung zu verfälschen, etwa
um dem Teilnehmer eine höhere Anonymität zu vermitteln, als tatsächlich besteht.
Vereinbarkeit mehrerer gleichzeitiger Ziele. Ein Teilnehmer muss alle diese Faktoren
miteinbeziehen, bevor er eine Nachricht verschicken kann, bei der er seine Identität verbergen
möchte.
Spieltheorie ermöglicht die Modellierung solcher Zielkonflikte in Form von Strategien. Die Spiel-
theorie kann dabei auch Rückkopplungen des Verhaltens der Mitspieler berücksichtigen. Die
Klasse der Dilemmaspiele wurde in Zwei-Personen Spielen untersucht. Das Ergebnis sind die
Dilemma-Klassen, unterschieden nach den Auszahlungswerten. Das Kapitel untersucht den Fall,
bei dem ein Spieler an zwei Dilemmaspielen gleichzeitig teilnimmt, wobei die Strategien im
zweiten Spiel invertiert sind.
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Die Lösungskonzepte der Spieltheorie, speziell das Nash-Gleichgewicht, ermöglichen den Spielern,
einen Strategievektor zu berechnen, wobei kein Spieler seine Auszahlung erhöhen kann und der
damit den bestmöglichen Spielausgang für alle Spieler darstellt. Die Auszahlungsfunktionen sind
allerdings abhängig von den Systemparametern, deren Einfluss das folgende Kapitel gewidmet
ist.
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Die Widerstandsfähigkeit eines Anonymisierungsnetzes wird von vielen Aspekten beeinträchtigt.
Die sicherheitsspezifischen Störquellen lassen sich über das Angreifermodell und die Anonymi-
tätsmenge beschreiben. Zu den ökonomischen Störeinflüssen gehören der Informationsstand und
die Einflussfaktoren auf den Nutzen.
Die folgende Studie untersucht die Widerstandsfähigkeit eines Dining Cryptographer (DC)-
Netzes gegenüber globalen, passiven und teilweise präsenten, aktiven Angreifern. Das DC-
Protokoll stellt die Anonymität von Broadcast-Übermittlungen sicher, indem Nachrichten mit
vorab vereinbarten Schlüsseln überlagert werden. Dies ermöglicht den Teilnehmern, den Grad
der Anonymität einzusehen und mit den entstehenden Betriebskosten abzuwägen. Darüber hin-
aus vergleicht die Studie Wechselwirkungen zwischen dem Verhalten mit und ohne vollständiger
Information.
Aktive Angreifer können ein DC-Netz beeinträchtigen, indem sie die Integrität von Übertragun-
gen stören. Der Designer des DC-Netzes kann verschiedene Schutzmechanismen realisieren, die
aber wiederum die Betriebskosten erhöhen. Die Studie untersucht daher, welche Systemparame-
ter die Verfügbarkeit und eine hohe Anonymität gewährleisten.
Ziel der Studie. Diese Studie modelliert strategisches Verhalten in einem DC-Netz. Das Mo-
dell berücksichtigt insbesondere Eigenschaften des DC-Kodierungsschemas wie Robustheit ge-
genüber Kollisionen und Identifikation von absichtlich störenden Teilnehmern. Darüber hinaus
werden die Anonymitäts-Präferenzen einzelner Teilnehmer berücksichtigt.
Als Spieler werden der Designer, ein Teilnehmer sowie ein Angreifer modelliert. Als Strategien
werden jeweils kooperatives und defektives Verhalten betrachtet. Der Designer kann ein effizien-
tes oder ein robustes Kodierungsschema wählen, der Teilnehmer am DC-Netz teilnehmen oder
es verlassen und der Angreifer sich protokollkonform verhalten oder Übertragungen böswillig
stören. Bei den Spielen werden verschiedene Informationsstände berücksichtigt und geeignete
Lösungskonzepte eingesetzt. Durch Identifizieren der Nash-Gleichgewichte kann das Verhalten
von Spielern unter perfekter Rationalität ermittelt und mit den optimalen Strategien eines se-
quentiellen Spieles verglichen werden. Dadurch kann untersucht werden, wie das Verhalten der
Spieler von den Systemparametern beeinflusst wird.
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Die Modellierung dient dem Ziel, Parameter zu identifizieren, die aus Sicht des Designers zu einer
positiven Entwicklung des AN führen, d.h. ein hoher Grad an Anonymität bei hoher Verfügbar-
keit der Kommunikation. Bei einer Gleichverteilung der Anonymitätspräferenzen der Teilnehmer
steigt die Anonymitätsmenge umgekehrt proportional zu den Betriebskosten des eingesetzten
Verfahrens an. Daher werden Parameter gesucht, bei denen Anonymität sowohl robust gegen-
über Störungen ist, als auch mit geringen Betriebskosten durchgeführt werden kann. Die Studie
wählt dafür die Modellierung in Form von nicht-kooperativen und sequentiellen Spielen. Diese
haben den Vorteil, dass sowohl das rationale Verhalten aller Spieler als auch die Wechselwirkun-
gen zwischen deren Entscheidungen berücksichtigt werden. Methodisch werden Lösungskonzep-
te der Spieltheorie verwendet, die trotz zugrundeliegender Zielkonflikte anwendbare Ergebnisse
liefern. Die Nash-GGWe bezeichnen Strategien in einem nicht-kooperativen Spiel, wobei kein
Spieler seine Auszahlung egoistisch erhöhen kann. Kann der Spieler ein eindeutiges Nash-GGW
ermitteln, wird er sich unter perfekter Rationalität genau in dieser Weise verhalten. Anschlie-
ßend werden Ergebnisse nicht-kooperativer Spiele mit vorteilhaften Strategien in sequentiellen
Spiele verglichen. Für sequentielle Spiele müssen andere Lösungskonzepte eingesetzt werden, da
der Designer das Verhalten der DC-Teilnehmer nicht im Vorhinein einschätzen kann. Die DC-
Teilnehmer können hingegen die getroffene Strategie des Designers berücksichtigen, besitzen also
perfekte Information.
Techniken zur anonymen Kommunikation können im Betrieb erhebliche Kosten verursachen.
Daher berücksichtigen rationale Teilnehmer eines AN dessen Kosten sowie dessen Nutzen. Falls
die Kosten den erwarteten Nutzen überwiegen, verlässt ein solcher Teilnehmer das AN. Dies
beeinträchtigt allerdings das Ziel des Designers, einen hohen Grad an Anonymität zu erreichen.
Um das Verhalten mit Hilfe der Systemparameter zu beeinflussen, müssen nicht nur diese Wech-
selwirkungen sondern auch der Vorteil perfekter Rationalität betrachtet werden.
Zielkonflikte beim Design. Der Designer begegnet bei der Entscheidung zwischen robustem
und effizientem Kodierungsschema einem Dilemma. Die Kosten eines Teilnehmers werden von
zwei Aspekten beeinflusst: Eigenschaften des Kodierungsschemas wie CPU-Zyklen pro Runde
und verwendete Bandbreite sowie die Widerstandsfähigkeit des Protokolls, beispielsweise ob
nach einer Kollision die Nachricht erneut übermittelt werden muss. Solche Kollisionen können
zufällig zwischen den Teilnehmern auftreten, können aber auch durch absichtliche Störungen
provoziert werden. In beiden Fällen erhöhen sich die Kosten der Teilnahme. Daher ist ohne
Berücksichtigung des Spielerverhaltens nicht klar, durch welche Parameterwerte ein hoher Grad
an Anonymität und geringe Störungen erreicht werden können.
Die Parameterwahl eines AN muss einen Kompromiss finden zwischen den resultierenden Be-
triebskosten und dem möglichen Einfluss von Störern. Bei einem effizienten Kodierungsschema
ist die Teilnahme am DC-Netz attraktiv für viele Teilnehmer, die mindestens eine geringe An-
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onymitätspräferenz besitzen. Diese gibt an, welche Kosten sie bereit sind für die Anonymisierung
ihrer Nachrichten zu tragen. Liegen allerdings Störungen vor, steigen die Kosten, da nach Kolli-
sionen Nachrichten wiederholt übertragen werden müssen und die nutzbare Kapazität dadurch
sinkt. Bei einem kollisionsrobusten Kodierungsschema sind die Kosten dagegen von Vorne herein
höher, jedoch haben Angreifer keine Möglichkeit, die Verfügbarkeit des DC-Netzes zu verringern.
Daher werden Teilnehmer mit hoher Präferenz für Anonymität ein solches Kodierungsschema
präferieren. Der resultierende Grad an Anonymität hängt jedoch auch von der Anzahl von Teil-
nehmern ab. Gleichzeitig wachsen die Betriebskosten mit der Mächtigkeit möglicher Angreifer.
Daher ist es interessant, Angreifer frühzeitig zu entdecken und deren Teilnahme zu verhindern.
Dazu ist es erforderlich, die missbräuchliche Kommunikation in einem DC-Netz nachträglich auf-
zudecken und den Störer zu identifizieren. Methoden zur Erkennung von Störern weisen jedoch
hohe Kosten auf, so dass die Anonymitätspräferenz Teilnehmer zum Verlassen des AN veranlasst
und sich infolgedessen die Anonymitäts-Menge weiter verkleinert.
Erst eine spieltheoretische Modellierung der Verhaltensweisen beteiligter Spieler ermöglicht die
Analyse der Wechselwirkungen in einem AN. Die Analyse kann eine fundierte Entscheidungs-
grundlage für die Parameter eines AN, beispielsweise das verwendete Kodierungsschema, bilden.
Lassen sich über die Parameter das Verhalten in einer gewünschten Weise beeinflussen, kann da-
durch das Systemverhalten und damit die Anonymität und Verfügbarkeit sichergestellt werden.
7.1. Dining Cryptographer-Netze
Ein Dining Cryptographer (DC)-Netz schützt die Identität eines Senders durch Überlagern von
Nachrichten. Jede Übermittlungsrunde besteht aus einer einzigen Nachricht, welche an alle Emp-
fänger übermittelt wird. Um den Sender einer Nachricht zu verschleiern, sendet jeder Teilnehmer
eine mit symmetrischen Schlüsseln überlagerte Informationseinheit. Die Überlagerung schützt
die Vertraulichkeit der gesendeten Daten. Zum Dekodieren werden die Nachrichten aller Teil-
nehmer einbezogen und erst danach kann die übermittelte Nachricht entschlüsselt werden. Zu
diesem Zeitpunkt ist jedoch der Sender der Nachricht innerhalb der Menge der DC-Teilnehmer
ununterscheidbar, d.h. die Anonymität des Senders ist gewährleistet.
Schlüsselgraph. Das DC-Protokoll besteht aus dem Aufbau des Schlüsselgraphen, gezeigt in
Abbildung 7.1 sowie darauf folgenden Kommunikationsrunden. Bei der Kodierung der zu über-
tragenden Nachrichten werden symmetrische Schlüssel einbezogen, welche beispielsweise über
XOR (⊕) mit den Nachrichten verknüpft werden. Jeder Schlüssel wird innerhalb einer Runde
über zwei Informationseinheiten eingebracht (siehe Abbildung 7.1). Wegen ∀m,kij ∈ 픹n,∀i, j :
kij = kji : (
⊕n
1=j k1j ⊕ m) ⊕ (
⊕n
1=j k2j ⊕ 0) ⊕ · · · ⊕ (
⊕n
1=j knj ⊕ 0) = m ⊕ 0 ⊕ · · · ⊕ 0 = m
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Schlüssel
Ti TeilnehmerT1
T2 T3
k13k12
k31
k32
k21
k23
kij
(a) Mit drei Teilnehmern
T1
T2
T3T4
T5
(b) Mit fünf Teilnehmern
Abbildung 7.1.: Vollvermaschte Schlüsselgraphen in einem Dining Cryptographer-Netz
hebt sich die doppelte Verwendung jedes Schlüssels bei der Dekodierung wieder auf, ohne dass
ein Empfänger die verwendeten Schlüssel kennen muss. Die Anonymität des Senders verringert
sich jedoch, wenn ein Angreifer in den Besitz verwendeter Schlüssel gelangt, beispielsweise durch
infiltrierte Teilnehmer. Gelangt ein Angreifer sogar in den Besitz aller Schlüssel, kann er die
Überlagerung der Informationseinheit abstreifen und dadurch die Identität des Senders aufhe-
ben. Ein Graph G = (V,E) aus den Knoten V mit den Kanten E heißt vollvermascht, g.d.w.
∀i, j ∈ V : (i, j) ∈ E. In einem vollvermaschten Schlüsselgraphen schützt die Überlagerung vor
teilweise infiltrierten Knoten. Falls n−1 Knoten infiltriert sind, d.h. der Angreifer deren Schlüssel
kennt, kann er die Überlagerung der Nachricht des verbleibenden Senders abstreifen.
Jeder Schlüssel sollte nur ein einziges Mal verwendet werden, da andernfalls die Vertraulich-
keit durch Kryptoanalyse gebrochen werden kann. Dazu können zwei Pseudozufallszahlen-
Generatoren (PZG) ausgehend vom gleichen Startwert scheinbar zufällige, identische Folgen von
Zahlen erzeugen [Sta06, Kapitel 7.4]. Kennt ein Beobachter nur die Folge der Pseudozufallszah-
len, nicht jedoch den verwendeten Startwert, kann er weitere Zahlen der Folge nicht vorhersagen.
Diese Eigenschaft erfüllen kryptographische PZGs. Wird für jede Kante des Schlüsselgraphen
ein Startwert vereinbart, können die entstehenden Pseudozufallszahlen als Schlüssel verwendet
werden.
Um den Sender einer Nachricht sicher zu identifizieren, müsste der Angreifer sämtliche (n − 1)
verwendeten Schlüssel kennen. Erst dann kann er von der abgefangenen Informationseinheit⊕n
1=j k1j ⊕m die Überlagerung abstreifen und die gesendete Nachricht m einsehen. Besitzt ein
Teilnehmer keine Schlüssel, kann er die Nachricht nur dekodieren, wenn alle Informationseinhei-
ten des vereinbarten Schlüsselgraphen eingetroffen sind. Daher müssen bei jeder Änderung des
Schlüsselgraphen alle Teilnehmer informiert werden, sie kennen damit die untere Grenze der An-
onymitätsmenge bzw. beim vollvermaschten Schlüsselgraphen die gesamte Anonymitätsmenge.
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24 Phase 2) Beweishinterlegung
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SigA(5 || kAB(x) || kAC(x) || kAD(x))
Signatur über Daten D mit Schlüssel x
Konkatenation
Bedeutungslose Nachricht
Abbildung 7.2.: Slotreservierung im Dining Cryptographer Protokoll
Störungen. Wird ein einfaches Kodierungsschema, beispielsweise die Überlagerung mit XOR
angewendet, führen gleichzeitig gesendete Nachrichten mi der Sender K zu einer Kollision⊕
i∈K mi. Ein Teilnehmer j, der lediglich eine selbst gesendete Nachricht mj kennt, kann da-
her nur erfolgreich empfangen, wenn |K \ {j}| == 1, d.h. höchstens ein weiterer Sender eine
überlagerte Nachricht gesendet hat. Andernfalls wird keine der übermittelten Nachrichten les-
bar und diese müssen neu gesendet werden. Eine Kollision gefährdet damit die Verfügbarkeit des
AN. Störungen nutzen diese Schwachstelle aus, indem zufällige Nachrichten gesendet werden,
mit dem Ziel eine Kollision zu erzeugen. Je nach verwendetem Kodierungsschema verhindert die
Kollision die erfolgreiche Dekodierung und ein erneutes Senden der Nachricht wird notwendig.
Verfahren zur Slot-Reservierung. Kollisionen können entweder zufällig oder beabsichtigt
auftreten. Einen Schutzmechanismus vor zufälligen Kollisionen stellt die Reservierung von Über-
tragungsslots dar (Abbildung 7.2). Dazu belegt jeder Teilnehmer in der ersten Phase einen Über-
tragungsslot, der ihm dann exklusiv zugewiesen ist. Halten sich alle Teilnehmer an das Protokoll,
kann eine Kollision nur noch in Phase 1, nicht jedoch während der eigentlichen Nachrichtenüber-
mittlung auftreten.
Phase 1: Slotbelegung. Während der Slotbelegung wählt jeder der n Teilnehmer zufällig
einen aus k Slots und sendet einen entsprechend kodierten Bitstring über das DC-Protokoll.
Tritt eine Kollision auf, wird diese nach der Dekodierung von den betroffenen Sendern entdeckt,
indem die überlagerte Nachricht das gesetzte Bit nicht mehr enthält. Kollisionen zwischen einer
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Abbildung 7.3.: Abschätzung der Kollisionswahrscheinlichkeit
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Abbildung 7.4.: Kollisionswahrscheinlichkeit bei quadratischer Slotanzahl zur Anzahl Teilnehmer
ungeraden Anzahl von Sendern lassen sich damit jedoch nicht erkennen.
Chaum erwähnt [Cha88, Abschnitt 2.5], dass die Zahl verfügbarer Slots k quadratisch zur Zahl
der DC-Teilnehmer n sein soll, um die Wahrscheinlichkeit von Kollisionen zu verringern. Die
Wahrscheinlichkeit einer Kollision bei der Slotreservierung lässt sich durch das Zufallsexperi-
ment, Bälle aus einer Urne zu entnehmen, bestimmen. Dazu wird zunächst die Wahrscheinlich-
keit Q(n, k) berechnet, bei k Ziehungen unterschiedliche der n verschiedenen Bälle zu erhalten.
Die Anzahl der Möglichkeiten, aus n verschiedenen Bälle k Bälle ohne Wiederholung zu ziehen,
beträgt N = n · (n− 1) · · · · · (n− k + 1) = n!(n−k)! .
Q(n, k) =
N
nk
=
n!
(n− k)! · nk
Die Kollisionswahrscheinlichkeit lässt sich mit ∀x > 0, x ∈ ℝ : (1 − x) < e−x und ∀k ∈ ℕ :
1 + 2 + · · ·+ (k − 1) = 12 (k
2 − k) nach oben abschätzen (siehe Abbildung 7.3).
Die Kollisionswahrscheinlichkeit mit vier Teilnehmern beträgt bei quadratischer Anzahl Slots
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daher P (16, 4) > 1 − e−
k(k−1)
2n = 1 − e−
3
8 ≈ 0.313 < 0.5, d.h. eine Kollision tritt höchstens
in jedem zweiten Fall auf. Ein Sender muss im Schnitt also einen Slot in zwei Runden anfor-
dern, um einmal senden zu können. Abbildung 7.4 zeigt die Kollisionswahrscheinlichkeit nach
Anzahl der Teilnehmer, wobei jeweils eine quadratische Anzahl Slots bereit gestellt wird. Da
die Wahrscheinlichkeit jeweils unter 0.5 liegt, ist ein Sendevorgang im Mittel nach zwei Runden
erfolgreich.
Phase 2: Beweishinterlegung. Die optionale, zweite Phase dient dazu, vor Aufdeckung der
übermittelten Nachricht Beweise festzuhalten, die zur Aufdeckung des Verursachers verwendet
werden können, wenn dies z.B. durch ein Gericht angeordnet wird. Dazu wird die Nachricht
mit den verwendeten Schlüsseln konkateniert und anschließend signiert Sigi(m||k1i|| . . . ||kni).
Abbildung 7.2 zeigt . Erst nachdem alle Signaturen überprüft wurden, kann die nächste Phase
beginnen [Cha88, Abschnitt 2.6].
Um nachträglich die Beteiligten einer Kollision zu identifizieren, ist die Kooperation der Teil-
nehmer notwendig. Verzichtet ein Sender auf die Anonymität der gesendeten Daten kann er den
Vektor (m||k1i|| . . . ||kni) aufdecken. Nachdem der Vektor mit der gesendeten Informationsein-
heit und die Signatur der Vektoren überprüft worden sind, schließen sich andere Teilnehmer der
Aufdeckung an, indem sie ihre Vektoren offen legen. Verweigert ein Teilnehmer seinen Vektor,
bleibt er verdächtig, die Kollision verursacht zu haben.
Phase 3: Übertragungsblöcke. Während der eigentlichen Übertragung sendet jeder Teil-
nehmer die Informationseinheit, deren Daten mit dem signierten Vektor übereinstimmen. Die
Dekodierung beginnt sobald alle Informationseinheiten einer Runde ausgeliefert wurden. Eine
Kollision kann von einem Sender erkannt werden, wenn die gesendete von der empfangenen
Nachricht abweicht. Andere Empfänger können die Kollision nur wahrnehmen, wenn die Daten
zusätzlich mittels Fehlererkennungsmechanismen geschützt werden.
Phase 4: Aufdeckungsverfahren. Ist trotz Slot-Reservierung eine Kollision aufgetreten,
kann der berechtigte Sender optional verlangen, die entsprechende Runde aufzudecken. Da er
dabei seine gesendeten Daten aufdeckt, setzt dies voraus, dass er seine Anonymität aufgibt. Er
weist seine Legitimation nach, als Einziger in dem betreffenden Slot senden zu dürfen. Dazu
deckt er Slotbelegung auf: (slot||k1i|| . . . ||kni), deren Gültigkeit über die Signatur geprüft wird.
Anschließend ist noch zu prüfen, ob eine Kollision in dem betreffenden Bit erkennbar ist. Falls
jedoch 2n + 1 Teilnehmer mit n ≥ 1 den selben Slot ausgewählt haben, bleibt dies verborgen.
Die Slot-Reservierung verringert Verluste durch zufällige Kollisionen, wenn alle Teilnehmer dem
Protokoll folgen. Allerdings entstehen hohe Kosten, da zusätzlich zum Broadcast auch noch die
Signaturen verteilt werden müssen. Nimmt ein Teilnehmer mit fehlerhafter Implementierung
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oder bösartigem Verhalten teil, kann nicht eindeutig entschieden werden, welcher Teilnehmer
ausgeschlossen werden soll.
Interaktive Schutzmechanismen. Wegen der vorausgehenden Slotbelegung in Phase 1 kann
eine Kollision nicht mehr zufällig, aber noch durch inkorrektes Protokollverhalten und eine ab-
sichtliche Störung entstehen. Die folgenden Modifikationen zielen auf die sichere Identifikation
von Störquellen ab und können sowohl beabsichtigte Angriffe als auch fehlerhafte Implementie-
rung aus dem DC-Netz entfernen.
Fehlerlokalisierungsprotokoll. Mit Hilfe eines Fehlerlokalisierungsprotokoll kann inkor-
rektes Protokollverhalten aufgedeckt und dessen Verursacher identifiziert werden [Pfi85, Seite
123]. Protokollfehler sind entweder fehlerhafte Implementierungen eines Kodierungsschemas oder
PZGs, welche die Synchronität verloren haben. Beide Fehlerquellen können mittels selektivem
Wiederholen einer DC-Runde entdeckt werden [Pfi87, Seite 70]. Das DC-Netz wird dafür in den
Fehlertoleranz-Modus gesetzt und die Runde wird mit gleichem Schlüssel und gleichen Nach-
richten, jedoch mit einer verkleinerten Teilnehmermenge wiederholt. Ein einzelner fehlerhafter
Teilnehmer kann dadurch in O(log n) identifiziert werden [Pfi90, Kapitel 5.4].
Falle mit Beweishinterlegung. Absichtliche Störungen können damit nicht aufgedeckt
werden, sie ermöglichen dem Angreifer sogar, den Ressourcenverbrauch einer Übermittlung zu
steigern. In diesem Fall müssen sämtliche Phasen in Abbildung 7.4 durchgeführt werden [Cha88,
Abschnitte 2.5 und 2.6]. Nehmen wir an, Sender A stellt in seinem Slot 5 eine Falle für den
Störer. Dazu sendet A Daten, deren Sender-Anonymität er nachträglich aufheben lässt. Durch
Aufdecken der Vektoren der Slotbelegung fordert der Sender auf, die Vektoren aufzudecken. Die
Signaturen sorgen dafür, dass die gesendeten Daten nicht abgestritten werden können und auch
Schlüssel nicht nachträglich verändert werden können (gestrichelter Rahmen in Abbildung 7.4).
Dabei wird entweder festgestellt, dass ein Teilnehmer böswillig nicht die Informationseinheit
aus den hinterlegten Daten gesendet hat, die verwendeten Schlüssel nicht mehr synchron waren
oder ein anderer Implementierungsfehler vorlag. Eine eindeutige Identifikation wird mittels dem
Fehlerlokalisierungsprotokolles erreicht. Der betreffende Teilnehmer wird anschließend entfernt.
Interaktive Verfahren gehen von einem einzelnen Störer oder von deterministischen Fehlern ei-
ner Protokollimplementierung aus. Wird auf vorher gespeicherte Signaturen verzichtet, können
intelligente Angreifer eine erfolgreiche Aufdeckung verhindern. Für diesen Fall eignen sich nicht-
interaktive Verfahren besser, da diese die Verfügbarkeit anonymer Kommunikation gewährleis-
ten können. Die zweite Kritik betrifft den Ausschluss von identifizierten Störern. Es wird ein
Kriterium benötigt, mit dem wiederkehrende Störer eindeutig erkannt werden können. Für Au-
thentisierungsverfahren müsste die Eindeutigkeit der Identitäten sichergestellt werden, da sonst
White-Washing möglich wird. IP-Adressen, die zu diesem Zweck verwendet werden können, sind
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aber weder eindeutig noch unveränderbar. Um einen Störer dauerhaft an einer erneuten Teil-
nahme zu hindern, werden starke Annahmen notwendig, die schwierig zu realisieren sind.
Nicht-interaktive Schutzmechanismen. Um hohe Widerstandsfähigkeit gegenüber An-
greifern zu erlangen werden im Folgenden nicht-interaktive Verfahren betrachtet. Dabei werden
die Informationseinheiten mit Redundanz ausgestattet, die auch im Fall von Kollisionen dem
Empfänger die Dekodierung enthaltener Nachrichten ermöglicht. Nicht-interaktive Verfahren
stellen die Verfügbarkeit anonymer Kommunikation sicher, indem sie widerstandsfähig gegen-
über Störungen sind und optional Störungen identifizieren.
Nachdem der Schlüsselgraph eines DC-Netzes vereinbart wurde, werden in einem nicht-
interaktiven Verfahren lediglich die Übermittlungsrunden durchgeführt. Dies ermöglicht eine
genaue Einschätzung der Betriebskosten (vgl. Abschnitt 6.4), bestehend aus der genutzten Band-
breite sowie dem Berechnungsaufwand für die Überlagerung und Dekodierung der Informations-
einheiten.
Chaum’sches Kodierungsschema. Chaum’s Kodierung [Cha88] basiert auf der XOR-
Operation. Dies erlaubt ein effizientes Überlagern und Dekodieren der Informationseinheiten.
Da keinerlei Redundanz hinzugefügt wird, belegen die Informationseinheiten den gleichen Raum
wie die eingebettete Nachricht. Der Nachteil dieses Kodierungsschemas ist allerdings die geringe
Widerstandsfähigkeit gegenüber Kollisionen. Belegen zwei Sender einen Slot zur Übermittlung,
kann deren Kollisionen erst nachträglich festgestellt werden. Wird der Sendevorgang wiederholt
erhöht sich die Latenzzeit. Gleichzeitig steigen die Betriebskosten, da zusätzliche Bandbreite zur
Übermittlung einer Nachricht aufgewendet wird.
Ein kryptographischer Hashwert ermöglicht die Integrität der erhaltenen Nachricht festzustellen.
Einfache Checksummenverfahren eigenen sich wegen h(m1 ⊕ m2) = h(m1) ⊕ h(m2) nicht. Bei
einer Überlagerung würden die Daten zerstört, ihre Checksumme wäre aber fälschlicherweise
noch erhalten.
Kollisionsrobustes Kodierungsschema. Mittels Redundanz kann der Integritätsverlust
bei gleichzeitigen Übertragungen verhindert werden. Ein auf diese Weise kollisionsrobustes Ko-
dierungsschema erzeugt allerdings höhere Kosten, etwa für die steigende Übertragungskapazität.
Ausgehend von der erwarteten Anzahl gleichzeitiger Slotbelegungen kann die notwendige Red-
undanz ermittelt werden, bei der die Integrität der Nachrichten erhalten bleibt. Werden dennoch
mehr Übertragungen gleichzeitig gesendet, wird die Integrität gestört. Allerdings lässt sich die
Redundanz schrittweise anpassen, um sowohl die Kosten zu minimieren als auch die Integrität
zu gewährleisten. Die Widerstandsfähigkeit erhöht allerdings auch die Betriebskosten.
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Die Informationseinheiten werden mittels bilinearer Abbildungen erzeugt, das sind zweidimen-
sionale Vektorprodukte mit Linearitätseigenschaft [GJ04]. Jeder Sender bettet die Nachricht
gemeinsam mit den verwendeten Schlüsseln in eine Informationseinheit ein, um sie per Broad-
cast zu versenden. Die Eigenschaften der bilinearen Abbildungen sind so ausgelegt, dass mehrere
gleichzeitig gesendete Nachrichten ausgelesen werden können, wobei die Anonymität des Urhe-
bers dennoch erhalten bleibt.
Identifizierung von Störern. Eine dritte Möglichkeit sind Verfahren, die die Identifizie-
rung von störenden Teilnehmern ermöglichen, beispielsweise [BB89]. Treten gleichzeitig mehrere
Kollisionen ein oder sind zusätzlich Schlüssel asynchron, kann die Störquelle allerdings nicht
in einer einzigen Runde sicher identifiziert werden. Es kann jedoch ein Kreis von Verdächti-
gen eingegrenzt werden und in den folgenden Runden verkleinert werden. Allerdings sind diese
Kodierungsschemas aufwendiger und verursachen erhöhte Betriebskosten.
Ein solches Kodierungsschema stellt einerseits die Verfügbarkeit sicher, falls die Zahl gleichzei-
tiger Angreifer bekannt ist. Wenn ein Angreifer seine Identität nicht beliebig wechseln kann,
so muss er sich vor einer Identifizierung durch das Kodierungsschema schützen. In diesem Fall
verändert die Fähigkeit zur Identifizierung das Verhalten des Angreifers. Diese Eigenschaft er-
möglicht Störungen spieltheoretisch zu modellieren und auszuwerten.
Broadcast-Medium. Das DC-Protokoll setzt voraus, das der Broadcast der Nachrichten vor
einem Angreifer gegen Manipulation und Zerstörung geschützt ist. Dies kann über ein byzanti-
nisches Protokoll sichergestellt werden, welches die Kommunikation gegenüber Angriffen wider-
standsfähig macht [WP90]. Dabei werden digitale Signaturen verwendet, damit Fehlverhalten
einer Identität zurechenbar wird.
7.2. Systemparameter und Auszahlungsfunktionen
Spieltheorie ermöglicht die Modellierung des Verhaltens eines autonomen Teilnehmers mittels
einer Auszahlungsfunktion. Das Verhalten berücksichtigt allerdings Parameter des AN-Systems,
im DC-Netz beispielsweise das verwendete Kodierungsschema. Daher muss der Einfluss von
Systemparametern eines AN auf die Auszahlungsfunktion und in der Folge das Verhalten der
Spieler berücksichtigt werden.
Die verwendete Modellierung betrachtet das autonome Verhalten von drei Spielern sowie deren
Einflussfaktoren: der Designer entscheidet über den Einsatz eines parametrisierten Kodierungs-
schemas, ein Teilnehmer entscheidet darüber, seinen Verkehr zu anonymisieren und der Angrei-
fer führt gezielte Störungen herbei. Die Auszahlungsfunktion zeichnet sich dadurch aus, dass die
Strategie mit dem höchsten Nutzen für den Spieler den höchsten Wert ergibt. Dieser Abschnitt
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Spieler Strategie Werte Bedeutung
Designer Kooperieren p1 = 0 Effizientes Kodierungsschema
Defektieren p1 = 1 Robustes Kodierungsschema
Teilnehmer Kooperieren p2 = 0 Nimmt teil
Defektieren p2 = 1 Verlässt das Anonymisierungsnetz
Angreifer Kooperieren p3 = 0 Konform
Defektieren p3 = 1 Störung
Tabelle 7.1.: Strategien der Spieler
diskutiert die Gestalt der Auszahlungswerte in Relation zu den Dilemma-Spielen aus Abschnitt
6.2. Konkrete Auszahlungswerte und deren Ableitungen sind in Anhang A dargestellt.
In Anlehnung an das Gefangenendilemma hat jeder Spieler eine zweielementige Strategiemenge,
bestehend aus Kooperieren und Defektieren. Welches Verhalten dies für den einzelnen Spieler
darstellt zeigt Tabelle 7.1. Bei bestehender Kooperation aller drei Spieler wird die Verfügbarkeit
anonymer Kommunikation und der Anonymitätsgrad maximiert. Die Interessen des Angreifers
sind sogar der Verfügbarkeit entgegengesetzt: er will Kommunikation stören und dabei unent-
deckt bleiben. Das Interesse eines Teilnehmers ist die kostengünstige Kommunikation. Er koope-
riert nur, wenn die Kosten für die Teilnahme am AN gering sind. Für den Designer ergibt sich
daraus das Dilemma zwischen Widerstandsfähigkeit mit hohen Kosten und vielen Teilnehmern
mit vielen Angriffen zu balancieren.
Teilnehmer. Kosten und Nutzen für Teilnehmer in AN wurden bereits in Abschnitt 6.3.1
allgemein skizziert. Jeder Teilnehmer besitzt einen individuell festgesetzten Schwellwert, der
seine Anonymitätspräferenz angibt. Es gibt einerseits Teilnehmer, die hohe Kosten für anonyme
Kommunikation akzeptieren, während andere Teilnehmer das DC-Netz verlassen, falls ihnen die
anfallenden Kosten subjektiv zu hoch erscheinen.
Die Kosten der Teilnahme skalieren in einem DC-Netz mit der Anzahl von Teilnehmern n. Damit
jeder Teilnehmer eine Nachricht senden kann, müssen mindestens n DC-Runden durchgeführt
werden, wobei die Teilnehmer jeweils Informationseinheiten beisteuern müssen. Dafür müssen
sie das jeweilige Kodierungsschema anwenden und ihre Nachricht mit den Schlüsseln überlagern.
Genauso wächst der Aufwand beim Empfang mit der Zahl insgesamt versendeter Nachrichten,
da erst nach deren Dekodierung festgestellt werden kann, wer der Empfänger ist.
Der Nutzen der Teilnahme in einem DC-Netz besteht in der erhaltenen Anonymität für die
gesendeten eigenen Nachrichten. Gegenüber einem globalen, passiven Angreifer skaliert der Grad
mit der Größe der Anonymitätsmenge. Hat ein aktiver Angreifer andere Teilnehmer infiltriert,
schwächt dies die Anonymität des Senders.
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Angreifer. Der Angreifer muss selbst keine Daten übermitteln, sein Ziel ist lediglich, die an-
onyme Nachrichtenübermittlung der Teilnehmer zu stören. Dies kann der Angreifer jedoch nur
so lange aufrecht erhalten, wie seine Identität unbekannt ist und er nicht aus dem DC-Netz aus-
geschlossen werden kann. Ein solcher Angreifer würde daraufhin sein Verhalten anpassen, d.h.
sich konform verhalten, um nicht identifiziert zu werden. Ein Angriff auf die Sender-Anonymität
setzt im DC-Netz den Besitz der verwendeten Schlüssel voraus. Ein Angreifer kann Schlüssel
allerdings nur durch Infiltration erlangen. Liegen sämtliche Schlüssel vor, die zur Überlagerung
verwendet wurden, kann der Angreifer die ursprüngliche Nachricht wiederherstellen. Ein Sender
kann darauf vertrauen, dass nicht sämtliche anderen n − 1 Teilnehmer infiltriert worden sind.
Dann ist der Angreifer nicht in der Lage, die Anonymitätsmenge auf eins zu verkleinern. Daher
werden Angriffe gegen die Anonymität im Modell nicht betrachtet.
Die Anonymität eines Senders mit geringer Anonymitätspräferenz kann jedoch zerstört wer-
den, wenn der Angreifer die Kosten der Teilnahme so weit steigert, dass der Sender das AN
verlässt und ungeschützt kommuniziert. Der Angreifer kann die Kosten erhöhen, indem er Kolli-
sionen verursacht und dadurch eine wiederholte Übertragung notwendig macht. Verringert sich
aufgrund künstlich gesteigerter Kosten die Anonymitätsmenge, verringert dies graduell den An-
onymitätsgrad der verbleibenden Teilnehmer des AN.
Designer. Zuletzt verbleibt die Fragestellung, mit welchen Zielsetzungen die Parameter eines
Kodierungsschemas ausgewählt werden sollen. Konzeptuell bündeln sich diese Entscheidungen
in einem zusätzlichen Spieler: dem Designer des DC-Netzes. Der Designer verfolgt das Ziel, einen
hohen Grad an Anonymität für die teilnehmenden Sender bereitzustellen. Dazu entscheidet sich
der Designer zwischen dem Chaum’schen Kodierungsschema mit hoher Effizienz aber geringer
Widerstandsfähigkeit und einem robusten Kodierungsschema mit vorgegebenen Eigenschaften.
Das effiziente Kodierungsschema verringert die Betriebskosten und ermöglicht damit zusätzli-
chen Teilnehmern mit geringer Anonymitätspräferenz die Teilnahme. Ein Angreifer kann die
Verfügbarkeit des DC-Netzes jedoch stören, indem er absichtlich Kollisionen verursacht. Bei
einem robusten Kodierungsschema entstehen zusätzliche Kosten, die Anonymitätsmenge ver-
ringert sich daher. Nur wenn mehr Störer das System beeinträchtigen als erwartet, wird die
Verfügbarkeit der anonymen Kommunikation gefährdet. Der Angreifer kann also die Kosten be-
liebig steigern. Nur wenn das robuste Kodierungsschema zusätzlich die Identifizierung der Störer
ermöglicht, können die Betriebskosten wieder reduziert werden, nachdem alle Angreifer aus dem
Netz entfernt worden sind.
Spielausgänge mit bester Auszahlung für alle Parteien lassen sich spieltheoretisch für einen Satz
von Systemparametern ermitteln. Existiert nur ein einziges Nash-GGW, ist der Spielverlauf unter
perfekter Rationalität vorhersagbar. Der Spielverlauf hängt aufgrund der Auszahlungsfunktio-
nen aber von den Systemparametern ab. Die Studie variiert das Kodierungsschema sowie die
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Parameter Werte Bedeutung
Robustheit α = 0 nicht aktiv
α = 1 robust gegenüber Kollisionen
Identifizierung von Störern β = 0 keine Möglichkeit
β = 1 Störer können identifiziert werden
Anonymitäts-Präferenz γ = 0 gering
des Teilnehmers γ = 1 hoch
Tabelle 7.2.: Systemparameter eines Dining Cryptographer-Netzes
Anonymitätspräferenz der Teilnehmer, um Auswirkungen auf das Teilnehmer-Verhalten und die
entstehende Anonymität zu untersuchen.
Widerstandsfähigkeit gegenüber Störungen α. Dieser Parameter beeinflusst, ob der
Designer ein effizientes oder ein kollisionsrobustes Kodierungsschema wählt. Sind Kollisionen
selten, kann über ein effizientes Kodierungsschema Sender-Anonymität mit geringen Kosten ge-
währleistet werden. Die Modellierung verwendet dazu die zwei Spiele, in denen der Designer den
Nutzen der Teilnehmer und die Widerstandsfähigkeit gegenüber einem Angreifer betrachtet. Die
Auszahlungsfunktion des Designers gewichtet über den Parameter α die Ergebnisse der beiden
Spiele. Da der Designer rational handelt um seine Auszahlung zu maximieren, beeinflusst α seine
Strategiewahl. Abschnitt 6.2.1 erläutert die Ableitung einer solchen Auszahlungsfunktion und
ermöglicht damit die Identifikation der Nash-GGWe. In Spielen mit vollständiger Information
können alle Spieler die Auszahlungsfunktion einsehen.
Identifizierung von Störern β. Dieser Systemparameter aktiviert die Identifizierung von
Störern eines robusten Kodierungsschemas. Dies ist ebenfalls ein Wert im Intervall [0, 1], wo-
bei ein Angreifer durch größere Werte schneller identifiziert werden kann. Entscheidet sich der
Designer für ein robustes Schema mit α > 0.5, beeinflusst der Parameter β dessen Fähigkeit
zur Identifizierung von Störern. Es können sowohl robuste Kodierungen verwendet werden, die
ohne Interaktion anonyme Kommunikation ermöglichen (β = 0) als auch andere Kodierungen,
die einen Störer identifizieren.
Anonymitätspräferenz γ. Teilnehmer bewerten den Nutzen ihrer Anonymität unterschied-
lich. Bei einer hohen Anonymitätspräferenz wird der Nutzen hoch eingeschätzt und der Nutzer ist
bereit hohe Kosten für Anonymität zu erbringen. Bei geringer Präferenz für Anonymität besteht
die Bereitschaft, auf die Teilnahme am DC-Netz zu verzichten und ohne den Schutz der Anony-
mität zu kommunizieren, um dafür Betriebskosten einzusparen. Dies ist typischerweise durch
ökonomische Zwänge etabliert, etwa beschränkte Bandbreite. Um Daten in einem DC-Netz zu
empfangen wächst die eingehende Bandbreite linear mit der Größe des DC-Netzes. Entsprechend
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muss der Empfänger ausreichende Leistungsreserven bereitstellen, um dies zu ermöglichen. Diese
Eigenschaft begrenzt die Skalierbarkeit der DC-Netze, dafür ist die Sender-Anonymität innerhalb
einer nicht-infiltrierten Anonymitätsmenge zugesichert.
7.3. Auswertung der Nash-Gleichgewichte und defensiver Strategien
Die Verhaltensweisen der modellierten Spieler hängen von den Auszahlungswerten, genauer der
Ableitung der Auszahlungsfunktion ab (vgl. Anhang 6.2.1). Die Untersuchung soll Parameter-
belegungen α, β identifizieren, mit denen das Ziel des Designers erreicht wird, nämlich hohe
Anonymität für das DC-Netz.
Die Auswertung der Verhaltensweisen berücksichtigt dabei jeweils die resultierenden Nash-
Gleichgewichte ausgehend von gewählten Systemparametern. Die in Anhang A betrachteten
Auszahlungswerte sind so gewählt, dass sich ein eindeutiges Nash-Gleichgewicht ergibt. Dies
ermöglicht eine vereinfachte grafische Repräsentation der Spielausgänge durch die Wahrschein-
lichkeit pi, dass Spieler i defektiert. Ergibt sich in einer Runde kein eindeutiges Nash-GGW
und existiert keine Vereinbarung zwischen den Spielern, ist der Spielausgang nicht vorherseh-
bar. Dies verhindert eine nicht-vereinbarte Kooperation zwischen den Spielern und kann mit der
Modellierung nicht erfasst werden.
Die folgenden Experimente vergleichen die Nash-Gleichgewichte in einem nicht-kooperativen
Spiel mit der defensiven Strategie eines sequentiellen Spieles. Im sequentiellen Spiel haben die
Spieler perfekte Information über die vorausgegangenen Spielzüge, aber weder perfekte noch voll-
ständige Information über spätere Spieler. Die Reihenfolge der Spiele ist: der Designer beginnt,
es folgt der Teilnehmer und Schließlich der Angreifer. Dies bedeutet, dass der Angreifer das Ver-
halten des Designers kennt, aber der Designer kennt weder das Interesse noch das Verhalten von
Teilnehmer und Angreifer. Als Lösungskonzept im sequentiellen Spiel wird der Maximinimum-
Algorithmus verwendet, welcher defensiv den Verlust von Auszahlung vermeidet.
Ableitungsfunktionen. In Anhang A werden die Formeln für die Auszahlungsfunktionen
ui(p, α, β, γ), i ∈ I und deren Ableitung
∂ui(p, α, β, γ)
∂pi
hergeleitet. Abbildung 7.5 illustriert
die Abhängigkeiten der Ableitungen von Strategien der Mitspieler und den Systemparametern
α, β, γ.
Abbildung 7.5(a) zeigt den Verlauf von
∂u1(p, α, β, γ)
∂p1
= 0 für die im Anhang A exemplarisch
beschriebenen Auszahlungswerte. Die Fläche beschreibt die Tupel (α, p2, p3), für die die Strategie
p1 des Designers unbestimmt ist. p2 resp. p3 sind die gewählten Strategien des Teilnehmers sowie
des Angreifers. Für Punkte oberhalb der Fläche ist die Auszahlung maximal für die Strategie
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(a) Strategie der Nash-GGWe für Spieler 1 (Designer)
(b) Strategie der Nash-GGWe für Spieler 2 (Teilnehmer)
(c) Strategie der Nash-GGWe für Spieler 3 (Angreifer)
Abbildung 7.5.: Ableitungen der Auszahlungsfunktionen
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Defektieren, d.h. das robuste Kodierungsschema, während für Punkte unterhalb der Fläche Ko-
operation mit einem effizienten Kodierungsschema zur maximalen Auszahlung führt. Aus dem
Graphen kann abgelesen werden, dass für Werte α > 0.27 die dominante Strategie Defektieren
lautet. Für die Strategiewahl des Designers bedeutet dies, dass er sowohl den Systemparameter
α, als auch das Verhalten von Spieler 2 und 3 berücksichtigen muss.
Abbildung 7.5(b) zeigt die Nulllinie der Ableitung der Auszahlungsfunktion des Teilnehmers. Der
Wert der Ableitung hängt hier von der Strategie des Designers p1 und der Anonymitätspräferenz
γ ab. Die Fläche, in der Defektieren auszahlungsmaximale Strategie ist, trennt zwei Teilflächen an
den Rändern ab. Teilnehmer mit hoher Anonymitätspräferenz γ > 0.85 nehmen unabhängig von
der Strategie des Designers p1 teil, während Teilnehmer mit geringer Anonymitätspräferenz γ <
0.45 nur teilnehmen, falls eine effiziente Strategie vom Designer gewählt worden ist. Die Trennung
der beiden Parameterflächen kann abhängig von den Auszahlungswerten unterschiedliche Gestalt
annehmen.
In Abbildung 7.5(c) ist das Verhalten des Angreifers in Abhängigkeit von p1 und der Fähigkeit zur
Angreifererkennung β aufgetragen. Der Graph zeigt, dass Störungen verhindert werden, wenn
die Wahrscheinlichkeit einer Erkennung hoch ist. Wählt der Designer eine effiziente Strategie
oder ist die Fähigkeit zur Angreifererkennung wenig ausgeprägt, können Störungen auftreten
und die Verfügbarkeit anonymer Kommunikation beeinträchtigen.
Wahl des Kodierungsschemas. Der Designer eines AN ist in der Lage, mit den System-
parametern die Fähigkeiten der Kodierungsschemata zu aktivieren. Sein Interesse ist dabei die
größtmögliche Anonymität der Teilnehmer des DC-Netzes. Dabei muss der Designer bei der Wahl
seiner Strategie sowohl das Verhalten der Teilnehmer als auch das von potentiellen Angreifern
berücksichtigen.
Eine frühere Untersuchung geht davon aus, dass die Anonymitätspräferenzen der Benutzer gleich-
verteilt sind [ADS03]. Dies ist die Voraussetzung für stetiges Wachstum der Anonymität und
damit die Stetigkeit der Auszahlungsfunktion. Andere Präferenz-Verteilungen führen zu sprung-
haften Veränderungen des Anonymitätsgrades, verursacht durch eine gleichzeitige Verhaltens-
änderung vieler Spieler. Um dies näher zu studieren betrachten wir das Verhalten eines ein-
zelnen Spielers. Im nicht-kooperativen Spiel kann der Designer das Verhalten anhand der be-
kannten Auszahlungsfunktion einschätzen und die eigene Auszahlung entsprechend maximieren.
Das Nash-Gleichgewicht resultiert in einem Strategievektor, der für alle Spieler im Sinne der
Auszahlung vorteilhaft ist.
Experiment-Graphen. Die folgenden Graphen stellen die Ergebnisse spieltheoretischer Ex-
perimente dar. Jeder Punkt eines Graphen repräsentiert die Strategie eines Spielers. Eine de-
fensive Strategie als Resultat in einem sequentiellen Spiel wird durch ein aufrechtes Kreuz an-
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(a) Designer berücksichtigt lediglich Angriffs-Prävention α = 1
(b) Gleichgewicht zwischen Angriffsprävention und kostengünstigem Betrieb α =
0.5
Abbildung 7.6.: Auswirkung von Systemparametern auf das Verhalten der Spieler
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gezeigt (vgl. Abbildung 7.6(a)). Diagonale Kreuze repräsentieren Nash-Gleichgewichte im nicht-
kooperativen Spiel und beziehen sich auf den Strategievektor, dargestellt in den drei Graphen.
Die Experiment-Ergebnisse zeigen jeweils drei Graphen mit der Strategie des Designers (Spieler
1), eines Teilnehmers (Spieler 2) und des Angreifers (Spieler 3). Der y-Wert eines Punktes be-
zeichnet die Wahrscheinlichkeit zu Defektieren pi, analog zu der Notation in Kapitel 6. Welchem
Verhalten die Strategien Defektieren bzw. Kooperieren entsprechen ist jeweils rechts der Graphen
aufgetragen. Die x-Achse gibt an, welcher Wert im Experiment verändert wird. Beispielsweise
beeinflusst der x-Wert in Abbildung 7.6(a) gleichzeitig γ = x und β = 1 − x. Konstante Werte
für das Experiment sind in der Legende festgehalten.
Um jeden Punkt eines Nash-Gleichgewichts ist ein Konfidenzintervall angezeigt (vertikale Linien
nach oben/unten), deren Länge den Auszahlungsverlust anzeigt. Die Länge der Fehlerbalken
wächst quadratisch, umgekehrt proportional zur Differenz der Auszahlungswerte für die Strate-
gien Kooperieren und Defektieren (vgl. Formel 7.3). Für einen Strategievektor p berechnet sich
der Fehler eines Spielers i folgendermaßen:
Ni = max
p,p′∈P
{|ui(p)− ui(p
′)|} (7.1)
∆ui(p) =
1
Ni
| ui(1, p−i)− ui(0, p−i) | (7.2)
Erri(p, ǫ) =


(
ǫ−∆ui(p)
ǫ
)2
, falls ∆ui(p) < ǫ
0, sonst
(7.3)
Für die verwendeten Auszahlungswerte in Anhang A beträgt die maximale Auszahlungsdifferenz
Ni = 5. Für die Graphen wurde ǫ = 0.2 gesetzt, d.h. der Fehlerbalken wächst exponentiell,
sobald die Auszahlungsdifferenz 1 unterschreitet. Das Maß Erri(p, ǫ) gibt darüber hinaus an,
wie sensibel ein bestimmtes Gleichgewicht auf veränderte Auszahlungswerte reagiert. Für Werte
nahe ∆ui(p) = 0 können geringe Einflüsse, etwa fehlerbehaftete Messung der Anonymitätsmenge
oder abweichende Auszahlungen bereits zu einem Strategiewechsel führen. In den Experiment-
Auswertungen ergibt sich dann ein Fehlerbalken der Länge 1, d.h. der Spieler könnte eine andere
Strategie wählen. Je geringer die Länge des Fehlerbalkens bzw. ohne auftretenden Fehlerbalken,
desto sicherer ist ein Nash-Gleichgewicht aufgrund der Auszahlungsfunktion definiert.
Auswirkungen von Systemparametern auf das Verhalten der Spieler. Das erste Expe-
riment untersucht einerseits das Verhalten von Teilnehmern abhängig von deren Anonymitäts-
präferenz und den Einfluss der Störer-Identifizierung auf das Verhalten von Angreifern.
Nicht-kooperatives Spiel. Die x-Achse in Abbildung 7.6(a) gibt den ansteigenden Wert von
γ, der Anonymitätspräferenz des Teilnehmers sowie den absteigenden Wert von β, der Fähigkeit
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Abbildung 7.7.: Auszahlungsfunktion des Teilnehmers mit α = 0.5 und p2 = p3
zur Störer-Identifizierung, an. Der mittlere Graph zeigt die Strategie des Teilnehmers. Seine
Auszahlung und infolgedessen seine Strategie wird vom Parameter β bestimmt. Übersteigt der
Wert β > 0.4 wechselt die Strategie von Defektieren nach Kooperieren. Das bedeutet, dass
Teilnehmer mit geringer Anonymitätspräferenz die Kosten der Teilnahme im AN scheuen und
dieses daher verlassen. Alle Teilnehmer, deren Anonymitätspräferenz β ≥ 0.4 übersteigt, erhalten
eine höhere Auszahlung, indem sie am AN teilnehmen, sich also kooperativ verhalten. Daraus
folgt, dass bei einer Gleichverteilung der Anonymitätspräferenz nur 60% aller Teilnehmer am AN
teilnehmen. Die Anonymitätsmenge schrumpft daher zusammen. In dem Übergangsbereich β ∈
[0.35, 0.48] zeigt die Länge der Fehlerbalken an, dass leichte Veränderungen der Auszahlungswerte
das Nash-Gleichgewicht beeinträchtigen würden.
Das Verhalten des Angreifers wird durch den Parameter β beeinflusst. Wird ein Kodierungssche-
ma verwendet, dass den Verursacher von Störungen identifiziert, ändert sich das Verhalten des
Angreifers. Störungen treten daher nur auf, wenn deren Verursacher nicht identifiziert werden
kann. Der dritte Graph in Abbildung 7.6(a) zeigt die resultierenden Strategien des Angreifers.
Für β > 0.4 verhält sich der Angreifer konform, d.h. er nimmt normal am AN-Protokoll teil.
Erst wenn die Fähigkeit zur Identifikation weiter verringert wird, steigt die Wahrscheinlichkeit
von Störungen. Für β < 0.18 erreicht sie einen Zustand, in dem der Angreifer sich in jedem Fall
bösartig verhält, da er eine Identifikation nicht fürchtet. Die Fehlerbalken zeigen an, dass der
Eintritt einer Störung von den Auszahlungswerten abhängt.
Für das zweite Experiment in Abbildung 7.6(b) wurde α = 0.5 gesetzt. Dies beeinflusst die
Auszahlungsfunktion des Designers und damit dessen Verhaltensweise. In diesem Fall hängt
dessen Auszahlung von den Strategien beider Mitspieler ab (nach Formel 6.1 auf Seite 100 und
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Tabelle A.1 auf Seite 165):
u∗(px, py, U) =


(1− px) · (1− py)
px · (1− py)
(1− px) · py
px · py

 · (u1 u2 u3 u4) (7.4)
u1(p1, p2, p3, α) = α ·u∗(p1, p2, (5 3 1 0))
+ (1− α) ·u∗(p1, p3, (2 1 0 5))
(7.5)
Abbildung 7.7 zeigt die Auszahlungsfunktion des Designers unter der Annahme, dass p2 = p3
gilt. Im nicht-kooperativen Spiel werden diese beiden Strategien allerdings autonom gesteuert,
was sich ebenfalls auf die Auszahlungsfunktion des Designers auswirkt. Die Nash-Gleichgewichte
dieses Experiments sind in den Graphen in Abbildung 7.6(b) abgebildet. Im Vergleich zum vorhe-
rigen Experiment ändert sich die Gestalt der Nash-Gleichgewichte ab β > 0.35: es können mehr
Teilnehmer für das AN gewonnen werden, nämlich bereits Teilnehmer mit der Anonymitätsprä-
ferenz γ > 0.18. Dies ist das Resultat der geänderten Verhaltensweise des Designers α = 0.5 mit
Berücksichtigung des Zieles, ein effizientes Kodierungsschema einzusetzen. Für β = 0.8, γ = 0.2
beträgt der Strategievektor eines Nash-Gleichgewichts p = (0.2, 0, 0.5). Dies bedeutet, dass nur
zu 20% ein robustes und damit teures Kodierungsschema eingesetzt wird, dass bei gleichverteil-
ten Anonymitätspräferenzen 80% der Teilnehmer im AN teilnehmen und ein Angreifer nur zu
50% Störungen durchführt. Dabei trifft dann mit der Wahrscheinlichkeit p¯ = 0.2 · 0.5 = 0.1 ein
Störer mit einem robusten Kodierungsschema zusammen. Durch die Fähigkeit zum Identifizieren
β = 0.8 kann der Störer anschließend dauerhaft aus dem DC-Netz entfernt werden.
Die Graphen zeigen zudem, dass bei β = 0.4 ein günstiger Zustand herrscht: obwohl der De-
signer immer noch zu 40% ein effizientes Kodierungsschema einsetzt, verhält sich der Angrei-
fer kooperativ, setzt also seine Störungen aus (80%). Für α = 0.5 werden die Wertebereiche
β ∈ [0.3, 0.5] ∪ [0.55, 0.65] ∪ [0.75, 0.85] vom Designer gemieden, da der Angreifer hier mit gerin-
gem Verlust von der auszahlungsmaximalen Strategie abweichen kann, in der Grafik erkennbar
durch die langen Fehlerbalken im dritten Graphen.
Sequentielles Spiel. Die Abbildungen 7.6(a) und 7.6(b) enthalten zum Vergleich die Stra-
tegien eines sequentiellen Spieles. Dabei besitzt der Designer keine perfekte Information, da er
seine Strategie als erster Spieler wählt. Der Designer agiert daher defensiv, indem er ein robustes
Kodierungsschema vorgibt p1 > 0.85. Der Teilnehmer kooperiert jeweils, da die Kosten aufgrund
des robusten Kodierungsschemas nicht durch Kollisionen erhöht werden. Einzig Teilnehmer mit
minimaler Anonymitätspräferenz γ = 0 wählen eine gemischte Strategie, d.h. sie defektieren und
kooperieren mit gleicher Wahrscheinlichkeit p2 = 0.5. Der Angreifer verwendet perfekte Infor-
mation über die gewählten Strategien. Als letzter Spieler hängt seine Auszahlung nur noch von
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der selbst gewählten Strategie ab. Im sequentiellen Spiel defektiert der Angreifer nur bei einer
gering ausgeprägten Fähigkeit zur Störer-Identifikation β < 0.2.
Das zweite Experiment illustriert die Auswirkung einer Teilnehmer-freundlichen Wahl der Be-
triebsparameter. Durch Verringern der Kosten können Teilnehmer mit geringer Anonymitätsprä-
ferenz zur Teilnahme gewonnen werden, dies geht aber zu Lasten der Verfügbarkeit, da vermehrt
Störungen auftreten. Für α = 1 und β ∈ [0.5, 0.6], γ > 0.5 liefert das erste Experiment Strategie-
vektoren, wobei die Unvollständigkeit von Informationen den Spielausgang nicht verändert und
gleichzeitig die anonyme Kommunikation nicht beeinträchtigt wird (p3 = 0).
Wahl eines robusten Kodierungsschemas. Die folgenden beiden Experimente untersuchen
die Frage, welche Auswirkung ein robustes Kodierungsschema auf die Beteiligung und Störungen
eines DC-Netzes hat. Dazu wird der Systemparameter α variiert, der die Verhaltensweise des
Designers kontrolliert. Für α = 0 berücksichtigt der Designer ausschließlich die Auszahlungsfunk-
tion im Spiel mit dem Teilnehmer. Hier wird ein hoher Nutzen erzielt, wenn durch Teilnahme
die Anonymitätsmenge vergrößert werden kann. Formel 7.5 zeigt den Zusammenhang von α auf
die Auszahlungsfunktion. Für α = 1 werden ausschließlich die Auszahlungswerte im Spiel mit
dem Angreifer berücksichtigt. Zwischen Spieler 1 und 3 besteht ein Gefangenendilemma, da bei-
de ihren Nutzen durch Defektieren erhöhen können. Gleichzeitig wollen beide den Spielausgang
Punishment vermeiden, verursacht durch Defektieren beider Spieler, da dies ihre Auszahlung
vermindert.
Nicht-kooperatives Spiel. Im Experiment in Abbildung 7.8(a) ist die Identifizierung von
Störern vermindert (β = 0.5) und es werden Teilnehmer mit mittlerer Anonymitätspräferenz
γ = 0.5 betrachtet. Die Nash-Gleichgewichte für ein nicht-kooperatives Spiel folgen den erwar-
teten Spielausgängen: für α = 0 wird ein effizientes Kodierungsschema gewählt, worauf der
Angreifer durch Störungen die Verfügbarkeit des AN senkt. Diese Parametrisierung sollte daher
nicht gewählt werden, da die Präsenz eines Angreifers Kommunikation unterbinden kann. Für
α = 1 wird ein robustes Kodierungsschema gewählt, wobei die Fähigkeit zur Störer-Identifikation
β = 0.5 den Angreifer in kooperatives Verhalten zwingt. Um das Verhalten des Teilnehmers nä-
her zu untersuchen, wurde die Anonymitätspräferenz im folgenden Experiment in Abbildung
7.8(b) auf γ = 0.25 verringert. Damit beeinflusst der Systemparameter α über die Kosten der
Teilnahme das Verhalten der Teilnehmer. Für α > 0.6 steigen die Kosten für Teilnehmer mit
geringer Anonymitätspräferenz (γ = 0.25) zu hoch an, so dass diese das AN verlassen, um ihren
Nutzen zu erhöhen. Dies ist aus Sicht des Designers nachteilig: die verminderte Zahl von Teil-
nehmern verkleinert die Anonymitätsmenge und verringert damit indirekt auch die Anonymität
der verbleibenden Teilnehmer.
Die Strategien des Designers und des Angreifers stehen in Wechselwirkung miteinander. Die
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(a) Teilnehmer mit mittlerer Anonymitätspräferenz β = 0.5
(b) Teilnehmer mit geringer Anonymitätspräferenz β = 0.25
Abbildung 7.8.: Auswirkung von effizienter α = 0 und kollisionsrobuster Kodierung α = 1
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Graphen der Nash-Gleichgewichte für Designer und Teilnehmer in Abbildung 7.8(a) und 7.8(b)
sind allerdings nicht genau komplementär. Der Wertebereich α ∈ [0.2, 0.8] zeichnet sich zudem
durch eine geringe Differenz der Auszahlungswerte aus, so dass der Angreifer unter geringem
Verlust perfekte Rationalität verletzen kann. In Abbildung 7.8(b) wird neben der verminderten
Anonymitätspräferenz des betrachteten Nutzers γ = 0.25 auch die Fähigkeit zur Identifikation
erhöht β = 0.75. Dies beeinträchtigt die Nash-Gleichgewichte und führt dazu, dass bereits für
α > 0.65 robuste Kodierungen bevorzugt werden. Für den Wertebereich α ∈ [0.5, 0.65] sind
die Auszahlungen des Angreifers stabil, die Wahrscheinlichkeit von Störungen unterschreitet
jedoch 50%. Gleichzeitig wählt der Designer zu 80% ein effizientes Kodierungsschema und der
Teilnehmer mit geringer Präferenz verbleibt daher im AN. Dieser Wertebereich resultiert in
der (überwiegenden) Kooperation der drei Spieler und ist daher aus Sicht des Designers zu
bevorzugen. Im vorherigen Experiment (Abbildung 7.8(a)) existiert noch kein solcher Bereich,
da der Angreifer sein Verhalten mit geringem Auszahlungsverlust ändern kann.
Sequentielles Spiel. Das sequentielle Spiel greift die Trends aus den nicht-kooperativen
Spielen auf, wobei für α < 0.5 der Designer kooperiert und der Angreifer defektiert, was sich
für α ≥ 0.5 umkehrt. In Abbildung 7.8(b) defektiert ein Teilnehmer mit geringer Anonymi-
tätspräferenz bereits für α > 0.62, weitestgehend deckungsgleich mit den Nash-Gleichgewichten
im nicht-kooperativen Spiel. Es ist allerdings auffällig, dass die Nash-Gleichgewichte für Kom-
promisslösungen α ∈ [0.2, 0.8] weit von den defensiven Strategien entfernt liegen, sowohl für
den Designer als auch für den Angreifer. Dieser Aspekt macht die Bedeutung vollständiger
bzw. perfekter Information für den Spielverlauf deutlich (vgl. Abschnitt 6.4). Die Differenz der
Auszahlungswerte und damit der Beweggrund für perfekte Rationalität ist jeweils nur schwach
ausgeprägt. Es lässt auch die Schlussfolgerung zu, dass der Designer das Verhalten der ande-
ren Spieler nur dann sicher kontrollieren kann, wenn Verlust an Auszahlung sie zu perfekter
Rationalität zwingt (siehe Abschnitt 3.3).
Identifizierung von Störern. Der Systemparameter β simuliert die Fähigkeit des AN-
Protokolls sowie des Kodierungsschemas, den Störer zu identifizieren. Dabei steigen allerdings
die Betriebskosten, was wiederum zu Wechselwirkungen mit der Größe der Anonymitätsmenge
führt. Daher ist hier die Parameterwahl am schwierigsten. Es wurden zwei Experimente durchge-
führt, wobei α = {0.25, 5} variiert und Teilnehmer mit niedriger Anonymitätspräferenz γ = 0.25
betrachtet wurden.
Nicht-kooperatives Spiel. Die diagonalen Kreuze in Abbildung 7.9(a) zeigen die Strategie-
vektoren der Nash-Gleichgewichte für ein nicht-kooperatives Spiel. Auffällig ist das Defektieren
des Angreifers, dessen Wahrscheinlichkeit für Störungen für keinen Parameter unter 50% sinkt.
Daneben fallen die langen Fehlerbalken des Designers auf. Diese zeigen an, dass der Spieler mit
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(a) Designer präferiert effizientes Kodierungsschema α = 0.25
(b) Designer balanciert zwischen effizientem und robusten Kodierungsschema α =
0.5
Abbildung 7.9.: Auswirkung eines Störer-identifizierenden Kodierungsschemas
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geringem Verlust von perfekter Rationalität abweichen kann. Für β = [0.6, 0.65] verringert sich
die relative Höhe der Auszahlung im Vergleich zu anderen Strategien. In diesem Fall können
leichte Abweichungen in der wahrgenommenen Situation bereits zu einer Verhaltensänderung
und damit dem Bruch perfekter Rationalität führen. Wird Parameter α auf 0.5 erhöht zei-
gen sich verbesserte Spielausgänge. Bemerkenswert ist, dass eine geringe Wahrscheinlichkeit des
Störer-identifizierenden Kodierungsschemas ausreicht, um die Störungen des Angreifers auf un-
ter 50% zu bringen. Dies wirkt sich natürlich vorteilhaft auf die Kosten aus. Geringe Werte von
β < 0.18 führen in eine Dilemma-Situation, bei der alle drei Spieler defektieren: der Designer
wählt ein kollisionsrobustes Schema, Teilnehmer mit geringer Anonymitätspräferenz verlassen
das AN und der Angreifer führt unerkannt Störungen durch. Der Grad der entstehenden An-
onymität wird damit durch die verringerte Anonymitätsmenge bedroht. Für die Wertebereiche
β ∈ [0.1, 0.15]∪ [0.35, 0.7] weist die Auszahlung des Angreifers eine hohe Instabilität auf, so dass
er perfekte Rationalität mit geringem Verlust verletzen kann. Daher wird der Designer diese
Parameter vermeiden, um das Verhalten des Angreifers vorhersagen zu können.
Sequentielles Spiel. Anhand der defensiven Strategien in Abbildung 7.9(b) können vorteil-
hafte Parameter verifiziert werden. Für β ≥ 0.4 resultieren sequentielle Spiele im Strategievektor
p = (1, 0, 0), d.h. Teilnehmer akzeptieren die Betriebskosten einer robusten Kodierung und der
Angreifer verhält sich konform. Die Fähigkeit zur Identifizierung von Störern wirkt bereits ab
β ≥ 0.2 und verhindert, dass der Angreifer die Verfügbarkeit der Kommunikation beeinträchtigt.
Im fünften Experiment defektiert der Angreifer überwiegend und weist damit auf eine schlechte
Kombination von Systemparametern hin. Das sechste Experiment illustriert, dass bei geringen
Änderungen α = 0.5 bereits ein eingeschränkter Betrieb möglich wird. Allerdings kann ein
Störer die Integrität einer Übertragung beeinträchtigen, wobei der Verursacher nur mit geringer
Wahrscheinlichkeit ermittelt werden kann p¯ = 0.5·0.2 = 0.1, wenn der Angreifer in einer robusten
Übertragungsrunde stört.
7.4. Zusammenfassung
Die Aussage der spieltheoretischen Experimente wird kurz zusammengefasst. Zunächst wurde
der Einfluss von Systemparametern auf nicht-kooperative Spiele untersucht. Die Menge koope-
rativer Teilnehmer wurde dabei stellvertretend durch eine einzelne Anonymitätspräferenz mo-
delliert. Steigen die Kosten einer Anonymisierungstechnik verlassen Teilnehmer mit geringer
Anonymitätspräferenz das AN. Dies verhindert deren Anonymität und verringert gleichzeitig
die Anonymität für die verbleibenden Teilnehmer im AN. Die Wahl ressourcenschonender An-
onymisierungstechniken bedingt jedoch eine verringerte Widerstandsfähigkeit. Im Beispiel des
DC-Netzes kann ein Störer dann die Verfügbarkeit anonymer Kommunikation beeinträchtigen.
Insgesamt sind daher robuste Kodierungen vorteilhaft, falls aktive Angreifer präsent sind.
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In der Modellierung wird angenommen, dass das Verhalten eines aktiven Angreifers über einen
Systemparameter, hier die Fähigkeit zur Störer-Identifikation, gesteuert werden kann. Dies ver-
hindert, dass Defektieren zur dominanten Strategie des Angreifers wird. Erst dadurch ergeben
sich neue Möglichkeiten jenseits maximaler Widerstandsfähigkeit mit hohen Kosten. Die Expe-
rimente zeigen, dass Kompromisse zwischen maximaler Effizienz und maximaler Widerstands-
fähigkeit vorteilhafte Spielausgänge hervorbringen. Gleichzeitig können diese die Betriebskosten
reduzieren und damit Teilnehmer mit geringerer Anonymitätspräferenz miteinbeziehen. Daher
sind neue Kodierungsschemata zu entwickeln, die bei geringeren Kosten geringere Kollisionsro-
bustheit und verlangsamte Störer-Identifikation ermöglichen.
Diese Erkenntnisse lassen sich auch auf andere Anonymisierungstechniken übertragen. In Mix-
basierten AN wurden ebenfalls Mechanismen entwickelt, die Verstöße gegen das AN-Protokoll
aufdecken können [BFK01, SN03], damit die Widerstandsfähigkeit stärken. Die eingesetzten Ver-
fahren wirken sich ebenso auf die Betriebskosten aus, die in Mix-Netzen gleichmäßig unter allen
Teilnehmern aufgeteilt werden. In Mix-Kaskaden können die Kosten nur mittels eines Bezahlsys-
tems auf die Teilnehmer abgebildet werden. Verzichtet das Protokoll zugunsten geringer Kosten
auf die Aufdeckung von Verstößen, kann ein Angreifer durch Infiltration Angriffe unentdeckt
durchführen, beispielsweise eine Verkehrsanalyse durch Verwerfen einzelner Nachrichten.
Der effektive Durchsatz und letztlich auch die Betriebskosten anonymisierter Nachrichten hängt
von der Verfügbarkeit des Netzes ab. Nur wenn die verwendete Anonymisierungstechnik wider-
standsfähig gegenüber zufälligen Störungen ist und absichtlich herbeigeführte Störungen syste-
matisch eingrenzen und verhindern kann, ist die Verfügbarkeit gewährleistet. Die Widerstands-
fähigkeit ist damit die Grundvoraussetzung, dass Teilnehmer anonym kommunizieren und damit
große Anonymitätsmengen entstehen können.
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Anonymisierungsnetze sind verteilte Systeme, deren Teilnehmer unbeobachtbar miteinander
kommunizieren. Allerdings sind Anonymisierungsnetze unterschiedlichen Störungen ausgesetzt,
die den Betrieb beeinträchtigen. Um die Quellen solcher Störungen und mögliche Schutzme-
chanismen zu untersuchen, müssen Zielkonflikte im Umfeld von Anonymisierungsnetzen berück-
sichtigt werden. Die Ursache führt zum Konzept der Verkettbarkeit. Diese liegt herkömmlichen
Techniken implizit zugrunde. Beispiele sind logische Verbindungen in paketvermittelten Netz-
werken, die Zurechenbarkeit von Verhalten oder die attributbasierte Klassifizierung in der An-
griffserkennung.
Anonymisierungsnetze realisieren Unverkettbarkeit und schwächen dadurch die Widerstandsfä-
higkeit. Der Verursacher von Fehlverhalten und Angriffen lässt sich nicht identifizieren, ohne die
Unverkettbarkeit aufzuheben. Bereits die Erkennung von Anomalien durch Klassifizierung wird
verhindert. Die vorliegende Arbeit untersucht repräsentativ sicherheitsspezifische und ökonomi-
sche Störquellen und verfolgt mögliche Lösungsansätze. Dabei wird angestrebt, die Beeinträch-
tigungen der Anonymität anderer Teilnehmer zu vermeiden.
Zu sicherheitsspezifischen Störungen gehören Angriffe gegen die Verfügbarkeit eines Netzdiens-
tes, beispielsweise durch das Überfluten mit anonymen Nachrichten. Hierbei besteht ein Zielkon-
flikt zwischen Unverkettbarkeit und Verfügbarkeit. Kontrollierte Unverkettbarkeit ermöglicht
den Schutz der Verfügbarkeit, wobei nur die Anonymität verdächtiger Nachrichten beeinträch-
tigt wird. Als Erkennungskriterium verdächtiger Nachrichtenströme wird die Zahl der Nachrich-
ten pro Zeit herangezogen. Dies ermöglicht jedem Teilnehmer mittels der Nachrichtenrate die
Unverkettbarkeit seiner Nachrichten zu kontrollieren.
Ökonomische Wechselwirkungen sind eine weitere Störquelle im Betrieb von Anonymisierungs-
netzen. Solche Wechselwirkungen ergeben sich aus dem Verhalten von Teilnehmern, den aufge-
wendeten Ressourcen sowie der Einschätzung der erzielten Anonymität. Zielkonflikte beziehen
sich hier häufig auf die Anonymitätspräferenz, also den zulässigen Ressourcenbedarf für einen
Anonymitätsgrad und ein Angreifermodell. Da verbesserte Schutztechniken die Betriebskosten
des Anonymisierungsnetzes erhöhen, können sie sogar zum Ausschluß von Teilnehmern mit be-
schränkten Ressourcen führen. Dies gilt es bei der Wahl von Parametern eines Anonymisierungs-
netzes zu berücksichtigen.
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8.1. Beiträge
Untersuchung rationalen Verhaltens. Diese Arbeit geht von der Annahme aus, dass ein
Anonymisierungsnetz sich nicht alleine durch die Ressourcen altruistischer Teilnehmer aufrecht
erhalten lässt. Dies hat in der Vergangenheit Angriffe ermöglicht, beispielsweise die Infiltration
eines Ausgangs-Mixes [Hei07b]. Stattdessen wird perfekte Rationalität angenommen, d.h. dass
alle Teilnehmer ihren eigenen Nutzen maximieren (siehe Abschnitt 3.3). Teilnehmer eines An-
onymisierungsnetze tun dies, sobald sie neben ihrer Privatsphäre auch geringe Latenzzeit und
hohen Durchsatz erzielen möchten. Auch Angreifer handeln rational, wenn sie während der Sa-
botage eines Anonymisierungsnetzes nicht entdeckt werden wollen. Diese Annahmen bilden die
Grundlage für die Modellierung von rationalem Verhalten der Teilnehmer.
Analyse von Zielkonflikten. Gegenüber IP-basierter Kommunikation belegen die zusätzli-
chen Schutzmaßnahmen Ressourcen, die von den Nutzern der anonymen Kommunikation selbst
eingebracht oder finanziert werden müssen. Gleichzeitig kann Anonymität die Widerstandsfähig-
keit der Kommunikation beeinträchtigen. Dadurch bestehen Zielkonflikte zwischen Anonymität,
Widerstandsfähigkeit und Betriebskosten.
Innerhalb eines Angreifermodells wird der Anonymitätsgrad maßgeblich von der Anzahl der
Nachrichten und der Größe der Anonymitätsmenge bestimmt. Um das Ziel hoher Anonymität
zu erreichen, muss ein Anonymisierungsnetz daher von vielen Teilnehmern benutzt werden. Dazu
werden zunächst die Zielkonflikte erfasst (siehe Abschnitt 3.4). Eine Ursache können abweichen-
de Angreifermodelle sein, vor denen die Teilnehmer ihre Anonymität schützen wollen. Nicht alle
Teilnehmer treiben den Aufwand geeigneter Schutzmechanismen. Zielkonflikte in einem Ano-
nymisierungsnetz können zu Dilemmas bei der Entscheidung führen. In diesem Fall kann die
Nutzen-Maximierung dem eigenen Nutzen schaden, wie beim Gefangenen-Dilemma (siehe Ab-
schnitt 6.2). Ein Dilemma besteht dann in einem Anonymisierungsnetz, wenn Schutzmechanis-
men die Widerstandsfähigkeit stärken, aber gleichzeitig viele Teilnehmer das Netz verlassen. Dies
führt zu einem verringerten Anonymitätsgrad (siehe Abschnitt 6.5). Durch gezielten Einsatz von
Systemparametern lässt sich allerdings vermeiden, dass aus Zielkonflikten ein Dilemma entsteht.
Einschätzung zukünftiger Anonymität. Voraussetzung für strategisches Handeln sind ne-
ben den Betriebskosten die Einschätzung der erreichbaren Anonymität. Anonymitätsmetriken
eignen sich allerdings nicht für den Einsatz mit Nutzerdaten, da deren Anonymität während der
Messung aufgehoben wird.
Gängige Anonymisierungstechniken werden nach ihren Annahmen und der Fähigkeit zur Progno-
se zukünftiger Anonymität unterschieden (siehe Abschnitt 6.4). Das erste Kriterium bewertet,
ob die Anonymität einer zukünftig gesendeten Nachricht mittels Prognose aus früheren Daten
160
8.1. Beiträge
bestimmt oder garantiert werden kann. Das zweite Kriterium berücksichtigt den Schutz vor In-
filtration, d.h. dass Dritte die Einschätzung der Anonymität beeinflussen können. Beispielsweise
lässt sich in einem Dining Cryptographer-Netz die Anonymitätsmenge während des Aufbaus
des Schlüsselgraphen ermitteln. Dies ermöglicht einem Teilnehmer, den Grad der Anonymität
gegenüber einem globalen, passiven Angreifer genau beurteilen zu können.
Spieltheoretische Modellierung von Anonymisierungsnetzen. Erfüllt ein System die
Voraussetzungen perfekter Rationalität, nämlich rationale Verhaltensweisen abhängig von Sy-
stemparametern, so ermöglicht dies die Modellierung eines Anonymisierungsnetzes. Dazu werden
Akteure als Spieler modelliert, wobei die möglichen Strategien und der eigene Nutzen von Spie-
lausgängen ermittelt wird (siehe Abschnitt 6.5). Dadurch können Wechselwirkungen miteinbe-
zogen und die Widerstandsfähigkeit des Anonymisierungsnetzes gegenüber Störungen bewertet
werden. Anhand einer Studie über Dining Cryptographer-Netze wird der Einfluss von Informa-
tionen auf das Verhalten rationaler Teilnehmer ausgewertet. Dazu wird untersucht, inwiefern das
Wissen über das Verhalten anderer Spieler die Widerstandsfähigkeit verbessert (siehe Abschnitt
7.3).
Verfügbarkeit von Netzdiensten. Schutzmechanismen für die Verfügbarkeit basieren in der
Regel auf Klassifikation über identifizierende Attribute. In einem Anonymisierungsnetz sind
Netzdienste daher ungeschützt, da die anonymisierten Nachrichten eines Senders unverkettbar
sind (siehe Abschnitt 4.4). Dafür muss der Zielkonflikt zwischen Verfügbarkeit und Sender-
Anonymität bewältigt werden.
In Anonymisierungsnetzen kann ein Sender für jede Nachricht einen Anonymisierungspfad wäh-
len. Damit kann eine Angriffserkennung am Eingangsknoten umgangen werden. Der in dieser
Arbeit vorgestellte Ansatz kontrolliert die Unverkettbarkeit mittels Pseudonymen und ermög-
licht mittels Klassifizierung die Bekämpfung von Überflutungsangriffen. Ein Sender kann durch
seine Nachrichtenrate die Unverkettbarkeit seiner Nachrichten steuern. Totale Unverkettbarkeit
erhalten Nachrichten, die eine vorgegebene Nachrichtenrate unterschreiten (siehe Abschnitt 4.2).
Verteilte Erstellung von Pseudonymen. Der Zielkonflikt zwischen Anonymität und Er-
kennung eines Überflutungsangriffes wird in der Architektur durch zwei Instanzen gelöst, die
indirekt über Tickets miteinander kommunizieren. Der Klient möchte mit einem Netzdienst an-
onym kommunizieren und wählt einen vertrauenswürdigen Zugangskontrollknoten zur Authenti-
sierung (vgl. Abbildung 8.1). Der Rendezvous Shaper schützt den Netzdienst vor Überflutungen,
indem er eingehende Anfragen untersucht. Ist die Verfügbarkeit des Netzdienstes durch zu viele
Anfragen gefährdet, werden nur Anfragen mit gültigem Ticket weitergegeben. Im Ticket ist ein
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Klient Netzdienst
Zugangs-
kontrollknoten
Nachricht eines anonymen Senders
Rendezvous
Shaper
3. Ticket und 
     Nachricht
4. Nachricht
1. Credential
2. Ticket
5. Antwort6. Antwort
Antwort an unverkettbare Adresse
Abbildung 8.1.: Architektur zum Schutz der Verfügbarkeit von Netzdiensten
Pseudonym enthalten, dass per Klassifizierung vor Überflutungsangriffen schützt. Die Authen-
tizität ausgestellter Pseudonyme wird durch eine Gruppensignatur sichergestellt. Diese verbirgt
den ausstellenden Zugangskontrollknoten vor einem Angreifer und gewährleistet damit die An-
onymität des Klienten.
Um Unverkettbarkeit durch Pseudonyme zu kontrollieren, müssen eindeutige Pseudonyme auf
unabhängigen Instanzen erstellt werden. Dazu werden Pseudonyme mittels Salted Hashing be-
rechnet, wobei Eigenschaften der Kommunikationsbeziehung miteinberechnet werden. Um die
Verifizierbarkeit von zugeordneten Pseudonymen zu unterbinden, werden Daten aus dem Cre-
dential verwendet, die dem gewählten Zugangskontrollknoten, nicht jedoch einem Angreifer zu-
gänglich sind. Besteht keine gemeinsame Zeitbasis mit dem Netzdienst, werden Pseudonyme in
ein Ticket eingebettet, so dass sie nur einmalig zu verwenden sind. Der Klient muss dann für jede
Nachricht ein neues Ticket anfordern, wodurch der Zugangskontrollknoten die Zahl versendeter
Nachrichten erfährt.
8.2. Zukünftige Arbeiten
Erkennung verteilter Überflutungsangriffe. Die vorgestellte Architektur leistet keine Er-
kennung verteilter Überflutungsangriffe, welche von mehreren Identitäten ausgehen („Distribu-
ted Denial-of-Service”). Die Angriffserkennung kann lediglich feststellen, welche pseudonymen
Sender ihr Nachrichtenvolumen fast ausschöpfen. Die Nachrichten des darauf folgenden Zeit-
intervalls sind allerdings unverkettbar zu den anderen Nachrichten. Ein Ansatz zur verteilten
Angriffserkennung muss daher auf zusätzlichen Attributen oder der Aufhebung von Anonymi-
tät basieren. Dazu muss die Verkettbarkeit über längere Zeiträume aufrecht erhalten werden.
Der Zugriff auf unbegrenzte Verkettbarkeit muss vor unbefugtem Zugriff geschützt werden, bei-
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spielsweise mittels impliziter Adressen. Die Unverkettbarkeit sollte nur unter Nachweis eines
Missbrauchs aufgehoben werden.
Zugesicherte Anonymität. Im Kontext strategischer Teilnahme an Anonymisierungsnetzen
ist es notwendig, vor Übermittlung einer Nachricht den Grad der Anonymität zu verhandeln.
Um sich gegenüber einem globalen, passiven Angreifer zu schützen, reicht dafür die zugesicherte
Größe der Anonymitätsmenge aus. Wird die Zusicherung nicht erfüllt, muss die Nachricht ver-
worfen werden, um die zugesicherte Anonymität nicht zu unterschreiten. Aus Sicht des Senders
ist die Kommunikation mit dem Empfänger nicht verfügbar. Neben der Anonymität müssen
auch Verfügbarkeit bzw. Erreichbarkeit geschützt werden. Dazu muss das Anonymisierungsnetz
sicherstellen, dass die Anonymitätsmenge unabhängig vom Versand echter Nachrichten ausreich-
end groß ist. Bedeutungslose Nachrichten können dies sicherstellen, erhöhen allerdings auch die
Betriebskosten aller Teilnehmer.
Kooperative Anonymisierungsnetze. Die Anonymität in Anonymisierungsnetzen ist Er-
gebnis einer Kooperation vieler Teilnehmer. Die Wirksamkeit der Anonymisierung könnte ver-
bessert werden, indem Teilnehmer mit fehlerbehaftetem Verhalten bestraft werden. Dazu muss
jeder Teilnehmer das Verhalten der benachbarten Mixe beobachten und gegebenenfalls Maßnah-
men einleiten. Dazu wäre Konvergenz erstrebenswert, d.h. dass das Wissen aller Mixe zu einem
gemeinsamen Zustand führt. Reputationssysteme können allerdings nicht vor Infiltration und
subjektiven Fehleinschätzungen geschützt werden.
Um einen hohen Grad an Anonymität zu erhalten, müssen Teilnehmer mit egoistischem Verhal-
ten zur Kooperation gezwungen werden. Bedeutungslose Nachrichten können die Unbeobacht-
barkeit für andere Teilnehmer erhöhen. Mittels eines Anreizmechanismus lässt sich der Versand
eigener Nachrichten an das Volumen bedeutungsloser Nachrichten koppeln. Allerdings muss si-
chergestellt werden, dass gegenüber einem Angreifer bedeutungslose Nachrichten ununterscheid-
bar sind. Kooperative Mechanismen könnten allerdings die Widerstandsfähigkeit von Anonymi-
sierungsnetzen weiter verbessern.
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Cryptographer-Netze
Tabelle A.1 definiert die Auszahlungsfunktionen, wobei jeder Spieler zwei Szenarios in Abhängig-
keit von den Systemparametern α, β, γ berücksichtigt, siehe Tabelle A.1. Die Auszahlungswerte
fallen jeweils in die Dilemma-Klassen, wobei einem Teilnehmer, der das System verlässt, die
Aktion eines Angreifers unberührt lässt (daher u2(p2 = 0, p3 = 0) = u2(p2 = 0, p3 = 1)).
u1(p1, p2, α) p2 = 0 p2 = 1
p1 = 0 α · 5 α · 1
p1 = 1 α · 3 α · 0
u1(p1, p3, α) p3 = 0 p3 = 1
p1 = 0 (1− α) · 2 (1− α) · 0
p1 = 1 (1− α) · 1 (1− α) · 5
u2(p2, p1, γ) p1 = 0 p1 = 1
p2 = 0 γ · 4 γ · 5
p2 = 1 γ · 0 γ · 1
u2(p2, p1, γ) p1 = 0 p1 = 1
p2 = 0 (1− γ) · 5 (1− γ) · 0
p2 = 1 (1− γ) · 1 (1− γ) · 4
u3(p3, p1, β) p1 = 0 p1 = 1
p3 = 0 β · 2 β · 5
p3 = 1 β · 4 β · 0
u3(p3, p2, β) p1 = 0 p1 = 1
p3 = 0 (1− β) · 4 (1− β) · 0
p3 = 1 (1− β) · 5 (1− β) · 1
Tabelle A.1.: Exemplarische Auszahlungswerte ui(s, α, β, γ)
Um die Ableitung der Auszahlungsfunktionen ui( · ) zu berechnen, wird Tabelle A.1 in Vektoren
A,B,C umgeformt und die Systemparameter α, β, γ eingesetzt. Das Ergebnis sind Bedingungen,
unter denen die jeweiligen Ableitungen
∂ui(p, α, β, γ)
∂pi
= 0 erfüllen. Die Ableitungen basierend
auf diesen Auszahlungswerten werden in Abschnitt 7.3 diskutiert.
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A = (5 3 1 0 2 1 0 5)
A1 = (1− α) (1− p1) (1− p2) = 1 −p2 −p1 +p1 p2 −α +α p2 +α p1 −α p1 p2
A2 = (1− α) (p1) (1− p2) = +p1 −p1 p2 −α p1 +α p1 p2
A3 = (1− α) (1− p1) (p2) = +p2 −p1 p2 −α p2 +α p1 p2
A4 = (1− α) (p1) (p2) = +p1 p2 −α p1 p2
A5 = (α) (1− p1) (1− p3) = α −α p3 −α p1 +α p1 p3
A6 = (α) (p1) (1− p3) = α p1 −α p1 p3
A7 = (α) (1− p1) (p3) = +α p3 −α p1 p3
A8 = (α) (p1) (p3) = +α p1 p3
%%
B = (5 1 0 4 4 0 5 1)
B1 = (1− γ) (1− p2) (1− p1) = 1 −p1 −p2 +p2 p1 −γ +γ p1 +γ p2 −γ p2 p1
B2 = (1− γ) (p2) (1− p1) = +p2 −p2 p1 −γ p2 +γ p2 p1
B3 = (1− γ) (1− p2) (p1) = +p1 −p2 p1 −γ p1 +γ p2 p1
B4 = (1− γ) (p2) (p1) = +p2 p1 −γ p2 p1
B5 = (γ) (1− p2) (1− p1) = γ −γ p1 −γ p2 +γ p2 p1
B6 = (γ) (p2) (1− p1) = γ p2 −γ p2 p1
B7 = (γ) (1− p2) (p1) = +γ p1 −γ p2 p1
B8 = (γ) (p2) (p1) = +γ p2 p1
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C = (4 5 0 1 2 4 5 0)
C1 = (1− β) (1− p3) (1− p1) = 1 −p1 −p3 +p3 p1 −β +β p1 +β p3 −β p3 p1
C2 = (1− β) (p3) (1− p1) = +p3 −p3 p1 −β p3 +β p3 p1
C3 = (1− β) (1− p3) (p1) = +p1 −p3 p1 −β p1 +β p3 p1
C4 = (1− β) (p3) (p1) = +p3 p1 −β p3 p1
C5 = (β) (1− p3) (1− p1) = β −β p1 −β p3 +β p3 p1
C6 = (β) (p3) (1− p1) = β p3 −β p3 p1
C7 = (β) (1− p3) (p1) = +β p1 −β p3 p1
C8 = (β) (p3) (p1) = +β p3 p1
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u1(p, α, β, γ) = A ·




1 −1 −1 1 −1 1 1 −1 0 0
0 0 1 −1 0 0 −1 1 0 0
0 1 0 −1 0 −1 0 1 0 0
0 0 0 1 0 0 0 −1 0 0
0 0 0 0 1 0 −1 0 −1 1
0 0 0 0 0 0 1 0 0 −1
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1


·


1
p2
p1
p1p2
α
αp2
αp1
αp1p2
αp3
αp1p3




∂u1(p, α, β, γ)
∂p1
= A ·




−1 1 1 −1 0
1 −1 −1 1 0
0 −1 0 1 0
0 1 0 −1 0
0 0 −1 0 1
0 0 1 0 −1
0 0 0 0 −1
0 0 0 0 1


·


1
p2
α
αp2
αp3




A einsetzen
∂u1(p, α, β, γ)
∂p1
= −2 + p2 + 7α− αp2 + 6αp3
u2(p, α, β, γ) = B ·




1 −1 −1 1 −1 1 1 −1
0 0 1 −1 0 0 1 1
0 1 0 −1 0 1 0 1
0 0 0 1 0 0 0 −1
0 0 0 0 1 −1 −1 1
0 0 0 0 0 0 1 −1
0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 1


·


1
p1
p2
p2p1
γ
γp1
γp2
γp2p1




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∂u2(p, α, β, γ)
∂p2
= B ·




−1 1 1 −1
1 −1 1 1
0 −1 0 1
0 1 0 −1
0 0 −1 1
0 0 1 −1
0 0 0 −1
0 0 0 1


·


1
p1
γ
γp1




B einsetzen
∂u2(p, α, β, γ)
∂p2
= −9 + 6p1 + 4γ
u3(p, α, β, γ) = C ·




1 −1 −1 1 −1 1 1 −1
0 0 1 −1 0 0 1 1
0 1 0 −1 0 1 0 1
0 0 0 1 0 0 0 −1
0 0 0 0 1 −1 −1 1
0 0 0 0 0 0 1 −1
0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 1


·


1
p3
p1
p1p3
β
βp3
βp1
βp1p3




∂u3(p, α, β, γ)
∂p3
= C ·




−1 1 1 −1
0 −1 0 1
1 −1 1 1
0 1 0 −1
0 0 −1 1
0 0 0 −1
0 0 1 −1
0 0 0 1


·


1
p1
β
βp1




C einsetzen
∂u3(p, α, β, γ)
∂p3
= −4 + 7p1 − 7βp1
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