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Kapitel 1
Einfu¨hrung
1.1 Motivation und Aufgabenstellung
Steigende Energie- und Rohstoffkosten bilden eine stetig wachsende Heraus-
forderung in der Verfahrenstechnik. Viele industriell eingesetzte Prozesse las-
sen sich hinsichtlich ihres Ressourcenverbrauchs nur noch durch effiziente
Prozessfu¨hrungskonzepte und Regelungsstrategien weiter verbessern. Damit
erho¨hen sich die Anforderungen an die bestehenden Regelungsverfahren und
es steigen die Anreize zur Entwicklung neuer Regelungsmethoden.
Die Regelungstheorie hat in den letzten 10-20 Jahren große Fortschritte
in Richtung modellbasierte Regelungsverfahren durchlaufen. Zusa¨tzlich er-
lauben die Weiterentwicklungen in der Computertechnologie aufwa¨ndigere
Berechnungen in ku¨rzerer Zeit durchzufu¨hren. Wo im vorigen Jahrhundert
Regelungsvorschriften noch oﬄine a priori optimiert werden mussten, ist es
nun mo¨glich prozessbegleitend mit einer Ru¨ckkopplung in Echtzeit zu opti-
mieren. Dieses Verfahren — die modellpra¨diktive Regelung (MPC) — war
zuerst in ihrer linearen Form gebra¨uchlich [45, 59, 63], bis dann die Com-
putertechnik auch nichtlineare Optimierung in Echtzeit ermo¨glichte und zu-
nehmend Interesse erweckte [1, 8, 34, 53, 64]. Weitere Fortschritte in der
unterlagerten Numerik wecken die Hoffnung, auch Systeme hoher differen-
tieller Ordnung in Echtzeit regeln zu ko¨nnen.
Echtzeit bedeutet eine garantierte Antwortzeit auf eine Anforderung, d.h.
die Dauer aller Vorga¨nge ist bekannt. Ku¨rzere garantierte Antwortzeiten wer-
den erreicht, indem komplexe langwierige Berechnungen unterbrechbar aus-
gelegt werden. Die Untergrenze der garantierbaren Antwortzeiten ist also von
der La¨nge nicht-unterbrechbarer elementarer Einzeloperationen abha¨ngig.
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Bei der MPC sind diese elementaren Operationen die einzelnen Itera-
tionen des Optimierungsalgorithmus. Die Echtzeitanforderungen sind dabei
durch die Dynamik des zu regelnden Systems fest vorgegeben. Ob sich die
Zeitkonstanten im Bereich von wenigen Millisekunden oder im Bereich von
mehreren Stunden bewegen ist dabei fu¨r den Begriff Echtzeitfa¨higkeit nicht
von Bedeutung. Die Zeitkonstanten bestimmen lediglich die einzuhaltenden
Antwortzeiten. Die Herausforderung ist es nun, die Ausfu¨hrungsdauer der
elementaren Iterationen soweit zu verku¨rzen, damit diese geforderten Ant-
wortzeiten eingehalten werden ko¨nnen.
Fu¨r ein gegebenes System mit bekannter Dynamik fu¨hren mehrere Wege
zum Ziel der echtzeitfa¨higen nichtlinearen Optimierung. In der vorliegen-
den Arbeit werden zwei Lo¨sungsansa¨tze pra¨sentiert: eine effiziente Numerik
[15] und die Modellreduktion [39]. Diese beiden Wege werden fu¨r thermische
und chromatographische Stofftrennprozesse hergeleitet und erprobt. An einer
Destillationskolonne im Technikumsmaßstab wurde eine Machbarkeitsstudie
der nichtlinearen MPC (NMPC) fu¨r große dynamische Systeme durchgefu¨hrt
[16, 18]. Die vorliegende Arbeit basiert in Teilen auf den Erkenntnissen aus
[5, 7, 24, 70, 79].
Die Grundsteine fu¨r NMPC mit garantierter Stabilita¨t und teilweise auch
reduziertem Rechenaufwand wurden zum Beispiel in [1, 12, 23, 53] gelegt.
Zum Vergleich wurde die dabei erprobte Methodik auf reduzierte Modelle
[52, 39] u¨bertragen, die auf Pha¨nomenen aus der nichtlinearen Wellentheorie
basieren. Die Stofftrennung bei der Chromatographie basiert auf a¨hnlichen
Mechanismen wie die Destillation, so dass die fu¨r die Destillationskolonnen
hergeleiteten Methoden teilweise auch auf die Chromatographie u¨bertragbar
sind.
1.2 Gliederung der Arbeit
In Kapitel 2 wird zuna¨chst die Destillationskolonne beschrieben, die den wei-
teren Untersuchungen als Musterprozess dient. Fu¨r diese Kolonne wird an-
schließend ein mathematisches Modell hergeleitet. In dem Abschnitt zum
Regelungskonzept wird als Erstes die nichtlineare modellpra¨diktive Rege-
lung beschrieben, die dann an die geforderten Echtzeitbedingungen ange-
passt wird. Dazu wird das Optimierungsproblem definiert und anschließend
mithilfe der Startwerteinbettung [14, 25, 61, 48] in Kombination mit den so-
genannten Echtzeit-Iterationen [13, 14, 49] eine geeignete Lo¨sungsmethodik
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vorgestellt. Die Zustandsrekonstruktion vervollsta¨ndigt das Regelungskon-
zept. Im darauf folgenden Abschnitt wird die Parameteridentifikation fu¨r die
anschließende experimentelle Validierung gezeigt. Die Experimente fan-
den an einer Destillationskolonne im Technikumsmaßstab am Institut fu¨r
Systemdynamik und Regelungstechnik an der Universita¨t Stuttgart statt
[39, 52, 27, 41, 43, 66, 67, 78]. Abschließend werden die Ergebnisse und die
daraus gewonnenen Erkenntnisse zusammengefasst und diskutiert.
In Kapitel 3 wird die im vorangegangenen Kapitel hergeleiteten Metho-
de auf reduzierte Modelle angewendet. Dafu¨r wird zuna¨chst das verwendete
reduzierte Modell basierend auf nichtlinearen Wellenpha¨nomenen vorgestellt
[52, 39], validiert und dessen Parameter an der realen Kolonne identifiziert.
Danach wird die Regelungsmethode basierend auf der Positionierung der
Strofftrennfronten eingefu¨hrt. Anschließend wird von diesem Wellenmodell
ein Beobachter fu¨r die Destillationskolonne abgeleitet, der dann im nach-
folgenden Abschnitt fu¨r die Regelung verwendet wird. Den Abschluss des
Abschnitts bilden Simulationsexperimente und eine Diskussion der Ergeb-
nisse.
Die Erkenntnisse aus Kapitel 2 und 3 haben gezeigt, dass die dort vorge-
stellten Methoden fu¨r den praktischen Einsatz bereit sind. Um diese Metho-
den auch fu¨r chromatographische Trennprozesse einsetzen zu ko¨nnen, werden
in Kapitel 4 Lo¨sungsansa¨tze fu¨r einzelne chromatographie-spezifische Pro-
bleme hergeleitet. Dazu wird zuna¨chst die Prozessklasse Chromatographie
mit typischen Anlagen vorgestellt und anschließend die physikalischen Eigen-
schaften beleuchtet. Fu¨r Teile solcher Anlagen werden dann Wellenmodelle
hergeleitet. Die Ergebnisse von Simulationsstudien bilden den Abschluss des
Kapitels.
In Kapitel 5 wird die vorliegende Arbeit zusammengefasst und die gewon-
nenen Erkenntnisse diskutiert. Hinweise auf eine mo¨gliche Fortfu¨hrung der
Forschung auf diesem Gebiet schließen die Arbeit ab.
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Kapitel 2
Echtzeitfa¨hige nichtlineare
modellpra¨diktive Regelung
U¨ber die letzten 10 bis 15 Jahre hat sich die modellpra¨diktive Regelung
(model predictive control, MPC) mehr und mehr als Alternative zu konven-
tionellen Regelungsverfahren durchgesetzt [1, 8, 34, 53, 64]. Die lineare MPC
hat bereits Einzug in moderne Prozessleitsysteme von großen Anlagen in der
Verfahrenstechnik gefunden [45, 59, 63]. Der nichtlinearen MPC (NMPC) ist
dieser Einzug bislang verwehrt geblieben, da sie durch die zugrundeliegen-
de nichtlineare dynamische Optimierung ungleich aufwa¨ndiger und dadurch
oft nicht in Echtzeit durchfu¨hrbar ist. Die NMPC konnte also bisher nur
zur Regelung von Systemen mit niedriger Ordnung oder langsamer Dyna-
mik eingesetzt werden. Typische Anwendungen aus der Verfahrenstechnik,
wie thermische oder chromatographische Stofftrennprozesse mittels Destil-
lationskolonnen oder Festbett-Trennsa¨ulen, besitzen jedoch eine sehr hohe
differentielle Ordnung und stellen dadurch sehr hohe Anforderungen an die
verwendeten Optimierungsverfahren. Theoretische Grundlagen fu¨r effiziente
Optimierungsverfahren wurden in neueren Arbeiten [5, 7, 24, 70, 79] ent-
wickelt und vorgestellt.
Destillationskolonnen sind seit Jahrzehnten sehr gut erforscht und bieten
sich durch ihre hohe Praxisrelevanz fu¨r eine Machbarkeitsstudie fu¨r die Echt-
zeitfa¨higkeit der NMPC an. Mit aus diesen Gru¨nden wurden in den vergange-
nen Jahren an Destillationskolonnen auch sehr oft neue Regelungsverfahren
erprobt [27, 41, 43, 66, 67, 78, 2]. Damit bieten sich Destillationskolonnen
gleichermaßen als Benchmarkprozesse an, um verschiedene Reglertypen mit-
einander vergleichen zu ko¨nnen. Im na¨chsten Abschnitt wird also zuna¨chst die
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Destillationskolonne beschrieben, fu¨r die in den darauf folgenden Abschnitten
ein Regelungskonzept entworfen wird. Das entworfene Konzept wird anschlie-
ßend experimentell validiert.
2.1 Anlagenbeschreibung
Um eine gute Vergleichbarkeit der Ergebnisse zu erreichen und eine ausrei-
chende Praxisrelevanz bei vertretbaren Kosten zu gewa¨hrleisten, wird der
NMPC fu¨r eine Destillationskolonne im Technikumsmaßstab am Institut fu¨r
Systemdynamik und Regelungstechnik der Universita¨t Stuttgart entworfen.
Diese Kolonne war in den vergangenen Jahren ha¨ufig Gegenstand von For-
schungsprojekten fu¨r verschiedene Regelungskonzepte, so dass sich die in die-
ser Arbeit erzielten Ergebnisse gut einordnen lassen [27, 41, 43, 66, 67, 78, 2].
Die Destillationskolonne (Abb. 2.1) besteht aus 40 Prall-Glockenbo¨den
aus Glas und wird atmospha¨risch betrieben. Die Kolonne ist 7 m hoch
und hat einen Durchmesser von 10 cm. Der vom obersten Boden aufstei-
gende Dampfstrom wird in einem wassergeku¨hlten Kondensator verflu¨ssigt.
Der Verdampfer ist elektrisch beheizt. Der vorgeheizte Feedstrom wird als
gesa¨ttigte Flu¨ssigkeit zugefu¨hrt. Die nominellen Arbeitsbedingungen fu¨r eine
bina¨re Destillation der Komponenten Methanol/1-Propanol sind in Tabelle
2.1 zusammengefasst.
Feedstrom Fvol 14.0 l/h
Feedzusammensetzung xF 0.32
Feedtemperatur TF 70.0
oC
Destillatzusammensetzung 0.99
Sumpfzusammensetzung 0.0006
Temperatur Boden 28 T28 70
oC
Temperatur Boden 14 T14 88.0
oC
Ru¨cklaufstrom Rvol 4.3
Heizleistung Q 2.5 kW
Kopfdruck 0.97
Verdampfervolumen 8.5 l
Kondensatorvolumen 0.17 l
Tabelle 2.1: Nominelle Arbeitsbedingungen
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1
14
21
28
40
Fvol, xF
Rvol
Bvol
Q
Dvol
Tank 1
PLS PC
Tank 2
Ru¨cklaufstrom
Destillatstrom
Zulaufstrom
Sumpfabzugsstrom
Feedzusammensetzung
Heizleistung
Rvol
Dvol
Fvol
Bvol
xF
Q
Abbildung 2.1: Die Destillationskolonne am Institut fu¨r System-
dynamik und Regelungstechnik zur Trennung von Methanol und
1-Propanol
Zur Prozessu¨berwachung und -regelung werden die Temperaturen auf
sa¨mtlichen Bo¨den sowie die Durchflu¨sse in den wesentlichen Zu- und Ab-
leitungen gemessen. Zur Simulation von verschiedenen Sto¨rszenarien oder
Lastwechseln, ko¨nnen aus den Vorlagebeha¨ltern unterschiedliche Gemische
mit definierten Temperaturen zugefu¨hrt werden.
Die unterlagerten Regelkreise, wie z.B. Temperaturregelung der Vorlage-
beha¨lter, Durchflussmengen- und Fu¨llstandsregler, sind direkt im Prozessleit-
systems (PLS) der Firma FOXBORO ECKARDT realisiert. Der NMPC wird
jedoch auf einem mit dem PLS verbundenen Standard-PC implementiert, da
die Anforderungen des NMPC an das Betriebssystem und die Rechenleistung
von dem PLS nicht erfu¨llt werden ko¨nnen. In Abschnitt 2.5.1 wird na¨her auf
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den Versuchsaufbau eingegangen.
Die Destillationskolonne besitzt zusa¨tzlich im unteren Drittel einen Abzug
und Zulauf fu¨r den Anschluss einer Seitenkolonne mit weiteren 10 Bo¨den zur
Abtrennung eines eventuell vorhandenen Mittelsieders. In diesem Kapitel
wird jedoch nur die Trennung eines Zweistoffgemisches aus Methanol und
1-Propanol betrachtet.
2.2 Modellierung
Die bereits existierenden Modelle fu¨r Destillationskolonnen unterscheiden
sich im Wesentlichen durch ihren Detaillierungsgrad und den zugrunde lie-
genden Annahmen [52, 39, 60, 77]. Ein Gleichgewichts-Boden-Modell bildet
die fu¨r die Regelung der Produktkonzentrationen wesentliche Prozessdyna-
mik in ausreichendem Maße ab und wird hier mit den folgenden Annahmen
eingesetzt [25, 61]:
• Totalkondensation
• vernachla¨ssigbarer Holdup der Gasphase
• variabler Holdup der Flu¨ssigphase
• konstanter Druckverlust u¨ber die Kolonnenla¨nge
• ideale Mischung
• Mischung hat Gleichgewichtstemperatur
• Abweichungen vom thermodynamischen Gleichgewicht u¨ber Murphree-
Effektivita¨ten
• Ansatz nach Francis fu¨r Flu¨ssigabflu¨sse
2.2.1 Modellgleichungen
Das Gesamtmodell setzt sich aus Teilmodellen der einzelnen Bo¨den zusam-
men. Pro Boden werden Komponenten- und Gesamt-Materialbilanzen sowie
Energiebilanzen formuliert. Die Bo¨den werden von unten nach oben anstei-
gend mit l = 1,2, . . . NT indiziert, wobei NT die Gesamtbodenzahl ist. Fu¨r
eine einfachere Schreibweise erha¨lt der Verdampfer den Index l = 0 und der
Kondensator den Index l = NT + 1. In Abb. 2.2 ist ein einzelner Boden mit
der verwendeten Notation dargestellt.
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Ll
nl
xl
ylFl
Ll+1 Vl
Vl−1
Abbildung 2.2: Einzelner Boden l mit Feedstrom Fl, Flu¨ssigkeits-
stro¨men Li, Gasstro¨men Vi, Gesamtmolmenge in der Flu¨ssigphase
nl, Molenbru¨chen xl und yl fu¨r Flu¨ssig- und Gasphase
Fu¨r die folgenden Modellgleichungen werden konsequent die Eigenschaf-
ten eines bina¨ren Gemisches ausgenutzt. So wurden die Schließbedingungen
NC∑
k=1
xl,k = 1 (2.1)
NC∑
k=1
yl,k = 1 (2.2)
eingesetzt. Damit lassen sich die Molenbru¨che von n-Propanol in der
Flu¨ssigphase eines einzelnen Bodens xl,Propanol eliminieren und direkt u¨ber
1− xl,Methanol berechnen. Analog wurde mit den Molenbru¨chen der Gasphase
yl,k verfahren. Damit gilt folgende vereinfachende Schreibweise:
xl = xl,1 = xl,Methanol (2.3)
yl = yl,1 = yl,Methanol (2.4)
Mit einem variablen Flu¨ssigkeits-Holdup nl lassen sich die Gesamt-Mate-
rialbilanzen wie folgt formulieren:
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n˙l = Ll+1 − Ll + Vl−1 − Vl + Fl (2.5)
n˙0 = L1 −B − V0 (2.6)
n˙NT+1 = VN − LNT+1 −D (2.7)
Da die Flu¨ssigkeitsvolumina im Kondensatsammelbeha¨lter nvNT+1 und
im Verdampfers nv0 durch Regler konstant gehalten werden, ko¨nnen n0 und
nNT+1 direkt mittels Temperatur und Zusammensetzung u¨ber die molaren
Volumina V m berechnet werden:
n˙vl = V
m(xl,Tl)n˙l +
(
∂V m
∂xl
x˙l +
∂V m
∂Tl
T˙l
)
nl ≡ 0, l = 0, NT + 1 (2.8)
Die Komponenten-Materialbilanzen fu¨r die einzelnen Komponenten xl
und yl
nlx˙l + xln˙l = Ll+1xl+1 − Llxl + Vl−1yl−1 − Vlyl + FlxF,l (2.9)
n0x˙0 + x0n˙0 = L1x1 −Bx0 − V0y0 (2.10)
nNT+1x˙NT+1 + xNT+1n˙NT+1 = VNyNT − (LNT+1 +D)xNT+1 (2.11)
und die Energiebilanzen fu¨r l = 1,2, . . . NT − 1 und l = 0
hLl n˙l + nl
(
∂hLl
∂xl
x˙l +
∂hLl
∂Tl
T˙l
)
= Ll+1h
L
l+1 − LlhLl + Vl−1hVl−1 − VlhVl + FlhLF,l
(2.12)
hL0 n˙0 + n0
(
∂hL0
∂x0
x˙0 +
∂hL0
∂T0
T˙0
)
= L1h
L
1 − L0hL0 − V0hV0 +Q−Qloss (2.13)
sowie fu¨r den obersten Boden l = NT mit der Temperatur TC des Kondensats
hLNT n˙NT + nNT
(
∂hLNT
∂xNT
x˙NT +
∂hLNT
∂TNT
T˙NT
)
= LNT+1h
L(xNT+1, TC)− LNThLNT + VNT−1hVNT−1 − VNThVNT
(2.14)
vervollsta¨ndigen die Differentialgleichungen eines Bodens bzw. des Verdamp-
fers und des Kondensators. Li und Vi stehen fu¨r molare Flu¨ssigkeits- und
Gasstro¨me, Fl und D fu¨r molare Feed- und Destillatstro¨me. Zu- und Ab-
flussrichtungen sind in Abb. 2.2 vorgegeben. Mit Qloss wird ein konstanter
Wa¨rmeverlust im Verdampfer modelliert, der der Heizleistung Q entgegen
wirkt.
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Die Hydrodynamik der Destillationskolonne wird u¨ber die Francis-Wehr-
Formel modelliert. Damit ist der Flu¨ssigkeitsabfluss Ll durch
LlV
m(xl,Tl) = Wl(n
v
l − nrefl )
3
2 , l = 1, . . . NT (2.15)
u¨ber das molare Volumen V m sowie dem Parameter Wl und dem Referenz-
volumen nrefl bestimmt. Gleichungen (2.5-2.15) beschreiben ein allgemeines
bina¨res Gleichgewichts-Boden-Modell. Mit folgenden Definitionen wird es an
die untersuchte Destillationskolonne angepasst:
• Stufenzahl NT = 40
• Feedstrom Fl = 0 ∀l 6= 21
Unter der Annahme der idealen Mischung kann u¨ber das Rault’sche Ge-
setz
y∗l,k =
P sk (Tl)xl,k
Pl
(2.16)
die Zusammensetzung der Gasphase berechnet werden. Der Sa¨ttigungsdruck
P sk (Tl) der Komponente k kann mit der Antoine-Gleichung
P sk (Tl) = exp
(
Ak − Bk
Tl + Ck
)
(2.17)
berechnet werden. Damit ist der Sa¨ttigungsdruck P sk (Tl) durch die Boden-
temperatur Tl und die konstanten Antoine-Parameter (Tabelle 2.2) bestimmt.
Um der Abweichung vom thermodynamischen Gleichgewicht durch den end-
lichen U¨bertragungswiderstand Rechnung zu tragen wird die Zusammenset-
zung der Gasphase yl,k u¨ber die Murphree-Wirkungsgrade
αl =
yl,k − yl−1,k
y∗l,k − yl−1,k
(2.18)
und y∗l,k aus Gl. (2.16) und (2.17) berechnet.
Die Temperaturableitung dTl
dt
in den Energiebilanzen wird durch implizite
Differentiation der Gleichungen (2.2), (2.16) und (2.17) bestimmt.
Da die Kolonne atmospha¨risch betrieben wird und der Umgebungsdruck
als konstant angenommen wird, ist der Druck im Kondensator durch
PNT+1 = Pamb (2.19)
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A1 23,48
A2 22,437
B1 3626,6
B2 3166,4
C1 −34,29
C2 −80,15
Tabelle 2.2: Antoine-Parameter
k ak [kmol l
−1] bk ck [K] dk
1 2,288 0,2685 512,4 0,2453
2 1,235 0,27136 536,4 0,24
Tabelle 2.3: Koeffizienten der molaren Volumina der reinen Kom-
ponenten 1 (Methanol) und 2 (1-Propanol)
mit Pamb als Umgebungsdruck definiert. Weiterhin ist der Druck auf den
einzelnen Bo¨den Pl durch die Annahme eines konstanten Druckverlusts ∆Pl
pro Boden durch
Pl = Pl+1 + ∆Pl l = 0, 1, . . . NT (2.20)
vorgegeben.
Da die molaren Flu¨ssigkeitsstro¨me nicht direkt gemessen werden ko¨nnen,
werden sie u¨ber die wiederum messbaren volumetrischen Stro¨me u¨ber die
jeweiligen molaren Volumen berechnet. Die molaren Volumen des Gemisches
V m(x, T ) = xV m1 (T ) + (1− x)V m2 (T ) (2.21)
setzen sich aus den Reinstoffvolumina mit
V mk (T ) =
1
ak
b
1+(1− T
ck
)dk
k (2.22)
und den Koeffizienten aus Tabelle 2.3 zusammen [13].
Die molaren Enthalpien werden u¨ber die Linearkombinationen der Ent-
halpien der Reinstoffe 1 (Methanol) und 2 (1-Propanol)
hL(x, T ) = xhL1 (T ) + (1− x)hL2 (T ) (2.23)
hV (y, T, p) = yhV1 (T,p) + (1− y)hV2 (T,p) (2.24)
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berechnet [13]. Fu¨r die Reinstoffenthalpien der Flu¨ssigphasen wird der Ansatz
hLk (T ) = C
{
h1,k(T − T0) + h2,k(T − T0)2 + h3,k(T − T0)3
}
(2.25)
mit T0 = 273,15 K und C = 4,186 J mol
−1 verwendet. Fu¨r die Reinstoffent-
halpien der Gasphasen kommt
hVk (T, p) = h
L
k (T ) +RT
c
k
√
1− p
pck
(
T
T ck
)−3
{
a− b T
T ck
+ c
(
T
T ck
)7
+ Ωk
(
d− e T
T ck
+ f
(
T
T ck
)7)}
(2.26)
mit R = 8,3147 J mol−1 K−1, a = 6,09648, b = 1,28862, c = 1,016, d =
15,6875, e = 13,4721 und f = 2,615 zum Einsatz. Die Enthalpiekoeffizienten
sind in Tabelle 2.4 aufgelistet.
k h1,k [K
−1] h2,k [10−2K−2] h3,k [10−5K−3] T ck [K] P
c
k [10
6Pa] Ωk
1 18,31 1,713 6,399 512,6 8,096 0,557
2 31,92 4,49 9,663 536,7 5,166 0,612
Tabelle 2.4: Enthalpiekoeffizienten der reinen Komponenten 1
(Methanol) und 2 (1-Propanol)
Druckeinflu¨sse werden vernachla¨ssigt. Die beno¨tigten Parameter wurden
in Experimenten identifiziert (siehe 2.4) und sind in Tabelle 2.5 aufgelistet.
Die Parameter αl und ∆pl sind jeweils in den Kolonnenabschnitten u¨ber
und unterhalb des Feedbodens (Versta¨rkungs- und Abtriebteil) konstant. Die
Parameter Wl und n
ref
l sind konstant und in der ganze Kolonne gleich.
2.2.2 Formulierung als DA-System
Die Werkzeuge zur numerischen Integration und Optimierung beno¨tigen ein
Modell in semi-impliziter Form
B(x(t), z(t),u(t),p)x˙(t) = f(x(t), z(t),u(t),p) fu¨r t > t0 (2.27)
0 = g(x(t), z(t),u(t),p) fu¨r t > t0 (2.28)
x(t0) = x0 (2.29)
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nref 0,155 l
αAbtr 63 %
αVerst 35 %
W 0,166 l−
1
2 s−1
∆pAbtr 2,5 hPa
∆pVerst 1,9 hPa
TC 47,2
0C
Tabelle 2.5: Experimentell identifizierte Modellparameter
wobei die Matrix B(·) invertierbar sein muss.
Um das in Abschnitt 2.2.1 gewonnene Modell in die gewu¨nschte Form
zu bringen, mu¨ssen die Vektoren der differentiellen Variablen x, der alge-
braischen Variablen z, der Systemeinga¨nge u und der Systemparameter p
identifiziert werden. Die Vektoren sind wie folgt aufgebaut:
x = (x0, . . . xNT+1, n1, . . . nNT )
T dim(x) = 82 (2.30)
z = (L1, . . . LNT , V1, . . . VNT , T0, . . . TNT+1)
T dim(z) = 122 (2.31)
u = (Rvol, Q)
T dim(u) = 2 (2.32)
Explizite Gleichungen fu¨r z.B. hLl , yl, P
s
k (Tl) etc. werden direkt eingesetzt.
Alle Parameter werden einfach in dem Vektor p zusammengefasst. Das so
gewonnene semi-implizite Modell besitzt 82 Differential- und 122 algebraische
Gleichungen.
2.3 Regelungskonzept
Ziel jeder Regelung ist es, durch geeignete Wahl von Stellgro¨ßen die Regel-
gro¨ßen auf die gewu¨nschte Art und Weise zu beeinflussen. Im Falle der hier
untersuchten Destillationskolonne soll im Kopf der Kolonne mo¨glichst reines
Methanol und im Sumpf mo¨glichst reines Propanol abgezogen werden. Als
Messgro¨ßen wird jeweils eine Boden-Temperatur im Versta¨rkungs- und im
Abtriebteil ausgewa¨hlt, die fu¨r Sto¨rungen besonders sensitiv ist. In der un-
tersuchten Kolonne werden die Temperaturen auf Boden 14 und Boden 28
verwendet. Weiterhin werden Feed- und Ru¨cklaufmenge sowie die Tempera-
tur des Feedbodens (Boden 21) gemessen. Aus den zur Verfu¨gung stehenden
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Messwerten rekonstruiert ein Erweitertes Kalmanfilter (EKF) den komplet-
ten Systemzustand, mit dessen Hilfe der Optimierer fu¨r einen gewu¨nschten
Zeithorizont TP eine Folge von optimalen Stellgro¨ßen berechnen kann. Das
Konzept ist in Abbildung 2.3 zusammengefasst.
T14, T28
NMPC Kolonne
EKF
Fvol, T21 Q,Rvol
xˆ0, xˆF , Fvol
T ref14 , T
ref
28 Q,Rvol
Abbildung 2.3: Regelungskonzept mit den zugeho¨rigen Sollwer-
ten (T refi ), Stellgro¨ßen (Q,Rvol), Regelgro¨ßen (Ti), Messgro¨ßen
(Fvol, Ti, Q,Rvol) und den gescha¨tzten Zusta¨nden (xˆ0, xˆF , Fvol).
Die zu entwerfenden Komponenten fu¨r das Regelungskonzept sind also
das Erweiterte Kalmanfilter und der eigentliche Regler, der NMPC.
2.3.1 Nichtlineare modellpra¨diktive Regelung
Das Funktionsprinzip eines NMPC soll an dieser Stelle nur kurz und verein-
facht skizziert werden. Fu¨r weiterfu¨hrende Informationen sei auf [5, 7, 24, 70,
79] verwiesen.
Wie in Abb. 2.4 dargestellt, wird dem Optimierer die gewu¨nschte Soll-
trajektorie einer Regelgro¨ße vorgegeben. Fu¨r diese Trajektorie wird aus den
aktuellen Messwerten ein optimaler Stellgro¨ßenverlauf fu¨r den Zeithorizont
TP berechnet und der erste Wert der Folge an das Prozessleitsystem weiter-
geleitet. Nach einem Zeitintervall ∆ts wird erneut gemessen und fu¨r den um
∆ts verschobenen Zeithorizont TP optimiert.
In Abb. 2.4 wurde vernachla¨ssigt, dass aus den Messwerten erst der kom-
plette Systemzustand mittels z.B. eines Beobachters rekonstruiert werden
muss, bevor die Optimierung beginnen kann.
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Zeit
Pra¨dizierte Zusta¨nde
Pra¨dizierte Stellgro¨ßen u
Implementierte Stellgro¨ßen
t0
Optimierungshorizont zur Zeit t0
Solltrajektorie
x Messwerte
t1
t0 + TP
tNt2
Abbildung 2.4: Schema der NMPC
2.3.2 Echtzeitbedingungen
In Abbildung 2.5 sind die Echtzeitbedingungen grafisch dargestellt. Es ist
naheliegend, dass die Optimierungszeit ku¨rzer sein muss als die Samplingzeit
∆ts. Weiterhin muss sichergestellt sein, dass die neu berechneten Stellgro¨ßen
mo¨glichst kurze Zeit ∆tmess nach der Messung an den Prozess weitergegeben
werden, da sich sonst der dann aktuelle Prozesszustand t0 + ∆tmess erheblich
von dem Zustand zur Zeit t0 unterscheidet. D.h. die gesamte Messwertver-
arbeitung ∆tmess inklusive der Optimierung muss mo¨glichst kurz sein. Auch
wenn diese Verzo¨gerung bei der Optimierung beru¨cksichtigt wird, kann eine
Sto¨rung die Pra¨diktion unbrauchbar machen, wie in Abb. 2.5 dargestellt ist.
Die Bedingung an die Echtzeitfa¨higkeit des Regelungskonzept la¨sst sich
also auf eine kurze Messwertverarbeitung ∆tmess relativ zu den prozessrele-
vanten Zeitkonstanten vereinfachen.
2.3.3 Optimierungsproblem
Wie in Abschnitt 2.3.1 erwa¨hnt, errechnet der NMPC eine Folge von optima-
len Stellwerten. Dazu wird das Optimierungsintervall [t0,t0 + TP ] in mehrere
Intervalle [ti, ti+1] unterteilt wobei gilt:
t0 < t1 < · · · < tN = t0 + TP (2.33)
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t0 +∆ts
pra¨dizierter Verlauf
Stellgro¨ße
realer Prozess
t0
Sto¨rung
Rechenzeit
∆tmess
Abbildung 2.5: Die Messwertverarbeitung ∆tmess muss mo¨glichst
kurz sein, damit sich der Prozess nicht zu weit vom Bezugszustand
tk entfernt, wenn die neuen Stellgro¨ßen an der Kolonne anliegen
Die Stellwertefunktionen u(t) sind parametrierbare Funktionen, deren Pa-
rameter ki wa¨hrend eines Intervalls konstant gehalten werden:
u(t) = u(t,k1, . . .kn). (2.34)
Die in einem Intervall konstanten Parameter ki entsprechen einer Zeitdiskre-
tisierung. Mit
u(t) = ui fu¨r t ∈ [ti, ti+1) (2.35)
sind die abschnittsweise konstanten Funktionen ui definiert. Das Intervall
[t0, tC ] mit tC = tN−1 = t0 + TC wird dabei als Regelungshorizont bezeich-
net und das Intervall [t0, tP ] mit tP = tN = t0 + TP als Pra¨diktionshorizont.
Das Ziel der Optimierung ist es, zur Zeit t = tC alle Stellbewegungen ab-
geschlossen und somit das Regelziel erreicht zu haben. Hier wird von der in
[15] vorgestellten Vorgehensweise mit einem Endterm E zur Stabilisierung
[1, 12, 23, 53] abgewichen und statt dessen ein langer Pra¨diktionshorizont
gewa¨hlt [12, 25]. Das anschließende Intervall [tC , tP ] ist dann sehr viel la¨nger
als das vorherige um nominelle Stabilita¨t des geschlossenen Regelkreises si-
cher zu stellen. Werte von TP−TC = 3600 Sekunden und TC = 120 Sekunden
haben sich in den Versuchen als sinnvoll erwiesen. In diesem Intervall gilt
u(t) = us fu¨r t ∈ [tC , tP ] (2.36)
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mit den stationa¨ren Stellgro¨ßen us [12, 25].
Mit dieser Diskretisierung kann nun das eigentliche Optimierungsproblem
als Minimierung
min
u
t0+TP∫
t0
L(x(t), z(t),u(t))dt, (2.37)
der Zielfunktion
L(x(t), z(t),u(t)) = ‖T˜z − T˜ref‖22 + ‖R (u(t)− us)‖22. (2.38)
formuliert werden. Die Zielfunktion teilt sich in zwei Eintra¨ge auf. Der erste
ist naheliegend und bestraft die Abweichungen der pra¨dizierten Regelgro¨ßen,
den Temperaturen T˜z := (T14, T28)
T , von den Sollwerten T˜ref = (70
0C, 880C).
Der zweite Eintrag repra¨sentiert die stationa¨ren Abweichungen der Stell-
gro¨ßen, die mit der diagonalen Matrix
R =
[
0.05 0C h l−1 0
0 0.05 0C kW−1
]
(2.39)
mit sehr kleinen Elementen gewichtet wird. Die Minimierung wird mit den
Modellgleichungen und Anfangsbedingungen
B(x(t), z(t),u(t),p)x˙(t) = f(x(t), z(t),u(t),p) fu¨r t ∈ (t0, t0 + TP ] (2.40)
0 = g(x(t), z(t),u(t),p) fu¨r t ∈ (t0, t0 + TP ] (2.41)
x(t0) = x0 (2.42)
als Nebenbedingungen durchgefu¨hrt. Dabei mu¨ssen die Zwangsbedingungen
fu¨r Zusta¨nde und Stellgro¨ßen
h(x(t), z(t),u(t)) ≥ 0 fu¨r t ∈ (t0, t0 + TP ] (2.43)
erfu¨llt sein. Die Zwangsbedingungen repra¨sentieren Zustandsbeschra¨nkungen
fu¨r den Destillat- und den Sumpfabzugsstrom (D und B), die den begrenz-
ten Volumina des Kondensatsammelbeha¨lters und des Verdampfers Rech-
nung tragen. Auch die Stellgro¨ßen u sind beschra¨nkt (umax bzw. umin). Der
Ru¨cklaufstrom kann nicht gro¨ßer werden als der Gasstrom aus der Kolonne
und zugleich nicht negativ. Unterhalb eines bestimmten Gasstromes kommt
es bei bestimmten Kolonnentypen zum Durchregnen der einzelnen Bo¨den.
Bei den hier verwendeten Glockenbo¨den ist dies zwar nicht mo¨glich, diese
2.3 Regelungskonzept 33
Beschra¨nkung wird aber dennoch eingesetzt um eine fluiddynamische Be-
lastungsgrenze, wie sie z.B. bei Siebbo¨den relevant ist, zu simulieren. Das
Durchregnen kann vermieden werden, indem fu¨r die Heizleistung eine un-
tere Schranke von 2 kW vorgegeben wird. Die obere Grenze ist durch die
maximale Heizleistung des Verdampfers von 12 kW gegeben.
Des Weiteren muss die Endbedingung
T˜z(t0 + TP )− T˜ref = 0 (2.44)
erfu¨llt sein. Damit ist sicher gestellt, dass das Optimierungsziel — das Errei-
chen bzw. Halten einer geforderten Temperatur — nach Ablauf des Optimier-
ungshorizontes tatsa¨chlich erreicht wird. Weiterhin sind durch diese Endbe-
dingung gleichzeitig die stationa¨ren Stellgro¨ßen us definiert. Somit wird die
Berechnung der stationa¨ren Zusta¨nde auf die Optimierung verlagert, anstatt
ein nichtlineares Gleichungssystem zu lo¨sen.
2.3.4 Numerische Realisierung
Wie in Abschnitt 2.3.2 beschrieben, muss der Regler in der Lage sein, die
nichtlineare Optimierungsaufgabe in Echtzeit zu lo¨sen. Dazu wird ein sehr ef-
fizientes Verfahren zur numerischen Lo¨sung eines solchen Problems beno¨tigt.
Das direkte Mehrfachschießverfahren (auch Mehrzielverfahren oder direct
multiple shooting) bietet sich durch seine Aufteilung des Optimierungsho-
rizontes in kleine Intervalle besonders an. Hier kommt dieselbe Aufteilung
wie in Gl. (2.33) zum Einsatz. Genauso wie die Stellgro¨ßen wird das kom-
plette DA-System diskretisiert und neue Anfangswerte sxi fu¨r die Intervalle
[ti,ti+1] eingefu¨hrt. In jedem dieser Intervalle werden die Trajektorien xi(t)
und zi(t) als Lo¨sung des folgenden Anfangswertproblems gelo¨st:
B(·)x˙(t) = f(xi(t), zi(t),ui) (2.45)
0 = g(xi(t), zi(t),ui)−αi(t)g(sxi , szi ,ui) (2.46)
xi(ti) = s
x
i (2.47)
αi(t)g(s
x
i , s
z
i ,ui) eingefu¨hrt, der In Gleichung (2.46) wurde ein Term tem-
pora¨r Unstetigkeiten an den Intervallgrenzen erlaubt. Fu¨r Details zu dem
Relaxationsparameter αi(t) sei auf [13] verwiesen. Die Trajektorien xi(t) und
zi(t) ha¨ngen also im Intervall [ti,ti+1] nur von den jeweiligen Anfangswerten
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sxi , s
z
i und Stellgro¨ßen ui ab. Anschließend kann der integrale Anteil des Ko-
stenfunktionals fu¨r jedes Intervall getrennt formuliert werden:
Li(si,ui) :=
ti+1∫
ti
L(xi(t), zi(t),ui)dt. (2.48)
Mit dieser Formulierung la¨sst sich dann das Nichtlineare Programmierungs-
problem (NLP)
min
u,s
N−1∑
i=0
Li(si,ui) (2.49)
mit den Anfangsbedingungen
sx0 = x0 (2.50)
den Stetigkeitsbedingungen
sxi+1 = xi(si,ui) fu¨r i = 0,1, . . . N − 1 (2.51)
und den Konsistenzbedingungen
0 = g(sxi , s
z
i , ui) fu¨r i = 0,1, . . . N − 1 (2.52)
aufstellen. Die Einhaltung der Zustands- und Stellgro¨ßenbeschra¨nkungen
h(sxi , s
z
i , ui) ≥ 0 fu¨r i = 0,1, . . . N − 1 (2.53)
wird an den Intervallgrenzen gefordert. Alle Zustandsvariablen und Stell-
gro¨ßen des Mehrfachschießverfahrens werden im Vektor
w = (sx0 , s
z
0, u0, s
x
1 , s
z
1, u1, . . . uN−1, s
x
N) ∈ Rn (2.54)
zusammengefasst und die Gleichungen (2.45)-(2.54) im Weiteren als Opti-
mierungsproblem P (x0) bezeichnet. Damit soll die alleinige Abha¨ngigkeit
der Lo¨sung von den Anfangswerten ausgedru¨ckt werden.
Das so formulierte NLP-Problem kann mittels einer an die Mehrfach-
schießverfahren-Struktur [9, 47] angepassten sequentiellen quadratischen Pro-
grammierung (SQP) gelo¨st werden. Na¨heres findet sich in [13, 15]. Die wich-
tigsten Gedanken seien im Folgenden kurz zusammengefasst.
Das oben beschriebene Problem wurde mit MUSCOD-II [17, 47] und dem
unterlagerten impliziten DA-System-Lo¨ser DAESOL [6] gelo¨st.
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Startwerteinbettung
Bisher wurde nur die Lo¨sung eines einzelnen anfangswertabha¨ngigen Opti-
mierungsdurchgangs diskutiert. Fu¨r die NMPC muss dieser einzelne Durch-
gang immer wieder mit jeweils neuen Messungen als Startwerten durch-
gefu¨hrt werden. Durch einen effizienten Weg Startwerte w0 fu¨r P (x0) zu
finden, kann der Rechenaufwand erheblich reduziert werden.
Glu¨cklicherweise steht jedem Optimierungsdurchgang die Lo¨sung des vor-
hergehenden Optimierungsproblemes P (x′0) zur Verfu¨gung. Es ist nahelie-
gend, die Simulation u¨ber das Optimierungsintervall [t0, t0 + TP ] mit den
vorherigen optimalen Stellwerten u∗0(x
′
0) und dem aktuellen Systemzustand
x0 als Startwerte w0 fu¨r das Problem P (x0) zu verwenden.
Wie in Abb. 2.6 zu erkennen ist, ist die optimale Lo¨sung nach neun Itera-
tionen erreicht. In den obersten beiden Zeilen sind die Zeitverla¨ufe der beiden
Regelgro¨ßen T28 und T14 dargestellt. In der ersten Spalte ist die initiale Tra-
jektorie dargestellt, in den Spalten zwei und drei die Lo¨sung nach zwei und
neun Iterationen. Man sieht, dass nach neun Iterationen auch tatsa¨chlich die
gewu¨nschten Sollwerte von 70 0C und 88 0C erreicht werden.
Die Konvergenzgeschwindigkeit kann aber noch erheblich erho¨ht werden,
indem die vorherige Lo¨sung P (x′0) komplett u¨bernommen wird. Damit wer-
den fu¨r die erste Iteration aktuelle Messwerte vollkommen außer acht gelas-
sen. Wie in Abb. 2.7 zu sehen ist, konvergiert die Lo¨sung mit dieser Initia-
lisierung schon nach drei Iterationen gegen die optimale Lo¨sung wie sie in
Abb. 2.6 erst nach neun Iterationen erreicht wird.
Offensichtlich entsprechen die Anfangswerte zu Beginn der Optimierung
sx0 nicht den eigentlichen Messwerten x0 und es gilt
sx0 = x
′
0 6= x0 (2.55)
mit den vorherigen Startwerten x′0. Eine solche tempora¨re Verletzung der
Anfangswertgleichung ist bei dem Mehrfachschießverfahren u¨ber den Rela-
xationsparameter α in Gl. (2.46) jedoch erlaubt und wie in Abb. 2.7 zu
sehen ist, werden die eigentlichen Messwerte schon nach der ersten Iteration
erreicht.
Echtzeit-Iterationen
Nachdem nun ein effizientes Optimierungsverfahren mit sinnvoller Startwert-
einbettung gefunden ist, kann die Echtzeitanforderung, die Rechenzeit ku¨rzer
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Abbildung 2.6: Verwendung der aktuellen Messwerte und Lo¨sung
P (x′0) zur Initialisierung. In den beiden oberen Zeilen sind die bei-
den Regelgro¨ßen dargestellt in den unteren die beiden Stellgo¨ßen.
1. Spalte: Initialisierung; 2. Spalte: nach zwei Iterationen; 3. Spal-
te: Lo¨sung P (x0) nach neun Iterationen
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zu halten als die Samplingzeiten, erfu¨llt werden. Wie schon in Abschnitt 2.3.2
erwa¨hnt, muss jedoch auch sicher gestellt werden, dass neue Stellwerte mit
mo¨glichst kurzer Verzo¨gerung ∆tmess nach der Messung bereitstehen.
Um dies zu erreichen wird ausgenutzt, dass bei der NMPC nicht nur ein-
mal optimiert wird, sondern sta¨ndig wiederholt mit der Periode ∆ts. Dabei
kann jeder Durchgang Messung-Optimierung-Stellwertaufschaltung prinzipi-
ell als einzelne Iteration in einem endlosen Optimierungsproblem angesehen
werden (Echtzeit-Iterierung). Zusammen mit der Startwerteinbettung kann
dadurch auf das vollsta¨ndige Ausiterieren verzichtet werden. Eine einzige
Iteration pro Durchgang reicht bei ausreichend kurzer Samplingzeit aus, um
trotzdem eine Konvergenz auf die optimale Lo¨sung zu gewa¨hrleisten. Die
kurze Samplingzeit wird jedoch gleichzeitig erst mit der verku¨rzten Optimie-
rungszeit bei der Echtzeit-Iterierung ermo¨glicht.
Die effiziente Einbettung der Startwerte hat noch einen weiteren sehr
wichtigen Effekt außer der Reduktion der notwendigen Iterationsanzahl auf
eine einzige pro Durchgang. Große Anteile einer Iteration sind Messwert-
unabha¨ngig, dadurch ko¨nnen diese vorausberechnet werden. Somit ist ein
Großteil der Optimierung schon abgeschlossen, bevor aktuelle Messwerte ein-
treffen. Auch hier wird das Konvergenzverhalten durch eine ku¨rzere Samp-
lingzeit ∆ts verbessert.
In Abb. 2.8 ist dargestellt, wie sich die Samplingzeit ∆ts in Vorbereitungs-
zeit und Feedbackverzo¨gerung ∆tmess aufteilt. Die Feedbackverzo¨gerung ist
jedoch stark u¨bertrieben dargestellt. Es gilt: ∆tmess  ∆ts.
2.3.5 Zustandsrekonstruktion
Die 82 Systemzusta¨nde des Modells werden u¨ber ein Constrained extended
Kalmanfilter (CEKF) rekonstruiert [13]. Um die Ergebnisse des Filters zu
verbessern, wird außer den Regelgro¨ßen T14 und T28 noch die Temperatur
des Feedbodens T21 verwendet. Weiterhin hat der Filter noch die Messungen
der Stellgro¨ßen Rvol und Q, sowie des Feedstroms Fvol zur Zustandsscha¨tzung
zur Verfu¨gung. Die Messungen der Stellgro¨ßen sind notwendig, da sie durch
den NMPC nur indirekt vorgegeben werden und nur als Sollwert eines unter-
lagerten Regelkreises im Prozessleitsystem implementiert werden ko¨nnen. Es
sind also Sto¨rungen in der Stellwertvorgabe mo¨glich, die durch deren Mes-
sung mitberu¨cksichtigt werden ko¨nnen. Im Unterschied zu einem herko¨mmli-
chen EKF kann der hier eingesetzte EKF außerdem Zustandsbeschra¨nkungen
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Abbildung 2.7: Alleinige Verwendung der Lo¨sung P (x′0) zur In-
itialisierung. In den beiden oberen Zeilen sind die beiden Regel-
gro¨ßen dargestellt in den unteren die beiden Stellgro¨ßen. 1. Spalte:
Initialisierung; 2. Spalte: nach einer Iteration; 3. Spalte: Lo¨sung
P (x0) nach drei Iterationen
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u(t)
Vorbereitung VorbereitungVorbereitung
tk tk+1 tk+2 tk+3
x0(tk+1) x0(tk+3)
x0(tk)
x0(tk+2)
∆tmess ∆tmess∆tmess
Abbildung 2.8: Schema, wie sich die Samplingzeit ∆ts in Vorbe-
reitungszeit und Feedbackverzo¨gerung ∆tmess aufteilt
beru¨cksichtigen. So sind z.B. die Werte der Molenbru¨che xl und yl auf das
Intervall [0,1] beschra¨nkt.
2.4 Parameteridentifikation
Die im Modell vorkommenden Parameter wie z.B. die Holdups, Murphree-
Koeffizienten, und Druckverluste wurden vorab in Experimenten identifiziert.
Dabei wurde die Reaktion der Kolonne auf sprungfo¨rmige A¨nderungen in
der Feedrate Fvol, der Feedzusammensetzung xF , der Feedtemperatur TF , des
Ru¨cklaufstroms Rvol und der Heizleistung Q aufgezeichnet. Weiterhin wurden
stationa¨re Experimente in verschiedenen Arbeitspunkten durchgefu¨hrt. Mit
den so gewonnen Daten konnte mittels der Methode der kleinsten Quadrate
in der Oﬄine-Version von MUSCOD-II [17, 47] die Parameter identifiziert
werden. Dazu wurden sa¨mtliche verfu¨gbaren Messinformationen verwendet,
also z.B. auch das Temperaturprofil u¨ber die ganze Destillationskolonne. Die
so gefundenen Parameter sind in Tabelle 2.5 in Abschnitt 2.2.1 aufgelistet.
2.5 Experimentelle Validierung
Mit dem Optimierer und dem Zustandsscha¨tzer sind die wesentlichen Tei-
le des Gesamtkonzeptes, wie in Abschnitt 2.3 beschrieben, implementiert.
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In diesem Abschnitt soll nun im Experiment an der realen Anlage die Lei-
stungsfa¨higkeit dieses Konzeptes mit der eines linearen PI-Reglers vergli-
chen werden. Der PI-Regler wird bei nahezu allen industriell genutzten
Destillationskolonnen verwendet und ist damit als Maßstab fu¨r die Lei-
stungsfa¨higkeit sehr gut geeignet. Hier kommt der bereits bestehende Regler
(siehe Abb. 2.9) des Prozessleitsystems zum Einsatz.
T ref14 PI
PI
Q
xF , Fvol
Rvol/DvolT ref28
T28
T14
Abbildung 2.9: Lineare PI-Regler fu¨r den Abtrieb- und den
Versta¨rkungsteil
Der PI-Regler besteht aus zwei getrennten Regelkreisen, jeweils einer fu¨r
den Versta¨rkungs- und den Abtriebteil. Die PI-Regler erhalten Temperatur-
Messungen von Boden 14 und 28, analog zu dem NMPC. Um jedoch den
vom Prozessleitsystem bereitgestellten PI-Regler einsetzen zu ko¨nnen, wird
der Versta¨rkungsteil u¨ber das Ru¨cklaufverha¨ltnis Rvol/Dvol geregelt anstelle
des Ru¨cklaufstromes bei der NMPC. Der Regler des Abtriebteils verwendet
analog zum NMPC die Heizleistung.
2.5.1 Versuchsaufbau
Da ein Prozessleitsystem nicht in der Lage ist, die sehr rechenintensive Opti-
mierung direkt durchzufu¨hren, muss der NMPC auf einen externen Computer
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PLS
von ASCII-Files
FTP-U¨bertragung(OS/2)
PC
Meß- und Steuerleitungen
Datenerfassung
(Linux)
PC
Messwerteverarbeitung
Optimierung
Meßwertaufnahme
Stellgro¨ßenaufschaltung
unterlagerte Regelkreise
Abbildung 2.10: Versuchsaufbau mit dem Messwertverarbeitungs-
rechner, der u¨ber Ethernet an das Institutsnetzwerk angeschlos-
sen ist
ausgelagert werden. An das PLS ist eine Workstation mit der Messwerterfas-
sungs-Hardware angeschlossen. Diese Workstation ist u¨ber Ethernet an das
normale Institutsnetzwerk angebunden. Dadurch kann jeder beliebige Rech-
ner im Netzwerk als Regler-Rechner dienen (siehe Abb. 2.10). Der Regler wird
auf einem Standard-Computer mit einer 1000 MHz AMD Athlon CPU un-
ter GNU/Linux bereitgestellt. Der Optimierer la¨uft in der extra angepassten
Optimierungsumgebung MUSCOD-II [17, 47] und der EKF in MATLAB.
Zur Steuerung der Einzelprozesse, wie Optimierung, EKF, Datenverarbei-
tung, etc. wird ebenfalls MATLAB verwendet. Die Daten, wie Messwerte und
Stellgro¨ßen, werden in Textfiles u¨ber FTP u¨bertragen. Zusa¨tzlich stellt ein
Steuerprogramm auf dem Regler-Rechner sicher, dass alle beteiligten Kom-
ponenten synchron getaktet werden und die U¨bertragung robust gegen kurze
Netzwerkausfa¨lle ist. Mit diesem Aufbau ist es mo¨glich beliebige Sampling-
zeiten ∆ts > 1 s zu realisieren. In den Versuchen wird ∆ts = 20 s verwendet.
2.5.2 Experimente
Das oben beschriebene Verfahren wurde im Rahmen der vorliegenden Arbeit
in zahlreichen Szenarien validiert [19, 18, 13, 15, 16]. Stellvertretend werden
hier zwei repra¨sentative Experimente vorgestellt. Im ersten wird der NMPC
mit dem PI-Regler verglichen. Das zweite Experiment zeigt nur das Verhalten
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Abbildung 2.11: Szenario: Sto¨rung im Feedstrom. Vergleich mit
einem PI-Regler. Sto¨rung: sprungfo¨rmige A¨nderung des Feed-
stroms um 20 % bei 1000 Sekunden
des NMPC, da die Sto¨rung fu¨r den PI zu groß war und dieser nicht in der
Lage war die Sollwerte wieder zu erreichen.
Szenario: Sto¨rung im Feedstrom
In Abb. 2.11 ist der Verlauf des Experimentes dargestellt. Bei Sekunde 1000
wird der Feedstrom sprungfo¨rmig um 20 % erho¨ht. Das Diagramm zeigt die
Messungen der zu regelnden Temperaturen auf Boden 14 und 28 sowie die
Stellgro¨ßen Ru¨cklaufstrom Rvol und Heizleistung Q. In der linken Spalte ist
der NMPC und in der rechten Spalte der PI-Regler dargestellt. Man kann
erkennen, dass der NMPC die Sto¨rung nach ca. 800 Sekunden ausgeregelt
hat und auf Boden 28 eine maximale Abweichung von 0,3 0C erreicht wird.
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Der PI-Regler erreicht eine maximale Abweichung von 0,8 0C auf Boden 28
und hat die Sto¨rung auch nach Ablauf des Experimentes nach 3500 Sekunden
noch nicht ausgeregelt. Insgesamt zeigt der PI-Regler damit eine wesentlich
schlechtere Regelleistung als der NMPC.
Szenario: Multiple Sto¨rungen
Um die wirklichen Sta¨rken der NMPC herauszuarbeiten, wurde die Destilla-
tionskolonne einer wesentlich gro¨ßeren Sto¨rung unterworfen. Die Sto¨rungen
haben beim PI-Regler zu starken Oszillationen gefu¨hrt. Deshalb werden hier
nur die Ergebnisse mit dem NMPC gezeigt.
Eine weniger aggressive Konfiguration des PI-Regler ha¨tte zwar auch hier
zu einem brauchbaren Ergebnis des PI-Reglers gefu¨hrt, jedoch wa¨ren da-
mit die Ergebnisse im ersten Szenario noch schlechter ausgefallen. Damit
zeigt sich auch klar die Sta¨rke der NMPC, robust gegen eine Vielzahl von
mo¨glichen Sto¨rungen auch abseits des nominellen Arbeitspunktes zu sein. Der
Grund hierfu¨r ist in dem verwendeten nichtlinearen Modell und zusa¨tzlichen
Messinformationen zu sehen.
Abb. 2.12 zeigt den Verlauf des Experimentes. Zu Beginn befindet sich
die Kolonne in einem stationa¨ren Zustand fu¨r einen um 20 % erho¨hten Feed-
strom. Nach 700 Sekunden wird der Feedstrom auf den nominellen Wert
zuru¨ckgenommen und gleichzeitig der Ru¨cklaufstrom Rvol von 5,3 l/h auf
2 l/h reduziert, wa¨hrend die Heizleistung auf dem fu¨r den erho¨hten Feed-
strom korrekten Wert von Q = 2,9 kW gehalten wird. Diese Stellgro¨ßen-
konfiguration wird 800 Sekunden lang bei deaktiviertem Regler konstant ge-
halten. Damit soll eine stark gesto¨rte Kolonne erreicht werden. Nach 1500
Sekunden wird dann der NMPC aktiviert.
Nach dieser Zeit ist die Destillationskolonne also gegenu¨ber ihrem nomi-
nellen Betrieb stark u¨berhitzt und die Profile sind nach oben verschoben,
wie in der rechten Ha¨lfte von Abb. 2.12 zu erkennen ist. Wie zu erwar-
ten ist, erniedrigt der Regler sofort die Heizleistung Q um einer Wanderung
der Konzentrationsprofile in Richtung Kopf der Kolonne entgegenzuwirken.
Die Erho¨hung des Ru¨cklaufstromes Rvol wu¨rde ebenfalls zu einer Abku¨hlung
der Kolonne und damit verbunden zu einer Verschiebung der Profile zur
Kolonnenmitte fu¨hren. Entgegen der Erwartung wird der Ru¨cklaufstrom je-
doch zuna¨chst konstant gehalten. Bei vorhergehenden Experimenten wurde
festgestellt, dass das nicht beru¨cksichtigte Leerlaufen des Kondensatsammel-
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Abbildung 2.12: Szenario: Multiple Sto¨rungen. Der Regler wird
nach 1500 Sekunden aktiviert. Links: Zeitverla¨ufe der Regel- und
Stellgro¨ßen. Rechts: Temperaturprofil bei 1500 Sekunden (Mes-
sungen: +, gescha¨tzter Zustand: durchgezogene Linie) und nach
Ausregelung der Sto¨rung (Messungen: ·, gescha¨tzter Zustand: ge-
strichelte Linie)
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Abbildung 2.13: Vorexperiment. Der Kondensatsammelbeha¨lter
la¨uft leer, was hier vom Modell noch nicht beru¨cksichtigt wird.
(Sto¨rung: Simulation eines defekten Ru¨cklaufstromventils, NMPC
nach 4 Minuten aktiviert)
beha¨lter zu einem großen Modellfehler fu¨hrt und die Regelleistung signifikant
verschlechtert. In Abb. 2.13 ist beispielhaft das Verhalten der beiden Reg-
ler dargestellt, wenn die Fu¨llmenge des Kondensatsammelbeha¨lters bei einer
wesentlich weniger schwerwiegenden Sto¨rung nicht beru¨cksichtigt wird.
U¨ber eine Zustandsbeschra¨nkung fu¨r den Destillatstrom Dvol wird das
Leerlaufen des Kondensatsammelbeha¨lters verhindert. Mit dieser Zustands-
beschra¨nkung ist das anfa¨ngliche verhaltene — und gleichzeitig vo¨llig richtige
— Verhalten des Optimierers bezu¨glich des Ru¨cklaufstromes zu erkla¨ren.
Diese Information hat ein nicht-modellbasierter Regler wie der PI-Regler
natu¨rlich nicht zur Verfu¨gung und kann aus diesem Grund bei dieser Sto¨rung
scheitern.
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Abbildung 2.14: Rechenzeitbedarf wa¨hrend Szenario 2. Vgl. Abb.
2.12. Achtung: die Skalierung unterscheidet sich in den beiden
Diagrammen erheblich
Der Rechenzeitbedarf wa¨hrend diesem Sto¨rszenario ist in Abb. 2.14 wie-
dergegeben. Dabei ist zu beachten, dass die Rechenzeit nicht den tatsa¨chlich
verbrauchten CPU-Zyklen entspricht, sondern vielmehr der verbrauchten Ge-
samtzeit von Beginn der Optimierung bis zum Ende inklusive allen Hinter-
grundprozessen zur Datenverarbeitung und Zustandsscha¨tzung. Es ist deut-
lich zu erkennen, dass die Verzo¨gerung ∆tmess (im Diagramm mit Feedback
betitelt) von Messung bis zur Bereitstellung der Stellgro¨ßen um Gro¨ßenord-
nungen kleiner ist als die Vorbereitungszeit. Insgesamt liegt die komplette
Optimierungszeit wa¨hrend des ganzen Experimentes unterhalb der Samp-
lingzeit ∆ts und genu¨gt somit der in Abschnitt 2.3.2 definierten Echtzeitbe-
dingungen.
Eine Oﬄine-Simulation der Optimierung mit derselben Sto¨rung wie in
Abb. 2.12 zeigt gegenu¨ber dem tatsa¨chlichen Experiment eine sehr gute U¨ber-
einstimmung, wie aus Abb. 2.15 ersichtlich ist. Das zeigt, dass das Modell
die Wirklichkeit ada¨quat wiedergibt, also detailliert genug ist und trotzdem
den Echtzeitanforderungen genu¨gt.
2.6 Zusammenfassung und Diskussion
In diesem Kapitel wurde fu¨r eine gegebene Destillationskolonne ein Modell
hergeleitet, das in der anschließend eingefu¨hrten nichtlinearen modellpra¨dik-
tiven Regelung eingesetzt wurde. Fu¨r die numerische Optimierung wurde ein
effizienter Algorithmus zur Einbettung der Messungen als Startwerte vorge-
stellt. Bei der eigentlichen Optimierung kommt das an das Problem angepas-
ste Mehrfachschießverfahren zum Einsatz. Die Zustandsrekonstruktion u¨ber-
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Abbildung 2.15: Oﬄine-Optimierung des 2. Szenarios (links) mit
dem tatsa¨chlichen Online-Verhalten (rechts) aus Abb. 2.12
nimmt ein erweitertes Kalmanfilter. Das resultierende Regelungskonzept wur-
de u¨ber eine dafu¨r entworfene Datenu¨bertragung an das Prozessleitsystem
der Anlage angekoppelt und daru¨ber Mess- und Stellinformationen ausge-
tauscht. In den Experimenten konnte gezeigt werden, dass die NMPC bessere
Ergebnisse liefert als ein PI-Regler, insbesondere aber auch fu¨r anspruchsvol-
lere Sto¨rszenarien eingesetzt werden kann. Die Echtzeitbedingungen wurden
zu keiner Zeit verletzt.
Es ist jedoch anzumerken, dass der Aufwand, ein solches Konzept von der
Modellierung u¨ber die Implementierung in einer Optimierungsumgebung und
Kopplung an ein Prozessleitsystem ungleich aufwa¨ndiger ist, als ein PI-Regler
einzustellen, der schon vom Prozessleitsystem bereitgestellt wird. Zudem sind
andere nichtlineare Regelungskonzepte in der Lage a¨hnlich gute Ergebnisse
zu liefern, wie der hier vorgestellte NMPC. Fu¨r den NMPC spricht jedoch,
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dass wenn bereits ein geeignetes Simulations-Modell vorliegt — was in den
meisten Fa¨llen bei Simulationsstudien und Reglertuning gegeben ist — und
auch eine externe Kopplung an ein Prozessleitsystem schon bereit steht, der
NMPC mit sehr geringem Mehraufwand installiert werden kann. Der eigent-
liche Regler ist dann schon mit geringem Tuningaufwand in der Lage, sehr
gute Regelungsergebnisse zu liefern.
Weiterhin bietet ein NMPC den Vorteil einfach Stell- und Zustandsbe-
schra¨nkungen beru¨cksichtigen zu ko¨nnen.
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Kapitel 3
Wellenbasierte Regelung
Im vorigen Kapitel wurde der Entwurf eines Regelungskonzepts basierend auf
der nichtlinearen modellpra¨diktiven Regelung vorgestellt und hervorgehoben,
wo die Sta¨rken dieser Methode liegen. Der Optimierung lag dort ein from-
first-principles-Modell zugrunde, d.h. ein Modell basierend auf Grundprinzi-
pien wie Bilanzierung von Menge und Energie auf einzelnen Trennstufen. Mit
diesem Modell 82. Ordnung war es mo¨glich die nichtlineare Optimierungs-
aufgabe in Echtzeit zu lo¨sen. Grundsa¨tzlich la¨sst sich diese Regelungs-
methode auch auf Trennungsverfahren anwenden, die auf der Adsorptions-
Chromatographie basieren. Modelle dieser Prozessgattung haben u¨blicher-
weise eine differentielle Ordnung im Bereich von mehreren Tausend, was eine
Optimierung in Echtzeit wesentlich erschwert, wenn nicht unmo¨glich macht.
Eine Modellreduktion kann Abhilfe schaffen. In der vorliegenden Arbeit soll
das Potential reduzierter Modelle auf Basis nichtlinearer Wellenpha¨nomene
fu¨r die NMPC evaluiert werden.
Die nichtlinearen Wellenpha¨nomene lassen sich in den Prozessen Destil-
lationkolonne und Adsorptionssa¨ule gleichermaßen als wesentliches Element
der Stofftrennung beobachten[69, 36, 37, 35]. Sowohl in der thermischen als
auch in der chromatographischen Stofftrennung lassen sich u¨ber die Dyna-
mik der Wanderung von Stofftrennfronten in nichtlinearen Wellen sehr viel
kleinere Modelle herleiten, die dennoch die wesentliche Prozessdynamik in
ausreichender Genauigkeit wiedergeben[52, 39].
Diese Modellklasse bietet Eigenschaften (siehe Abschnitt 3.2), die sich
ausgezeichnet fu¨r die Regelung eignen [28]. Der Hauptvorteil der Wellenmo-
delle fu¨r thermische und chromatographische Stofftrennung ist jedoch, dass
sie jeweils nur eine differentielle Ordnung ≤ 10 aufweisen. Die Modelle sind
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zudem in der Struktur sehr a¨hnlich und unterscheiden sich im Wesentlichen
nur in einzelnen Koeffizienten.
Ein Regelungskonzept basierend auf Wellenmodelle kann also fu¨r bei-
de Prozessklassen gleichermaßen zur Anwendung kommen. Auch hier bietet
sich die NMPC an, deren Sta¨rken sich auch mit diesen Modellen nutzen
lassen. In diesem Kapitel werden zuna¨chst die Modelle basierend auf den
nichtlinearen Wellenpha¨nomenen vorgestellt und anhand einer Destillations-
kolonne hergeleitet. Anschließend wird gezeigt, wie sich die Wellenmodelle
in ein Regelungskonzept basierend auf der NMPC einbetten lassen. Dazu
geho¨rt, wie auch schon im vorigen Kapitel beschrieben, der Entwurf eines
Zustandsscha¨tzers und die Formulierung des Optimierungsproblems. Abge-
schlossen wird dieses Kapitel durch Simulationsstudien und einer Diskussion
der Ergebnisse.
3.1 Wellenmodelle
Bei der konventionellen Modellierung von Destillationskolonnen (z.B. [60,
77]) wird von der Bilanzierung eines einzelnen Bodens ausgegangen. Dabei
wird der Stoff- und Wa¨rmeaustausch zwischen der Gas- und der Flu¨ssigphase
mehr oder weniger detailliert betrachtet. Auch die Hydrodynamik kann un-
terschiedlich genau modelliert werden. Anschließend werden die Modelle ein-
zelner Bo¨den hintereinander geschaltet, entsprechend der realen oder theo-
retischen Bodenanzahl. Der Fokus bei solchen Modellen liegt also auf den
Pha¨nomenen der einzelnen Bo¨den. Bei den Wellenmodellen wird jedoch das
globale Verhalten eines ganzen Kolonnenabschnitts modelliert. Eine Destil-
lationskolonne wird dabei durch Zuflu¨sse von außen in Abschnitte aufgeteilt.
Ein solcher Abschnitt wird dann global bilanziert und die Vorga¨nge im In-
neren zuna¨chst mittels o¨rtlich verteilten Phasen modelliert.
3.1.1 Wellentheorie
Abb. 3.1 zeigt dieses Vorgehen beispielsweise an einem Versta¨rkungsteil. Gas-
stro¨me sind mit V und Flu¨ssigkeitsstro¨me mit L bezeichnet. VKopf ist der
Gasstrom zum Kondensator und R der Ru¨cklaufstrom. Die Stoffaustausch-
stro¨me sind in j(x,y) zusammengefasst und sind von den Molenbru¨chen fu¨r
Flu¨ssig- und Gasphase abha¨ngig. Alle Stro¨me sind als molare Stro¨me zu ver-
stehen. Die Vorga¨nge in einem Kolonnenabschnitt lassen sich dann mittels
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Abbildung 3.1: Aufteilung einer Destillationskolonne bei Wellen-
modellen hier am Versta¨rkungsteil gezeigt
den partiellen Differentialgleichungen (PDGL)
∂xi
∂t
− ∂x
∂z
= −ji(x,y) xi(z = 1,t) = xi,in (3.1)

∂yi
∂t
+
1
A
∂yi
∂z
= ji(x,y) yi(z = 0,t) = yi,in (3.2)
mit
i = 1, . . . NC − 1 und z ∈ [0,1] (3.3)
sowie
 =
n′′
n′
und A =
L
V
(3.4)
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beschreiben. Zeit t und Ort z sind durch
z =
z¯
l
und t =
t¯R
ln′
(3.5)
dimensionslos. Fu¨r das Flu¨ssig-Dampf-Gleichgewicht wird von der Gleich-
gewichtsfunktion
fi(x) =
αixi
1 +
NC−1∑
l=1
(αl − 1)xl
(3.6)
mit den konstanten relativen Flu¨chtigkeiten αl (bezogen auf den Schwerst-
sieder) ausgegangen. Die Stoffu¨bergangsstro¨me werden mit der linearen
Abha¨ngigkeit
ji(x,y) =
B
A
(fi(x)− yi) (3.7)
von den Unterschieden in den Zusammensetzungen mit dem dimensionslosen
Stoffu¨bergangskoeffizienten
B =
k′′al
V
(3.8)
modelliert. Von folgenden Annahmen wurde dabei ausgegangen:
• konstante molare Stro¨me und Holdups in beiden Phasen
• vernachla¨ssigbare axiale Dispersion
• konstanter Druck
• thermisches Gleichgewicht
Fu¨r ideale Gemische mit der Gleichgewichtsfunktion (3.6) kann bei De-
stillationskolonnen in guter Na¨herung von formstabilen Wellen [39, 52] aus-
gegangen werden. Dynamische U¨bergangsvorga¨nge sind dann im Wesentli-
chen durch eine Verschiebung der Konzentrations- bzw. Temperaturfronten
gekennzeichnet. Unter den idealisierten Bedingungen eines unendlich ausge-
dehnten Kolonnenabschnitts la¨sst sich die in einem mitbewegten Koordina-
tensystem stationa¨re Welle analytisch integrieren [39].
Mithilfe der daraus resultierenden analytischen Lo¨sung
xi(z,s
(1), . . . s(NC−1)) =
x
(1)
i +
NC−1∑
k=1
x
(k+1)
i − x(k)i
1 + exp {−ρ(k)(z − s(k))} i = 1, . . . NC − 1 (3.9)
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und
yi(z,s
(1), . . . s(NC−1)) =
fi(x
(1)
i ) +
NC−1∑
k=1
fi(x
(k+1)
i )− fi(x(k)i )
1 + exp {−ρ(k)(z − s(k))} i = 1, . . . NC − 1 (3.10)
mit
ρ(k) =
B
NC−1∑
i=1
(αi − 1)(x(k+1)i − x(k)i )
1 +
NC−1∑
i=1
(αi − 1)(x(k+1)i − x(k)i )/2
(3.11)
la¨sst sich nun die Zusammensetzung in beiden Phasen an jedem Punkt z
in Abha¨ngigkeit von den Wellenfrontpositionen s(k) angeben. Dabei ist zu
beachten, dass sich durch die Koha¨renz [69, 36, 37, 35] der Wellen die Wel-
lenfronten s(k) fu¨r beide Phasen und alle Komponenten an jeweils derselben
Stelle liegen. Wie in Abb. 3.2 dargestellt ist, verla¨uft eine einzelne Welle zwi-
schen den beiden Asymptoten x
(k)
i und x
(k+1)
i mit einer maximalen Steigung
∂xi
∂z
∣∣∣∣
z=s(k)
=
ρ(k)
4
(
x
(k+1)
i − x(k)i
)
(3.12)
bei z = s(k). Aus den Gleichungen (3.11) und (3.12) ist ersichtlich, dass
die Form einer einzelnen Welle im Wesentlichen von den Asymptoten x
(k)
i
und dem dimensionslosen Stoffu¨bergangskoeffizienten B gepra¨gt ist. In Abb.
3.2 ist jedoch nur eine einzelne Welle dargestellt. Der Gesamtverlauf der
NC−1 Wellen nach Gl. (3.9) bzw. (3.10) ergibt sich durch Superposition der
Einzelwellen.
3.1.2 Modellbildung
Die Wellenfrontpositionen s(k) lassen sich u¨ber die in [39] eingefu¨hrte globale
Mengenbilanz u¨ber einen wie im letzten Abschnitt beschriebenen Kolonnen-
teil berechnen:
dhi
dt
= xi,zu − xi(z = 0) + 1
A
(yi,zu − yi(x = 1)) i = 1, . . . NC − 1 (3.13)
Die globale Menge ist im allgemeinen Fall u¨ber das Integral
hi =
1∫
0
xi(z,s
(1), . . . s(NC−1)) + yi(z,s(1), . . . s(NC−1))dz (3.14)
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Abbildung 3.2: Der Verlauf des Molenbruchs xi zwischen den
Asymptoten x
(k)
i und x
(k+1)
i mit der Frontposition s
(k)
definiert. Gl. (3.13) kann als Differentialgleichung fu¨r die Wellenfrontpositio-
nen s(k) angesehen werden. Damit mu¨ssen nur noch (NC − 1)NC Gleichungen
fu¨r die Asymptoten x
(k)
i gefunden werden, um ein vollsta¨ndiges Modell zu er-
halten. 2(NC−1) Gleichungen ergeben sich durch die Randbedingungen u¨ber
die Zuflu¨sse. Die restlichen Asymptoten sind durch die Koha¨renzbedingungen
[69, 36, 37, 35] (Rankine-Hugoniot-Bedingungen)
f1(x
(k+1))− f1(x(k))
x
(k+1)
1 − x(k)1
= · · · = fNC−1(x
(k+1))− fNC−1(x(k))
x
(k+1)
NC−1 − x
(k)
NC−1
(3.15)
gegeben.
Das resultierende Modell kann verfeinert werden, indem die Annahme
der konstanten molaren Flu¨sse und Holdups zugunsten der Annahme ei-
nes konstanten Bodenvolumens fallengelassen wird. Das Modell wird in die-
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Abbildung 3.3: Vollsta¨ndiges Modell fu¨r die Destillationskolonne
am ISR, Universita¨t Stuttgart. Die Wellenmodellteile sind grau
hinterlegt
sem Fall um eine globale Energiebilanz erga¨nzt [78]. Alle weiteren Unter-
suchungen wurden an einem Modell mit einer algebraischen globalen Ener-
giebilanz durchgefu¨hrt. Der Zusammenhang zwischen der Temperatur und
dem Sa¨ttigungsdampfdruck wird dabei u¨ber die Gleichung von Antoine be-
rechnet.
Der Abtriebsteil der Kolonne wird analog zum Versta¨rkungsteil model-
liert. Kondensator, Feedboden und Verdampfer werden wie im Kapitel 2 be-
schrieben modelliert. Jedoch wird hier die Fluiddynamik des Feedbodens ver-
nachla¨ssigt. Aus dieser Vorgehensweise resultiert ein Modell mit 5(NC − 1)
dynamischen Gleichungen. Bei bina¨ren Gemischen erha¨lt man also ein Modell
mit differentieller Ordnung 5. Zum Vergleich: Das Modell aus dem vorigen
Kapitel hatte 82 dynamische Gleichungen. Die Gesamtstruktur fu¨r die in Ab-
schnitt 2.1 eingefu¨hrte Destillationskolonne ist Abb. 3.3 dargestellt. Die Wel-
lenmodellanteile sind grau hinterlegt. Im Weiteren wird ein solches Gesamt-
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modell als Wellenmodell bezeichnet, wohl wissend, dass Teile einer Kolonne
weiterhin durch Gleichgewichtsmodelle wiedergegeben werden. Im Folgenden
werden die unterschiedlichen Modellteile durch die in Tabelle 3.1 vorgestell-
ten Indizes referenziert.
3.1.3 Modellvalidierung
Das Wellenmodell ist trotz der vergleichsweise niedrigen differentiellen Ord-
nung in der Lage, die fu¨r die Regelung wesentliche Prozessdynamik, also die
Verschiebung der Trennfronten richtig wiederzugeben. In Experimenten wur-
den verschiedene Parameter wie die Verlustleistung im Verdampfer Qloss, der
Stoffu¨bergangskoeffizient B sowie die Bodenvolumen im Versta¨rkungs- und
im Abtriebsteil identifiziert. In Abb. 3.4 auf der na¨chsten Seite ist darge-
stellt, wie sich das Temperaturprofil nach einer 2,73 %-igen Verminderung
der Heizleistung verschiebt. Die Messungen des anfa¨nglichen stationa¨ren Ar-
beitspunktes sind mit × markiert. Das Endprofil nach 6,2 Stunden (22455
Sekunden) ist mit ◦ gekennzeichnet. Die simulierten Profile sind mit durchge-
zogen Linien eingetragen. Man kann erkennen, dass das Profil des stationa¨ren
Arbeitspunktes vom Modell nahezu perfekt wiedergegeben wird. Das End-
profil weicht jedoch im Abtriebsteil ab, die Steigung der Wellenfront wird
jedoch korrekt wiedergegeben. Die Abweichung ist jedoch angesichts der lan-
gen Laufzeit nicht verwunderlich, da in der Simulation nicht alle Sto¨rungen
und Messwerte der Kolonne verwendet werden konnten. So wurden z.B. die
sich zur Laufzeit des Experiments gea¨nderten Umgebungsbedingungen nicht
in die Simulation einbezogen.
Die Anfangssteigungen der Transienten im selben Experiment werden
ebenfalls sehr gut wiedergegeben, wie in Abb. 3.5 auf Seite 58 zu erkennen ist.
Dort sind die zeitlichen Verla¨ufe der Temperaturen auf ausgewa¨hlten Bo¨den
Kondensator K
Versta¨rkungsteil V
Feedboden F
Abtriebsteil A
Verdampfer R
Tabelle 3.1: Indizes der Teilmodelle bei Wellenmodellen
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Abbildung 3.4: Wanderung der Profile nach einer 2,73 %-igen Ver-
minderung der Heizleistung. Gemessene Profile verschieben sich
von × nach ◦. Simulierte Profile sind durchgezogen dargestellt
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Abbildung 3.5: Temperaturverla¨ufe auf ausgewa¨hlten Bo¨den. Ex-
perimentelle Daten sind mit einzelnen Punkten eingetragen, die
Simulation mit gestrichelten Linien
wiedergegeben.
Andere Experimente zeigen ein sehr a¨hnliches Bild. Somit ist davon aus-
zugehen, dass das Wellenmodell in der Lage ist, das fu¨r die Regelung relevante
Verhalten des Prozesses korrekt abzubilden. Auch die Mehrstofftrennung in
Destillationskolonnen wird von Wellenmodellen gut modelliert, wie in aus-
giebigen Simulationsstudien in [39] gezeigt wird. Dort werden Ergebnisse von
Wellenmodellen mit Ergebnissen von einem detaillierteren Modell verglichen.
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Abbildung 3.6: Temperaturregelung mit einem beliebigen kon-
ventionellen Regelverfahren. Die Pfeile geben die Richtung der
Frontbewegung an
3.2 Regelung u¨ber Wellenfrontpositionen
Eine U¨bersicht der Forschungsarbeiten u¨ber konventionellen Regelungsstra-
tegien von Destillationskolonnen bietet z.B. [77]. Meist kommen lineare Me-
thoden zum Einsatz. Aber auch nichtlineare Methoden wurden erfolgreich
eingesetzt, wie z.B. [27] zeigt. Eine U¨bersicht bietet [3]. Da die Messung der
Gemischzusammensetzung zu aufwa¨ndig ist, wird in der konventionellen Re-
gelung von Destillationskolonnen versucht, eine Temperatur auf einem sensi-
tiven Boden konstant zu halten, wie in Abb. 3.6 dargestellt ist [50, 80]. An-
dere Arbeiten, z.B. [44, 57, 56, 65, 4, 20], versuchen dieses Problem u¨ber Zu-
sammensetzungsscha¨tzer mittels Temperaturmessungen zu lo¨sen. Sto¨rungen
und Stelleingriffe verursachen jedoch eine Verschiebung der Temperatur- und
Konzentrationsprofile zum Kopf oder Sumpf der Kolonne. Das eigentliche Re-
gelungsziel ist es dem entsprechend, die Trennfronten — die Stellen an denen
die wesentliche Stofftrennung stattfindet — innerhalb der Kolonne zu halten
um so eine vollsta¨ndige Trennung zu gewa¨hrleisten. Auf die Modellierung
eben dieser Wellenfrontwanderung basieren die Wellenmodelle. Mit dieser
Modellklasse ist also ein viel direkterer Regeleingriff gegenu¨ber Sto¨rungen
der prozessrelevanten Pha¨nomene der Stofftrennung mo¨glich. Abb. 3.7 auf
der na¨chsten Seite fasst das im Folgenden hergeleitete Regelungskonzept zu-
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+ Zwangsbedingungen
min
u(·),x(·)
∫ Tp
0
{
‖Si(t)− Srefi ‖22
}
dt
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x˙(t) = f(x(t), z(t),u(t)),
0 = g(x(t), z(t),u(t))
Abbildung 3.7: Regelung der Trennfrontposition u¨ber NMPC. Die
Pfeile geben die Richtung der Frontbewegung an und die Kreise
auf den Profilen die Wellenfrontpositionen
sammen: Die Position der Strofftrennfronten wird u¨ber einen NMPC geregelt.
Fu¨r bina¨re Gemische wurde in [75, 33, 3] und fu¨r den Multikomponentenfall
in [67, 76] ein Regelungskonzept basierend auf Frontregelung pra¨sentiert. Im
Gegensatz dazu wird in der vorliegenden Arbeit ein Ansatz fu¨r beliebig viele
Komponenten inklusive der Beru¨cksichtigung der Produktreinheiten vorge-
stellt.
Ein weiterer Nachteil [58] der Temperaturregelung ergibt sich bei Sto¨run-
gen in der Feed-Zusammensetzung. Diese Sto¨rung verursacht nicht nur eine
Verschiebung des Profils in Richtung Kopf oder Sumpf, sondern auch eine
A¨nderung der Zusammensetzung des Feedbodens, was eine Verschiebung der
Asymptoten zur Folge hat. Wenn nun durch die Regelung die Temperatur
auf einem bestimmten Boden weiterhin konstant gehalten wird, muss sich das
Profil verschieben um dies zu ermo¨glichen (Abb. 3.8). In ungu¨nstigsten Fall
verschiebt sich die Trennfront soweit zum Kolonnenrand, dass dadurch das
Produkt verunreinigt wird, obwohl die Regelung eigentlich perfekt arbeitet.
In einem solchen Fall muss manuell ein neuer Sollwert fu¨r die Temperaturen
berechnet und dem Prozessleitsystem u¨bergeben werden. Bei der Regelung
u¨ber Wellenfrontpositionen ist die Anpassung der Sollwerte ha¨ufig nicht not-
wendig, wie in Abb. 3.8 auf der na¨chsten Seite dargestellt ist. In Fa¨llen, wo
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Abbildung 3.8: Anpassung der Sollwerte bei A¨nderung der Feed-
zusammensetzung bei Temperatur- und Frontpositionsregelung.
In beiden Diagrammen sind die Frontpositionen durch Kreise her-
vorgehoben. Links wird die Temperatur auf einem Boden kon-
stant gehalten. Dadurch wandert die Wellenfront soweit, dass
auch die Produktreinheiten beroffen sind. Rechts sieht man, wie
die Solltemperaturen variiert werden mu¨ssten, um die Wellenpo-
sitionen stabilisieren zu ko¨nnen
eine Frontregelung nicht ausreichend ist, ko¨nnen Abweichungen in den Pro-
duktreinheiten als Softconstraints im Gu¨tefunktional des NMPC beru¨cksich-
tigt werden (siehe Abschnitt 3.5 auf Seite 67). In beiden Diagrammen sind
die Wellenfrontpositionen durch Kreise hervorgehoben. Die Auswirkungen
einer Feedzusammensetzungsa¨nderung ist der Einfachheit halber fu¨r bina¨re
Trennung dargestellt. Bei der Mehrstofftrennung ko¨nnen die Folgen bei der
Temperaturregelung sogar noch viel schwerwiegender ausfallen, da der di-
rekte Zusammenhang zwischen der Temperatur und der Zusammensetzung
fehlt.
Es wurden bereits Konzepte zur Wellenfrontregelung vorgeschlagen und
erfolgreich angewendet, ha¨ufig jedoch nur fu¨r die Trennung von Zweistoff-
gemischen [75, 33, 3], wo aus der Temperatur eindeutig auf die Zusammen-
setzung geschlossen werden kann. Weiterhin sind die bestehenden Konzepte
nicht trivial auf den Multikomponentenfall zu u¨bertragen. Die hier vorgestell-
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te Methodik ist jedoch so entworfen, dass sie auch leicht in der Mehrstofftren-
nung anwendbar ist. Wichtigster Unterschied zu bestehenden Arbeiten ist die
Anwendung der in Abschnitt 3.1 vorgestellten und in [39, 52] eingefu¨hrten
Wellenmodelle. Wie dort erwa¨hnt, u¨berlagern sich in einem Abschnitt einer
Destillationskolonne NC−1 einzelne Wellen. Von diesen NC−1 Einzelwellen
muss bzw. kann nur eine einzige im Inneren eines Kolonnenabschnitts stabili-
siert werden. Die restlichen Wellen wandern an die Ra¨nder eines Abschnittes
und werden erst dort durch Randeffekte aufgehalten und stabilisiert. Weiter-
hin besagt die Wellentheorie [69, 39], dass sich die einzelnen ausbalancierten
Wellen nicht u¨berholen ko¨nnen [38]. In Arbeiten wie [67] werden zwar Mo-
delle fu¨r den Multikomponentenfall eingefu¨hrt, jedoch ohne die analytisch
hergeleiteten Formansa¨tze und ohne die Produktreinheiten zu beru¨cksichti-
gen.
Es ist mo¨glich eine sog. Schlu¨sselwelle k∗ auszumachen und diese an
der gewu¨nschten Position s(k
∗) u¨ber einen geeigneten Regler zu stabilisie-
ren und gleichzeitig die restlichen Wellenfronten an den Ra¨ndern zu halten.
Die Schlu¨sselwelle kann meist leicht identifiziert werden: u¨blicherweise ist es
die Welle, die im gewa¨hlten Betriebspunkt ausbalanciert im Inneren eines
Kolonnenabschnittes steht.
Abb. 3.9 zeigt die Profile der in Abschnitt 2.1 vorgestell-
ten Destillationskolonne bei der Trennung des Dreistoffgemischs
Methanol/Ethanol/1-Propanol. Die durchgezogenen Linien markieren
den gewu¨nschten Arbeitspunkt, die gestrichelten Linien einen gesto¨rten
Zustand nach einer 25 %-igen Reduktion des Feedstroms. Man kann leicht
erkennen, dass im Versta¨rkungsteil die zu Beginn ausbalancierte Wellenfront
auf Boden 30 die Schlu¨sselwelle markiert. Wenn sie nach oben zu wandern
beginnt, wird das Kopfprodukt verunreinigt. Im Abtriebsteil sind in diesem
Arbeitspunkt beide Wellenfronten an die Ra¨nder verschoben. In Abb. 3.9
sind die beiden Schlu¨sselfronten mit s
(1)
V und s
(2)
A gekennzeichnet.
3.3 Regelungskonzept
Obwohl sich die Regelgro¨ße der Wellenfrontpositions-Regelung deutlich von
der Temperaturregelung in Kapitel 2 unterscheidet, weist das Gesamtkon-
zept große A¨hnlichkeiten auf. So muss hier ebenso der gesamte Systemzu-
stand aus Messungen rekonstruiert werden. Ein zuverla¨ssiger Beobachter ist
hier sogar noch wichtiger als bei der Temperaturregelung, wo die Regelgro¨ße
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Abbildung 3.9: Profile einer Dreistofftrennung nach einer 25%-
igen Reduktion des Feedstroms. Durchgezogene Linien: un-
gesto¨rte Anfangsprofile; gestrichelte Linien: Profile mit der
gesto¨rten Zuflusszusammensetzung
direkt gemessen werden kann. Wie in Abb. 3.10 dargestellt ist, wird der vom
Beobachter gescha¨tzte Systemzustand wieder dem Optimierer zur Verfu¨gung
gestellt. Sowohl dem Beobachter als auch der Optimierung liegt dasselbe
Modell zugrunde, was den Reglerentwurf erheblich vereinfacht, da nur ein
einziges Modell identifiziert und validiert werden muss. Außerdem ist die
Ru¨ckfu¨hrung der Produktkonzentrationen xKopf und xSumpf hervorgehoben.
Auf deren Rolle wird im Abschnitt 3.5 zum Reglerentwurf na¨her eingegangen.
Auch dieses Regelungskonzept basiert auf der NMPC, unter anderem weil
hier Zustands- und Stellgro¨ßenbeschra¨nkungen effizient beru¨cksichtigt wer-
den ko¨nnen. Zusa¨tzlich ko¨nnen weitere Bedingungen an den Destillations-
prozess wie z.B. die Einhaltung der gescha¨tzten Produktreinheiten oder die
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Abbildung 3.10: Regelungskonzept NMPC mit Wellenmodellen.
Es sind nur die wesentlichen Gro¨ßen dargestellt
Minimierung der Energiekosten mit in die Optimierung einbezogen werden.
3.4 Beobachterentwurf
Im Gegensatz zu dem in Kapitel 2 eingesetzten erweiterten Kalmanfilter wird
hier ein nichtlinearer Beobachter verwendet. Der Beobachter wird dabei aus
einem Prozessmodell mit einer Fehleraufschaltung gebildet [44]. Aus der Dif-
ferenz der gescha¨tzten Messgro¨ßen yˆ zu den tatsa¨chlich gemessenen Werten
y wird der Vektor ∆y gebildet. Dieser Differenzvektor geht anschließend —
meist linear — bewertet in die Modellgleichungen ein. In Abb. 3.11 ist die
verwendete Struktur dargestellt. Fu¨r den Beobachter kommt ebenfalls das in
Abschnitt 3.1 eingefu¨hrte Wellenmodell zum Einsatz.
Die Grundidee hinter der Verwendung von Wellenmodellen in Beobach-
tern ist es, die Profile analog zur Regelung u¨ber die Kolonne zu verschieben.
Dazu werden die Beobachterfehler zu den globalen Mengenbilanzen addiert.
Damit ergeben sich fu¨r die hier betrachtete Destillationskolonne die Beob-
achtergleichungen aus Gl. (3.13)
dhˆV
dt
= ˙ˆnV,zu − ˙ˆnV,ab +αV
(
T30 − Tˆ30
)
(3.16)
dhˆA
dt
= ˙ˆnA,zu − ˙ˆnA,ab +αA
(
T2 − Tˆ2
)
(3.17)
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Abbildung 3.11: Beobachter mit Messgro¨ße y, Stellgro¨ße u, den
Scha¨tzungen yˆ und xˆ fu¨r Messgro¨ße und Systemzustand
mit
αV = [−20, 20]T (3.18)
αA = [0,− 20]T (3.19)
fu¨r jeweils einen Kolonnenabschnitt der Dreistofftrennung aus Abb. 3.9. U¨ber
den Formansatz aus den Gleichungen (3.9)-(3.11) ko¨nnen die Wellenfrontpo-
sitionen berechnet werden.
U¨ber den Einfluss auf die globale Mengenbilanz wirken sich die Korrek-
turfaktoren αi direkt auf die Wellenfrontpositionen aus. Damit besteht ein
leicht nachvollziehbarer Zusammenhang zwischen den Korrekturtermen und
den Wellenpositionen. Die Betra¨ge der Korrekturfaktoren ergeben sich durch
Simulationsstudien. Das Vorzeichen der Faktoren ist leicht in Abb. 3.9 identi-
fiziert: Um die Sto¨rung auch in der Simulation des Beobachters nachzubilden
mu¨ssen die Molmengen in den einzelnen Kolonnenabschnitten erho¨ht bzw.
erniedrigt werden. Infolge der Verschiebung des Temperaturprofils hin zum
Kopf der Kolonne ist die gemessene Temperatur auf den beiden Messbo¨den
30 und 2 jeweils zu hoch. Da sich dabei jedoch die globale Molmenge im
Versta¨rkungsteil h1,V von Methanol verringert und der Anteil von Ethanol
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Abbildung 3.12: Bei einem rigorosen Modell (durchgezogene Li-
nien) wird bei t = 10,0 die Feedzusammensetzung um 10%
vera¨ndert und bei t = 20,0 auf den nominellen Wert zuru¨ckge-
setzt. Das Verhalten des Wellenbeobachters ist mit unterbroche-
nen Linien wiedergegeben. (Startprofil: fett; Profil bei t = 20,0:
du¨nn)
h2,V sich gleichzeitig erho¨ht, sind die Faktoren von αV negativ fu¨r Methanol
und positiv fu¨r Ethanol. Im Abtriebsteil ergibt sich bei dieser Sto¨rung fu¨r
die Methanolmenge h1,A fast keine Vera¨nderung und nur die Ethanolmenge
h2,A verringert sich, womit dann auch αA in Gl. (3.19) ermittelt ist.
Mit dieser Beobachterstruktur und -konfiguration wurden zahlreiche
Simulationsstudien durchgefu¨hrt [29]. Auch bei Reaktivdestillationskolonnen
wurde dieses Konzept erfolgreich angewendet [30]. Abb. 3.12 zeigt das Er-
gebnis einer zur Zeit t = 10,0 Minuten auftretenden 10 %-igen A¨nderung der
Feedzusammensetzung, die zur Zeit t = 20 Minuten wieder zuru¨ckgenommen
wird. Das Startprofil ist mit fetten Linien aufgetragen und das stationa¨re
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gesto¨rte Profil bei t = 20,0 Minuten mit du¨nnen Linien. Der Wellenbeob-
achter (unterbrochene Linien) ist dabei sehr gut in der Lage, dem rigorosen
Modell (durchgezogene Linien) auch in Unkenntnis der Sto¨rung zu folgen. Es
ist zu erkennen, dass der Beobachter zwar die Zusammensetzung in der Mitte
der Kolonne nicht genau wiedergeben kann, die Wellenfrontpositionen aber
sehr gut u¨bereinstimmen. Fu¨r die Regelung u¨ber die Wellenfrontpositionen
ist zuna¨chst nur die korrekte Wiedergabe der Dynamik der Profilverschie-
bungen wichtig. Beobachter, die auf Wellenmodellen basieren sind natu¨rlich
nicht nur in der Lage die Wellenfrontpositionen korrekt zu scha¨tzen, sondern
geben auch die Zusammensetzungen und Temperaturen auf allen Bo¨den wie-
der. Damit ko¨nnen beispielsweise die Produktreinheiten bei einer Optimie-
rung mitbewertet werden.
Wenn zusa¨tzlich die Temperatur auf dem Feedboden gemessen wird, kann
die Scha¨tzgu¨te im Bereich des Feedbodens und damit der Asymptoten fu¨r
die beiden Einzelmodelle des Versta¨rkungs- und des Abtriebteils erheblich
verbessert werden.
3.5 Reglerentwurf
Regelungsziel ist es, die Wellenfronten an den vorgegebenen Positionen in
der Mitte des jeweiligen Kolonnenabschnittes zu halten, entgegen ihres Be-
strebens in Richtung eines Kolonnenabschnitt-Randes zu wandern. Auch in
Gegenwart von Sto¨rungen z.B. in Zuflusszusammensetzung und -menge sol-
len sich die Fronten nicht verschieben bzw. zuru¨ck zur gewu¨nschten Position
verschoben werden. Da die Produktqualita¨t in jedem Falle gesichert sein
soll, werden die gewu¨nschten Produktreinheiten als Zwangsbedingungen am
Kondensator und im Sumpf der Kolonne formuliert. In der allgemeinen For-
mulierung als Differential-Algebra-System
x˙(t) = f (x(t), z(t),u(t)) , (3.20)
0 = g (x(t), z(t),u(t)) (3.21)
mit den Anfangsbedingungen
x(0) = x0 (3.22)
mu¨ssen die Vektoren der differentiellen Zusta¨nde x(t), der algebraischen
Zusta¨nde z(t) sowie den Systemeinga¨ngen u(t) definiert werden. Im Ab-
schnitt 3.5.1 werden diese Vektoren beispielhaft fu¨r ein bina¨res Wellenmodell
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definiert. Das wa¨hrend eines NMPC-Durchlaufes zu lo¨sende Optimierungs-
problem ist durch
min
u(·),x(·)
t0+TP∫
t0
‖S(t)− Sref‖22 dt (3.23)
gegeben. S(t) bezeichnet den Vektor der Positionen der in Abschnitt 3.2
eingefu¨hrten Schlu¨sselfronten und Sref deren Sollpositionen in den zugeho¨ri-
gen Kolonnenabschnitten. Die quadratischen Abweichungen werden u¨ber den
Optimierungshorizont [t0, t0 + TP ] minimiert.
Zwangsbedingungen an die Zusta¨nde und Stellgro¨ßen sind durch
c(x(t), z(t),u(t)) ≥ 0 fu¨r t ∈ [t0, t0 + TP ] (3.24)
gegeben. Bei den Beispielen in den beiden nachfolgenden Abschnitten werden
die Zwangsbedingungen an die Stellgro¨ßen[
u(t)− umin
umax − u(t)
]
≥ 0 fu¨r t ∈ [t0, t0 + TP ] (3.25)
verwendet. Zusa¨tzlich werden Zwangsbedingungen an die Kopf- und Sumpf-
zusammensetzungen[
xK(t)− xrefK
xrefR − xR(t)
]
≥ 0 fu¨r t ∈ [t0, t0 + TP ] (3.26)
als Soft-Constraints formuliert. Das bedeutet, dass den Abweichungen
Schlupfvariablen (slack variables) zugewiesen werden, die einen hoch gewich-
teten linearen Eintrag in die Zielfunktion bilden. Dies ist ein u¨bliches Vor-
gehen, da diese Zwangsbedingungen Regelungsziele abbilden. Es sind also
keine harte Grenzen wie beispielsweise Temperatur- oder Druckgrenzen, bei
denen die Sicherheit der Anlage nicht mehr gewa¨hrleistet werden kann. Diese
Grenzen du¨rfen auf keinen Fall u¨berschritten werden.
Um nominelle Stabilita¨t des geschlossenen Regelkreises zu gewa¨hrlei-
sten, wird ein praktischer Ansatz basierend auf [12, 25] gewa¨hlt. Dazu wird
der Optimierungshorizont wie in Abschnitt 2.3.3 beschrieben in zwei Ab-
schnitte aufgeteilt: Regelungshorizont [t0, t0 + TC ] und Pra¨diktionshorizont
[t0 + TC , t0 + TP ]
Die Leistungsfa¨higkeit der Methode la¨sst sich sehr gut in Simulations-
studien zeigen. Die generelle Funktion wird im na¨chsten Abschnitt zuna¨chst
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anhand der Trennung eines bina¨ren Gemisches demonstriert. Im daran an-
schließenden Abschnitt wird in einer Open-Loop-Simulation ein Optimie-
rungsschritt der NMPC fu¨r ein terna¨res Gemisch durchgefu¨hrt.
3.5.1 Simulation Trennung bina¨res Gemisch
Im ersten Simulations-Szenario wird wie in Kapitel 2 die Trennung
des Gemisches aus Methanol und 1-Propanol betrachtet. Auch die
Anlagenkonfiguration entspricht der aus Kapitel 2. Somit kann das in Ab-
schnitt 3.1.2 eingefu¨hrte Modell mit NC = 2 fu¨r Beobachter und Regler ver-
wendet werden. Damit existiert in jedem Kolonnenabschnitt nur eine einzige
auszubalancierende Welle.
Das Regelungsproblem dieser einen Wellenfront ist a¨quivalent zu dem Re-
gelungsproblem einer Schlu¨sselfront eines Mehrkomponentengemisches. Die
Ergebnisse der Simulation mit einem bina¨ren Gemisch lassen sich also di-
rekt auf Trennungsaufgaben mit Mehrkomponentengemischen u¨bertragen.
Der Aufwand der Inbetriebnahme der Simulations- und Experimentierumge-
bung ist im bina¨ren Fall jedoch ungleich einfacher.
Die Simulation wurde mit MUSCOD-II [17, 47] durchgefu¨hrt. Die La¨nge
des Regelungshorizonts betra¨gt TC = 1200 Sekunden und ist in 10 Intervalle
aufgeteilt. Der Pra¨diktionshorizont TP ist 30000 Sekunden lang. Das verwen-
dete Modell hat 77 algebraische, 7 differentielle Zusta¨nde und 2 Einga¨nge.
Die hohe Zahl an algebraischen Zusta¨nden ergibt sich, da das komplette
Temperatur-Profil berechnet wird um den Vergleich mit einem rigorosen
Boden-zu-Boden-Modell zu erleichtern. Es ist ausreichend, fu¨r bestimmte
ausgezeichnete Punkte, wie z.B. Stu¨tzstellen des Beobachters, die Zusam-
mensetzung bzw. die Temperatur zu berechnen. Das komplette Profil kann
nach der Optimierung/Simulation u¨ber den Wellenformansatz aus Abschnitt
3.1.2 ermittelt werden.
Mit dieser Konfiguration der Optimierungsaufgabe ergeben sich auf einem
Standard-PC mit einer mit 1GHz getakteten CPU von AMD Rechenzeiten
fu¨r einen Optimierungsdurchgang im ungesto¨rten Fall von ca. 2,5 Sekunden.
In Gegenwart der Sto¨rung erho¨ht sich der numerische Aufwand auf ca. 5
Sekunden.
Die differentiellen Zusta¨nde sind in Tabelle 3.2 aufgelistet. Die effektive
Heizleistung und der Ru¨cklaufstrom sind differentiell da die Ventildynamik
im Kopf der Kolonne und die thermische Tra¨gheit der Verdampferheizung
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LK Ru¨cklaufstrom Kondensator
xK Zusammensetzung Kondensator
hV Integrale Menge Versta¨rkungsteil
hA Integrale Menge Abtriebsteil
xF Zusammensetzung Feedboden
xR Zusammensetzung Verdampfer
QV effektive Heizleistung Verdampfer
Tabelle 3.2: Differentielle Zusta¨nde des bina¨ren Wellenmodells
u1 Ru¨cklaufstrom
u2 Heizleistung
Tabelle 3.3: Stellgro¨ßen des bina¨ren Wellenmodells
beru¨cksichtigt werden sollen. Sie sind jeweils als PT1-Glieder modelliert.
Die verwendeten Stellgro¨ßen sind in Tabelle 3.3 aufgelistet. Dabei wirkt
die gewu¨nschte Heizleistung und der gewu¨nschte Ru¨cklaufstrom verzo¨gert auf
den Prozess. u1 und u2 sind also nicht LK und QV gleichzusetzen. Die Wahl
fiel auf diese beiden Stellgro¨ßen, weil mit ihnen der Flu¨ssigkeitsstrom von
oben nach unten und der gasfo¨rmige Strom von unten nach oben eingestellt
werden kann und damit die wesentliche Kolonnendynamik bestimmt ist.
Fu¨r die Grenzen der Stellgro¨ßen kommen die Werte aus Tabelle 3.4 zum
Einsatz. Die Grenzwerte fu¨r den Ru¨cklaufstrom wurde in vorhergehenden
Simulationsstudien bestimmt. Fu¨r die Heizleistung ergibt sich der Maximal-
wert durch die maximale Leistung der elektrischen Heizung. Der Minimalwert
soll eine untere fluiddynamische Belastungsgrenze darstellen, die bei vielen
gebra¨uchlichen Kolonnensystemen ein wichtige Rolle spielt. Fu¨r die Produkt-
mindestreinheiten werden die Werte aus Tabelle 3.5 verwendet.
In Simulationsstudien sind eine ganze Reihe von verschiedenen Sto¨rsze-
narian untersucht worden. Die fu¨r eine Regelung anspruchsvollsten Sto¨run-
gen sind Abweichungen in der Feed-Zusammensetzung. Viel weniger Einfluss
0,5 ≤ u1 ≤ 8
1,5 ≤ u2 ≤ 5
Tabelle 3.4: Stellgro¨ßenschranken in der bina¨ren Simulation
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xrefK = 0,998
xrefR = 0,001
Tabelle 3.5: Geforderte Produktreinheiten als Soft-Constraints in
der bina¨ren Simulation
haben Sto¨rungen in der Zuflussmenge oder in der Zuflusstemperatur. Die
Ergebnisse von Simulationen mit Sto¨rungen in der Feed-Zusammensetzung,
wie in Abb. 3.13 auf Seite 73, haben damit die gro¨ßte Aussagekraft.
Im folgenden Simulationsszenario nimmt die Konzentration des Leichter-
sieders im Zulauf nach 100 Sekunden sprungfo¨rmig um 50 % zu. Nach 1500
Sekunden kehrt sie zu ihrem urspru¨nglichen Wert zuru¨ck. Der gesamte Ver-
lauf ist in Abb. 3.13 auf Seite 73 wiedergegeben. Die Za¨hlung der Bo¨den ist
in dieser Simulationsstudie von oben nach unten, also entgegengesetzt zu der
Za¨hlweise in Kapitel 2.
Auf der rechten Seite im Abtriebteil ist sehr gut zu erkennen, wie durch
den regelnden Eingriff des Optimierers die Sollposition srefA wieder erreicht
wird. Die Sollwerte, Stellgro¨ßenbeschra¨nkungen und geforderte Produktrein-
heiten sind jeweils gestrichelt gezeichnet. Das U¨berschwingen ergibt sich da-
durch, dass im Versta¨rkungsteil die Sollposition der Wellenfront srefV auf-
gegeben werden muss, da ansonsten die geforderte Produktreinheit xrefK im
Kopfabzug ab ca. 400 Sekunden nicht mehr gehalten werden kann. Erst nach
Verschwinden der Sto¨rung nach 1500 Sekunden kann die urspru¨ngliche Soll-
position im Versta¨rkungsteil wieder eingenommen werden. Die Produktrein-
heit im Sumpfabzug xrefR ist zu keiner Zeit in Gefahr. Bei ca. 110 Sekunden
sto¨ßt die Heizleistung an die untere Stellgro¨ßenbeschra¨nkung. Als Folge ist die
Abweichung der Frontposition von der Sollposition im Abtriebsteil erheblich
sta¨rker als erwartet. Erwartungsgema¨ß ist der NMPC in der Lage auch mit
erheblichen Sto¨rungen fertig zu werden. So werden in diesem Simulations-
szenario keine Schranken erreicht oder verletzt. Ein Regler ohne Kenntnis
der Stell- und Zustandsschranken wie z.B ein PI-Regler ko¨nnte diese nicht
einhalten.
In Kapitel 2 werden die Temperaturen auf den Bo¨den 14 und 28 geregelt.
In Abb. 3.13 auf Seite 73 entspricht das den Bo¨den 15 und 29. Die Tempera-
turverla¨ufe T15 und T29 dieser beiden Bo¨den und der Verlauf der Produktzu-
sammensetzung xK zeigen deutlich, dass die Sollwerte fu¨r die Temperaturen
verschoben werden mu¨ssten, um die gewu¨nschte Produktreinheit weiter zu
72 Wellenbasierte Regelung
gewa¨hrleisten.
In diesem Simulationsszenario wurde gezeigt, dass das Reglungskonzept
sehr gut selbst mit Sto¨rungen in der Zuflusszusammensetzung, also der her-
ausfordernsten Sto¨rung, umgehen kann.
3.5.2 Simulation Trennung terna¨res Gemisch
Im vorigen Szenario wurde die Leistungsfa¨higkeit der NMPC basierend auf
Wellenmodellen anhand einer Trennung eines bina¨ren Gemisches gezeigt.
Um auch die Einsetzbarkeit bei Mehrkomponentengemischen zu zeigen, wird
in der folgenden Simulationsstudie die nichtlineare Open-Loop-Optimierung
der Trennung eines terna¨ren Gemisches ohne Seitenkolonne betrachtet. Im
Gegensatz zur Closed-Loop-Optimierung wird hier nur ein einziger Opti-
mierungsdurchlauf durchgefu¨hrt, ohne die Ru¨ckfu¨hrung von Messdaten. Das
Open-Loop-Problem zeigt jedoch ebenfalls das grundsa¨tzliche Verhalten des
Closed-Loop-Problems, ist jedoch ungleich einfacher zu realisieren. Das Ge-
misch besteht aus den Komponenten Methanol, Ethanol und 1-Propanol.
Zum Gemisch aus dem vorigen Abschnitt kommt also der Mittelsieder Etha-
nol hinzu.
Das hier betrachtete Sto¨rszenario geht von einer sprungfo¨rmigen Ab-
nahme des Leichtersieders Methanol im Zulauf aus. Die Ergebnisse sind in
Abb. 3.14 auf Seite 74 dargestellt. Wie beim vorigen Szenario ist die Bo-
denza¨hlrichtung von oben nach unten. Es werden die Wellenfronten bei Boden
11 sV im Versta¨rkungsteil und bei Boden 40 sA im Abtriebsteil durch die Op-
timierung ausbalanciert, wodurch die geforderten Produktreinheiten aus Ta-
belle 3.6 auf Seite 74 eingehalten werden ko¨nnen. Die Verla¨ufe der Produkt-
zusammensetzungen ohne regelnden Eingriff sind mit Strich-Punkt-Linien
dargestellt. Der Optimierer variiert das Ru¨cklaufverha¨ltnis R/D (Ru¨cklauf-
strom zu Destillatstrom) und die Heizleistung. Die Sollwerte der Frontpo-
sitionen werden schnell wieder eingenommen. Der Regelhorizont TC ist hier
900 Sekunden lang und in 6 gleiche Intervalle aufgeteilt. Der anschließen-
de Pra¨diktionshorizont TP ist 30000 Sekunden lang. Die Optimierung wurde
innerhalb der Prozess-Simulationsumgebung DIVA [42] durchgefu¨hrt wo ein
SQP-Algorithmus (E04UCF) der NAG-Bibliothek [62] zum Einsatz kam.
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Abbildung 3.14: Open-Loop Simulation der Trennung eines
terna¨res Gemisches. Sprungfo¨rmige Abnahme des Leichtersie-
ders um 33% im Zulauf. Gestrichelte Linien: Produktreinheiten;
Strich-Punkte: Produktzusammensetzungen ohne regelnden Ein-
griff
xK ≥ 0,99
xR ≥ 0,85
Tabelle 3.6: Geforderte Produktreinheiten als Soft-Constraints in
der terna¨ren Simulation
3.6 Diskussion
Die Simulationsstudien haben gezeigt, dass die NMPC basierend auf Wellen-
modellen fu¨r thermische Trennung von Mehrkomponentengemischen sehr gut
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einsetzbar ist. Die dafu¨r notwendigen Teilaufgaben wie Beobachterentwurf,
Formulierung des Optimierungsproblems und Synthese des geschlossenen Re-
gelkreises sind gelo¨st und wurden fu¨r die Destillationskolonne des Instituts
fu¨r Systemdynamik und Regelungstechnik beispielhaft in diesem Kapitel und
in Kapitel 2 gezeigt.
Einzig die Validierung des Regelungskonzeptes fu¨r Mehrkomponentenge-
mische ist hier nicht durchgefu¨hrt. Jedoch sind Beobachterentwurf fu¨r Mehr-
komponentengemische sehr gut erforscht und die Leistungsfa¨higkeit in Simu-
lationsstudien nachgewiesen. Mithilfe der Wellentheorie la¨sst sich die Funk-
tionsweise basierend auf dem Ausbalancieren von Schlu¨sselfronten auch im
Mehrkomponentenfall nachweisen. Weiterhin ist die Synthese der NMPC in
Kapitel 2 fu¨r bina¨re Gemische hergeleitet und in Experimenten validiert aber
so allgemeingu¨ltig formuliert, dass eine Erweiterung auf terna¨re Gemische bei
Wellenmodellen mo¨glich ist.
Die hier vorgestellten Ergebnisse bilden die Basis fu¨r weitere Untersu-
chungen von Systemen, die ebenfalls die hier beobachteten nichtlinearen Wel-
lenpha¨nomene zeigen. Die Leistungsfa¨higkeit der Regelung mit Wellenmodel-
len fu¨r relativ einfache Anlagen wie Destillationskolonnen ist demonstriert —
ein Blick in Richtung komplexerer Anlagen, wie sie in der Chromatographie
u¨blich sind, ist lohnenswert. Im folgenden Kapitel wird der Grundstock fu¨r
Wellenmodelle fu¨r diese Anlagen gelegt.
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Kapitel 4
Anwendung in der
Chromatographie
In den vorigen Kapiteln wurde die Prozessfu¨hrung eines thermischen Trenn-
verfahrens — der Destillation — behandelt. Dieses Trennverfahren beruht
auf der Ausnutzung der verschiedenen Dampfdru¨cke der im Gemisch enthal-
tenen Flu¨ssigkeiten. Chromatographische Trennverfahren nutzen dagegen die
unterschiedlichen Transportgeschwindigkeiten der Einzelkomponenten durch
ein stationa¨res Feststoff-Medium. Die Geschwindigkeitsunterschiede werden
durch divergente Interaktion mit dem Adsorbens verursacht. Chromatogra-
phische Trennverfahren finden ihren Einsatz vor allem in der Petrochemie
[11], Lebensmittelindustrie [40] und der Biotechnologie [73].
4.1 Gegenstromchromatographie
Im idealen chromatographischen Trennprozess wird durch eine Bewegung
der Feststoffphase entgegen der Flu¨ssigphase (True Moving Bed, TMB) ein
Gegenstrom erzeugt und damit ein kontinuierlicher Betrieb ermo¨glicht. Auf
Grund der schwierigen technischen Realisierbarkeit eines bewegten Festbet-
tes werden chromatographische Anlagen meist periodisch nach dem Prinzip
des Simulierten Gegenstroms (Simulated Moving Bed, SMB) betrieben. Der
gesamte Trennprozess teilt sich dabei in Anreicherungs- (Adsorption) und
Abreicherungsschritte (Desorption).
In Abb. 4.1 ist der prinzipielle Aufbau eines klassischen 4-Zonen-Gegen-
stromchromatographen dargestellt [10]. Der Feed-Strom mit dem Volumen-
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Abbildung 4.1: Prinzipieller Aufbau eines TMB-Prozesses
strom V˙F entha¨lt die beiden zu trennenden Komponenten A und B. Die we-
niger adsorbierbare Komponente A wird bei erfolgreicher Trennung u¨ber den
Raffinatstrom mit dem Volumenstrom V˙R abgezogen. Die sta¨rker adsorbier-
bare Komponente verla¨sst das System als Extrakt mit dem Volumenstrom
V˙E. Der vierte a¨ußere Strom ist der Desorbens- bzw. Eluentenstrom mit dem
Volumenstrom V˙D. Diese vier Stro¨me unterteilen die Trennsa¨ule in vier Zo-
nen. Die eigentliche Trennaufgabe findet in den Zonen II und III (siehe Abb.
4.1) zwischen Raffinat- und Extraktabzug statt. Eine erfolgreiche Trennung
erfolgt dann, wenn die externen Volumenstro¨me V˙i so eingestellt werden, dass
folgende Bedingungen herrschen:
• Die weniger adsorbierbare Komponente A wird mit der Flu¨ssigphase in
Richtung Raffinatabzug getragen
• Die sta¨rker adsorbierbare Komponente B wird mit der festen Phase in
Richtung Extraktabzug getragen
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Wie in Abb. 4.1 dargestellt ist, sorgt der Desorbensstrom in Zone I fu¨r die
Regeneration der festen Phase. Komponente A adsorbiert in der unbeladenen
festen Phase in Zone IV, was zu einer Regeneration des Lo¨semittels fu¨hrt.
Somit hat jede Zone und jeder Strom ein spezifische Aufgabe. Die Gu¨te
der Trennaufgabe ist damit maßgeblich von den eingestellten Volumen-
stro¨men abha¨ngig, die bei der Auslegung des Prozesses berechnet und durch
eine geeignete Regelung eingehalten werden mu¨ssen.
4.2 Simulierte Gegenstromchromatographie
Um das Problem eines kontinuierlichen Transportes des Adsorbens zu um-
gehen wurden verschiedene Konzepte entworfen um eine solche Bewegung
zu simulieren. Letztlich ist es essentiell, jeweils Zonen der Stofftrennung und
der Regeneration zu bilden. Dies kann zum einen durch die Umschaltung
der Durchstro¨mungsrichtung des Prozesses, wie bei der klassischen Druck-
wechseladsorbtion erreicht werden. Dabei wird im Regenerationsschritt das
beladene Festbett mit einem geeigneten Lo¨sungsmittel gespu¨lt.
Die konsequente Weiterentwicklung des schrittweisen Betriebs zum
quasi-kontinuierlichen Prozess ist die simulierte Gegenstromchromatographie
(Simulated Moving Bed, SMB [10]). Die einzelne Trennsa¨ule eines TMB wird
dabei in mindestens vier einzelne Festbett-Sa¨ulen unterteilt, die den Zonen in
Abb. 4.1 entsprechen. Bei einer weiteren Unterteilung der Zonen in mehrere
Sa¨ulen la¨sst sich das Verhalten des SMB dem theoretischen TMB anna¨hern.
Eine simulierte Bewegung des Festbettes wird mittels der periodischen
Weiterschaltung der Anschlu¨sse (Feed, Extrakt, Raffinat und Desorbens) in
Fließrichtung der Flu¨ssigphase erreicht. In Abb. 4.2 ist die Anschlusskonfigu-
ration zum jeweils aktuellen Zeitpunkt tk mit Fk, Ek, Rk und Dk bezeichnet.
Nach der Umschaltzeit ∆T zum Zeitpunkt tk+1 gehen diese Anschlu¨sse in
Fk+1, Ek+1, Rk+1 und Dk+1 u¨ber.
Fu¨r eine erfolgreiche Trennung muss die Schaltzeit an den zu erzielenden
Volumenstrom der festen Phase angepasst werden. Die Schaltzeit um das
Verhalten des SMB an die eines a¨quivalenten TMB-Prozesses anzugleichen
kann u¨ber
∆T =
Vcol(1− )
V˙S
(4.1)
berechnet werden. V˙S bezeichnet dabei den Volumenstrom des TMB-
Prozesses und Vcol das Sa¨ulenvolumen.
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Abbildung 4.2: Prinzipieller Aufbau eines SMB-Prozesses. Die
Anschlu¨sse zum jeweils aktuellen Zeitpunkt sind mit Fk, Ek, Rk
und Dk bezeichnet, die Anschlusskonfiguration nach der Schalt-
zeit ∆T mit Fk+1, Ek+1, Rk+1 und Dk+1. Durch das Schalten ver-
schieben sich die Festbetten entgegen der Fluidrichtung: es ent-
steht der SMB
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Abbildung 4.3: Typisches Konzentrationsprofil einer erfolgreichen
Trennung eines bina¨ren Gemisches am Ende eines Schaltzyklus
bei SMB-Prozessen bei 12 Trennsa¨ulen
Bei dem U¨bergang von einem TMB- in einen SMB-Prozess ko¨nnen die
resultierende flu¨ssigen Volumenstro¨me pro Zone u¨ber
V˙ SMBi = V˙
TMB
i +
Vcol
∆T
i = I, II, III, IV (4.2)
berechnet werden.
Wenn die Bedingungen aus Gl. 4.1 und 4.2 erfu¨llt sind, la¨sst sich mit
einer Erho¨hung der Sa¨ulenzahl eine Anna¨herung des SMB an den TMB er-
reichen. Ein stationa¨rer Zustand ist mit dem periodischen Betrieb des SMB-
Prozesses nicht mo¨glich. Allerdings wird nach einer gewissen Laufzeit ein
zyklisch stationa¨rer Zustand erreicht. Das bedeutet, dass sich die Konzen-
trationsprofile u¨ber alle Sa¨ulen und die Zusammensetzungen in Extrakt- und
Raffinatabzu¨gen nach jeder Zykluszeit ∆T wiederholen. Typische Konzentra-
tionsprofile einer erfolgreichen Trennung eines bina¨ren Gemisches am Ende
eines Zyklusses sind in Abb. 4.3 dargestellt. Es ist zu erkennen, dass die Kom-
ponenten A und B mit Raffinat bzw. Extrakt in hoher Reinheit abgezogen
werden ko¨nnen.
Weitergehende Forschungsarbeiten bescha¨ftigen sich mit komplexeren Be-
triebsarten [21, 22, 46, 55] und Anlagenverschaltungen [72]. Denkbar ist
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hier z.B. dass nicht alle Anschlu¨sse gleichzeitig weitergeschaltet werden
(VariCol) oder dass die Volumenstro¨me (PowerFeed) oder Konzentra-
tionen (ModiCon) der Zuflu¨sse wa¨hrend eines Zyklusses variiert werden.
Diese Varianten sind jedoch nicht Gegenstand der vorliegenden Arbeit.
4.3 Physikalische Eigenschaften
Das Ziel des vorliegenden Kapitels ist es, die Grundlagen fu¨r ein Modell zu
schaffen, wie es in Kapitel 3 Verwendung findet. Fu¨r die thermische Tren-
nung von Flu¨ssigkeitsgemischen existieren sehr gut untersuchte und erprob-
te auf nichtlinearen Wellenpha¨nomenen basierende Modelle [52, 39]. Deren
Eignung fu¨r die modellbasierte Regelung wurde im vorigen Kapitel gezeigt.
Fu¨r chromatographische Prozesse existieren im Gegensatz zur Destillation
nur Wellenmodelle fu¨r ausgezeichnete Pha¨nomene bzw. von eng begrenzten
Abschnitten einzelner Sa¨ulen [54, 68, 51]. Ein ganzheitlicher Ansatz fu¨r kom-
plette Anlagen wie z.B. von SMB-Prozessen ist noch nicht gefunden. Hier
teilen, analog zu Destillationkolonnen, Zuflu¨sse die Gesamtanlage in kleine-
re Einheiten auf, die mehrere Sa¨ulen zusammenfassen ko¨nnen. Jedoch wer-
den zwischen dem Desorbenszufluss und dem Feed noch Extrakt- und Raf-
finatstro¨me abgezogen. Solche Abflu¨sse beeinflussen die Wellenformen und
-wanderungsgeschwindigkeiten, teilen die Anlage jedoch nicht in weitere Wel-
lenmodellanteile. Leider werden solche Abflu¨sse von aktuellen Wellenmodel-
len noch nicht beru¨cksichtigt.
4.3.1 Isotherme
Das Wellenmodell fu¨r Destillationskolonnen basiert auf einer Gleichgewichts-
funktion mit konstanten relativen Flu¨chtigkeiten αi
yj = f(x) =
αjxj
1 +
NC−1∑
i=1
(αi − 1)xi
(4.3)
mit der Zusammensetzung der Gasphase yi und der flu¨ssigen Phase xi. Das
Phasengleichgewicht der meisten und wichtigsten chromatographischen Pro-
zesse la¨sst sich u¨ber die Langmuir-Isothermen[31] (siehe Abb. 4.4)
qj = f(c) =
Hjcj
1 +
NC∑
i=1
(bici)
(4.4)
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qi
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Abbildung 4.4: Langmuir-Isotherme mit angedeuteten Tangenten
mit den Konzentrationen qj der Adsorbensphase und den Konzentrationen
in der mobilen Phase cj berechnen. Mit NC ist in Gl. (4.4) die Anzahl der
adsorbierbaren Stoffe angegeben. Die Struktur der Gleichungen (4.3) und
(4.4) ist bis auf den Henry-Koeffizienten Hj und den Parametern bi dieselbe.
Langmuir-Isothermen liegen folgende Annahmen zugrunde:
• Adsorption findet in einer einzelnen molekularen Schicht statt
• alle Sorptionspla¨tze sind gleichwertig
• keine Wechselwirkungen zwischen benachbarten Sorptionspla¨tzen und
den adsorbierten Teilchen
Der Term bici spiegelt die Oberfla¨chenbeladung der festen Phase der Kom-
ponente i wieder. Mit einer Erho¨hung fu¨r Komponente i reduziert sich die
verfu¨gbare Fla¨che fu¨r j und umgekehrt. Die Langmuir-Isotherme beschreibt
also ein kompetitives Gleichgewicht. Im Weiteren werden nur Trennprozesse
betrachtet, deren Phasengleichgewichte sich mit dieser Isotherme beschreiben
lassen.
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4.3.2 Wellenformen
Bei den Betrachtungen in diesem Abschnitt wird zuna¨chst von idealer nicht-
linearer Chromatographie ausgegangen. Das bedeutet, dass folgende Verein-
fachungen verwendet werden [36, 37, 35, 68]:
1. lokales Gleichgewicht zwischen der mobilen und der stationa¨ren Phase
2. ideale Pfropfenstro¨mung
3. Transport in axialer Richtung nur durch Konvektion
4. konstante axiale Volumenstro¨mung der mobilen Phase
5. isobar
6. isotherm
7. keine chemischen Reaktionen der gelo¨sten Stoffe, die deren Adsorpti-
onsverhalten vera¨ndern
Dispersive Effekte, die sich ebenfalls auf die Wellenform auswirken, werden
zuna¨chst vernachla¨ssigt.
Die wichtigste Kenngro¨ße bei Modellen, die auf nichtlinearen Wel-
lenpha¨nomenen basieren, ist die Wellenform. Diese Kenngro¨ße ist abha¨ngig
von der zugrundeliegenden Isotherme. Bei Langmuir-Isothermen wie in Abb.
4.4 ist zu beobachten, dass sich hohe Konzentrationen schneller bewegen als
langsame Konzentrationen. Die Folge ist, dass sich Sorptionsfronten aufstei-
len und Desorptionsfronten abflachen. In Abbildung 4.5 ist dieser Zusam-
menhang fu¨r zwei verschiedene Isothermen graphisch dargestellt: oben eine
Langmuir- und unten eine Anti-Langmuir-Isotherme.
In der rechten Ha¨lfte sind zwei Profile zu verschiedenen Zeitpunkten t1
(durchgezogene Linien) und t2 (gestrichelt) mit t2 > t1 aufgezeichnet. Bei
der Langmuir-Isotherme ist deutlich zu sehen, dass ho¨here Konzentratio-
nen sich schneller fortbewegen als niedrige Konzentrationen. Unten bei der
Anti-Langmuir-Isotherme wandern die niedrigen Konzentrationen hingegen
schneller als die ho¨heren. Bei einer linearen Isotherme ist die Form des Pro-
files konstant.
Abbildung 4.5 zeigt weiterhin, dass bei chromatographischen Trennpro-
zessen zusa¨tzlich zu den sich selbst aufsteilenden Wellenfronten, wie sie be-
reits von Destillationskolonnen bekannt sind, auch sich abflachende Fronten
vorkommen. Die selbstscha¨rfenden Fronten werden auch kompressive Wel-
len bezeichnet. Bei den sich selbst abflachenden wird auch von expansiven
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Abbildung 4.5: A¨nderung der Wellenform in Abha¨ngigkeit
der Isotherme im Einzelkomponenten-Fall. Oben: Langmuir-
Isotherme; Unten: Anti-Langmuir-Isotherme Durchgezogene Li-
nie: Ursprungsprofil zur Zeit t1; gestrichelte Linie: verformtes Pro-
fil zur Zeit t2 mit t2 > t1
Wellen gesprochen. Die Extremform der kompressiven Wellen sind Diskonti-
nuita¨ten (bei idealer Chromatographie). Diese Diskontinuita¨ten werden auch
Schockfronten oder einfach nur Schocks genannt. Erst die Schockwellen sind
stabile Gebilde und werden dann formstabile Wellen genannt.
Nichtidealita¨ten wie endliche Stoffu¨bergangskoeffizienten oder axiale Dis-
persion verhindern natu¨rlich die Ausbildung von Diskontinuita¨ten. Diese Ef-
fekte wirken sich durch ihre hohe Flankensteilheit vor allem auf die Form von
Schocks aus, weniger auf die Form der expansive Wellen.
4.4 Modellbildung
Basierend auf der Herleitung der Wellenmodelle in der Destillation kann auch
fu¨r Schockfronten in chromatographischen Trennsa¨ulen ein Wellenmodell auf-
gestellt werden. Fu¨r Langmuir-Isothermen bilden sich in den Zonen III und
IV kompressive Wellen aus [71] (siehe Abb. 4.3). Somit lassen sich diese bei-
den Zonen, a¨hnlich wie im vorigen Kapitel vorgestellt, als einzelne Wellenmo-
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dellabschnitte modellieren. Leicht unterschiedliche Gleichgewichtsfunktionen
machen jedoch eine erneute Herleitung der Wellenmodelle notwendig. In Ab-
schnitt 4.4.1 werden die Modelle fu¨r eine einzelne Trennsa¨ule mit kompressi-
ven Wellenfronten hergeleitet und beschrieben.
4.4.1 Schockwellen
Das in Kapitel 3 eingefu¨hrte Wellenmodell wurde mittels eines Stof-
faustauschmodells hergeleitet. Auch fu¨r chromatographische Trennsa¨ulen
existieren unterschiedliche Modelle [26, 32, 74], wie z.B. Stoffaustauschmo-
delle. Auch Gleichgewichtsmodelle sind hier u¨blich. In den nachfolgenden
Abschnitten werden Wellenmodelle fu¨r die Schockwellenanteile in TMB und
SMB (Festbettadsorber) basierend auf diese beiden Modellklassen hergelei-
tet.
Gleichgewichtsmodell
ci,zu
As
ci
qi
l
z
v
u
v
u
qi,zu
Abbildung 4.6: Struktur Gleichgewichtsmodell. Oben flu¨ssige
Phase; unten Adsorbensphase. Mit den Fließgeschwindigkeiten v
und u, den Konzentrationen ci und qi, der Querschnittsfla¨che As
und der La¨nge l
Abbildung 4.6 zeigt den prinzipiellen Aufbau des Gleichgewichtsmodells.
Oben ist die flu¨ssige Phase dargestellt, unten die Adsorbensphase. Mit v
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und u sind die Fließgeschwindigkeiten in den beiden Phasen bezeichnet. Im
SMB-Fall mit Festbetten ist die Fließgeschwindigkeit in der Adsorbensphase
u = 0.
Die Herleitung der partiellen Differentialgleichung ist bespielsweise in [71]
beschrieben. Dort wird u¨ber differentielle Volumenelemente die Gleichung
∂ci
∂t
+ F
∂qi
∂t
+ v
∂ci
∂z
− uF ∂qi
∂z
= Dap
∂2ci
∂z2
(4.5)
mit
z ∈ [0, l], t > 0 (4.6)
entwickelt, wobei mit F das Phasenverha¨ltnis
F =
1− 

, (4.7)
bezeichnet ist. In Gleichung (4.5) wird der diffusive Massenstrom nach dem
Fick’schen Diffusionsgesetz mit dem Koeffizienten Dap berechnet. Mit der
Koordinatentransformation
z¯ =
z
l
, t¯ =
tv
l
(4.8)
werden die Zeit- und Ortskoordinaten t¯ und z¯ dimensionslos. Der Einfachheit
halber wird im Weiteren immer von den einheitenlosen Koordinaten ausge-
gangen und auf die besondere Markierung durch U¨berstriche verzichtet.
Die Gleichung (4.5) geht damit in
∂ci
∂t
+ F
∂qi
∂t
+
∂ci
∂z
− F u
v
∂qi
∂z
=
Dap
vl
∂2ci
∂z2
(4.9)
u¨ber. Diese Gleichung la¨sst sich mit Hilfe von
A =
v
u
, E ′ =
Dap
vl
(4.10)
in der vektoriellen Darstellung
∂
∂t
{
c(z,t) + Fq(c)
}
+
∂
∂z
{
c(z,t)− F
A
q(c)
}
=
∂
∂z
{
E ′
∂c(z,t)
∂z
}
(4.11)
mit
0 < z < 1 t > 0 (4.12)
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und
c = [c1, c2, . . . cNC ]
T q = [q1, q2, . . . qNC ]
T (4.13)
vereinfachen. Unter der Annahme, dass der Stofftransport u¨ber die Sa¨ulen-
grenzen nur per Konvektion ohne Diffusion stattfindet und unter der Annah-
me, dass die Konzentrationsverla¨ufe der jeweiligen Phase am Zulauf unstetig
und am Ablauf stetig sind, lassen sich die Randbedingungen durch
0 = czu(t)− c(0,t) + E ′ ∂c
∂z
∣∣∣∣
z=0
t > 0, z = 0 (4.14)
0 =
F
A
(qzu(t)− q(1,t))− E ′ ∂c
∂z
∣∣∣∣
z=1
t > 0, z = 1 (4.15)
ausdru¨cken. Zur Zeit t = 0 gelten die Anfangsbedingungen:
c(z, t = 0) = c0(z) 0 < z < 1 t = 0. (4.16)
Unter der Vernachla¨ssigung des Einflusses der Systemra¨nder kann von
einer unendlich ausgedehnten Sa¨ule ausgegangen werden. Daher kann von
formstabilen Schockwellen ausgegangen werden, die sich mit konstanter Ge-
schwindigkeit bewegen. Der Einfachheit halber wird zuna¨chst eine Lo¨sung
fu¨r eine einzelne Welle mit dem Wellenindex (k) hergeleitet.
Mit diesen Annahmen la¨sst sich die partielle Differentialgleichung Gl.
(4.11) u¨ber die Transformation
ξ(k) = z − w(k)t (4.17)
mit der Wellenwanderungsgeschwindigkeit w(k) in das Randwertproblem
zweiter Ordnung im mitbewegten Wellenkoordinatensystem
d
dξ(k)
{(
1− w(k)) c− (F
A
+ Fw(k)
)
q(c)
}
=
d
dξ(k)
{
E ′
dc
dξ(k)
}
(4.18)
−∞ < ξ(k) <∞
mit den Randbedingungen
lim
ξ(k)→∞
c(ξ(k)) = c(k+1), lim
ξ(k)→−∞
c(ξ(k)) = c(k) (4.19)
u¨berfu¨hren. Mit c(k) und c(k+1) werden — analog wie bei Destillationskolon-
nen — die Asymptoten der Wellen bezeichnet. Diese Asymptoten genu¨gen
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den Kompatibilita¨tsbedingungen (Rankin-Hugoniot- bzw. Koha¨renzbedin-
gungen)
Λ(k) =
qi(c
(k))− qi(c(k+1))
c
(k)
i − c(k+1)i
=
∆q
(k)
i
∆c
(k)
i
∀i ∈ {1, 2, . . . NC} (4.20)
Die Konstante Λ(k) ergibt sich durch Integration der Gl. (4.18) nach ξ(k) von
−∞ bis ∞ fu¨r jede Welle (k):
Λ(k) =
1− w(k)
F
(
w(k) + 1
A
) (4.21)
Nach einer Integration der Gl. (4.18) von ξ(k) = −∞ bis ξ(k) bleibt die
gewo¨hnliche Differentialgleichung 1. Ordnung:
1
F
(
w(k) + 1
A
)E ′dc
dξ
= Λ(k)
(
c(ξ(k))− c(k))− (q(c)− q(c(k))) (4.22)
Die Trajektorien von Gl. (4.22) lassen sich im Konzentrations-
Zustandsraum durch die Geradengleichung
cj(ξ
(k))− c(k)j
ci(ξ(k))− c(k)i
= Ki,j, ∀i,j (4.23)
ausdru¨cken [54]. Damit kann diese Differentialgleichung mit Langmuir-
Isothermen fu¨r eine einzelne Welle (k) analytisch gelo¨st werden:
ci(ξ
(k)) = c
(k)
i +
c
(k+1)
i − c(k)i
1 + exp {−ρ(k)ξ(k)} (4.24)
mit
ρ(k) =
δ(k)
1 + 1
2
NC−1∑
l=1
bl(c
(k+1)
l + c
(k)
l )
(4.25)
und
δ(k) =
w(k) − 1
E ′
NC−1∑
l=1
bl(c
(k+1)
l − c(k)l ). (4.26)
Zusa¨tzlich wird von einer symmetrischen Wellenform ausgegangen [38] (siehe
auch Gl. (4.57)), also das sog. Tailing vernachla¨ssigt.
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Die Wellenwanderungsgeschwindigkeit kann u¨ber Gl. (4.21) berechnet
werden:
w(k) =
∆c
(k)
i − FA∆q(k)i
∆c
(k)
i + F∆q
(k)
i
(4.27)
Da von Koha¨renz ausgegangen wird, ist die Wellenwanderungsgeschwindig-
keit fu¨r jede Komponente gleich und es ko¨nnen zur Berechnung von w(k) die
Asymptoten jeder beliebigen Komponente herangezogen werden.
Die Struktur der Gln. (4.24)-(4.27) entspricht der Struktur der Wellen-
gleichungen fu¨r Destillationskolonnen. Aus den Erfahrungen mit Wellenmo-
dellen fu¨r Destillationskolonnen kann davon ausgegangen werden, dass sich
die Lo¨sung fu¨r alle auftretenden Wellen aus der linearen Superposition der
Lo¨sung der einzelnen Wellen ergibt. Mit der Ru¨cktransformation aus den
Wellenkoordinaten in z − t-Koordinaten u¨ber
ξ(k) = z − w(k)t = z − s(k) (4.28)
mit der aus Kapitel 3 bekannten Wellenfrontposition s(k) ergibt sich
ci(z, s
(1), s(2), . . . s(NC)) = c
(1)
i +
NC∑
k=1
c
(k+1)
i − c(k)i
1 + exp {−ρ(k)(z − s(k))} , (4.29)
i = 1, 2, . . . NC .
Analog zur Destillation ist der na¨chste Schritt, eine globale Mengenbilanz
fu¨r eine Sa¨ule herzuleiten, in die der Formansatz dann eingesetzt werden
kann. Dazu wird Gl. (4.11) von z = 0 bis z = 1 unter Beru¨cksichtigung der
Randbedingungen integriert. Damit erha¨lt man die Differentialgleichung
dh
dt
=
F
A
(qzu(t)− q(z = 0,t)) + czu(t)− c(z = 1,t) (4.30)
mit
h =
1∫
0
c(z,t) + Fq(c)dz. (4.31)
Das Integral kann wie bei der Destillation gezeigt mittels einer Summe
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As 3,14 cm
2
 0,843
l 54,276 cm
D 1,05 cm2/min
kSA 0,45
ml
cm3 min
H1 7,21
H2 5,22
b1 0,167 cm
3/mol
b2 0,121 cm
3/mol
Tabelle 4.1: Modellparameter fu¨r alle Experimente
approximiert oder symbolisch berechnet werden:
h = c(1) + Fq(1)
+
NC−1∑
k=1
ln
(
1 + exp{ρ(k)(1− s(k))}
1 + exp{−ρ(k)s(k)}
)
c(k+1) − c(k) + F (q(k+1) − q(k))
ρ(k)
.
(4.32)
Die Rand-Asymptoten c(1) und c(NC) ergeben sich durch die Randbedin-
gungen. Die inneren Asymptoten ko¨nnen durch die Koha¨renzbedingungen
aus Gl. (4.20) berechnet werden.
Zur Demonstration der Leistungsfa¨higkeit der Wellenmodelle, wurden Si-
mulationsexperimente durchgefu¨hrt. Die Ergebnisse werden mit denen eines
ortsdiskretisierten Gleichgewichtsmodelles nach Gl. (4.5) verglichen. Die Be-
datung dieses Modells ist [71] entnommen und in Tabelle 4.1 aufgelistet.
Die Betriebsparameter der einzelnen Experimente sind in Tabelle 4.2 zu-
sammengefasst. In die folgenden Simulationen wird eine Zone bestehend aus
zwei Sa¨ulen als eine einzelne Sa¨ule betrachtet. Die Sa¨ulen sind mit Silica-Gel
der Partikelgro¨ße 12µm und einer Porengro¨ße von 120A˚ gepackt. Es soll ein
bina¨res Gemisch getrennt werden.
Die numerischen Simulationen wurden mit der Prozess-
Simulationsumgebung DIVA [42] durchgefu¨hrt. Das Gleichgewichtsmodell
wird mit 200 theoretischen Bo¨den diskretisiert. Nach der Simulation werden
mittels des Formansatzes aus Gl.(4.29) die Ortsprofile des Wellenmodells
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Abb. V˙ solid V˙ fluid gsolid1 g
solid
2 g
fluid
1 g
fluid
2
Nr. [ml/min] [ml/min] [vol%] [vol%] [vol%] [vol%]
4.7 2,004 10,2/8,67 0 0 1,45 1,45
4.8 2,004 8,67/11,271 0 0 1,45 1,45
4.9 0 15,2 0 0 1,45 1,45
4.11 2,004/1,5 15,2/10,2 0 0 1,45 1,45
4.12 2,004 10,2 0 0 1,45 1,45
4.13 2,004 10,2/8,67 0 0 1,45 1,45
4.14 0 15,2/7,6 0 0 1,45 1,45
Tabelle 4.2: Betriebsparameter der einzelnen Experimente
rekonstruiert. Die berechneten Profile dienen ausschließlich der Visuali-
sierung. Wo bei den Wellenmodellen von Destillationskolonnen bei der
integralen Mengenbilanz u¨ber die ortsdiskretisierten Profile summiert wird,
kommt hier die symbolische Lo¨sung aus Gl. (4.32) zu Einsatz. Wenn nichts
anderes angeben wird, sind bei allen nachfolgenden Simulationsergebnissen
die Ergebnisse des Wellenmodelles mit durchgezogenen Linien und die des
rigorosen Modells mit gestrichelten Linien aufgetragen.
Die folgenden Simulationsexperimente wurden mit NC = 2 gelo¨sten Kom-
ponenten durchgefu¨hrt. Es existieren damit zwei Wellenfonten in der Sa¨ule.
Im ersten Experiment, dargestellt in Abbildung 4.7, wird mit einem Zustand
begonnen, bei dem sich die Wellenfront (1) in der Mitte der Sa¨ule befindet
und die zweite Front (2) am rechten Rand. Beide Fronten werden durch eine
Reduktion des Flu¨ssigkeitsstroms in Richtung des linken Randes bewegt, wo
Front (1) mit dem Rand interagiert und ausbalanciert wird. Welle (2) verla¨sst
den Einflussbereich des rechten Randes nicht und bewegt sich dadurch nur
sehr wenig.
Es ist deutlich zu sehen, dass die Wellenprofile der beiden Modelle fast
genau aufeinander zu liegen kommen. Nur durch Randeffekte unterscheiden
sich die Wellensteigungen der Front (1) unwesentlich.
In einem zweiten Simulationsexperiment, dargestellt in Abbildung 4.8,
befindet sich die Welle (1) am linken Rand und die zweite Welle (2) am rech-
ten Rand. Wellenfront (1) wird durch eine Erho¨hung des Flu¨ssigkeitsstroms
in Richtung des rechten Randes beschleunigt. Front (2) befindet sich schon
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Abbildung 4.7: Gleichgewichts-Wellenmodell Experiment
1 (Gegenstrom): Gleichgewichts-Wellenmodell (durchgezogen)
und Gleichgewichtsmodell (gestrichelt). Zu Beginn des Experi-
ments befinden sich die Wellenfonten in der Mitte und am rechten
Rand der Sa¨ule. Durch Reduktion des Flu¨ssigkeitsstroms wandern
sie in Richtung des linken Randes, wo sie stabilisiert werden.
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Abbildung 4.8: Gleichgewichts-Wellenmodell Experiment
2 (Gegenstrom): Gleichgewichts-Wellenmodell (durchgezogen)
und Gleichgewichtsmodell (gestrichelt). Zu Beginn des Experi-
ments befinden sich beide Wellenfronten an den Systemra¨ndern.
Durch Erho¨hung des Flu¨ssigkeitsstromes wird die Welle am linken
Rand in Richtung des rechten Randes beschleunigt
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fast am rechten Rand und bewegt sich nur noch unwesentlich weiter. Auch
hier zeigt sich eine sehr gute U¨bereinstimmung der Ergebnisse des Wellen-
modelles und des rigorosen Gleichgewichtsmodelles.
Bisher wurde von einem echten Gegenstrom also TMB ausgegangen.
Fu¨r die Anwendung fu¨r SMB-Prozesse werden jedoch Modelle mit Festbett
beno¨tigt. U¨ber die Annahmen
u = 0 → 1
A
= 0 (4.33)
geht die die Wellengleichung (4.22) in
E ′
Fw(k)
dc
dξ
= Λ(k)
(
c(ξ(k))− c(k))− (q(c)− q(c(k))) (4.34)
mit
Λ(k) =
1− w(k)
Fw(k)
(4.35)
u¨ber. Der Formansatz Gl. (4.29) und die globale Mengenbilanz (4.31) sind
weiterhin gu¨ltig.
Abbildung 4.9 zeigt ein zuna¨chst leeres Festbett, in das ein 2-Stoff-
Gemisch bei z = 0 einstro¨mt.
Es ist zu erkennen, dass die schnellere Front (2) des rigorosen Gleich-
gewichtsmodells deutlich flacher simuliert wird als die des Wellenmodells.
Der Grund ist die numerische Dispersion der Ortsdiskretisierung, die sich bei
steilen Fronten am sta¨rksten auswirkt.
Stoffaustauschmodell
Im vorigen Abschnitt wurde ein Wellenmodell fu¨r Gleichgewichtsmodelle her-
geleitet. Die Abweichungen von der idealen Chromatographie wurde hierbei
in der axialen Dispersion zusammengefasst. Ein anderer u¨blicher Ansatz ist
es, die Annahme des Gleichgewichts fallen zu lassen und statt dessen von
einem endlichen Stoffu¨bergangswiderstand auszugehen. Auch den Wellenmo-
dellen fu¨r Destillationskolonnen liegt ein so genanntes Stoffu¨bergangsmodell
zu Grunde. In Abbildung 4.10 ist der prinzipielle Aufbau dargestellt. Die
Herleitung des Wellenmodelles entspricht dem Vorgehen in [39].
Die zeitliche A¨nderung der Konzentrationen ci und qi ko¨nnen in den di-
mensionslosen Koordinaten
z¯ =
z
l
, t¯ =
tv
l
(4.36)
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Abbildung 4.9: Gleichgewichts-Wellenmodell Experiment 3
(Festbett): Festbett: Gleichgewichts-Wellenmodell (durchgezo-
gen) und Gleichgewichtsmodell (gestrichelt). Gemisch mit 2 Kom-
ponenten stro¨mt in ein leeres Festbett von links nach rechts
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j∗i
As
l
z
v
u
v
u
qi
ci
qi,zu
ci,zu
Abbildung 4.10: Stoffaustauschmodell
durch
∂ci
∂t
= −∂ci
∂z
− ji(c,q) t > 0, 0 < z < 1 (4.37)
F
∂qi
∂t
=
F
A
∂qi
∂z
+ ji(c,q) t > 0, 0 < z < 1 (4.38)
modelliert werden. Dabei gelten die Vereinfachungen
F =
1− 

, A =
v
u
, ji(c,q) =
l
v
j∗i (4.39)
mit dem axialen Stofftransport A und dem Stofftransport u¨ber die Phasen-
grenzen ji. Die Rand- und Anfangsbedingungen sind durch
ci(z, t = 0) = ci,0(z) t = 0, 0 < z < 1 (4.40)
qi(z, t = 0) = qi,0(z) t = 0, 0 < z < 1 (4.41)
ci(z = 0, t) = czu(t) t > 0, z = 0 (4.42)
qi(z = 0, t) = qzu(t) t > 0, z = 1 (4.43)
gegeben. Mit dem selben Vorgehen wie bei den Gleichgewichtsmodellen wer-
den Gl. (4.37)-(4.43) mittels der Koordinatentransformation ξ(k) = z −w(k)t
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in das mitbewegte Wellenkoordinatensystem u¨berfu¨hrt:
(1− w(k)) dc
dξ(k)
= −j(c,q) (4.44)
−
(
F
A
+ Fw(k)
)
dq
dξ(k)
= j(c,q) (4.45)
mit
−∞ < ξ(k) <∞. (4.46)
Damit ergeben sich die Randbedingungen
lim
ξ(k)→∞
c(ξ(k)) = c(k+1), lim
ξ(k)→−∞
c(ξ(k)) = c(k). (4.47)
Diese gewo¨hnlichen Differentialgleichungen 1. Ordnung ko¨nnen fu¨r Langmuir-
Isothermen analytisch gelo¨st werden. Dazu werden die Gln. (4.44) und (4.45)
addiert
0 =
(
1− w(k)) dc
dξ(k)
−
(
F
A
+ Fw(k)
)
dq
dξ(k)
. (4.48)
und mit ξ(k) von −∞ bis zu einem unbestimmten ξ(k) integriert. Die resul-
tierende Gleichung
q = f(c(k)) + Λ(k)(c− c(k)) (4.49)
mit
Λ(k) =
1− w(k)
F
A
+ Fw(k)
. (4.50)
wird in Gl. (4.44) eingesetzt:
(1− w(k)) dc
dξ(k)
= −j (c, f(c(k)) + Λ(k)(c− c(k))) (4.51)
Mit einer linearen Stoffu¨bergangsfunktion
j∗(c,q) = B(f(c)− q) (4.52)
und dem dimensionslosen Stoffu¨bergangskoeffizienten
B =
kSA l
v 
(4.53)
kann die Differentialgleichung
dc
dξ(k)
= − B
1− w(k)
(
f(c)− f(c(k))− Λ(k)(c− c(k))) (4.54)
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hergeleitet werden. Mit der Langmuir-Isotherme als Gleichgewichtsfunkti-
on f(c) kann diese Differentialgleichung durch Trennung der Variablen und
anschließende Integration analytisch gelo¨st werden. So kann die implizite
Lo¨sung
δ(k)ξ(k) = ln
(
2
c(k+1) − c
c(k+1) − c(k)
)1+NC∑
l=1
blc
(k+1)
l
− ln
(
2
c− c(k)
c(k+1) − c(k)
)1+NC∑
l=1
blc
(k)
l
(4.55)
mit
δ(k) =
B
F
A
+ Fw(k)
NC∑
l=1
bl
(
c
(k+1)
l − c(k)l
)
(4.56)
berechnet werden. Mit der Annahme
1 +
NC∑
l=1
blc
(k+1)
l ≈ 1 +
NC∑
l=1
blc
(k)
l ≈ 1 +
NC∑
l=1
bl
c
(k+1)
l + c
(k)
l
2
(4.57)
fu¨r die Exponenten ko¨nnen die Quotienten zusammengefasst werden und es
ergibt sich der bekannte explizite Formansatz
c(ξ(k)) = c(k) +
c(k+1) − c(k)
1 + exp {−ρ(k)ξ(k)} (4.58)
fu¨r eine einzelne Welle. Dabei unterscheidet sich im Wesentlichen die Steigung
der Wellenfronten
ρ(k) =
δ(k)(w(k))
1 +
NC∑
l=1
bl
c
(k+1)
l + c
(k)
l
2
(4.59)
von den Ergebnissen bei Gleichgewichtsmodellen oder Stoffaustauschmodel-
len fu¨r Destillationskolonnen.
Analog kann u¨ber die lineare Superposition der Formansatz
ci(z, s
(1), s(2), . . . s(NC)) = c
(1)
i +
NC∑
k=1
c
(k+1)
i − c(k)i
1 + exp {−ρ(k)(z − s(k))} (4.60)
i = 1, 2, . . . NC
fu¨r das komplette Profil u¨ber eine Sa¨ule hergeleitet werden. Das dynamische
Wellenmodell ergibt sich wieder u¨ber die globale Mengenbilanz
dh
dt
=
F
A
(qzu(t)− q(z = 0,t)) + czu(t)− c(z = 1,t) (4.61)
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mit
h = c(1) + Fq(1)
+
NC−1∑
k=1
ln
(
1 + exp{ρ(k)(1− s(k))}
1 + exp{−ρ(k)s(k)}
)
c(k+1) − c(k) + F (q(k+1) − q(k))
ρ(k)
.
(4.62)
Außer der Steigung der Wellenfronten unterscheidet sich die Behand-
lung der Ra¨nder. Wo bei Gleichgewichtsmodellen Randbedingungen nach
Danckwerts verwendet werden, sind die Randkonzentrationen bei Stoffaus-
tauschmodellen direkt durch die Konzentrationen der Zuflu¨sse gegeben.
Das so hergeleitete Modell ist fu¨r Gegenstrom wie auch fu¨r Festbett ver-
wendbar. Da dann jedoch die Randbedingung (4.43) entfa¨llt, sind die Asym-
ptoten q
(NC)
i durch die Anfangsbedingungen vorgegeben. Im Falle, dass ein
erst leeres Festbett mit gelo¨stem Gemisch geflutet wird, gilt q(NC) = 0.
In allen folgenden Simulationsexperimenten wird mit dem Gleichgewichts-
modell, das auch im vorigen Abschnitt verwendet wurde, verglichen.
Abbildung 4.11 zeigt eine Simulation, bei der sich anfangs die Wellen
ganz links befinden und nach rechts wandern. Zur Zeit t = 0 wird der Solid-
strom erho¨ht. Die Wellenfrontsteigungen ha¨ngen von der Wellenwanderungs-
geschwindigkeit und damit auch von dem Stromverha¨ltnisA ab. Beim Wellen-
modell a¨ndert sich die Frontsteigung sofort. Beim rigorosen Gleichgewichts-
modell passt sie sich jedoch langsam an. Die globalen Mengenbilanzen u¨ber
die ganze Sa¨ule wird davon jedoch nicht beeinflusst. Die Gesamtmaterial-
menge ist, solange sich die Konzentrationen an den Systemra¨ndern nicht von
denen des rigorosen Modells unterscheiden, korrekt wiedergegeben.
Man kann erkennen, dass die Wellenformen in der Mitte der Sa¨ule u¨ber-
einstimmen. Erst am rechten Rand ergeben sich erhebliche Unterschiede. Die
abweichenden Konzentrationsprofile haben zur Folge, dass sich auch die Ge-
samtmaterialmenge der beiden Modelle unterscheidet. Die Unterschiede der
Rand-Konzentrationen vergro¨ßert sich mit den Unterschieden in der Profil-
form. Fu¨r einen Einsatz in modellbasierten Regelungsverfahren muss also
sichergestellt werden, dass die Schlu¨sselfronten nicht auf die Ra¨nder auf-
laufen. Da das Regelungsziel jedoch genau mit dem Ausbalancieren in der
Sa¨ulenmitte u¨bereinstimmt und damit das Auflaufen der Trennfronten bei
ausreichender Regelgu¨te verhindert wird, ist dies kein Ausschlusskriterium
fu¨r Wellenmodelle. Es ist jedoch wichtig, dieses ungewollte Verhalten zu de-
tektieren und entsprechend darauf zu reagieren.
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Abbildung 4.11: Stoffaustausch-Wellenmodell Experiment
1 (Gegenstrom): Stoffaustausch-Wellenmodell (durchgezogen)
und Gleichgewichtsmodell (gestrichelt). Wellen wandern von links
nach rechts gegen den rechten Rand
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Abbildung 4.12: Stoffaustausch-Wellenmodell Experiment
2 (Gegenstrom): Stoffaustausch-Wellenmodell (durchgezogen)
und Gleichgewichtsmodell (gestrichelt). Stationa¨rer Zustand mit
ausbalancierter Welle in der Mitte der Sa¨ule
4.4 Modellbildung 103
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
c1
Ort
Ko
nz
en
tra
tio
ne
n
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
c2
Ort
Ko
nz
en
tra
tio
ne
n
ﬀ
ﬀ
Abbildung 4.13: Stoffaustausch-Wellenmodell Experiment
3 (Gegenstrom): Stoffaustausch-Wellenmodell (durchgezogen)
und Gleichgewichtsmodell rigoros (gestrichelt). Ausgehend vom
stationa¨ren Zustand wird der Fluidstrom verringert. Dadurch be-
wegen sich die Wellenfronten an den linken Rand.
104 Anwendung in der Chromatographie
Abbildung 4.12 zeigt eine solche ausbalancierte Welle in der Sa¨ulenmitte.
Der stationa¨re Zustand des Wellenmodells entspricht dabei sehr genau dem
des rigorosen Modells.
Ausgehend vom stationa¨ren Zustand aus Abbildung 4.12 wird dann in
Experiment 3, dargestellt in Abbildung 4.13, der Fluidstrom verringert. Da-
durch bewegen sich die Wellenfronten in Richtung linker Rand und werden
dort aufgehalten.
In Abbildung 4.14 wird ohne festen Gegenstrom simuliert. Wa¨hrend des
Experiments wird der Flu¨ssigkeitsstrom sprunghaft erniedrigt. Deutlich ist
zu erkennen, dass sowohl die Wellenformen als auch die sich einstellende
Stro¨mungsgeschwindigkeit korrekt von dem reduzierten Wellenmodell wie-
dergegeben wird.
4.5 Diskussion
Wellenmodelle in der hier vorgestellten Form sind in der Lage die geschilder-
ten Sto¨rszenarien mit Sto¨rungen in der Zuflussmenge korrekt wiederzugeben.
Das Verhalten bei Abweichungen in der Zuflusszusammensetzung bleibt zu
untersuchen. Kritisch bei dieser Art Sto¨rung ist das gleichzeitige Auftreten
von expansiven und kompressiven Wellen im U¨bergangsverhalten.
Fu¨r Seitenabzu¨ge innerhalb von Wellenmodellabschnitten mu¨ssen die
Wellenmodelle modifiziert werden. Hier stehen bislang noch weiterfu¨hren-
de Untersuchungen aus. Ebenso ungekla¨rt ist die Herleitung eines Wellen-
modelles fu¨r expansive Wellen und die Verkopplung der unterschiedlichen
Modellteile.
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Abbildung 4.14: Stoffaustausch-Wellenmodell Experiment
4 (Festbett): Stoffaustausch-Wellenmodell (durchgezogen) und
Gleichgewichtsmodell (gestrichelt) jeweils als Festbett. Wa¨hrend
der Simulation wird der Flu¨ssigkeitsstrom sprunghaft erniedrigt
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Kapitel 5
Zusammenfassung und Ausblick
5.1 Zusammenfassung
In der vorliegenden Arbeit wurde in drei Kapitel zuerst die numerische In-
frastruktur fu¨r die NMPC großer Systeme eingefu¨hrt und experimentell vali-
diert, dann auf die Modellklasse der Wellenmodelle u¨bertragen und in Simu-
lationen und Experimenten erprobt. In Kapitel 4 wurden Ansa¨tze pra¨sentiert,
um die vorher hergeleiteten Methoden auch fu¨r die Chromatographie nutzbar
zu machen.
Der gemeinsame Nenner dieser drei Kapitel ist das Ziel, die nichtlineare
modellpra¨diktive Regelung in Echtzeit durchfu¨hren zu ko¨nnen.
Dazu wurde im Kapitel 2 die Destillationskolonne zur Drei-Komponenten-
Destillation vorgestellt. Diese Anlage diente schon der Erprobung von einer
Vielzahl von Regelungsmethoden und eignete sich darum sehr gut, nicht nur
eine Machbarkeitsstudie durchzufu¨hren, sondern auch die Leistungsfa¨higkeit
der NMPC mit anderen Verfahren vergleichen zu ko¨nnen. Darum wurde auch
in Kapitel 3 dieses System ausgewa¨hlt, die Modellreduktion fu¨r Systeme mit
nichtlinearen Wellenpha¨nomenen in die NMPC einzufu¨hren. Wellenmodelle
beschreiben nur die fu¨r die Regelung wesentliche Eigenschaft des Systems: Die
Verschiebung der Trennfronten entlang der Kolonne oder der Trennsa¨ule. So
kann auf eine indirekte Regelung u¨ber Temperaturen oder Konzentration an
diskreten Orten verzichtet werden und direkt das eigentliche Regelungsziel,
die Trennfront an ihrer optimalen Stelle zu stabilisieren, verfolgt werden.
In allen drei Kapiteln musste als erstes ein geeignetes mathematisches
Modell ausgewa¨hlt werden. Fu¨r chromatographische Prozesse wurden die
Modelle eigens hergeleitet. In Kapitel 2 wurde ein Gleichgewichtsmodell fu¨r
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einzelne Bo¨den zur Optimierung verwendet und in Kapitel 3 die erwa¨hnten
Wellenmodelle. Fu¨r die Zustandsrekonstruktion wurde in Kapitel 2 ein erwei-
tertes Kalmanfilter entworfen. Das Regelungskonzept in Kapitel 3 beinhaltet
dagegen einen nichtlinearen Beobachter, bei dem ebenfalls ein Wellenmodell
zugrunde liegt. Damit muss nur ein Parametervektor fu¨r die beiden Teilauf-
gaben Zustandsrekonstruktion und Optimierung identifiziert werden.
Der Optimierungsalgorithmus beider Modellklassen basiert auf dem in
Kapitel 2 vorgestellte Mehrfachschießverfahren und wird mittels eines daran
angepassten SQP-Verfahrens gelo¨st. Erst die speziell entworfene Startwert-
behandlung und das sogenannte Echtzeit-Iterations-Schema ermo¨glichen die
Einbettung in eine zyklisch durchgefu¨hrte Optimierung mit Feedback des
realen Systems.
Die Machbarkeit und die Leistungsfa¨higkeit wurde fu¨r beide Modellklas-
sen in der Simulation gezeigt und bei bina¨ren Gemischen fu¨r die Bodenmodel-
le in Kapitel 2 experimentell nachgewiesen. Das Wellenmodell wurde zusa¨tz-
lich in Experimenten validiert und dessen Parameter an einer realen Anlage
identifiziert. Fu¨r die Mehrstofftrennung mit mindestens drei Komponenten
wurde die Funktionsfa¨higkeit aller Teilaufgaben des Regelungskonzeptes an-
hand eines terna¨ren Gemisches in der Simulation gezeigt.
In Kapitel 4 wurde zuerst die Aufgabenstellungen in der Chromatogra-
phie, mo¨gliche Anlagenverschaltungen aus mehreren Trennsa¨ulen und die
physikalischen Eigenschaften vorgestellt. Die Herausforderung bei chromato-
graphischen Trennprozessen besteht in der Existenz von verschiedenen Wel-
lenformen. Wo bei der Destillation nur Schockwellen relevant sind, mu¨ssen bei
Festbettprozessen auch expansive Wellen beru¨cksichtigt werden. Fu¨r Schock-
fronten wurden fu¨r chromatographische Prozesse analog zur Destillation ge-
eignete Formansa¨tze und daraus dynamische Modelle hergeleitet. Diese Mo-
delle sind sowohl fu¨r echten Gegenstrom als auch fu¨r Festbettadsorber ein-
setzbar. Sie ko¨nnen somit die Grundlage fu¨r die Simulation von TMB und
SMB bilden
Es besteht jedoch die Schwierigkeit, dass A¨nderungen in den Zuflusskon-
zentrationen weitere Wellen bilden, die mit den schon bestehenden interagie-
ren. Die in dieser Arbeit vorgestellten Wellenmodelle sind unter bestimmten
Voraussetzungen in der Lage diese Interaktionen korrekt wiederzugeben.
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5.2 Ausblick
Die in Kapitel 2 vorgestellten Methoden und Konzepte sind in sich abge-
schlossen und in der vorliegenden Form auf andere System u¨bertragbar. Die
Teilaufgaben des Regelungskonzeptes mit Wellenmodellen sind in Simulatio-
nen und in realen Experimenten validiert. Das Potential des Regelungsverfah-
rens basierend auf Wellenfronten wurde auch fu¨r Mehrstoffgemische gezeigt
und kann zuku¨nftig auch experimentell erprobt werden.
Die Modellierung von chromatographischen Trennprozessen basierend auf
nichtlinearen Wellen steht noch am Anfang. Erst fu¨r kompressive Wellenan-
teile wurde ein Modell gefunden. Die Verknu¨pfung mit expansiven Anteilen
muss erst untersucht werden, bevor diese Modellklasse in der Regelung An-
wendung finden kann.
Eine weitere Herausforderung ist die teils sehr komplexe Verschaltung
von einzelnen Trennsa¨ulen in der Gesamtanlage. So muss der Einfluss ei-
nes Seitenabzuges auf die Wellenmodelle untersucht und modelliert werden.
Auch die Verschaltung von verschiedenen Modellteilen ist die Aufgabe von
zuku¨nftigen Untersuchungen.
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