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Resumen
La detección de valores atípicos en el campo de la minería de datos (DM) y el descubrimiento de conocimiento a partir 
de datos (KDD) es de gran interés en áreas que requieren sistemas de soporte a la toma de decisiones, como, por 
ejemplo, en el área financiera, en donde mediante DM se pueden detectar fraudes financieros o encontrar errores 
producidos por los usuarios. Entonces, es esencial, evaluar la veracidad de la información, a través de métodos de 
detección de comportamientos inusuales en los datos. Este artículo propone un método para detectar valores que 
se consideran valores atípicos en una base de datos de datos de tipo nominal. El método implementa un algoritmo 
global de “k” vecinos más cercanos, un algoritmo de agrupamiento denominado k-means y un método estadístico 
denominado chi-cuadrado. La aplicación de estas técnicas ha sido implementada sobre una base de datos de clien-
tes que han solicitado un crédito financiero. El experimento se realizó sobre un conjunto de datos con 1180 tuplas, en 
donde, deliberadamente se introdujeron valores atípicos. Los resultados demostraron que el método propuesto es 
capaz de detectar todos los valores atípicos introducidos.
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Abstract
The detection of outliers in the field of data mining (DM) and the process of knowledge discovery in databases 
(KDD) is of great interest in areas that require support systems for decision making. A straightforward applica-
tion can be found in the financial area, where DM can potentially detect financial fraud or find errors produced 
by the users. Thus, it is essential to evaluate the veracity of the information, through the use of methods for the 
detection of unusual behaviors in the data. This paper proposes a method to detect values  that are considered 
outliers in a database of nominal type data. The method implements a global algorithm of “k” closest neighbors, 
a clustering algorithm called k-means and a statistical method called chi-square. These techniques have been 
implemented on a database of clients who have requested a financial credit. The experiment was performed on 
a data set with 1180 tuples, where, outliers were deliberately introduced. The results showed that the proposed 
method is able to detect all the outliers entered.
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1. Introducción
La detección de valores atípicos representa un desafío en las técnicas de minería de datos. Los 
valores atípicos o también denominados anómalos tienen propiedades diferentes con respecto 
a la generalidad, ya que debido a la naturaleza de sus valores y por ende, a su comportamiento 
no son datos que mantienen un comportamiento similar a la mayoría. Los datos anómalos son 
susceptibles de ser introducidos por mecanismos maliciosos (Atkinson, 1981). Mandhare y Idate 
(2017) consideran que este tipo de datos son una amenaza y los definen como irrelevantes o 
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maliciosos. Además, estos datos generan conflictos durante el proceso de análisis, lo que re-
sulta en información poco confiable e inconsistente. Sin embargo, si bien los datos anómalos 
son irrelevantes para encontrar patrones en la cotidianidad de los datos, son útiles como objeto 
de estudio en casos en donde, mediante estos es posible identificar mediante un proceso no 
controlado, problemas tales como fraudes financieros.
El proceso de detección usando técnicas de minería de datos, facilita la búsqueda de va-
lores anómalos o patrones inusuales en los datos (Arce, Lima, Orellana, Ortega y Sellers, 2018). 
Varios estudios muestran que la mayoría de este tipo de datos se originan también en dominios 
como tarjetas de crédito (Bansal, Gaur y Singh, 2016), sistemas de seguridad (Khan, Pradhan y 
Fatima, 2017) e información de salud electrónica (Zhang y Wang, 2018). 
El proceso de detección incluye un proceso de minería de datos que utiliza herramientas 
basadas en algoritmos de tipo no supervisado (Onan, 2017). El proceso de detección consta de 
dos enfoques según su forma: local y global (Monamo, Marivate y Twala, 2017). Los enfoques 
globales incluyen un conjunto de técnicas en las que se asigna una puntuación a cada anomalía 
con relación al conjunto de datos globales. Por otro lado, los enfoques locales, representan las 
anomalías en un dato determinado con respecto a su vecindad directa; es decir, a los datos 
cercanos en cuanto a la similaridad de sus características. De acuerdo a los conceptos antes 
mencionados, el enfoque local detecta valores atípicos que son ignorados cuando se utiliza un 
enfoque global, en especial en aquellos con densidad variable (Amer y Goldstein, 2012). Ejem-
plos de dichos algoritmos son aquellos basados en i) agrupamiento y ii) el vecino más cercano. 
El algoritmo de la primera categoría considera que los valores atípicos están en vecindarios dis-
persos, que están lejos de los vecinos más cercanos. Mientras que la segunda categoría, opera 
en los algoritmos agrupados (Onan, 2017).
En otros trabajos se analizan las anomalías considerando varias columnas de la tupla, mas 
no la detección a nivel de cada columna (Dang, Ngan y Liu, 2015; Ganji, 2012; Gu et al., 2017; Malini 
y Pushpa, 2017; Mandhare y Idate, 2017; Sumaiya Thaseen y Aswani Kumar, 2017; Yan, You, Ji, Yin y 
Yang, 2016). Kuna et al. (2013) presenta un procedimiento que utiliza árboles de decisión basados 
en el algoritmo C4.5, el cual aplica valores continuos y separa los posibles resultados en dos ra-
mas. El método genera un árbol de decisión con estos datos, por medio de particiones obtenidas 
recursivamente. Para encontrar los atributos más significativos y luego cada atributo de entrada 
y salida, se aplica el factor de valor atípico mediante la técnica de Local Outlier Factor (LOF). Si la 
metodología es efectiva, el nuevo algoritmo debe ser evaluado, basado el concepto de “vecinos 
más cercanos” para mejorar la precisión de la solución. Existen otros estudios que demuestran 
hasta un 75 % de mejora en el rendimiento de la clasificación de este algoritmo (Rosero-Montalvo 
et al., 2018). No solamente existe un método; además, también se han presentado estudios que 
proveen métodos híbridos (p. ej., métodos adaptativos y basados en grupos) que aceleran el algo-
ritmo de clasificación. En estos últimos, se considera especialmente el tiempo de respuesta para 
procesos sobre grandes conjuntos de datos (Ougiaroglou, Evangelidis y Dervos, 2014).
Consecuentemente, el presente artículo, propone una metodología para la detección de 
valores atípicos, que se basa en la aplicación de métodos estadísticos tradicionales (prueba 
de chi-cuadrado) con la aplicación de algoritmos de minería de datos (KNN Global Anomaly y 
K-means). La experimentación del método se ha aplicado a un dominio financiero. Finalmente, 
se realizó una evaluación en la que se obtuvieron buenos resultados sobre la aplicación de la 
metodología propuesta en este artículo y su desempeño en el tratamiento de valores atípicos, 
incluso cuando hay valores nulos.
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Este estudio está estructurado de la siguiente manera: la Sección 2 discute las soluciones 
existentes. La Sección 3 presenta el método propuesto. La Sección 4 presenta la evaluación de la 
aplicación de la metodología, y finalmente, la Sección 5 presenta las conclusiones y el trabajo futuro.
2. Trabajos relacionados
Existen varios enfoques relacionados con la detección de valores atípicos, en este contexto, 
Hassanat, Abbadi, Altarawneh, y Alhasanat (2015), realizaron una encuesta en donde se pre-
senta un resumen de los diferentes estudios de detección de valores atípicos, siendo estos: el 
enfoque basado en estadísticas, el enfoque basado en la distancia y el enfoque basado en la 
densidad. Los autores presentan una discusión relacionada con los valores atípicos, los méto-
dos utilizados para agrupar el conjunto de datos y, concluyen con que el algoritmo k-mean es 
el más popular en la agrupación de un conjunto de datos. Además, en otros estudios (Dang et 
al., 2015; Ganji, 2012; Gu et al., 2017; Malini y Pushpa, 2017; Mandhare y Idate, 2017; Sumaiya 
Thaseen y Aswani Kumar, 2017; Yan et al., 2016) se utilizan técnicas de minería de datos, méto-
dos estadísticos o ambos. Para la detección de valores atípicos, comúnmente se han aplicado 
las técnicas del vecino más cercano (KNN) junto con otras para encontrar patrones inusuales 
durante el comportamiento de los datos o para mejorar el rendimiento del proceso. Gu et al. 
(2017) presentan un método eficiente basado en la cuadrícula para encontrar patrones de datos 
atípicos en grandes conjuntos de datos. Del mismo modo, Yan et al. (2016) proponen un méto-
do de detección atípico con KNN y poda de datos, el cual toma muestras sucesivas de tuplas 
y columnas, y aplica un algoritmo KNN para reducir la dimensionalidad sin perder información 
relevante. Con relación al uso de técnicas de minería de datos aplicadas al sector financiero, el 
estudio presentado por Malini y Pushpa (2017) explica la detección atípica de fraudes de tarjetas 
de crédito con técnicas que detectan patrones inusuales a través del algoritmo KNN. La técnica 
detecta la los datos de entrada, calcula el vecino más cercano y el puntaje de similitud, deter-
minando si los datos tienen una sospecha de fraude. Ganji (2012) presenta un estudio similar 
que aplica KNN mediante el uso de una técnica que utiliza una ventana con memoria asignada, 
de esta manera, cuando se detecta una transacción de solicitud, solo necesita un escaneo de 
la ventana actual, para encontrar el objeto cuyos k vecinos más cercanos están influenciados.
Estudios relacionados también utilizan el estadístico chi-cuadrado, tal es el caso de Su-
maiya Thaseen y Aswani Kumar (2017), cuyo método implementa el estadístico para la detec-
ción de intrusos en una red informática para segmentarlo en tráfico normal y anormal. El estu-
dio incluye un método que utiliza la técnica Support Vector Machine (SMV). 
No se encontraron estudios que combinen el método estadístico chi-cuadrado con KNN. 
Es decir, un método que pueda ayudar a clasificar previamente las columnas relevantes antes de 
aplicar la técnica KNN. Esta propuesta plantea una metodología híbrida que primero selecciona las 
columnas más relevantes en cuanto a la relación columna entrada-columna salida y luego aplica 
KNN. Sin embargo, el estudio propuesto, a diferencia de los mencionados, utiliza una variación 
KNN llamada KNN Global Anomaly, que tiene adicionalmente posee una medida de anomalía
3. Metodología
En esta sección, se presenta la metodología para encontrar valores atípicos en una base de da-
tos nominal (conjunto de datos). Esta propuesta evaluó tuplas y columnas (perfil del cliente) con 
respecto a la columna de salida (monto de crédito otorgado) para encontrar valores atípicos. La 
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columna de salida denominada S es un valor discretizado que representa los valores obtenidos 
en función de un conjunto de columnas de entrada.
El método propuesto se dividió en tres fases principales que se ilustran en la figura 1: i) 
Uso del método estadístico chi-cuadrado para definir una ponderación o peso W que indica la re-
levancia de la columna del perfil del cliente en comparación con la cantidad de crédito otorgado, 
ii) en la siguiente fase, se utilizó el algoritmo de agrupación denominado KNN Global Anomaly 
(KNN) que calcula la puntuación de los valores atípicos, y iii) finalmente, el algoritmo K-Means 
que es utilizado para separar los valores atípicos de los valores falsos-positivos.
Figura 1. Metodología para la detección de valores atípicos
En las subsecciones siguientes, se describen cada una de las actividades:
Clasificación de columnas significativas
Para clasificar las columnas significativas, se utilizó el estadístico chi-cuadrado. Chi-cuadrado 
es una prueba no paramétrica utilizada para determinar si una distribución de frecuencias ob-
servadas difiere de las frecuencias teóricas esperadas (Gol y Abur, 2015). El peso de la columna 
de entrada (columnas que determinan el perfil del cliente) se calcula con relación a la columna 
de salida (monto del crédito). Cuanto mayor es el peso de una columna correspondiente a las 
columnas de entrada en una escala de cero a uno, más relevante se considera. Es decir, mien-
tras el valor del peso se acerque más a uno, la relación con respecto a la columna de salida 
será más importante. El estadístico puede ser aplicado solamente a columnas de tipo nominal 
y ha sido seleccionado como método para definir relevancias. Chi-cuadrado reporta un nivel de 
significancia de las asociaciones o dependencias y se utilizó como prueba de hipótesis sobre el 
peso o importancia de cada una de las columnas con respecto a la columna de salida S. El valor 
resultante se almacena en una columna denominada weight, que junto al puntaje de anomalía 
se reportan al final del proceso.
Calificación del vecino local más cercano
Para obtener los valores con sospecha de anormalidad, se utiliza K-NN Global Anomaly Score. 
KNN se basa en el algoritmo del k vecino más cercano, el cual calcula el puntaje de anomalía 
de los datos en relación con el vecindario. Usualmente, los valores atípicos están lejos de sus 
vecinos o su vecindario es escaso. En el primer caso, se conoce como detección de anomalías 
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global y se lo identifica con KNN; el segundo, se refiere a un enfoque basado en densidad local. 
El puntaje proviene por defecto de la media de la distancia a los vecinos más cercanos (Amer y 
Goldstein, 2012). En la clasificación del k vecino más cercano, la columna de salida S del vecino 
más cercano del dataset de entrenamiento, se relaciona con un nuevo dato no clasificado en la 
predicción, esto implica una línea de decisión lineal.
Para obtener una predicción correcta, el valor k (número de vecinos a considerarse alre-
dedor del valor analizado), debe ser configurado cuidadosamente. Un valor alto de k representa 
una mala solución con respecto a la predicción, mientras valores bajos tienden a generar ruido 
(Bhattacharyya, Jha, Tharakunnel y Westland, 2011). Frecuentemente, el parámetro k es elegido 
empíricamente y depende de cada problema. Hassanat, Abbadi, Altarawneh, y Alhasanat (2014) 
proponen la realización de pruebas con diferentes números de vecinos cercanos hasta llegar al 
que posee mejor precisión. Su propuesta inicia con valores desde k=1 hasta k= raíz cuadrada del 
número de tuplas del dataset de entrenamiento. La regla general, a menudo es asignar k con la 
raíz cuadrada del número de tuplas del dataset D.
Tomando en cuenta las consideraciones anteriores, se configuró k=34 para el dataset; el 
valor resultante utilizó la ecuación 1, donde n identifica al número de tuplas del dataset y TRUNC 
a la función de truncamiento del valor obtenido de la raíz cuadrada.
k = TRUNC ( n )
 (1)
El proceso KNN incluye un procedimiento de preparación de datos, el cual convierte la co-
lumna de análisis en una tupla. Es decir, el nombre de la columna forma parte de las tuplas en 
una columna nueva denominada attribute. La ejecución del algoritmo KNN, genera una columna 
denominada outlier; la cual registra el peso de la anomalía de los datos en relación con todas las 
tuplas del conjunto de datos D. El resultado de la columna outlier varía de acuerdo a la distancia de 
cada uno de los datos, con respecto a la distancia media de los vecinos más cercanos. Las tuplas 
que poseen valores superiores a cero son aquellas que tienen probabilidades de clasificarse como 
valores anómalos, no obstante, debido a la variabilidad de valores obtenidos en cada iteración y, 
para mantener uniformidad en el criterio de selección para las columnas examinadas, los valores 
fueron normalizados a una escala entre cero y uno. El valor cero corresponde a las tuplas que no 
tienen probabilidad de contener valores anómalos. Si el valor de outlier es mayor a cero y tiende 
cada vez más a uno, corresponde a que la tupla tiene mayores probabilidades de ser un valor anó-
malo. El valor de la columna outlier fue incluido en reporte final para un análisis detallado.
La precisión de un algoritmo KNN no siempre resulta óptima en el análisis de todas las 
columnas. La cardinalidad es una característica considerada como relevante; además, cada 
columna varía en relación directa con el género de información. Es decir, en el caso de valores 
discretos con baja cardinalidad, la precisión aumenta, debido a que la frecuencia se concentra 
en pocos valores. Como resultado, valores no clasificados en dichas concentraciones, fueron 
considerados como valores anómalos. Por ejemplo, la columna sexo tiene una cardinalidad de 
dos (“M” Masculino, “F” Femenino). Los valores no coincidentes con estos dos grupos, se cla-
sificaron por K-NN con un puntaje de uno en la columna outlier, y en consecuencia califica-
dos como valores anómalos. El siguiente caso son los valores con alta cardinalidad, donde se 
forman muchas clases con frecuencias menores. En este caso, el algoritmo K-NN disminuye 
su precisión en la separación de clases (normales, anómalos) debido a la alta dispersión. Por 
ejemplo: la columna edad tiene una alta cardinalidad por el alto número de clases que se crean.
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Agrupación de valores con sospecha
Finalmente, para agrupar o separar los valores atípicos se utiliza el algoritmo K-means. Este 
algoritmo se basa en distancias y es utilizado para dividir los datos en un número de clústeres 
(Aldahdooh y Ashour, 2013). Los datos agrupados en un mismo clúster son similares compara-
dos con otros clústeres. K-means asigna aleatoriamente un punto denominado centroide basa-
do en el valor del parámetro k, desde el cual se toman distancias a los otros puntos. La métrica 
de distancia puede ser: euclidiana, coseno o distancia coseno rápida (para este caso se utilizó 
distancia euclidiana). Una vez calculada la distancia, se asigna iterativamente cada dato al clús-
ter correspondiente de acuerdo a la similitud en función de la distancia y el valor medio de los 
datos. A continuación, se vuelve a calcular los centroides y el valor medio de la distancia a los 
datos hasta que los centroides no se muevan (Sinwar y Dhaka, 2015).
El algoritmo de K-means garantiza el resultado del método anterior (K-NN) en especial las 
columnas de alta dispersión. Para el proceso se aplica una validación por distancia, esta con-
siste en dividir el conjunto de datos de cada columna en dos clústeres. Un primer clúster para 
falsos-positivos y otro de valores atípicos. Para lograr esto se ejecuta el algoritmo k-means con 
el parámetro k=2, el cuál indica que se formarán dos grupos. Un proceso de medición de rendi-
miento fue requerido, el cual produce un vector de distancia: distancia media global, distancia 
media al clúster cero y distancia media al clúster uno. Entre el punto que marca la distancia 
media de los clústeres y cada clúster, existe una distancia que separa los valores atípicos de los 
falsos-positivos. El clúster con mayor distancia a la media global corresponde al clúster de va-
lores atípicos. Los cálculos fueron realizados con un índice denominado distance_factor, el cuál 
puntúa entre rangos de cero y uno. Estos valores corresponden a la proporcionalidad de las dis-
tancias con el grado de alejamiento entre los clústeres y la media global. Es decir, una relación 
significativa entre la distancia media general y la distancia del clúster cero, en comparación con 
la distancia promedio general y la distancia del clúster uno; esto determina el clúster que posee 
los valores anómalos de aquellos que son falsos-positivos (ver figura 2).
Figura 2. Distancia entre clústeres para separación de falsos positivos
Al inicio del proceso, se asignó un puntaje a cada par de columnas. De este par, una de las 
columnas es denominada columna de entrada y corresponde al perfil del cliente; la otra es deno-
minada columna de salida u objetivo que corresponde al monto de crédito. Los valores almace-
nados en la columna weigth son producto del cálculo del estadístico chi-cuadrado en un rango 
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de cero a uno y establece la relevancia de cada columna con respecto a la salida S. Valores con 
tendencia a uno son aquellos más relevantes en cuanto a su influencia sobre S. Una vez que se 
ejecuta K-NN y K-means, se introduce un filtro que limita el reporte de salida basado en el peso 
de la anomalía. Inicialmente se colocan solo aquellos valores que superen un peso mayor a cero.
Para evaluar el método de detección de valores atípicos, se generó un conjunto de datos 
en el que se introdujeron valores que representan anomalías de acuerdo con los criterios de 
clasificación y frecuencia. Para incluir esos valores, se han realizado los siguientes pasos.
1. Identificar un número suficiente de características para construir los criterios de 
clasificación.
2. Determinar según la frecuencia, la métrica para establecer la división entre los datos.
3. Establecer un criterio basado en los resultados de las frecuencias de las observacio-
nes, que se clasifican como valores atípicos.
La inclusión de valores atípicos se completó de acuerdo con el enfoque mencionado anterior-
mente, identificando las tuplas y los valores de las columnas con sospecha de anomalía. El objetivo 
fue la comparación de los elementos de la fase de identificación con los resultados del procedimiento.
Las tuplas del conjunto de datos corresponden a una base de datos de créditos de tipo 
nominal con 15 columnas como se indica en la tabla 1. Un total de 13 columnas corresponden 
a características personales del solicitante (perfil del cliente); otra columna, al identificador de 
la cuenta “account_id”, y finalmente “credit_granted” representa el valor discretizado del monto 
de crédito. Esta última, también se denomina: columna salida u objetivo. El conjunto de datos 
proviene de una demostración utilizada en ambientes de pruebas para encontrar valores anó-
malos; tiene 1180 tuplas y contiene valores nulos.
Tabla 1. Columnas del set de datos
Variable Concepto





civil status Estado civil
children Tiene hijos
credit Card Tarjeta de crédito
credit_card_qty Cantidad de tarjetas de crédito
country País
anual_income Ingresos anuales
education Nivel de educación
job Ocupación
credit granted Crédito otorgado
status Estado
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El software para la experimentación fue Rapid Miner Studio en la versión 8.1.01. Adicio-
nalmente, se instaló la extensión Anomaly Detection versión 2.4.001 de German Research for 
Artificial Intelligence.
El conjunto de datos fue verificado con respecto a coherencia y veracidad. Se observó que 
el número de cuenta que representa el denominado “account_id” contiene valores repetidos y 
alterados; para ello, se generó un nuevo identificador alterno. Durante el procedimiento de ex-
perimentación se analizó de forma detallada cada una de las columnas de la base de datos con 
respecto a la información que esta contiene, para ello se implementaron tablas de frecuencia. 
Los valores con baja frecuencia con relación al resultado global tuvieron la principal sospecha 
de pertenecer al grupo de valores anómalos. La observación también examinó valores relacio-
nados al patrón de comportamiento del contexto; se determinó los candidatos a valores anó-
malos. Los valores obtenidos se indagaron en cada experimentación para verificar la efectividad 
del procedimiento.
Validación
Con el fin de obtener un resultado confiable se realizó un proceso de validación en el cual, se 
ejecutó previamente un levantamiento de la base de datos columna a columna, agrupando 
cada uno de los valores, sin incluir valores repetidos. A cada uno de los valores le acompaña la 
frecuencia de repetición que establece la primera indagación de anomalía. Por ejemplo, si se 
analiza la columna “gender”; 605 de los valores son “F”, 574 son “M”, y un valor contiene el valor 
“4”, se podría asegurar que el valor anómalo en el procedimiento debería identificar es el valor 
“4” y no a “M” que corresponde seguramente a masculino y “F” a femenino.
4. Resultados y discusión
El procedimiento detectó el cien por ciento de los valores anómalos y falsos-positivos de una 
base de datos para concesión de créditos financieros.
La ejecución del método estadístico chi-cuadrado permitió definir los atributos que no 
aportan un grado de significancia de decisión con relación a la columna de salida denomina-
da “credit_granted”. La columna “country” no define relevancia, a diferencia de las columnas: 
“antiquity”, “is_propietary”, “anual_income” y “job”, con valores de peso superiores a 0.30 lo que 
determina mayor significancia con respecto a las columnas con menos valoración. Las colum-
nas restantes con valores mayores a cero, pese a que no tienen una relevancia superior, se 
consideran dentro del procedimiento para la búsqueda de valores anómalos. La figura 3 ilustra 
los valores resultantes de la aplicación de Chi-cuadrado.
El análisis de valores atípicos para la columna “account_id” no fueron considerados en 
el estudio, ya que presentan inconsistencias en términos de codificación. Cinco tuplas tienen 
asignadas un valor de menos uno. El atributo tampoco es considerado puesto que tiene la cali-
dad de identificador primario, y por ende contiene alta variabilidad, lo cual no es importante para 
determinar la columna de salida.
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Figura 3. Valores Resultantes de la Aplicación de Chi-cuadrado
La tabla 3 muestra los resultados obtenidos en la aplicación del procedimiento con res-
pecto al estudio inicial de las tablas de frecuencias.







antiquity 1 3 0 100 %
is_owner 1 1 0 100 %
anual_income 0 6 0 100 %
job 1 1 0 100 %
credit_card 0 1 0 100 %
education 2 2 0 100 %
civil_status 2 2 0 100 %
credit_card_quantity 2 2 0 100 %
age 25 25 3 100 %
children 4 4 0 100 %
status 0 0 0 100 %
gender 1 1 0 100 %
Se encontraron un total de 48 tuplas en 11 columnas con valores anómalos (algunas de 
las tuplas pueden duplicarse por poseer más de una columna anómala). Solamente la columna 
edad contiene valores nulos que no fueron considerados en el análisis.
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El segundo paso del procedimiento consistió en la aplicación del algoritmo de vecinos 
más cercano KNN sobre cada columna del perfil del cliente. Esto fue útil para obtener una ca-
lificación de la anomalía con respecto al conjunto de datos. Los resultados de la aplicación del 
algoritmo establecieron que el 80 % de las columnas contienen valores anómalos, y un res-
tante 20 % resultaron una mezcla entre valores anómalos y falsos-positivos. Por ejemplo, en 
el caso de la columna “age” 1154 son tuplas de personas de hasta 67 años, 3 valores son nulos 
y 23 valores corresponden a personas con más de 102 años. La identificación previa por tablas 
de frecuencia, separó los valores nulos y los valores de personas con más de 102 años, sin 
embargo, luego de aplicar el algoritmo KNN, se obtuvieron personas con menos de 102 años, 
como casos de valores anómalos. Esto determinó la inclusión de una siguiente fase que separa 
falsos-positivos de aquellos realmente anómalos. 
Similar al artículo de los autores H Kuna, Rambo y Caballero (2012), el algoritmo que se 
aplicó fue el K-means para separar los valores anómalos de los falsos positivos. El método con-
sistió en la aplicación del algoritmo con un parámetro k=2, que considera 2 clústeres: grupo de 
datos falsos-positivos, grupo de valores anómalos. La diferencia con el trabajo de Kuna radica 
en la inclusión de una fórmula que mide las distancias de cada clúster al punto establecido por 
el promedio de distancias totales. A través del indicador del grado de distancia, se identifica-
ron el clúster anómalo y el clúster de falsos-positivos. Luego de afinar el parámetro del grado 
de distancia, se logró una efectividad del 100 % en la clasificación de valores atípicos y de 
falsos-positivos.
La calificación del grado de relación será importante para el usuario final ya que puede 
relacionarla con el valor anómalo y así establecer un grado de influencia en el resultado final. 
5. Conclusiones y recomendaciones
Este artículo trata sobre la generación de un método híbrido para descubrir valores atípicos 
considerando el uso de una prueba estadística y técnicas de minería de datos. Como parte de 
la validación del método, se analizó una base de datos que otorga créditos financieros, la cual 
estuvo compuesta por atributos que describen el perfil del cliente con relación al monto otor-
gado de crédito. El proceso de análisis de datos de cada uno de los atributos identificó aquellas 
columnas que tienen relevancia con respecto a la columna de salida, siendo esta característica 
importante para la calificación del grado de la anomalía, a través de la técnica de vecinos más 
cercanos K-NN. Los valores mínimos de relevancia y de anomalía se pueden configurar según 
sea el caso de estudio, lo que permite analizar varios estratos de salida. Será necesario enton-
ces encontrar los valores óptimos de estos parámetros según sea el caso de estudio. El proce-
dimiento propuesto fue adecuado para la identificación de valores atípicos en un conjunto de 
datos con diversidad en la variabilidad de los datos de tipo nominal. La fortaleza del proceso ra-
dica en que se combinan varias técnicas que identifican con gran precisión los valores atípicos 
sin importar la presencia de valores nulos. Es decir, la metodología tiene dos aspectos impor-
tantes que lo diferencian de otros métodos: una prueba estadística que otorga relevancia a las 
columnas y dos técnicas de minería de datos que separan las anomalías de los datos normales. 
Una vez que los parámetros y los filtros están adecuadamente configurados en cada parte del 
método, en el caso particular se llegó a detectar el 100 % de los valores atípicos. Como trabajo 
futuro, se recomienda además de encontrar anomalías a nivel de columna, combinar columnas 
para determinar patrones relacionados con la columna de salida. También es necesario ejecu-
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tar evaluaciones adicionales con otros conjuntos de datos en ámbitos de diversa índole para 
validar la efectividad del método y la eficiencia en el uso de los recursos computacionales. Se 
recomienda también un estudio de las técnicas alternativas para mejorar la configuración de la 
variable k del algoritmo k-NN de forma automatizada.
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