Modelling of covariance structure in constrained marginal models for longitudinal data by Xu, Jing & MacKenzie, Gilbert
Modelling of covariance structure in
constrained marginal models for longitudinal
data
(An oral presentation)
Jing Xu1 and, Gilbert MacKenzie1
1 Centre of Biostatistics, Department of Mathematics & Statistics, University of
Limerick, Ireland. Email: jing.xu@ul.ie; gilbert.mackenzie@ul.ie
Abstract: A data-driven method for modelling intra-subject covariance ma-
trix is introduced to constrained marginal models with longitudinal data. A con-
strained iteratively re-weighted least squares algorithm is presented consequently.
Asymptotic properties of the constrained ML estimates, including strong consis-
tency, approximate representation and asymptotic distribution, are given. Real
data analysis and simulations are conducted to compare our new approach with
classical menu-selection-based modelling technique.
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1 Introduction
In longitudinal studies, constrained problems are often interested by the
researchers in many practical fields, especially in biomedicine and clinical
trials (Tan et al, 2005, Fang et al 2006, Pilla et al 2006, Cysnerios &
Paula 2004, Park et al 1998.). In order to take account of intra-subject
correlations, so called menu selection or working correlation structure are
used extensively in these literatures. However, this conventional approach
may not work well in some cases (Wang & Carey 2003, Dobson 2002, Pan
& MacKenzie 2007).
Based on the work by Xu & Wang (2008), mean modelling with inequality
constraints is joint with a data-driven covariance modelling for constrained
marginal models in this paper. We use a modified Cholesky decomposi-
tion to decompose the within-subject covariance matrices and then par-
simoniously model the within-subject correlation and variation in terms
of simple regression models. This method presented in the seminal work
by Pourahmadi (1999) has several advantages, namely: it is unique and
positive definite, its parameters are unconstrained and have useful statis-
tical interpretations, it can reproduce a wide range of classical, stationary
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and non-stationary, covariance structure (Pan & MacKenzie 2007). Con-
strained maximum likelihood estimation is applied to obtain the estimators
for the mean and covariance parameters and the estimators are shown to be
consistent and asymptotically normally distributed piecewisely. Real data
analysis and simulation show that the proposed approach are usually ro-
bust and may produce more efficient estimators for the mean parameters
compared to the conventional menu selection.
2 Constrained Marginal Models and Covariance
Modelling
Suppose the i-th individual is observed on mi occasions for i = 1, · · · , n.
The vector of responses is denoted by yi. Assume that yi arises from the
constrained marginal model
yi = Xiβ + εi for i = 1, · · · , n (1)
s.t. Aβ ≥ b
where s.t. is the abbreviation for ”subjected to”;Xi is a knownmi×p design
matrix for the i-th individual; β is a p × 1 vector of unknown coefficients
to be estimated; A is a k × p matrix and b = (b1, · · · , bk)′ is a k × 1
vector; εi = (εi1, · · · , εimi)′ are independently distributed as N(0,Σi) for
i = 1, · · · , n. The inequality constraint set {β : Aβ ≥ b} is quite general
containing order restriction as a special case.
Since the subject-specific covariance matrix Σi is positive definite, there
exists a unique lower triangular matrix Ti with 1’s as main diagonal entries
and a unique diagonal matrix Di with positive diagonal entries such that
TiΣiT ′i = Di. Let φijk be the jkth below-diagonal entry of Ti and σ
2
ij
be the ij-th diagonal entry of Di where 1 ≤ j ≤ mi and 1 ≤ i ≤ n.
The parameters φijk and ςij ≡ logσ2ij are modelled as φijk = z′ijkγ and
ςij = h′ijλ, an augmented linear model for the new regression parameters
of interest γ and λ. Then the loglikelihood function for data y1, · · · , yn is
given by
L = −1
2
n∑
i=1
mi log(2pi)− 12
n∑
i=1
log|T−1i DiT ′i | −
1
2
n∑
i=1
r′iT
′
iD
−1
i Tiri, (2)
where rij = yij − x′ijβ is the jth element of ri = yi − Xiβ, the vector of
residual, and the matrix Xi has row vectors x′ij(j = 1, 2, · · · ,mi).
3 Constrained Maximum Likelihood Estimation
3.1 Estimation of parameters
Denote the feasible solution set of the constrained model (1) by S = {β :
Aβ ≥ b} and the function (2) by L(β, γ, λ). Then the constrained ML
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estimation problem is
max
β∈S
L(β, γ, λ). (3)
Given γ and λ, the constrained regression parameters are determined by
β = argmin
β∈S
n∑
i=1
r′iΣ
−1
i ri. (4)
Secondly, given β and λ, the first order estimating equation for γ is
U2(γ) =
n∑
i=1
Z∗
′
i D
−1
i (ri − Z∗i γ) = 0, (5)
where the matrix Z∗i , of ordermi×(q+1), has typical row z∗
′
ij =
∑j−1
k=1 rikz
′
ijk.
Finally, given β and γ, the estimating equation for λ is
U3(λ) =
1
2
n∑
i=1
H ′i(D
−1
i ei − 1mi) = 0, (6)
where Hi = (h′i1, h
′
i2, · · · , h′imi)′, ei = (ei1, ei2, · · · , eimi)′ with eij = (rij −
r̂ij)2 and r̂ij =
∑j−1
k=1 φijkrik, are the mi× (d+1) matrix of covariates and
the mi × 1 vector of squared fitted residuals, respectively, and 1mi is the
mi × 1 vector of 1’s.
The iteration procedure proceeds within (4)-(6) by initializing at Σi =
Imi(i = 1, 2, · · · , n) and iterating until convergence. We refer to it as a
constrained iteratively re-weighted least squares algorithm.
3.2 Asymptotic properties
For the sake of simplicity, we denote all of the unknown parameters by
θ = (β′, γ′, λ′)′ and the unknown true values by θ0 = (β′0, γ
′
0, λ
′
0)
′. Let
a′j , j = 1, · · · , k, be the rows of the matrix A. Define a (p + q + d + 3)-
dimension vector Aj = (a′j , 0, · · · , 0)′, for j = 1, · · · , k. Then the constrained
ML estimation problem (3) becomes
max L(y1, · · · , yn; θ) (7)
s.t. A′jθ ≥ bj , for j = 1, · · · , k.
The optimization solution or the constrained estimators of problem (7) is
denoted by θ̂. Appealing to the Kuhn-Tucker conditions and the first- and
second-order conditions of the loglikelihood function, the asymptotic prop-
erties of θ̂ including consistency, approximate representation and asymp-
totic distribution can be established (Theorems 1-3 are omitted here).
Briefly speaking, under some necessary regularity conditions, the constrained
ML estimators θ̂ = (β̂′, γ̂′, λ̂′)′ is strongly consistent for the true value
θ0 = (β′0, γ
′
0, λ
′
0)
′ and the constrained ML estimator θ̂ has a piecewise
asymptotic normal distribution.
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4 Real Data Analysis
We reanalyze the Example 2.1 discussed by Crowder and Hand (1990) on
a comparative study among diabetic groups. We apply our new covari-
ance modelling to the data and compare this method to menu-selection
modelling. Three groups are considered: control group (n1 = 8), diabetic
group without complications (n2 = 6) and diabetic group with hyperten-
sion (n3 = 7). For each patient the response was a physical task measured
in the times 1, 2, 3, 4, 5, 6, 8 and 10 min. Let yilj be the observed physical
task for the ith patient of the lth group at the time j. We assume the model
yil = µl + εil (8)
where µl = µl1m, yil = (yil1, · · · , yilm)T and εil ∼ N(0,Σi) with Σi being
the same over all the subjects. In addition, it is reasonable to assume the
constraints µ1 ≥ µ2 ≥ µ3 for the expected values of the physical task. The
constrained ML estimators of the µk’s are µ̂ = (6.49, 6.26, 4.02)′ using the
constrained iteratively re-weighted least squares algorithm programmed by
R language. Additionally, the estimator of log-likelihood is −214.75 and
BIC is 25.69. Our method is superior to independent structure, compound
symmetry, MA(1) and ARMA (1,1) in term of log-likelihood and BIC,
but AR(1) is shown to be the best structure for this set of data (µ̂AR =
(6.68, 6.68, 4.05)′, l̂AR = −214.02, BIC = 23.30). The table of comparison
between these different covariance structures are omitted here.
5 Simulation
We conducted a simulation study to investigate the robustness and ef-
ficiency of our approach and menu selection method under constrained
marginal models when the true covariance structure are missepcification.
Simulation show that the proposed approach are usually robust and may
produce more efficient estimators for the mean parameters. The table of
comparison between these different covariance structures are omitted here.
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