Abstract-Recent CNN-based saliency models have achieved great performance on public datasets, however, most of them are sensitive to distortion (e.g., noise, compression). In this paper, an end-to-end generic salient object segmentation model called Metric Expression Network (MEnet) is proposed to overcome this drawback. Within this architecture, we construct a new topological metric space, with the implicit metric being determined by the deep network. In this way, we succeed in grouping all the pixels within the observed image semantically within this latent space into two regions: a salient region and a non-salient region. With this method, all feature extractions are carried out at the pixel level, which makes the output boundaries of salient object finegrained. Experimental results show that the proposed metric can generate robust salient maps that allow for object segmentation. By testing the method on several public benchmarks, we show that the performance of MEnet has achieved good results. Furthermore, the proposed method outperforms previous CNNbased methods on distored images.
I. INTRODUCTION
I MAGE Image saliency detection and segmentation is of significant interest in the fields of computer vision and pattern recognition. Recent saliency detection studies can be divided into two categories: hand-crafted features based and learning-based approaches. In previous literature, the majority of saliency detection methods use hand-crafted features. Traditional low-level features for such saliency detection models mainly consist of color, intensity, texture and structure [1] , [2] , [3] . Though hand-crafted features with heuristic priors perform well in simple scenes, they are not robust to more challenging cases, such as when salient regions have similar color to background.
On the other hand,learning-based methods, in particular the convolutional neural networks (CNNs) [4] have been proposed to address the shortcomings of hand-crafted features for saliency detection and achieved remarkable performance. [5] uses multistage refinement mechanism to effectively combine high-level object-level semantics with low-level image features to produce high-resolution saliency maps. [6] , [7] , [8] exploit multi-level and multi-scale convolutional features for object segmentation. But, even with great performance, Shulian Cai, Jiabin Huang and Xinghao Ding are with School of Information Science and Engineering, Xiamen University, China (email: liuxicaicai, huangjiabin, dxh@xmu.edu.cn).
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John Paisley is with Department of Electrical Engineering, Columbia University, Newyork, NY 10027, USA (email: jpaisley@columbia.edu) CNN-based approaches also have a certain room to improve. That is few previous works pay attention to the robustness in distored scenes, while the performance of neural networks are susceptible to typical distortions such as noise [9] . Recently, metric learning has received much attention in computer vision, such as image segmentation [10] , face recognition [11] and human identification [12] , for measuring similarity between objects. Inspired by the metric learning framework, we propose a saliency model that works in a learned metric space. We propose a deep metric learning architecture for saliency segmentation with potentially distored images. Instead, we use semantic features extracted from a deep CNN to learn a homogeneous metric space. The features are at the pixel level and allow for distinguishing between salient regions and background through a distance measure. Simultaneously, We introduce a novel metric loss function which is based on metric learning and cross entropy. We also use multi-level information for feature extraction, similar to approaches such as Hypercolumns [13] and U-net [14] . We experiment with several benchmark data sets and achieve stateof-art level results. For instance, Figure 1 shows an example of a natural image, its ground truth salient region in white, and our result. Moreover, the proposed model is robust to distored images.
II. METRIC EXPRESSION NETWORK (MENET)
We illustrate our model architecture in Figure 2 . An encoder-decoder CNN first generates feature maps at different scales (blocks), which through convolution and up-sampling gives a feature vector for each pixel of an image according to how it maps through the layers. These extracted features are then used in a metric loss and cross entropy function by convolutions for saliency detection as described below.
A. Encoder-decoder CNN for feature extraction
In SegNet [15] and U-net, the encoder-decoder is used to extraction multi-scale features. We use a similar structure in the proposed model. Since global information plays an important role in saliency segmentation [16] , we use convolutions and pooling layers to increase the receptive field of the model, and compress all feature information into feature maps whose size are 1 × 1, as shown as the white box in Figure 2 . Through the decoder module, we up-sample these feature maps and the feature map at each scale represents information at one semantic level. We therefore propose a symmetric encoder-decoder CNN architecture.
The encoder-decoder network of Figure 2 uses a deep symmetric CNN architecture with short connections as indicated by black arrows. It consists of an encoder half (left) and a decoder half (right), each block of which has an application of either of the two basic blocks as shown in Figure 3 . For encoding, at each down-sampling step we double the number of feature channels using a convolution with stride 2. For decoding, each step in the decoder path consists of an upsampling of the feature map by a deconvolution after being concatenated the input with the short connection, also with stride 2.
In the decoder path, we concatenate the corresponding feature maps from the encoder path. This part is similar to U-Net. But the difference is that U-net is designed for edgedetection, it works well even it crops feature maps (in Fig.1 of U-net) from the encoder path as it doesn't impact edgedetection. While for saliency segmentation, we maintain the size of the feature map to make full use of all the information as its receptive field need to be much larger. We believe that the 1 × 1 size of the feature maps contain rich global information of the original image that can be used by later layers for better prediction.
Our goal in using a symmetric CNN is to generate different scales of feature maps, which are concatenated to give feature vectors for each corresponding pixel in the input image that contains multi-scale information across the dimensions. Furthermore, we process some more convolution to balance the dimensional unevenness as described in the following paragraph without doing direct classification.
We ultimately want to distinguish salient objects from background and so want to map image pixels into a feature space where that distance across salient and background regions is large, but within regions is small.
However, previous work in this direction showed that deep CNNs can learn such a feature representation that captures local and global context information for saliency segmentation [17] .
Therefore, as it is shown in Figure 2 , we can convert the blocks from the 13 different scales of the encoder-decoder network into a bundle of feature maps as indicated by the green dashed lines. That is, in the feature extraction part, each scale generates one output feature map of the same size via a single convolution and up-sampling; while the first "feature map" is simply obtained from convolving the original image across its RGB channels. Though the proposed algorithm may be partially similar to Hypercolumns model, during testing Hypercolumns model takes the outputs of all these layers, upsamples them using bilinear interpolation and sums them for the final prediction. But the difference is that, within training Hypercolumns model predicts heatmaps from feature maps of different scales by stacking on additional convolutional layers. Hypercolumns is more like DHSNet [7] which utilizes multi-scale saliency labels for segmentation. Contrary, MEnet upsamples each scale of feature map with the same size during training. As the components from these features with 13 scales are uneven to each other, they cannot directly be applied to classification, e.g., assigning any loss function on them. These components from different scales should be balanced and one possible way is to filter these features of 13 dimension by convolution. Consequently in the proposed way, after concatenating the feature maps at each level we further use convolution operation with 16 kernels to generate the final feature map to balance the dimensional characteristics with the constraint of minimizing the cross entropy (see the following section). In this case, the final feature vector is in R 16 .
B. Loss function
Most previous work on saliency detection based on deep learning used cross entropy (CE) to optimize the network [18] , [6] . The loss functions is written as follows:
where θ 1 is the set of learnable parameters of network to influence l, Ω is the pixel domain of the image, L CE denotes the loss for the n-th image in the training set, 1{·} is the indicator function; and y ∈ {0, 1}, where y = 1 denotes the salient pixel and y = 0 denotes the non-salient pixel.
is the label probability of the i-th pixel predicted by network. In MEnet, we generate P (l (n) i = y|θ 1 ) via a convolution with 2 kernels from feature extraction part as shown in Figure 2 .
Inspired by the metric learning, we also introduce our metric loss function (ML) defined as Equation 2. In our network, the input is an RGB image whose size is H × W × 3, and all the images are resized to 224 × 224 × 3, hence H = W = 224 here. The output is a feature metric space which generated by 16-kernels convolution in Figure 2 , and the size is H × W × C (in our method we set C = 16). Each pixel in the H × W image corresponds to a C-dimension vector in the salient feature maps. The metric loss function is defined as following:
where θ 2 is the set of learnable parameters of network to influence f , f (n) i denotes the feature vectors corresponding to the pixel in the n-th image of the training set. We denote
. We use Euclidean distance to calculate the distance between two feature vectors.
This loss function (2) seeks to find an encoder-decoder network that enlarges the distance between any pair of feature vectors from different regions, and reduces the distance from the same region. In this way, the two region is expected to be homogenous by themselves. Then by trivial deduction, it is equivalent to
where we average all f
is the mean of all positive pixels from a single image, whilef − (n) corresponds to all negative pixels. Intuitively, Equation 3 enforces that the feature vectors extracted from the same region be close to the center of that region while keeping away from the center of other region in salient feature space. In this case, we can obtain a more robust distance evaluation between the salient object and background. We also add a second cross entropy loss function as a constraint which shares the same network architecture to the objective function and empirically have noticed that the combined results were significantly better than only using either the metric or cross entropy losses. Therefore, our final loss function is defined as below:
where θ = θ 1 ∪ θ 2 and λ is set to 1 in our experiment.
C. Semantic distance expression
If we train the MEnet to minimize the loss function L M Enet (·), we will obtain a converged network T θ * , where θ * is converged state of θ. Given an observed input image for testing, where the pixel domain is Ω, we usually describe pixel i ∈ Ω by its intensities I i s across the channels. But it is difficult to define the semantical distance by d
e.g., by Euclidean distance d ij = I i −I j 2 . However, through transformation of T θ * , we will obtain the corresponding feature vectors {f i } i∈Ω to represent the input. Then the distance can be expressed by d ij = d T θ * (IΩ) ij = f i − f j 2 , and finally the saliency map S for saliency segmentation is obtained by:
where P B (·) is the probability distribution function of the feature vector f j ∈ Ω B , and Ω = Ω B ∪ Ω S , where Ω B and Ω S denote the background region and salient region only computed from the component of L CE in the loss function (4) within the whole converged network T θ * , respectively. Note that, Ω B and Ω S are not accurate segmentation and they are to be further investigated in the experiment part. To conclude, by network transformation we succeed to express d T θ * (IΩ) ij . As illustrated in Figure 4 , we anticipate that through a space transformation, the intra-class distance will be smaller than the inter-class distance.
III. EXPERIMENTS
We test on several public saliency datasets and distored images compare with state-of-the-art saliency detection methods. We use the Caffe software package to train our model [19] .
A. Datasets
The datasets we consider are: MSRA10K [2] , DUT-OMRON (DUT-O) [20] , HKU-IS [21] , ECSSD [22] , MSRA1000 (MSRA1K) [23] and SOD [24] . MSRA10K contains 10000 images, it is the largest dataset and covers a large variety of contents. HKU-IS contains 4447 images, most images containing two salient objects or multiple objects. ECSSD dataset contains 1000 images. DUT-OMRON contains 5168 images, which was originally designed for image segmentation. This datasets is very challenging since most of the images contain complex scenes; existing saliency detection models have yet to achieve high accuracy on this dataset. MSRA1K including 1000 images, all belongs to the MSRA10K. SOD contains 300 images.
B. Training
We use stochastic gradient descent (SGD) for optimization, and the MSRA10K and HKU-IS are selected for training. For MSRA10K, 8500 images for training, 500 images for validation and the MSRA1K for testing; HKU-IS was divided into approximately 80/5/15 training-validation-testing splits. To prevent overfitting, all of our models use cropping and flipping images randomly as data augmentation. We utilize batch normalization [25] to steep up the convergence of MEnet.
All experiments are performed on a PC with Intel(R) Xeon(R) CPU I7-6900k, 96GB RAM and GTX TITAN X Pascal.We use a 4 convolutional layer block in the upsample and downsample operations. Therefore the depth of our MEnet is 52 layers. The parameter sizes are shown in Figure 2 and Figure 3 . We set the learning rate to 0.1 with weight decay of 10 −8 , a momentum of 0.9 and a mini-batch size of 5. We train for 110,000 iterations. Since salient pixels and non-salient pixels are very imbalanced, network convergence to a good local optimum is challenging. Inspired by object detection methods such as SSD [26] , we adopt hard negative mining to address this problem. This sampling scheme ensures salient and non-salient sample ratio equal to 1, eliminating label bias.
C. Performance Comparison
We compare MEnet with 9 state-of-the-art models for saliency detection: MC [27] , ELD [16] , DCL [18] , DHSNet [7] , DS [28] , UCF [29] , Amulet [8] , SRM [5] , NLDF [6] and 2 traditional metric learning methods: AML [30] and Lu's method [31] .
A visual comparison is shown in Figure 5 along with other state-of-the-art methods. MEnet performs better in these challenging scenes, e.g., when the salient region is similar to background. And F-measure scores and MAE are shown in Table I . It is noted that the better models (e.g., DHSNet, NLDF, Amulet, SRM, UCF and etc.) need pre-trained model, and conditional random field (CRF) method [32] is used as post-processing in DCL. MEnet is trained from scratch, it is still competitive with state-of-the-art models, particularly on some challenging datasets DUT-O and HKU-IS. Our model cost 0.086s to generate each saliency map with GPU.
1) Evaluation on distored images: It's noted that MEnet does not train on distored images is the same as previous works. To show the robustness of MEnet in the distored setting, we work with public datasets corrupted by Additive White Gaussian Noise (AWGN) and jpeg compression (with random strengths), We compare F-measure scores in Table II . We can see that MEnet clearly outperforms other methods. Additionally, we show PR curves of our approach in Figure 6 . Since the saliency maps generated by metric loss prediction tend to be binary, it is harmful to draw PR curves which need continuous salient values. Therefore, we select saliency maps generated by CE prediction to draw PR curves. Through Figure  6 , we observe that the performance of the proposed method is a little better than others on distored datasets. As shown in Figure 8 , with the noise variance goes, the performance of other methods degrade rapidly, while MEnet still achieves robust performance. The reason for the robustness of MEnet owes to the fact that multi-scale features and metric loss are integrated into this structure, where abundant features from either low or high levels are fully utilized and metric loss idea correlates every pixel to the rest pixels for optimization, e.g., similar metric loss idea is shown to be robust in human reidentification [12] that is insensitive to light, deformation and angle which can be regarded as "noise". In real-world scene, images are easy to be impacted by noise and compression. Therefore, we consider that proposed work is beneficial to construct a robust model.
2) Advantages of MEnet: To intuitively illustrate the advantage of MEnet, we select several feature maps visualization for analysis. As the layers of each scale goes deeper, the receptive field of each neuron becomes larger. As shown in Figure 7 , we observe that each convolutional layer contains different semantic information, and going deeper allows the models to MAE (smaller is better) . The top two results are shown in red and blue, respectively. DHSNet is trained on MSRA-B and DUT-O, MSRNet is trained on HKU-IS and MSRA-B, and UCF, Amulet and NLDF are all trained on MSRA-B dataset which contains MSRA1K, therefore, we are not compared our model with this four models on this dataset. capture richer structures. Within the decoding parts, scale2-de, 3-de, 4-de are sensitive to the salient region, while scale1-de has higher response against the background region. Other layers like scale0-de can distinguish the boundary of salient objects.
To show the effectiveness of our proposed multi-scale features extraction and loss function, we use different strategies for semantic saliency detection/segmentation as shown in Table III . The difference between CE-only and CE-plain is that CE-plain does not utilize multi-scale information which will cause performance degradation. We also note that the performance of MEnet is improved after introducing metric loss.
We compare MEnet with two other traditional metric learning methods for saliency segmentation, AML [30] and Lu [31] . The results in Table IV demonstrate the potential superiority of deep metric learning method over traditional metric learning for semantic saliency detection. 
IV. CONCLUSION
In this paper, we present an end-to-end deep metric learning architecture (called MEnet) for salient object segmentation.
To this end, we use multi-scale features extraction to obtain abundant semantic information and combine with deep metric learning for mapping pixels into a "saliency space" where Euclidean distances can be measured. The resulting mapping distinguishes salient image elements (pixels) from background efficiently. Note that, the proposed model is trained from scratch and does not require pre/post-processing. Experiments on benchmark datasets clearly demonstrate the effectiveness of our model, and robustness to distored images. 
