In much of the developing world, the demand for high frequency quality household data for poverty monitoring and program design far outstrips the capacity of the statistics bureau to provide such data. In these environments, all available data sources must be leveraged. Most surveys, however, do not collect the detailed consumption data necessary to construct aggregates and poverty lines to measure poverty directly. This paper benefits from a shared listing exercise for two large-scale national household surveys conducted in Liberia in 2007 to explore alternative methodologies to estimate poverty indirectly.
In much of the developing world, the demand for high frequency quality household data for poverty monitoring and program design far outstrips the capacity of the statistics bureau to provide such data. In these environments, all available data sources must be leveraged. Most surveys, however, do not collect the detailed consumption data necessary to construct aggregates and poverty lines to measure poverty directly. This paper benefits from a shared listing exercise for two large-scale national household surveys conducted in Liberia in 2007 to explore alternative methodologies to estimate poverty indirectly.
The first is an asset-based model that is commonly used in Demographic and Health Surveys. The second is a survey-to-survey imputation that makes use of small area estimation techniques. In addition to a standard base model, separate models are estimated for urban and rural areas and an expanded model that includes climatic variables. Special attention is paid to the inclusion of cell phones, with implications for other assets whose cost and availability may be changing rapidly. The results demonstrate substantial limitations with asset-based indexes, but also leave questions as to the accuracy and stability of imputation models.
Introduction
Liberia remains one of the poorest countries in Africa. It ranks 174 of 187 countries on the United Nation Development Programme's Human Development Index, and in 2007 an estimated 64 percent of the population, or more than one and a half million Liberians, lived below the national poverty line, with 48 percent of the population living in extreme poverty 2 , as defined by the national poverty line in 2007 (30,224 Liberian dollars per year per adult equivalent). There have, however, been dramatic improvements in a number of key indicators of well-being since the end of the brutal civil conflict a decade ago. Sustained economic growth and stability have allowed the country to make notable progress on key Millennium Development Goal (MDG) targets. The proportion of the population living below the poverty line is estimated to have fallen since 2007. The country has also achieved the target for reducing under-nutrition, while surpassing the target for reducing child mortality and making notable progress in reducing maternal mortality. Given progress to date, Liberia will also likely meet the MDG targets for eradicating hunger, promoting gender equality and empowering women and establishing a global partnership for development. As many aspects of household well-being are changing rapidly, it is essential to have frequent and accurate data to assess poverty trends and anchor poverty reduction policies on evidence.
However, despite having a great need for data, Liberia also has limited financial and human capital resources with which to collect it. Funding is limited for all programs, including statistics, and conflict interrupted the education for an entire generation of Liberians, limiting the available pool of statisticians. In this context, all possible sources of data must be leveraged to their maximum usefulness for poverty monitoring. Most household surveys implemented in the country, however, do not collect the detailed consumption information necessary to construct aggregates or poverty lines. Surveys of this nature, such as Living Standards Measurement Studies or Household Income and Expenditure Surveys, are conducted maybe once or twice a decade. They are costly to implement, and because of concerns about seasonality, require 12 months to collect, followed by time to clean and compile data. While these surveys offer a wealth of complex integrated data, they are not sufficiently nimble to generate real-time monitoring information and provide feedback to improve the allocation of resources in the short term.
The last survey which included a consumption module was the Core Welfare Indicator Survey (CWIQ) conducted in 2007. Beyond the large integrated household well-being survey, Liberia Institute of Statistics & Geo-Information Services (LISGIS) collects data through a number of lighter, more specialized instruments. Also in 2007, LISGIS, in partnership with ICF International, conducted a Demographic and Health Survey (DHS). In 2010, a lighter version of the CWIQ survey, excluding the consumption section, was conducted. This paper makes use of the fact that the 2007 and 2010 CWIQ surveys had similar questionnaires outside of the consumption section, and that the 2007 DHS and CWIQ surveys shared a common listing operation (samples were drawn from the same population of households living in a cluster), to explore two alternative methodologies for estimating well-being in the absence of consumption data. The first is an asset-based index, commonly used in the DHS surveys. The second is a survey-to-survey imputation method which uses the relationship between the covariates of poverty in the survey with consumption to predict poverty levels in the survey without consumption. Section 2 of the paper provides a brief review of the relevant literature, section 3 describes the data, section 4 discusses the asset model while section 5 describes the construction and analysis of the survey-to-survey model. Section 6 concludes with some suggestions for future research.
Literature Review
The need for timely poverty estimates for evidence-based policies in the face of the high cost of fielding comprehensive surveys to track income and/or expenditure has led to the development of a variety of approaches for estimating poverty in the absence of consumption expenditure or income data. The two most popular methodologies currently in use are the construction of proxy measure based on observed assets and other household characteristics and survey-to-survey imputation.
The most common approach is to construct an asset index to proxy consumption based on the information available in the data set. This is often the only alternative if a comparable survey including consumption is not available. It is also preferred by some analysts since it is able to take into account dimensions of well-being beyond the simple monetary consumption or income measures. There are a number of different methodologies which can be used to construct the asset index, including factor analysis (see Sahn and Stifel, 2000) and multiple correspondence analysis (see Booyen et al, 2008) , but the most common is principal component analysis, as employed by Filmer and Pritchett (2001) .
Filmer and Pritchett use data from India to estimate the relationship between household wealth and children's school enrollment. As a proxy for wealth they constructed a linear index of asset ownership indicators (which included both assets and housing characteristics) using principal component analysis to derive weights. Filmer and Pritchett argue that the econometric evidence from their work suggests that the asset index, as a proxy of economic status for use in predicting enrollments, is at least as reliable as conventionally measured consumption expenditures, and sometimes more so. Filmer and Scott (2011) , however, find that while asset indices are robust estimators of inequalities in characteristics related to education, health, and labor, there are substantial differences in the poverty rankings of the two measures. Howe et al (2009) conducted a review of the correspondence between wealth indices and consumption measures for 33 surveys in developing countries, and found wealth indices to be a poor proxy. They further found the most favorable results to be in middle-income over low income settings, and urban areas over rural areas. Furthermore, a technical note compiled by the World Bank in 2003 found "living standard indices based on principal components analysis often have a weak relationship with consumption, with correlation coefficients often in the region of 0.2-0.4" (World Bank 2003, p.8) . In light of these findings, analysts have increasingly been seeking alternative methods of estimation.
The survey-to-survey imputation requires that at least one previous comparable survey contains household-level consumption information. The method draws upon the imputation literature (see Brick and Kalton, 1996 for a discussion of various techniques), which utilizes non-missing data in a larger data set to predict the values for missing variables, and from the poverty targeting literature (see Grosh and Baker, 1995) which seeks proxies for poverty status from household characteristics. The survey-to-survey imputation method extends that to using common variables in two data sets, only one of which contains consumption to predict consumption values in the second data set. A common application of this method in poverty analysis is "poverty mapping," which uses consumption and poverty estimates from a household survey imputed into census data to achieve very fine levels of geographic disaggregation. (See Rao, 2003 , for a discussion of the general technique of small area estimation, and Elbers et al., 2002 , specifically related to poverty mapping.) For examples of survey-to-survey imputation for poverty analysis, see Stifel and Christiaensen (2007) , Tarozzi (2007) , Grosse et al (2009), and Douidich et al (2013) .
Data
Between 2007 and 2010, the Government of Liberia, through the Liberia Institute of Statistics and Geo-Information Services (LISGIS), conducted two nationally representative Core Welfare Indicator Surveys (CWIQs) and a Demographic and Health Survey (DHS). Since the surveys were conducted so close in time, the sample design and listing operation were shared between the 2007 CWIQ and 2007 DHS. Both surveys used the 1984 Population Census as the sampling frame to select the enumeration areas (EAs), and then a household listing operation was conducted between March and May 2006. For EAs outside of the capital city of Monrovia, a single listing operation was done, and then the selected households were allocated between the two surveys. In Monrovia, separate EAs were selected and listing operations were independent.
The DHS survey was collected first, between December 2006 and April 2007, and the CWIQ in August and September, 2007. Both surveys used a two-stage stratified sample, with 300 EAs selected (though two were dropped from the DHS due to selection error). The CWIQ survey collected information from 12 households in each EA and the DHS from 25. Both surveys were designed to be representative at the urban/rural level and at the level of the six regions: Greater Monrovia, North Central, North Western, South Central, South Eastern A, and South Eastern B. Data is available for 6,824 households in the DHS final data set and 3,595 households in the final CWIQ data set.
The sample design for the 2010 CWIQ was similar to that of 2007, with a two-stage stratified sample with 500 EAs in which 12 households were selected. The survey had a total sample size of 5,990 households, and the bulk of the data was collected in March and April, 2010. The 2010 CWIQ was designed to be representative at the urban/rural level and at the level of Monrovia and the 15 counties. The main difference between the two surveys was that the 2007 CWIQ contained an extended consumption and income module that was not included in the 2010 survey.
Asset Model
Since the DHS surveys do not collect consumption information to construct a poverty aggregate, an asset-based methodology is employed to proxy poverty quintiles. The methodology uses factor analysis with the following variables: housing characteristics (water supply, toilet, type of floor, walls and roof), cooking fuel, asset ownership (generator, table, chairs, cupboard, mattress, sewing machine, computer, boat/canoe, radio, television, refrigerator, bicycle, motorbike, car, cellphone, and watch), having a bank account, and having electricity. We constructed a similar aggregate to the DHS using the CWIQ data.
3 Since the 2007 DHS and 2007 CWIQ were conducted so close in time period and shared a listing operation, we would expect the results from the two to be comparable, and indeed there was no statistically significant difference between the two measures at the national level. At the sub-national level, however, some differences were found. The DHS asset score showed consistently higher results in urban areas over the CWIQ scores, but no difference in rural areas. There were also weakly significant differences within some of the strata. Monrovia, South Central, and South Eastern B are higher in the DHS, but largest differences are in South Eastern A, which is higher in the CWIQ. While there is a relationship between the degree of urbanization and the differences observed -Monrovia is obviously higher in the DHS as it is 100 percent urban -this does not completely explain the discrepancies. Table 1 in the appendix shows the mean for the asset-based index by survey and strata. For example, South Eastern A, South Eastern B, and North Central have roughly equal proportions of urban population, but the CWIQ estimates are higher in South Eastern A, lower in South Eastern B, and there is no difference in North Central. There is also substantial variation in the ranking of the regions based on data sets. The DHS data classifies South Eastern A as the poorest region while the CWIQ data ranks it as the second wealthiest after Monrovia.
It is not immediately clear what is driving the differences between the two surveys as the design of the index is identical and the respondents selected from the same enumeration areas. Seasonal differences may be a factor as the DHS was collected first and over a longer period, though this is somewhat unlikely due to the static nature of most of the included variables. It could also be a data quality effect. For example, one or more of the teams or enumerators could have been more diligent in collecting data on assets, leading to higher estimations.
By using the data from the 2007 CWIQ, we are able to compare the rankings of the households using the asset index and the consumption data. We find that there is a positive and significant correlation of 0.319 between the two measures, which is consistent with previous findings (see World Bank 2003, 8) . The predictive power, however, is weak as the asset index explains only 10.8 percent of the variation of per capita expenditure. The predictive power is also weaker in rural areas than in urban. In rural areas the model explains only 4.4 percent of the variation compared to 24.5 percent in urban areas. This result though is driven largely by Monrovia. In Monrovia the asset index explains 26.2 percent of the variation, compared with only 8.2 percent in urban areas outside Monrovia. Figure 1 below shows a series of scatterplot graphs of the log per capita expenditure and the constructed asset index at national and sub-national levels. The asset index used in the DHS generally does not assign a strict ranking nor designate a poverty line as is commonly done with consumption aggregates. Instead, quintiles are constructed. Tables  2a through 2c in the appendix show the frequency of observations for population quintiles constructed using the asset index and the consumption aggregate. The findings corresponded to the results of the scatterplots above. The Pearson chi-square relationship between the rows (consumption quintile) and columns (asset quintiles) is positive and significant. The Cramér's V statistics however are low, indicating the explanatory powers are low. The Cramér's V statistic was similarly higher also for urban areas than rural areas.
In addition, the findings from the asset indices contradict some standard findings in the literature regarding correlates of poverty. One finding that is fairly common across poverty analyses is that poor households have larger household sizes than rich households. The consumption quintiles show an average household size of 4.2 members for the richest quintile, which increased to 5.4, 5.7, 6.2, and finally 6.3 members in the poorest quintile. The asset index quintiles show the reverse trend. They show an average household size of 5.7 in the richest quintile, decreasing to 5.5, 5.5, 5.4, and finally 5.1 in the poorest quintile 
Survey-to-Survey Imputation

Model Building
Standard Model
Given the discussion above, it would be of interest to be able to generate better proxies for wellbeing in surveys that do not include consumption modules. In the specific case of Liberia, in order to monitor poverty reduction, it was necessary to estimate well-being from the 2010 CWIQ data, which collected many of the same variables as the 2007 survey but without the consumption module. For these purposes, a survey-to-survey imputation model was developed. The standard steps in building such a model are, first, to construct an exhaustive list of overlapping variables from the two surveys. These variables should focus on the correlates of poverty, such as demographic information, household head characteristics, household assets (including characteristics of the physical dwelling), landholdings, assets, and geographic location. Once this list is constructed, a stepwise regression is run on the 2007 CWIQ data which contains consumption, with log per capita household expenditure as the dependent variable. In this case, we used a backwards-selection model in which variables with p>=pr(0.05) were removed from the model. 4 Once the parsimonious model has been developed, these variables are regressed against log household consumption. The β coefficients from this model are then applied to the same variables in 2010 CWIQ to predict poverty levels in that survey. 5 Since the counterfactual distribution is built using the parameter estimates from the original survey, in this case 2007 Liberian dollars, it is not necessary to adjust the existing poverty line for inflation 6 . The same line can be used and standard poverty analysis can follow.
There are some limitations with using this methodology to impute values. The most central assumption is that the parameters used for prediction are relatively stable over time. For example, if the level of education among household heads was to increase substantially between the two surveys, but the returns to education remain stable, the model would capture the drop in poverty associated with the higher overall level of education. If, however, the returns to education were to substantially change, either increasing as the structure of economy changes or decreasing as more 4 It should be noted that there are many valid and well-documented concerns regarding the use of stepwise regression modeling in poverty analysis, see Thompson (1995) for a discussion. The author raises a number of issues with stepwise techniques, but the one most applicable to survey-to-survey imputation is the "tendency towards non-replicable results." This stems from the overly large influence of sampling error in the selection of included variables. If a variable is selected because of a spurious correlation with the variable of interest, this variable may be selected into the model at the expense of other variables with true correlations. In subsequent rounds of data, including the second survey used in the imputation, this relationship would not be correct. While this is a concern for survey-to-survey imputation, it is somewhat mitigated by the relatively small degree of sampling error associated with large household surveys. 5 There are a number of methods that can be used for this imputation process. The World Bank Development
Economics Research Group has developed a free software (PovMap) which can execute these calculations. For the purposes of this paper, we used the multiple imputation package in Stata to perform the estimations. The results for multiple imputations are similar but not identical to those generated by PovMap. Further research into the two methods is ongoing. Our code for "mi impute" is provided in the appendix. 6 Note that the imputation procedure is akin to a quantity index where the X (quantities varies across surveys) but parameters ("prices") are kept unchanged. In this way, the new counterfactual distribution is valued in the original "prices" and so everything is in real terms and there is no need for further price adjustment.
educated graduates enter the market, the model would become less accurate in predicting poverty. In addition, there are areas of concern related to assets, particularly with regard to cell phones (discussed in more detail below). Since the model relies on this stability, the accuracy of the predictions deteriorates as more time elapses from the base year to the imputation year. Fresh data collection including consumption is necessary periodically to recalculate the base model, and modeling therefore can never eliminate the need for new survey data.
If consumption data were available for 2010, we could have performed checks of our analysis similar to what was done in the previous section with regard to the asset index. This type of analysis was performed by Douidich et al (2013) for Morocco and showed that the imputation model was fairly accurate in predicting even large changes in poverty. Since the data was not available for these types of validation exercises, we focused on the explanatory power of the prediction model with the 2007 data before exploring the robustness of these estimates to other specifications.
Using the complete national sample, a stepwise regression was used to reduce the list of variables to the parsimonious model listed in the appendix as "base national." The base national model gives an overall R 2 of 0.339, including an adjustment for the stratified cluster design. This means that just over one-third of the variance in consumption is explained by the variables we have been able to include in our model. Using Stata's nestreg function, we decomposed the variance into component parts. In the base model, dwelling characteristics explain the largest component of the variance at 31.4 percent of the total, followed closely by the demographics and household assets with 27.8 percent and 21.6 percent of the total variance, respectively. The included characteristics of the household head explained most of the remainder, with 12.6 percent, and land ownership, 2.3 percent. An alternative specification including county fixed effects was also used as a robustness check. The overall R 2 increased to 0.363, and of the total variable 7.7 percent was explained by the county variables. The addition of these variables, however, reduced the degrees of freedom of the model and posed between-term collinearity issues when included in more disaggregated models. Facing the choice of excluding the county or other explanatory variables (mainly describing dwelling characteristics), we decided to remove the county variables as they may cause the poverty measures to be overly sticky when predicted over time.
These results partially illustrate the limitations of the asset index methodology. Overall, the explanatory powers of the predictors of poverty available in the survey are limited, and beyond this, the two main components of the asset index methodology, dwelling characteristics and household assets, together account for only half of the explained variation in consumption.
Urban / Rural Models
One possible explanation for the relatively poor performance was the substantial difference between urban and rural areas. To increase the flexibility, we estimated a new set of models separately for urban and rural areas. We began with the same universe of possible variables and reran the stepwise regressions with the individual sub-samples. Using these results, we predicted poverty within urban and rural areas, and then appended the results to estimate national poverty levels.
Separately estimating the model substantially increased the explanatory power in urban areas, but it was slightly lower in rural areas. The R 2 for urban areas was 0.492 and was 0.280 for rural areas, compared with 0.339 in the overall model. As nearly 40 percent of the population is classified as living in urban areas, including just over one-quarter of the total population in Monrovia itself, the greater precision in urban areas benefits the overall explanatory power.
The relative importance of the variance components also varied between urban and rural areas. In urban areas, the most important component of the variance was dwelling characteristics, which explained 34.7 percent of the total, followed by the asset ownership, which explained 23.6 percent.
As these two components form the majority of the DHS model, this demonstrates the higher correlation between the two methodologies in urban areas. Of the other components, demographics explained an addition 19.6 percent, the characteristics of the household head 15.1 percent in urban areas, land ownership and land size 7.1 percent. In contrast, in rural areas the two most important components were the dwelling characteristics and the household demographics, which explained 41.7 and 34.2 percent of the variance, respectively. Household asset ownership explained 18.8 percent, household head characteristics 2.7 percent, and land ownership 2.5 percent. Figure 2 shows the relative importance of the variance components nationally, and in the urban and rural sub-samples. giving the lower estimation. In seven of 16 counties, the estimations are lower with the national model, but the magnitude of the difference is again small. The largest difference was three percentage points in Gbarpolu County, representing less than five percent of the total headcount for that county, and this difference was not statistically significant. 
Cellphones
As mentioned in section 5.1.1, a central assumption of the survey-to-survey imputation methodology is the stability of relationship between the included covariates of poverty and poverty status over time. It has, however, recently emerged in the practice of survey-to-survey imputation that certain types of assets introduce substantial instability in the estimates of poverty over time, in particular cell phones and mass produced electronics. When cell phones first arrived in Africa, the handsets were expensive and the geographic coverage limited to a few major cities. Only the top echelon of urban residents would have owned cell phones and therefore ownership would have predicted high levels of household consumption. As the price of the handsets fell and more people could afford cell phones, the relationship between cell phone ownership and poverty would have changed. Ownership would no longer be exclusively limited to the wealthy, and it would be associated with a lower level of consumption (so that the estimate may be biased towards zero, meaning no relationship). By definition, survey-to-survey imputation must hold the relationship unchanged from the base year. Therefore from a base reference year, predictions including cell phones would likely overestimate predicted consumption in later years as the β coefficients may be . Similarly, the opposite would be true for estimates going backwards from a base year. The extent of the bias introduced in the estimates would depend on the degree of change in the coefficients. Since we only have one year with consumption data, there is no further information available as to the stability of the coefficient.
The change in cell phone ownership is large between the two rounds of data collection. In 2007, 30.5 percent of households indicated that at least one member owned a cell phone. By 2010, this figure had risen to 56.6 percent. Outside of Monrovia, the change was even more dramatic. In 2007, 18.4 percent of households had a cell phone. By 2010, it was almost half at 46.6 percent. The inclusion of cellphones as an eligible variable in the model has a substantial effect on the predicted poverty outcomes. The poverty estimates for 2010 including cell phones in the model show a decrease in the headcount poverty number from 64.0 percent in 2007 to 54.7 percent in 2010 using the split urban/rural model. Excluding cell phones from the model, the decrease is approximately one-third smaller, declining to 58.3 percent. In rural areas, due to the large change in ownership, the differences were even greater. Including cell phones in the model showed a decline from 68.2 percent to 55.7 percent, while their exclusion limits that decline to 60.5 percent. Comparing the difference by county, the inclusion of cell phones gives consistently lower results, differences which are in some cases significant. For the reasons listed above cell phones were excluded from eligible variables, though further research is necessary to fully understand these dynamics. 
Rainfall
Since the explanatory power of the imputation model in rural areas was troublingly low, we expanded the analysis to incorporate auxiliary data on agro-climatic conditions. The RFE Rainfall and the eMODIS Normalized Difference Vegetation Index (NDVI) data are collected by the United States Geological Survey and are available through the FEWS NET Africa Data Portal. The RFE rainfall measure publishes county-level statistics for rainfall in 10-day periods since 1995. It should be noted that these are not specific to the household but rather county-level averages. GIS information for individual households is not available. From this measure, we construct three variables: total rainfall in the previous month prior to the survey (as measured in completed 10-day periods), total rainfall in the previous three months, and total rainfall in the previous 12 months. The NDVI is a measure of "greenness" estimated every five days based on satellite remote sensing observations and is available since 2001. From this variable, we construct the current NDVI at the time of the survey, the average NDVI in the three months prior to the survey, and the average NDVI in the 12 months prior to the survey.
Though there is a high correlation between the rainfall and NDVI measures, we include both because rainfall alone interacts with rural well-being in a number of different ways. First there is the obvious link between rainfall and crop production and potential profits from sales, the basis for the rural economy. Since there is a lag between rainfall and crop growth, we included the three-month variable. Also, since there is an even longer lag between rainfall and harvest, we also included the 12-month variable. But since rainfall can also deteriorate roads and infrastructure, making it harder to access markets and services, it can also have a negative effect on well-being. These negative effects can be immediate, in terms of flooding, or cumulative, in the case of deterioration of infrastructure. Since rain can therefore be associated with a positive or negative effect, we include all three measures with no priors on the expected direction of the effects.
To further try to separate the infrastructure impacts of rain from the agriculture effects, we also include the three measures of NDVI. Higher NDVI measures are indicative of greener ground cover, and generally higher likelihoods of better harvests. It is also sensitive to flooding as too much water would also destroy ground cover. We also initially included the square values of rainfall and NDVI variables, though removed them from the final analysis as they did not add further information.
We re-run the models to see if adding the six rainfall and six NDVI measures change the results or increase the explanatory power of the model. The variables are incorporated into the list of eligible variables and the stepwise analysis is repeated for the expanded list. In the national model, the three-month measure of NDVI, the 12-month measure of NDVI, and the 12-month measure of rainfall are retained. The overall R 2 increased from 0.339 to 0.350, and additional variable explained 4.1 percent of the total variation. The other shares remained nearly unchanged. In the urban model, the three-month measure of NDVI, the three-month rainfall, and the 12-month rainfall variables are retained. Here the R 2 increased from 0.492 to 0.502, and the additional variables explained 5.9 percent of the total variation. Again the relative contributions from the other shares remained nearly constant. Finally, in the rural areas, the current NDVI, the three-month NDVI, the 12-month NDVI, the three month rainfall, and the 12-month rainfall are retained in the model. The overall explanatory power increased from 0.280 to 0.302. This additional variable explains 9.3 percent of the total variation in the expanded model and the remaining shares are again almost unchanged.
When we attempted to incorporate the rainfall and NDVI data into the 2010 imputation model, the addition was rejected by the multiple imputation package in Stata. In order to include variables in the imputation process, Stata performs a series of tests to ensure that there are no substantial systematic differences between the covariates of the missing and non-missing variables. Permitting some variation is necessary for survey-to-survey imputation to work. For example, in a simple onevariable model with per capita household consumption and years of education of the household head, if variation in the mean were not allowed, poverty could never decrease. The higher mean of education in the second data set (in which the consumption variables are to be imputed) leads to higher mean consumption in the imputed values. Stata will therefore cause the imputation to fail only if the difference in the mean and distribution of the covariate are extreme between the missing and non-missing values. Figure 4 shows box plot results from two continuous variables, household size and 12-month rainfall, found to be significant predictors in the backward selection model. Though there is a statistically significant decrease in household size between the two years, the mean and distribution remain comparable and Stata does not reject the model. In contrast, both the mean and distribution of the 12-month rainfall are vastly different in the two years. Since this would introduce a high degree of instability into the imputations, Stata blocks the execution of the command. 
In-Sample Comparisons
Since a comparison data set is not available to test the accuracy of the predictions, the best verification methodology available is an in-sample comparison. To perform this check, a random sub-sample is selected from the overall 2007 data set. Then, using the same model and coefficients as were used to do the previous imputation forward into the 2010 data, the sub-sample data are used to impute the remaining values in the full 2007 data set. We varied the size of the sub-sample from five to 50 percent, testing in five percentage point increments, with the procedure being repeated 100 times for each sub-sample. Figures 6a and 6b show the results for the national model including and excluding cell phones as eligible variables. The shaded area around the imputed estimate represents the imputation component of the total error. For both models, the imputation estimate is well within the confidence interval of the survey estimate, which has a mean of 64.0 percent and with a lower bound of 60.9 percent and an upper bound of 67.1 percent. The estimates including cell phones range from 62.5 and 64.2 percent, and for the model excluding cell phones, the range is between 63.0 and 64.4 percent. Neither model displays substantial bias, indicating that the coefficients of the other variables in the model adjust and compensate for the exclusion of cell phones. Caution should be used, however, before assuming that the in-sample test validates the imputation to different points in time. Recent research from Nguyen and Van der Weide (2014) using evidence from Peru and Malawi shows that while in-sample checks are generally unbiased even for very small sub-samples, bias develops quickly for imputation between years, even when the sub-samples are relatively large. 
Overall Poverty Outcomes
Overall, the imputed estimates, using separate models for urban and rural areas predict a 14.5 percent decline in national poverty, from 64.0 percent to 54.7 percent when cell phones are included in the models, but only an 8.9 percent decline, to a headcount of 58.3 percent, when cell phones are excluded. In addition, the estimates at the level of the counties are more vulnerable to the choice of method than the national model. Table 3 in the appendix shows the predicted values across the four combinations. It is difficult, however, to attribute the large predicted changes in poverty at the county level to actual changes. The lower levels of disaggregation is likely to contain a large component of sampling error in addition to the imputation error as the 2007 data set was not designed to be representative at the county level. 
Conclusion
As the demand for high frequency quality household data for program design and poverty reduction monitoring will continue to outpace the production, alternative methodologies will continue to grow in importance. This paper examines two common methods used in filling consumption data gaps when estimating poverty: asset-index construction and survey-to-survey imputation. Asset-index construction has the main benefit of being straight forward to construct and not relying on any additional sources of data. As our analysis shows, however, the correlation with household per capita consumption, while positive and significant, is not very high. Alternatively survey-to-survey imputation has the advantage of being based in empirical relationships between consumption and poverty correlates, but this too has its drawbacks. First, it requires at least one comparable survey that includes consumption. Second, the prediction of the outcome of interest (in this case poverty) could be very sensitive to model specification (e.g. inclusion or exclusion of cell phones). Finally, imputation relies on the assumption of the stability of the relationship between covariates and poverty over time, which can be a strong assumption in rapidly evolving economies where alternative estimation methodologies are the most useful.
In the case of Liberia, survey-to-survey imputation explained a relatively low percentage of the variation, particularly in rural areas. Efforts to improve the rural model by incorporating climate information were unsuccessful in this analysis because they did not substantially add to the explanatory power of the model and additionally varied too much between years for stable imputation. It is clear further research is needed on this issue. Potential areas of future exploration could be comparisons of the stability of the relationship between covariates and poverty over time using multiple cross-sectional waves that include consumption data, improvements to the model using more specific geodata tied to the household/plot location, such as more granular rainfall and NDVI measures, soil quality, slope elevation, and so forth, and finally the incorporation of agriculture specific information to rural-only models, such as crop diversity, input use, and commercialization. Poorest  165  69  40  14  8  296  Poorer  80  80  56  29  10  255  Middle  80  63  46  43  25  257  Rich  44  53  60  66  46  269  Richest  24  57  55  63  115  314  Total  393  322  257  215  204  1,391 Pearson chi2(16) = 363.1373 Pr = 0.000 Cramér's V = 0.2555 RURURB HHSIZE HHSIZE2 HHSIZE3 femratio dep0014 HHAGEY HHEVERATTD _IHHEDLEVa5 LANDSIZE LANDSIZE2 LANDSIZE3 _IWALLS_2 _IGARBDISP_9 _IFLOORa4 _IWATER_5 _IFUELLIGH_9 _IFLOORa2 _IWATER_6 _IGARBDISP_3 _IWATER_8 _IFUELCOOKa9 _IFUELCOOKa2 _IFUELCOOKa3 _IWATER_4 _ITOILET_9 CAR MCYCLE VCRDVD CPHONE RADIO deka_12month deka_3month ndvi_3month
Base National (with county & GIS) RURURB HHSIZE HHSIZE2 HHSIZE3 dep0014 femratio HHAGEY HHEVERATTD LANDSIZE LANDSIZE2 LANDSIZE3 _IWATER_6 _IFUELCOOKa2 _ITOILET_9 _IWATER_5 _IWATER_9 _IFUELCOOKa3 _IFUELCOOKa9 _IHHEDLEVa5 _IFUELLIGH_3 _IFUELLIGH_9 _IWALLS_2 _IWATER_8 _IFLOORa2 _IFLOORa4 _IWATER_4 VCRDVD CPHONE RADIO MCYCLE CAR _IPROVINCE_19 _IPROVINCE_8 _IPROVINCE_16 _IPROVINCE_5 _IPROVINCE_21 _IPROVINCE_20 _IPROVINCE_9 _IPROVINCE_3 _IPROVINCE_17 _IPROVINCE_12 _IPROVINCE_15 ndvi_3month ndvi_12month deka_12month
Rural (with GIS) HHSIZE HHSIZE2 HHSIZE3 HH1564 femratio HHAGEY _IHHEDLEVa2 LANDSIZE LANDSIZE2 LANDSIZE3 _IFUELLIGH_3 _IWATER_2 _IWATER_9 _IFUELLIGH_2 _ITOILET_9 _IFLOORa4 _IFUELCOOKa2 _IWATER_3 _IWALLS_5 _IWALLS_4 COMPUTER CPHONE MCYCLE RADIO TV ndvi_curr deka_12month ndvi_3month deka_3month ndvi_12month
Urban (with GIS) HHSIZE HHSIZE2 HHSIZE3 dep0014 femratio HHEVERATTD _IHHMARST_5 LAND LANDSIZE LANDSIZE2 LANDSIZE3 _IFUELCOOKa3 _IGARBDISP_3 _IROOF_9 _IWATER_9 _IWATER_8 _IWALLS_2 _IFUELCOOKa9 _IWATER_4 _IFLOORa4 _IFLOORa2 _IWATER_5 BOAT MCYCLE RADIO CAR VCRDVD CPHONE deka_3month deka_12month ndvi_3month ndvi_curr
