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1Abstract
Questo lavoro tratta di come e` stato progettato e implementato un gateway
per l’Internet delle cose partendo dallo studio delle caratteristiche di funzion-
amento di un Reverse Proxy CoAP, fino ad arrivare alla presentazione della
soluzione proposta costituita da ambiente virtualizzato in cui una collezione
di proxy comunica tra di loro.
Gli obbiettivi che sono stati perseguiti mirano a fornire politiche relative alla
qualita` del servizio cos`ı da dare la possibilita`, tramite un opportuna con-
figurazione del gateway, di di↵erenziare le tipologie di tra co e assegnare a
ognuna di essa una diversa priorita`.
Sono stati introdotti anche meccanismi per regolamentare l’accesso alle risorse
distribuite nella rete di sensori in modo da ottenere una riduzione dei tempi
medi di attesa e massimi necessari a ricevere una risposta, oltre a un decre-
mento della quantita` di tra co trasmessa.
Infine, sfruttando le peculiarita` dell’architettura realizzata e` stata imple-
mentata un nuova funzionalita`, che estende il meccanismo o↵erto da CoAP
per ricevere notifiche sullo stato di specifiche risorse, l’Observe Periodico.
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Chapter 1
Introduzione
L’Internet delle cose (o Internet of Things) e` un modo per riferirsi a quella
che, probabilmente, sara` la grande evoluzione di Internet dei prossimi anni.
Un numero sempre piu` grande di dispositivi distribuiti e in diretto contatto
con il mondo fisico che li circonda saranno connessi tra loro tramite il pro-
tocollo IP creando una miriade di nuovi possibili contesti applicativi come
le smart grid per la gestione della rete elettrica, le smart city, la domotica,
l’automazione industriale solo per fare alcuni esempi.
Si prevede infatti che in futuro il numero di questi dispositivi embedded,
detti smart object, raggiunga le migliaia di miliardi, diventando la princi-
pale tipologia di nodi connessi a Internet superando ampiamente il miliardo
di utenti che oggi, tramite laptop e PC lo utilizza regolarmente e che e`
costruisce quello che e` chiamato fringe Internet.
1
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Figure 1.1: Prospettive di sviluppo secondo l’Internet delle cose
Le cose, ovvero gli smart object, saranno gli attori principali della rete, nella
quale non solo risponderanno alle richieste indirizzategli, ma che sfrutter-
anno per pubblicare autonomamente le informazioni raccolte cos`ı che queste
possano essere utilizzate, sia dagli uomini che da altre macchine, per creare
nuovi servizi.
Questi dispositivi embedded gia` adesso stanno iniziando a di↵ondersi in
maniera sempre piu` consistente mettendo in evidenza tutti i vincoli tecno-
logici che si portano dietro come la loro limitata capacita` di calcolo e di
memoria, la necessita` di risparmiare le batterie e il dover utilizzare per le
loro comunicazioni dei segnali wireless a corto raggio, bassa potenza trasmis-
siva e con un alto tasso di perdita per pacchetto.
Una serie di problematiche questa su cui, conseguentemente, e` molto attiva
la comunita` scientifica che, nel tentativo di trovare le opportune soluzioni,sta
svilippando nuove molteplici tecnologie tra le quali alcune particolarmente
interessanti come: lo standard IEEE 802.15.4 e i protocolli IETF 6LoW-
PAN, RPL e CoAP.
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Figure 1.2: Confronto tra lo stack dei protocolli che si stanno maggiormente
di↵ondendo nell’Internet delle cose e quelli dell’Internet classico
Con l’avvento dell’Internet delle cose si sono venuti a creare due mondi:
quello dell’Internet classico, come lo conosciamo oggi, costituito da servers,
routers e hosts caratterizzati da elevate capacita` e quello delle reti di sen-
sori; due mondi che, come visto precedentemente dovranno pero` essere in
stretto contatto l’uno con l’altro in modo da permettere alle informazioni di
essere accessibili a chiunque e in qualunque momento; cio` viene fatto grazie
all’utilizzo di gateway (o router di bordo) che trovandosi a cavallo tra i due
si occupano di instradare il tra co in ingresso e in uscita da essi.
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Figure 1.3: Architettura dell’Internet delle cose
I gateway sono dispositivi che potendo sfruttare una connessione a Internet
a dabile forniscono un punto d’accesso tramite il quale raggiungere la rete
di sensori e non avendo i vincoli tipici di devices embedded cercano di o↵rire
una soluzione per alcuni dei loro comportamenti.
Tra le altre cose si occupano di pubblicizzare all’interno di Internet i servizi
o↵erti dai server della rete, di ricevere per conto dei server stessi le richieste
fatte dai client per poterle gestire nella maniera piu` opportuna anche in se-
guito a politiche di risparmio energetico che, come nel caso dei duty cycle,
prevedano momenti di non raggiungibilita`.
Questo lavoro di tesi tratta della progettazione e dello sviluppo di un gate-
way per le reti di sensori che oltre a quanto appena visto riesce sfrutta le
tecnologie di virtualizzazione per fornire verso il mondo Internet piu` punti di
accesso per raggiungere la rete e monitora tutto il tra co che tramite questi
viene indirizzato verso i sensori al fine implementare politiche di qualita` del
servizio e ottimizzazione dello sfruttamento delle risorse.
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Il lavoro e` organizzato nel seguente modo: il Capitolo 2 presenta una panoram-
ica sullo stato dell’arte delle tecnologie di virtualizzazione, mettendo in ev-
idenza i pro e i contro dei diversi tipi di soluzioni proposte; il capitolo 3
fornisce una panoramica sul protocollo applicativo CoAP, un’alternativa al
protocollo HTTP appositamente realizzata per venire in contro alle esigenze
dei dispositivi che costituiscono le reti di sensori, con cui verra` realizzato il
gateway.
Nel capitolo 4 viene descritta la soluzione proposta partendo da un anal-
isi del modello di partenza per evidenziarne le criticita` e mostrando come
queste sono state a↵rontate consentendoci di realizzare un gateway in grado
di supportare politiche relative alle qualita` del servizio.
Il capitolo 5 presenta i risultati raccolti sperimentalmente attraverso cam-
pagne di test eseguiti su un sistema reale, mentre nel capitolo 6 vengono
esposte le conclusioni e possibili lavori futuri.
Chapter 2
Tecnologie per la
virtualizzazione
2.1 Studio delle principali tecnologie
”Virtualization is a technology that combines or divides computing resources
to present one or many operating environments using methodologies like
hardware and software partitioning or aggregation, partial or complete ma-
chine simulation, emulation, time-sharing, and many others”. [1]
La virtualizzazione non e` una nuova tecnologia. Il concetto di macchina
virtuale (Virtual Machine o VM ) e stato introdotto negli anni sessanta e
sviluppato dalla IBM per fornire a piu` utenti un accesso concorrente e in-
terattivo ai costosissimi computer mainframe in modo tale da o↵rire a tutti
la percezione di operare direttamente sulla macchina fisica e aumentare la
produttivita`.
Abbandonata negli anni settanta e ottanta in seguito alla riduzione dei costi
dell’hardware, l’idea della virtualizzazione e` tornata in auge negli anni no-
vanta con la finalita`, stavolta, di o↵rire un meccanismo in grado di per-
mettere alle applicazioni progettate per determinate architetture e sistemi
operativi di poter funzionare anche su macchine con caratteristiche diverse.
Al giorno d’oggi invece la virtualizzazione e` utilizzata soprattutto in ambi-
enti server per poter avere in esecuzione sulla stessa macchina piu` istanze
dell’intero sistema all’interno di macchine virtuali dedicate ottenendo, tra
6
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l’altro, un elevato livello di isolamento e di protezione;
inoltre consente di far migrare dinamicamente le macchine virtuali da un
host all’altra, permettendo al sistema di adattarsi al carico della rete.
Parlando di virtualizzazione implicitamente facciamo riferimento al livello di
virtualizzazione, ovvero a una infrastruttura in grado di utilizzare le risorse
fornite dai sotto livelli per creare una o piu` macchine virtuali tra loro in-
dipendenti e isolate. Spesso questo livello e` anche chiamato Virtual Machine
Monitor (VMM) o Hypervisor. Sfortunatamente pero` le macchine fisiche,
come vedremo, non sono state progettate con lo scopo di dover supportare
il livello di virtualizzazione e la sua realizzazione risulta notevolmente com-
plessa.
Un esempio di questo fatto si ha con la virtualizzazione del processore; un
modo per realizzarla infatti e` quello di sfruttare delle particolare interruzioni
(trap) che che questo genera quando un software non privilegiato tenta di
eseguire istruzioni privilegiate come le operazioni di I/O o le istruzioni che
vanno a manipolare lo stato dei registri, dei flag, etc... cos`ı da avvisare il
kernel del sistema operativo di quanto sta succedendo in modo che possa
incaricarsi esso stesso di portare a termine l’operazione.
L’idea e` quindi quella di realizzare un gestore software che intercetti tutte le
interruzioni generate dalle istruzioni privilegiate chiamate all’interno delle
macchine virtuali cos`ı da poter tenere traccia per ognuna dello stato del
processore fisico e delle modifiche dea loro apportate ottenendo una sua
”virtualizzazione”.
Questo meccanismo pero` e` strettamente legato al comportamento del pro-
cessore, che pero` non essendo stato realizzato per supportare la virtualiz-
zazione puo` non comportarsi sempre come previsto, tanto che le architetture
piu` di↵use per i microprocessori, le x86, sono addirittura dette ”non virtu-
alizzabili”1 in quanto caratterizzate da alcune istruzioni privilegiate che, se
eseguite senza gli opportuni privilegi, invece di far scattare le attese trap, si
limitano a fallire silenziosamente.
Concettualmente un macchina virtuale rappresenta un ambiente operativo
caratterizzato da un proprio file system, configurazioni di sistema, processi
1Questo non significa che non vi sia modo di virtualizzare queste architetture, sara`
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demoni, system call, etc ... in cui mandare in esecuzione le applicazioni.
Questo puo` essere realizzato in vari modi e a vari livelli di astrazione privile-
giando determinati aspetti piuttosto che altri, per cui e` interessante fare una
suddivisione delle principali tecnologie proprio prendendo in considerazione
il livello su cui si va a operare.
Partendo dalle soluzione piu` a basso livello, piu` vicine all’hardware delle
macchina, abbiamo:
• la virtualizzazione a livello di linguaggio macchina, ISA (In-
struction Set Architecture): in cui via software si e↵ettua una
traduzione delle istruzioni dal linguaggio macchina proprio dell’architettura
per la quale era stata realizzata una certa applicazione in quello della
macchina fisica2.
• la virtualizzazione a livello hardware, HAL (Hardware Ab-
straction Layer): che prevede la creazione di un livello intermedio, il
Virtual Machine Monitor, situato direttamente sopra l’hardware della
macchina fisica e a cui tutte le macchine virtuali devono far riferimento
per eseguire le operazioni;
• la virtualizzazione a livello di sistema operativo: nella quale si
vanno a creare ambienti operativi per le macchine virtuali direttamente
all’interno del sistema operativo della macchina ospitante;
• la virtualizzazione a livello di applicazione : in cui una appli-
cazione viene mandata in esecuzione all’interno di una particolare
macchina virtuale, situata anch’essa all’intero del sistema operativo
e trattata come una normale applicazione, che si occupa di tradurla
dal linguaggio standard in cui e` scritta in quello della macchina ospite;
• la virtualizzazione a livello API (Application Programming
Interface) o delle librerie : in cui si da la possibilita` ad applicazioni
scritte per un particolare sistema operativo di essere eseguite su un
altro tramite la ridefinizione delle librerie software in modo da creare
un’interfaccia che collega i due ambienti.
2Questo tipo di virtualizzazione e` noto anche come ”emulazione”
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2.2 Virtualizzazione a livello di linguaggio macchina
(ISA Level)
La virtualizzazione a questo livello, anche detta emulazione, consiste nell’e↵ettuare,
tramite un interprete software, una traduzione istruzione per istruzione nel
linguaggio macchina proprio dell’architettura ospitante di un programma
scritto per un’altra, cos`ı da poterlo eseguire.
Questa soluzione permette di emulare un intero calcolatore ottenendone un
modello identico in grado di poter ricreare tutto quello che puo` essere fatto
sull’originale, dalle istruzioni piu` classiche del processore (add, sub, jmp,
etc), a quelle specifiche per le operazioni di I/O, fino a ricreare interi pro-
cessi come quello di accensione e riavvio.
Virtualizzare a questo livello permette quindi di ottenere come vantaggi
quello di avere un sistema robusto, semplice da implementare e in grado di
adattarsi facilmente a vari tipi di architetture in quanto richiede solo che
siano disponibili sulla piattaforma ospitante i meccanismi necessari a real-
izzare tutte le operazioni previste della piattaforma da simulare.
Di contro pero` abbiamo che le prestazioni fornite risultano inevitabilmente
compromesse dal dover e↵ettuare traduzioni via software per ogni istruzione
da eseguire.
2.2.1 Bochs
Un esempio e` Bochs [2], un emulatore scritto in C++, open-source, real-
izzato per per simulare tutte le architetture x86 piu` di↵use grazie alla sua
capacita` di interpretare ogni istruzione da queste prevista, dall’accensione
allo spegnimento.
Include anche il supporto per le periferiche standard, ricreando cos`ı un am-
biente operativo completo tale da far si che i software eseguiti all’interno
di questo abbiano la percezione di trovarsi su una normale macchina fisica.
Questo potenzialmente ci da la possibilita` di eseguire all’interno dell’emulatore
anche un sistema operativo completo, sebbene nella pratica non sia con-
sigliato a causa del degrado delle prestazioni.
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2.2.2 QEMU (Quick EMUlator)
QEMU [3] e` un software, a di↵erenza di Bochs, in grado di supportare
l’emulazione quasi tutte le principali architetture di processori sia x86 che
ARM, PowerPC e Sparc.
Inoltre QEMU riesce a ridurre i tempi necessari all’interpretazione delle
istruzioni utilizzando un cache, ma soprattutto introducendo un meccanismo
di traduzione dinamica che prevede un’analisi del codice sorgente e una
ricompilazione dello stesso per migliorarne le prestazioni d’esecuzione.
Figure 2.1: Architettura di QEMU
2.3 Virtualizzazione a livello di astrazione hard-
ware (HAL)
La virtualizzazione a livello hardware (Hardware Abstraction Level) mira
a ridurre la latenza dovuta all’interpretazione delle istruzioni sfruttando le
similitudini tra le piattaforme guest(ospite) e host(che ospita). Viene fatto
un mappaggio delle risorse virtuali su quelle fisiche cos`ı da poter utilizzare
l’hardware nativo per e↵ettuare direttamente le computazioni necessarie alle
macchine virtuali gestendo in maniera opportuna l’accesso e lo stato delle
componenti critiche.
L’aspetto principale di questa tecnologia e` quello di riuscire a intercettare
l’esecuzione delle istruzioni privilegiate da parte delle macchine virtuali e
passarle ad un apposito sottolivello software in grado di prendersene cura,
di↵erentemente da quanto avviene nel caso dell’emulatore in cui si ha un
CHAPTER 2. TECNOLOGIE PER LA VIRTUALIZZAZIONE 11
legame diretto tra livello virtuale e livello fisico per mezzo della traduzione
delle istruzioni.
Questo sottolivello e` detto Virtual Machine Monitor (VMM) o Hypervisor.
Come risultato si riesce istanziare su una singola macchina fisica varie mac-
chine virtuali, completamente isolate, capaci di mandare in esecuzione al loro
interno sistemi operativi (anche diversi tra di loro) come se fossero diretta-
mente sull’hardware della macchina del quale hanno una visione completa.
Va tenuto presente che pero` la maggior parte delle architetture x86 in com-
mercio sono dette not fully-virtualizable in quanto non generano sempre le
opportune trap in seguito a certe istruzioni, ma piuttosto falliscono senza
alcuna segnalazione. Per questo sono necessarie alcune tecniche al fine di
aggirare il problema, come la scansione del codice e la riscrittura dinamica
delle istruzioni.
Questo fatto e` piuttosto limitante e riconduce questa soluzione implemen-
tativa verso il problema originario per cui e` stata introdotta: la riduzione
dell’overhead ”di interpretazione”; questo e` certamente ridotto rispetto al
caso dell’emulazione, ma non puo` essere trascurato soprattutto in contesti
in cui le risorse a disposizione sono limitate o in cui e` necessario avere un
numero elevato di VMs in esecuzione su un singolo host.
Per far fronte a questa esigenza si e` sviluppata, all’interno di questo livello
di virtualizzazione, una nuova tecnologia conosciuta come paravirtualization
che si contrappone a quella vista precedentemente e detta full virtualiza-
tion, in cui si cercano di ottenere prestazioni migliori e scalabilita` modif-
icando il sistema operativo guest .Le modifiche principalmente consistono
nell’introduzione di:
• virtual instructions, un equivalente delle tradizionali system calls, ma
caratterizzate da istruzioni piu` semplici e complete al fine di ottimiz-
zare le chiamate piu` comuni fatte dai livelli superiori;
• virtual registers per facilitare i trasferimenti di dati tra il monitor e le
VMs;
• interfacce semplificate per i dispositivi di I/O virtuali;
• un nuovo meccanismo per la gestione delle interruzioni.
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(a) Full-virtualization (b) Paravirtualization
Figure 2.2: Confronto tra full-virtualization e paravirtualization
2.3.1 VMWare
VMWare [4] e` un software sviluppato dalla VMWare Inc. per architet-
ture x86 che tramite l’utilizzo di un Virtual Machine Monitor consente
l’esecuzione, tramite ambienti virtuali, di sistemi operativi diversi; appar-
tiene alla classe delle soluzioni di full virtualization.
Il Virtual Machine Monitor puo` essere di due tipi: standalone o hosted. La
soluzione standalone utilizzata nel prodotto VMWare ESX Server, prevede
che il VMM sia in esecuzione direttamente sopra l’hardware della macchina
come se fosse una sorta di OS e come tale si deve comportare relativamente,
ad esempio, al supporto driver per i dispositivi;
la soluzione hosted realizzata in VMWare Workstation, invece prevede che
il VMM sia eseguito come un normale programma all’interno di un sistema
operativo istallato sulla macchina fisica cos`ı da poterne sfruttare vantag-
giosamente funzionalita` come il controllo per gli accessi alla memoria, lo
scheduling dei processi, i driver hardware e i meccanismi per la gestione
delle risorse.
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(a) Workstation (b) ESX Server
Figure 2.3: Architettura VMWare
2.3.2 Denali
Denali [5], sviluppato l’universita` di Washington, e` interessante in quanto
e` stato il primo progetto a presentare una soluzione di paravirtualizzazione,
con la quale riesce a migliorare sensibilmente le prestazioni delle VMs for-
nendo una soluzione scalabile in termini di complessita` al crescere del numero
di macchine virtuali, tanto da riuscire a gestirne fino ad alcune migliaia.
Come tutti gli altri meccanismi che sfruttano la paravirtualizzazione, anche
Denali richiede che i sistemi operativi ospiti siano opportunamente modifi-
cati.
2.3.3 XEN
Xen [6] [7] e` un sistema per la virtualizzazione basata sulla paravirtual-
izzazione; realizzato dall’Universita` di Cambridge riprende i concetti in-
trodotti da Denali, con lo scopo pero` di non essere piu` una soluzione speci-
fica per migliaia di macchine virtuali capaci di eseguire al loro interno solo
singole applicazioni dedicate, ma di divenire una soluzione generale parago-
nabile alle altre soluzioni di full-virtualization, ovvero in grado di ospitare OS
reali che possono gestire migliaia di processi a livello utente, senza perdere
i benefici della scalabilita` e delle migliori prestazioni.
Resta sempre la necessita di apportare alcune modifiche al sistema opera-
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tivo guest e sebbene queste siano state ridotte al minimo, risulta sempre
un compromesso non trascurabile per poter usufruire dei pregi di questa
soluzione.
Figure 2.4: XEN Paravirtualization
2.4 Virtualizzazione a livello di Sistema Operativo
Come visto precedentemente la virtualizzazione a livello hardware ci perme-
tte di creare delle macchine virtuali fortemente isolate sia l’una dall’altra
che nei confronti della macchina fisica e in grado di supportare diversi sis-
temi operativi sfruttando il VMM e il fatto che questo o↵ra una ”copia”
dell’intera architettura hardware.
Proprio questo aspetto pero` comporta dei costi in termini di memoria e uti-
lizzo della CPU che potrebbero essere evitati rinunciando ad alcuni aspetti.
Con la virtualizzazione a livello di sistema operativo si cerca di ridurre questi
costi e per farlo si introducendo il vincolo che sia le macchine virtuali che la
macchina fisica utilizzino lo stesso sistema operativo.
Sacrificando questo grado di liberta` otteniamo la possibilita` di utilizzare gran
parte dei servizi che la macchina host gia` implementa tramite il proprio sis-
tema operativo; quello che si ottiene e` che le macchine virtuali andranno a
condividere sia l’hardware che il sistema operativo con la macchina fisica.
In conseguenza di questa scelta cambia anche il ruolo ricoperto dal livello
di virtualizzazione, infatti non dovra` piu` occuparsi di gestire l’astrazione di
tutto l’hardware della macchina, ma agira` a livello di sistema operativo con
CHAPTER 2. TECNOLOGIE PER LA VIRTUALIZZAZIONE 15
il compito di presentare a ciascuna macchina virtuale un ambienti operativo
indipendente e isolato dagli altri.
L’idea che sta alla base della virtualizzazione a questo livello e` quella di
creare delle repliche dell’ambiente operativo presente sulla macchina reale
tramite copie dell’OS, delle librerie a livello utente, del filesystem, delle appli-
cazioni e dei vari settings per poi, tramite l’utilizzo di tecniche di partizion-
amento e multiplexing, far si che le applicazioni eseguite al loro interno non
notino alcuna di↵erenza rispetto alla configurazione originale.
Figure 2.5: Virtualizzazione a livello di sistema operativo
2.4.1 Jail
Jail [8] e` un software di virtualizzazione fornito dal sistema operativo FreeBSD.
Costruito sulle funzionalita` o↵erte nei sistemi operativi Unix e Unix-like dal
meccanismo chroot(), acronimo per CHange of ROOT, tramite il quale e`
possibile cambiare la directory principale, root, di un set di processi, mira a
creare ambienti operativi separati dal resto del sistema.
Questi processi, e i loro figli, saranno quindi bloccati all’interno di partizioni
del filesystem dette ”jail” nelle quali e` stata fatta una installazione completa
del sistema operativo cos`ı da ottenere delle specie di macchine virtuali.
La soluzione ottenuta se da una parte e` molto semplice e leggera, dall’altra
o↵re un livello di sicurezza molto basso in quanto esistono varie vie per vio-
lare il meccanismo di chroot, l’unico sistema utilizzato per isolare i processi.
CHAPTER 2. TECNOLOGIE PER LA VIRTUALIZZAZIONE 16
Figure 2.6: Architettura Jail
2.4.2 Linux Containers (LXC)
Linux Containers [9] e` meccanismo per la creazione di macchine virtuali
complete e al tempo stesso estremamente ”leggere”. Come Jail, si basa sul
metodo chroot, a cui aggiunge pero` meccanismi per garantire l’isolamento
tra processi e regolamentare l’accesso alle risorse, tanto da essere descritto
come ?chroot on steroids?.
Come tutte le tecnologie a questo livello di virtualizzazione LXC cerca di
sfruttare quanto gia` fornito fornito e cientemente dal OS realizzando un
meccanismo scalabile e portabile, come lo e` chroot, e in grado di supportare
contemporaneamente migliaia di sistemi emulati.
I risultati che ne derivano sono il non dover usare sistemi operativi modifi-
cati, come avveniva nel caso della paravirtualizzazione, per poter ottenere
prestazioni paragonabili a quelle native, risparmiando al tempo stesso risorse.
2.5 Virtualizzazione a livello di linguaggio di pro-
grammazione
L’idea e` quella di creare macchine virtuali al di sopra del sistema operativo,
al livello delle applicazioni tanto che come tali saranno trattate dal sistema
operativo.
Queste si comporteranno pero` esattamente come normali macchine, presen-
tando un proprio specifico set di istruzioni ed eseguendo programmi apposi-
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tamente scritti e compilati.
Il risultato e` quello di ottenere un linguaggio di programmazione portabile
e indipendente dalla piattaforma, in quanto sara` compito della macchina
virtuale adattarsi al software e all’architettura sottostanti, capace di rag-
giungere prestazioni accettabili anche se non a livello di quelle scritte in
linguaggi eseguibili direttamente sull’hardware fisico.
Nel panorama relativo a questo livello di astrazione senza dubbio e` degno di
nota il linguaggio Java e le relative Java Virtual Machine, la tecnologia che
ha maggiormente portato alla di↵usione di questo tipo di virtualizzazione.
2.5.1 Java Virtual Machine (JVM)
La Java Virtual Machine, detta JVM, e` una macchina virtuale implemen-
tata al di sopra del sistema operativo che presenta ed esegue un proprio
linguaggio: il Java bytecodes.
Questo e` un linguaggio binario portabile generato tramite la compilazione di
codice Java che viene eseguito all’interno di un ambiente operativo standard,
paragonabile a quello fornito dal sistema operativo, detto Java Runtime En-
vironment (JRE) e costituito dalla JVM, le API del linguaggio Java e alcune
utilities.
In pratica quando viene mandato lanciato un programma all’interno del JRE
si e↵ettua una emulazione, a tempo di esecuzione, del Java Instruction Set
che viene tradotto nel linguaggio della macchina ospitante cos`ı da poter es-
sere eseguito.
Questa scelta implementativa da un lato ci da la possibilita` di avere la
”portabilita`” del codice compilato che risulta indipendente dalla piattaforma
su cui viene mandato in esecuzione, ma dall’altro rende questo tipo di ap-
plicazioni meno e cienti in termini di consumo delle risorse e di prestazioni
rispetto ad altre analoghe realizzate per girare direttamente sulla macchina
fisica.
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Figure 2.7: Architettura Java Virtual Machine
2.6 Virtualizzazione a livello delle librerie
Nella maggior parte dei sistemi, le applicazioni sono realizzate utilizzando
una serie di APIs, fornite da opportune librerie, che nascondono i dettagli
del sistema operativo rendendo piu` semplice la loro realizzazione.
A questo livello di virtualizzazione non si vuole emulare una macchina fisica
con relativi drivers e un proprio OS, ma ci si limita a implementare le API di
un sistema operativo, ad esempio Windows, su di una macchina sulla quale
ne e` istallato una diverso, ad esempio UNIX, cos`ı che queste possano essere
usati al pari di una normale libreria per e↵ettuare un port tra i due sistemi.
2.6.1 WINE
Wine [10], il cui acronimo ricorsivo significa Wine Is Not An Emulator, e`
un livello di virtualizzazione in grado di mandare in esecuzione programmi
Windows all’interno di sistemi Unix e Linux esportando a questi tutte le
principali API/ABI3 di Windows.
3Application Binary Interface e` l’interfaccia tra il sistema operativo e le proprie appli-
cazioni a livello di linguaggio macchina.
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2.7 Considerazioni e conclusioni sulla virtualizzazione
Come abbiamo visto esistono varie tecnologie capaci di sfruttare una macchina
fisica per creare un livello di astrazione in grado di sostenere l’esecuzione con-
temporanea di piu` macchine virtuali.
Ogni soluzione di↵erisce dalle altre per il livello alla quale e` implementata e
conseguentemente per i risultati forniti in termini di complessita`, prestazioni,
consumo di risorse, flessibilita` e garanzie di isolamento tra VMs.
Tra queste solamente le soluzioni al livello di astrazione hardware (HAL) e
di sistema operativo sono in grado di realizzare macchine virtuali con una
visione diretta, anche se piu` o meno fedele, dell’hardware fisico e quindi
di fornire ambienti operativi completi nei quali e` possibile eseguire tutte le
operazioni sulle gestioni dei devices come se si fosse su una macchina reale.
Le altre soluzioni invece o si limitano ad e↵ettuare operazioni di emulazione
o come nel caso della Java Virtual Machine (livello delle applicazioni) of-
frano una soluzione indissolubilmente legata a uno specifico linguaggio di
programmazione.
A livello HAL abbiamo analizzato poi due tipi di soluzione: quella di full-
virtualization che e` la piu` flessibile in quanto fornendo una copia esatta
dell’hardware della macchina fisica permette l’esecuzione sulle sue VMs di
normali sistemi operativi, ma che al tempo stesso richiede un overhead mag-
giore che per di piu` non scala all’aumentare delle VMs in esecuzione e quella
di paravirtualizzazione, (XEN) in grado di ridurre considerevolmente i prob-
lemi di scalabilita`, ma condizionata dalla necessita` di poter utilizzare solo
sistemi operativi guest opportunamente modificati.
Per quanto riguarda invece la virtualizzazione e↵ettuata a livello di sistema
operativo (LXC) abbiamo un’architettura senza dubbio piu` leggera e sem-
plice da gestire, non dovendo simulare l’hardware fisico della macchina, ma
che introduce la limitazione di dover utilizzare un solo sistema operativo sia
sulla macchina fisica che sulle VMs.
Chapter 3
CoAP: Constrained
Application Protocol
3.1 Cos’e` CoAP
CoAP [11] e` un protocollo di trasferimento a livello web realizzato per poter
essere utilizzato all’interno di una rete a↵etta da un elevato error rate per
pacchetto da dispositivi constrained, ovvero caratterizzati da scarsa memo-
ria, limitata capacita` di calcolo e bassa potenza trasmissiva.
Progettato per poter essere usato specialmente in comunicazioni Machine-
to-Machine (M2M) ottimizza aspetti cruciali per queste come il supporto
per la scoperta dei servizi e delle risorse distribuite nella rete.
CoAP deriva in maniera piuttosto evidente dal protocollo HTTP dal quale
riprende la terminologia e parte delle funzionalita` rivisitandole per rendere
piu` snelli alcuni meccanismi e ridurne l’overhead senza pero` venire meno
all’interoperabilita` tra i due.
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Figure 3.1: Architettura CoAP
3.2 Descrizione del protocollo
CoAP utilizza come protocollo di trasporto l’User Datagram Protocol (UDP)
al posto del piu` costoso Transport Control Protocol (TCP) tipico dell’HTTP
e con esso si realizza un meccanismo di comunicazione asincrono tra gli host
della rete basato sullo scambio di messaggi secondo il modello Request/Re-
sponse.
Un client invia una richiesta a un server, in ascolto su una determinata porta
UDP1 specificando tramite un URI una determina operazione da eseguire
su una delle risorse o↵erte. Il server svolge le operazioni richieste e invia
un messaggio di risposta al client in cui viene comunicato l’esito tramite un
opportuno codice e, se richiesto, lo stato della risorsa in un dato formato.
1 La porta di default e` la numero 5683, anche se non e` ancora stata assegnata u cial-
mente della Internet Assigned Numbers Authority (IANA).
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3.2.1 Formato URI
Lo schema dell’URI CoAP e` il seguente:
CoAP   URI = coap : // < host > [: port]/ < path > [?query] (3.21)
in cui:
• host e` l’hostname o l’indirizzo IP del server,
• port e` la porta UDP associata,
• path e` il nome univoco della risorsa su un’istanza di un server,
• query e` un campo opzionale in cui vengono passati i parametri specifici
delle applicazioni o gli argomenti dei metodi.
3.2.2 I messaggi
Come detto precedentemente questo protocollo applicativo si basa sul pro-
tocollo di trasporto UDP che essendo stateless per definizione non si occupa
di tenere traccia dello stato della connessione, per cui e` necessario gestire
esplicitamente aspetti relativi all’a dabilita` della comunicazione come la
garanzia sulla consegna del messaggio, il recupero da situazione di errore e
il riconoscimento dei duplicati. Per gestire tutto questo sono previsti quattro
tipo di messaggi cos`ı definiti:
• Confirmable (CON)
• Non-Confirmable (NON)
• Acknowledgement (ACK)
• Reset (RST)
Questi posso essere usati sia nei messaggi di Request sia in quelli di tipo Re-
sponse e impongono le regole della comunicazione. In seguito alla ricezione
di un messaggio di tipo CON l’altro peer e` obbligato a rispondere con un
messaggio di ACK. Questo puo` essere vuoto e notificare solamente la corretta
ricezione del messaggio oppure puo` contenere, incapsulata al suo interno, la
risposta alla richiesta (piggybacking).
Al contrario i messaggi di tipo NON, rispecchiando lo stile best-e↵ort dell’UDP,
non richiedono alcuna conferma di corretta ricezione.
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I messaggi RST invece vengono utilizzati per segnalare degli errori o delle
opzioni non riconosciute e dev’essere vuoto.
Figure 3.2: Risposta CoAP in modo Non-Confirmable
L’utilizzo di messaggi di tipo CON legati all’opportuno messaggio ACK di
riscontro da la possibilita` quindi di creare un meccanismo di comunicazione
a dabile. E’ necessario pero` che gli attori coinvolti nella comunicazione
sino dotati di un timer da far partire all’invio di un messaggio CON e che,
se questo dovesse scattare prima della ricezione del messaggio ACK di con-
ferma, il mittente si preoccupi di ripetere l’invio.
Questo meccanismo di ritrasmissioni si puo` ripetere fino al raggiungimento
di un valore di soglia, dopo di che viene interrotto e si considera fallito il
tentativo di instaurare la comunicazione.
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Figure 3.3: CoAP Ritrasmissione
3.2.3 Token e Message ID
Il sistema di ritrasmissioni appena visto richiede che ogni messaggio sia
caratterizzato da un identificativo cos`ı da poter distinguere quelli ”freschi”
da eventuali duplicati.
Questo identificativo viene realizzato dalla combinazione di due componenti
distinte: il token e il message ID.
Il message ID si occupa di accoppiare un messaggio di tipo CON e il suo
ACK (o l’eventuale RST) grazie ad una replica di questo nella risposta.
Il token invece ha il compito di legare tra loro lo scambio di Request e Re-
sponse all’interno di una sessione tra client e server, marcando con il suo
valore tutti i messaggi, senza venir modificato. Questo e` necessario in quanto
un server puo`, come abbiamo visto, rispondere immediatamente a una richi-
esta inserendo la risposta all’interno dell’ACK in modalita` piggyback, ma
puo` anche rispondere in due tempi inviando inizialmente solo un ACK vuoto
per segnalare la corretta ricezione e poi in seguito preoccuparsi di svolgere le
elaborazioni richieste e inviare la risposta vera e propria in una Response2;
questo modo di rispondere viene detto Separate.
Il token inoltre da la possibilita` a un client di avviare piu` sessioni con lo
stesso server, infatti ad ognuna di esse verra assegnato un token diverso cos`ı
2La Response potra` a sua volta essere di tipo CON, se si vuole un riscontro sulla
corretta ricezione, o NON altrimenti.
CHAPTER 3. COAP: CONSTRAINED APPLICATION PROTOCOL 25
da poter distinguere i messaggi ricevuti.
(a) Risposta in Piggy-backed (b) Risposta in Separate
Figure 3.4: Tipologia di risposte a una richiesta Confirmable
3.2.4 Formato del messaggio
I messaggi CoAP solitamente sono incapsulati all’interno di pacchetti UDP,
ma possono essere usati anche in protocolli come il Datagram Transport
Layer Security (DTLS) o il TCP.
Sono caratterizzati da un header della lunghezza fissa di 4 bytes, seguito da
un token a lunghezza variabile (compresa tra gli 0 e gli 8 bytes) e da even-
tuali campi opzionali, se previsti, nel formato Type-Length-Value (TVL)3 E
infine troviamo il payload, se previsto, che va a occupare il resto del data-
gramma.
3 TVL e` una modalita` di codificare informazioni opzionali in un protocollo di comuni-
cazione mediante un codice che identifica il tipo dell’informazione, la lunghezza in bytes
di questa e il valore che assume.
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Figure 3.5: Struttura di un messaggio CoAP
Tra i parametri dell’header troviamo:
• Version: indica il numero di versione di CoAP.
• Type: per discriminare tra messaggi di tipo CON, NON, ACK, RST.
• Token Length (TKL): la lunghezza del token in bytes.
• Code: un intero di 8 bit, di cui i primi tre permettono di associare il
messaggio a una delle classi: richiesta (0), risposta con successo (2) e
risposta con errore da parte di un client (4) o di un server(5), mentre i
rimanenti 5 forniscono informazioni aggiuntive proprie della specifica
classe.
• MessageID : i 16-bits costituenti il message ID.
3.2.5 I metodi
CoAP implementa solo un sottoinsieme dei metodi previsti dal protocollo
HTTP, e questi sono:
• GET: che permette di recuperare una rappresentazione della risorsa
identificata dalla URI specificata nella richiesta. Questo metodo e`
safe4 ed idempotente5
• POST: fa si che il server destinatario processi il valore passato nella
richiesta con metodi propri della risorsa specificata. Solitamente questa
computazione produce una nuova risorsa o aggiorna lo stato di una gia`
4Safe: non altera lo stato della risorsa.
5Idempotente: produce lo stesso output sia che venga invocato una sola volta sia che
ne vengano fatte invocazioni multiple.
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esistente e in seguito questo risponde con un messaggio in cui notifica
l’esito dell’operazione. Per definizione questo metodo non e` ne safe ne
idempotente.
• PUT: aggiornato il valore della risorsa di interesse, se gia` esiste, o
la crea con il valore specificato. Come nel caso del metodo post
viene restituito al client un codice per notificare l’esito dell’operazione;
questo metodo e` quindi non safe, ma e` idempotente.
• DELETE: rimuove la risorsa specificata. Come il metodo put e` quindi
idempotente, ma non safe.
3.3 Observing
Oltre al metodo di comunicazione visto precedentemente basato su Re-
quest/Response, CoAP ne mette a disposizione un altro che o↵re la pos-
sibilita` ai client di instaurare una relazione di observe su una risorsa, ovvero
di registrarsi sul server che la detiene come interessato ad essa, ottenendo
cos`ı delle notifiche asincrone ad ogni variazione del suo stato [12].
In questo modo otteniamo un meccanismo di notifica tale da evitare al
client di dover fare richieste periodiche al server (polling) e che assomiglia al
modello publish/subscribe, ma rispetto a quale e` piu` snello non richiedendo
l’utilizzo di un apposito dispatcher.
Una richiesta di observing viene fatta attraverso una normale GET alla
quale viene aggiunta la specifica opzione Observe verso il server che detiene
la risorse.
Alla ricezione di questa il server puo` decidere se accettare la richiesta o ri-
fiutarla; se l’accetta memorizza il client come interessato alla risorsa e gli
risponde includendo l’opzione Observe alla quale assegnera` un valore posi-
tivo.
Da adesso in poi ogni volta che il valore assunto della risorsa mutera` sara`
il server stesso a preoccuparsi di notificare il client incrementando il valore
dell’opzione Observe in modo da poter essere usato dai clients per e↵ettuare
il riordino delle notifiche interpretandolo come numero di sequenza.
Se invece il server non puo` accettare la richiesta di observing nella risposta
che invia al client non specifichera` nessuna opzione cos`ı da avvertirlo che
non ricevera` ulteriori notifiche in futuro.
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Un client puo` cancellarsi da una relazione di observing inviando un messag-
gio RST in seguito alla ricezione di una notifica a cui non e` piu` interessato
oppure, se la notifica ricevuta e` di tipo CON, non inviando il dovuto l’ACK.
(a) Registrazione (b) Cancellazione
Figure 3.6: Relazioni di Observe
3.4 L’utilizzo dei Proxy
CoAP, come HTTP, prevede l’utilizzo dei proxy, programmi in esecuzione su
calcolatori sparsi nella rete che interfacciandosi tra i client e i server sono in
grado di ricevere i messaggi che questi si scambiano inoltrando le richieste
e le risposte dall’uno all’altro.
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Figure 3.7: Reverse Proxy CoAP
Hanno il compito di intercettare le richieste dei clients e di agire come se
fossero dei veri e proprio server; devono infatti processare la richiesta e se
sono in grado fornire una risposta oppure inviarla verso il server di desti-
nazione.
Il loro utilizzo permette di ridurre sia il numero di messaggi inviati sulla rete
che il carico computazionale richiesto ai server, cosa non trascurabile viste
le loro limitate capacita`.
Fondamentale in questo tipo di ottimizzazione e` ovviamente l’utilizzo di una
cache, che da la possibilita` ai proxy di per poter memorizzare le risposte che
ricevono dai server per poterle riutilizzare in futuro per creare nuove risposte
consistenti con le richieste dei client; questo e` possibile all’interno di un in-
tervallo di validita` associato ad ogni risposta e stabilito dal server stesso
tramite il campo opzionale Max-Age inserito nella risposta stessa tramite
cui si specifica tra quanto tempo questa non sara` piu` valida.
Tramite proxy inoltre e` possibile aggregare le relazioni di observing, infatti
in seguito alla ricezione di piu` richieste da piu` client, il proxy si preoc-
cupera` di e↵ettuare una sola registrazione sul server ricoprendo lui stesso il
ruolo di ”interessato” e replicando opportunamente le notifiche verso i client,
riducendo cos`ı ulteriormente il consumo di risorse sui server.
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CoAP definisce due tipologie di proxy:
• il Forward Proxy, che elabora le richieste inviategli da un client total-
mente cosciente della sua presenza, tanto da aggiungere nella richiesta
un’apposita opzione, il Proxy-Uri in cui viene specificato il suo indi-
rizzo, e
• il Reverse Proxy che invece e` totalmente trasparente al client e che
quindi agisce come una sorta di man-in-the-middle. Questa soluzione
ha il grande vantaggio di non richiedere alcuna riconfigurazione dei
client che inoltrano le loro richieste al proxy come se si trattasse di un
server.
3.5 Meccanismi di Discovery
CoAP definisce anche dei meccanismi di discovery o↵rendo la possibilita` ai
client di scoprire come contattare i server della rete e di recuperare infor-
mazioni sulle risorse da questi ospitate.
Questi meccanismi sono definiti come: Service Discovery e Resource
Discovery. La service discovery permette ai clients di trovare i servers
per poterli contattare e viene implementata o leggendo da file le informazioni
necessarie o inviando dei messaggi Multicast CoAP sulla porta UDP di de-
fault (5683) e attendendo le opportune risposte.
La resource discovery invece permette ai client di recuperare tutte le
informazioni associate alle risorse presenti sui server come le URIs e gli
attributi, permettendo anche alle applicazioni di tipo Machine-to-Machine
di poter funzionare correttamente reperendo dinamicamente le informazioni
necessarie senza essere obbligati a utilizzare interfacce statiche.
Questo servizio si realizza inviando una richiesta di tipo GET al server speci-
ficando tramite URI una particolare risorsa: la /.well-known/core, alla
quale rispondera` popolando il payload della risposta con una rappresen-
tazione delle sue risorse espressa secondo uno specifico formato, il CoRE
Link Format [13]
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Figure 3.8: CoAP Resource Discovery
3.6 CoRE Link Format - Sistemare o togliere
Constreined RESTful Environments (CoRE) Link Format e` una
specifica usata per definire la lista delle risorse contenute su un server e
fornire per ognuna gli attributi necessari al client per individuare le sue
funzionalita`.
Questa specifica e` un riadattamento per ambienti constrained dell’HTTP
Web Linking [?], un formalismo usato per descrivere le risorse del Web
tramite link tipizzati, e i cui attributi principali sono:
• rt (Resource Type): descrive la risorsa tramite una stringa; viene usato
a livello applicazione e non ha la finalita` di essere comprensibile per
gli esseri umani;
• Title: descrive della risorsa attraverso un nome cos`ı che possa essere
comprensibile per un utente umano;
• if (Interface Descriptor): indica un nome o un URI che permette di
ottenere la definizione dell’interfaccia per interagire con la risorsa;
• sz (Maximum Size Estimate): da un indicazione della massima dimen-
sione che puo` assumere la rappresentazione della risorsa;
• ct (Content Type): fornisce un’informazione (numerica) che permette
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di risalire all’Internet Media Type6 della risorsa.
• ob (Observe): se presente, suggerisce che la destinazione implementa
la funzionalita` di Observe per quella data risorsa; questo attributo non
da pero` garanzie che il servizio sia disponibile in quel preciso momento.
1 REQ: GET /.well-known/core
2
3 RES: 2.05 Content
4 </.well-known/core>;ct=40,</hello>;title="Hello world";rt="Text",
5 </test/chunks>;title="Blockwise demo";rt="Data",
6 </test/push>;title="Periodic demo";obs,
7 </sensors/button>;title="Event demo";obs,
8 </test/separate>;title="Separate demo",
9 </actuators/toggle>;title="Red LED";rt="Control"
Listing 3.1: Risposta ad un richiesta di Resource Discovery
6Un identificatore standard usato in Internet per indicare il tipo dei dati contenuti in
un file
Chapter 4
Un gateway virtualizzato per
l’IoT
4.1 Obbiettivi
L’obbiettivo principale di questo lavoro e` stato la realizzazione di un gateway
per una rete di sensori in grado di monitorare il tra co e attuare politiche
relative all’inoltro dei pacchetti per poter ridurre il consumo delle risorse, il
tempo necessario per ottenere una risposta e, soprattutto, per fornire delle
garanzie sulla qualita` del servizio.
Inoltre volevamo che tutto questo fosse realizzato in modo da essere il piu`
generale possibile cos`ı da potersi adattare a un vasto numero di possibili
contesti applicativi senza dover richiedere modifiche ai software e ai proto-
colli coinvolti in modo da integrarsi facilmente con le tecnologie che si stanno
di↵ondendo nel mondo dell’IoT.
4.2 Motivazioni
4.2.1 Descrizione del modello standard
La prima fase del lavoro e` stata lo studio di un sistema tradizionale in cui
un gateway, costituito da un Reverse Proxy CoAP in esecuzione su una
macchina, agisce da tramite per permettere lo scambio di messaggi CoAP
tra dei client connessi alla rete Internet e i server della rete di sensori.
Il gateway e` connesso alla rete Internet tramite una interfaccia Ethernet e
comunica con la rete di sensori attraverso un’apposito dispositivo esterno
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agente da border router.
Figure 4.1: Modello di funzionamento del gateway
Questo perche´ la rete di sensori e` basata sullo standard IEEE 802.15.4 [14],
un protocollo ideato nel 2003 per reti wireless a corto raggio e basse velocita`
di trasferimento, che richiede sia ricetrasmettitori in grado di trasmettere
alle frequenze da questo previste, sia l’implementazione a livello del sistema
operativo di protocolli e apposite specifiche per poter interagire con questa
tipologia di rete fortemente ”constrained”.
Dato che i normali calcolatori non sono provvisti nativamente di nessuna
delle specifiche sopra elencate e` necessario integrare queste funzionalita` at-
traverso un dispositivo corredato di un opportuno sistema operativo embed-
ded fornito di tutte le funzionalita` necessarie a nche´ possa ricoprire il ruolo
di router di bordo.
Il border router e` collegato al resto del gateway tramite un’interfaccia USB
per cui, per abilitare il tra co dei pacchetti IP attraverso di essa e` neces-
sario ricorrere alla creazione di un tunnel SLIP1 ; questo viene fatto grazie
ad appositi tools che creano una periferica di rete virtuale, di tipo TUN 2 su
cui riceveno i pacchetti e per incapsulari e poterli inviarli sulla porta seriale
creando un canale verso il nodo sensore esterno.
1 SLIP (Serial Line Protocol) e` un protocollo di rete a livello data link che si occupa
di incapsulare datagrammi IP in modo che questi possano essere trasmessi su una linea
seriale.
2 TUN (network TUNnel) e` un’interfaccia di rete virtuale che opera a livello di rete
(layer 3 dello stack ISO/OSI). Puo` quindi trattare pacchetti IP e svolgere le funzioni di
routing.
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Figure 4.2: Gateway Standard
4.2.2 Esperimenti su un sistema standard
Dato il modello di partenza precedentemente descritto si e` passati ad un
implementazione dello stesso per studiare come, all’aumentare del numero
di richieste indirizzate alla rete, questo si sarebbe comportato e come alcune
delle sue criticita` intrinseche ne avrebbero condizionato le performance.
L’architettura su cui e` stato fatto girare il Reverse Proxy e` una Intel(R)
Core(TM)2 CPU 6400 @ 2.13GHz con installato sopra il sistema operativo
Ubuntu 12.04.4 LTS. Le implementazioni dei Reverse Proxy e dei client sono
state realizzate grazie al framework Californium [?]. Mentre il border router
e` stato realizzato con una Zolertia Z1, un nodo sensore su cui e` stato caricato
il sistema operativo embedded Contiki [15].
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Figure 4.3: Zolertia Z1
Tramite Contiki e` possibile realizzare semplicemente il border router, infatti
dato che e` stato realizzato prestando particolare attenzione proprio ai dis-
positivi wireless coinvolti nel mondo dell’IoT implementa gia` tutto cio` che
e` necessario:
• stack uIP [16]: una versione dello stack TCP/IP, compatibile con
IPv6, ottimizzata per ridurre al minimo le risorse richieste e quindi
poter funzionare anche su dispositivi estremamente limitati;
• 6LowPAN (IPv6 over Low power Wireless Personal Area Networks)
[17]: un meccanismo che tramite incapsulazione e compressione dell’header
permette l’invio dei pacchetti IPv6 su reti di tipo IEEEE 802.15.4;
• RPL: un algoritmo di routing per le reti IPv6 a bassa potenza.
Anche i server della rete sono delle Zolertia, sempre con il sistema opera-
tivo Contiki, su cui questa volta vengono fatti girare dei processi server che
si occupano di gestire le risorse ad esse connesse e di fornire le opportune
risposte alle richieste CoAP indirizzategli.
Come potevamo prevedere, ed e` emerso dai risultati della campagna di espri-
menti, il sistema cos`ı realizzato non riesce a sfruttare a pieno le potenzialita`
della rete in quanto non sa adattarsi ad alcune specifiche tecniche.
L’aspetto che fa degradare maggiormente le prestazioni e` legato al vincolo
che hanno i server, essendo dispositivi embedded, di dover utilizzare lo stack
uIP per poter implementare il protocollo di comunicazione e in particolare
il fatto che questo preveda l’utilizzo di un unico bu↵er della dimensione di
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un solo pacchetto in modalita` half-duplex.
Questo comporta l’impossibilita` da parte dei server, di poter gestire piu` di
una richiesta per volta con solo un’altra che potra` essere accodata nel bu↵er
in attesa di essere eseguita, per cui ogni altro messaggio indirizzatogli verra`
conseguentemente scartato.
Dato che le richieste sono costituite da messaggi CoAP trasportati all’interno
di datagrammi UDP, il fatto di scartarne uno equivale alla sua perdita al
pari di quella dovuta a un errore durante la trasmissione e cio` implichera`
l’intervento del protocollo CoAP che tramite l’utilizzo di timeout e messaggi
di riscontro si occupera` di riprogrammarne la ritrasmissione dopo un inter-
vallo di attesa selezionato secondo un algoritmo di backo↵ esponenziale.
Come vedremo il fatto, da parte del sistema di non intervenire per prevenire
questo fenomeno, se da un lato non ne pregiudica l’a dabilita` della comuni-
cazione, dall’altro fa aumentare la quantita` di tra co trasmessa all’interno
della rete e introduce ritardi che crescono in maniera considerevole con
l’aumentare del carico di richieste.
Questo aspetto ovviamente non potra` essere assolutamente accettabile in
un contesto come quello che vogliamo perseguire con questo lavoro di tesi in
quanto in contrasto con l’obbiettivo di presentare garanzie sul servizio e sui
ritardi.
L’analisi e` stata condotta con una campagna di esperimenti in cui un numero
crescente di client, mandati in esecuzione in parallelo, inviavano richieste
CoAP di tipo GET a un server attraverso il gateway sopra descritto (su cui
erano stati disabilitati i meccanismi di caching).
Il server, ricevuta la richiesta, simulava tramite un attesa attiva (costante
per ogni esperimento) una sorta di elaborazione dopo la quale inviava la
risposta.
Il primo esperimento prevedeva l’utilizzo di un singolo client che eseguiva
una serie di richieste verso il server in modo seriale aspettando che quella in
corso fosse terminata per poter inoltrare la successiva.
Questo ci ha permesso di fare una stima del tempo di risposta medio del sis-
tema ”scarico” cos`ı da fissare un valore di riferimento come limite inferiore
al ritardo ottenibile.
Da questo e` emerso come questo valore sia di 390 msec mettendo in evidenza
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la stabilita` del sistema che in tutte le prove a fornito risultati che non si sono
discostati di piu` di 2 millisecondi da questo valore, come testimoniato anche
dalla relativa deviazione standar pari a 0.58.
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.4: Esperimento 1.1: 1 client attivo
Come secondo esperimento sono stati mandati in esecuzione 2 client in con-
temporanea e si e` misurato il ritardo massimo sperimentato tra i due per
ogni ripetizione, ovvero quanto ha atteso il client la cui richiesta e` stata
processata per seconda.
Il risultato ha confermato quanto avevamo dedotto dall’analisi del sistema,
il server ha elaborato la prima richiesta ricevuta e ha memorizzato nel suo
bu↵er la seconda per poi eseguirla non appena libero.
I valori medi risultati sono nell’ordine di 757 msec e anche questa volta, per
tutte e 500 le prove, i ritardi si mostrano stabili non discostandosi mai di
piu` di 4 msec da questo valore.
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(a) Ritardi massimi misurati (b) Istogramma
Figure 4.5: Esperimento 1.2: 2 client attivi
Come terzo esperimento sono stati attivati 3 client in parallelo.
La risposta del sistema in questo scenario cambia notevolmente da quanto
visto finora. Come ci aspettavamo il server non ha potuto memorizzare la
terza richiesta ricevuta che quindi e` stata scartata; questo ha attivato sul
gateway il meccanismo delle ritrasmissioni e solo in seguito a questa il client
che ha inviato la sua richiesta per ultimo puo` ricevere la risposta.
Il ritardo medio di conseguenza e` cresciuto rapidamente raggiungendo la
media di 2.89 secondi, e i campioni, come possiamo vedere dall’istogramma
sono distribuiti nell’intervallo [2.39, 3.39], con frequenza maggiore proprio
in concomitanza con il valor medio.
Questo intervallo non rispecchia piu` direttamente il tempo necessario ai
server per elaborare le richieste, ma dipende dai tempi che l’algoritmo di
back-o↵ esponenziale genera per la prima ritrasmissione. La deviazione stan-
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(a) Ritardi massimi misurati (b) Istogramma
Figure 4.6: Esperimento 1.3: 3 client attivi
Successivamente sono stati fatti altri esperimenti incrementando costante-
mente il numero dei client. Dai risultati ottenuti e` interessante vedere come
la situazione resti pressoche´ invariata al caso precedente con 4 client attivi,
ma come cambi gia` con 5-6 client in conseguenza del fatto che un singola
ritrasmissione non sia piu` su ciente a risolvere il problema; infatti a causa
dell’intervallo temporale piuttosto stretto in cui questa viene programmata,
si ripresenta di nuovo il fenomeno del dropping sul server innescando una
seconda ritrasmissione (nei casi peggiori anche una terza).
Questa fara` salire ancora i ritardi che ricadranno tra i 6 i 12 secondi con un
andamento a onda, che si sposta verso valori sempre piu` alti.
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.7: Esperimento 1.4: 4 client attivi
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(a) Ritardi massimi misurati (b) Istogramma
Figure 4.8: Esperimento 1.5: 5 client attivi
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.9: Esperimento 1.6: 6 client attivi
Andando avanti con il crescere del numero di richieste vediamo che il sistema
continua ad evolversi coerentemente con quanto appena analizzato. I ritardi
minimi non scendono mai al di sotto dei 10 secondi, segno che sono sempre
necessarie almeno 2 ritrasmissioni per poter servire l’ultima richiesta, men-
tre iniziano a essere piu` frequenti i casi in cui queste debbano ripetersi anche
3 o 4 volte.
Gli istogrammi ci mostrano come i ritardi, si spostino lungo l’asse tem-
porale creando sui grafici delle ”campane” ognuna delle quali simboleggia
i tempi di attesa relativi alle varie ritrasmissioni. Ad esempio e` evidente
come dall’esperimento con 12 client a quello con 16 cresca la distribuzione
dei risultati nell’intervallo che va dai 15 e 23 secondi (caratteristico della sec-
onda ritrasmissione). Mentre dall’esperimento con 18 client possiamo vedere
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invece il formarsi di un gruppo sempre piu` consistente di ritardi intorno a
cavallo dei 40 secondi, a indicare il verificarsi sempre piu` frequente della
terza ritrasmissione.
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.10: Esperimento 1.7: 8 client attivi
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.11: Esperimento 1.8: 10 client attivi
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(a) Ritardi massimi misurati (b) Istogramma
Figure 4.12: Esperimento 1.9: 12 client attivi
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.13: Esperimento 1.10: 16 client attivi
(a) Ritardi massimi misurati (b) Istogramma
Figure 4.14: Esperimento 1.11: 18 client attivi
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Infine possiamo vedere un grafico riassuntivo dei risultati raccolti che mette
in evidenza come i ritardi medi crescano quasi linearmente con l’aumentare
dei client, con un rapporto di un secondo per ogni client, ben lontano dal
valore di riferimento 390 msec misurato all’inizio.
Inoltre particolarmente significativi sono anche gli alti valori toccati dai
massimi e come i risultati siano caratterizzati da un alta deviazione standard
in quanto dipendano fortemente dai valori calcolati dall’algoritmo di back-
o↵.
Figure 4.15: Riassunto dei risultati della prima campagna di test
4.3 Soluzione proposta
La soluzione proposta mira a realizzare un gateway che, attuando politiche
sul controllo del tra co, riesca a ottimizzare lo sfruttamento delle risorse
della rete di sensori e allo stesso tempo sia in grado di fornire garanzie ai
client sul tipo di servizio o↵erto loro in termini di tempo di risposta, sud-
dividendo questi in classi e assegnando a ognuna di esse uno specifico livello
di priorita`.
Per fare questo si e` scelto di attenersi a quanto previsto dal protocollo ap-
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plicativo CoAP, senza introdurre modifiche significative a quanto previsto
cos`ı da poter ottenere come risultato una soluzione in grado di integrarsi in
maniera semplice e trasparente con l’infrastruttura di rete tradizionale pre-
vista dal suddetto protocollo, tanto da costituirne una sorta di estensione.
L’idea principale e` quella di far girare su un gateway fisico non piu` un singolo
Reverse Proxy CoAP, ma una collezione di questi cos`ı da poter fornire dal
lato Internet piu` punti di accesso indipendenti ai diversi gruppi di client, per
poi instradare da questi tutto il tra co verso un apposito supervisore che
avra` il compito, e sara` l’unico elemento del gateway a poterlo fare, di inviare
le richieste verso la rete di sensori. Il supervisore (chiamato Hypervisor) e`
esso stesso un Reverse Proxy al quale pero`, oltre alle funzionalita` classiche
di discovery, caching, naming translation ne sono state aggiunte di nuove:
un meccanismo di accesso mutuamente esclusivo ai server (locking), una ges-
tione prioritaria dalla coda delle richieste ricevute priority e un servizio di
osbserve periodico.
Si e` quindi creato all’interno di un gateway fisico un architettura di rete
virtuale in cui dei Reverse Proxy si scambiano normali richieste CoAP in-
capsulate in datagrammi IP, le elaborano e se non sono in grado di fornire
una risposta le inoltrano (sempre come messaggi CoAP) al next hop della
catena dei proxy, l’Hypervisor.
In questo modo otteniamo, con l’Hypervisor, un punto di controllo situ-
ato nel mezzo tra le richieste dei client e i server CoAP della IoT, cos`ı da
poter sfruttare tutte le informazioni che transitano tra le due per realizzare
i servizi prefissati.
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Figure 4.16: Architettura gateway con Hypervisor
Un esempio delle funzionalita` introdotte dal gateway potrebbe essere questo:
supponiamo di dover gestire l’accesso a una rete di sensori, tra cui vi e` una
videocamera alla quale possano accedere sia utenti a bassa priorita`, magari
interessati a monitorare le condizioni meteo di una zona, che da un ente
di video sorveglianza. Utilizzando un gateway come quello presentato nella
descrizione del modello di partenza come abbiamo visto potremmo avere, in
situazioni di carico moderatamente basse (5-6 utenti che richiedono al server
un’elaborazione di 300-400 msec) un ritardo superiore ai 10 secondi, che non
puo` essere accettabile in un contesto di video sorveglianza.
Con la soluzione proposta invece per risolvere questa situazione sara` suf-
ficiente istanziare due proxy virtuali sul gateway fisico, lasciarne uno in
condivisione tra tutti gli utenti e assegnare come punto d’accesso da dedi-
care al solo ente di sorveglianza dandogli uno livello di priorita` maggiore
degli altri. Il risultato sara`, come vedremo in seguito, quello di ottenere
prestazioni quasi equivalenti a quelle caratteristiche del sistema scarico.
Alternativamente a quanto proposto potevamo realizzare una soluzione analoga,
in grado cioe` di di↵erenziare il tra co proveniente da gruppi di client dis-
tinti, tramite l’installazione di piu` gateway fisici da dedicare ad ognuno di
essi, ma cos`ı facendo avremmo avuto sia un incremento dei costi per reperire
l’hardware necessario sia delle di colta` per installare un meccanismo di co-
municazione tra questi per poter gestire il fenomeno del dropping sui server
della rete. Oltre a questi vantaggi l’aver introdotto un ulteriore livello ca-
pace di raccogliere le informazioni sullo stato dei sensori ci permette anche
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di avere una cache ”centrale” aggiornata ad ogni richiesta fatta da ciascun
proxy virtuale cos`ı da ridurre le richieste da inoltrare alla rete al minimo nu-
mero indispensabile (pari al caso di un singolo Reverse Proxy in esecuzione
su l’unico gateway).
Figure 4.17: Hypervisor e vantaggi relativi alla cache
D’altra parte, ovviamente, si introduce una criticita` a livello di robustezza,
in quanto il cattivo funzionamento di un singolo Reverse Proxy potrebbe
alterare il corretto funzionamento dell’intero servizio o addirittura compro-
metterlo in modo definitivo se la componente dovesse essere l’Hypervisor.
Per questo motivo, come vedremo, si e` fatta la scelta di integrare questo
modello con quanto fornito dalle tecnologie di virtualizzazione in modo da
ricreare per ogni proxy un ambiente operativo il piu` possibile isolato dal
resto della macchina.
4.3.1 Virtualizzazione dei Reverse Proxy CoAP
L’idea di realizzare il gateway come una collezione di componenti indipen-
denti tra loro e in grado di funzionare correttamente isolati l’uno dall’altro
ci ha dato la possibilita` di strutturare la soluzione come una collezioni di
macchine virtuali sulle quali far girare i Reverse Proxy.
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Abbiamo istanziato quindi una macchina virtuale per ogni Reverse Proxy
cos`ı da sfruttare i vantaggi e gli strumenti o↵erti dalle tecnologie di vir-
tualizzazione per garantire aspetti come: un elevato livello di isolamento
tra le macchine virtuali cos`ı da evitare che nessuna possa compromettere le
prestazioni delle altre e la possibilita` di condividere in modo equo i disposti
fisici forniti dalla macchina, come ad esempio la scheda di rete per l’invio e
la ricezione dei messaggi.
4.3.1.1 Linux Containers e XEN
Dopo uno studio dettagliato sullo stato dell’arte delle tecnologie di virtual-
izzazione (2) e una valutazione sui trade o↵ tra vantaggi e svantaggi carat-
teristici delle varie soluzioni ne sono state individuate due che piu` delle altre
si avvicinano ai nostri obbiettivi: XEN e Linux Containers (LXC) [18];
entrambe infatti garantiscono la virtualizzazione completa di un ambiente
operativo, la possibilita` di controllare come ripartite le risorse fisiche tra le
macchine virtuali e il supporto per virtualizzazione della scheda di rete con
la conseguente gestione del networking.
Se XEN da un lato, grazie alla para-virtualizzazione e all’implementazione di
un apposito monitor (Virtual Machine Monitor) direttamente sopra l’hardware
della macchina garantisce maggior isolamento e la possibilita` di utilizzare
sistemi operativi diversi tra macchina fisica e macchina virtuale 3 , dall’altro
pero` richiede, proprio per la sua complessa architettura un impiego di risorse
non trascurabile con un inevitabile degrado delle prestazioni;
LXC invece, sfruttando i vantaggi del realizzare la virtualizzazione a livello
del sistema operativo, risulta essere senza dubbio piu` snello e in grado tempi
di esecuzione per le applicazioni all’interno delle VMs pari a quelli nativi,
mantenendo allo stesso tempo un livello di isolamento abbastanza alto [19];
come contro ha, principalmente, il vincolo di poter utilizzare un solo sistema
operativo (che viene condiviso) tra le macchine virtuali e quella fisica.
Per questi motivi e data la non rilevanza in questo contesto del vincolo legato
all’utilizzo dello stesso sistema operativo si e` scelto di utilizzare la soluzione
fornita da LXC per eseguire i successivi esperimenti, mantenendo pero` una
perfetta compatibilita` con quanto richiesto anche da XEN.
3XEN prevede pero` che i sistemi operativi per funzionare all’interno delle macchine
virtuali debbano essere opportunamente modificati
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4.4 Descrizione implementativa della soluzione
4.4.1 Virtualizzazione e canali di comunicazione tra le com-
ponenti
Come accennato precedentemente e nell’apposito capitolo dedicato ad esse,
le tecnologie di virtualizzazione fornisco un supporto pressoche´ totale per
l’astrazione dei dispositivi di I/O e in particolare per la virtualizzazione
delle schede di rete, cos`ı da fornire ad ogni VMs l’impressione di disporne
di una dedicata.
Questo ci permette di ricreare una infrastruttura di rete in cui tutte le
macchine, dotate di una coppia di indirizzi MAC e IP, possono scam-
biarsi pacchetti come se si trovassero in una normale rete LAN grazie
all’implementazione di un bridge a livello kernel 4 da parte del sistema op-
erativo ospitante.
Figure 4.18: Bridge bridge con Linux Containers
Come possiamo vedere dalla figura per ogni macchina virtuale vengono cre-
ate una coppia di devices virtuali connessi tra loro tramite un collegamento
punto-punto; uno dei due sara` assegnato alla macchina virtuale che lo usera`
4Il bridge e` un dispositivo di rete che operando ai primi due livelli dello stack ISO/OSI
si occupa di collegare tra loro segmenti diversi di una rete locale. Per ogni frame che
riceve cerca di capire, tramite una tabella popolata da indirizzi MAC, se il destinatario
di questo si trovi nello stesso segmento del mittente, e in questo caso non fare nulla, o se
debba essere instradato su un altro segmento.
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come una normale interfaccia Ethernet, mentre l’altro sara` gestito dall’host
e collegato al bridge insieme alla porta Ethernet fisica.
Il nostro gateway fisico ricevera` quindi i frame sulla sua interfaccia Ethernet
e li replichera` per mezzo del bridge verso tutte le macchine virtuali.
Per quanto riguarda invece l’inoltro delle richieste ai server i proxy, dalle
loro macchine virtuali, dovranno solamente inviare la richiesta CoAP, sempre
tramite la loro interfaccia Ethernet, verso l’Hypervisor in quanto e` anch’esso
un nodo della rete virtuale.
A questo punto sara` l’Hypervisor che si occupera` di contattare le Things
della rete tramite il Border Router implementato sulla Zolertia; per farlo
come abbiamo visto precedentemente dovra` indirizzare le richieste verso
l’interfaccia virtuale TUN, creata dal programma tunslip [20] e sulla quale
e` in ascolto per incapsulare il tra co IP e trasmetterlo attraverso la porta
seriale USB, creando un tunnel SLIP.
La scelta fatta di non far comunicare le macchine virtuali direttamente con
i server della rete, ma di a dare questo compito a un apposito nodo, oltre a
tutti i vantaggi che ne derivano, ci permette anche di evitare di dover gestire
la virtualizzazione della periferica USB. Questa aspetto delle tecnologie di
virtualizzazione infatti non e` ancora completamente sviluppato e al momento
non si puo` far condividere un dispositivo tra piu` macchine virtuali, ma e`
possibile solamente eseguire un hardware passthrough permettendo cos`ı ad
una VM di accedere in modo diretto al dispositivo fisico escludendo pero`
tutte le altre.
4.4.2 Descrizione Hypervisor
L’Hypervisor, come detto, e` la componente software situata al centro dell’architettura
virtualizzata costituente il gateway; sostanzialmente si comporta come se
fosse l’ultimo anello della catena dei Reverse Proxy CoAP che separano un
client dalla rete di sensori.
Proprio il fatto di essere l’ultimo elemento e l’unico, tra tutti, ad avere
l’accesso al dispositivo fisico che trasmette verso la rete lo porta a instradare
tutto il tra co indirizzato ai sensori.
Questo ci permette di avere un punto di controllo sulle informazioni in in-
gresso e in uscita dalla rete tale da poter determinare in ogni momento lo
stato delle risorse e di attuare politiche opportune.
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In particolare possiamo sfruttare queste conoscenze per evitare di inviare
ulteriori richieste a un server che ne sta gia` elaborando una, dato che, a
causa dei limiti derivanti dall’utilizzo del protocollo uIP, queste verrebbero
scartate innescando a livello CoAP il meccanismo delle ritrasmissioni che se
da un lato ci consente di recuperare da questa condizione d’errore, dall’altro
fa aumentare il tra co immesso nella rete e fa crescere considerevolmente i
tempi di attesa senza poter attuare alcun controllo su di essi.
In tale proposito per evitare questo comportamento indesiderato si e` scelto
di intervenire introducendo un meccanismo di lock tale da impedire l’inoltro
di una richiesta verso un server se questo e` gia` occupato, creando una
sorta di accesso mutuamente esclusivo al server. La richiesta che raggiunge
l’Hypervisor per prima verra` inviata al server bloccando le successive che
verranno accodate in modalita` FIFO in attesa di poter essere eseguite.
Il rilascio della ”mutua esclusione” avviene in maniera molto semplice, in-
fatti grazie al modello Request/Response e` su ciente che sull’Hypervisor si
attenda che per ogni richiesta si riceva la corretta risposta.
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Figure 4.19: Diagramma di flusso dell’Hypervisor
A questo punto, regolato l’accesso alle Things, possiamo estendere le fun-
zionalita` dell’Hypervisor introducendo aspetti relativi alla qualita` del servizio
da o↵rire ai vari client. L’idea e` quella di dare priorita` diverse ai proxy virtu-
ali cos`ı che l’Hypervisor alla ricezione delle richieste applichi delle politiche
tali da imporre loro un certo ordinamento.
Si e` scelto di e↵ettuare un riordino delle code dei pacchetti secondo un al-
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goritmo di scheduling a priorita` fissa, in cui ognuno eredita la priorita` del
proxy di provenienza, ottenendo cos`ı la possibilita` di ridurre e controllare
i tempi di attesa dei pacchetti a piu` alta priorita` in conseguenza dell’aver
sopravanzato tutti gli altri.
Il risultato ottenuto e` quello di aver introdotto un meccanismo totalmente
trasparente ai client, infatti coerentemente con quanto ci eravamo prefissati
in fase di progetto ne sono stati introdotti meccanismi esterni a quelli pre-
visti dal protocollo ne sono state fatte scelte che prevedevano modifiche ai
campi e alle opzioni dei messaggi, in questo modo chiunque puo` usufruire di
questo servizio sia che siano programmati per farlo, ad esempio scegliendo in
base alle proprie necessita` verso quale Reverse Proxy inoltrare le richieste,
sia se all’oscuro di tutto limitandosi a inviarle verso l’unico punto d’accesso
conosciuto e stabilito al momento della configurazione.
Un conseguenza dell’aver scelto e usato un algoritmo a priorita` fissa per lo
scheduling dei pacchetti e` la possibilita` che i flussi a priorita` piu` bassa sper-
imentino starvation, ovvero che vengano sempre sopravanzati dagli altri non
ottenendo, nel caso peggiore, mai la possibilita` di essere eseguiti.
Questo pero` e` accettabile e in linea con l’obbiettivo iniziale di riuscire a
fornire delle garanzie a determinati gruppi di client stabilite secondo criteri
opportuni. Supponiamo a esempio di consentire l’accesso a delle risorse sia a
un gruppo di utenti a bassa priorita` che che a un ente di polizia. Dando alla
polizia la massima priorita` questa avra` la garanzia di poter usufruire della
rete di sensori alle massime prestazioni possibili ed e`, concettualmente piu`
che accettabile che questa possa avere bisogno in un certo momento di mon-
itorare ”pesantemente” lo stato di certe risorse anche a costo di degradare
il servizio per tutti gli altri.
4.5 Observe Periodico
L’Hypervisor ci permette anche di introdurre un’ulteriore funzionalita`, che
va a estendere quelle o↵erte dal protocollo CoAP: l’Observe Periodico.
Con questa viene data la possibilita` ai client di registrarsi come ”osserva-
tori” interessati a ricevere notifiche sullo stato di una risorsa, ma non piu`
ad ogni variazione del suo stato, ma a cadenze temporali periodiche.
Questo viene fatto sempre sfruttando l’Hypervisor e la sua particolare po-
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sizione, infatti sara` questo a ricevere la richieste dei client (tramite i Reverse
Proxy), a elaborarle e a occuparsi di tenerne traccia in memoria, mentre i
server non dovranno sprecare risorse, come invece avviene per l’observe clas-
sico in cui sono questi a dover implementare per intero il servizio.
Sara` poi l’Hypervisor, tramite richieste GET a procurarsi le informazioni
sullo stato delle risorse, coerentemente con quanto previsto dalle politiche
di caching5, per poi trasmettere i risultati verso i client.
Il vantaggio di implementare questo servizio a livello di Hypervisor e` pro-
prio quello di poter sfruttare la sua cache, per poter soddisfare piu` richieste
periodiche contattando il server non piu` di una sola volta per ogni intervallo
di validita` della risorsa stabilito dal proprio MaxAge.
Come conseguenza abbiamo che se un client dovesse specificare un periodo
minore del MaxAge, questo ricevera` piu` volte la stessa informazione repli-
cata, ma questo e` in linea con il normale funzionamento della cache e con
l’interesse condiviso a non sovraccaricare troppo i server. Sara` compito di
chi li configura occuparsi di scegliere un valore opportuno per il MaxAge in
relazione al tipo di risorsa a cui e` associato.
Per poter realizzare questo servizio e dare al possibilita` ai client di specificare
il periodo con cui essere notificati e` stato fissato un nuovo attributo opzionale
period da aggiungere come parametro nel campo query-option.
CoAP   URI = coap : // < host > [: port]/ < path > ?period:value
(4.51)
5L’Hypervisor prima di inviare una richiesta verifichera` se puo` recuperare attraverso
la sua cache un valore valido per una specifica risorsa e solo in caso negativo contattera` il
server
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Figure 4.20: Observe Periodico
Chapter 5
Test
In questo capitolo a↵ronteremo due campagne di test volte a dimostrare i
miglioramenti ottenuti dalla realizzazione della soluzione proposta.
Vedremo prima un confronto tra la soluzione base e quella realizzata e
poi mostreremo come l’introduzione delle politiche relative alla qualita` del
servizio permette di ottenere flussi privilegiati in grado di sperimentare ri-
tardi paragonabili a quelli derivati dall’usufruire in maniera dedicata della
rete di sensori.
L’hardware analizzato e` lo stesso utilizzato nella campagna di esperimenti
fatta nel capitolo precedente per analizzare il funzionamento del gateway
modello. Il gateway e` costituito da un calcolatore general purpose con pre-
cessore Intel(R) Core(TM)2 CPU 6400 @ 2.13GHz con installato sopra il
sistema operativo Ubuntu 12.04.4 LTS su cui e` stato fatto girare il Reverse
Proxy connesso ad una Zolertia Z1 con installato come OS Contiki e su cui
e` implemtanto il border router. Il server CoAP e` anch’esso implementato
su una Zolertia Z1 con Contiki.
5.1 Confronto sulle prestazioni tra il gateway stan-
dard e la soluzione con l’Hypervisor.
Con questa campagna di test siamo andati a confrontare le prestazioni ot-
tenute con il gateway standard e quelle ottenute con la soluzione proposta
in cui l’Hypervisor regola l’accesso alle risorse delle rete impedendo a piu`
richieste di raggiungere contemporaneamente un server causando il dropping
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dei pacchetti e la conseguente ritrasmissione.
Come nel caso del test fatto per studiare il modello iniziale, sono fatte richi-
este CoAP di tipo GET a un server coinvolgendo sempre una risorsa ap-
positamente realizzata che simula un’elaborazione di alcuni decimi di sec-
ondo (tramite un’attesa attiva) e poi invia una risposta, sempre uguale, al
richiedente.
Le richieste sono state inviate una di seguito all’altra, senza attendere la
terminazione della precedente e separate l’una dall’altra da un intervallo di
tempo calcolato secondo una distribuzione di Poisson P(lambda) con lambda
che e` stato fatto variare nei vari esperimenti cos`ı da poter sottoporre il sis-
tema a diversi carichi di tra co.
Si sono dunque sottoposti i due gateway a l’invio di 1000 richieste e si e` mis-
urato per ognuna di queste il tempo trascorso prima di ottenere la risposta.
Iniziamo inviando richieste intorno a una media di 400 msec, un valore
prossimo al rate massimo con cui il sistema riesce a smaltirle dato che il
tempo di elaborazione da parte del server per una singola richiesta e` di 390
msec.
Come possiamo vedere dall’analisi dei ritardi le diverse modalita` di funzion-
amento dei due sistemi porta a profili di tra co notevolmente diversi l’uno
dall’altro.
Il gateway standard risponde ai momenti di maggior tra co con la necessita`
di dover programmare piu` ripetizioni per pacchetto introducendo dei picchi
di ritardo notevolmente lunghi (nell’ordine del minuto) sperimentati dalle
richieste meno fortunate. Mentre nella soluzione con Hypervisor, come pos-
siamo vedere il ritardo cresce linearmente nei momenti piu` pesanti per poi
decrescere non appena il carico si riduce. Riusciamo cos`ı sia a diminuire il
tempo medio di attesa, come vedremo meglio dalla figura riassuntiva, ma
soprattutto a ottenere dei ritardi che nei casi peggiori sono di un ordine di
grandezza inferiori: da circa 90 secondi a poco piu` di 9.
Interessante e` anche confrontare i due istogrammi dai quali emerge come sul
gateway proposto non vi siano piu` i salti dovuti agli intervalli di ritrasmis-
sione, dandoci un idea piu` chiara su come sia stato assorbito il tra co e su
quanto siano state lunghe le code.
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(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.1: Test 1: Distribuzione di Poisson con lambda = 400
(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.2: Test 1: Istogramma della distribuzione di Poisson con lambda
= 400
Andiamo adesso a ridurre man mano il valor medio intorno a cui generare
il tra co fino a quando, per valori intorno a 900 msec, i due sistemi vanno
equipararsi.
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(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.3: Test 1: Distribuzione di Poisson con lambda = 450
(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.4: Test 1: Distribuzione di Poisson con lambda = 500
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(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.5: Test 1: Distribuzione di Poisson con lambda = 600
(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.6: Test 1: Distribuzione di Poisson con lambda = 800
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(a) Gateway standard (b) Gateway con Hypervisor
Figure 5.7: Test 1: Distribuzione di Poisson con lambda = 1000
Infine analizzando le medie dei risultati raccolti possiamo vedere come la
soluzione con l’Hypervisor, oltre a quasi dimezzare i tempi d’attesa nelle
situazioni di massimo carico, riesca anche a ridurre la variabilita` dei risul-
tati.
Significativa e` anche la riduzione dei ritardi massimi, che non raggiungono
piu` i picchi incontrollati dovuti alle ritrasmissioni, ma che come detto simbo-
leggiano il tempo veramente necessario a nche´ il gateway e il server possano
smaltire la coda formatasi nei momenti di massima congestione.
Figure 5.8: Test 2: Riassunto ritardi medi per ogni distribuzione
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Figure 5.9: Test 2: Riassunto dei ritardi massimi e minimi per ogni dis-
tribuzione
5.2 Risultati relativi alla qualita` del servizio
In quest’ultima campagna di test ci siamo concentrati sul comportamento
del gateway con Hypervisor e su come questo riesca a fornire determinate
garanzie alle richieste ricevute in relazione al proxy di provenienza.
Come descritto nel capitolo precedente l’idea e` stata quella di istanziare
all’interno del gateway, in ambienti operativi virtualizzati, dei Reverse Proxy
CoAP ai quali i client rivolgeranno le loro richieste per contattare i server.
Ogni proxy avra` associato un proprio livello di priorita` che trasferira` ai
propri pacchetti per poter essere trattati con la dovuta priorita` a livello di
Hypervisor cos`ı da scalare le posizioni nelle code.
In questo esperimento abbiamo quindi istanziato due proxy virtuali e con-
nesso a ciascuno di essi un client programmato per generare tra co come
visto caso precedente, ovvero inviando richieste separate nel tempo da in-
tervalli calcolati secondo una distribuzione di Poisson.
Si e` poi assegnato a un dei due proxy un livello di priorita` maggiore dell’altro
e misurati per 1000 secondi i tempi di attesa sperimentati dai due client.
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Figure 5.10: Modello test 2
In tutti gli esperimenti che analizzeremo in seguito abbiamo lasciato fisso il
rate con cui vengono generate le richieste per il client con accesso al Reverse
Proxy con priorita` piu` alta impostandolo per generare richieste intorno a
una media di 1.2 secondi (quindi utilizzando una distribuzione di Poisson
P(lambda) con lambda = 1200) in modo da evitare il crearsi di code parti-
colarmente lunghe tra pacchetti a pari priorita`. Mentre il rate del client a
priorita` piu` bassa e` stato fatto variare cos`ı da analizzare come questo vada
a influire sulle prestazioni dell’altro.
(a) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 650
(b) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 700
Figure 5.11: Test 2: Richieste a bassa priorita` generate con distribuzione di
Poisson con lambda = 650 e 700
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(a) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 800
(b) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 900
Figure 5.12: Test 2: Richieste a bassa priorita` generate con distribuzione di
Poisson con lambda = 800 e 900
(a) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 1000
(b) Richieste a bassa priorita` generate con dis-
tribuzione di Poisson con lambda = 1200
Figure 5.13: Test 2: Richieste a bassa priorita` generate con distribuzione di
Poisson con lambda = 1000 e 1200
Come possiamo vedere le prestazioni ottenute dal client attraverso il proxy
ad alta priorita` sono paragonabili a quelle ottenute nel test precedente per
gli esperimenti con quantita` di tra co basse.
Queste e` proprio quello che volevamo ottenere, ovvero creare flussi privile-
giati di pacchetti all’interno del gateway capaci di accedere alle risorse con
le massime prestazioni possibili fornite dal sistema.
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Il grafico di riassunto ci fa vedere come, al diminuire del tra co non priv-
ilegiato, ci siano comunque dei miglioramenti nelle prestazioni. Questo e`
dovuto al fatto che insieme alla diminuzione del tra co si ottiene anche una
diminuzione della probabilita` di trovare il server occupato da una prece-
dente richiesta. Infatti il nostro meccanismo a priorita` fissa consente alle
richieste ad alta priorita` di sopravanzare tutte quelle con una piu` bassa in
attesa in coda, ma non implementa alcuna forma di preemption in quanto
non avrebbe alcun senso interrompere una richiesta gia` in elaborazione.
Inoltre e` possibile osservare nella figura anche un confronto diretto tra le
prestazione fornite tramite il gateway privilegiato con l’interferenza del traf-
fico generico e il valor medio di quelle ottenute accedendovi singolarmente
(generando sempre il tra co con lo stesso profilo).
Figure 5.14: Test 2: Riassunto ritardi medi sperimentati dal client a priorita`
piu` alta al del tra co generato da quello a bassa priorita`
Chapter 6
Conclusioni
Lo scopo principale di questo lavoro e` la realizzazione di un meccanismo per
supportare la qualita` del servizio nel mondo dell’Internet delle cose.
Piu` precisamente e` stato realizzato un gateway capace di ricevere richieste,
espresse secondo la semantica definita dal protocollo CoAP, inviategli da
client di↵usi in Internet e presentarle alla rete di sensori su cui si interfaccia
ottimizzando lo sfruttamento delle risorse e stabilendo il livello di priorita`
con cui queste devono essere servite.
L’idea e` stata quella di replicare, in ambienti operativi oppurtanemente iso-
lati per mezzo dei meccanismi di virtualizzazione forniti dal Linux Contain-
ers, piu` Reverse Proxy CoAP su una singola macchina fisica. Questo ci ha
permesso da una parte di di↵erenziare il tra co in ingresso presentando piu`
punti d’accesso su cui ricevere le richieste e dall’altro di poter gestire tramite
un ulteriore proxy opportunamente modificato, l’Hypervisor, l’ordine e la
modalita` con la quale vengono accedute le risorse.
Il primo risultato ottenuto e` stato quello di gestire le richieste tramite oppor-
tune code impedendo a piu` esse di raggiungere simultaneamente il medesimo
server CoAP dato che questo, a causa dei sui limiti fisici, le avrebbe scar-
tate non essendo in grado di gestirne e memorizzarne piu` di una per volta,
cos`ı da ridurre la quantita` di tra co totale trasmessa all’interno della rete e
consentirci di poter avere un controllo diretto sulla loro e↵ettiva esecuzione.
Conseguentemente e` stato realizzato uno scheduling a priorita` fissa con il
compito di ordinare le suddette code in funzione del Reverse Proxy ”vir-
tuale” dal quale l’Hypervisor le ha ricevute per poter ridurre il tempo che
queste devono attendere per poter essere inviate al server.
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In questo modo possiamo o↵rire la possibilita` a client privilegiati di accedere
alla rete di sensori tramite specifici Reverse Proxy consentendogli di poter
realizzare tutte le operazioni richieste con prestazioni confrontabili a quelle
sperimentate potendo accedere in maniera dedicata all’intera rete di sensori.
Inoltre questo meccanismo, essendo stato realizzato senza apportare alcuna
modifiche al protocollo CoAP e senza richiedere particolari riconfigurazione
sui client, si cala perfettamente all’interno delle normali architetture di rete
e risulta capace di adattarsi a ogni scenario possibile, senza avere il vincolo
di essere specifico per le singole applicazioni.
Infine data la particolare struttura della soluzione e` stata realizzata una
nuova funzionalita` che va a integrarsi ed estendere quanto gia` previsto dal
protocollo CoAP senza gravare sul carico di lavoro richiesto ai server.
Partendo dal servizio di Observe, attraverso cui un client puo` richiedere di
essere notificato a ogni cambiamento dello stato di una determinata risorsa,
si e` introdotta la possibilita` di poter specificare intervalli periodici in cui
ricevere tali aggiornamenti, a prescindere dalle e↵ettive evoluzioni dei suoi
valoris.
Queste richieste vengono ricevute e processate dall’Hypervisor che si occu-
pera` di memorizzarle e gestirle al pari delle relazioni di Observe classiche
trasmettendo al server solamente normali richieste nel caso in cui le in-
formazioni contenute nella sua cache non siano piu` valide. Cos`ı facendo
i server possono continuare a comportarsi come fatto finora, mentre per
quanto riguarda i client, per poter usufruire di questo servizio dovranno
aggiungere una nuova opzione nella richiesta.
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