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Distance-regular graphs of valency > 2, diameter m, and girth 2m with the 
additional property that any two points having maximal distance belong to a 
unique 2m circuit are investigated. It is shown that such graphs can exist only if 
m < 3; if m = 3 only a finite number of valencies prove to be feasible. 
1, INTRODUCTION 
In this paper we investigate if there can exist a regular graph of diameter 
m (23) with girth 2m having the property that any two points with maximal 
distance belong to a unique 2m circuit in the graph. 
It is almost evident that any such graph is distance regular, in the sense of 
Biggs [3]. We shall use the theory of distance-regular graphs as developed in 
[3] to attack the above problem. One may easily verify that the intersection 
matrix of the graph we look for is the following tridiagonal (m + 1) x 
(m + 1) matrix L,(t), w  h ere t + 1 denotes the valency of the graph. 
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We shall calculate the eigenvalues of this matrix (which are the same as the 
eigenvalues of the underlying graph, cf. [ 3]), and their multiplicities as eigen- 
values of the graph. By requiring that the multiplicities are rational integers 
we obtain the following result: 
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MAIN THEOREM. The intersection matrix L,,,(t), with t > 2, is not feasible 
if m > 3. Moreover, L,(t) is feasible only if t = fa(a + l), with a E { 1, 2, 3, 
5, 10, 17, 27, 38, 82, 115, 577). 
Note that a = 1 gives t = 1, and a = 2 yields t = 3. These are the only 
values of t for which realizations of L,(t) are known to exist. Let us point 
out that realisations of L2(t) are strongly regular graphs corresponding to 
biplanes; these can exist only if t has the form t = a*, a E N, a f 0 (mod 4) 
(cf. [41). 
Graphs with intersection matrix L,,,(t) are related to Moore graphs. As 
known, a Moore graph is a (finite) distance-regular graph having the 
property that any two distinct points are connected by a unique shortest 
path. These graphs were studied in [ 1, 3, 6, 13, 161. Now it is known that 
they can exist only if the diameter is two, and the valency equals 3, 7, or 57, 
whereas the existence in the last case is still an open problem. 
The notion of Moore geometry generalizes the concept of Moore graph. A 
Moore geometry is a finite incidence structure (consisting of lines and 
points) such that each line contains s + 1 points, and each point is incident 
with t + 1 lines, with the property that any two distinct points are connected 
by a unique shortest path in the geometry. These geometries were introduced 
in [5], and furhter studied in [7, 8, 11, 121. The final result is that the 
diameter of a Moore geometry is at most two. 
Let us call a finite incidence structure with s + 1 points per line and t + 1 
lines per point a generalized Moore geometry of type GM,&, t, c) if the 
diameter of its point graph equals m, and if the following two conditions are 
satisfied: 
(i) any two distinct points with distance < m are connected by a 
unique shortest path, 
(ii) for any two points with distance m there exist precisely c distinct 
shortest paths connecting them. 
The point graph of a generalized Moore geometry of type GM,(s, t, c) is 
distance regular. Its intersection matrix is denoted by L,(s, t, c) (cf. [ 171). 
Clearly, the case c = 1 corresponds to Moore geometries. If, moreover, s = 1 
we get the Moore graphs. A generalized n-gon [lo] is also an example of a 
generalized Moore geometry. In fact, if m is odd it is a Moore geometry with 
s = t, and if m is even it is a generalized Moore geometry with c = t + 1 
(cf. [ 151). 
This discussion may indicate that it is of interest to investigate the 
feasibility of the intersection matrices L,(s, t, c). In this paper we deal with 
the case s = 1 and c = 2. The case s = 1 has been considered in [2] in its full 
generality, and it is shown that the eigenvalues of L,(l, t, c) are either 
integral or quadratic over the rationals, provided that L,(l, t, c) is feasible 
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and t > 1. In the next section we quote from [2] the (reduced) characteristic 
equation of L,(t) (by specializing to c = 2), as well as the fomula for the 
multiplicity M(L) of an eigenvalue L (# t + 1) of L,(t). The characteristic 
equation is rewritten in terms of Chebyshev-like polynomials S,(x); some 
properties of these polynomials are collected in Section 3 and are used 
thoroughly in the paper. 
In Section 4 we show that the eigenvalues of L,(t) (if feasible and t > 1) 
are integral, improving the result in [2] for the present case. In Section 5 the 
reduced characteristic equation is decomposed in two factors of degrees 
[m/2] and ]m/2], respectively, by using the results of Section 3. Finally, in 
Section 6 we show that at least one of these factors has nonintegral zeros, 
unless m < 3. Some more (straightforward) calculations are sufftcient to 
show that L,(t) is feasible for at most eleven specified values of t, which 
gives the main theorem. 
2. THE REDUCED CHARACTERISTIC EQUATION 
Define polynomials S,(x), k = 0, 1,2,..., as follows: 
S,(x) = 1, S,(x) =x, 
Sk + 1 (x) = xS,(x) - Sk- *(x)9 k = 1, 2,.... 
By convention S,(x) = 0 if k < 0. It is easy to check that for each q E G and 
for all n > 0 
rl PI+1 -9 -n-‘=(~-]l-‘)Sn(~+~-‘). 
Hence, putting r] = eib, with 0 E R, we obtain 
sin(n + 1) 4 = sin $ S,(2 cos 4). (1) 
Now let L be an eigenvalue of L,(t) distinct from t + 1, and r := 4. It has 
been shown in [ 171 ( see also [ 181) that I satisfies 
z’S,@/s) + 25S,-,(+) + s,-*(A/t) = 0. (2) 
This can also be deduced from [2, Proposition 1] by substitution of c = 2, 
s = T, and x = -A in the expression for F(x). We call (2) the reduced 
characteristic equation of L,,,(t). 
As is well known, a strong necessary condition for the feasibility of L,,,(t) 
results by requiring that the multiplicity M(1) of L as eigenvalue of the 
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underlying distance-regular graph r, is integral. We shall use the following 
formula for M(A) (cf. 12, 17, 181). 
M(A) = 
N(t + l)(A2 - 49 
2(A-t- l)[m(A+t+ 1)+t- I]’ (3) 
where N denotes the number of vertices in r. 
2.1. LEMMA. If A is an eigenvalue of L,(t) distinct from t + 1, then 
lA1<2\/;, 
Proof. Since t + 1 is the valency of the underlying distance-regular graph 
we have ]l]<t+l. Hence t+l-A>0 and m(t+l+IZ)+t-l>O. 
Consequently, from M(A) > 0 it follows that A2 - 4t < 0, which implies the 
result. I 
3. PROPERTIES OF THE POLYNOMIALS S,(x) 
In this section we present a collection of properties of the polynomials 
S,(x). The connection with the Chebyshev polynomials U,(x) of the second 
kind is obvious from (1): S,(x) = U,(x/2). Let 7’,,(x) be the Chebyshev 
polynomial of the lirst kind, and let C,(x) := 2T,(x/2). For n < 6 the 
polynomials S,(x) and C,(x) are given: 
S,(x) = 1, C,(x) = 2, 
S,(x)=.% C,(x) =x9 
S,(x) = x2 - 1, C,(x) =x2 - 2, 
S,(x) =x3 - 2x, C,(x) = x3 - 3x, 
S,(x) =x4 - 3x2 + 1, C,(x) = x4 - 4x* + 2, 
S,(x) =x5 - 4x3 f 3x, C,(x) =x5 - 5x3 + 5x, 
S,(x) = x6 - 5x4 + 6x2 - 1, C,(x) = x6 - 6x4 + 9x2 - 2. 
Indeed, both S,(x) and C,(x) are manic polynomials of degree n; moreover, 
both are even if n is even and odd if n is odd. 
Reference [ 141 contains an extensive list of relations for the Chebyshev 
polynomials. Each of these relations can be transformed, of course, to a 
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relation for the polynomials S,(x) and C,(x). In this way one may easily 
obtain the following identities: 
(x2 - 4) S,-,(x) S,-,(x) = Cm+!2(x> - qm-&), (Al) 
C,(x) S,-,(x)= S,+,-,(x) + Sri--m-,(x), n > m, (A2) 
C,(X) S,-dx) = s,+,-d-4- Lrn-,(~), n > m, (A3) 
G(x) S,-,(x) =s*,-l(X), 
C,(x) C,(x) =c,+i&> + c,n-m,(x). 
Putting n = 1 in (A2) and m = 1 in (A3), respectively yields 
(x2 -4)S,-1(x)= C,+,(x)- C,,-,,(x), 
C,(x) = S,(x) - s, - 2(x), n > 2. 
One also may derive the following formulas: 
S*,(W) = S,(x) + se- ,(x)7 n> 1, 
s*,+ *(WI = m S,(x), 
C*,(&G% = C,(x), 
c*“+,(w) = &= (S,(x) - S,-,(x))7 n> 1. 
Using (1) one may check easily the following relations: 
S,(O) = (-1)“‘2, n is even, 
= 0, n is odd; 
S,(l) = 1, n - 0, 1 (mod 6), 
= 0, n = 2,5 (mod 6), 
=- 1, n = 3,4 (mod 6); 
S,(2) = n + 1. 
(A4) 
(A51 
(Bl) 
W) 
(Cl) 
w  
(C3) 
(C4) 
Pl) 
(W 
(D3) 
Finally, the following two relations can be deduced from the previous ones. 
s~(x)+s~~,(x)-xs,(x)s,-,(x)= 1, (El) 
c;(x) + c:-,(x) -XC,(X) C,-,(x) =4 -x2, 032) 
S,(x) S,-,(x) - s;-,(x) = -1. (E3) 
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4. THE EIGENVALUES ARE INTEGRAL 
From [2] it is known that the eigenvalues of L,(t) are of degree <2 with 
respect to the rationals. In this section we show that they need to be integers 
if L,(t) is feasible and t > 1. The methods are very elementary and 
completely different from [ 21. 
4.1. THEOREM. If L,,,(t) is feasible and t > 1, then the eigenvalues of 
L,(t) are integral. 
For the proof we need some lemmas. Let 3, be an eigenvalue of L,(t), 
distinct from t + 1. We deduce from formula (3) for the multiplicity of A, 
which must yield an integer, that 
&[m(r-l)+t+l-JIEQ. 
So, if A 6C Q there exists a rational number a, depending on m, t, and 1, such 
that 
A2 - 4t + a[m(t - 1) + t + 1 -A] = 0, 
or equivalently, 
A’-aA+a(t+ 1 +m(t- l)}-4t=O. (4) 
This makes it clear that A will be either a rational integer or a quadratic 
integer over Q. We shall show that the latter case cannot occur. 
4.2. LEMMA. If il is quadratic, then 0 < a < 8t/(t + 1 + m(t - 1)) and 
moreover, a must be an integer. 
Proof: From Lemma 2.1 we deduce that the absolute values of the roots 
of quadratic equation (4), being the defining equation of A if A is quadratic, 
are less than 2 fi. Hence their product, which equals a{t + 1 + 
m(t - 1)) - 4t must lie in the open interval (-4t,4t). This observation yields 
the inequality 
or 
-4t<a{t+l+m(t-l)}-44t<4t, 
O<a(t+l+m(t-1)}<8t, 
which implies the first part of the lemma. The second part is immediately 
clear, because a is the coefficient of A in the defining equation of A; since 1 is 
a quadratic integer a must be integral. 1 
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4.3. LEMMA. Zf 1 is quadratic, then m(t - 1) < (a/4) + (4t/a) - 1 - t. 
Proof. The discriminant of (4) equals a* - 4a{t + 1 + m(t - l)} + 16t. 
Since the roots of (4) are distinct real numbers, the discriminant must be 
positive. Hence 
t + 1 + m(t - 1) < (a’ + 16t)/4a = (a/4) + (4t/a). 
This implies the lemma. I 
4.4. LEMMA. Zf L,,,(t) has a nonintegral eigenvalue, then m < 3 + 
(9/(4t - 4)). 
Proof. Consider the function f(a) := (a/4) + (4t/a), with a > 0. The 
assumption a > 4 fi yields the contradiction (\/s - 1)’ + m(t - 1) < 0, by 
using Lemma 4.2. The function f is strictly decreasing on the open interval 
(0,4\/5), as easily may be verified. Hence, since a > 1, by Lemma 4.2, it 
follows from Lemma 4.3 that m(t - 1) < 2 + 4t - 1 - t = 3t - a. Conse- 
quently, m < (12t - 3)/(4t - 4) = 3 + 9/(4t - 4). I 
4.5. Proof of Theorem 4.1. As before, suppose that L,(t) has a nonin- 
tegral eigenvalue A. Then, since t > 2 by assumption, Lemma 4.4 yields that 
m < 3 + $. Hence m < 5. Suppose that m = 5. If t > 3, then Lemma 4.4 gives 
m < 4. Hence t = 2. From Lemma 4.2 we deduce that a < 2 in this case. 
Hence a = 1. Substitution of these values of m, t, and a in (4) yields 
I2 - J = 0. This contradicts our assumption that Eq. (4) is irreducible. 
Suppose that m = 4. From Lemma 4.4 we derive that t < 3 in this case. If 
t = 3, then Lemma 4.2 implies that a = 1. However, if t = 3 and a = 1, then 
(4) reduces to A2 -A = 0 again, which gives a contradiction. Hence t = 2. 
From Lemma 4.2 we obtain 0 < a < F. Hence a = 1 or a = 2. The case 
a = 2 gives a contradiction with Lemma 4.3. Hence a = 1. Substitution of 
m=4, t=2 and a = 1 in defining equation (4) yields A2 -A - 1 = 0. 
Therefore, th: polynomial A2 - I - 1 has to divide the reduced characteristic 
equation of L,(2). This equation can be found from (2). It is possible to 
write (2) as 
A4 + 21’ - 51* - 8L+ 2 = 0, 
or equivalently, 
(;1*+31-l)@*-A-l)-6A+l=O. 
We are left with 6A = 1, which contradicts the fact that k is irrational. Thus, 
we have shown now that m Q 3, if L,(t) has a nonintegral eigenvalue. 
Suppose that m = 3. Now Lemma 4.3 implies that 4t - 2 < (a/4) + (4t/a). If 
a > 2 it follows that 4t - 2 < 4 + 2t, or 2t < 21, which is a contradiction 
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with t > 1. Hence a = 1. Therefore, defining equation (4) reduces to 
A2 - A- 2 = 0, or (2 - 2)@ + 1) = 0, and so appears to be reducible. Con- 
tradiction. 
Finally, suppose that m = 2. In this case reduced characteristic equation 
(2) turns out to be A2 t, 2A + 1 - t = 0. Clearly, if 1 is quadratic this 
equation must coincide with (4), whence we find that a = -2, contradicting 
Lemma 4.2. This completes the proof of Theorem 4.1. 1 
4.6. COROLLARY. Zf L*(t) is feasible, then t is a square. 
Proof: If m = 2 the reduced characteristic equation requires that 
(A + I)* = t, as we saw in the proof of Theorem 4.1. Since A must be integral, 
according to this theorem, the result follows. [ 
The case m = 2 is well studied in the literature (cf., e.g., [4]). Therefore, in 
the remaining part of this paper we restrict our attention to the case that 
m > 3. 
5. DECOMPOSITION OF THE REDUCED CHARACTERISTIC EQUATION 
In this section A will denote any of the eigenvalues of L,,,(t) distinct from 
t + 1. Furthermore, we shall make use of the notation x := n/r, with r = 4. 
5.1. LEMMA. One has either 
tS,(@z) + s,-,(W) = 0 (5) 
7Cm+ ,(fi) + cm- ,(fi) = 0. 
Prooj Some straightforward calculations, using, respectively, the 
formulas (Ai), i E 12, 3,4} and (C2) yield the following chain of equalities. 
Here y stands for m. 
[7Sm(Y) + sm-*(Y)l[~Cm+,(Y) + Cm-,(Y)1 
= 72&wC,+,b9 + 7[s,(Y)c,-,(Y) + s,-*(YL+,(Y)l 
+ S,-,(Y) cm- I(Y) 
= 72S2m+~(Y> + ~[SM-I(Y) + S,(Y) + S2,-,(Y) - SI(Y)I + S,,-,(Y) 
= ~*SZ,+I(Y) + 27S2,-l(~) + LA(Y) 
= \/2+x [7’S,,,(x) + 27S,-,(x) + &+,(x)] = 0. 
This proves the lemma. 1 
CERTAIN DISTANCE-REGULARGRAPHS 205 
At this stage we need to distinguish between the cases “m is odd” and “m 
is even.” 
5.2. THEOREM. Zf m = 2n + 1 (n > l), then one has either 
G”(X) + s,- I(X) = 0 
Or 
tC,+ ,(x) + C,(x) = 0. 
(7) 
(8) 
Proof: From formula (C2) it is clear that (5) is equivalent to 
J2+x (S”(X) + S”- 1(x)) = 0. 
Since 1x1 < 2, as follows from Lemma 2.1, we have m # 0. Hence (7) 
follows from (5) if m = 2n + 1. It is evident that (8) follows from (6), by 
using (C3). I 
5.3. THEOREM. Zf m = 2n (n > l), then one has either 
sS,(x)+(z+ l)S,-,(x)+S,-*(x)=0 (9) 
Or 
zS,(x)-(r- l)S,-,(x)--“-*(x)=0. (10) 
ProoJ From formula (Cl) it is clear that (9) and (10) are equivalent to 
(5) and (6), respectively, if m = 2n. 1 
5.4. Remark. It is worthwhile to note that Eq. (7) coincides with the 
reduced characteristic equation of a Moore graph with diameter n and 
valency t + 1. Moore graphs also have only integral eigenvalues (cf. [ 161). 
6. PROOF OF THE MAIN THEOREM 
6.1. The Case “m Is Odd” 
Let m = 2n + 1, with n > 1. By Theorem 5.2 every eigenvalue L of L,(t) 
distinct from t + 1 satisfies either Eq. (7) or (8). By Theorem 4.1 all 
eigenvalues of L,(t) are integral. We shall show below that Eq. (7) does 
have nonintegral solutions if n > 2, whereas Eq. (8) has no integral solution 
if n = 2. Thus it follows that L,(t), with t > 2, is not feasible if m > 3. We 
shall calculate the values of t for which L3(t) may be feasible. 
Throughout this section I will denote a fixed eigenvalue of L,(t), with 
A# t + 1. Let us point out again that A is an integer, and moreover, 1 A 1 < 22. 
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6.1.1. LEMMA. Let A satisfy Eq. (7). Then z”/dm E Z. 
Proof: Put x := A/r. Since A satisfies Eq. (7) one has S,(x) = 
- (l/r) S,-,(x). Substitution of this expression for S,(x) in formula (El) 
yields 
c $+ 1 +r s;-,(X)= 1. t ) 
This implies that S:-,(x) = t/(t + 1 + A), as easily may be verified. 
Multiplication of both sides with rZnp2 yields 
[r”ls,-, ($I’= t+r;;A. 
The lemma now follows from the fact that t”-IS,,-,(1/r) is an integer. I 
6.1.2. LEMMA. If Eq. (7) has only integral roots, then n E { 1,2 ). 
ProoJ If n is even, Lemma 6.1.1 implies that dm E Q. Since A is 
integral, it follows that dw = r for some integer r. Using 111 < 2r and 
t = r2 we conclude that the integer r must lie in the open interval 
(t - 1, r + 1). However, this interval contains at most two distinct integers. 
Therefore, since A = r2 -t - 1, Eq. (7) can deliver at most two distinct 
eigenvalues of L,(t). Consequently, since Eq. (7) yields precisely n distinct 
eigenvalues of L,(t), we must have n < 2, whence n = 2. 
Now let n be odd. Then we derive from Lemma 6.1.1 that 
dmEQ. H ence f(t + 1 + A) = r2 for some integer r. Now let w  
denote the squarefree part of t, and t = WU’. Then r must have the form 
r = pmuo for some integer p. Thus we obtain the equality LOU’ + 1 + A = wp’. 
Since IL1 < 2a \r w  we may conclude that the number p fi lies in the open 
interval (a @ - 1, u fi + 1). Hence the integer p must belong to the open 
interval (a - (l/&Z), u + (l/&G)). S ince u is integral, this interval contains 
only one integer, namely u. Hence p = u. This implies that r = t, whence 
I = -1. So Eq. (7) yields only one eigenvalue of L,(t), whence n = 1. 1 
Note that, because of 5.4, Lemma 6.1.1 and 6.1.2 can also be interpreted 
as a relative short proof for the nonexistence of Moore graphs for n > 2. 
6.1.3. THEOREM. If m is odd, then L,(t), t > 2, is not feasible if m > 3. 
Moreover, L,(t) is feasible only if t = fa(a + 1) for some integer a, with 
a E (1, 2, 3, 5, 10, 17, 27, 38, 82, 115, 577). 
Proof: If L,,,(t) is feasible, with m = 2n + 1, then both Eqs. (7) and (8) 
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must have integral roots only. By Lemma 6.1.2 this implies that n < 2. If 
n = 2, then Eq. (8) requires that 
or equivalently, 
1’ + A2 - 3At - 2t = 0. 
Now suppose that this equation has three integral roots. As known, these 
roots are distinct (cf. [3]). If ,l is any such root, one has 
t=Aj+L2 A2(A+ 1) 
-= 31+2 . 3/l + 2 
One may easily verify that A’(1 + 1)/(3rZ + 2) is integral only if 
k E (0, -1, -2). This implies that t E {0, l}, which gives a conflict with 
t > 2. Thus we are done with the case m = 5. 
Now let us turn to the case m = 3. In this case Eqs. (7) and (8) give 
A + 1 = 0 and A2 + A - 2t = 0, respectively. As a consequence, t must be of 
the form fa(a + l), for some integer a, and the eigenvalues of L3(t) are -1, 
a, and -1 - a, respectively. We calculate the multiplicities of these eigen- 
values, by using Theorem 4.1. The number of vertices of a realization of 
L3(t) equals 
N=l+t+l+t(tt1)tft2(tt1) 
= f(t t 2)(t2 t t t 2) 
= &(a* t a t 4)(u2 -a t 2)(u2 t 3a + 4). 
From (3) and some straightforward calculations we obtain 
MC-11 = & (u2 + a + 2)(u2 - a t 2)(d $3u + 4), 
and 
1 
M(a) = 32 
u(u2 t a t 2)(a2 t a + 4)(u2 t 3a t 4) 
2a t 1 
The integer condition M(-1) E Z+ provides us with a & 0,7 (mod 8), 
whereas M(a) E Z’ turns out to be equivalent to the condition 
7.11 * 15 
2a t 1 
E z+. 
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Some further elementary calculations yield that a must be one of the 11 
numbers mentioned in the theorem. q 
6.1.4. Remark. No realizations are known of L,(t), except for the trivial 
case of the 6-gon (t = 1) and the odd graph 0, (t = 3). The latter graph has 
as its vertices the 35 3subsets of a 7-set, where two (distinct) 3subsets are 
adjacent if and only if they are disjoint. 
6.2. The Case “m Is Even” 
Let m = 2n, with n > 2. In this section we shall show that not both 
Eqs. (9) and (10) can have all their roots integral. That will complete the 
proof of our main theorem. 
6.2.1. LEMMA. Zf L,,(t) is feasible, then t must be a square. 
ProoJ We multiply both sides of Eq. (9) with 
tS,(-x) + (r + 1) s,-,(-x) + s,-,(-x). 
By using identity (E3) we are able to derive that 
25 = t(s;(x) - s:-,(x)> - (s;-,(x) - s:-,(x)). 
Multiplication of both sides with tzn and the fact that ?S,(;l/t) is integral 
for all k E n\l, now provides us with the lemma. 1 
6.2.2. DEFINITIONS. Let v be any integer. The 2-adic order of v is 
defined as the largest nonnegative integer k such that 2k divides v. We shall 
write ord(v) = k in this case. Furthermore, we introduce the function 
Fn(4 5) = 9+'(7s&/z)+ (z + l)S"-,(A/r)+ s,-,@/z)), n>l (11) 
so that Eqs. (9) and (10) can be written as F,$, t) = 0 and F,(A, -5) = 0, 
respectively. Note that F,,(A, r) is a polynomial in A and r of degree n and 
with integral coefftcients. 
6.2.3. LEMMA. Let z be even and let A be any integral root of either (9) 
or (10). Then ord(A) = ord(r) or ord(A) = 0. 
ProoJ: Let A be an integral root of (9) and let k = ord(r) and 1= ord(A). 
Suppose 1 > 0. For the sake of convenience we define 
f,@, z> := W,W) + s,- ,W)), 
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being a homogeneous function of 1 and t of degree n. Since L satisfies 
F,(L, r) = 0 we have equivalently 
Now assume that k < 1. From the homogeneity property and from 
&(A, 0) = I” it follows that ord(J,@, t)) = nk and ord(f,- ,(A, t)) = (n - 1) k, 
which is impossible since k > 0. 
From a similar argument (now using f,(O, t) = f7") it follows that the 
assumption k > 1 > 0 leads to a contradiction. So the lemma has been 
proven in the case that I is an integral root of (9). If 1 is a root of (10) one 
can proceed in just the same way. 1 
The product of the eigenvalues of L,(t) arising from the equation 
F,@, 7) = 0 equals #JO, 7). More generally, the product of the numbers 
p -A, where L runs through the roots of F$, 7) = 0, equals F,@, 7). This 
indicates the significance of 
6.2.4. LEMMA. 
F,(O, z) = f7"-'(7 + l), 
= *7"-'(t- l), 
FJO, -7)= f7"-'(7- l), 
= *t"-'(7+ l), 
F,(7,7) = ft”-‘(7 - l), 
= fs”-‘(2~ + I), 
= *t"-'(7+ 2), 
F”(7, -7) = *7”-‘(7 + l), 
= *7"--l, 
= *t", 
F,(-27,7) = (-1)“7”-‘(7 - I), 
F,(27, -7) = ?-I(7 + 1). 
n is odd, 
n is even. 
n is odd, 
n is even. 
n=O (mod3), 
n s 1 (mod 3), 
n 3 2 (mod 3). 
n = 0 (mod 3), 
n 3 1 (mod 3), 
n = 2 (mod 3). 
(9 
(ii) 
(iii) 
Proof. All of these properties can easily be verified by using the 
recurrence relation for the functions S,(x) and Eq. (11). 1 
6.25 THEOREM. If m is even, then L,(t) is not feasible f m > 2. 
Proof. Suppose that L,(t) is feasible, m = 2n and n > 1. In the first part 
of the proof we assume that n > 3. The case n = 2 will be considered 
separately. We shall show that if n >, 3 the roots of Eqs. (9) and (10) cannot 
all be integral. To do so, let us assume the contrary. 
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First we consider the case that r is even. Let k := ord(r). Let II,, 1, ,..., A,, 
denote the (integral) zeros of F,(A, r). By Lemma 6.2.3 one has 
ord(;l,) E (0, k). Since ord(lF,(O, r)) = ord(r”-‘) = k(n - I), by Lemma 6.2.4, 
we conclude that ord(A,) = 0 occurs precisely once. Say ord(&) = 0. Now 
consider the relation 
(5 - A,)(s - A,) **f (5 - A,) = FJZ, z). 
The lhs has 2-adic order >k(n - l)+n- 1, whereas the rhs has 2-adic order 
k(n - 1) unless n 3 2 (mod 3) by Lemma 6.2.4. So n = 2 (mod 3). Therefore, 
Fn(r, r) = fr”-‘(r + 2). Hence ord(F,Jr, t)) = k(n - 1) + 1 if k > 1. This 
gives again a contradiction since IZ > 3. Thus we are left with the case that 
k= 1 and n=2 (mod3). 
Now we turn to the second equation. Let us denote the zeros of (10) as 
P, 9 Pu, T--*1 pu,. Since n = 2 (mod 3) we conclude from Lemma 6.2.4 that 
(t - ,uJ(t - p2) *. . (z -flu,) = Fn(5, 3) = +z”. 
In this case again one can conclude from Lemmas 6.2.3 and 6.2.4 that there 
is only one odd fiLli and the remaining roots contain precisely one factor 2. So 
the Ihs has 2-adic order >2(n - 1). The rhs has 2-adic order n. Therefore 
n > 2 (n - I), which contradicts n > 3. 
Now suppose that r is odd. If n f 0 (mod 3), then F,(r, 55) is odd, as 
follows from Lemma 6.2.4. Hence, all eigenvalues must be even in this case. 
This implies that 2” must divide both F,(-2r, r) and F,(2t, -t). From 
Lemma 6.2.4 it is clear that both 2” ( (r - 1) and 2” 1 (r + 1) must hold in 
this case. However, this implies 2” 1 2, or n < 1. Contradiction. 
If 12 = 0 (mod 3) we distinguish between the cases 4 1 (r + 1) and 
4 1 (r - 1). If 4 1 (r + l), then r - 1 contains precisely one factor 2. Hence 
F,,(r, t) = fr”-‘(r - 1) has order one. Consequently, the equation 
F,(A, t) = 0 yields n - 1 even and one odd eigenvalues. This implies that 
F,(-2r, r) is divisible by 2”-i. Hence we have 2”-’ 1 (r - 1) and so 
n- l< 1, or n<2. 
If 4 ( (r - l), then r + 1 has order one. This implies that also F,,(r, -7) has 
order one, whence the equation F,(A, -r) = 0 yields n - 1 even eigenvalues 
and one odd one. Hence 2”-’ 1 F,(2r, -r), which implies that 2”-’ 1 (r + 1). 
So we are led to n < 2 again. This completes the first part of the proof. It 
remains to consider the case n = 2 only. 
If n = 2 we write Eqs. (9) and (10) explicitly as polynomial equations of 
degree two in A. We obtain 
and 
~2+(r+1)~-r(r-l)=0 
A2-(r- l)A-r(r+ l)=O. 
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If L4(f) is feasible, both equations have integral roots. Hence, their 
discriminants must be squares. So we may write for some positive integers a 
and b 
5T2 - 2r + 1 = u*, 
If we rewrite these relations as 
5r2 + 2t + 1 = b*. 
(27)’ + (t - I)* = u*, (2~)~ + (z + 1)’ = b*, 
it immediately follows that b > a > 2r, whence a + b > 45. Since 
b2 - u2 = 45 we obtain the inequality b - a < 1, which gives a contradiction. 
This completes the proof. ! 
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