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1. Introduction
In the representation theory of quantum groups at roots of unity, it is often assumed that the
parameter q is a primitive n-th root of unity where n is an odd prime number. However, there has
recently been increasing interest in the cases where n is an even integer — for example, in the study of
knot invariants [MN], or in logarithmic conformal ﬁeld theories [FGST1,FGST2]. In this paper, we work
out a fairly detailed study on the category of ﬁnite-dimensional modules of the restricted quantum
Uq(sl2) where q is a 2p-th root of unity, p  2.
Vertex operator algebras (VOAs) are axiomatic basis for conformal ﬁeld theories and, like other
algebraic structures, have their own representation theories. In order for a conformal ﬁeld theory to
make sense on higher genus Riemann surfaces, the corresponding VOA should satisfy certain ﬁnite-
ness conditions such as Zhu’s C2-ﬁniteness condition [Zhu].
It is a nontrivial task to give examples of VOA which satisfy C2-ﬁniteness condition — among
them are the triplet W -algebras W (p) (p = 2,3, . . .) (see [FGST1,FGST2] or [TN] for the deﬁnition of
W (p)). It is known that the category of W (p)-modules is not semisimple and the conformal ﬁeld
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may have logarithmic singularities, which are not observed in semisimple conformal ﬁeld theories.
Let us denote by W (p)-mod the category of W (p)-modules. It is a braided tensor category via the
fusion tensor products. Feigin et al. [FGST1,FGST2] make a new bridge between logarithmic conformal
ﬁeld theories and representation theory of the restricted quantum enveloping algebras. More precisely,
they gave the following conjecture:
Conjecture 1.1. (See [FGST2].) Let p  2 and Uq(sl2) be the restricted quantum enveloping algebra
associated to sl2 at 2p-th roots of unity. As a braided quasitensor category, W (p)-mod is equivalent
to Uq(sl2)-mod. Here we denote by Uq(sl2)-mod the category of ﬁnite-dimensional Uq(sl2)-modules.
They also proved the conjecture for p = 2. After the above conjecture, Tsuchiya and Nagatomo
proved the following result.
Theorem 1.2. (See [TN].) As abelian categories, these are equivalent for any p  2.
These works motivate our investigation of the “quantum group-side” of the FGST’s correspondence,
in particular, as tensor categories. Our paper is devoted to a detailed study of the tensor structure for
Uq(sl2)-mod at 2p-th roots of unity with p  2.
This paper is organized as follows. In Section 2, the deﬁnition of Uq(sl2) is recalled and the known
facts about Uq(sl2)-mod are reviewed following [Sut,X3,CPrem,FGST2] and [Ari1]. Since Uq(sl2) is a
ﬁnite-dimensional algebra, the technique of Auslander–Reiten theory allows us to completely classify
ﬁnite-dimensional indecomposable Uq(sl2)-modules. There exist 2p simple modules (two of them are
projective), 2p − 2 non-simple indecomposable projective modules, and several inﬁnite sequences of
other indecomposable modules of semisimple length 2. Moreover Uq(sl2) has a tame representation
type and the Auslander–Reiten quiver of Uq(sl2)-mod is determined.
In Section 3 we give formulas for indecomposable decomposition of tensor products of arbitrary
ﬁnite-dimensional indecomposable Uq(sl2)-modules. Since Uq(sl2) is a Hopf algebra, Uq(sl2)-mod has
a natural tensor structure. Tensor product decomposition rules of simple and/or projective modules
are studied in [Sut]. For computing tensor products including other types of modules, the following
general properties of ﬁnite-dimensional Hopf algebras (see Appendix A) are helpful:
(i) If P is a projective Uq(sl2)-module, Z ⊗k P and P ⊗k Z are also projective for any Uq(sl2)-
module Z .
(ii) All projective modules are injective. Conversely, all injective modules are projective.
(iii) The category of ﬁnite-dimensional Uq(sl2)-modules has a structure of a rigid tensor category.
From the rigidity we have Extn
Uq(sl2)
(Z1 ⊗k Z2,Z3) ∼= ExtnUq(sl2)(Z1,Z3 ⊗k D(Z2)) for arbitrary
Uq(sl2)-modules Z1, Z2, and Z3, where D(Z) is the standard dual of Z .
By using the above facts, we can determine indecomposable decomposition of all tensor prod-
ucts of indecomposable Uq(sl2)-modules in explicit formulas. As a by-product, it is shown that
Uq(sl2)-mod is not a braided tensor category if p  3. It is also proved that Uq(sl2) has no uni-
versal R-matrices for p  3. Our result suggests that Conjecture 1.1 needs to be modiﬁed; although
W (p)-mod and Uq(sl2)-mod are equivalent as abelian categories by Theorem 1.2, but their natural
tensor structures do not agree with each other.
The resolution of this “contradiction” is a future problem. In the last section, we introduce a ﬁnite-
dimensional Hopf algebra D which contains Uq(sl2) as a Hopf subalgebra. It is known that D is
quasi-triangular; the explicit form of a universal R-matrix of D is given in [FGST1]. We discuss a
relationship between Uq(sl2)-mod and the category of ﬁnite-dimensional representations of D , and
explain why Uq(sl2) has no universal R-matrices for p  3.
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Throughout the paper, we work on a ﬁxed algebraic closed ﬁeld k with characteristic zero. All
modules considered are left modules and ﬁnite-dimensional over k.
Let p  2 be an integer and q be a primitive 2p-th root of unity. For any integer n, we set
[n] = q
n − q−n
q − q−1 .
Note that [n] = [p − n] for any n.
In this section we summarize facts about the restricted quantum sl2, which one can ﬁnd in [Sut,
X3,CPrem,EGST,G,RT,FGST2] and [Ari1].
2.1. The restricted quantum group Uq(sl2)
The restricted quantum group U = Uq(sl2) is deﬁned as a unital associative k-algebra with gener-
ators E , F , K , K−1 and relations
K K−1 = K−1K = 1, K EK−1 = q2E, K F K−1 = q−2F ,
E F − F E = K − K
−1
q − q−1 , K
2p = 1, Ep = 0, F p = 0.
This is a ﬁnite-dimensional algebra and has a Hopf algebra structure, where the coproduct , the
counit ε, and the antipode S are deﬁned by
 : E → E ⊗ K + 1⊗ E, F → F ⊗ 1+ K−1 ⊗ F ,
K → K ⊗ K , K−1 → K−1 ⊗ K−1,
ε : E → 0, F → 0, K → 1, K−1 → 1,
S : E → −EK−1, F → −K F , K → K−1, K−1 → K .
The category U -mod of ﬁnite-dimensional left U -modules has a structure of a monoidal category
associated with this Hopf algebra structure on U .
2.2. Basic algebra
Let A be a unital associative k-algebra of ﬁnite dimension. The basic algebra of A is deﬁned as
follows: Let A =⊕ni=1 Pmii be a decomposition of A into indecomposable left ideals, where Pi  P j if
i = j. For each i take an idempotent ei ∈ A such that Aei ∼= Pi , and set e =∑ni=1 ei . Then the subspace
BA = eAe of A has a natural k-algebra structure and is called the basic algebra of A.
It is known (see [ARS,ASS], for examples) that the categories of ﬁnite-dimensional modules over A
and BA are equivalent each other by BA-mod→ A-mod; Z → Ae ⊗BA Z .
The basic algebra BU of U can be decomposed as a direct product BU
∼=∏ps=0 Bs and one can
describe each Bs as follows:
• B0 ∼= Bp ∼= k.
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ing quiver
with relations τ±i τ
∓
i = 0 for i = 1,2, and τ±1 τ∓2 = τ±2 τ∓1 .
The algebra B is studied in [Sut] and [X3] and is known to have a tame representation type.
We shall review on the classiﬁcation theorem of isomorphism classes of indecomposable B-modules.
Note that one can identify a B-module with data Z = (V+Z , V−Z , τ+1,Z , τ+2,Z , τ−1,Z , τ−2,Z ), where V±Z
is a vector space over k and τ±i,Z : V
±
Z → V∓Z (i = 1,2) are k-linear maps satisfying τ±i,Z τ∓i,Z = 0,
τ±1,Z τ
∓
2,Z = τ±2,Z τ∓1,Z .
Proposition 2.2.1. Any indecomposable B-module is isomorphic to exactly one of modules in the following
list:
• Simple modules
X+ = (k,0,0,0,0,0), X− = (0,k,0,0,0,0).
• Projective–injective modules
P+ = (k2,k2, e1,1, e2,1, e2,2, e2,1), P− = (k2,k2, e2,2, e2,1, e1,1, e2,1),
where for positive integers m,n and i = 1, . . . ,m, j = 1, . . . ,n we denote the composition of j-th projec-
tion and i-th embedding kn → k → km by ei, j .
• M+(n) = (kn−1,kn,∑n−1i=1 ei,i,∑n−1i=1 ei+1,i,0,0), M−(n) = (kn,kn−1,0,0,∑n−1i=1 ei,i,∑n−1i=1 ei+1,i)
for each integer n 2.
• W+(n) = (kn,kn−1,∑n−1i=1 ei,i,∑n−1i=1 ei,i+1,0,0), W−(n) = (kn−1,kn,0,0,∑n−1i=1 ei,i,∑n−1i=1 ei,i+1) for
each integer n 2.
• E+(n;λ) = (kn,kn,ϕ1(n;λ),ϕ2(n;λ),0,0), E−(n;λ) = (kn,kn,0,0,ϕ1(n;λ),ϕ2(n;λ)) for each inte-
ger n 1 and λ ∈ P1(k), where
(
ϕ1(n;λ),ϕ2(n;λ)
)=
{
(β · id+∑n−1i=1 ei,i+1, id) (λ = [β : 1]),
(id,
∑n−1
i=1 ei,i+1) (λ = [1 : 0]).
2.3. Indecomposable modules
Deﬁnition 2.3.1. For s = 1, . . . , p − 1, let Φs be the composition of functors B-mod → BU -mod →
U -mod, where the ﬁrst one is induced from BU
∼=∏ps=0 Bs → Bs ∼= B and the second one is expressed
in the previous subsection.
We denote by X+s , X−p−s , P+s , P−p−s , M+s (n), M−p−s(n), W+s (n), W−p−s(n), E+s (n;λ), E−p−s(n;λ) the
images of X+ , X− , P+ , P− , M+(n), M−(n), W+(n), W−(n), E+(n;λ), E−(n;λ) by Φs .
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modules) for s = 0, . . . , p. Each indecomposable U -module belongs to exactly one of C(s) (s =
0, . . . , p).
Since B0 ∼= Bp ∼= k, each of C(0) and C(p) has precisely one indecomposable module (denoted by
X+p , X−p , respectively).
For s = 1, . . . , p − 1, indecomposable modules in C(s) are classiﬁed as follows.
Proposition 2.3.2. Each subcategory C(s) (s = 1, . . . , p − 1) has two simple modules X+s and X−p−s , two
indecomposable projective–injective modules P+s and P−p−s , and three series of indecomposable modules:
• M+s (n) and M−p−s(n) for each integer n 2,
• W+s (n) and W−p−s(n) for each integer n 2,
• E+s (n;λ) and E−p−s(n;λ) for each integer n 1 and λ ∈ P1(k).
Moreover any indecomposable module in C(s) is isomorphic to one of the modules listed above.
Since a complete set of primitive orthogonal idempotents of U is known (see [Ari1], for example),
we can describe all the above indecomposable modules explicitly by bases and action of U on those.
However, we give them only for X±s (s = 1, . . . , p) and E±s (1;λ) (s = 1, . . . , p − 1, λ = [λ1 : λ2] ∈
P1(k)) in the next proposition, because it is enough for computing tensor products of indecomposable
modules.
Proposition 2.3.3.
(i) X±s (s = 1, . . . , p) is isomorphic to the s-dimensional module deﬁned by basis {an}n=0,...,s−1 and U-
action given by
Kan = ±qs−1−2nan, Ean =
{±[n][s − n]an−1 (n = 0),
0 (n = 0), Fan =
{
an+1 (n = s − 1),
0 (n = s − 1).
(ii) E±s (1;λ) (s = 1, . . . , p − 1, λ = [λ1 : λ2]) is isomorphic to the p-dimensional module deﬁned by basis{bn}n=0,...,s−1 
 {xm}m=0,...,p−s−1 and U-action given by
Kbn = ±qs−1−2nbn, Kxm = ∓qp−s−1−2mxm,
Ebn =
{±[n][s − n]bn−1 (n = 0),
λ2xp−s−1 (n = 0), Exm =
{∓[m][p − s −m]xm−1 (m = 0),
0 (m = 0),
Fbn =
{
bn+1 (n = s − 1),
λ1x0 (n = s − 1), F xm =
{
xm+1 (m = p − s − 1),
0 (m = p − s − 1).
We shall introduce some basic notations in representation theory of ﬁnite-dimensional algebras.
Deﬁnition 2.3.4. Let A be a unital associative k-algebra of ﬁnite dimension and Z a ﬁnite-dimensional
left A-module.
(i) The radical radZ of Z is the intersection of all the maximal proper submodules of Z .
(ii) The module Z/ radZ is the largest semisimple factor module of Z which is called the top of Z .
We denote it topZ .
(iii) The sum of all simple submodules of Z is called the socle of Z which is denoted by socZ .
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Z = Z0 ⊃ Z1 ⊃ · · · ⊃ Zl = 0
such that each quotient Zi/Zi+1 is semisimple. The number l is called the length of the ﬁltration.
In the set of semisimple ﬁltrations of Z , there exists a ﬁltration with the minimum length l. We
call l the semisimple length of Z . We remark that an indecomposable module with semisimple
length 1 is nothing but a simple module.
Let us return to our case.
Proposition 2.3.5.
(i) There are no U-modules with semisimple length greater than 3.
(ii) The only indecomposable modules with semisimple length 3 are the projective modules P±s with s =
1, . . . , p−1. More precisely, for s = 1, . . . , p−1, the projective module P±s has the following semisimple
ﬁltration with length 3:
P±s =
(P±s )0 ⊃ (P±s )1 ⊃ (P±s )2 ⊃ (P±s )3 = 0
such that
(P±s )0/(P±s )1 = topP±s ∼= X±s , (P±s )1/(P±s )2 ∼= (X∓p−s)2, (P±s )2 = socP±s ∼= X±s .
(iii) The other non-simple indecomposable modules have semisimple length 2. More precisely, for s =
1, . . . , p − 1, we have
topM±s (n) ∼=
(X±s )n−1, topW±s (n) ∼= (X±s )n, topE±s (n;λ) ∼= (X±s )n,
socM±s (n) ∼=
(X∓p−s)n, socW±s (n) ∼= (X∓p−s)n−1, socE±s (n;λ) ∼= (X∓p−s)n.
Corollary 2.3.6.We have dimk X±s = s, dimk P±s = 2p, dimk M±s (n) = pn− s, dimk W±s (n) = pn− p + s,
dimk E±s (n;λ) = pn.
2.4. Extensions
We describe the projective covers and the injective envelopes of indecomposable U -modules which
we use in the sequel.
Proposition 2.4.1. There exist the following exact sequences
0→ M∓p−s(n) →
(P±s )n → M±s (n + 1) → 0,
0→ W∓p−s(n + 1) →
(P±s )n → W±s (n) → 0,
0 → E∓p−s(n;−λ) →
(P±s )n → E±s (n;λ) → 0
for each s = 1, . . . , p − 1, n  1 and λ ∈ P1(k), where we set M∓p−s(1) = W±s (1) = X±s . Moreover, each
sequence gives the projective cover of the right term and the injective envelope of the left term.
H. Kondo, Y. Saito / Journal of Algebra 330 (2011) 103–129 109The ﬁrst extensions between indecomposable U -modules can be calculated by passing to B-mod
and using the Auslander–Reiten formulas [ASS].
Proposition 2.4.2.
(i) Ext1
U
(E±s (n;λ),X±s ) = 0, dimk Ext1U (E±s (n;λ),X∓p−s) = n.
(ii) dimk Ext
1
U
(X±s ,E±s (n;λ)) = n, Ext1U (X∓p−s,E±s (n;λ)) = 0.
(iii) dimk Ext
1
U
(E±s (m;λ),E±s (n;μ)) = δλμ min{m,n}, dimk Ext1U (E±s (m;λ),E∓p−s(n;−μ)) = δλμ ×
min{m,n}.
For later use, the following exact sequences are also useful.
Proposition 2.4.3. Let s = 1, . . . , p − 1, n 2 and λ ∈ P1(k). Then there exist exact sequences
0→ E±s (n − 1;λ) → E±s (n;λ) → E±s (1;λ) → 0.
3. Calculation of tensor products
3.1. Tensor products of simple modules
Tensor products of simple U -modules X±s ⊗ X±s′ (− ⊗ − means − ⊗k −, here and further) have
been studied in [Sut]. Here we present these results with some different notation.
Deﬁnition 3.1.1. For s, s′ = 1, . . . , p with s s′ , deﬁne Is,s′ and J s,s′ by
Is,s′ =
{
t = s′ − s + 2i − 1 ∣∣ i = 1, . . . , s, t  2p − s − s′},
J s,s′ =
{
t = 2p − 2i − s′ + s + 1 ∣∣ i = 1, . . . , s, t  p},
and set Is,s′ = Is′,s , J s,s′ = J s′,s for s, s′ = 1, . . . , p with s > s′ .
Example 3.1.2. Let p = 5. Then Is,s′ and J s,s′ are as the following table.
I 1 2 3 4 5
1 {1} {2} {3} {4} ∅
2 {2} {1,3} {2,4} {3} ∅
3 {3} {2,4} {1,3} {2} ∅
4 {4} {3} {2} {1} ∅
5 ∅ ∅ ∅ ∅ ∅
J 1 2 3 4 5
1 ∅ ∅ ∅ ∅ {5}
2 ∅ ∅ ∅ {5} {4}
3 ∅ ∅ {5} {4} {3,5}
4 ∅ {5} {4} {3,5} {2,4}
5 {5} {4} {3,5} {2,4} {1,3,5}
We collect some properties of Is,s′ and J s,s′ for later use, a proof of which is straightforward.
Proposition 3.1.3. Let s, s′, t, t′ = 1, . . . , p.
(i) Is,s′ ⊂ {1, . . . , p − 1}, J s,s′ ⊂ {1, . . . , p}.
(ii) Is,s′ ∩ J s,s′ = ∅.
(iii) If s = 1, . . . , p − 1, I p−s,s′ = {p − t | t ∈ Is,s′ }. If s = p, I p,s′ = ∅.
(iv) t ∈ Is,s′ implies s′ ∈ Is,t .
(v) J s,s′ = Jt,t′ if s + s′ = t + t′ . If s + s′  p, J s,s′ = ∅.
Remark 3.1.4. Since J s,s′ depends only on s + s′ by (v), we denote it by J s+s′ in the following.
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X+s ⊗ X+s′ ∼=
⊕
t∈Is,s′
X+t ⊕
⊕
t∈ J s+s′
P+t ,
X±s ⊗ X−1 ∼= X−1 ⊗ X±s ∼= X∓s ,
P±s ⊗ X−1 ∼= X−1 ⊗ P±s ∼= P∓s ,
where we set P±p = X±p .
Remark 3.1.6. The second and third formulas of the theorem enable us to compute the tensor products
X−s ⊗X+s′ , X+s ⊗X−s′ and X−s ⊗X−s′ . For example, X−s ⊗X+s′ ∼= X−1 ⊗X+s ⊗X+s′ ∼= X−1 ⊗ (
⊕
t∈Is,s′ X
+
t ⊕⊕
t∈ J s+s′ P
+
t )
∼=⊕t∈Is,s′ X−t ⊕⊕t∈ J s+s′ P−t . In the following this kind of procedure will be omitted.
3.2. Tensor products with projective modules
The tensor products of projective modules with simple modules are also computed in [Sut]:
Theorem 3.2.1. (See [Sut].) For s = 1, . . . , p − 1 and s′ = 1, . . . , p we have
P+s ⊗ X+s′ ∼= X+s′ ⊗ P+s ∼=
⊕
t∈Is,s′
P+t ⊕
⊕
t∈ J s+s′
(P+t )2 ⊕ ⊕
t∈ J p−s+s′
(P−t )2.
Let us calculate the tensor products of projective modules with arbitrary modules.
Corollary 3.2.2. Suppose s = 1, . . . , p − 1. Let Z be an arbitrary U-module and⊕i∈Λ Si the direct sum of its
composition factors of Z . Then we have
(i) P±s ⊗ Z ∼=
⊕
i∈Λ P±s ⊗ Si and Z ⊗ P±s ∼=
⊕
i∈Λ Si ⊗ P±s ,
(ii) P±s ⊗ Z ∼= Z ⊗ P±s .
Proof. The statement (i) is a direct consequence of Corollary A.3.4 in Appendix A. Therefore, for show-
ing (ii), it is enough to prove that P±s ⊗S ∼= S ⊗P±s for each simple module S . However, it is already
proved in Theorem 3.2.1. 
Example 3.2.3. For s, s′ = 1, . . . , p − 1 and n 2 we have
P+s ⊗ M+s′ (n) ∼= M+s′ (n) ⊗ P+s
∼= P+s ⊗
((X−p−s′)n ⊕ (X+s′ )n−1)
∼=
⊕
t∈Is,s′
((P+t )n−1 ⊕ (P−p−t)n)⊕ ⊕
t∈ J s+s′
(P+t )2n−2 ⊕ ⊕
t∈ J2p−s−s′
(P+t )2n
⊕
⊕
t∈ J p+s−s′
(P−t )2n ⊕ ⊕
t∈ J p−s+s′
(P−t )2n−2,
where in the last isomorphism we use Proposition 3.1.3(iii).
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Deﬁne a multiplicative law · on the set {+,−} by
+ · + = +, + · − = −, − · + = −, − · − = +.
Namely, we regard the set {+,−} with the multiplicative law · as Z/2Z.
Theorem 3.3.1. Assume s, s′ = 1, . . . , p − 1 and m,n 2. Let α,β ∈ {+,−}. Then we have
Mαs (n) ⊗ X βs′ ∼= X βs′ ⊗ Mαs (n) ∼=
⊕
t∈Is,s′
Mα·βt (n) ⊕
⊕
t∈ J s+s′
(Pα·βt )n−1 ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )n,
Wαs (n) ⊗ X βs′ ∼= X βs′ ⊗ Wαs (n) ∼=
⊕
t∈Is,s′
Wα·βt (n) ⊕
⊕
t∈ J s+s′
(Pα·βt )n ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )n−1,
Mαs (m) ⊗ Mβs′(n)
∼=
⊕
t∈Is,s′
(M−α·βp−t (m+ n− 1) ⊕ (Pα·βt )(m−1)(n−1))⊕ ⊕
t∈ J s+s′
(Pα·βt )(m−1)(n−1) ⊕ ⊕
t∈ J2p−s−s′
(Pα·βt )mn
⊕
⊕
t∈ J p+s−s′
(P−α·βt )(m−1)n ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )m(n−1),
Wαs (m) ⊗ Wβs′ (n)
∼=
⊕
t∈Is,s′
(Wα·βt (m+ n− 1) ⊕ (Pα·βt )(m−1)(n−1))⊕ ⊕
t∈ J s+s′
(Pα·βt )mn ⊕ ⊕
t∈ J2p−s−s′
(Pα·βt )(m−1)(n−1)
⊕
⊕
t∈ J p+s−s′
(P−α·βt )m(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )(m−1)n,
Mαs (m) ⊗ Wβs′ (n) ∼= Wβs′ (m) ⊗ Mαs (n)
∼=
⊕
t∈Is,s′
Yα·βt (m,n) ⊕
⊕
t∈ J s+s′
(Pα·βt )(m−1)n ⊕ ⊕
t∈ J2p−s−s′
(Pα·βt )m(n−1)
⊕
⊕
t∈ J p+s−s′
(P−α·βt )(m−1)(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )mn,
where Yαt (m,n) is deﬁned by
Yαt (m,n) =
⎧⎪⎨
⎪⎩
Mαt (m− n+ 1) ⊕ (Pαt )m(n−1) if m > n,
X−αp−t ⊕ (Pαt )n(n−1) if m = n,
W−αp−t(n −m+ 1) ⊕ (Pαt )(m−1)n if m < n.
Here we set M∓p−s(1) = W±s (1) = X±s as before.
Proof. We only prove the ﬁrst formula. The others are proved by similar method.
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formula holds for n − 1. Applying the exact functor − ⊗ X βs′ to the ﬁrst exact sequence in Proposi-
tion 2.4.1, we have an exact sequence
0→ M−αp−s(n− 1) ⊗ X βs′ →
(Pαs )n−1 ⊗ X βs′ → Mαs (n) ⊗ X βs′ → 0.
By the hypothesis and Proposition 3.1.3(iii) we have
M−αp−s(n − 1) ⊗ X βs′ ∼=
⊕
t∈I p−s,s′
M−α·βt (n − 1) ⊕
⊕
t∈ J p−s+s′
(P−α·βt )n−2 ⊕ ⊕
t∈ J s+s′
(Pα·βt )n−1
∼=
⊕
t∈Is,s′
M−α·βp−t (n − 1) ⊕
⊕
t∈ J p−s+s′
(P−α·βt )n−2 ⊕ ⊕
t∈ J s+s′
(Pα·βt )n−1.
On the other hand, we can calculate the middle term by Theorem 3.2.1:
(Pαs )n−1 ⊗ X βs′ ∼= (Pαs ⊗ X βs′ )n−1
∼=
⊕
t∈Is,s′
(Pα·βt )n−1 ⊕ ⊕
t∈ J s+s′
(Pα·βt )2(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )2(n−1).
Since all projective modules are injective, the projective summands in the left term also appear in the
middle term. Therefore we have an exact sequence
0→
⊕
t∈Is,s′
M−α·βp−t (n − 1) →
⊕
t∈Is,s′
(Pα·βt )n−1 ⊕ ⊕
t∈ J s+s′
(Pα·βt )(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )n
→ Mαs (n) ⊗ X βs′ → 0.
An injective homomorphism from M−α·βp−t (n−1) to an injective module must factor through its injec-
tive envelope (Pα·βt )n−1. Consequently we have
Mαs (n) ⊗ X βs′ ∼=
⊕
t∈Is,s′
((Pα·βt )n−1/M−α·βp−t (n − 1))⊕ ⊕
t∈ J s+s′
(Pα·βt )n−1 ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )n
∼=
⊕
t∈Is,s′
Mα·βt (n) ⊕
⊕
t∈ J s+s′
(Pα·βt )n−1 ⊕ ⊕
t∈ J p−s+s′
(P−α·βt )n.
For the case of X βs′ ⊗ Mαs (n), we can determine the decomposition rule by the similar method. 
3.4. Tensor products of E±s (1;λ) with simple modules
The aim of this subsection is to compute the decomposition of E±s (1;λ)⊗X±s′ and X±s′ ⊗E±s (1;λ).
Firstly, we shall calculate tensor product of E±s (1;λ) and 1-dimensional module. Let us introduce a
map κ : {+,−} → {±1} by
κ(+) = 1 and κ(−) = −1.
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Eαs (1;λ) ⊗ X β1 ∼= Eα·βs
(
1;κ(β)λ),
X β1 ⊗ Eαs (1;λ) ∼= Eα·βs
(
1;κ(β)p−1λ),
where for c ∈ k and λ = [λ1 : λ2] ∈ P1(k) we set cλ = [cλ1 : λ2].
Proof. Since Z ⊗ X−1 ⊗ X−1 ∼= Z ⊗ X+1 ∼= Z and X−1 ⊗ X−1 ⊗ Z ∼= X+1 ⊗ Z ∼= Z for any U -module Z ,
it is enough to show
E+s (1;λ) ⊗ X−1 ∼= E−s (1;−λ),
X−1 ⊗ E+s (1;λ) ∼= E−s
(
1; (−1)p−1λ).
By Proposition 2.3.3, we can assume X−1 = ka0, E+s (1;λ) =
⊕s−1
n=0 kbn ⊕
⊕p−s−1
m=0 kxm with U -action
given as that proposition. Then E+s (1;λ) ⊗ X−1 has basis {bn ⊗ a0}n=0,...,s−1 
 {xm ⊗ a0}m=0,...,p−s−1
and U -action on these vectors is as follows:
K (bn ⊗ a0) = −qs−1−2nbn ⊗ a0, K (xm ⊗ a0) = qp−s−1−2mxm ⊗ a0,
E(bn ⊗ a0) =
{−[n][s − n]bn−1 ⊗ a0 (n = 0),
−λ2xp−s−1 ⊗ a0 (n = 0),
E(xm ⊗ a0) =
{ [m][p − s −m]xm−1 ⊗ a0 (m = 0),
0 (m = 0),
F (bn ⊗ a0) =
{
bn+1 ⊗ a0 (n = s − 1),
λ1x0 ⊗ a0 (n = s − 1), F (xm ⊗ a0) =
{
xm+1 ⊗ a0 (m = p − s − 1),
0 (m = p − s − 1).
This shows immediately E+s (1;λ) ⊗ X−1 ∼= E−s (1;−λ).
Let us consider the second case. The module X−1 ⊗ E+s (1;λ) has basis {(−1)na0 ⊗ bn}n=0,...,s−1 

{(−1)ma0 ⊗ xm}m=0,...,p−s−1. In the following, we give explicit formulas of U -action on these vectors.
For simplicity, we denote b˜n = (−1)na0 ⊗ bn and x˜m = (−1)ma0 ⊗ xm ,
K (b˜n) = −qs−1−2nb˜n, K (x˜m) = qp−s−1−2mx˜m,
E(b˜n) =
{−[n][s − n]b˜n−1 (n = 0),
(−1)p−s−1λ2 x˜p−s−1 (n = 0), E(x˜m) =
{ [m][p − s −m]x˜m−1 (m = 0),
0 (m = 0),
F (b˜n) =
{
b˜n+1 (n = s − 1),
(−1)sλ1x˜0 (n = s − 1), F (x˜m) =
{
x˜m+1 (m = p − s − 1),
0 (m = p − s − 1).
These formulas tell us X−1 ⊗ E+s (1;λ) ∼= E−s (1;μ) with μ = [(−1)sλ1 : (−1)p−s−1λ2] = (−1)p−1λ. 
Secondly let us compute E+s (1;λ) ⊗ X+2 and X+2 ⊗ E+s (1;λ).
Lemma 3.4.2. Let Z be a U-module and s = 1, . . . , p.
(i) If v ∈ Z satisﬁes
K v = ±qs−1v, F p−1v = 0, and Ev = αF p−1v
for some s = 1, . . . , p − 1 and α ∈ k, then⊕p−1n=1 kFnv is a submodule of Z isomorphic to E±s (1; [1 : α]).
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K v = ±q−s+1v, Ep−1v = 0, and F v = 0
for some s = 1, . . . , p − 1, then⊕p−1n=1 kEnv is a submodule of Z isomorphic to E±s (1; [0 : 1]).
(iii) If s = p and v ∈ Z satisﬁes the conditions in (i) or (ii), then⊕p−1n=1 kFnv or⊕p−1n=1 kEnv, respectively, is
a submodule of Z isomorphic to X±p .
Proof. The assertions follow by comparing the standard equations
E Fn = FnE + [n]Fn−1 q
−n+1K − qn−1K−1
q − q−1 ,
F En = En F − [n]En−1 q
n−1K − q−n+1K−1
q − q−1
with Proposition 2.3.3. 
Proposition 3.4.3. For s = 1, . . . , p − 1 and λ = [λ1 : λ2] ∈ P1(k) we have
E+s (1;λ) ⊗ X+2 ∼= E+s−1
(
1; [s][s − 1]λ
)
⊕ E+s+1
(
1; [s][s + 1]λ
)
,
X+2 ⊗ E+s (1;λ) ∼= E+s−1
(
1;− [s][s − 1]λ
)
⊕ E+s+1
(
1;− [s][s + 1]λ
)
,
where we put E+s−1(1;± [s][s−1]λ) = X−p if s = 1, and E+s+1(1;± [s][s+1]λ) = X+p if s = p − 1.
Proof. It is enough to show that the modules on the left-hand sides have submodules isomorphic to
direct summands on the right-hand sides, because any nonzero U -module cannot be isomorphic to a
submodule of E+s−1(1;± [s][s−1]λ) and E+s+1(1;± [s][s+1]λ) simultaneously.
As in the proof of Proposition 3.4.1, we can take basis {bn ⊗ al} 
 {xm ⊗ al} (n = 0, . . . , s − 1,
m = 0, . . . , p− s−1, l = 0,1) of E+s (1;λ)⊗X+2 in which U -action on bn , xm , al is as Proposition 2.3.3.
Let v = [s]qsb0 ⊗ a0 + λ2xp−s−1 ⊗ a1. Then K v = qsv and, using the standard equality

(
Fn
)= n∑
k=0
qk(n−k)
[
n
k
]
Fn−kK−k ⊗ Fk
(where
[ n
k
]= [n]![k]![n−k]! with [k]! =∏kl=1[l]), we have
F p−1v = [s]qs(F p−1b0 ⊗ a0 + qp−2[p − 1]F p−2K−1b0 ⊗ Fa0)
= [s]λ1
(
qsxp−s−1 ⊗ a0 − q−1xp−s−2 ⊗ a1
)
,
Ev = [s]qs Eb0 ⊗ Ka0 + λ2(Exp−s−1 ⊗ Ka1 + xp−s−1 ⊗ Ea1)
= ([s]qs+1λ2 + λ2)xp−s−1 ⊗ a0 − [p − s − 1]q−1λ2xp−s−2 ⊗ a1
= [s + 1]λ2
(
qsxp−s−1 ⊗ a0 − q−1xp−s−2 ⊗ a1
)
.
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Therefore E+s (1;λ) ⊗ X+2 has a submodule isomorphic to E+s+1(1; [s][s+1]λ). If λ = [0 : 1], one can verify
that v = qsxp−s−1 ⊗ a0 − q−1xp−s−2 ⊗ a1 satisﬁes the condition of (ii) (or (iii) when s = p − 1) of the
previous lemma by using the equality

(
En
)= n∑
k=0
qk(n−k)
[
n
k
]
Ek ⊗ En−kKk.
In this case also E+s (1;λ) ⊗ X+2 has a submodule isomorphic to E+s+1(1; [s][s+1]λ). Similarly, let w =
b1 ⊗ a0 − q[s − 1]b0 ⊗ a1, then we have
Kw = qs−2w, F p−1w = −[s]λ1xp−s−1 ⊗ a1, Ew = −[s − 1]λ2xp−s−1 ⊗ a1.
Hence the previous lemma shows that E+s (1;λ)⊗X+2 has a submodule isomorphic to E+s−1(1; [s][s−1]λ)
for λ = [0 : 1]. In the case of λ = [0 : 1], let w = xp−s−1 ⊗ a1. Then we have the same result by the
similar argument. Consequently we have
E+s (1;λ) ⊗ X+2 ⊃ E+s+1
(
1; [s][s + 1]λ
)
⊕ E+s−1
(
1; [s][s − 1]λ
)
.
Since the dimension of each side is equal to 2p, we have the ﬁrst formula of the proposition.
In the case of X+2 ⊗E+s (1;λ) one can prove the assertion by the same process: let v = [s]a0 ⊗b0 +
λ2a1 ⊗ xp−s−1 and w = [s − 1]a1 ⊗ b0 − qs−1a0 ⊗ b1. Then we have K v = qsv , Kw = qs−2w and
F p−1v = −[s]λ1(qa0 ⊗ xp−s−1 − a1 ⊗ xp−s−2), Ev = [s + 1]λ2(qa0 ⊗ xp−s−1 − a1 ⊗ xp−s−2),
F p−1v = −[s]λ1a1 ⊗ xp−s−1, Ev = [s − 1]λ2a1 ⊗ xp−s−1,
which leads us to the desired results. 
Thirdly, using Proposition 3.4.3, we can calculate tensor products E+s (1;λ)⊗X+s′ and X+s′ ⊗E+s (1;λ)
inductively on s′ as follows: if E+s (1;λ) ⊗ X+t has known for t  s′ − 1, the isomorphism
(E+s (1;λ) ⊗ X+s′−1)⊗ X+2 ∼= E+s (1;λ) ⊗ (X+s′−1 ⊗ X+2 )∼= E+s (1;λ) ⊗ (X+s′−2 ⊕ X+s′ )
∼= (E+s (1;λ) ⊗ X+s′−2)⊕ (E+s (1;λ) ⊗ X+s′ )
determines the indecomposable decomposition of E+s (1;λ)⊗X+s′ . The explicit formulas are as follows:
Proposition 3.4.4. For s, s′ = 1, . . . , p − 1 and λ ∈ P1(k) we have
E+s (1;λ) ⊗ X+s′ ∼=
⊕
t∈Is,s′
E+t
(
1; [s][t]λ
)
⊕
⊕
t∈ J s+s′
P+t ⊕
⊕
t∈ J p−s+s′
P−t ,
X+s′ ⊗ E+s (1;λ) ∼=
⊕
t∈Is,s′
E+t
(
1; (−1)s′−1 [s][t]λ
)
⊕
⊕
t∈ J s+s′
P+t ⊕
⊕
t∈ J p−s+s′
P−t .
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0 → X−p−s ⊗ X+s′ → E+s (1;λ) ⊗ X+s′ → X+s ⊗ X+s′ → 0
and the next decomposition formulas coming from Theorem 3.1.5 and Proposition 3.1.3:
X−p−s ⊗ X+s′ ∼=
⊕
t∈Is,s′
X−p−t ⊕
⊕
t∈ J p−s+s′
P−t , X+s ⊗ X+s′ ∼=
⊕
t∈Is,s′
X+t ⊕
⊕
t∈ J s+s′
P+t ,
we have
E+s (1;λ) ⊗ X+s′ ∼=
⊕
t∈Is,s′
Zt ⊕
⊕
t∈ J s+s′
P+t ⊕
⊕
t∈ J p−s+s′
P−t ,
where Zt is a nonprojective indecomposable module with an exact sequence 0 → X−p−t → Zt →
X+t → 0 for each t ∈ Is,s′ .
On the other hand, from Proposition 3.4.3 and the calculation shown before the proposition, we
see that a nonprojective indecomposable summand of E+s (1;λ)⊗X+s′ must be of the form E+t (1; [s][t]λ)
with t = 1, . . . , p− 1. Then we have Zt ∼= E+t (1; [s][t]λ) since Zt cannot be projective. Thus we have the
ﬁrst formula.
The proof of the second formula is similar. 
Finally, let us consider arbitrary cases. However, the result is an easy consequence of Proposi-
tions 3.4.1 and 3.4.4.
Corollary 3.4.5. Let α,β ∈ {+,−}. For s, s′ = 1, . . . , p − 1 and λ ∈ P1(k) we have
Eαs (1;λ) ⊗ X βs′ ∼=
⊕
t∈Is,s′
Eα·βt
(
1;κ(β) [s][t]λ
)
⊕
⊕
t∈ J s+s′
Pα·βt ⊕
⊕
t∈ J p−s+s′
P−α·βt ,
X βs′ ⊗ Eαs (1;λ) ∼=
⊕
t∈Is,s′
Eα·βt
(
1;κ(β)s′−1 [s][t]λ
)
⊕
⊕
t∈ J s+s′
Pα·βt ⊕
⊕
t∈ J p−s+s′
P−α·βt .
3.5. Rigidity
For computing the remaining tensor products of indecomposable modules, we use a fact on ﬁnite-
dimensional Hopf algebras.
Let A be a ﬁnite-dimensional Hopf algebra over k. Then it is known that A-mod is a rigid tensor
category (cf. Appendix A).
Deﬁnition 3.5.1. Let Z be an A-module. We deﬁne an A-module structure on the standard dual
D(Z) = Homk(Z,k) by (aϕ)(v) = ϕ(S(a)v) for a ∈ A, ϕ ∈ D(Z) and v ∈ Z .
As a consequence of the rigidity, we have the following proposition which is a central tool for
computing tensor products (cf. Appendix A).
Proposition 3.5.2. For A-modules Z1 , Z2 , Z3 and n 0 we have
ExtnA(Z1 ⊗ Z2,Z3) ∼= ExtnA
(Z1,Z3 ⊗ D(Z2)), ExtnA(Z1,Z2 ⊗ Z3) ∼= ExtnA(D(Z2) ⊗ Z1,Z3).
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Proposition 3.5.3. For s = 1, . . . , p − 1 and λ ∈ P1(k) we have
D
(X±s )∼= X±s , D(E+s (1;λ))∼= E−p−s(1; (−1)sλ), D(E−s (1;λ))∼= E+p−s(1; (−1)p−sλ).
Proof. We only prove for E+s (1;λ). The other parts are similar.
Take basis {bn}n=0,...,s−1 
 {xm}m=0,...,p−s−1 of E+s (1;λ) as Proposition 2.3.3. Let {b∗n}n=0,...,s−1 
{x∗m}m=0,...,p−s−1 ⊂ D(E+s (1;λ)) be the corresponding dual basis. Assume λ = [0 : 1] and set v =
x∗p−s−1. Then we have
K v = −qp−s−1v, F p−1v = q(s−1)(p−1)λ1a∗0, Ev = ∓q−s+1λ2a∗0.
By Lemma 3.4.2 we have D(E+s (1;λ)) has a submodule which is isomorphic to E−p−s(1;μ), where
μ = [q(s−1)(p−1)λ1 : −q−s+1λ2] = (−1)sλ. Thus we have the statement because these modules have
the same dimension.
In the case of λ = [0 : 1], the same argument as Proposition 3.4.3 is necessary. But we omit it in
details. 
Proposition 3.5.4. For s = 1, . . . , p − 1, n 1 and λ ∈ P1(k) we have
D
(E+s (n;λ))∼= E−p−s(n; (−1)sλ), D(E−s (n;λ))∼= E+p−s(n; (−1)p−sλ).
Proof. We prove the ﬁrst formula, for the second one is proved similarly. Since D preserves direct
sum and dimension over k, we know that D(E+s (n;λ)) is an indecomposable module of dimension
pn, therefore this is of the form E±t (n;μ) or is projective (the latter case could occur only if n 2).
On the other hand, by Proposition 3.5.2 we have
dimk Ext
1
U
(
D
(E+s (n;λ)),X+s )
= dimk Ext1U
(
D
(E+s (n;λ))⊗ X+1 ,X+s )= dimk Ext1U (X+1 ,E+s (n;λ) ⊗ X+s )
= dimk Ext1U
(X+1 ,E+s (n;λ) ⊗ D(X+s ))= dimk Ext1U (X+1 ⊗ X+s ,E+s (n;λ))
= dimk Ext1U
(X+s ,E+s (n;λ))= n,
dimk Ext
1
U
(
D
(E+s (n;λ)),E+s (1;μ))
= dimk Ext1U
(
D
(E+s (n;λ))⊗ X+1 ,E+s (1;μ))= dimk Ext1U (X+1 ,E+s (n;λ) ⊗ E+s (1;μ))
= dimk Ext1U
(X+1 ,E+s (n;λ) ⊗ D(E−p−s(1; (−1)sμ)))
= dimk Ext1U
(X+1 ⊗ E−p−s(1; (−1)sμ),E+s (n;λ))= dimk Ext1U (E−p−s(1; (−1)sμ),E+s (n;λ))
=
{
1 ((−1)sμ = −λ),
0 ((−1)sμ = −λ).
Comparing these equalities with Proposition 2.4.2 we have D(E+s (n;λ)) ∼= E−p−s(n; (−1)sλ) as de-
sired. 
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Now we can calculate Eαs (n;λ)⊗X βs′ and X βs′ ⊗ Eαs (n;λ) for general n and α,β ∈ {+,−}. However,
by the similar method in Section 3.4, it is enough to consider the following cases: (a) α = β = + with
arbitrary s and s′ , (b) β = − and s′ = 1 with arbitrary α and s.
Theorem 3.6.1. For s, s′ = 1, . . . , p − 1, n 1 and λ ∈ P1(k) we have
E+s (n;λ) ⊗ X+s′ ∼=
⊕
t∈Is,s′
E+t
(
n; [s][t]λ
)
⊕
⊕
t∈ J s+s′
(P+t )n ⊕ ⊕
t∈ J p−s+s′
(P−t )n,
X+s′ ⊗ E+s (n;λ) ∼=
⊕
t∈Is,s′
E+t
(
n; (−1)s′−1 [s][t]λ
)
⊕
⊕
t∈ J s+s′
(P+t )n ⊕ ⊕
t∈ J p−s+s′
(P−t )n
and
E±s (n;λ) ⊗ X−1 ∼= E∓s (n;−λ),
X−1 ⊗ E±s (n;λ) ∼= E∓s
(
n; (−1)p−1λ).
Proof. We prove the ﬁrst formula, for others are proved similarly. The same argument as Proposi-
tion 3.4.4 shows that there exist an isomorphism
E+s (n;λ) ⊗ X+s′ ∼=
⊕
t∈Is,s′
Zt ⊕
⊕
t∈ J s+s′
(P+t )n ⊕ ⊕
t∈ J p−s+s′
(P−t )n
and an exact sequence 0 → (X−p−t)n → Zt → (X+t )n → 0 for each t ∈ Is,s′ . Moreover, by the exact
sequence in Proposition 2.4.3 and induction on n, we can assume that there exists an exact sequence
0→ E+t
(
n − 1; [s][t]λ
)
→ Zt → E+t
(
1; [s][t]λ
)
→ 0
for each t ∈ Is,s′ .
Let t ∈ Is,s′ . From Propositions 3.5.2, 3.5.3 and 2.4.2 we have
dimk Ext
1
U
(E+s (n;λ) ⊗ X+s′ ,X+t )
= dimk Ext1U
(E+s (n;λ),X+t ⊗ X+s′ )= dimk Ext1U (E+s (n;λ),X+s )= 0,
dimk Ext
1
U
(E+s (n;λ) ⊗ X+s′ ,X−p−t)
= dimk Ext1U
(E+s (n;λ),X−p−t ⊗ X+s′ )= dimk Ext1U (E+s (n;λ),X−p−s)= n,
dimk Ext
1
U
(E+s (n;λ) ⊗ X+s′ ,E+t (1;μ))
= dimk Ext1U
(E+s (n;λ),E+t (1;μ) ⊗ X+s′ )= dimk Ext1U
(
E+s (n;λ),E+s
(
1; [t][s]μ
))
=
{
1 (λ = [t][s]μ),
0 (λ = [t]μ).[s]
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s ∈ It,s′ by Proposition 3.1.3(iv). This yields Zt ∼= E+t (n; [s][t]λ) as desired. 
Now we can calculate tensor products of Eαs (m;λ) with Mβs′ (n) or Wβs′ (n) by using projective cov-
ers and injective envelopes of Mβs′ (n), Wβs′ (n). In the following, we only give the explicit formulas for
α = β = +, for simplicity. For the other combinations, we can easily calculate them by the following
theorem with the previous results. The proof is analogous to that of Theorem 3.3.1 and is omitted.
Theorem 3.6.2. For s, s′ = 1, . . . , p − 1, m 1, n 2 and λ ∈ P1(k) we have
E+s (m;λ) ⊗ M+s′ (n)
∼=
⊕
t∈Is,s′
(
E−p−t
(
m;−[s][t]λ
)
⊕ (P+t )m(n−1)
)
⊕
⊕
t∈ J s+s′
(P+t )m(n−1) ⊕ ⊕
t∈ J2p−s−s′
(P+t )mn
⊕
⊕
t∈ J p+s−s′
(P−t )mn ⊕ ⊕
t∈ J p−s+s′
(P−t )m(n−1),
M+s′ (n) ⊗ E+s (m;λ)
∼=
⊕
t∈Is,s′
(
E−p−t
(
m; (−1)s′ [s][t]λ
)
⊕ (P+t )m(n−1)
)
⊕
⊕
t∈ J s+s′
(P+t )m(n−1) ⊕ ⊕
t∈ J2p−s−s′
(P+t )mn
⊕
⊕
t∈ J p+s−s′
(P−t )mn ⊕ ⊕
t∈ J p−s+s′
(P−t )m(n−1),
E+s (m;λ) ⊗ W+s′ (n)
∼=
⊕
t∈Is,s′
(
E+t
(
m; [s][t]λ
)
⊕ (P+t )m(n−1)
)
⊕
⊕
t∈ J s+s′
(P+t )mn ⊕ ⊕
t∈ J2p−s−s′
(P+t )m(n−1)
⊕
⊕
t∈ J p+s−s′
(P−t )m(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−t )mn,
W+s′ (n) ⊗ E+s (m;λ)
∼=
⊕
t∈Is,s′
(
E+t
(
m; (−1)s′−1 [s][t]λ
)
⊕ (P+t )m(n−1)
)
⊕
⊕
t∈ J s+s′
(P+t )mn ⊕ ⊕
t∈ J2p−s−s′
(P+t )m(n−1)
⊕
⊕
t∈ J p+s−s′
(P−t )m(n−1) ⊕ ⊕
t∈ J p−s+s′
(P−t )mn.
3.7. Tensor products of E±s (m;λ) and E±s′ (n;μ)
As same as the second half of the previous subsection, we only calculate E+s (m;λ) ⊗ E+s′ (n;μ).
We note that there exist the following exact sequences:
0→ E+s (m;λ) ⊗
(X−p−s′)n → E+s (m;λ) ⊗ E+s′ (n;μ) → E+s (m;λ) ⊗ (X+s′ )n → 0,
0→ (X−p−s)m ⊗ E+′ (n;μ) → E+s (m;λ) ⊗ E+′ (n;μ) → (X+s )m ⊗ E+′ (n;μ) → 0.s s s
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the next result:
Proposition 3.7.1. For s, s′ = 1, . . . , p − 1, m,n 1 and λ,μ ∈ P1(k) we have
E+s (m;λ) ⊗ E+s′ (n;μ)
∼=
⊕
t∈Is,s′
Vt
(
s, s′;m,n;λ,μ)⊕ ⊕
t∈ J s+s′
(P+t )mn ⊕ ⊕
t∈ J2p−s−s′
(P+t )mn
⊕
⊕
t∈ J p+s−s′
(P−t )mn ⊕ ⊕
t∈ J p−s+s′
(P−t )mn,
where Vt(s, s′;m,n;λ,μ) is a module in C(t). Moreover, there exist exact sequences
0→ E−p−t
(
m;−[s][t]λ
)n
→ Vt
(
s, s′;m,n;λ,μ)→ E+t
(
m; [s][t]λ
)n
→ 0,
0→ E−p−t
(
n; (−1)s [s
′]
[t] μ
)m
→ Vt
(
s, s′;m,n;λ,μ)→ E+t
(
n; (−1)s−1 [s
′]
[t] μ
)m
→ 0.
Let us determine the decomposition of Vt(s, s′;m,n;λ,μ) as a direct sum of indecomposable mod-
ules.
Theorem 3.7.2. For s, s′ = 1, . . . , p − 1, t ∈ Is,s′ , m,n 1, and λ,μ ∈ P1(k) we have
Vt
(
s, s′;m,n;λ,μ)∼=
⎧⎨
⎩
E+t (l, νt) ⊕ E−p−t(l,−νt) ⊕ (P+t )mn−l ( [s][t]λ = (−1)s−1 [s
′]
[t] μ = νt),
(P+t )mn ( [s][t]λ = (−1)s−1 [s
′]
[t] μ),
where l =min{m,n}.
Proof. We have
dimk Ext
1
U
(E+s (m;λ) ⊗ E+s′ (n;μ),X+t )
= dimk Ext1U
(E+s (m;λ),X+t ⊗ E−p−s′(n; (−1)s′μ))
= dimk Ext1U
(
E+s (m;λ),E−p−s
(
n; (−1)s′+t−1 [s
′]
[s] μ
))
=
{
min{m,n} ((−1)s−1[s]λ = [s′]μ),
0 ((−1)s−1[s]λ = [s′]μ)
(
t ≡ s − s′ + 1 mod 2 for t ∈ Is,s′
)
,
dimk Ext
1
U
(E+s (m;λ) ⊗ E+s′ (n;μ),X−p−t)
= dimk Ext1U
(E+s (m;λ),X−p−t ⊗ E−p−s′(n; (−1)s′μ))
= dimk Ext1U
(
E+s (m;λ),E+s
(
n; (−1)s′+t [s
′]
[s] μ
))
=
{
min{m,n} ((−1)s−1[s]λ = [s′]μ),
0 ((−1)s−1[s]λ = [s′]μ).
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by the exact sequences in the previous proposition, it is isomorphic to (P+t )mn .
From now on we assume (−1)s−1[s]λ = [s′]μ. Set νt = [s][t]λ = (−1)s−1 [s
′]
[t] μ. Firstly assume n = 1.
Then, from the equalities above, it is immediately to see that the nonprojective direct summand of
Vt(s, s′;m,1;λ,μ) is isomorphic to E+t (1, νt) ⊕ E−p−t(1,−νt). Secondly, let us consider general cases.
Using the result for n = 1, we have
dimk Ext
1
U
(E+s (m;λ) ⊗ E+s′ (n;μ),E+t (1;νt))
= dimk Ext1U
(E+s (m;λ),E+t (1;νt) ⊗ E−p−s′(n; (−1)s′μ))
= dimk Ext1U
(E+s (m;λ),E+s (1;λ) ⊕ E−p−s(1;−λ))
= 2.
This equality and the previous equalities show that the nonprojective direct summand of Vt(s, s′;m,n;
λ,μ) is isomorphic to E+t (min{m,n}, νt) ⊕ E−p−t(min{m,n},−νt). The assertion follows. 
Theorems 3.1.5, 3.2.1, Corollary 3.2.2, Theorems 3.3.1, 3.6.1, 3.6.2, Proposition 3.7.1, Theorem 3.7.2
and obvious combination of them give indecomposable decomposition of tensor products of arbitrary
U -modules.
From the results in this section we have
Proposition 3.7.3.
(i) Let Z1 , Z2 be Uq(sl2)-modules. If neither Z1 nor Z2 has any indecomposable summand of type E , we
have Z1 ⊗ Z2 ∼= Z2 ⊗ Z1 .
(ii) If p = 2, for arbitrary Uq(sl2)-modules Z1 , Z2 we have Z1 ⊗ Z2 ∼= Z2 ⊗ Z1 .
(iii) If p  3, there exist Uq(sl2)-modules Z1 , Z2 such that Z1 ⊗Z2  Z2 ⊗Z1 . In particular, Uq(sl2)-mod
is not a braided tensor category.
Proof. The assertions (i) and (ii) are clear. For (iii), set Z1 = E+1 (1; [1 : 1]) and Z2 = X+2 . 
As a by-product we have
Corollary 3.7.4. If q is a primitive 2p-th root of unity, Uq(sl2) has no universal R-matrices for p  3. That is,
it is not a quasi-triangular Hopf algebra.
Remark 3.7.5. Let U0q be the k-subalgebra of Uq(sl2) generated by E, K , K−1. It is a 2p2-dimensional
Hopf subalgebra of Uq(sl2). By the quantum double construction, D(U0q ) := D(U0q ) ⊗ U0q has a
structure of a quasi-triangular Hopf algebra. One can show that there is no surjective Hopf algebra
homomorphism D(U0q ) → Uq(sl2). This fact tells us Uq(sl2) cannot be obtained from the usual
quantum double construction, but it does not give a proof of non-existence of universal R-matrices.
4. Complements
4.1. A quasi-triangular Hopf algebra D
The phenomenon which we showed in Proposition 3.7.3 can be explained partly by considering a
ﬁnite-dimensional Hopf k-algebra D which has a Hopf subalgebra isomorphic to U . D is deﬁned by
generators e, f , t , t−1 and relations
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ef − f e = t
2 − t−2
q − q−1 , t
4p = 1, ep = 0, f p = 0.
The Hopf algebra structure on D is given by
 : e → e ⊗ t2 + 1⊗ e, F → f ⊗ 1+ t−2 ⊗ f ,
t → t ⊗ t, t−1 → t−1 ⊗ t−1,
ε : e → 0, f → 0, t → 1, t−1 → 1,
S : e → −et−2, f → −t2 f , t → t−1, t−1 → t.
U can be embedded into D as a Hopf subalgebra by
ι : E → e, F → f , K → t2.
We remark that ﬁnite-dimensional indecomposable D-modules are classiﬁed by Xiao ([X3], see
also [X1,X2]). Those are parametrized by the positive root system of type A(1)3 and some additional
data.
As in [FGST1], D is a quasi-triangular Hopf algebra and has a universal R-matrix
R = 1
4p
p−1∑
m=0
4p−1∑
n, j=0
(q − q−1)m
[m]! q
m(m−1)
2 +m(n− j)− nj2 emtn ⊗ f mt j ∈ D ⊗ D.
This shows that D-mod is a braided tensor category.
Deﬁnition 4.1.1. Let Z be a ﬁnite-dimensional U -module. The U -action on Z is deﬁned by a k-
algebra homomorphism ρ :U → Endk(Z). We call Z liftable if there exists a k-algebra homomorphism
ρ ′ : D → Endk(Z) such that ρ = ρ ′ ◦ ι. The map ρ ′ is called a lifting of ρ .
The following lemma is easy to verify.
Lemma 4.1.2. Each indecomposable U -module except E±s (n;λ) (λ = [1 : 0], [0 : 1]) is liftable. On the other
hand, E±s (n;λ) (λ = [1 : 0], [0 : 1]) is not liftable. As a by-product, a universal R-matrix R can act on Z1 ⊗Z2
for liftable modules Z1 , Z2 , and if either Z1 or Z2 is E±s (n;λ) (λ = [1 : 0], [0 : 1]), R cannot act on Z1 ⊗ Z2 .
As we already mentioned, Xiao [X3] classiﬁes all ﬁnite-dimensional indecomposable D-modules.
In his list, there is the indecomposable D-module T s(α,κ,n) where 1 s  p − 1, α ∈ {1,−1,√−1,
−√−1}, κ = (κ1, κ2) ∈ (k×)2 and n is a positive integer. In Appendix B, we will give the explicit
construction of T s(α,κ,n).
Assume α ∈ {±1}. As a U -module, T s(α,κ,n) decomposes into two indecomposable modules (for
details, see Appendix B):
T s(α,κ,n) ∼= E+s (n;
√
κ1κ2 ) ⊕ E+s (n;−
√
κ1κ2 ).
Here we set E+s (n;β) := E+s (n; [1 : β]) for β ∈ k.
Let Z be a liftable U -module and, by a ﬁxed lifting ρ ′ : D → Endk(Z), we regard Z as a D-module.
Since D has a universal R-matrix R , there is an isomorphism of D-modules:
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where σ(a⊗ b) = b ⊗ a. This isomorphism induces
(E+s (n;√κ1κ2 ) ⊗ Z)⊕ (E+s (n;−√κ1κ2 ) ⊗ Z) ∼→ (Z ⊗ E+s (n;√κ1κ2 ))⊕ (Z ⊗ E+s (n;−√κ1κ2 )).
Since U is a subalgebra of D , the map above is also an isomorphism of U -modules. However, it
interchanges the ﬁrst and the second components, namely it induces isomorphisms of U -modules
E+s (n;
√
κ1κ2 ) ⊗ Z ∼→ Z ⊗ E+s (n;−
√
κ1κ2 ) and E+s (n;−
√
κ1κ2 ) ⊗ Z ∼→ Z ⊗ E+s (n;
√
κ1κ2 ).
This explains “why” the difference between Z1 ⊗Z2 and Z2 ⊗Z1 is no more than the sign differ-
ences in the parameters of the modules of type E+ . For the case of type E− , the situation is similar.
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Appendix A. Finite-dimensional Hopf algebras
In this appendix, we give a quick review on known results on representation theory of ﬁnite-
dimensional Hopf algebras. These results can be found in [BK,Ben,CP,K,R], and [Sw].
A.1. Basic facts
Let K be a ﬁeld and A an algebra over K. For a right A-module M , the dual space D(M) :=
HomK(M,K) has a left A-module structure deﬁned by
(a ⇀ λ)(m) = μ(ma) (a ∈ A, λ ∈ D(M), m ∈ M).
Here we denote by ⇀ the left A-action on D(M).
From now on we assume A is a Hopf algebra with coproduct , counit ε and antipode S . A right
integral μ of A is an element of D(A) satisfying
(μ ⊗ id)(a) = μ(a)1A
for all a ∈ A. Here 1A is the unit of A. The following theorem is due to Sweedler [Sw] (see also [R]).
Theorem A.1.1. (See [Sw].) Assume A is a ﬁnite-dimensional Hopf algebra over K.
(i) Up to a scalar multiple, there uniquely exists a right integral μ.
(ii) Regarding A as a right A-module, D(A) has a left A-module structure. For a right integral μ, the map
A → D(A) deﬁned by
a → (a ⇀ μ)
is an isomorphism of left A-modules.
(iii) S is bijective.
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μ
(
F i EmKn
)= cδi,p−1δm,p−1δn,p+1 (c ∈ k×).
The following corollary follows from the second statement of the theorem.
Corollary A.1.3. If A is a ﬁnite-dimensional Hopf algebra, A is a Frobenius algebra. As a by-product, the fol-
lowing are equivalent:
(a) M is a projective A-module.
(b) M is an injective A-module.
A.2. Rigid tensor categories
In this subsection, we introduce a notion of rigid tensor categories following Bakalov and Kirillov, Jr.
[BK].
Let C be a monoidal category with the bifunctor ⊗ : C × C → C and the unit object 1 ∈ ObC . For
V ∈ ObC , a right dual to V is an object DR(V ) with two morphisms
eRV : D
R(V ) ⊗ V → 1,
iRV :1→ V ⊗ DR(V ),
such that the two compositions
V ∼= 1⊗ V i
R
V ⊗idV−−−−→V ⊗ DR(V ) ⊗ V idV ⊗e
R
V−−−−→ V ⊗ 1∼= V
and
DR(V ) ∼= DR(V ) ⊗ 1
idDR (V ) ⊗iRV−−−−−−−→ DR(V ) ⊗ V ⊗ DR(V ) e
R
V ⊗idDR (V )−−−−−−−→ 1⊗ DR(V ) ∼= DR(V )
are equal to idV and idDR (V ) , respectively.
Similarly to the above, we deﬁne a left dual of V to be an object DL(V ) with morphisms
eLV : V ⊗ DL(V ) → 1,
iLV :1→ DL(V ) ⊗ V
and similar axioms.
Deﬁnition A.2.1. A monoidal category C is called a rigid tensor category if every object in C has right
and left duals.
Proposition A.2.2. Let C be a rigid tensor category and V1, V2, V3 objects in C .
(i) HomC(V1, V2 ⊗ V3) ∼= HomC(DR(V2) ⊗ V1, V3) ∼= HomC(V1 ⊗ DL(V3), V2).
(ii) HomC(V1 ⊗ V2, V3) ∼= HomC(V1, V3 ⊗ DR(V2)) ∼= HomC(V2, DL(V1) ⊗ V3).
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Deﬁne a map Φ :HomC(V1 ⊗ V2, V3) → HomC(V1, V3 ⊗ DR(V2)) by
Φ( f ) : V1 ∼= V1 ⊗ K
id⊗iRV2−−−−→ V1 ⊗ V2 ⊗ DR(V2)
f⊗idDR (V2)−−−−−−−→ V3 ⊗ DR(V2)
for f ∈ HomC(V1 ⊗ V2, V3). We remark that, by the rigidity axioms, Φ( f ) gives an element of
HomC(V1, V3 ⊗ DR(V2)). Similarly we deﬁne a well-deﬁned map Ψ :HomC(V1, V3 ⊗ DR(V2)) →
HomC(V1 ⊗ V2, V3) by
Ψ (g) : V1 ⊗ V2
g⊗idV2−−−−→ V3 ⊗ DR(V2) ⊗ V2
idV3 ⊗eRV2−−−−−→ V3 ⊗ K ∼= V3
for g ∈ HomC(V1, V3 ⊗ DR(V2)).
It is easy to see that Φ and Ψ are inverse each other. Thus, we have the statement. 
A.3. The category of ﬁnite-dimensional modules over a ﬁnite-dimensional Hopf algebra
Recall that A is a ﬁnite-dimensional Hopf algebra over a ﬁeld K. Let A-mod be the category of
ﬁnite-dimensional left A-modules. It has a structure of a monoidal category associated with the Hopf
algebra structure of A.
For a ﬁnite-dimensional left A-module V , we deﬁne two left module structures on D(V ) =
HomK(V ,K): for a ∈ A, λ ∈ D(V ) and v ∈ V ,
(a ⇀ λ)(v) = λ(S(a)v),
(a ⇀ λ)(v) = λ(S−1(a)v).
We denote by DR(V ) the ﬁrst left A-module structure on D(V ) and by DL(V ) the second one.
Remark A.3.1.
(i) Since the antipode S is bijective (see Theorem A.1.1(iii)), S−1 is a well-deﬁned anti-isomorphism
of A. However, (A,,ε, S−1) is not a Hopf algebra in general. More precisely S−1 does not satisfy
the axiom of an antipode.
(ii) If S2 = idA , DL(V ) is not isomorphic to DR(V ), in general. We remark that S2 = idA for A =
Uq(sl2).
By the construction, it is easy to see that
DR
(
DL(V )
)∼= V and DL(DR(V ))∼= V .
The following proposition is easy to verify.
Proposition A.3.2. Let V be an object in A-mod, {vi} a basis of V and {v∗i } the dual basis of D(V ).
(i) The K-linear maps eRV : D
R(V ) ⊗ V → K and iRV :K → V ⊗ DR(V ) deﬁned by
eRV (λ ⊗ v) = λ(v) and iRV (α) = α
(∑
i
vi ⊗ v∗i
)
are homomorphisms of left A-modules, where we regard K as a left A-module via the counit ε. Therefore
DR(V ) is the right dual to V .
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eLV (v ⊗ λ) = λ(v) and iLV (α) = α
(∑
i
v∗i ⊗ vi
)
are homomorphisms of left A-modules. Therefore DL(V ) is the left dual to V .
(iii) A-mod is a rigid tensor category.
As a consequence of the rigidity of A-mod and Proposition A.2.2, we have
Corollary A.3.3. Let V1, V2, V3 be objects in A-mod.
(i) HomA(V1, V2 ⊗ V3) ∼= HomA(DR(V2) ⊗ V1, V3) ∼= HomA(V1 ⊗ DL(V3), V2).
(ii) HomA(V1 ⊗ V2, V3) ∼= HomA(V1, V3 ⊗ DR(V2)) ∼= HomA(V2, DL(V1) ⊗ V3).
Corollary A.3.4. Let P be a projective module. Then P ⊗ V and V ⊗ P are also projective for any object V in
A-mod.
Proof. We only show the projectivity of P ⊗ V . Let W1 and W2 be objects in A-mod, and g :W1 →
W2 a surjective A-homomorphism. It is enough to show that
g∗ :HomA(P ⊗ V ,W1) → HomA(P ⊗ V ,W2)
is surjective. Let us consider the following diagram:
HomA(P ⊗ V ,W1) g∗−−−−→ HomA(P ⊗ V ,W2)⏐⏐ ⏐⏐
HomA(P ,W1 ⊗ DR(V )) −−−−→
(g⊗id)∗
HomA(P ,W2 ⊗ DR(V ))
where the vertical maps are the isomorphisms constructed in the proof of Proposition A.2.2. By the
construction, this diagram is commutative. Since P is projective, we have (g ⊗ id)∗ is surjective. Thus,
the map g∗ is also surjective. 
Corollary A.3.5. (Cf. Proposition 3.5.2.) Let V1, V2, V3 be objects in A-mod. For any n  0, we have the
following.
(i) ExtnA(V1, V2 ⊗ V3) ∼= ExtnA(DR(V2) ⊗ V1, V3) ∼= ExtnA(V1 ⊗ DL(V3), V2).
(ii) ExtnA(V1 ⊗ V2, V3) ∼= ExtnA(V1, V3 ⊗ DR(V2)) ∼= ExtnA(V2, DL(V1) ⊗ V3).
Proof. We only prove the ﬁrst isomorphism in (ii). Take a projective resolution of V1:
· · · d2→ P1(V1) d1→ P0(V1) d0→ V1 → 0.
Then
ExtnA
(
V1, V3 ⊗ DR(V2)
)
= Ker(d
∗
n+1 :HomA(Pn(V1), V3 ⊗ DR(V2))→HomA(Pn+1(V1), V3 ⊗ DR(V2)))
Im(d∗ :Hom (P (V ), V ⊗ DR(V ))→Hom (P (V ), V ⊗ DR(V ))) .n A n−1 1 3 2 A n 1 3 2
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· · · d2⊗idV2−−−−→P1(V1) ⊗ V2
d1⊗idV2−−−−−→ P0(V1) ⊗ V2
d0⊗idV2−−−−−→ V1 ⊗ V2 → 0
is exact. Moreover, since Pn(V1) ⊗ V2 is projective for any n  0, this sequence gives a projective
resolution of V1 ⊗ V2. Therefore we have
ExtnA(V1 ⊗ V2, V3)
= Ker((dn+1 ⊗ idV2)
∗ :HomA(Pn(V1) ⊗ V2, V3) → HomA(Pn+1(V1) ⊗ V2, V3))
Im((dn ⊗ idV2)∗ :HomA(Pn−1(V1) ⊗ V2, V3) → HomA(Pn(V1) ⊗ V2, V3))
.
By the construction, there exists a commutative diagram:
HomA(Pn(V1), V3 ⊗ DR(V2))
d∗n+1−−−−→ HomA(Pn+1(V1), V3 ⊗ DR(V2))⏐⏐ ⏐⏐
HomA(Pn(V1) ⊗ V2, V3) −−−−−→
(dn+1⊗id)∗
HomA(Pn+1(V1) ⊗ V2, V3).
This diagram induces an isomorphism ExtnA(V1, V3 ⊗ DR(V2))
∼→ ExtnA(V1 ⊗ V2, V3). 
Appendix B. The modules E+s (n;λ) and T s(α,κ,n)
B.1. The module E+s (n;λ)
Recall that E+s (n;λ) is deﬁned as the image of E+(n;λ) under the functor Φs where 1 s p − 1
and λ = [λ1 : λ2] ∈ P1(k). Since the explicit forms of primitive orthogonal idempotents of U are given
by Arike [Ari2], one can determine the explicit structure of E+s (n;λ).
The basis of E+s (n;λ) is {bsi (m), xsj(m) | 0 i  s − 1, 0 j  p − s − 1, 1m n} and the action
of E, F , K± are given as:
K±bsi (m) = q±(s−1−2i)bsi (m), K±xsj(m) = −q±(p−s−1−2 j)xsj(m),
Ebsi (m) =
{ [i][s − i]bsi−1(m) (i = 0),
λ2xsp−s−1(m) + xsp−s−1(m− 1) (i = 0), Ex
s
j(m) = −[ j][p − s − j]xsj−1(m),
Fbsi (m) =
{
bsi+1(m) (i = s − 1),
λ1xs0(m) (i = s − 1), F x
s
j(m) = xsj+1(m),
where we set xsi (0) = 0 and xsp−s(m) = 0.
B.2. The module T s(α,κ,n) and its decomposition as U-module
Following Xiao [X3], let us introduce the indecomposable D-module T s(α,κ,n) for 1  s 
p − 1, α ∈ {1,−1,√−1,−√−1}, κ = (κ1, κ2) ∈ (k×)2 and n ∈ Z>0. The basis of T s(α,κ,n) is
{esu(α,m), eˆsu(α,m) | 0 u  p − 1, 1m n} and the action of e, f , t± is given as:
t±esu(α,m) = α±q±(s−1−2u)/2esu(α,m), t±eˆsu(α,m) = −α±q±(s−1−2u)/2eˆsu(α,m),
eesu(α,m) =
{
α2[u][s − u]esu−1(α,m) (u = 0),
κ1eˆs (α,m) + eˆs (α,m − 1) (u = 0),p−1 p−1
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{
α2[u][s − u]eˆsu−1(α,m) (u = 0),
κ2esp−1(α,m) + esp−1(α,m − 1) (u = 0),
f esu(α,m) = esu+1(α,m), f eˆsu(α,m) = eˆsu+1(α,m),
where esu(α,0) = eˆsu(α,0) = 0 and esp(α,m) = eˆsp(α,m) = 0.
Assume α2 = 1. Consider an invertible (2n × 2n) matrix Q which satisﬁes
Q −1
(
O J (n;κ2)
J (n;κ1) O
)
Q =
(
J (n;√κ1κ2 ) O
O J (n;−√κ1κ2 )
)
where J (n;β) is the (n × n)-Jordan cell with the eigenvalue β . Deﬁne bsu(α,m), bˆsu(α,m) (0  u 
p − 1,1m n) by
(
bsu(α,1), . . . ,b
s
u(α,n), bˆ
s
u(α,1), . . . , bˆ
s
u(α,n)
) := (esu(α,1), . . . ,esu(α,n), eˆsu(α,1), . . . , eˆsu(α,n))Q
and a k-linear isomorphism Ψ : T s(α,κ,n) → E+s (n;
√
κ1κ2 ) ⊕ E+s (n;−
√
κ1κ2 ) by
bsu(α,m) →
{
bs,+u (m) (0 u  s − 1),
xs,+u−s(m) (s u  p − 1), bˆ
s
u(α,m) →
{
bs,−u (m) (0 u  s − 1),
xs,−u−s(m) (s u  p − 1),
where we denote by {bs,±i (m), xs,±j (m)} the basis of E+s (n;±
√
κ1κ2 ) which is introduced in the pre-
vious subsection. By the construction, it is easy to see that Ψ is an isomorphism of U -modules.
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