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Consider the generalized growth curve model Y = ∑mi=1 XiBiZ ′i + UE subject to R(Xm) ⊆· · · ⊆ R(X1), where Bi are the matrices of unknown regression coefficients, and E =
(ε1, . . . , εs)
′ and εj (j = 1, . . . , s) are independent and identically distributed with the
same first four moments as a random vector normally distributed with mean zero and
covariance matrix Σ . We derive the necessary and sufficient conditions under which the
uniformly minimum variance nonnegative quadratic unbiased estimator (UMVNNQUE) of
the parametric function tr(CΣ)with C ≥ 0 exists. The necessary and sufficient conditions
for a nonnegative quadratic unbiased estimator y′Aywith y = Vec(Y ′) of tr(CΣ) to be the
UMVNNQUE are obtained as well.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Since Potthoff and Roy [1] proposed the growth curve model of the form Y = XBZ ′ + E with B being an unknown
parameter matrix, the study on such models tends to be mature. The interested readers are referred to [2–4]. Considering
the standard Potthoff and Roy model requires that all treatment effects have the same profile which may not be true in
practice, Rosen [5] and Verbyla and Venables [6] extended the classical growth curve model to the more general model
Y = ∑mi=1 XiBiZ ′i + E , which is often called the generalized (or extended) growth curve model (GGCM), and sometimes
also named the sum of profiles. Such a model has been applied extensively in the practical biomedical, biological, and
epidemiological data analyses. For instance, Verbyla and Venables [6] demonstrated its wide applicability through some
examples such as the longitudinal data from designed experiments. Earlier, Evans and Roberts [7] considered such a
generalized growth curve model in an experiment analysis on grazing animals and perennial plants where the interest
is the behavior of treatment effects over time (see also [3]).
Facing the GGCM, how to make inference on its parameters is a premise of the application of the model. For the
estimation of the regression coefficient matrix in the GGCM, the maximum likelihood approach is generally utilized [6,
8]. Clearly, the estimation problem of the variance–covariance matrix of the disturbances and its functions in such a model
is also important. The related investigation in the commonly used models has been conducted extensively. For example, for
univariate linear models, Hsu [9] gave the necessary and sufficient conditions under which the usual unbiased estimator
of error variance is the uniformly minimum variance invariant quadratic unbiased estimator (UMVIQUE). This is a famous
result. Kleffe [10] extended Hsu’s theorem to multivariate linear models. He considered an unbiased invariant minimum
norm quadratic estimator (MINQE(U,I)) of the linear functions of the variance–covariance matrix, tr(CΣ), and found the
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conditions for theMINQE(U,I) to be the UMVIQUE. Yang [11] further generalized Kleffe’s result to the growth curve models.
He obtained theMINQE(U,I) of tr(CΣ) and considered the optimality of the proposed estimator. For the GGCM considered
in this paper, the derivations ofMINQE(U,I) and some other types of estimators such as the maximum likelihood estimator
(MLE) and least squares estimator (LSE), especially the discussion of their optimality are much more difficult. Generally, the
restriction condition R(Xm) ⊆ · · · ⊆ R(X1) (where R(Xi) denotes the range space of the matrix Xi, i = 1, . . . ,m) is assumed
in literature. Under this nested condition, the results on theMLE,MINQE(U,I), and LSE were derived and can be found in [8,
12,13], respectively. It should be pointed out that the nested condition is not strong and can often be satisfied in practice.
See, for example, [14,12]. Interestingly, from the considerations of both Rosen’s MLE of the variance–covariance matrix, Σ
and ourMINQE(U,I) and LSE ofΣ and its linear function tr(CΣ), the nested condition is technically needed.
In practice, the matrix C is often positive semi-definite. For example, C can be the identity matrix or have the form
of cc ′, where c is an n × 1 vector. This means the estimand of interest, tr(CΣ), is nonnegative. However, the existing
MINQE(U,I) and LSE may not possess such a property which is an obvious deficiency. The objective of this paper is to address
this issue. Instead of the MINQE(U,I) and LSE, we investigate general nonnegative quadratic estimators. The nonnegative
estimation problem for the simpler models such as linear model, variance–covariance component model, and growth curve
model has been extensively studied. Examples include [15–20]. However, for the GGCM, the corresponding discussion on
the nonnegativeness of estimators is more complicated. We overcome the difficulty through the following ways: (1) We
adopt the nested condition R(Xm) ⊆ · · · ⊆ R(X1), by which we can obtain the explicit expression of M; (2) A spectral
decomposition is used to give the generalized block of A; (3) We use a kind of ‘‘update’’ principles, i.e., choose a covariance
matrix to obtain the most inner generalized block of A∗ with the help of the introduction of y′A1ywhich is the UMVNNQUE
for the chosen covariance matrix, then add a term to previous covariance matrix to form an updated covariance matrix and
to obtain the updated generalized block of A∗ (the most second inner generalized block of A∗), and so on. From this, the
necessary and sufficient conditions under which the UMVNNQUE of tr(CΣ) exists and those under which a nonnegative
quadratic unbiased estimator is the UMVNNQUE are both derived.
This paper is organized as follows. In Section 2,we discuss the conditions underwhich tr(CΣ) is nonnegatively estimable.
Further, the necessary and sufficient conditions for the nonnegative quadratic unbiased estimator of tr(CΣ) to be its
UMVNNQUE are obtained. We conclude the paper with some remarks. The main technical details are put in the Appendix.
2. Model framework and main results
Consider the following GGCM
Y =
m∑
i=1
XiBiZ ′i + UE, (2.1)
subject to R(Xm) ⊆ · · · ⊆ R(X1), where Xi, Zi and U(6= 0) are, respectively, known n× ki, p× li, n× smatrices and Bi is an
unknown ki× li matrix of regression coefficients for i = 1, . . . ,m; Y is an n× pmatrix of observations; E = (ε1, . . . , εs)′ is
an s× p error matrix, ε1, . . . , εs are independent and identically distributed with the same first four moments as a random
vector normally distributed with mean zero and covariance matrix Σ (such an error term is often called a quasi-normal
disturbance).
We are interested in the estimation of tr(CΣ), where C(6= 0) is a positive semi-definite matrix. Note that a positive
semi-definite C is more interesting than a symmetric C , as mentioned in the Introduction Section. For such an estimand, it
is natural to consider a family of nonnegative quadratic unbiased estimators.
Let y = Vec(Y ′), X = (X1 ⊗ Z1, . . . , Xm ⊗ Zm), β = ((Vec(B′1))′, . . . , (Vec(B′m))′)′, ε = Vec(E ′), where Vec(•) creates
a column vector by stacking the column vectors of below one another (here • denotes any matrix). Then the model (2.1)
becomes
y = Xβ + (U ⊗ Ip)ε,
where Ip is the p× p identity matrix.
We now introduce some notations for the simplicity of the following expressions. DenoteMA = I−AA+ for thematrix A,
where A+ is the Moore–Penrose inverse of A;M = MX1⊗Z1,...,Xm⊗Zm ; G = UU ′; k0 = min{k : k = 1, . . . ,m+ 1,MXkG 6= 0};
MX0 = 0n×n,MXm+1 = In; ri = rk(MXiG); and Pi = U ′(MXiGMXi)+U . Evidently, 1 ≤ rk0 ≤ · · · ≤ rm+1 ≤ s. Further,
let Wi,j,C = (MZi−1 − MZi)C(MZj−1 − MZj); Zi = (Z1, . . . , Zi); MZ0 = Ip; MZm+1 = 0p×p; and Ai,j = {U ′MXi ⊗ (MZi−1 −
MZi)}A{MXjU ⊗ (MZj−1 − MZj)}, i, j = k0, . . . ,m + 1. Also, let Ω = {A : A is an np × np symmetric matrix}; and
Θ = {A ∈ Ω : A = MAM ≥ 0, E(y′Ay) = tr(CΣ),∀Σ ≥ 0}.
The following theorem gives the condition under which tr(CΣ) is nonnegatively estimable.
Theorem 1. MZk0−1CMZk0−1 = C is a necessary and sufficient condition for tr(CΣ) to be nonnegatively estimable.
Proof. Necessity If tr(CΣ) is nonnegatively estimable, then there exists a nonnegative and unbiased estimator y′Ay.
According to Lemma A.6, we see that
∑m+1
i=k0
∑m+1
j=k0
∑rmin{i,j}
k=1 A
(k)
i,j = C, where A(k)i,j are the generalized blocks of A (cf.,
Lemma A.5). Since ∀i, j = k0, . . . ,m+ 1,MZk0−1A
(k)
i,j MZk0−1 = A
(k)
i,j ,we haveMZk0−1CMZk0−1 = C .
X. Wu et al. / Journal of Multivariate Analysis 100 (2009) 1061–1072 1063
Sufficiency Let A0 = 1rk0 (MXk0GMXk0 )
+ ⊗ C . Clearly, A0 ≥ 0. By using Lemma A.3, we obtain
MA0M = 1rk0
m+1∑
i=k0
m+1∑
j=k0
MXi(MXk0GMXk0 )
+MXj ⊗Wi,j,C
= 1
rk0
(MXk0GMXk0 )
+ ⊗
m+1∑
i=k0
m+1∑
j=k0
Wi,j,C
= 1
rk0
(MXk0GMXk0 )
+ ⊗MZk0−1CMZk0−1
= A0.
Let A(k)i,j , i, j = k0, . . . ,m+ 1, k = 1, . . . , rmin{i,j}, be the generalized blocks of A0. Then
A(k)i,j =
1
rk0
ξ ′kU
′MXi(MXk0GMXk0 )
+MXjUξkWi,j,C =
1
rk0
ξ ′kPk0ξkWi,j,C ,
which implies that A(k)i,j = 1rk0Wi,j,C if k = 1, . . . , k0, and= 0 otherwise. Therefore,
m+1∑
i=k0
m+1∑
j=k0
rmin{i,j}∑
k=1
A(k)i,j =
m+1∑
i=k0
m+1∑
j=k0
Wi,j,C = C .
Hence, it follows from Lemma A.6 that y′A0y is nonnegative and unbiased, that is, tr(CΣ) is nonnegatively estimable. 
As a special case, we takeU = I in themodel (2.1). Then from the definition of k0, as long as X1X+1 6= I which is a common
practice, we must have k0 = 1. Thus, MZk0−1 = MZ0 = I . So the condition of Theorem 1 holds automatically. The situation
just discussed includes the usual multivariate linear regression models and most generalized growth curve models.
Note that from Lemma A.1, the class of the nonnegative quadratic unbiased estimators of tr(CΣ)with C being a positive
semi-definite matrix is equal to its class of the nonnegative quadratic unbiased invariant estimators. So it is natural to
consider the UMVNNQUE in the latter class. We now give the conditions under which the nonnegative unbiased estimator
y′Ay is optimal.
Theorem 2. Let y′A∗y be a nonnegative unbiased estimator of tr(CΣ). Denote {η1, . . . , ηα} = {i : i = k0, . . . ,m+ 1,Wi,i,C 6=
0}, where η1 < · · · < ηα (1 ≤ α ≤ m − k0 + 2). The necessary and sufficient conditions for y′A∗y to be the UMVNNQUE are
that (U ′⊗ Ip)A∗(U⊗ Ip) = 1rη1 Pη1 ⊗C, and ∃t ∈ {1, . . . , α} such that rηt = rη1 , rηt+1 > rη1 and ∀s = t+1, . . . , α,Wηs,ηs,C =
Wηs,ηs−1,CW
+
ηs−1,ηs−1,CWηs−1,ηs,C , where rηα+1 > rα and Wηα+1,ηα+1,C = Wηα+1,ηα ,CW+ηα ,ηα ,CWηα ,ηα+1,C .
Proof. See the Appendix. 
For the usual multivariate linear models, m = 1, Z1 = I and U = I in the model (2.1). In this case, ηα = η1 = 1. So the
conditions in Theorem 2 reduce to A∗ = 1rη1 Pη1 ⊗ C . By taking A∗ =
1
r1
MX1 ⊗ C , we see that (1) y′A∗y is nonnegative and
unbiased; (2) (U ′ ⊗ I)A∗(U ⊗ I) = 1rη1 Pη1 ⊗ C . So the conditions in Theorem 2 are satisfied.
As another example, we consider theMINQE(U,I) y′D1y of tr(CΣ), where
D1 =
α∑
i=1
α∑
j=1
1
rηmin{i,j}
(MXηiGMXηi )
+G(MXηjGMXηj )
+ ⊗Wηi,ηj,C
(cf., [12]). If rηα = rη1 , then D1 reduces to
D2 ≡ 1rη1
(MXη1GMXη1 )
+ ⊗ C .
Noting that
MD2M = 1rη1
α∑
i=1
α∑
j=1
MXηi (MXη1GMXη1 )
+MXηj ⊗Wηi,ηj,C = D2,
we see that
E(y′D2y) = tr{(MD2M(G⊗Σ))} = 1rη1
tr(Pη1)tr(CΣ) = tr(CΣ).
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Thus, the MINQE(U,I) is an unbiased estimator of tr(CΣ) when rηα = rη1 . It is readily seen that D2 ≥ 0 and (U ′ ⊗
Ip)D2(U ⊗ Ip) = 1rη1 Pη1 ⊗ C . Therefore, from Theorem 2, it is the UMVNNQUE. In particular, for the case of U = I ,
ri = rk(MXi) = tr(MXi) = n− rk(Xi). So as long as rk(Xi) are the same, we must have rηα = rη1 .
When the nested condition is imposed, our Theorem 2 also includes the results in [21] who considered the conditions
for the LSE to be optimal and nonnegative under the GMANOVA-MANOVAmodel. The details of proof are available from the
authors upon request.
The following theorem provides the conditions of the existence of UMVNNQUE.
Theorem 3. The necessary and sufficient conditions for the UMVNNQUE of tr(CΣ) to exist are that ∃t ∈ {1, . . . , α} such that
rηt = rη1 , rηt+1 > rη1 and ∀s = t + 1, . . . , α,Wηs,ηs,C = Wηs,ηs−1,CW+ηs−1,ηs−1,CWηs−1,ηs,C .
Proof. The necessity is obvious. The sufficiency follows from Theorem 2 and the above example which shows that the
estimator y′D2y is nonnegative and unbiased. 
Clearly, for the usual multivariate linear models, the conditions of Theorem 3 hold automatically due to α = 1 as above.
For the generalized growth curve model (2.1) with U = I , if rk(Xi) are the same, then the conditions are also true.
3. Concluding remarks
This paper studied the UMVNNQUE of tr(CΣ) for the model Y = ∑mi=1 XiBiZ ′i + Uε subject to R(Xm) ⊆ · · · ⊆ R(X1).
The necessary and sufficient conditions that the UMVNNQUE exists and that a nonnegative quadratic unbiased estimator
is the UMVNNQUEwere respectively derived. It should be noted that following [8], we have assumed the nested condition
R(Xm) ⊆ · · · ⊆ R(X1). This condition is not strict and oftenmet in practice. See, for example, [14,12]. An interesting question
is how to derive the UMVNNQUE of tr(CΣ)when the nested condition does not hold.
In this article, we considered the case of quasi-normal disturbances. When the error terms are independent and
identically distributed but not quasi-normal, the exploration of the corresponding necessary and sufficient conditions is
no doubt an interesting problem and this warrants our future research.
For the special estimator: MINQE(U,I), Wu et al. [12] derived the necessary and sufficient conditions guaranteeing it to
be the UMVIQUE. ForMINQE(U,NND) (the theory onMINQE(U,NND) under variance components models was summarized,
e.g., in [22], p. 108–123), deriving its expression under the GGCM and finding the conditions under which it becomes the
UMVNNQUE are also interesting topics.
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Appendix
Before proving the main results, we state several preliminary lemmas.
Lemma A.1. Let CNU = {y′Ay : A ≥ 0, E(y′Ay) = tr(CΣ),∀Σ ≥ 0,∀β ∈ R(
∑m
i=1 ki li)} be the class of the nonnegative quadratic
unbiased estimators, CNUI = {y′Ay : A = MAM ≥ 0, E(y′Ay) = tr(CΣ),∀Σ ≥ 0,∀β ∈ R(
∑m
i=1 ki li)} be the class of the
nonnegative quadratic unbiased invariant estimators. Then CNU = CNUI .
Proof. The proof is similar to that of Theorem 5.6.1 in [22, page 109] and hence omitted. 
According to the restriction condition R(Xm) ⊆ · · · ⊆ R(X1), we make a composition aboutM = MX1⊗Z1,...,Xm⊗Zm below
which will play an important role in studying the estimation of tr(CΣ).
Lemma A.2. M =∑m+1i=1 MXi ⊗ (MZi−1 −MZi).
Proof. The proof can be found in [12, Lemma 1]. 
Lemma A.3. (i) MXiMXj = MXjMXi = MXi;(ii) MZiMZj = MZjMZi = MZj;(iii) MXj(MXiGMXi)+MXk = MXj(MXiGMXi)+ =
(MXiGMXi)
+MXk = (MXiGMXi)+, where i = 1, . . . ,m+ 1, j, k = i, . . . ,m+ 1.
Proof. The proof can be found in [12, Lemma 2]. 
The following lemma gives the spectral decomposition about the matrices Pi = U ′(MXiGMXi)+U , i = k0, . . . ,m + 1.
This will help us to analyze the positive semi-definite matrixMAM and discuss the optimality of the nonnegative quadratic
unbiased estimators.
Lemma A.4. There exists an orthogonal basis∆ = {ξ1, . . . , ξs} such that Pi =∑rij=1 ξjξ ′j , i = k0, . . . ,m+ 1.
Proof. The proof can be found in [12, Lemma 4]. 
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In order to study a nonnegative quadratic unbiased estimator y′Ay, i.e., y′MAMy, we nowmake the decomposition about
the positive semi-definite matrixMAM based on an orthogonal basis∆ = {ξ1, . . . , ξs}.
Lemma A.5. If A ∈ Ω , then there exists a unique A(kl)i,j such that
(U ′ ⊗ Ip)MAM(U ⊗ Ip) =
m+1∑
i=k0
m+1∑
j=k0
ri∑
k=1
rj∑
l=1
ξkξ
′
l ⊗ A(kl)i,j . (A.1)
Also,
A(kl)i,j =
{{ξ ′kU ′ ⊗ (MZi−1 −MZi)}MAM{Uξl ⊗ (MZj−1 −MZj)}, if k = 1, . . . , ri, l = 1, . . . , rj, i, j = k0, . . . ,m+ 1,
0, otherwise.
From now on we call the A(kl)i,j as the generalized (i, j, k, l) block of A and denote A
(kk)
i,j = A(k)i,j for simplicity.
Proof. First from Lemma A.2, we have (U ′ ⊗ Ip)MAM(U ⊗ Ip) = ∑m+1i=k0 ∑m+1j=k0 Ai,j, where Ai,j = {U ′MXi ⊗ (MZi−1 −
MZi)}A{MXjU ⊗ (MZj−1 − MZj)} as before. Let ei be the ith column of the s × s identity matrix, i = 1, . . . , s. Then
∀i, j = k0, . . . ,m + 1, Ai,j = ∑su=1∑sv=1 eue′v ⊗ F (uv)i,j , where F (uv)i,j represent the (u, v) block of the matrix Ai,j. Obviously,
there exists an inverse matrix (dij) such that ei = ∑sj=1 dijξj, i = 1, . . . , s. Thus, Ai,j = ∑sk=1∑sl=1 ξkξ ′l ⊗ A(kl)i,j , where
A(kl)i,j =
∑s
u=1
∑s
v=1 dukdvl⊗ F (uv)i,j . Since Pi is the projection matrix onto the column space of the matrixMXiU , it follows that
(Pi ⊗ Ip)Ai,j(Pj ⊗ Ip) = Ai,j, equivalently,∑rik=1∑rjl=1 ξkξ ′l ⊗ A(kl)i,j = Ai,j. Therefore, (A.1) holds. Suppose that there exist A(kl)i,j
and Â(kl)i,j such that
ri∑
k=1
rj∑
l=1
ξkξ
′
l ⊗ A(kl)i,j =
ri∑
k=1
rj∑
l=1
ξkξ
′
l ⊗ Â(kl)i,j .
Using ξ ′k⊗ Ip, k = 1, . . . , ri, to left multiply both sides of the equation above and using ξl⊗ Ip, l = 1, . . . , rj, to right multiply
both sides of the equation above, we obtain A(kl)i,j = Â(kl)i,j , which implies that the A(kl)i,j is unique. Since ∀i, j = k0, . . . ,m+ 1,
s∑
k=1
s∑
l=1
ξkξ
′
l ⊗ A(kl)i,j =
ri∑
k=1
rj∑
l=1
ξkξ
′
l ⊗ A(kl)i,j ,
it follows that ∀k = ri + 1, . . . , s, or ∀k = rj + 1, . . . , s, we have A(kl)i,j = 0. By Lemma A.2, we see that
{U ′ ⊗ (MZi−1 −MZi)}MAM{U ⊗ (MZj−1 −MZj)} =
ri∑
k=1
rj∑
l=1
ξkξ
′
l ⊗ A(kl)i,j ,
therefore, ∀k = 1, . . . , ri,∀l = 1, . . . , rj, A(kl)i,j = {ξ ′kU ′ ⊗ (MZi−1 −MZi)}MAM{Uξl ⊗ (MZj−1 −MZj)}. 
The following lemma gives the condition for a quadratic estimator y′Ay to be nonnegative and unbiased.
Lemma A.6.
m+1∑
i=k0
m+1∑
j=k0
rmin{i,j}∑
k=1
A(k)i,j = C and A = MAM ≥ 0 (A.2)
are the necessary and sufficient conditions for y′Ay to be a nonnegative and unbiased estimator of tr(CΣ), where A(k)i,j are the
generalized blocks of A.
Proof. According to Lemma A.1, it can be seen that y′Ay is nonnegative and unbiased estimator of tr(CΣ) if and only if
A = MAM ≥ 0 and ∀Σ ≥ 0, E(y′Ay) = tr(CΣ). It is readily seen that
E(y′Ay) = E(y′MAMy)
= tr{MAM(G⊗Σ)}
=
m+1∑
i=k0
m+1∑
j=k0
ri∑
k=1
rj∑
l=1
ξ ′kξltr(A
(kl)
i,j Σ)
=
m+1∑
i=k0
m+1∑
j=k0
rmin{i,j}∑
k=1
tr(A(k)i,j Σ).
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So
m+1∑
i=k0
m+1∑
j=k0
rmin{i,j}∑
k=1
tr(A(k)i,j Σ) = tr(CΣ), ∀Σ ≥ 0. (A.3)
However, ∀Σ = Σ ′, there exist Σ1 ≥ 0 and Σ2 ≥ 0 such that Σ = Σ1 − Σ2. Therefore, (A.3) is equivalent to∑m+1
i=k0
∑m+1
j=k0
∑rmin{i,j}
k=1 tr(A
(k)
i,j Σ) = tr(CΣ),∀Σ = Σ ′, equivalently,
∑m+1
i=k0
∑m+1
j=k0
∑rmin{i,j}
k=1 A
(k)
i,j = C . 
From Lemma A.6, we can obtain the following corollaries.
Corollary 1. Θ = {A ∈ Ω : A satisfies(A.2)}.
Proof. The conclusion can easily be obtained from Lemma A.6. 
Corollary 2. Θ = {A ∈ Ω : A = MAM ≥ 0,∀i, j = k0, . . . ,m+ 1,∑rmin{i,j}k=1 A(k)i,j = Wi,j,C }.
Proof. The conclusion can easily be shown by noting that ∀i, j = k0, . . . ,m + 1,∑rmin{i,j}k=1 A(k)i,j = (MZi−1 − MZi)C(MZj−1 −
MZj) = Wi,j,C if and only if
∑m+1
i=k0
∑m+1
j=k0
∑rmin{i,j}
k=1 A
(k)
i,j = C . 
The following lemma will be used in the analysis of the positive semi-definite matrices of interest.
Lemma A.7. If A1, A4 are symmetric and A2 = A′3, then ∀i, j = k0, . . . ,m+ 1, i 6= j, it can be shown that
Wi,i,A1 +Wi,j,A2 +Wj,i,A3 +Wj,j,A4 ≥ 0 (A.4)
if and only if
Wi,i,A1 ≥ 0, R(Wi,j,A2) ⊆ R(Wi,i,A1), Wj,j,A4 ≥ Wj,i,A3Wi,i,A1+Wi,j,A2 . (A.5)
Proof. By direct calculation, we have(
Wi,i,A1 Wi,j,A2
Wj,i,A3 Wj,j,A4
)
=
(
MZi−1 −MZi
MZj−1 −MZj
) (
Wi,i,A1 +Wi,j,A2 +Wj,i,A3 +Wj,j,A4
) (MZi−1 −MZi
MZj−1 −MZj
)′
,
and
Wi,i,A1 +Wi,j,A2 +Wj,i,A3 +Wj,j,A4 =
(
Ip
Ip
)′ (
Wi,i,A1 Wi,j,A2
Wj,i,A3 Wj,j,A4
)(
Ip
Ip
)
.
So (A.4) is equivalent to(
Wi,i,A1 Wi,j,A2
Wj,i,A3 Wj,j,A4
)
≥ 0,
which is equivalent to (A.5). 
The following lemma will play a key role in proving that the nonnegative quadratic unbiased estimator y′Ay of tr(CΣ) is
its UMVNNQUE.
Lemma A.8. Let V (A, B) is a quasi-inner product of a vector space Ξ and Ξ0 is a convex subset of Ξ . Then V (A∗, A∗) =
minA∈Ξ0 V (A, A) if and only if V (A∗, A− A∗)− V (A∗, 0) ≥ 0,∀A ∈ Ξ0.
Proof. The proof is referred to [23]. 
Lemma A.9. (i) If A ≥ 0, B ≥ 0 and k is a constant, then tr{BΣ(A − kB)Σ} ≥ 0,∀Σ ≥ 0 if and only if A − kB ≥ 0;(ii) If A
and B are any matrices, then AΣB = 0,∀Σ ≥ 0 if and only if A = 0 or B = 0.
Proof. The proof is referred to [15, Lemma 2]. 
Proof of Theorem 2. Necessity Since y′A∗y is nonnegative and unbiased, then it follows from Theorem 1 that
MZk0−1CMZk0−1 = C , which implies that
∑m+1
i=k0
∑m+1
j=k0 Wi,j,C = C 6= 0. Therefore, at least one ofWi,j,C , i, j = k0, . . . ,m+ 1,
must be nonzero. Since ∀i, j = k0, . . . ,m+ 1, i 6= j,Wi,i,C +Wi,j,C +Wj,i,C +Wj,j,C ≥ 0, it follows from Lemma A.7 that if
Wi,i,C = 0, then ∀j 6= i, R(Wi,j,C ) ⊆ R(Wi,i,C ) = R(0), that is,Wi,j,C = 0. Therefore, at least one ofWi,i,C , i = k0, . . . ,m+ 1,
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must be nonzero, i.e., 1 ≤ α ≤ m − k0 + 2. Suppose that there exists t ∈ {1, . . . , α} such that rηt = rη1 and rηt+1 > rη1 .
Then ∀Σ ≥ 0,
Vart+1∑
i=1
Wηi,ηi,Σ
(y′A∗y) = Vart+1∑
i=1
Wηi,ηi,Σ
(y′MA∗My)
= 2tr
{MA∗M(G⊗ t+1∑
i=1
Wηi,ηi,Σ
)}2
= 2
t+1∑
i=1
t+1∑
j=1
rηi∑
k=1
rηj∑
l=1
tr(A(kl)ηi,ηjΣA
(kl)′
ηi,ηj
Σ)
≥ 2
t+1∑
i=1
t+1∑
j=1
rη1∑
k=1
tr(A(k)ηi,ηjΣA
(k)′
ηi,ηj
Σ)+ 2
rηt+1∑
k=rη1+1
tr{(A(k)ηt+1,ηt+1Σ)2},
where A(kl)ηi,ηj , k = 1, . . . , rηi , l = 1, . . . , rηj , i, j = 1, . . . , t + 1, are the generalized block of A∗. Since rηt = rη1 , we have
∀(i, j) ∈ {1, . . . , t}2,∑rη1k=1 A(k)ηi,ηj = Wηi,ηj,C and ∀i = 1, . . . , t,∑rη1k=1 A(k)ηi,ηt+1 = Wηi,ηt+1,C . As tr(A(k)ηi,ηjΣA(k)′ηi,ηjΣ) is a convex
function about A(k)ηi,ηj , it follows that
Vart+1∑
i=1
Wηi,ηi,Σ
(y′A∗y) ≥ 2
t+1∑
i=1
t+1∑
j=1
rη1 tr
(
1
rη1
rη1∑
k=1
A(k)ηi,ηjΣ
1
rη1
rη1∑
k=1
A(k)
′
ηi,ηj
Σ
)
+ 2(rηt+1 − rη1)tr

 1
rηt+1 − rη1
rηt+1∑
k=rη1+1
A(k)ηt+1,ηt+1Σ
2
= 2
rη1
t∑
i=1
t∑
j=1
tr(Wηi,ηj,CΣW
′
ηi,ηj,CΣ)+
4
rη1
t∑
i=1
tr(Wηi,ηt+1,CΣW
′
ηi,ηt+1,CΣ)
+ 2
rη1
tr

( rη1∑
k=1
A(k)ηt+1,ηt+1Σ
)2+ 2rηt+1 − rη1 tr
{(Wηt+1,ηt+1,C − rη1∑
k=1
A(k)ηt+1,ηt+1
)
Σ
}2 . (A.6)
From the generalized block A(kl)ηi,ηj of A∗, we construct the
A1 =
α∑
i=1
α∑
j=1
min{i,j}∑
u=1
1
rηu − rηu−1
(MXηiGMXηi )
+U(Pηu − Pηu−1)U ′(MXηjGMXηj )+ ⊗
rηu∑
k=rηu−1+1
A(k)ηi,ηj ,
where rη0 = 0 and Pη0 = 0. It can easily be shown thatMA1M = A1 and
Q
 α∑
u=1
1
rηu − rηu−1
U(Pηu − Pηu−1)U ′ ⊗
α∑
i=u
α∑
j=u
rηu∑
k=rηu−1+1
A(k)ηi,ηj
Q = A1,
where Q =∑αi=1(MXηiGMXηi )+ ⊗ (MZηi−1 −MZηi ). Since, ∀u = 1, . . . , α,
α∑
i=u
α∑
j=u
rηu∑
k=rηu−1+1
A(k)ηi,ηj =
rηu∑
k=rηu−1+1
{ξ ′kU ′ ⊗ (MZηu−1 −MZηα )}MAM{Uξk ⊗ (MZηu−1 −MZηα )} ≥ 0,
it follows that A1 ≥ 0. It can readily be seen that
EΣ (y′A1y) = tr{MA1M(G⊗Σ)}
=
α∑
i=1
α∑
j=1
min{i,j}∑
u=1
1
rηu − rηu−1
tr{Pηi(Pηu − Pηu−1)Pηj}tr
 rηu∑
k=rηu−1+1
A(k)ηi,ηjΣ

=
α∑
i=1
α∑
j=1
tr
(rηmin{i,j}∑
k=1
A(k)ηi,ηjΣ
)
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=
α∑
i=1
α∑
j=1
tr(Wηi,ηj,CΣ)
= tr(CΣ),
which implies that A1 ∈ Θ and thus Var∑t+1
i=1 Wηi,ηi,Σ
(y′A1y) ≥ Var∑t+1
i=1 Wηi,ηi,Σ
(y′A∗y). However,
Vart+1∑
i=1
Wηi,ηi,Σ
(y′A1y) = 2
t+1∑
i=1
t+1∑
j=1
min{i,j}∑
u=1
min{i,j}∑
v=1
1
(rηu − rηu−1)(rηv − rηv−1)
× tr{P2ηi(Pηu − Pηu−1)P2ηj(Pηv − Pηv−1)}tr
 rηu∑
k=rηu−1+1
A(k)ηi,ηjΣ
rηv∑
k=rηv−1+1
A(k)
′
ηi,ηj
Σ

= 2
rη1
t∑
i=1
t∑
j=1
tr
( rη1∑
k=1
A(k)ηi,ηjΣ
rη1∑
k=1
A(k)
′
ηi,ηj
Σ
)
+ 4
rη1
t∑
i=1
tr
( rη1∑
k=1
A(k)ηi,ηt+1Σ
rη1∑
k=1
A(k)
′
ηi,ηt+1Σ
)
+ 2
rη1
tr

( rη1∑
k=1
A(k)ηt+1,ηt+1Σ
)2+ 2rηt+1 − rη1 tr

 rηt+1∑
k=rη1+1
A(k)ηt+1,ηt+1Σ
2 ,
which can easily be shown tobe equal to the right-hand side of (A.6), that is, Var∑t+1
i=1 Wηi,ηi,Σ
(y′A1y) ≤ Var∑t+1
i=1 Wηi,ηi,Σ
(y′A∗y).
However, y′A∗y is the UMVNNQUE of tr(CΣ), it follows that Var∑t+1
i=1 Wηi,ηi,Σ
(y′A1y) ≥ Var∑t+1
i=1 Wηi,ηi,Σ
(y′A∗y). Therefore,
Var∑t+1
i=1 Wηi,ηi,Σ
(y′A1y) = Var∑t+1
i=1 Wηi,ηi,Σ
(y′A∗y), which implies that the equality in (A.6) holds, equivalently, ∀(i, j) ∈
{1, . . . , t + 1}2 \ {t + 1, t + 1},
A(kl)ηi,ηj =

1
rη1
Wηi,ηj,C , if k = l, k = 1, . . . , rη1 ,
0, otherwise,
(A.7)
and
A(kl)ηt+1,ηt+1 =

A(1)ηt+1,ηt+1 , if k = l, k = 1, . . . , rη1 ,
1
rηt+1 − rη1
(Wηt+1,ηt+1,C − rη1A(1)ηt+1,ηt+1), if k = l, k = rη1 + 1, . . . , rηt+1 ,
0, otherwise.
(A.8)
Let V (A, B) = 2tr{A(G⊗Σ)B(G⊗Σ)} andΘ1 = {A ∈ Ω : Asatisfies (A.2), (A.7) and (A.8)}. It is easily be shown that V (A, B)
is a quasi-inner product of a vector spaceΩ and Θ1 is a convex subset ofΩ . Since ∀B ∈ Θ1,Var(y′By) = Var(y′MBMy) =
V (MBM,MBM) = V (B, B), it follows that V (A∗, A∗) = minB∈Θ V (B, B) = minB∈Θ1 V (B, B). Then ∀B ∈ Θ1, ∀Σ ≥ 0,
tr{A∗(G⊗Wηt+1,ηt+1,Σ )(B− A∗)(G⊗Wηt+1,ηt+1,Σ )} ≥ 0,
i.e.,
tr{MA∗M(G⊗Wηt+1,ηt+1,Σ )M(B− A∗)M(G⊗Wηt+1,ηt+1,Σ )} ≥ 0,
equivalently,
tr{(B(1)ηt+1,ηt+1 − A(1)ηt+1,ηt+1)Σ(rηt+1A(1)ηt+1,ηt+1 −Wηt+1,ηt+1,C )Σ} ≥ 0 (A.9)
where B(1)ηt+1,ηt+1 is the generalized block of B. Since A
(k)
ηt ,ηt
+ A(k)ηt ,ηt+1 + A(k)ηt+1,ηt + A(k)ηt+1,ηt+1 ≥ 0, it follows that Wηt ,ηt ,C +
Wηt ,ηt+1,C +Wηt+1,ηt ,C + rη1A(1)ηt+1,ηt+1 ≥ 0, which implies from Lemma A.7 that
Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C ≤ rη1A(1)ηt+1,ηt+1 ≤ Wηt+1,ηt+1,C .
Similarly,Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C ≤ rη1B(1)ηt+1,ηt+1 ≤ Wηt+1,ηt+1,C . Thus, we take B(1)ηt+1,ηt+1 = 1rη1Wηt+1,ηt+1,C in (A.9) and
use Lemma A.9 to get
A(1)ηt+1,ηt+1 ≥
1
rηt+1
Wηt+1,ηt+1,C ,
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which implies that
tr
{
(Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C − rη1A(1)ηt+1,ηt+1)Σ(rηt+1A(1)ηt+1,ηt+1 −Wηt+1,ηt+1,C )Σ
}
≤ 0.
However, the left-hand side in the above inequality is greater than 0, it follows that this term is equal to 0, equivalently,
(Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C − rη1A(1)ηt+1,ηt+1)Σ(rηt+1A(1)ηt+1,ηt+1 −Wηt+1,ηt+1,C ) = 0.
So,
A(1)ηt+1,ηt+1 =
1
rη1
Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C or A
(1)
ηt+1,ηt+1 =
1
rηt+1
Wηt+1,ηt+1,C . (A.10)
If A(1)ηt+1,ηt+1 = 1rηt+1Wηt+1,ηt+1,C , then ∀MBM ∈ Θ1, ∀Σ ≥ 0,
tr
{
MAM
(
G⊗
ηt+1∑
i=ηt
ηt+1∑
i=ηt
Wi,j,Σ
)
M(B− A)M
(
G⊗
ηt+1∑
i=ηt
ηt+1∑
i=ηt
Wi,j,Σ
)}
≥ 0, (A.11)
equivalently,
tr
{
(B(1)ηt+1,ηt+1 −
1
rηt+1
Wηt+1,ηt+1,C )Σ(Wηt ,ηt ,C +Wηt ,ηt+1,C +Wηt+1,ηt ,C )Σ
}
≥ 0. (A.12)
Taking B(1)ηt+1,ηt+1 = 1rη1Wηt+1,ηt+1,C in (A.12), we obtain Wηt ,ηt ,C + Wηt ,ηt+1,C + Wηt+1,ηt ,C ≥ 0. Therefore, R(Wηt+1,ηt ,C ) ⊆
R(0), that is, Wηt+1,ηt ,C = 0 and then Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C = 0. Thus, we take B(1)ηt+1,ηt+1 = 0 in
(A.12) and then get tr(Wηt+1,ηt+1,CΣWηt ,ηt ,CΣ) ≤ 0. However, tr(Wηt+1,ηt+1+1,CΣWηt ,ηt ,CΣ) ≥ 0, it follows that
tr(Wηt+1,ηt+1+1,CΣWηt ,ηt ,CΣ) = 0, equivalently, Wηt ,ηt ,C = 0 or Wηt+1,ηt+1,C = 0, which is a contradiction to the
assumption. Therefore,
A(1)ηt+1,ηt+1 =
1
rη1
Wηt+1,ηt ,CW
+
ηt ,ηt ,CWηt ,ηt+1,C . (A.13)
Thus, it follows from (A.11) that ∀MBM ∈ Θ1, ∀Σ ≥ 0,
tr
[
(rη1B
(1)
ηt+1,ηt+1 −Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C )Σ
{
Wηt ,ηt ,C +Wηt ,ηt+1,C +Wηt+1,ηt ,C
− 1
rηt+1 − rη1
(rη1Wηt+1,ηt+1,C − rηt+1Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C )
}
Σ
]
≥ 0. (A.14)
Taking B(1)ηt+1,ηt+1 = 1rη1Wηt+1,ηt+1,C in (A.14), we get
Wηt ,ηt ,C +Wηt ,ηt+1,C +Wηt+1,ηt ,C −
1
rηt+1 − rη1
(rη1Wηt+1,ηt+1,C − rηt+1Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C ) ≥ 0.
This implies from Lemma A.7 that
− 1
rηt+1 − rη1
(rη1Wηt+1,ηt+1,C − rηt+1Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C ) ≥ Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C ,
i.e.,Wηt+1,ηt+1,C ≤ Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C . However,Wηt+1,ηt+1,C ≥ Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C . So,
Wηt+1,ηt+1,C = Wηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C . (A.15)
This and (A.13) lead to A(1)ηt+1,ηt+1 = 1rη1Wηt+1,ηt+1,C . Hence, it follows from (A.7) and (A.8) that ∀(i, j) ∈ {1, . . . , t + 1}
2,
A(kl)ηi,ηj =

1
rη1
Wηi,ηj,C , if k = l, k = 1, . . . , rη1 ,
0, otherwise.
(A.16)
It is easily seen that ∀i = 1, . . . , t,∑rη1k=1 A(k)ηi,ηt+2 = Wηi,ηt+2,C . Furthermore, ∀k = rη1 + 1, . . . , , rηt+2 , A(k)ηt+1,ηt+1 = 0. Since
A(k)ηt+1,ηt+1 + A(k)ηt+1,ηt+2 + A(k)ηt+2,ηt+1 + A(k)ηt+2,ηt+2 ≥ 0, it follows that R(A(k)ηt+1,ηt+2) ⊆ R(A(k)ηt+1,ηt+1) = R(0), i.e., A(k)ηt+1,ηt+2 = 0.
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Therefore,
∑rη1
k=1 A(k)ηt+1,ηt+2 = Wηt+1,ηt+2,C . Thus, ∀Σ ≥ 0,
Vart+2∑
i=1
Wηi,ηi,Σ
(y′A∗y) = 2rη1
t+1∑
i=1
t+1∑
j=1
tr(Wηi,ηj,CΣW
′
ηi,ηj,CΣ)
+ 4
t+1∑
i=1
rηi∑
k=1
rηt+2∑
l=1
tr(A(kl)ηi,ηt+2ΣA
(kl)′
ηi,ηt+2Σ)+ 2
rηt+2∑
k=1
rηt+2∑
l=1
tr(A(kl)ηt+2,ηt+2ΣA
(kl)′Σ)
≥ 2
rη1
t+1∑
i=1
t+1∑
j=1
tr(Wηi,ηj,CΣW
′
ηi,ηj,CΣ)+
4
rη1
t+1∑
i=1
tr(Wηi,ηt+2,CΣW
′
ηi,ηt+2,CΣ)
+ 2
rη1
tr

( rη1∑
k=1
A(k)ηt+2,ηt+2Σ
)2+ 2rηt+2 − rη1 tr
{(Wηt+2,ηt+2,C − rη1∑
k=1
A(k)ηt+2,ηt+2)Σ
}2
= Vart+2∑
i=1
Wηi,ηi,Σ
(y′A2y), (A.17)
where A2 equals A1 in which rηt+1 is replaced by rη1 and A1 satisfies (A.16). Similarly, it can be shown that A2 ∈ Θ1 and then
Var∑t+2
i=1 Wηi,ηi,Σ
(y′A2y) ≥ Var∑t+2
i=1 Wηi,ηi,Σ
(y′A∗y). Therefore, Var∑t+2
i=1 Wηi,ηi,Σ
(y′A2y) = Var∑t+2
i=1 Wηi,ηi,Σ
(y′A∗y). This implies
that the equality in (A.17) holds, that is, ∀(i, j) ∈ {1, . . . , t + 2}2 \ {t + 2, t + 2},
A(kl)ηi,ηj =

1
rη1
Wηi,ηj,C , if k = l, k = 1, . . . , rη1 ,
0, otherwise,
(A.18)
and
A(kl)ηt+2,ηt+2 =

A(1)ηt+2,ηt+2 , if k = l, k = 1, . . . , rη1 ,
1
rηt+2 − rη1
(Wηt+2,ηt+2,C − rη1A(1)ηt+2,ηt+2), if k = l, k = rη1 + 1, . . . , rηt+2 ,
0, otherwise.
(A.19)
LetΘ2 = {A ∈ Ω, Asatisfies (A.2), (A.18) and (A.19)}. ThenΘ2 is a convex subset ofΩ and V (A∗, A∗) = minB∈Θ1 V (B, B) =
minB∈Θ2 V (B, B). Then ∀B ∈ Θ2, ∀Σ ≥ 0,
tr{MA∗M(G⊗Wηt+2,ηt+2,Σ )M(B− A∗)M(G⊗Wηt+2,ηt+2,Σ )} ≥ 0,
equivalently,
tr
{
(B(1)ηt+2,ηt+2 − A(1)ηt+2,ηt+2)Σ(rηt+2A(1)ηt+2,ηt+2 −Wηt+2,ηt+2,C )Σ
}
≥ 0.
Similarly,
A(1)ηt+2,ηt+2 =
1
rη1
Wηt+2,ηt+1,CW
+
ηt+1,ηt+1,CWηt+1,ηt+2,C . (A.20)
Since ∀B ∈ Θ2,∀Σ ≥ 0,
tr
{
MAM
(
G⊗
ηt+2∑
i=ηt+1
ηt+2∑
i=ηt+1
Wi,j,Σ
)
M(B− A)M
(
G⊗
ηt+2∑
i=ηt+1
ηt+2∑
i=ηt+1
Wi,j,Σ
)}
≥ 0,
it follows that
Wηt+2,ηt+2,C = Wηt+2,ηt+1,CW+ηt+1,ηt+1,CWηt+1,ηt+2,C . (A.21)
This and (A.20) lead to A(1)ηt+2,ηt+2 = 1rη1Wηt+2,ηt+2,C . Hence, it follows from (A.18) and (A.19) that ∀(i, j) ∈ {1, . . . , t + 2}
2,
A(kl)ηi,ηj =

1
rη1
Wηi,ηj,C , if k = l, k = 1, . . . , rη1 ,
0, otherwise.
(A.22)
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We continue to do so and obtain that ∀s = t + 1, . . . , α,Wηs,ηs,C = Wηs,ηs−1,CW+ηs−1,ηs−1,CWηs−1,ηs,C , and ∀(i, j) ∈
{1, . . . , α}2,
A(kl)ηi,ηj =

1
rη1
Wηi,ηj,C , if k = l, k = 1, . . . , rη1 ,
0, otherwise.
(A.23)
Since ∀(i, j) ∈ {k0, . . . ,m+ 1}2,Wi,j,C = 0 except for (i, j) ∈ {η1, . . . , ηα}2, it follows from (A.23) that ∀Σ ≥ 0,
Varm+1∑
i=1
Wi,i,Σ
(y′A∗y) = 2rη1
α∑
i=1
α∑
j=1
tr(Wηi,ηj,CΣW
′
ηi,ηj,CΣ)
+ 2
∑
(i,j)∈{k0,...,m+1}2\{η1,...,ηα}2
ri∑
k=1
rj∑
l=1
tr(A(kl)i,j ΣA
(kl)′
i,j Σ) ≥
2
rη1
α∑
i=1
α∑
j=1
tr(Wηi,ηj,CΣW
′
ηi,ηj,CΣ)
= Varm+1∑
i=1
Wηi,ηi,Σ
(y′Aα−t+1y), (A.24)
where Aα−t+1 equals A1 in which rηα is replaced by rη1 and A1 satisfies (A.23). It can be shown that
Varm+1∑
i=1
Wηi,ηi,Σ
(y′Aα−t+1y) = Varm+1∑
i=1
Wηi,ηi,Σ
(y′A∗y),
and then the equality in (A.24) holds, that is, ∀(i, j) ∈ {k0, . . . ,m+ 1}2 \ {η1, . . . , ηα}2,
A(kl)i,j = 0. (A.25)
This and (A.23) are equivalent to
(U ′ ⊗ Ip)A∗(U ⊗ Ip) = (U ′ ⊗ Ip)MA∗M(U ⊗ Ip) = 1rη1
Pη1 ⊗ C . (A.26)
Sufficiency Clearly, ∀i ∈ {k0, . . . ,m + 1} \ {η1, . . . , ηα},Wi,i,C = 0. If MBM ∈ Θ , then ∑rik=1 B(k)i,i = Wi,i,C = 0
and then ∀k = 1, . . . , ri, B(k)i,i = 0. However, ∀j 6= i, B(k)i,i + B(k)i,j + B(k)j,i + B(k)j,j ≥ 0, it follows that B(k)i,j = 0, that
is,, ∀k = 1, . . . , rmin{i,j},∀(i, j) ∈ {k0, . . . ,m + 1}2 \ {η1, . . . , ηα}2, B(k)i,j = 0. Suppose that ∃t ∈ {1, . . . , α} such
that rηt = rη1 , rηt+1 > rη1 , and ∀s = t + 1, . . . , α,Wηs,ηs,C = Wηs,ηs−1,CW+ηs−1,ηs−1,CWηs−1,ηs,C . Evidently, ∀(i, j) ∈
{1, . . . , t}2,∑rη1k=1 B(k)ηi,ηj = ∑rmin{ηi,ηj}k=1 B(k)ηi,ηj = Wηi,ηj,C . SinceWηt+1,ηt ,CW+ηt ,ηt ,CWηt ,ηt+1,C ≤ ∑rη1k=1 B(k)ηt+1,ηt+1 ≤ Wηt+1,ηt+1,C ,
it follows that
∑rη1
k=1 B(k)ηt+1,ηt+1 = Wηt+1,ηt+1,C , equivalently, ∀k = rη1 + 1, . . . , rηt+1 , B(k)ηt+1,ηt+1 = 0, which implies that
B(k)ηt+1,ηt+2 = 0, that is,
∑rη1
k=1 B(k)ηt+1,ηt+2 = Wηt+1,ηt+2,C and then ∀i = 1, . . . , t + 1,
∑rη1
k=1 B(k)ηi,ηt+2 = Wηi,ηt+2,C . Therefore,
Wηt+2,ηt+1,CW
+
ηt+1,ηt+1,CWηt+1,ηt+2,C ≤
∑rη1
k=1 B(k)ηt+2,ηt+2 ≤ Wηt+2,ηt+2,C and then
∑rη1
k=1 B(k)ηt+2,ηt+2 = Wηt+2,ηt+2,C and ∀i =
1, . . . , t + 2,∑rη1k=1 B(k)ηi,ηt+3 = Wηi,ηt+3,C .We continue to do so and obtain that ∀(i, j) ∈ {1, . . . , α}2,∑rη1k=1 B(k)ηi,ηj = Wηi,ηj,C .
Since (U ′ ⊗ Ip)A∗(U ⊗ Ip) = 1rη1 Pη1 ⊗ C , i.e., (U
′ ⊗ Ip)MA∗M(U ⊗ Ip) = 1rη1 Pη1 ⊗ C, it follows that ∀B ∈ Θ,∀Σ ≥ 0,
tr{MA∗M(G⊗Σ)M(B− A∗)M(G⊗Σ)} = 1rη1
m+1∑
i=k0
m+1∑
j=k0
ri∑
k=1
rj∑
l=1
ξ ′kPη1ξltr(B
(kl)
i,j ΣCΣ)−
1
r2η1
tr(P2η1)tr{(CΣ)2}
= 1
rη1
α∑
i=1
α∑
j=1
rη1∑
k=1
tr(B(k)ηi,ηjΣCΣ)−
1
rη1
tr{(CΣ)2}
= 0,
i.e.,
tr{A∗(G⊗Σ)(B− A∗)(G⊗Σ)} = 0,
equivalently,
V (A∗, A∗) = min
B∈Θ V (B, B),
which implies that y′A∗y is the UMVNNQUE of tr(CΣ). This completes the proof of the sufficiency. 
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