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構造既知のターゲット、すなわちタンパク質立体構造データベース PDB（Protein Data Bank）に
あるタンパク質は限られており、さらに解かれているタンパク質の分布には偏りがある。実際、












































































いないことに由来する。解決手法として、例えば、次の 2 点が挙げられる。 














































3. 相同性行列を用いるアプローチ  
本節では、2.2 で述べた相同性行列を用いる手法を俯瞰する。繰り返しになるが、このアプロ
ーチでは、入力は 3 種類の行列である:薬―ターゲット相互作用を示す行列 Y、化合物間相同性
を示す行列 Sd、タンパク質間相同性を示す行列 St（Sdと Stは入力行列であることに注意）。化合










ア PA とあるペア PB の相同性は、PA の化合物と PB の化合物の相同性、PA のタンパク質と PB の
タンパク質の相同性を単純に使うことによって得られる。考え方は合理的で簡単に計算できるが、
この方法ではすべてのペアの組み合わせに対してカーネル関数を計算する必要がある。つまり、




3.2 Bipartite local models (BLM) と変形手法  
  PKM は、ペアの組み合わせを考えることによりスケーラビリティの破たんをきたした。その
ためペアを避け、化合物側とタンパク質側をそれぞれ独立して考える（BLM:Bipartite local 
models）[11]。具体的には、ある化合物 C とあるタンパク質 P の相互作用を予測する際に、まず
化合物側を C に固定し相互作用をサポートベクトルマシンにより予測する。すなわち、各タン
パク質を事例として、化合物 C とタンパク質の相互作用の有無をラベルとし、タンパク質間の













レームは BLM と同じであり、そのため上記 2 つの問題点が残る。 
 
3.3 行列分解による手法  
	 上記の 2 つのアプローチのそれぞれの問題点を踏まえて、計算量やメモリ空間は抑えつつも、
化合物とタンパク質のデータを（独立ではなく）融合的に扱い予測モデルを構築するという手法




元行列 A、B（つまり Sd=AAT、St=BBT：T は行列の転置を意味する）が相互作用行列 Y を構成
するように（Y=ABT）A と B を求めるのである。つまり、化合物およびタンパク質の相同性行
列を分解することによってそれぞれ得られる A、B は、言わばケミカルスペースとバイオロジカ
ルスペースのエッセンス（因子）であり、これらエッセンスで相互作用が説明できるようにパラ
メータ A、B を推定する。エッセンスである低次元行列 A、B から、ケミカルスペース Sd とバ
イオロジカルスペース St、さらに相互作用行列 Y という 3 つの入力行列すべてを構築（説明）で
きるように A、B を推定する。この方法は、2 種類の相同性行列と相互作用行列を融合的に使用






3.4 性能比較  
  薬－ターゲット相互作用予測に対し相同性行列を用いる手法の性能比較を [15]から抜粋して
表 1 に示す。評価値は precision-recall 曲線（実数値で与えられる予測により事例をソートし、あ
る閾値を予測実数値に対して置いた時に、閾値以上の事例の中で正例の予測率（precision）とカ
バー率（recall）を、閾値をずらしながら Y,X 軸にプロットしたもの）の下の面積を指す AUPR
（Area Under the Precision Recall curve）であり、機械学習の分類性能評価で最も使われる AUC
（Area Under the ROC Curve）に較べて、予測上位に対する性能評価により重きがおかれる。デー
タはベンチマークとして最も使われる 4 種類のデータセットを用いている。評価手順は交差検証










PKM         (3.1 節) 0.514 0.474 0.663 0.627 
BLM         (3.2 節) 0.204 0.464 0.592 0.496 
NETLAPRLS  (3.2 節) 0.563 0.708 0.9 0.874 
GIP          (3.2 節) 0.604 0.727 0.898 0.884 
CMF         (3.3 節) 0.643 0.746 0.937 0.887 
MSCMF      (3.3 節) 0.673 0.773 0.937 0.894 
 
	 また、MSCMF では、複数の相同性行列に対する重みを学習可能で、重みから相同性行列の予
測への寄与を測ることができる。表 2 に結果を示す [15]。GO は Gene Ontology 上の距離から計
算した相同性であり、MF は Gene Ontology の Molecular Function のカテゴリの情報を用いた距離, 
同様に BP は Biological process のカテゴリ情報により相同性を計算している。また、PPI はタン
パク質間相互作用ネットワーク上の距離から計算した相同性である。この結果から配列相同性の
寄与は GPCR を除き意外に低いことや、GO の 2 つの相同性はほぼ同様に予測に寄与することが
窺える。 
 







配列相同性  0 0.5297 0 0 
GO (MF) 0.4409 0.1286 0.5262 0.3827 
GO (BP)  0.5591 0 0.4738 0.3652 
PPI 0 0.3417 0 0.2521 
 






































の機会を与えていただいた SAR News 関係者の方々に厚く御礼申し上げる。 
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