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Abstract—This paper considers the multi-group multicast
beamforming optimization problem, for which the optimal so-
lution has been unknown due to its non-convex and NP-hard na-
ture. By utilizing the successive convex approximation numerical
method and Lagrangian duality, we obtain the optimal multicast
beamforming solution in a semi-closed form for both the quality-
of-service (QoS) problem and the max-min fair (MMF) problem.
From the optimal beamforming structure obtained, we show
that the notion of uplink-downlink duality can be generalized
to the multicast beamforming problem. The optimal multicast
beamformer is a weighted MMSE filter based on a group-
channel direction – a generalized version of the optimal downlink
multi-user unicast beamformer. We also show that there is an
inherent low-dimensional structure in the optimal beamforming
solution independent of the number of transmit antennas, leading
to efficient numerical algorithm design, especially for systems
with large antenna arrays. We propose efficient algorithms
to compute the multicast beamformer based on the optimal
beamforming structure. We characterize the asymptotic behavior
of the beamformers through asymptotic analysis, and in turn,
provide simple closed-form approximate multicast beamformers
for both the QoS and MMF problems. The approximation offers
practical multicast beamforming solutions with a near-optimal
performance at very low computational complexity for large-
scale antenna systems.
I. INTRODUCTION
We consider the downlink multi-group multicast beamform-
ing problem. For wireless downlink transmission, common
data may need to be transmitted to multiple users. Multi-
antenna multicast beamforming is an efficient physical-layer
transmission technique to deliver common data to multiple
users simultaneously, improving both spectrum and power
efficiency. Multicast transmit beamforming has been first con-
sidered more than a decade ago [2]. The attention to this
technique is fast rising in recent years for its potential to
support wireless multicasting and content distribution in the
growing number of wireless services and applications (e.g.,
video conference, mobile commerce, intelligent transportation
systems). Besides these, in the emerging cache-aided wireless
networking technologies, (coded) multicasting is utilized in
coded caching techniques for content delivery of individual
data requests to reduce wireless traffic [3]. This new area of
application further expands the potential of multicast beam-
forming techniques in improving content distribution and de-
livery in the rising trend of content-centric wireless networks.
The problem of multicast beamforming optimization has
initially been considered for a single user group [2], [4], [5].
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It has later been extended to multiple user groups [6]–[8]
and multi-cell networks [9], [10], where inter-group or inter-
cell interference further complicates the problem. Two types
of problem formulation are typically considered for multicast
beamforming: the transmit power minimization subject to a
minimum signal-to-interference-and-noise (SINR) target for
each user – the quality of service (QoS) problem, and the
maximization of (weighted) minimum SINR of all users
subject to a total transmit power budget – the max-min fair
(MMF) problem. The family of these multicast beamforming
problems are non-convex and are shown in general to be NP-
hard [2]. Existing literature works have focused on developing
numerical algorithms or signal processing methods to obtain
feasible solutions with good performance. It is more direct
to solve the QoS problem than the MMF problem, albeit the
feasibility of the QoS problem imposes challenges in designing
numerical methods. For the MMF problem, the literature
works typically handle it by iteratively solving the QoS prob-
lem. Among existing methods, semi-definite relaxation (SDR)
is a prevailing numerical method to obtain an approximate
(sometimes global optimal) solution for these problems by
relaxing the problem into a semi-definite problem (SDP) to
solve [2], [4], [6], [10], [11]. Its provable approximation
accuracies are shown via theoretical analysis [12]. However,
as the problem size increases, the computational complexity
of SDR-based methods grows quickly, and the performance
deteriorates noticeably [6]. These drawbacks make the direct
use of this approach unsuitable for future large-scale wireless
systems, in particular for massive multiple-input and multiple-
output (MIMO) systems with large-scale antenna arrays [13]1.
Facing this challenge, the successive convex approximation
(SCA) [14] has been proposed for multicast beamforming
problems in large-scale systems [15]–[17]. The SCA is an
iterative numerical approximation method to solve the original
problem through a sequence of convex approximations and
obtain a stationary solution. However, the drawback of this
method is that it requires an initial feasible solution point for
the problem that is difficult to obtain. Besides, its computa-
tional complexity is still high for a large number of antennas.
There is an increasing need for effective and efficient multi-
cast beamforming design. To further address the computation
complexity, low-complexity multicast beamforming designs
have recently been proposed for massive MIMO systems for
multi-group [18], [19] and multi-cell [20], [21] scenarios,
using specific beamforming strategies (e.g., maximum ratio
1The computation complexity to solve the QoS problem directly via SDR
is O(N6) where N is the number of antennas at the base station.
2transmission (MRT) or zero-forming (ZF) ) in the combination
of SCA, or distributed optimization techniques, to reduce the
order of complexity.
A primary challenge for the multicast beamforming prob-
lems is the elusive optimal solution. Prevailing numerical
optimization methods target at finding good feasible solutions
to the non-convex problems. However, theoretically, they are
unable to characterize or offer a fundamental understanding
of the beamforming structure for multicasting, and practically,
they face challenges in both computational complexity and
performance in large-scale systems. In this paper, for the multi-
group multicast beamforming, we aim at characterizing the
optimal beamforming solution for both the QoS and MMF
problems. Different from existing works, we use an approach
that explores both the numerical method of iterative approx-
imation via SCA and Lagrangian duality and combines the
two techniques to obtain the optimal multicast beamforming
solution for the QoS problem in a semi-closed form. It allows
us to characterize the optimal multicast beamforming solution
structure: We establish an uplink-downlink duality interpreta-
tion for downlink multicast beamforming, as a generalization
of the uplink-downlink duality for downlink multi-user unicast
beamforming. We show that the optimal beamforming solution
for a multicasting group is a weighted minimum mean square
error (MMSE) filter, formed by the group-channel direction
and the noise plus weighted channel covariance matrix. This
optimal multicast beamformer is a generalized version of the
optimal downlink multi-user unicast beamformer. We draw
connections and explain differences between the multicast and
unicast beamformers. An important finding in the optimal
solution is that it has an inherent low-dimensional structure,
where only weights of user channels in the group need to be
computed. This changes the beamforming problem dimension
from the number of antennas to the number of users per
group, and the size may be further reduced depending on the
dimension of the subspace spanned by the user channels in the
group. This gives rise to efficient numerical methods to obtain
the beamformer, especially for massive MIMO systems.
Following the above, we propose efficient numerical algo-
rithms to compute Lagrange multipliers and weights for the
beamforming solution. Our algorithm for Lagrange multipliers
is asymptotically optimal. We derive the asymptotic expression
of the multipliers, which can be used directly for a large
number of antennas, further eliminating the computational
need. To compute the weights, we take advantage of the much
smaller problem size, independent of the number of antennas,
to consider the SDR or SCA method for good approximate
solutions with very low computational complexity.
We extend our result to the MMF problem. Exploring
the inverse relation of the QoS and MMF problems, we
directly obtain the optimal MMF multicast beamformer struc-
ture. Computing the MMF beamformers is more involved,
requiring the iterative computation of the QoS beamformers.
However, we show that the asymptotic results obtained in
the QoS problem lead to a simple asymptotic expression for
the MMF problem, which allows us to directly compute the
MMF beamformers efficiently for a large number of antennas.
Simulation demonstrates the efficiency in computation and the
near-optimal performance by our proposed algorithms using
the optimal multicast beamformer structure.
A. Related Work
Downlink multicast transmit beamforming has been studied
for both QoS and MMF problems in single-group [2], [4],
[5], [22], [23] and multi-group [6]–[8] settings, as well as in
multi-cell environments [9], [10]. It has also been considered
in other network scenarios, such as relay networks [24], [25],
cognitive spectrum access [26]. The family of problems are
non-convex quadratically constrained quadratic programming
(QCQP) problems, and are shown to be NP-hard in general
[2]. The SDR approach was proposed [2] and has been widely
used [4], [6], [8], [10], due to its bounded approximation
performance [12] and can be efficiently solved by interior-
point methods with polynomial time complexity [27] for
problems with a moderately small size. Different techniques
have been proposed to extract a rank-one approximate solution
to the original problem from the relaxed problem, including
randomization methods [2], [4] and rank-reduction methods
[28]. The conditions for the existence of an optimal rank-one
solution for the SDR problem were also investigated [28].
Rank-two multicasting beamforming techniques were also
proposed as a generalization of rank-one SDR-based approach
by combining beamforming and the Alamouti space-time code
[4], [22]. Alternative signaling processing approaches, such as
channel orthogonalization, were also proposed [5], [23].
Recently, a great deal of efforts has been made in develop-
ing computationally efficient numerical methods for massive
MIMO systems with large-scale antenna arrays [15]–[21],
[29]. The SCA method is applied to find a stationary solution
for single-group [15], multi-group [16], and multi-cell [17]
scenarios. It is shown to perform better than SDR-based
methods in large-scale systems with reduced computational
complexities. However, the SCA method requires a feasible
initial point that is difficult to obtain in general. Several
optimization techniques have been developed to improve
SCA-type methods [17], [30]. For massive MIMO systems,
the existing SCA-based methods are still computationally
intensive. Asymptotic multicast beamformers were derived
by invoking channel orthogonality at the asymptotic regime
to eliminate interference [29], [31]. While they have simple
analytical expressions, it is observed that these beamformers
perform poorly in most practical systems [20], [31]. We will
explain this phenomenon of slow convergence to asymptotic
orthogonality in Section IV-B through our asymptotic analy-
sis. Several low-complexity methods have been proposed for
massive MIMO systems. These include a two-layer method
combining ZF and SCA [18], an alternating direction method
of multipliers (ADMM) fast algorithm [19], applied to multi-
group multicasting, and a weighted MRT beamforming struc-
ture for both centralized and distributed coordinated multicast
beamforming in multi-cell scenarios [20], [21].
B. Organization and Notations
The rest of paper is organized as follows. In Section II,
we present the system model and problem formulation for
3multi-group multicast beamforming. In Section III, we derive
our main result of the optimal multicast beamforming in semi-
closed form for the QoS problem and characterize the solution
structure. In Section IV, numerical algorithms are proposed
for computing the parameters in the optimal solution, and
asymptotic analysis is provided at the large-scale antenna
array regime. In Section V, we describe the optimal solution
structure for the MMF problem, and its relation to the solution
for the QoS problem. Simulation results are presented in
Section VI, followed by conclusion in Section VII.
Notations: Hermitian, transpose, and conjugate are denoted
as (·)H , (·)T , and (·)∗, respectively. The Euclidean norm of
a vector is denoted by ‖·‖. The real part of x is denoted by
Re{x}. The notation a < 0 means element-wise non-negative,
and A < 0 indicates matrix A being positive semi-definite.
The trace of matrix A is denoted as tr(A). The abbreviation
i.i.d. stands for independent and identically distributed, and
x ∼ CN (0, I) means x is a complex Gaussian random vectors
with zero mean and covariance I.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a downlink multi-group multicasting scenario,
where a BS equipped with N antennas serves G multicast
groups, sending each group a common message that is inde-
pendent of other groups. Let G = {1, . . . , G} denote the set
of group indices. Each group i consists of Ki single-antenna
users, and the set of user indices in the group is denoted
by Ki = {1, . . . ,Ki}, i ∈ G. Users in different groups are
disjoint, i.e., each user in a multicast group receives only one
multicast message: Ki ∩ Kj = ∅, i 6= j. The total number of
users in all groups is denoted by Ktot ,
∑G
i=1 Ki.
Let hik denote the N × 1 channel vector between the BS
and user k in group i, and let wi denote the N × 1 multicast
beamforming vector for group i ∈ G. The received signal at
user k in group i is given by
yik = w
H
i hiksi +
∑
j 6=i
wHj hiksj + nik (1)
where si is the data symbol intended for group i with unit
power E|si|2 = 1, and nik is the receiver additive white
Gaussian noise with zero mean and variance σ2. The transmit
power at the BS is given by
∑G
i=1 ‖wi‖2. The received SINR
at user k in group i is given by
SINRik =
|wHi hik|2∑
j 6=i
|wHj hik|2 + σ2
. (2)
Depending on the design focus, two problem formulations
are typically considered for the multicast beamforming: 1) the
QoS problem for transmit power minimization while meeting
the received SINR target at each user, formulated as
Po : min
w
G∑
i=1
‖wi‖2
subject to SINRik ≥ γik, k ∈ Ki, i ∈ G (3)
where w , [wH1 , . . . ,w
H
G ]
H , and γik is the SINR target
at user k in group i. 2) The (weighted) MMF problem for
maximizing the minimum (weighted) SINR, subject to the
transmit power constraint, formulated as
So : max
w
min
i,k
SINRik
γik
subject to
G∑
i=1
‖wi‖2 ≤ P
where P is the transmit power budget, and {γik} here serve
as the weights to control the fairness or service grades among
users.
Remark (Feasibility): The QoS problem Po for multi-group
multicast beamforming may not always be feasible, depending
on the channels {hik} and the SINR targets {γik}. On the
other hand, the MMF problem So is always feasible, but more
involved than the QoS problem to solve. In the following
sections, we assume the QoS problem Po being feasible to
derive the optimal multicast beamformer structure.
III. OPTIMAL MULTICAST BEAMFORMING STRUCTURE
We now focus on the multicast beamforming QoS problem
Po, which is known to be a non-convex QCQP problem and
NP-hard. The optimal solution is difficult to obtain either
in the primal domain, or in the dual domain due to the
unknown duality gap. In the following, we take a different
approach by exploring the problem via the successive convex
approximation (SCA) method and derive the optimal solution
in a semi-closed form.
A. The SCA Method
The SCA method is a numerical approximation method that
iteratively solves a non-convex optimization problem via a
sequence of convex approximations of the original problem,
provided that an initial feasible point is given. For a convex
objective function, the SCA method is proven to converge to a
stationary solution [14]. The SCA method, and in particular the
convex-concave procedure (CCP) as a special case, has been
applied to find a feasible multicast beamforming solution in
several existing works [15]–[18]. The SCA method is briefly
described below.
Consider N × 1 auxiliary vector zi, i ∈ G. For matrix
A < 0, we have (wi − zi)HA(wi − zi) ≥ 0, for any zi.
It follows that wHi Awi ≥ 2Re{wHi Azi} − zHi Azi. Denote
z , [zH1 , . . . , z
H
G ]
H . Given z, applying the above inequality
to SINR constraint (3), we obtain the following optimization
problem which is a convex approximation of Po
PSCA(z) : min
w
G∑
i=1
‖wi‖2
subject to γik
∑
j 6=i
|wHj hik|2 − 2Re{wHi hikhHikzi}
+ |zHi hik|2 ≤ −γikσ2, k ∈ Ki, i ∈ G. (4)
With non-convex SINR constraint (3) being replaced by con-
vex constraint (4), problem PSCA(z) is now convex. The main
steps in the SCA method are summarized below:
1) Set initial feasible point z(0); Set l = 0.
42) Solve PSCA(z(l)) and obtain the optimal solution
w⋆(z(l)).
3) Set z(l+1) = w⋆(z(l)).
4) Set l ← l + 1. Repeat Steps 2-4, until convergence.
The above SCA method is guaranteed to converge to a
stationary point z⋆ [14]. Since the global optimal solution is
a stationary point, the above procedure may converge to the
global optimal solution wo of Po, provided that the initial
point z(0) is appropriately chosen, e.g., z(0) is at the vicinity
of wo. When this is the case, we have z(l) → z⋆ = wo.
Remark: A challenge to use the SCA method for Po is finding
an initial feasible point z(0) that satisfies the SINR constraint
(3). Some existing works propose different methods to address
this issue. Here, we focus on deriving the optimal solution
structure via the SCA method, not the implementation or
numerical behavior of this method. Thus, we only assume a
feasible initial point z(0) without discussing how to obtain it.
B. The Optimal Multicast Beamforming Solution
Since PSCA(z) is convex (and Slater’s condition holds), we
obtain its optimal solution from its Lagrange dual domain. The
Lagrangian for PSCA(z) is given by
L(z,w,λ) =
G∑
i=1
‖wi‖2 +
G∑
i=1
Ki∑
k=1
λik
γik∑
j 6=i
∣∣wHj hik∣∣2
−2Re{wHi hikhHikzi}+ ∣∣zHi hik∣∣2 + σ2γik] (5)
where λik is the Lagrange multiplier associated with SINR
constraint (3) for user k in group i, and λ , [λT1 , . . . ,λ
T
G]
T
with λi , [λi1, . . . , λiKi ]
T . The Lagrange dual problem for
PSCA(z) is given by
DSCA(z) : max
λ
g(z,λ) subject to λ < 0
where
g(z,λ) , min
w
L(z,w,λ). (6)
Regrouping the different terms in (5), the Lagrangian can
be rewritten as
L(z,w,λ) =
G∑
i=1
Ki∑
k=1
λik
(
σ2γik +
∣∣zHi hik∣∣2)
+
G∑
i=1
wHi
I+∑
j 6=i
Ki∑
k=1
γjkλjkhjkh
H
jk
wi
−
G∑
i=1
2Re
{
zHi
(
Ki∑
k=1
λikhikh
H
ik
)
wi
}
. (7)
Define vi ,
(∑Ki
k=1 λikhikh
H
ik
)
zi, and
Ri−(λ) , I+
∑
j 6=i
Kj∑
k=1
λjkγjkhjkh
H
jk. (8)
Then, the optimization problem (6) is equivalent to
min
w
G∑
i=1
(
wHi Ri−(λ)wi − 2Re
{
vHi wi
})
. (9)
The above optimization problem can be decomposed into
subproblems with respect to (w.r.t.) each wi, i ∈ G, as
min
wi
wHi Ri−(λ)wi − 2Re{vHi wi}, (10)
and solved separately. Since the optimization problem (10)
is convex, we can obtain its optimal solution in closed-form
using KKT conditions [27]. The solution is given as follows.
Proposition 1. The optimal solution for PSCA(z) is given by
w⋆i (z) = R
−1
i−
(λ⋆)
(
Ki∑
k=1
α⋆ikhik
)
, i ∈ G (11)
where λ⋆ is the optimal dual solution for DSCA(z), and α⋆ik ,
λ⋆ikh
H
ikzi, k ∈ Ki, i ∈ G.
Proof: We first provide the complex gradients of two
functions. Denote the real and imaginary part of vector x as
x = xR+jxI. For complex vector c, by the complex derivative
operation [32], we have
▽x Re{cHx} = 1
2
(
▽xR Re{cHx} − j▽xI Re{cHx}
)
=
1
2
(cR − jcI) = 1
2
c∗ (12)
where we note that Re{cHx} = cTRxR + cTI xI. Also, for
Hermitian matrix C, we have
▽x(x
HCx) = (Cx)∗. (13)
The optimization problem (10) is an unconstrained convex
optimization problem. Denote the objective function in (10)
by J(zi,wi) for given zi. Let λ
⋆ be the optimal Lagrange
multiplier vector for the dual problem DSCA(z). By the KKT
condition, and from (12) and (13), at the optimality of PSCA(z),
the gradient of J(zi,wi) w.r.t. wi satisfies
▽wiJ(zi,wi) = (Ri−(λ
⋆)wi(z))
∗ − v∗i = 0, (14)
and we obtain
w⋆i (z) = R
−1
i−
(λ⋆)vi = R
−1
i−
(λ⋆)
(
Ki∑
k=1
λ⋆ikhikh
H
ik
)
zi (15)
= R−1
i−
(λ⋆)
(
Ki∑
k=1
α⋆ikhik
)
(16)
where α⋆ik , λ
⋆
ikh
H
ikzi, for k ∈ Ki, i ∈ G.
Examining the optimal solution w⋆i (z) in Proposition 1, we
note that the dependency of w⋆i (z) on z is only through λ
⋆ in
Ri−(λ
⋆) and {α⋆ik}, both of which are functions of z. This
implies that, as the SCA method iteratively updates z, the
optimal solution w⋆(z) for PSCA(z) is updated accordingly,
but only through λ⋆ and {α⋆ik}, while the structure of w⋆(z)
is unchanged. Thus, if z→ wo, we obtain the optimal solution
for Po.
Define Hi , [hi1, . . . ,hiKi ] as the channel matrix for
group i, and
R(λ) , I+
G∑
i=1
Ki∑
k=1
λikγikhikh
H
ik. (17)
5We state the main result in the following theorem.
Theorem 1. The optimal beamforming solution for the multi-
group multicast beamforming QoS problem Po is given by
woi = R
−1(λo)
Ki∑
k=1
aoikhik = R
−1(λo)Hia
o
i , i ∈ G (18)
where λo is the optimal dual solution for DSCA(wo), aoik ,
λoikδik(1 + γik) with δik , h
H
ikw
o
i , k ∈ Ki, and aoi ,
[aoi1, . . . , a
o
iKi
]T , i ∈ G.
Proof: The SCA iterative procedure described in Sec-
tion III-A is guaranteed to converge to a stationary point.
This means that assuming initial z(0) chosen at the vicinity
of the global optimal solution, the method will converge to
the global optimal solution, i.e., z → wo, and w⋆i (z) → woi .
Specifically, from (15), the optimal w⋆i (z) for PSCA(z) in each
iteration satisfies
Ri−(λ
⋆)w⋆i (z) =
Ki∑
k=1
λ⋆ikhik
(
hHikzi
)
. (19)
From (17), we have Ri−(λ) = R(λ)−
∑Ki
k=1 λikγikhikh
H
ik.
Substituting this into (19), we have
R(λ⋆)w⋆i (z) =
Ki∑
k=1
λ⋆ik
(
hHikzi + γikh
H
ikw
⋆
i (z)
)
hik. (20)
At the convergence z → wo, we have hHikzi → hHikwoi ,
δik. Also, as z → wo, we have w⋆i (z) → woi , and the
optimal λ⋆ for DSCA(z) converges to λo for DSCA(wo). Then,
the expression in (20) becomes
R(λo)woi =
Ki∑
k=1
λoikδik(1 + γik)hik, (21)
and thus we have
woi = R
−1(λo)
Ki∑
k=1
λoikδik(1 + γik)hik = R
−1(λo)
Ki∑
k=1
aoikhik
where aoik , λ
o
ikδik(1 + γik), for k ∈ Ki, i ∈ G.
Theorem 1 presents the structure of the optimal multicast
beamforming vector woi for Po. Note that the optimal woi
given in (18) is in a semi-closed form, where λo and aoi need to
be determined numerically. We will discuss this in Section IV.
From (19) and following the proof of Theorem 1, it is
straightforward to express the optimal beamforming vectorwoi
in an alternative form, given in the following corollary.
Corollary 1. The optimal solution woi in (18) has the follow-
ing equivalent alternative form
woi = R
−1
i−
(λo)
Ki∑
k=1
αoikhik = R
−1
i−
(λo)Hiα
o
i , i ∈ G (22)
where λoi is the same as in Theorem 1, and α
o
i ,
[αoi1, . . . , α
o
iK ]
T with αoik , λ
o
ikδik , in which δik is given in
Theorem 1.
Note that comparing the expression of woi in (18) with (22),
we have the relation αoik = a
o
ik/(1 + γik), k ∈ Ki, i ∈ G.
The value of the minimum power objective of Po is given
in the following corollary.
Corollary 2. At the optimum of Po, the minimum power
objective value is given by
G∑
i=1
‖woi ‖2 = σ2
G∑
i=1
λoi
T
γi = σ
2λo
T
γ (23)
where γ , [γT1 , . . . ,γ
T
G]
T is the SINR target vector with γi ,
[γi1, . . . , γiKi ]
T , i ∈ G, and λo is given in Theorem 1.
Proof: See Appendix A.
Remark (Locally optimal multicast beamforming vector): As
mentioned in Section III-A, the SCA method for the multicast
beamforming problem Po may converge to a local minimum.
Following Proposition 1 and Theorem 1, we have the solution
structure for any locally optimal beamformer as follows.
Corollary 3. Any locally optimal multicast beamforming
solution wloi for Po has the following structure
wloi = R
−1(λ)Hiai, i ∈ G (24)
for some λ and ai, i ∈ G.
Comparing (24) with (18), we note that a locally optimal
multicast beamformer has a similar solution structure as the
globally optimal one. The difference between the two lies in
the values of λ and ai: those in (24) obtained via the SCA
method are suboptimal.
C. Discussions on the Optimal Solution Structure
From Theorem 1, we have several important observations on
the structure of the optimal multicast beamforming solution,
which are summarized below.
1) Uplink-downlink duality interpretation: Uplink-
downlink duality has been established for the multi-user
downlink unicast beamforming problem [33], [34], showing
that the downlink beamforming problem can be transformed
into an equivalent uplink beamforming problem to solve. The
optimal beamforming solution in (18) indicates that there
is a similar uplink-downlink duality interpretation for the
downlink multi-group multicast beamforming problem as
well. To see this, notice that the optimal beamforming vector
woi in (18) is the solution of the following optimization
problem
max
wi
∣∣∣∣∣wHi
(
Ki∑
k=1
λoikδikhik
)∣∣∣∣∣
2
∑
j 6=i
Ki∑
k=1
λojkγjk|wHi hjk|2 +wHi wi
. (25)
The above beamforming problem can be interpreted as an
uplink receiver beamforming problem for SINR maximization:
For an uplink system with multiple receiver antennas, consider
the dual uplink channel hik , transmit power Pik = σ
2λoikγik
6for user k in group i, and the receiver noise covariance σ2I.
Then, the problem (25) is equivalent to the following problem
max
wi
∣∣∣∣∣wHi
(
Ki∑
k=1
δ˜ik
√
Pikhik
)∣∣∣∣∣
2
∑
j 6=i
Ki∑
k=1
Pik|wHi hjk|2 + σ2wHi wi
(26)
where δ˜ik , δik
√
λoik/γik. The problem (26) can be in-
terpreted as the optimal uplink beamforming to maximize
the receiver SINR at a group-channel direction. This group-
channel direction is specified by the weighted sum of channels
in group i, defined by
∑Ki
k=1 δ˜ik
√
Pikhik , where δ˜ik is the
weight for each user in the group.
Note that in the uplink beamforming problem (26), {δ˜ik}
and {Pik} are given. These need to be obtained for woi in Po
(i.e., the optimal λo and {δik}). These parameters specify the
group-channel direction and need to be determined via other
methods. This is the difference between multicast beamform-
ing and unicast beamforming on the uplink-downlink duality.
For the unicast beamforming, the related parameter in the
optimal beamforming vector can be determined via optimizing
the dual uplink power allocation to minimize the sum-power
[33], [34].
2) Weighted MMSE beamforming structure: For multi-user
uplink transmissions, it is known that the optimal receiver
beamforming vector for SINR maximization is the MMSE
filter. Following the uplink-downlink duality interpretation
for multicast beamforming, we see that this is precisely the
structure of woi given in (18). More precisely, the solution
indicates that the optimal multicast beamforming vector woi is
a weighted MMSE filter. The optimal woi contains two terms:
• A weighted sum of channel vectors of the intended user
group i:
∑Ki
k=1 a
o
ikhik , hˆi. The resulting hˆi is the mul-
ticast group-channel direction2. Weight aoik determines
the relative significance of user k’s channel hik in this
group-channel direction.
• Matrix R(λ) is the (normalized) noise plus weighted
channel covariance (of all groups) matrix (and Ri−(λ) is
the (normalized) noise plus weighted interference covari-
ance matrix for group i), where λikγik is the weight for
each user channel covariance matrix3 hikh
H
ik relatively to
others.
In the special case of a single user per group (K = 1), the
system reduces to the traditional downlink unicast multi-user
beamforming problem. For notation simplicity, we remove
subscript k in the notations to represent the unicast case, and
the beam vector solution in (18) reduces to
woi = a
o
i
(
I+
G∑
i=1
λoi γihih
H
i
)−1
hi, (27)
which is exactly the classical downlink multi-user unicast
beamforming solution [35], [36].
2The group-channel direction hˆi can be defined up to a scaling factor:
hˆi = c
∑Ki
k=1
ao
ik
hik , for c being a scaler.
3For convenience, here we refer hikh
H
ik
as the channel covariance matrix,
considering hik is given deterministic.
3) Multicast versus unicast: The optimal multicast beam-
forming solution in (18) can be viewed as the generalized
version of the optimal unicast beamforming solution in (27).
It is a weighted MMSE filter with a similar covariance matrix
structure, except that the signal direction is now a multicast
group-channel direction instead of the unicast individual user
channel direction.4
While structurally similar, there is a key difference between
the optimal woi in multicast and in unicast. For unicast
beamforming, in the power minimization problem, the SINR
target constraint for each user is attained with equality at
the optimality. This allows the optimal aoi in (27) to be
determined easily for the optimalwoi . In contrast, for multicast
beamforming, the SINR constraints will not be all attained
with equality in general. This adds uncertainty and difficulty
in determining the weight vector ai for the optimal w
o
i , which
reflects the NP-hard nature of the multicast beamforming
problem Po. As a result, we obtain the structure of the optimal
solution woi in (18), while the optimal weights {aoi } and λo
are still challenging to determine. In Section IV, we propose
numerical algorithms to determine them.
4) Inherent low-dimensional structure: One main issue
of existing numerical methods to compute a feasible multi-
cast beamforming solution is their computational complexity,
which has a high order of growth w.r.t. the number of antennas
N , making them unrealistic for practical implementation in
massive MIMO systems with N ≫ 1. Some recent works
[15], [16], [18] have proposed reduced complexity algorithms
to reduce the scaling order of complexity w.r.t. N .
An important observation of the optimal multicast beam-
forming vector woi in (18) is that it has an inherent low-
dimensional structure for computation. As mentioned earlier,
the solution is based on a weighted sum of channel vectors in
the group. Instead of directly optimizing wi of N -dimension,
the problem is equivalent to optimize the weight vector ai
of Ki-dimension (details are given in Section IV-C). For
systems with N ≫ Ki, this means a significant reduction of
the complexity in computing the beamforming solution. This
low-dimensional structure in the solution brings an immediate
benefit to the multicast beamforming design in massive MIMO
systems, where typically we expect the number of antennas
is much more than the size of each multicast user group
(N ≫ Ki). Optimizing weight vector ai, instead of wi
directly, reduces the size of optimization variables to Ki. As a
result, the computational complexity will no longer grow with
N . This leads to substantial computational saving, which lifts
the computational barrier for designing multicast beamforming
in massive MIMO systems.
In general, depending on the values of N and Ki, we can
choose to directly solve wi or weight vector ai, whichever has
a lower dimension, to minimize the computational complexity
in finding the beamforming solution. This applies to both the
traditional multi-antenna systems and massive MIMO systems.
Furthermore, note that Hiai in the optimal solution w
o
i in
4Alternatively, we may also interpret the optimal multicast beamforming
structure as the weighted optimal unicast beamforming vectors, with the
weight giving different emphasis on the beam vector of each user depending
on its channel condition.
7(18) is a linear combination of channel vectors. This suggests
that we can further reduce the size of the weight optimization
problem by only considering the dimension of the channel
space spanned by Hi. Assume that the N × Ki channel
matrix Hi for group i has rank ri ≤ min(N,Ki). Let
Ui , [ui1, . . . ,uiri ] be the N × ri matrix containing the
orthonormal vectors that span the column space of Hi.
5 Then,
we can express Hiai as
Hiai = Uibi (28)
for some ri × 1 vector bi. Thus, the weight optimization
problem w.r.t ai can be further transformed into a size-
reduced weight optimization problem w.r.t. bi of ri-dimension.
Methods used to solve {ai} as described in Section IV-C can
be similarly applied to solve {bi}.
IV. NUMERICAL ALGORITHMS AND ANALYSIS
The optimal multicast beamforming solution woi in (18) is
in a semi-closed form, where λo and aoi need to be computed
numerically. As discussed in Section III-C, obtaining the
optimal λo and aoi is challenging, due to the NP-hard nature
of Po. In this section, we develop numerical algorithms to
compute λ and ai.
A. Algorithm for Lagrange Multiplier λ
Define Dγi , diag(γi), Dλi , diag(λi), and δi ,
[δi1, . . . , δiKi ]
T , i ∈ G. The definition of ai is given in
Theorem 1. We express it in a compact matrix form as
ai = Dλi(I+Dγi)δi. By Theorem 1, at optimality, we have
δik = h
H
ikw
o
i = h
H
ikR
−1(λ)HiDλi(I+Dγi)δi (29)
for all k ∈ Ki, i ∈ G. It follows that
δi = H
H
i R
−1(λ)HiDλi(I+Dγi)δi, i ∈ G. (30)
This means(
HHi R
−1(λ)HiDλi(I+Dγi)− I
)
δi = 0. (31)
The optimal λo should satisfy (31). However, both wo and
δ are unknown, and directly solving (31) is difficult. Instead,
we propose a suboptimal algorithm to compute λ below, which
we later show to be asymptotically optimal as N →∞.
One way to satisfy (31) is to consider
HHi R
−1(λ)HiDλi(I+Dγi) = I, i ∈ G. (32)
which is equivalent to{
λik(1 + γik)h
H
ikR
−1(λ)hik = 1, k ∈ Ki,
λik(1 + γik)h
H
ikR
−1(λ)hil = 0, l 6= k, l ∈ Ki.
(33)
for i ∈ G. However, the above conditions may not be satisfied
for all λik , since there are typically more equations than
variables to solve. In the following, we propose to obtain λ
by only solving the first equation in (33), i.e.,
λik(1 + γik)h
H
ikR
−1(λ)hik = 1, k ∈ Ki, i ∈ G. (34)
5The SVD of Hi is Hi = [Ui U⊥i ]ΛV, with Ui consisting of the left
singular vectors corresponding to the first r non-zero singular values in Λ.
The solution λ to the above fixed-point equations can be
obtained using the fixed-point iterative method as follows:
1) Initialize λ(0); Set l = 0.
2) Compute λ
(l)
ik , for each k ∈ Ki, i ∈ G:
λ
(l+1)
ik =
1
(1 + γik)hHikR
−1(λ(l))hik
. (35)
3) Set l = l + 1; Return to Step 1) until convergence.
B. Asymptotic Analysis of λ
Our solution for λ by the proposed algorithm has the
following asymptotic property as the number of antennas N
grows.
Proposition 2. Assume channel vectors hik’s are independent,
and the elements hik,n’s in hik are i.i.d. with E(hik,n) = 0
and E(|hik,n|) < ∞. As N → ∞, the solution λ of (34)
satisfies (31) almost surely, and thus is asymptotically optimal.
Proof: See Appendix B.
Note that the channel conditions in Proposition 2 hold
for commonly used fading channel models, such as Rayleigh
fading, where channels are zero-mean Gaussian distributed.
The above results indicate that our algorithm to compute
λ is particularly efficient and effective in massive MIMO
systems with large N . The iterative procedure to compute
λ is simple with low computational complexity. There are∑G
i=1 Ki elements in λ to be computed, which does not
grow with N . At the same time, the asymptotic result in
Proposition 2 indicates that λ computed by our proposed
algorithm would be close to the optimal λo for large N . We
will see from simulation that our algorithm provides a near-
optimal performance for a moderate value of N .
We further provide the asymptotic expression of λ as
N → ∞. Let hik =
√
βikgik, where gik ∼ CN (0, I), and
βik represents the large-sale channel variation.
Proposition 3. Assume that channel vectors hik’s are inde-
pendent. As N →∞, the solution λ for (34) is given by
λikβik =
1
N −
∑∑
jl 6=ik
γjl
+ o
(
1
N2
)
, k ∈ Ki, i ∈ G. (36)
Proof: See Appendix C.
Proposition 3 shows the asymptotic behavior of λ produced
by our proposed algorithm. For largeN , λikβik can be approx-
imated using the first term in (36), which greatly simplifies the
computation of λ, especially in massive MIMO systems. We
also have the following important observations:
1) Asymptotic R(λ): For large N , the difference among
λikβik’s diminishes, and all λikβik’s converge to nearly the
same value. In the special case when the target SINRs for all
users are equal, γik = γ, ∀i, k, all λikβik’s converge to the
same value given by
λikβik =
1
N − (Ktot − 1)γ + o
(
1
N2
)
(37)
where recall that Ktot is the number of all users. Note
from R(λ) in (17) that, λik is the weight for each user
8channel covariance term in R(λ). The above indicates that,
asymptotically, λik acts to normalize the channel variance
βik for hik in R(λ), which can be written as R(λ) =
I +
∑G
i=1
∑Ki
k=1(λikβik)γikgikg
H
ik. As a result, each user
contribution in R(λ) are equalized and weighted only based
on γik’s (weighted equally when all γik’s are the same). This
leads to a much simplified approximation in computing R(λ)
and thus the optimal woi in (18) in practice, when N is large.
For example, in the case considered in (37), we have
R(λ) ≈ I+ 1
N
γ
− (Ktot − 1)
G∑
i=1
Ki∑
k=1
gikg
H
ik, (38)
provided that N > (Ktot − 1)γ.
2) Slow diminishing rate of interference: We also draw the
following cautious observation. It is known that, for transmit
beamforming, interference at each user diminishes as N →∞.
The asymptotic beamformer design and analysis in massive
MIMO systems may be simplified by removing interference,
which is considered for multi-group multicast beamforming
[29], [31]. This diminishing interference is similarly mani-
fested in R(λ) in (38), where, as N → ∞, R(λ) converges
to I, and wo reduces to the weighted MRT beamforming
(or conjugate beamforming). However, the interference may
diminish slowly as N increases, and it requires very large N
in practice to reflect the asymptotic behavior accurately.6 To
see this, the total interference term in R(λ) in (38) is reduced
by approximately a factor of (N/γ−Ktot), where both γ and
Ktot affect the reduction rate over N . For example, for G = 3,
Ki = 5, ∀i, and γ = 10 dB, we have N/γ = N/10. For
N = 256, N/γ−Ktot ≈ 10, and the interference term in R(λ)
is still non-negligible. For γ = 20 dB, it would requireN to be
more than 2000 for N/γ −Ktot ≈ 10. The above discussion
shows that for the practical value of N used in large-scale
antenna systems, the interference may still be substantial in
the received SINR, and we need to consider it in obtaining
the optimal woi in (18).
C. Algorithms for Weight Vector {ai}
Using the expression of the optimal woi in (18) and λ com-
puted by our algorithm in Section IV-A, the multi-group mul-
ticast beamforming problem Po w.r.t. w can be transformed
into a weight optimization problem w.r.t. a , [aH1 , . . . , a
H
G ]
H
as follows 7
P1 : min
a
G∑
i=1
‖R−1(λ)Hiai‖2
subject to
|aHi HHi R−1(λ)hik|2∑
j 6=i
|aHj HHj R−1(λ)hik|2 + σ2
≥ γik,
k ∈ Ki, i ∈ G. (39)
6This slow converging behavior is observed in [20], [31], where the
asymptotic beamformer (ignoring interference) performs poorly in a wide
range of N values.
7By Theorem 1, aik = λikδik(1+γik). Thus, alternatively, we can obtain
{δi} for given {λi} and{γi} by formulating a problem w.r.t. {δi} similar to
P1. There is no difference in the two approaches, and we choose to directly
obtain a for simplicity.
The optimization problem P1 is still NP-hard, since the
form of constraints is similar to that in the original problem
Po. However, the key difference here is that the beamforming
vector w in Po is of size GN , and in contrast, the weight
vector a for the weight optimization problem P1 is of length∑G
i=1 Ki, and the problem size no longer depends on N .
This is especially appealing to massive MIMO systems with
N ≫ Ki, i ∈ G, because of a significant computational saving
by solving the much smaller problem P1 instead of Po.
As mentioned earlier, existing prevailing numerical algo-
rithms for this family of problems have high computational
complexity for a large problem size (e.g., SCA and SDR).
This makes them impractical to directly compute multicast
beamforming solutions for large N . Using the optimal beam-
forming structure in Theorem 1, the numerical computation of
the solution via P1 is no longer affected by N ; It can be done
efficiently with low-complexity. Moreover, as the performance
of some approaches may deteriorate as the problem size grows,
keeping the problem size small will maintain the quality of the
computed solution.
In the following, we apply two approaches to compute the
weight vector a for P1.
1) The SDR method: Define Gi , R−1(λ)Hi, and fjik ,
GHj hik, k ∈ Ki, i, j ∈ G. DefineXi , aiaHi , i ∈ G. Dropping
the rank-one constraint on Xi, P1 is relaxed to the following
SDP problem
P1SDR : min
{Xi}
G∑
i=1
tr(GHi GiXi)
subject to
(
1
γik
+ 1
)
tr(fiikf
H
iikXi)−
G∑
j=1
tr(fjikf
H
jikXj) ≥ σ2
Xi < 0, k ∈ Ki, i ∈ G.
Standard SDP solvers can be used to solve the above
problem to obtain the optimal {Xoi }. Finally, {aSDRi } can be
extracted from {Xoi } by using the Gaussian randomization
methods [2]. Rank reduction based techniques [28] can also
be applied to obtain {aSDRi }, depending on the number of
constraints.
As mentioned above, a major benefit of adopting the SDR
method to solve P1, as compared to directly solving Po
by the SDR, is the significantly smaller problem size P1.
Specifically, the complexity of solving P1 via SDP [37] is
O((∑Gi=1 K2i )3), while the complexity of directly solving Po
via SDP is O((GN2)3).
2) The SCA method: We can apply the SCA method to
iteratively solve P1 for a. Similar to PSCA(z) in Section III-A,
using Ki × 1 auxiliary vector vi, i ∈ G, and applying the
convex approximation to constraint (39) in P1, we have the
following convex optimization problem for any given v ,
[vH1 , . . . ,v
H
G ]
H
P1SCA(v) : min
{ai}
G∑
i=1
‖Giai‖2
subject to
G∑
j=1
|aHj fjik|2 − 2
(
1
γik
+ 1
)
Re{aHi fiikfHiikvi}
9+
(
1
γik
+ 1
)
|vHi fiik|2 ≤ −σ2, k ∈ Ki, i ∈ G. (40)
To obtain a for P1, iteratively solve P1SCA(v) and update
v with the optimal solution a⋆i (v) for P1SCA(v) until conver-
gence. The steps are similar to those given in Section III-A,
and the convergence is standard.
Initialization: In the SCA method, the initial v(0) should be
feasible to P1SCA(v). To ensure this and expedite the conver-
gence, we use the solution {aSDRi } by the SDR method to set
v
(0)
i = a
SDR
i , i ∈ G. The solution {aSDRi } provides a good initial
point close to the optimum; it will fasten the convergence of
the SCA method, and increase the chance to converge to the
global optimum (instead of a local optimum). In particular,
since the problem size of P1SDR is small, computing {aSDRi } is
fast even for large N , adding very little computational burden.
This is verified by simulation in Section VI.
Finally, we point out that in considering the two prevailing
methods to obtain a, we emphasize the computational and per-
formance benefits of transforming into the weight optimization
problem P1 of a much smaller size. These benefits also carry
to other possible algorithms to solve this family of problems,
which can be directly adopted to obtain a.
V. MULTICAST BEAMFORMING FOR THE MMF PROBLEM
In this section, we consider the weighted MMF problem So
for multi-group multicast beamforming, and discuss how our
results obtained for the QoS problem Po can be extended to
solve So. We first transform So into the following equivalent
problem
S1 : max
w,t
t
subject to SINRik ≥ tγik, k ∈ Ki, i ∈ G (41)
G∑
i=1
‖wi‖2 ≤ P.
It has been shown that the QoS problem Po and the
MMF problem S1 are inverse problems [6]. Specifically, for
given SINR target vector γ and power budget P , explicitly
parameterize the problem S1 as S1(γ, P ), with the optimal
objective value as to = S1(γ, P ). Also, parameterize Po as
Po(γ), with the minimum power as P = Po(γ). Then, the
inverse relation of problems Po and S1 is described below
to = S1(γ,Po(toγ)), (42)
P = Po(S1(γ, P )γ). (43)
This inverse relation means that, if a solution for Po can
be obtained, we can find the solution for S1 via iteratively
solving Po with a bi-section search over t until the transmit
power is equal to P . This immediately implies that the optimal
beamforming vector for the MMF problem S1 has the similar
structure as in (18) for the QoS problem: A weighted MMSE
filter with the group-channel direction formed by a weighted
sum of channels in the group. Following this, as well as the
relations in (42) and (43), we have the optimal beamforming
vector for S1 given below.
Theorem 2. The optimal beamforming solution for the MMF
multi-group multicast beamforming problem So is given by
wo
MMF,i = R˜
−1(λo
QoS
)Hia˜
o
i , i ∈ G (44)
where λo
QoS
is obtained from the optimal beamforming vector
wo
QoS,i in (18) for the QoS problem Po(toγ),
R˜(λo
QoS
) , I+
P
σ2
G∑
i=1
Ki∑
k=1
λo
QoS,ikγik
λoT
QoS
γ
hikh
H
ik, (45)
and a˜oi = [a˜
o
i1, . . . , a˜
o
iKi
]T with
a˜oik , λ
o
QoS,ikδik
(
1 +
Pγik
σ2λoT
QoS
γ
)
(46)
where δik = h
H
ikw
o
QoS,i, k ∈ Ki, i ∈ G.
The optimal objective value to of problem So is given by
to =
P
σ2λoT
QoS
γ
. (47)
Proof: Using the equivalent problem S1(γ, P ), and from
(42) and (43), we first consider the inverse QoS problem
Po(toγ). By Corollary 2, the minimum power of Po(toγ) is
P = toσ2λoT
QoS
γ
where λo
QoS
is obtained in (18) for Po(toγ). Thus, to =
P/(σ2λoT
QoS
γ). Based on the inversion relation in (42), the
optimal wo
MMF,i for S1(γ, P ) is the same as in (18), except
that γik in (18) is now replaced by t
oγik = γikP/(σ
2λoT
QoS
γ).
Correspondingly, using toγik and λ
o
QoS
, the covariance matrix
R(λo) in (18) becomes R˜(λo
QoS
) in (45), and aoik in (18) now
becomes a˜oik shown in (46). Thus, we have the optimal w
o
MMF,i
given in (44).
Similar to Theorem 1 for the QoS problem, the optimal
beamforming vector wo
MMF,i for the MMF problem in Theo-
rem 2 is in a semi-closed form. The expression in (44) provides
the optimal MMF beamforming solution structure. To obtain
wo
MMF,i, we still need to numerically determine t
o, compute λo
QoS
related to the QoS problem Po(toγ), as well as compute a˜oi .
As mentioned earlier, using the inverse problem relationship,
one practical method to obtain {wo
MMF,i} is through iteratively
finding {woi } for Po(tγ) with a bi-section search over t until
the transmit power is equal to P . Since this procedure is known
in the literature, details are omitted.
A. Asymptotic MMF Multicast Beamformer
The difficulty of directly computing wo
MMF,i in (44) is in the
determination of R˜(λo
QoS
), because it requires the knowledge
of to. Note from (45) that the contribution from each user
channel is weighted by P
σ2
· λ
o
QoS,ikγik
λoT
QoS
γ
, indicating the fraction of
transmit power used by each user. For massive MIMO systems
with large N , we may obtain an asymptotic expression for
R˜(λo
QoS
) and consider a simplified fast computation method.
Specifically, we use the asymptotic expression of λo
QoS
in
Proposition 3 to obtain the asymptotic expression for R˜(λo
QoS
).
Consider each channel as hik =
√
βikgik. As an example, in
the special case γik = γ, ∀i, k, using the first term in (37) to
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approximate λo
QoS,ikβik, we can approximate R˜(λ
o
QoS
) for large
N using its simple asymptotic expression given by
R˜(λQoS) ≈ I+ P
σ2Ktot
β¯h
G∑
i=1
Ki∑
k=1
gikg
H
ik , R˜
∞
MMF
(48)
where β¯h , 1/(
1
Ktot
∑G
i=1
∑Ki
k=1
1
βik
) is the harmonic mean
of the large-scale channel variations of all users. As the
asymptotic R˜∞
MMF
in (48) is in closed-form, we only need to
compute weight vector a˜i in (44) to obtain wMMF,i. Similar to
Section IV-C, using (44), we can transform S1 into the weight
optimization problem w.r.t. ({a˜i}, t) of a much smaller size.
The SDR or SCA method can be similarly applied, along with
a bi-section search over t, to obtain a solution.
To further simplify the computation of wo
MMF,i, we also
consider a closed-form asymptotic beamformer w∞
MMF,i, where
besides using R˜∞
MMF
in (48), we replace weight vector a˜i by
its asymptotic version a˜∞i . The asymptotic weight a˜
∞
i has
been obtained in the limiting regime N → ∞, when all
interferences vanish [38] (effectively each group becomes a
separate single-group scenario). The expression of a˜∞i is given
by a˜∞i = ciqi, where qi = [1/βi1, . . . , 1/βiKi]
T , and ci
is the scaling factor for a˜∞i such that the transmit power
allocated to group i is ‖w∞
MMF,i‖2 = Kiβ¯hKtotβ¯h,iP , with β¯h,i ,
1/( 1
Ki
∑Ki
k=1
1
βik
) being the harmonic mean of {βik} for users
in group i. Using the above, we have the proposed asymptotic
MMF multicast beamformer in the following simple closed-
form expression
w∞
MMF,i = R˜
∞−1
MMF
Hia˜
∞
i , i ∈ G. (49)
In (49), the scaling factor ci for a˜
∞
i is obtained as c
2
i =
β¯h,i
β¯h
P/(qHi H
H
i R˜
∞−2
MMF
Hiqi).
Remark: We point out that our asymptotic beamformer in
(49) is different from other existing asymptotic beamformers
in the literature [31], [38]: They are identical when N →∞;
However, for finite large N , w∞
MMF,i contains the interference
term in R˜∞
MMF
, while existing asymptotic beamformers ignore
interference. For this reason, as verified in simulation, our
asymptotic beamformer converges to the optimal performance
much faster, at N ≈ 500, while existing ones requires N to
be more than a few thousands.
VI. SIMULATION RESULTS
We consider a symmetric setup for downlink multi-group
multicast beamforming, where Ki = K , ∀i, and the target
received SINR γik = γ, ∀k, i. Unless otherwise specified, we
set the default system setup as G = 3 groups,K = 5 users per
group, and γ = 10dB. Channel vectors are generated i.i.d. as
hik ∼ CN (0, βikI), ∀k, i. We consider two types of channels:
1) pathloss channels: βik = ξod
−3
ik , where dik is the distance
between the BS and user k in group i, generated randomly,
pathloss exponent is 3, and ξo is the pathloss constant. We set
ξo such that at the cell boundary, the nominal average received
SINR (by a single transmit antenna and unit transmit power)
is −5dB; 2) normalized channels: for all users, βik = 1, ∀k, i,
i.e., all users having the same distance to the BS.
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Fig. 1. Left: Convergence behavior of the iterative algorithm for {λik} (N =
50, G = 3, K = 5). Each curve represents λik of a user over iterations.
Right: The CDF of λikβik for randomly generated user locations.
1) Convergence behavior of the algorithm for λ: We
first study the convergence behavior of the iterative algorithm
proposed in Section IV-A to compute λ for the QoS problem
Po. Fig. 1 (left) shows the trajectory of λik over the number of
iterations for each user with a normalized channel, forN = 50.
To verify the asymptotic behavior of λikβik in Proposition 3,
we consider users randomly located in the cell and generate
their pathloss channels accordingly. Fig. 1 (right) shows the
CDF of λikβik, with λik being computed by the iterative
algorithm, for N = 50 to 500. It is evident that as N becomes
large, all λikβik’s converge to the same value, and the CDF
converges to a step function.
2) Performance comparison for the QoS problem: We
present the performance of using the optimal beamforming
structure woi in (18) and our proposed algorithms for the QoS
problem Po. Both SDR and SCA methods in Section IV-C
are considered for computing weight vector ai, and we name
them OptBFwSDR and OptBFwSCA, respectively. Normal-
ized channels are used. We also consider the following for
comparison: 1) Lower bound for Po: obtained by solving the
relaxed problem of Po via SDR, it serves as a benchmark for
all algorithms; 2) AsymBFwSCA: the same as OptBFwSCA,
except that R(λ) is approximated by (38); 3) Direct SDR:
directly solve Po forw via SDR with Gaussian randomization;
4) Direct SCA: directly solve Po for w via the SCA method,
taking the solution from the direct SDR as the initial point;
5) BDZF [18]: a low-complexity algorithm proposed recently
for large-scale antenna arrays, using a two-layered approach
combining block-diagonal ZF beamforming and SCA.8
Denote the transmit power objective of Po by Pt ,∑G
i=1 ‖wi‖2. Fig. 2 shows the normalized transmit power
Pt/σ
2 vs. the number of antennas N . Both OptBFwSCA
and OptBFwSDR have consistent performance over a wide
range of N values. The performance of OptBFwSCA nearly
attains the lower bound, while that of OptBFwSDR has a very
small gap of ∼ 0.3dB. Their performance is near-identical to
their respective direct methods (direct SCA or direct SDR).
The computational saving by using the optimal beamforming
structure in OptBFwSCA and OptBFwSDR is evident in Table
I, where the average computation time for different N is
shown (via MATLAB and CVX). Both OptBFwSCA and
OptBFwSDR require very low computation time, which is
kept roughly constant for all N values. This is in contrast
8Due to ZF beamforming, BDZF requires N > Ktot −mini∈G Ki.
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to the other alternative methods, whose computation times
increase fast with N and become impractical for large N .
OptBFwSCA performs better than OptBFwSDR by using
SCA, at the cost of slightly higher computational complexity.
Furthermore, we observe that AsymBFwSCA performs nearly
identical to OptBFwSCA, indicating the effectiveness by using
the closed-form asymptotic expression in (38) for R(λ).
Fig. 3 shows Pt/σ
2 vs. K users per group, for different N
values. OptBFwSCA performs very well and nearly attains the
lower bound at all K and N values. For both OptBFwSDR
and the direct SDR, the performance deteriorates over K ,
which is known for the SDR-based methods as the number
of constraints (K) becomes large. The average computation
time for the plots in Fig. 3 is shown in Table II. The increase
of computation time over K by OptBFwSDR is insignificant,
while that of OptBFwSCA is more noticeable. Nevertheless,
the computation time under both methods is still kept very
low and is significantly lower than other methods. Also, to
verify the performance of AsymBFwSCA, we plot it over K
for N = 300. Again, it shows a near-identical performance as
OptBFwSCA.
3) Performance comparison for the MMF problem: We
now present the performance using the optimal solution struc-
ture in (44) for the MMF problem So. The MMF beam-
former is obtained via iteratively solving the QoS problem
discussed in Section V, and the weight a˜i is computed via
the SDR (SCA) method, which we refer to as QoS2MMF-
SDR (QoS2MMF-SCA). For comparison, we also consider
the followings: 1) Upper bound of So: obtained by solving
TABLE I
AVERAGE COMPUTATION TIME OVER N (SEC.) (G = 3,K = 5, QOS).
N 50 100 200 300 400 500
OptBFwSDR 0.49 0.45 0.49 0.52 0.56 0.62
OptBFwSCA 1.61 1.37 1.51 1.40 1.41 1.42
BDZF [18] 11.5 34.1 182 495 605 N/A
Direct SDR 8.7 52.9 427 1509 4507 N/A
Direct SCA 7.41 44.2 353 1192 N/A N/A
TABLE II
AVERAGE COMPUTATION TIME OVERK (SEC.) (N = 100, G = 3, QOS).
K 3 5 7 10
OptBFwSDR 0.44 0.48 0.68 1.03
OptBFwSCA 0.81 1.50 3.28 6.46
BDZF [18] 17.8 27.0 38.0 46.9
Direct SDR 33.5 50.6 69.4 98.4
the relaxed version of S1via SDR; 2) Direct SDR: direct
solve the relaxed version of S1 via SDR with Gaussian
randomization;9 3) AsymMMF-SCA: approximate R˜(λQoS)
by (48) and compute weight vector a˜i by the SCA method
as described below (48); 4) CF-AsymMMF: the closed-form
asymptotic beamformer given in (49).
Fig. 4 shows the minimum SINR vs. N , and Table III shows
the corresponding computation time. The pathloss channels are
used. The observations are similar to that in the QoS problem,
where both QoS2MMF-SCA and QoS2MMF-SDR provide
near-optimal performance, with a substantially lower compu-
tation time that only increases slightly over N . Furthermore,
AsymMMF-SCA performs as good as QoS2MM-SCA, with a
further lower computation time roughly constant over N . This
verifies the asymptotic expression of R˜(λQoS) in (48) and the
effectiveness of this efficient method for the MMF problem. In
contrast, CF-AsymMMF converges to the upper bound slower
over N , with a bigger performance gap observed due to the
simple closed-form asymptotic weights used. Nonetheless, it
offers much better performance with a significantly improved
convergence rate than the existing asymptotic beamformers
[31], [38], with less than 1dB gap at N = 500 (as compared
to N being a few thousands by the others).
Finally, Fig. 5 shows the minimum SINR vs. K , with the
computation time shown in Table IV. The observations are
similar to that in the QoS problem, where both QoS2MMF-
SCA and AsymMMF-SCA show near-optimal performance at
different K values, and the computation time of the proposed
methods is substantially lower than the direct SDR method.
VII. CONCLUSION
In this work, we obtained the optimal beamforming structure
for the multi-group multicast beamforming problem, which
has been unknown in the literature. Combining both the
SCA numerical method and Lagrange duality, we derived the
optimal multicast beamforming solution in a semi-closed form
for both the QoS and MMF problems. We show that there
is an uplink-downlink duality interpretation for the multicast
beamforming problem, similar to the classical downlink multi-
user unicast beamforming problem. The optimal multicast
9In both 1) and 2), a bi-section search over t is required along with SDR
to obtain a solution.
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TABLE III
AVERAGE COMPUTATION TIME OVER N (SEC.) (G = 3,K = 5, MMF).
N 50 100 200 300 400 500
QoS2MMF-SDR 6.77 7.26 7.54 7.75 8.88 9.96
QoS2MMF-SCA 27.6 29.9 27.6 30.0 33.7 37.6
AsymMMF-SCA 17.4 17.8 18.4 17.2 17.8 17.1
Direct SDR 162 1158 9924 N/A N/A N/A
TABLE IV
AVERAGE COMPUTATION TIME OVERK (SEC.) (N = 100, G = 3, MMF).
K 3 5 7 10
QoS2MMF-SDR 5.65 7.16 8.81 14.6
QoS2MMF-SCA 18.3 22.7 27.7 39.3
AsymMMF-SCA 7.21 10.7 16.2 30.3
Direct SDR 457 766 1018 1359
beamformer is a weighted MMSE filter based on a group-
channel direction, as a generalized version of the optimal
downlink unicast beamformer. We show that there is an
inherent low-dimensional structure in the optimal beamform-
ing solution independent of N , which brings opportunities
of efficient numerical algorithms to obtain the beamformer,
especially for massive MIMO systems with large antenna
arrays. Using the optimal beamforming structure, we proposed
efficient algorithms to compute the multicast beamformer.
Characterizing the asymptotic behavior of the beamformers
through asymptotic analysis, we provided simple closed-form
approximate multicast beamformers for both the QoS and
MMF problems for large N . The approximation provides
practical multicast beamforming solutions with near-optimal
performance at very low computational complexity in massive
MIMO systems.
APPENDIX A
PROOF OF COROLLARY 2
Proof: Since PSCA(z) is convex, its minimum objective
can be obtained by its dual DSCA(z). Rewrite vi defined above
(8) in a compact matrix form as vi = HiDλiH
H
i zi, where
Dλi , diag(λi). Then, the optimal w
⋆
i (z) in (11) can be
rewritten as
w⋆i (z) = R
−1
i−
(λ)HiDλiH
H
i zi. (50)
Substituting the above expression into (7), we have the dual
function g(z,λ) in (6) as
g(z,λ) =
G∑
i=1
Ki∑
k=1
λik(σ
2γik + |zHi hik|2)
+
G∑
i=1
zHi HiDλiH
H
i R
−1
i−
(λ)HiDλiH
H
i zi
− 2
G∑
i=1
Re{zHi HHi DλiHiR−1i− (λ)HiDλiHHi zi}
=σ2
G∑
i=1
λTi γi +
G∑
i=1
zHi HiDλiH
H
i zi
−
G∑
i=1
zHi HiDλiH
H
i R
−1
i−
(λ)HiDλiH
H
i zi
=
G∑
i=1
zHi HiDλiH
H
i (I−R−1i− (λ)HiDλiHHi )zi
+ σ2
G∑
i=1
λTi γi. (51)
From the optimal woi expression in (22), based on the def-
inition of αoik , we have α
o
i = DλoiH
H
i w
o
i . Substituting this
expression into (22), we have
woi = R
−1
i−
(λo)HiDλo
i
HHi w
o
i , i ∈ G,
or equivalently,(
I−R−1
i−
(λo)HiDλo
i
HHi
)
woi = 0. (52)
As explained in the proof of Theorem 1, by the iterative
procedure of the SCA method, if zi converges to the optimum
zi → woi in (51), the optimal λ⋆(z) for the dual problem
DSCA(z) also converges λ⋆(z)→ λo. By (52), it follows that
max
λ
g(wo,λ) = σ2
G∑
i=1
λoi
T
γi = σ
2λo
T
γ.
As z → wo, DSCA(z) → DSCA(wo), PSCA(z) → Po, and we
obtain the minimum objective value of Po as the above.
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APPENDIX B
PROOF OF PROPOSITION 2
Proof: We first present the following lemma regarding
the average of random variables.
Lemma 1. Suppose {xn} is a sequence of i.i.d. random
variables with E|xn| <∞, E(xn) = 0, and {cn} is a bounded
sequence, where cn ∈ R, for all n. Then, 1N
∑N
n=1 cnxn → 0
almost surely (a.s.).
Proof: The result deals with an independent but not
identically distributed sequence of random variables. It can be
viewed as a variation of Kolmogorov’s Strong Law of Large
Numbers (SLLN). The proof of this lemma follows the similar
steps in the proof of SLLN, and thus is omitted here. The proof
of SLLN can be found in [39, Theorem 7.5.1].
Using Lemma 1, we have the following result.
Lemma 2. Consider any two independent channel vectors hik
and hil, l 6= k, each containing i.i.d. zero mean elements. Then
lim
N→∞
1
N
hHikR
−1(λ)hil = 0 a.s. (53)
Proof: From the expression of R(λ) in (17), define
R(λ; ik−) , R(λ)− λikγikhikhHik. (54)
To simplify the notation, let ρik , λikγik. Using the formula
(A + uuH)−1 = A−1 − A−1uuHA−11+uHA−1u , where A is an n× n
matrix and u is an n× 1 vector, we have
hHikR
−1(λ)hil = h
H
ik
(
R(λ; ik−) + ρikhikhik
)−1
hil
= hHikR
−1(λ; ik−)hil
(
1− ρikh
H
ikR
−1(λ; ik−)hik
1 + ρikhHikR
−1(λ; ik−)hik
)
=
hHikR
−1(λ; ik−)hil
1 + ρikhHikR
−1(λ; ik−)hik
, ∀k, l, i. (55)
For l 6= k, define R(λ; (ik, il)−) , R(λ; ik−)− ρilhilhHil .
Using R(λ; (ik, il)−, we apply the same procedure above to
hHikR
−1(λ; ik−)hil in (55) again and obtain (56). Note that,
by our construction, R(λ; (ik, il)−) at the right-hand side
(RHS) of (56) is no longer a function of hik or hil.
Let R−1(λ; (ik, il)−) = U∆UH , where ∆ is a diagonal
matrix containing the eigenvalues {δn} of R−1(λ; (ik, il)−).
We have
hHikR
−1(λ; (ik, il)−)hil = h˜
H
ik∆h˜il =
N∑
n=1
δnh˜
∗
ik,nh˜il,n (57)
where h˜ik = [h˜ik,1, . . . , h˜ik,N ]
T , UHhik , and h˜il is
similarly defined. For hik and hil being independent and zero-
mean, h˜ik and h˜il are also independent and zero-mean. Let
xn = h˜
∗
ik,nh˜il,n. We have E(xn) = E(h˜
∗
ik,n)E(h˜il,n) = 0.
Since λi,k ≥ 0, from the structure of R(λ; (ik, il)−), it
is easy to see that 0 < δn ≤ 1, ∀n. Thus, the sequence
{δn, 1 ≤ n ≤ N} is bounded (for any given N ). By Lemma 1,
we have 1
N
∑N
n=1 δnh˜
∗
ik,nh˜il,n → 0 a.s., or equivalently,
lim
N→∞
1
N
hHikR
−1(λ; (ik, il)−)hil = 0 a.s. (58)
Applying this to (56), we have (53), for l 6= k.
By (55), we have
hHikR
−1(λ)hik =
hHikR
−1(λ; ik−)−1hik
1 + ρikhHikR
−1(λ; ik−)−1hik
. (59)
Similar to (57), by decomposing R−1(λ; ik−), we have
1
N
hHikR
−1(λ; ik−)hik =
1
N
N∑
n=1
δ′n|h˜′ik,n|2 (60)
where R−1(λ; ik−) = U′∆′U′H with ∆′ ,
diag([δ′1, . . . , δ
′
N ]), and h˜
′
ik , U
′Hhik with h˜
′
ik,n being
the nth element in h˜′ik. Since elements in hik are i.i.d.,
h˜′ik,n’s are i.i.d. Also similarly, we have 0 < δ
′
n ≤ 1, ∀n,
for R−1(λ; ik−). Denote E(|h˜′ik,n|2) , σ2h,ik and define
xn , |h˜′ik,n|2 − σ2h,ik. It is easy to verify that {xn} and
{δ′n} satisfy the conditions in Lemma 1, and we have
1
N
∑N
n=1 δ
′
n(|h˜′ik,n|2 − σ2h,ik)→ 0 a.s., or equivalently,
1
N
hHikR
−1(λ; ik−)hik −
σ2h,ik
N
N∑
n=1
δ′n → 0 a.s. (61)
Applying this to (59), we have limN→∞
1
N
hHikR
−1(λ)hik =
c a.s., for some c > 0.10
For λik being the solution of (34), by Lemma 2 and the
above result, we have
λik(1 + γik)h
H
ikR
−1(λ)hil
=
hHikR
−1(λ)hil
hHikR
−1(λ)hik
=
hHikR
−1(λ)hil/N
hHikR
−1(λ)hik/N
N→∞→ 0 a.s.
for ∀k, l ∈ Ki and l 6= k. Thus, the second equation in (33)
asymptotically holds. In other words, the solution λ of (34)
converges to the solution of (31) almost surely.
APPENDIX C
PROOF OF PROPOSITION 3
Proof: From (34) and (59), we have, for ∀ k ∈ Ki, i ∈ G,
λik(1 + γik)h
H
ikR
−1(λ; ik−)−1hik
1 + ρikhHikR
−1(λ; ik−)−1hik
= 1. (62)
Substituting ρik = λikγik back into (62), bringing the denom-
inator to the RHS, and removing the common terms at both
sides, we have
λik =
1
hHikR
−1(λ; ik−)−1hik
. (63)
Following (60), we note that h˜′ik and hik have the same
distribution. Thus, for hik =
√
βikgik with gik ∼ CN (0, I),
we have E(|h˜′ik,n|2) = βik .
By (61) and the fact that
∑N
n=1 δ
′
n = tr[∆
′] =
tr[R−1(λ; ik−)], we have, as N →∞,
1
N
hHikR
−1(λ; ik−)hik − βik
N
tr[R−1(λ; ik−)]→ 0 a.s. (64)
From (63) and (64), it follows that
1
N
1
N
hHikR
−1(λ; ik−)−1hik
−
1
N
βik
N
tr[R−1(λ; ik−)]
→ 0 a.s.
10It can be shown by contradiction; Otherwise, (34) would not hold.
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hHikR
−1(λ)hil =
hHikR
−1(λ; (ik, il)−)hil
(1 + ρikhHikR
−1(λ; ik−)hik)(1 + ρilhHilR
−1(λ; (ik, il)−)hil)
, l 6= k. (56)
Thus, as N →∞, we have
λikβik − 1
tr[R−1(λ; ik−)]
→ 0 a.s. (65)
By Jensen’s inequality, 11
N
tr[R−1(λ;ik−)]
≤ 1
N
tr[R(λ; ik−)].
For hik =
√
βikgik, we have
1
N
1
N
tr[R−1(λ; ik−)]
≤ 1
N2
tr[R(λ; ik−)]
=
1
N
[
1 +
∑∑
jl 6=ik
λjlβjlγjl
( 1
N
N∑
n=1
|gjl,n|2
)]
Note by Jensen’s inequality that, the gap between two sides of
the above inequality reduces when the differences among the
diagonal elements of 1
N
R(λ; ik−) reduces11. In this case, the
above bound becomes tight and the inequality becomes equal-
ity. Examining the diagonal elements, [ 1
N
R(λ; ik−)]nn =
1
N
(1+
∑∑
jl 6=ik λjlβjlγjlgjl,n), ∀n, we verify that they have
diminishing variance among them as N →∞. It follows that,
for (65), as N →∞,
λikβik − 1
N
(1 +
∑∑
jl 6=ik
λjlβjlγjl)→ 0 a.s.
Let λ¯ik , λikβik. Rewrite the above, we have, as N →∞,
(1 +
γik
N
)λ¯ik =
1 +
∑G
j=1
∑Kj
l=1 λ¯jlγjl
N
a.s. (66)
It follows that, as N →∞, ∀k ∈ Ki, l ∈ Kj , i, j ∈ G,
λ¯jl
λ¯ik
=
1 + γik/N
1 + γjl/N
= 1 +O( 1
N
).
Substituting λ¯jl = λ¯ik(1 + O( 1N )), for ∀jl 6= ik, into (66),
we have, as N →∞,
λ¯ik =
1
N −
∑∑
jl 6=ik
γjl −O( 1
N
)
=
1
N −
∑∑
jl 6=ik
γjl
+ o(
1
N2
)
which is (36).
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