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Cosmology in the near future promises a measurement of the sum of neutrino masses
∑
mν , a
fundamental Standard Model parameter, as well as substantially-improved constraints on the dark
energy. We use the shape of the BOSS redshift-space galaxy power spectrum, in combination with
CMB and supernova data, to constrain the neutrino masses and the dark energy. Essential to this
calculation are several recent advances in non-linear cosmological perturbation theory, including
FFT methods, redshift space distortions, and scale-dependent growth. Our 95% confidence upper
bound
∑
mν < 200 meV degrades substantially to
∑
mν < 770 meV when the dark energy equation
of state and its first derivative are also allowed to vary, representing a significant challenge to current
constraints. We also study the impact of additional galaxy bias parameters, finding that a velocity
bias or a more complicated scale-dependent density bias shift the preferred
∑
mν values 20%−30%
lower while minimally impacting the other cosmological parameters.
I. INTRODUCTION
Cosmology over the last twenty years has established
itself as an important probe of fundamental physics.
A standard cosmological picture has emerged in which
the seeds of the largest-scale gravitationally-bound struc-
tures are approximately Gaussian, adiabatic density per-
turbations with a slightly red-tilted spectrum in a uni-
verse that is nearly spatially flat. Baryonic matter makes
up approximately 5% of the total energy density. An-
other ≈ 25% is “dark matter,” which does not interact
with photons. This is mostly “cold,” or non-relativistic,
though ∼ 1% of it consists of a marginally relativistic
“warm” massive neutrino fluid. “Dark energy,” a mys-
terious negative-pressure fluid, makes up the remainder
of the energy density. Confirming this basic picture are
data from the cosmic microwave background (CMB) [1–
6], Type IA supernovae [7], galaxy redshift surveys [8–12],
weak gravitational lensing [13–16], the Hubble diagram
of cosmic distance measurements [17], and the “forest”
of Lyman-α lines in quasar spectra [18].
Nevertheless, as the data have improved over the past
several years, a few 2σ−3σ inconsistencies have emerged
among the data sets. The Hubble parameter H0 ≈
73 km/sec/Mpc from local distance measurements [17]
is about 3σ higher than the value H0 ≈ 67 km/sec/Mpc
measured cosmologically [2]. Gravitational lensing of the
CMB appears 15% higher than predicted by General Rel-
ativity, a > 2σ discrepancy [19]. Galaxy-galaxy lensing
prefers significantly lower values of either the cold matter
density or the amplitude of density perturbations [20].
These tensions could indicate systematic biases which
would have to be understood in order for progress to be
made [21, 22], but could also be early indicators of new
physics[23–25].
In this article we analyze the Planck CMB power spec-
trum of Ref. [1] as well as the Fourier space BOSS DR11
power spectrum of Ref. [8], two data sets which ap-
pear not to have any significant tensions, and for our
dark energy analyses we also include the Joint Likeli-
hood Analysis of supernova data presented in Ref. [7].
This article has three main aims. First, we constrain
the sum of neutrino masses,
∑
mν , a fundamental Stan-
dard Model parameter whose first significant detection
will likely come from cosmology [26, 27]. Though we use
the BOSS Data Release 11 redshift-space galaxy power
spectrum of Ref. [8, 9], our best-fit
∑
mν is somewhat
lower than found in those references, a shift which we at-
tribute to our different handling of the scale-dependent
suppression of density fluctuations in massive neutrino
models, as well as to our use of more recent CMB data.
Second, we constrain the time-dependent dark energy
equation of state w(z) = Pde/ρde in models with and
without variable
∑
mν . Comparing these two analyses
allows us to assess the impact of
∑
mν on w(z) con-
straints, and vice versa. In particular, allowing w and its
late-time derivative to vary worsens the upper bound on∑
mν by a factor of 3− 4.
Third, we thoroughly investigate the dependence of
the neutrino mass constraint on the modeling of scale-
dependent galaxy bias. Comparing the perturbative bias
parameterization of McDonald and Roy, Ref. [28], to the
galaxy power spectra of Ref. [29] based upon N-body sim-
ulations, we find a broad agreement at the 1% level over
the range of scales relevant to the BOSS data. Adding
either a velocity bias parameter, or more density bias
parameters, to the minimal bias model, lowers both the
mean and upper bound on
∑
mν by ≈ 20%−30%. Aside
from the perturbation amplitude, which rises by ≈ 1σ in
these extended bias models, the remaining cosmological
parameters are quite robust.
This work takes advantage of several recent theoretical
developments. Time-Renormalization Group perturba-
tion theory was designed in Refs. [30, 31] for cosmologi-
cal models with scale-dependent linear growth, including
massive neutrino models. It was compared with N-body
dark matter simulations in Refs. [32–34], the last of which
extended it to redshift space in the code redTime. Mean-
while, the FAST-PT techniques of Refs. [35, 36] used Fast
Fourier Transforms to speed up perturbation theory in-
tegrals considerably. Here we have used FAST-PT to
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2speed up redTime by a factor of over forty. Its new run-
ning time is a few seconds on an eight-processor desktop
machine, comparable to the running time of CAMB. Since
the technical details are not necessary for understanding
our results, we defer their discussion to the appendices,
along with descriptions of our implementation of the bias
model of Ref. [28] and the BOSS DR11 likelihood func-
tion of Ref. [9].
The article is organized as follows. Section II provides
overviews of massive neutrino cosmology, redshift-space
distortions, and galaxy bias. The three data sets we use
are summarized in Sec. III along with our Monte Carlo
Markov Chain analysis. Our results are tabulated and
described in Sec. IV, and Sec. V concludes. Three appen-
dices provide more detail on our galaxy bias implementa-
tion, the FAST-PT enhancement of the redTime redshift-
space perturbation code, and our implementation of the
galaxy survey likelihood allowing for rapid marginaliza-
tion over the bias parameters.
II. BACKGROUND
A. Massive neutrinos and structure formation
Massive neutrinos behave as a warm component of
the dark matter, which clusters like cold matter on the
largest scales but whose thermal velocity exceeds the es-
cape velocities of smaller-scale cosmic structures. Refer-
ences [37, 38] provide thorough reviews of the cosmolog-
ical impacts of massive neutrinos, which we summarize
here.
During Big Bang Nucleosynthesis (BBN), Standard
Model neutrinos are ultra-relativistic, with distribution
function f(~p, µ, T ) = 1/[exp((p− µ)/T ) + 1]. In the sim-
plest models, µ/T is undetectably small, and we neglect
it here. When the weak interaction rate Γν = 〈σνnν〉 ∼
G2FT
5 coupling neutrinos to other particles drops below
the Hubble expansion rate H, neutrinos fall out of equi-
librium with the rest of the radiation. In practice, this
occurs around T = 1 MeV. Soon afterwards, H drops
below the electron mass, and electron-positron annihila-
tion heats the photon gas to a temperature ≈ (11/4)1/3
times the neutrino temperature in the approximation of
instantaneous neutrino decoupling. The total radiation
energy density after electron-positron annihilation is pa-
rameterized
ρrad =
[
1 +
7
8
(
4
11
)4/3
Neff
]
pi2
15
T 4γ (1)
where Tγ is the time-dependent photon temperature and
Neff the effective number of neutrinos. Since neutrino
decoupling is not exactly instantaneous, neutrinos do
absorb some energy from electron-positron annihilation,
raising their temperature by ≈ 0.4% above the instanta-
neous approximation. This is accommodated by setting
the Standard Model value of Neff = 3.046 rather than 3.
Thus far we have discussed neutrinos as effectively
massless objects. In the matter-dominated era, neutrino
masses . 1 eV can affect late-time large-scale cosmic
structure in three broad ways:
1. slightly changing the redshift of matter-radiation
equality, and the resulting turnover in the matter
power spectrum;
2. suppressing the total matter power spectrum at
small scales by not clustering;
3. suppressing the cold matter power at small scales
by not sourcing CDM+baryon clustering.
We define the neutrino “free streaming” scale as
kfs =
√
4piGρ¯ a/vth =
√
3/2 aH/vth (2)
with thermal velocity vth ≈ 1 for a relativistic neutrino
and vth = 〈p〉 /mν ≈ 3.15Tν/mν for a neutrino of mass
mν  Tν . At z = 0, kfs ≈ 0.8(m/1eV) h/Mpc. For
neutrinosmν . 1 eV which become non-relativistic in the
matter-dominated era, the free-streaming wave number
reaches a minimum
knr ≈ 0.018
√
mνΩm0/(1 eV) h/Mpc (3)
below which neutrinos cluster like CDM.
At larger wave numbers, neutrino clustering depends
in a more complicated way on time and scale, with the
limiting behavior being a negligible neutrino density con-
trast δν  δCB at k  knr. (Here, subscripts ν and
CB refer, respectively, to neutrinos and the combined
CDM+baryon fluid.) For a neutrino fraction
fν = Ων0/Ωm0 = ων/ωm, (4)
ων ≈
∑
mν
93.14 eV
, (5)
this deficit of neutrino clustering lowers the total mat-
ter power spectrum at small scales by a factor f2CB =
(1− fν)2. Additionally, since neutrino thermal velocities
vth/c ≈ 5 × 10−4(1 eV/mν) today are near the escape
velocities 10−4 − 10−3 of typical cosmic structures, neu-
trinos tend not to be captured by such structures, lead-
ing to the suppression of their gravitational potentials
and hence δCB. In a linear, matter-dominated universe
at small scales k  knr, the CDM growth factor is sup-
pressed by a factor a−3fν/5. At z = 0, the combination
of these effects and non-linear clustering was shown in
N-body simulations to reduce the small-scale power by a
fraction ∆P/P ≈ −10fν , slightly greater in magnitude
than the linear-theory reduction [38].
Henceforth we consider the minimal neutrino param-
eter space. We fix Neff = 3.046 and do not consider
additional “sterile” neutrino species. Since cosmological
data are far from being able to distinguish among the
three Standard Model neutrino species, we approximate
them as degenerate in mass, and characterized entirely
by the parameter ων proportional to the sum of their
masses [39].
3B. Redshift-space distortions
The observable which we use to characterize the large-
scale distribution of galaxies is the redshift-space power
spectrum Ps(~k), the Fourier transform of the two-point
correlation function of the redshift-space density field.
Although the density and power spectrum are in princi-
ple gauge-dependent objects whose horizon-scale behav-
ior requires a careful consideration of General Relativistic
effects [40, 41], current galaxy surveys are insensitive to
such effects. Here we describe non-linear structure for-
mation in the subhorizon regime using Newtonian gravity
in a box expanding at the Hubble rate. Furthermore, we
neglect the vorticity of fluid velocity fields, ~∇ × ~v = 0,
allowing us to describe matter clustering using the scalar
variables δ = (ρ− ρ¯)/ρ¯ and θ = −~∇ ·~v/H, with H = aH
and ρ¯ the spatial average of the density ρ [42]. Finally,
we consider only spatially flat universes, ΩK = 0.
Redshift-space distortions, apparent anisotropies in
the measured power that align with the line of sight,
are caused by an imperfect mapping between the ob-
served redshift of an object and its inferred line-of-sight
distance. In a spatially flat and perfectly homogeneous
universe, the comoving distance to an object at redshift
z is χ(z) =
∫ z
0
dz′/H(z′). In an inhomogeneous universe,
an object with a peculiar velocity pointing towards the
observer will have a smaller redshift z than a nearby ob-
ject with no peculiar velocity, and its actual distance will
be greater than χ(z). Treating χ(z) as its position re-
sults in an apparent anisotropy in the power spectrum
which contains information about the peculiar velocity
field and the gravitational potential which sources it.
The discussion of linear redshift-space distortions in
Ref. [43] is instructive. The Jacobian determinant of the
transformation from comoving coordinate ~x to apparent
“redshift-space” coordinate ~s is J =
∣∣d3x/d3s∣∣ = 1/(1 +
∂x~v · rˆ/H) with rˆ the line-of-sight direction. In terms
of the density δ(~k, t) and velocity divergence θ(~k, t), the
redshift-space density is δs = (δ+µ
2θ)J , where µ = kˆ·rˆ is
the cosine of the line-of-sight angle. In the linear theory
of Ref. [43], the resulting power spectrum is Ps,lin(k, µ) =
(1 + fµ2)2Plin(k), where f = d log(D)/d log(a) and D is
the linear growth factor.
Non-linear corrections to Ps,lin(k, µ) include higher-
order terms as well as a streaming factor to account for
the “finger of god” effect, the apparent redshift-space
elongation of virialized objects [44–47]:
Ps = Ffog(fkσvµ)
[
Pδδ+2µ
2Pδθ+µ
4Pθθ+P
B+PT
]
. (6)
Here σv is a length scale associated with the velocity
dispersion, and Ffog falls off rapidly for fkσvµ  1.
We choose a Lorentzian function, Ffog(x) = 1/(1 + x
2),
tested against N-body simulations in Ref. [34], and leave
σv a free parameter to be fit to the data. P
B(k, µ) and
PT(k, µ), which respectively depend on the three-point
and four-point correlation functions, were introduced in
Ref. [45] and are computed in Appendix B.
In this work we compute Ps(k, µ) using the redTime
redshift-space one-loop Time-Renormalization Group
(Time-RG) code of Ref. [34], sped up substantially
through the Fast Fourier Transform methods of Refs. [35,
36], with input linear power spectra generated using
the CAMB code of Ref. [48]. Time-RG perturbation the-
ory uses the irrotational continuity and Euler equations
to generate an infinite tower of evolution equations for
higher-order correlation functions, which is truncated by
neglecting the connected part of the four-point func-
tion [30]. Since it integrates the equation of motion
separately for each wave number k, it automatically ac-
counts for the scale-dependent growth in massive neu-
trino models [31]. References [32, 33] tested Time-RG
for a wide range of cosmological models by compari-
son to N-body simulations, and Ref. [34] extended it
to redshift space through the approach of Ref. [45]. At
z = 1/2 and scales relevant to current data, Time-RG
was confirmed accurate to < 5% in the monopole and
< 10% in the quadrupole for a range of massive neutrino
models [34]. Reference [8] showed, and we confirm in
Sec. II C, that these remaining errors are absorbed into
the scale-dependent bias parameters, resulting in a bias-
marginalized power spectrum accurate to ≈ 1%.
N-body simulations containing light neutrinos mν .
1 eV are computationally daunting. Their large veloc-
ity dispersions mean that simulations must follow the
full six-dimensional phase space of neutrinos, rather than
only their positions as for CDM. Simulations includ-
ing massive neutrino particles can capture the imprint
of neutrinos on the CDM power, as well as the cross-
correlation between CDM and neutrinos [49], but that
reference notes that the neutrino power spectrum itself
may be affected by shot noise at scales of interest to mod-
ern galaxy surveys. Reference [50] develops a power spec-
trum fitting function based on such simulations, though
it has not yet been extended to redshift space and is
therefore not used here. Progress continues in the field
of neutrino simulations, with new techniques under de-
velopment [51]. From the perturbation theory side, Ref-
erence [52] considers non-linear neutrino perturbations
beyond the fluid approximation. Integrating their ap-
proach into the redshift-space Time-RG of Ref. [34] using
the FFT techniques of Ref. [35] is a promising avenue for
improving the accuracy of the redshift-space power spec-
trum, particularly if it can be verified by comparison to
next-generation massive neutrino N-body simulations.
For the moment, we adopt the much simpler linearized
neutrino approximation of Refs. [53, 54], which approx-
imates the coordinate-space matter power spectrum as
P (k) = f2CBPδδ + 2fCBfν
√
PδδPν + f
2
νPν using the lin-
ear neutrino power spectrum Pν(k). In particular, we
approximate the scale-dependent correlation coefficient
PδCBδν/
√
PδCBδCBPδνδν as unity. Generalizing to redshift
space, we make the following ansatz for the power spec-
trum Ps(k, µ) in massive neutrino models:
Ps = Ffog·
[
f2CB(Pδδ+2µ
2Pδθ+µ
4Pθθ+P
B+PT)+P
(ν)
eff
]
(7)
4where
P
(ν)
eff = P
(ν,0)
eff + µ
2P
(ν,2)
eff + µ
4P
(ν,4)
eff (8)
P
(ν,0)
eff = f
2
νPν + 2fνfCB
√
PδδPν (9)
P
(ν,2)
eff = 2f
2
ν f˜Pν + 4fνfCB
√
f˜PδθPν (10)
P
(ν,4)
eff = f
2
ν f˜
2Pν + 2fνfCBf˜
√
PθθPν (11)
f˜ = ∂ log(δν,lin)/∂ log(a). (12)
Here, the quantities δ and θ with no subscripts refer to
the non-linear δCB and θCB, respectively, a convention
which we use henceforth. The above ansatz approximates
the massive neutrinos as a linear fluid with velocity di-
vergence θν ≈ f˜ δν . We will briefly test this ansatz in
Sec. IV.
C. Galaxies as biased tracers
Thus far we have considered the density and velocity
fields of the matter in the universe. What galaxy sur-
veys actually observe is the number density of a sample
of galaxies selected in a precise way. The mismatch, or
“bias,” between the galaxies and the matter, is typically
characterized in one of two ways. Top-down bias ap-
proaches directly estimate large-scale statistical observ-
ables such as the power spectrum by modeling the galaxy
density δg as a function of the cosmological perturba-
tions. Bottom-up approaches model the way that galax-
ies populate individual dark matter halos based on the
properties of those halos. Given the distribution of these
galaxies, a galaxy power spectrum can then be computed.
Here we discuss simple examples of both approaches, and
argue that they give very similar results over the range
of scales probed by modern galaxy surveys.
An elegant approach to the top-down modeling of
galaxy bias was provided by McDonald and Roy (MR)
in Ref. [28]. We will use a variant of this MR bias model
in Sec. IV, so we summarize it here and defer more ex-
tensive details to Appendix A. MR argues that, since the
power spectra are constructed from the scalar variables
δ and θ, the most general galaxy density field at a given
order in perturbation theory is a linear combination of
all scalar variables up to that order. The galaxy power
spectra appropriate for the one-loop perturbation theory
used here, extended to include a linear velocity bias bv,
are
Pδgδg= b
2
δPδδ + 2bδbδ2Pδδ2 + 2bδbs2Pδs2 + b
2
δ2Pδ2δ2
+2bδ2bs2Pδ2s2 + b
2
s2Ps2s2 + 2bδb3nlP3nl +N (13)
Pδgθg= bδbvPδθ+bδ2bvPθδ2+bs2bvPθs2+b3nlbvfP3nl (14)
Pθgθg= b
2
vPθθ, (15)
with the integrals Pδδ2(k), Pθδ2(k), Pδs2(k), Pθs2(k),
Pδ2δ2(k), Pδ2s2(k), Ps2s2(k), and P3nl(k) given in
Eqs. (A4-A11) of Appendix A. We note that the velocity
bias bv was not derived in the original MR model, but
was suggested by them as an extension of galaxy bias to
redshift space, based upon the calculations of Ref. [55].
Thus there are six bias parameters: bδ, bδ2 , bs2 , b3nl, bv,
and the shot noise N .
As a simplification we can work in a restricted subset of
this six-dimensional bias parameter space. Thus far, only
symmetry arguments have been invoked to characterize
the bias. Working in a local Lagrangian evolution model,
Ref. [56] finds
bs2 = −4
7
(bδ − 1) (16)
b3nl =
32
315
(bδ − 1). (17)
We may also make the conventional assumption bv = 1.
By choosing combinations of these constraints, we define:
1. MR(3-param), a 3-parameter model in which bδ,
bδ2 , and N are allowed to vary;
2. MR(4-param), varying bδ, bδ2 , bv, and N ;
3. MR(5-param), varying bδ, bδ2 , bs2 , b3nl, and N ; and
4. MR(6-param), varying bδ, bδ2 , bs2 , b3nl, bv, and N .
In each restricted model, bias parameters not varied are
fixed by Eqs. (16,17) or bv = 1.
Bottom-up models such as Halo Occupation Distribu-
tions (HOD) [57] instead model the average numbers of
galaxies within dark matter halos, from which the galaxy
power spectrum may subsequently be calculated. The
key simplifying assumption is that these galaxy proper-
ties depend only on the halo mass, rather than its envi-
ronment or history. For example, Ref. [58] models the
expected number of central and satellite galaxies for a
halo of mass M as, respectively,
〈ncen〉 = 1
2
erfc
(
log(Mcut/M)√
2σ
)
, (18)
〈nsat〉 =
(
M − κMcut
M1
)α
, (19)
where Mcut, M1, α, κ, and σ are free parameters. A
given halo may have at most one central galaxy, and halos
with central galaxies may also have satellites. The halos
themselves may be found from N-body simulations, with
halo particles chosen at random to be labeled satellites.
Running an N-body simulation and computing a power
spectrum from a large number of simulated galaxies
are numerically expensive. However, Ref. [29] has con-
structed an emulator, a statistical interpolation of the
HOD power spectrum associated with Eqs. (18,19), for
a cosmology with parameters ns = 0.963, σ8 = 0.8,
h = 0.71, ωm = 0.1335, ωb = 0.02258, and ων = 0.
This emulator allows for the rapid computation of galaxy
power spectra at the percent level as a function of the
five HOD parameters, though further work is required to
generalize it beyond this particular cosmological model.
5As a way of testing the accuracy of the MR model
used in this article, we compare it against 1000 randomly-
generated HOD power spectra using the emulator. We
choose the HOD parameters from uniform random dis-
tributions within the bounds covered by the emulator:
1012.85 < Mcut/M < 1013.85, 1013.3 < M1/M < 1014.3,
0.5 < α < 1.5, 0.5 < κ < 1.5, and 0.5 < σ < 1.2. For
each HOD parameter set N , we minimize
χ2N (
~b) =
∑
i
[
Pδgδg(ki, µ = 0;
~b)− PN (ki)
]2
PN (ki)2
(20)
in 100 logarithmically-spaced wave number bins between
0.005 h/Mpc ≤ k ≤ 0.2 h/Mpc. The power spectra are
evaluated at z = 0.57 characteristic of the SDSS BOSS
data [8], and at µ = 0 since redshift-space distortions are
not emulated.
Figure 1 shows 1 − Pδgδg(ki, 0;~b)/PN (ki), the binned
residuals at µ = 0, for different bias models and per-
turbation theories. Time-RG plus the 3-parameter MR
model, the combination used in most of this article, is
shown in Fig. 1(a), where its errors improve upon those
of linear theory by factors of 2-3. The resulting residuals
are less than 1%, consistent with emulator errors. This
error estimate is the key result of this section.
The MR model is substantially more accurate than a
simple toy bias model b(k) = (b0 + b1k)/(1 + b2k
2), as
seen in Fig. 1(b), even though the two fit the same num-
ber of parameters. Fig. 1(c) shows that the 5-parameter
MR model does not substantially improve upon the 3-
parameter model over the range of scales probed by
BOSS; though the scatter among points is smaller, a
≈ 0.5% systematic error remains. Finally, Fig. 1(d) ex-
tends the fitting range to k = 1 h/Mpc and shows that
the full 5-parameter MR model remains accurate at the
2%− 3% level over nearly the entire range.
This broad agreement between the top-down
McDonald-Roy bias model and the bottom-up HOD
approach over the range of scales k . 0.2 h/Mpc gives
us confidence that the MR models can approximate the
galaxy power spectrum at the 0.5%− 1% error level over
the entire range accessible to modern galaxy surveys.
For the remainder of this work we apply the MR bias
models, with MR(3-param) used unless otherwise noted.
Further details of our bias implementation may be found
in Appendix A.
Before proceeding, we briefly comment on neutrinos
in bias modeling. Following Ref. [59] we have applied
bias corrections to the CDM+baryon power spectrum,
rather than the total matter power spectrum. One may
ask, however, how sensitive the galaxy density is to
the underlying distribution of neutrinos. Since galaxies
form from baryons, which are correlated with the CDM,
and since the neutrino halos around CDM halos are dif-
fuse [60], the galaxy density may be more weakly depen-
dent on Pν than we have assumed in Eq. (8). Substituting
Pν → b2nPν in that equation, we obtain
P
(ν)
eff (k, µ, bn) = P
(ν,0)
eff + µ
2P
(ν,2)
eff + µ
4P
(ν,4)
eff (21)
P
(ν,0)
eff (k, bn) = f
2
ν b
2
nPν + 2fνfCBbn
√
PδδPν (22)
P
(ν,2)
eff (k, bn) = 2f
2
ν f˜ b
2
nPν + 4fνfCBbn
√
f˜PδθPν (23)
P
(ν,4)
eff (k, bn) = f
2
ν f˜
2b2nPν + 2fνfCBf˜ bn
√
PθθPν . (24)
Allowing bn 6= 1 may also be seen as a test of our ansatz
in Eq. (8) for the neutrino contribution to the redshift-
space power spectrum. A strong dependence of cosmo-
logical parameters on bn would motivate a more careful
consideration of this ansatz. Section IV compares results
for bn = 1/2 vs. bn = 1. Unless otherwise noted, we set
bn = 1 from now on.
III. DATA SETS
The major goals of this work are to use the scale-
dependent redshift-space galaxy power spectrum to con-
strain the sum of neutrino masses, and to investigate the
impacts of different bias models and cosmological param-
eters on this constraint. Since our focus here is the contri-
bution of the galaxy redshift survey, we include data from
the cosmic microwave background and the type IA super-
nova Hubble diagram in the simplest reasonable ways.
This section describes our treatment of each data set, as
well as our joint analysis using a Monte Carlo Markov
Chain (MCMC) procedure.
A. Galaxy survey: BOSS DR11
The galaxy survey observable analyzed in this article
is the redshift-space CMASS power spectrum of BOSS
Data Release 11 (BOSS DR11), computed from the data
in Ref. [8] and applied to neutrino masses in Ref. [9].
We use DR11 rather than the more recent release of
Refs. [10, 11] because the publicly-released DR11 Fourier-
space power spectrum data cover a larger range of scales,
up to kmax = 0.2 h/Mpc, and because the Fourier-space
window functions provided by Ref. [8] are readily appli-
cable to our analysis.
The CMASS galaxy sample of BOSS DR11 consists
of massive, high-redshift galaxies, 0.43 ≤ z < 0.7, with
biases bδ ≈ 2, which are typically central rather than
satellite galaxies [61]. Reference [8] computed the power
spectrum, using 690, 827 galaxies observed over an area
of 8498 square degrees, by applying the estimator of
Ref. [62]. Data products provided by BOSS DR11 are:
1. the monopole and quadrupole of the measured
redshift-space power spectrum P (k, µ), in 38 k bins
of width ∆k = 0.005 h/Mpc, covering the range
0.01 h/Mpc ≤ k ≤ 0.2 h/Mpc;
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FIG. 1: Perturbation theory with top-town bias models compared with HOD models. (a) MR with 3 parameters, using
linear or Time-RG perturbation theory for Pδδ. Switching from linear theory to Time-RG reduces errors by factors of 2-3.
(b) Time-RG with a simple 3-parameter bias model b(k) = (b0 + b1k)/(1 + b2k
2), which has substantially larger errors than
the MR model with 3 parameters. (c) Time-RG with 5-parameter MR model. Systematic errors are approximately as large as
with the 3-parameter MR model. (d) Time-RG with 5-parameter MR model fit in the range 0.005 h/Mpc < k < 1 h/Mpc.
2. window functions w`,`′(k, k
′) to be convolved with
a model power spectrum before comparison with
the data;
3. the covariance matrix C of the data.
Our likelihood computation procedure is based on that
of Ref. [8]. Briefly, we use the data and covariance matrix
to find the model-dependent likelihood
− 2 log(L) =
∑
i,j
(C−1)ij(P di − P ti )(P dj − P tj ), (25)
where P ti is the windowed model power spectrum in bin
i and P di the data. At each point in cosmological param-
eter space, we marginalize over the nuisance parameters,
the velocity dispersion σv and the biases ~b.
Appendix C shows that all bias-dependent terms can
be factored out of log(L), resulting in an eighth-order
polynomial in ~b. This function is simple enough that
we marginalize over ~b by direct numerical integration of
L using the CUBA library of Ref. [63]. We then inte-
grate numerically over σv. On a standard eight-processor
computing node in the HTCondor cluster at the Uni-
versity of Wisconsin-Madison, a single likelihood evalu-
ation at a point in cosmological parameter space takes
15 − 20 sec. for the MR(3-param) bias model, which in-
cludes several seconds each to run CAMB and redTime.
B. Cosmic Microwave Background: Planck
Our treatment of the CMB data is straightforward, as
we use the likelihood software provided by the Planck
collaboration in Refs. [64, 65]. Planck measured CTT`
over the range 2 ≤ ` ≤ 2508 as well as CTE` and CEE`
over 2 ≤ ` ≤ 1996. We use the Commander likelihood of
Ref. [64] to analyze CTT` for 2 ≤ ` ≤ 29. Since the low-`
polarization analysis is computationally expensive, we do
not include those data here. The temperature and polar-
ization power spectra for ` ≥ 30 are analyzed using the
plik-lite function of Ref. [65]. This function is marginal-
ized over all nuisance parameters except an absolute cali-
bration parameter Aplanck. At each point in cosmological
7parameter space, we marginalize over this parameter in
the recommended interval 0.9975 ≤ Aplanck ≤ 1.0025.
The Planck CMB likelihood evaluation procedure used
here for cosmological parameters ~c is as follows:
1. run CAMB with a fiducial value of the scalar ampli-
tude As to find σ8;
2. rescale As to yield the desired σ8, and rerun CAMB;
3. for a given Aplanck, use plik-lite with the lensed
C`s to compute the likelihood L(~c,Aplanck);
4. marginalize over Aplanck by repeating the previous
step over the range 0.9975 ≤ Aplanck ≤ 1.0025.
C. Type Ia supernovae: JLA
Since the CMB and galaxy survey power spectra are
insufficient for constraining the dark energy equation of
state, our analysis also included Type Ia supernovae from
the Joint Likelihood Analysis (JLA) of Ref. [7]. We use
the compressed likelihood of that reference, which the au-
thors confirmed to match the mean values and uncertain-
ties of the full likelihood to 0.018σ and 0.3%, respectively.
The likelihood L(~c,M) is given in terms of cosmological
parameters ~c and a nuisance parameter M by
−2 log(L(~c,M)) =
∑
i,j
(C−1)ij(ri −M)(rj −M) (26)
ri = µi − 5 log10(DL(~c, zi)) (27)
DL(~c, zi) = (1 + z)H0χ(~c, zi) (28)
where the binned magnitude parameters µi and the co-
variance matrix C are provided by Ref. [7]. Marginaliza-
tion over M is straightforward:
log(L(~c)) = −1
2
χ20 +
1
2
f0M20 +
1
2
log
(
2pi
f0
)
(29)
f0 =
∑
i,j
(C−1)ij (30)
M0 = 1
f0
∑
i,j
(C−1)ijrj (31)
χ20 =
∑
i,j
(C−1)ijrirj . (32)
D. Monte Carlo Markov Chain analysis
In this article we consider nine cosmological param-
eters: the scalar spectral index ns; the power spectrum
amplitude σ8 in 8 Mpc/h spheres; the dimensionless Hub-
ble constant h = H0/(100 km/sec/Mpc); the CDM den-
sity ωc = Ωc0h
2; the baryon density ωb = Ωb0h
2; the
neutrino density ων = Ων0h
2; the optical depth τ to the
surface of last scattering; and the dark energy parame-
ters w0 and wa specifying the time-dependent equation of
state w(z) = Pde/ρde = w0 +waz/(1 + z). We are specif-
ically interested in the following subsets fixing some of
the parameters:
• ΛCDM: ων = 0.0006, w0 = −1, wa = 0;
• νΛCDM: w0 = −1, wa = 0;
• wCDM: ων = 0.0006;
• νwCDM: all 9 parameters allowed to vary.
Our Markov chains cover the same parameter space
with a different set of parameters. Rather than σ8 we
use 1+ log(σ28) for ease of comparison with CosmoMC [66].
Since h is covariant with several other cosmological pa-
rameters, we instead use 100 times the characteristic an-
gular scale of the CMB acoustic oscillations,
θ100 = 100× rs/χ(zCMB) (33)
rs =
55.234h Mpc/h
(ωb + ωc)0.2538ω0.1278b (1 + ων)
0.3794
(34)
where zCMB is the redshift of the surface of last scatter-
ing; we use the fitting function of Ref. [67] for the comov-
ing sound horizon rs at decoupling. For a general dark
energy w(z), conversion from θ100 to h is done iteratively
starting from a guessed value of h. In the special case
of a cosmological constant, w(z) = −1, an approximate
form of θ100 makes this conversion simpler:
θ100 =
F100(ωc, ωb, ων) y
−1/2
0
I(yCMB)− I(y0) (35)
F100 =
1.8424 ω
1/2
m
(ωb + ωc)0.2538ω0.1278b (1 + ων)
0.3794
(36)
I(y) =
∫ y
0
dy′√
1 + (y′)3
(37)
y0 = (Ωm0/ΩΛ)
1/3 and y(z) = (1 + z)y0. (38)
The integral I(y) can be approximated in the low-y and
high-y limits:
I(y0) ≈ y0 − y40/8 for low y0 (39)
I(yCMB) ≈ 2.8043− 2/√yCMB for yCMB  1. (40)
The high-y approximation is accurate to 0.01% for y > 9.
For y < 1.3, corresponding to Ωm0 < 0.69, the low-
y approximation is accurate at the 10% level, which is
sufficient for breaking parameter degeneracies. Given
θ100, ωc, ωb, and ων (hence F100) at a point in cos-
mological parameter space, we find h by guessing y0,
computing I(yCMB) − I(y0), and refining our guess to
y0 = F
2
100/θ
2
100/[I(yCMB) − I(y0)]2. Once this iteration
has converged, h = ω
1/2
m
√
1 + y−30 .
We impose a minimal set of prior constraints on the
cosmological parameter space. Since w(z)→ w0 +wa as
z →∞, a positive value of w0 +wa would imply that the
dark energy density would grow faster than the matter
8parameter prior
ns ns > 0
σ8 σ8 > 0
h 0.2 ≤ h ≤ 1
ωc ωc > 0
ωb ωb > 0.001
ων ων ≥ 0
w0, wa w0 + wa ≤ 0
τ τ > 0.01
TABLE I: The prior probability distribution is uniform in
the parameters ns, 1 + log(σ
2
8), θ100, ωc, ωb, ων , w0, wa, and
τ , with the above bounds.
density at high redshift. Thus we require w0 + wa ≤ 0.
We require that ns, h, σ8, ωc, ωb, ων , and τ all be non-
negative. In order to use CAMB we require: 0.2 ≤ h ≤ 1;
ωb ≥ 0.001; and τ > 0.01. We also assume a spatially
flat universe, ΩK = 0. Within the allowed intervals, our
priors are uniform in the chain parameters ns, 1+log(σ
2
8),
θ100, ωc, ωb, ων , w0, wa, and τ . The priors used are
summarized in Table I.
Each chain is initialized by choosing the parameters
allowed to vary from uniform random distributions over
the intervals 0.93 ≤ ns ≤ 0.99, 0.25 ≤ 1+log(σ28) ≤ 0.85,
1.047 ≤ θ100 ≤ 1.053, 0.1133 ≤ ωc ≤ 0.1265, 0.0212 ≤
ωb ≤ 0.023, 0.0015 ≤ ων ≤ 0.0045, −1.3 ≤ w0 ≤ −0.7,
−1.5 ≤ wa ≤ 1.3, and 0.035 ≤ τ ≤ 0.125.
Our Markov chain analysis uses the standard
Metropolis-Hastings procedure. At each step in the
chain, a new point is proposed using a fixed, symmetric
proposal function. Points can be chosen more efficiently
by accounting for the covariances among the chain
parameters. If the chain parameter covariance matrix C
has normalized eigenvectors {xˆ(i)} with corresponding
eigenvalues {λ(i)}, then the most efficient proposed
steps would be linear combinations
∑
i a
(i)
√
λ(i)xˆ(i)
added to the current point. Since we would like the
chain to be able to take large steps a(i) ∼ 1 as well as
smaller steps a(i) ∼ 0.01 − 0.1 in order to navigate out
of narrow valleys in the likelihood surface, we choose
the a(i) as follows. First we select a random integer
0 ≤ r ≤ 9 and define σr = 102r/9−2. Then, for I cosmo-
logical parameters, we choose {a(i)} randomly from an
I-dimensional Gaussian of width σr. Following the stan-
dard MCMC procedure, we accept the step from point
~c to ~c ′ = ~c +
∑
i a
(i)
√
λ(i)xˆ(i) if its likelihood is greater,
L(~c ′) > L(~c). Otherwise we accept it with probability
L(~c ′)/L(~c). Our parameter covariance matrices C
are the “base BAORSD TTTEEE lowTEB plik.covmat,”
“base mnu BAORSD TTTEEE lowTEB plik.covmat,” and
“base w wa BAO HST JLA TTTEEE lowTEB plik.covmat”
matrices provided with the CosmoMC code.
For each combination of cosmological model, bias pa-
rameterization, and data combination, we run a set of five
Markov chains. Convergence of each set is assessed using
the test of Brooks and Gelman in Refs. [68, 69]. The
latter reference defines a potential scale reduction factor
R
1/2
c which approaches 1 from above as the variance of
means within each set becomes much smaller than the
mean of variances. The authors recommend R
1/2
c < 1.2
as a standard of convergence. We use the more strin-
gent standard R
1/2
c < 1.1 for all but the variable-bv and
νwCDM chain sets.
IV. RESULTS AND DISCUSSION
A. Vanilla ΛCDM model
We begin by fixing ων = 0.0006, corresponding to a
sum of neutrino masses of 56.6 meV, which is the 2σ
lower bound in the normal hierarchy [70]. The first col-
umn of Table II lists our constraints on the six vanilla
parameters as well as the derived parameter Ωm0. In
comparison with the Planck-only TT,TE,EE + low-` po-
larization constraints of Ref. [2] Table 3, our measure-
ment of h is 0.6σ higher; ωc is 0.6σ lower; ns is 0.4σ
lower; σ8 is 0.4σ lower; τ is 0.3σ lower; and ωb is 0.07σ
lower. Our value of Ωm0, derived from the other cosmo-
logical parameters, is 0.7σ lower. Our addition of BOSS
DR11 data improved uncertainties in ns by 17%; h by
27%; ωc by 27%. Meanwhile, our uncertainty in τ is
somewhat larger than the Planck-only constraint, due to
our not including low-` polarization data. Our σ8 un-
certainty is also larger, possibly due to this lack of low-`
polarization data or to some slight tension between the
two data sets. Overall, our Planck + BOSS DR11 anal-
ysis is quite consistent with the Planck-only constraints
of Ref. [2], with all parameter shifts less than 1σ.
B. Massive neutrinos in the νΛCDM model
We begin with the νΛCDM model and the MR(3-
param) bias applied to the Planck + BOSS DR11 data,
shown in the second column of Table II. Figures 2 and 3
plot randomly-chosen power spectra from the converged
portions of our Markov chains against the BOSS data,
with ~b and σv set to the χ
2-minimizing value for each
spectrum. For the BOSS data alone, the best-fitting
power spectrum has χ2/d.o.f. = 157/141 = 1.1.
Comparing νΛCDM to ΛCDM, we see that allowing
ων to vary shifts ns, h, τ , and Ωm0 toward the model
preferred by the Planck-only analysis of Ref. [2]. σ8 shifts
slightly lower, while ωc and ωb are only weakly affected.
A nonzero neutrino fraction ων is slightly preferred at
the 1σ level. Figure 4 shows the marginalized probability
density.
Two-dimensional constraint plots for νΛCDM are
shown in Fig. 5. An increase in ων is associated with
increases in ns and τ but a decrease in h. Neutrinos with
masses mν . 200 meV are relativistic at decoupling, so
the dominant effect of such masses is the scale-dependent
9ΛCDM, MR(3), PB νΛCDM, MR(3), PB νΛCDM, MR(3), PBJ wCDM, MR(3), PBJ νwCDM, MR(3), PBJ
ns 0.9629
+0.004 +0.0082
−0.0041 −0.0082 0.9637
+0.0045 +0.0087
−0.0042 −0.0089 0.9643
+0.0043 +0.0088
−0.0045 −0.0087 0.9626
+0.005 +0.01
−0.005 −0.0098 0.9628
+0.0049 +0.0099
−0.005 −0.0098
σ8 0.8236
+0.017 +0.033
−0.017 −0.034 0.817
+0.018 +0.032
−0.017 −0.034 0.816
+0.017 +0.034
−0.019 −0.034 0.8274
+0.018 +0.034
−0.017 −0.034 0.7939
+0.028 +0.05
−0.028 −0.051
h 0.6755+0.0047 +0.0098−0.005 −0.0097 0.6722
+0.0058 +0.011
−0.0054 −0.012 0.6721
+0.0063 +0.012
−0.0055 −0.012 0.6785
+0.007 +0.016
−0.0088 −0.015 0.6725
+0.0071 +0.015
−0.0073 −0.015
ωc 0.1191
+0.0011 +0.0022
−0.0011 −0.0022 0.1189
+0.0011 +0.0024
−0.0013 −0.0024 0.1186
+0.0012 +0.0025
−0.0013 −0.0024 0.1193
+0.0015 +0.0031
−0.0017 −0.0031 0.1192
+0.0015 +0.0029
−0.0014 −0.003
ωb 0.02224
+0.00014 +0.00028
−0.00014 −0.00028 0.02225
+0.00014 +0.00028
−0.00014 −0.00029 0.02228
+0.00015 +0.00029
−0.00014 −0.00029 0.02223
+0.00016 +0.00034
−0.00017 −0.00033 0.02218
+0.00016 +0.00033
−0.00017 −0.00032
ων 0.001076
+0.00057 +0.0011
−0.00098 −0.0011 0.001232
+0.00057 +0.0014
−0.001 −0.0012 0.004244
+0.0033 +0.004
−0.0027 −0.0039
w0 −0.8781+0.14 +0.3−0.16 −0.3 −0.8942
+0.17 +0.34
−0.17 −0.33
wa −0.582+0.73 +1.2−0.54 −1.3 −0.9971
+0.99 +1.5
−0.66 −1.7
τ 0.07252+0.022 +0.043−0.022 −0.044 0.07884
+0.028 +0.05
−0.025 −0.052 0.08334
+0.03 +0.052
−0.026 −0.054 0.06879
+0.029 +0.047
−0.025 −0.051 0.09805
+0.033 +0.055
−0.024 −0.064
Ωm 0.3106
+0.0067 +0.013
−0.0066 −0.013 0.3144
+0.007 +0.015
−0.0079 −0.015 0.3143
+0.0069 +0.015
−0.0078 −0.015 0.3083
+0.0075 +0.015
−0.0074 −0.015 0.3216
+0.0097 +0.021
−0.011 −0.02
TABLE II: Constraints from all cosmological models, using the MR(3-param) bias model, as well as the data combinations
PB (Planck + BOSS DR11) or PBJ (Planck + BOSS DR11 + JLA supernovae). For each parameter, the mean value as well
as 68% and 95% upper and lower bounds are shown.
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FIG. 2: Binned, windowed model power spectra vs. BOSS
data, for the νΛCDM model with MR(3-param) bias and the
Planck + BOSS data combination. One hundred power spec-
tra were randomly chosen from the converged portion of the
Markov chains and plotted against the data from the northern
sky patch. The lower panels show the residuals.
suppression of power at late times. Increasing ns to com-
pensate for this suppression will lead to a smaller red tilt
in the CMB power spectrum, explaining the preference
for greater τ at greater ων .
Although the Fourier-space power spectrum multi-
poles analyzed here were measured in Ref. [8] and ap-
plied to
∑
mν in Ref. [9], our results disagree somewhat
Southern
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FIG. 3: Similar to Fig. 2 but for the southern sky data.
with those references. For the Planck + BOSS DR11
data combination, their 95% confidence upper bound∑
mν < 400 meV is about twice our value, primarily
because they find a ≈ 1.5σ preference for a higher mass∑
mν = 200 meV. One possible explanation for this
is the differing treatment of non-linearity in the matter
power spectrum. Ref. [9] treats the non-linear cluster-
ing of neutrinos identically to that of CDM and baryons.
This overestimates the non-linear neutrino power spec-
trum at small scales, hence underestimates the scale-
dependent suppression of power due to neutrinos, lead-
ing the data analysis to compensate by increasing
∑
mν .
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FIG. 4: Probability density as a function of neutrino fraction
ων for νΛCDM models with MR(3-param) bias and either the
Planck + BOSS or Planck + BOSS + JLA data combinations.
By contrast, our Time-RG-based analysis treats mas-
sive neutrinos linearly as in Ref. [31], while capturing
the scale-dependent suppression of these linear neutrinos
on the CDM+baryon fluid. The other significant dif-
ference between our analysis and that of Ref. [9] is our
use of the 2015 Planck data set rather than the 2013
data. Although
∑
mν did not change substantially be-
tween the two Planck releases, the 2015 data may prefer
lower masses when combined with galaxy survey data.
Figure 4 compares the marginalized neutrino mass con-
straints in νΛCDM with and without JLA supernova
data. Adding JLA data shifts the mean ων somewhat
higher, leading to an increase in the 95% confidence level
upper bound on
∑
mν from 200 meV to 240 meV. Note
that this increase in ων is approximately compensated by
a decrease in ωc, leaving Ωm0 unchanged. This shift pre-
serves the comoving distance χ(z) at low z while chang-
ing the comoving distance to the CMB, suggesting a mild
≈ 0.3σ tension between the χ(z) functions preferred by
the CMB and supernovae.
A major goal of this article is to study the robustness
of the neutrino mass constraint with respect to varia-
tions on the galaxy survey analysis. Table III compares
several different galaxy bias treatments for the νΛCDM
model applied to the Planck + BOSS data combination.
First consider the effect on ων of adding more parame-
ters to the McDonald-Roy bias, as shown in Fig. 6. The
4-parameter, 5-parameter, and 6-parameter MR variants
all peak at ων = 0 and prefer lower mean values of ων
than the 3-parameter variant.
Interestingly, MR(4-param), MR(5-param), and
MR(6-param) also have lower uncertainties in ων than
MR(3-param). This could be because their preference for
smaller ων is truncated by the theoretical prior ων ≥ 0,
leading to an artificially sharp peak. It may also sug-
gest some underlying tension in the model which is re-
lieved by adding more parameters. One possible source
of this tension is an additional scale-dependent bias due
to massive neutrinos. The McDonald-Roy bias param-
eterization assumes a single cosmic fluid. We have fol-
lowed Ref. [59] in defining the galaxy bias relative to
the CDM+baryon power spectrum, rather than the to-
tal matter power spectrum, since that reference found a
spurious scale-dependent bias associated with the neu-
trino free-streaming scale when the total matter power
was used. However, these two choices are two extremes.
Massive neutrinos may introduce some additional scale
dependence into the bias at the free-streaming scale,
though not quite as much as predicted by using the total
matter power spectrum. One can imagine defining the
galaxy bias relative to some linear combination of the
CDM+baryon and total matter power spectra.
Another possibility is that the data are already some-
what sensitive to the neutrino power spectrum itself. The
tension could result from the sensitivity of the data to
non-linear clustering in the neutrino sector, or through
a ων-dependence of galaxy formation leading to a scale-
dependent neutrino bias. Though neutrino non-linearity
and the extension of the McDonald-Roy bias model to
neutrinos are beyond the scope of this article, we at-
tempt a crude test of this possibility by setting the scale-
independent neutrino bias bn of Eq. (21) to 1/2 rather
than unity in the final column of Table III. The best-fit
log(L) for bn = 1 and bn = 1/2 differ by less than 0.1,
suggesting that 1/2 is a reasonable choice. The result,
from the table, is to push the mean
∑
mν to 120 meV
and the 95% confidence upper bound to 290 meV. Proper
treatments of scale-dependent bias and non-linearity in
the neutrino sector are therefore important for next-
generation galaxy surveys attempting to measure
∑
mν .
Aside from ων , allowing the bias model to vary as in
Table III changes σ8 by up to 1.1σ; h, Ωm0, and τ by up
to 0.6σ; and all other parameters by < 0.3σ. Moreover,
the uncertainties in all parameters except ων change very
little across that table. Cosmological constraints outside
the neutrino sector are quite robust with respect to vari-
ations in the bias model.
C. Dark energy and its evolution
Finally, we consider the effect of dark energy with an
evolving equation of state on the massive neutrino con-
straint, and vice versa. Since Planck and BOSS alone
are insufficient for constraining the dark energy equation
of state, we exclusively consider the Planck + BOSS +
JLA data combination here, and we fix the bias model
to MR(3-param). We parameterize the dark energy as
a non-clustering perfect fluid with unit sound speed and
equation of state w(z) = w0 + waz/(1 + z), following
Refs. [71, 72].
Figure 7 shows constraints on w0 and wa with ων fixed
(top) and variable (bottom). With ων = 0.0006 fixed,
our constraints are stronger than those of Ref. [73] using
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FIG. 5: Two-dimensional constraint plots for the νΛCDM model with MR(3-param) bias applied to Planck + BOSS DR11
data. Light (yellow), medium (green), and dark (blue) regions show 68%, 95%, and 99.7% confidence regions.
νΛCDM, MR(3), PB νΛCDM, MR(4), PB νΛCDM, MR(5), PB νΛCDM, MR(6), PB νΛCDM, bn =
1
2
, PB
ns 0.9637
+0.0045 +0.0087
−0.0042 −0.0089 0.9635
+0.0042 +0.0093
−0.0048 −0.009 0.9629
+0.004 +0.0086
−0.0045 −0.0085 0.9647
+0.0044 +0.0093
−0.0049 −0.0092 0.9642
+0.0046 +0.0091
−0.0047 −0.0094
σ8 0.817
+0.018 +0.032
−0.017 −0.034 0.8316
+0.019 +0.036
−0.018 −0.038 0.8208
+0.019 +0.033
−0.016 −0.034 0.8361
+0.019 +0.036
−0.018 −0.036 0.8139
+0.019 +0.036
−0.018 −0.035
h 0.6722+0.0058 +0.011−0.0054 −0.012 0.6738
+0.0057 +0.011
−0.0054 −0.011 0.6742
+0.005 +0.01
−0.0054 −0.011 0.6759
+0.0058 +0.011
−0.0051 −0.012 0.6708
+0.0071 +0.012
−0.0057 −0.013
ωc 0.1189
+0.0011 +0.0024
−0.0013 −0.0024 0.1191
+0.0013 +0.0024
−0.0012 −0.0026 0.1192
+0.0011 +0.0025
−0.0012 −0.0023 0.1186
+0.0013 +0.0025
−0.0013 −0.0026 0.1187
+0.0014 +0.0027
−0.0013 −0.0027
ωb 0.02225
+0.00014 +0.00028
−0.00014 −0.00029 0.02225
+0.00014 +0.00029
−0.00015 −0.00029 0.02226
+0.00015 +0.00027
−0.00013 −0.0003 0.0223
+0.00014 +0.0003
−0.00014 −0.00029 0.02226
+0.00015 +0.00029
−0.00015 −0.0003
ων 0.001076
+0.00057 +0.0011
−0.00098 −0.0011 0.0007896
+0.00022 +0.0011
−0.00079 −0.00079 0.0006951
+0.0002 +0.00089
−0.0007 −0.0007 0.0008226
+0.00014 +0.0019
−0.00082 −0.00082 0.00133
+0.00037 +0.0017
−0.0013 −0.0013
τ 0.07884+0.028 +0.05−0.025 −0.052 0.08803
+0.028 +0.05
−0.026 −0.056 0.07192
+0.026 +0.048
−0.029 −0.053 0.09686
+0.028 +0.055
−0.026 −0.053 0.0831
+0.032 +0.056
−0.027 −0.058
Ωm 0.3144
+0.007 +0.015
−0.0079 −0.015 0.3127
+0.0071 +0.015
−0.0076 −0.015 0.3124
+0.0069 +0.014
−0.0067 −0.014 0.3098
+0.0065 +0.015
−0.0075 −0.014 0.3159
+0.0076 +0.017
−0.0086 −0.016
TABLE III: Constraints on νΛCDM using variations of the McDonald-Roy bias model, as well as the data combination PB
(Planck + BOSS DR11). The final column uses the MR(3-param) bias model and sets the neutrino bias bn = 1/2. For each
parameter, the mean value as well as 68% and 95% upper and lower bounds are shown.
Planck + BAO + weak lensing, but weaker than those
using Planck + BAO + supernovae + H0 measurements.
Allowing ων to vary worsens constraints on w0 by 10%−
15% and on wa by 20%− 30%.
Much more severe is the factor-of-three degradation in
the neutrino mass constraint when w0 and wa are allowed
to vary, as illustrated in Fig. 8. Qualitatively, varying the
neutrino mass will modify (i) the comoving distance χ(z)
at high z, and hence the angular scale of the acoustic os-
cillations; (ii) the high-z growth factor D(z), and hence
the relationship between σ8 and the amplitude of the
initial power spectrum; and (iii) the small-scale suppres-
sion of the galaxy power spectrum. However, allowing
dark energy to modify χ(z) and D(z) at low redshifts
also weakens the link between the early- and late-time
geometry and power. Moreover, non-linear corrections
to the power spectrum mean that varying w(z) affects
P (k) differently at different scales, as can be seen in,
e.g., Ref. [34], so the substantial variations in w allowed
by current data may also weaken constraints from the
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FIG. 6: Probability density as a function of neutrino frac-
tion ων for νΛCDM models applied to the Planck + BOSS
data combination, using variations on the McDonald-Roy bias
parameterization of Ref. [28].
scale-dependent growth of structure. In principle, future
tomographic surveys of large-scale structure should be
able to map out χ(z) and D(z) for z . 1, breaking the
degeneracy between the z ∼ 1 effects of dark energy and
the z & 100 effects of massive neutrinos.
V. CONCLUSIONS
We have used the amplitude and shape of the BOSS
DR11 redshift-space power spectrum, in combination
with CMB and supernova data, to constrain the sum
of neutrino masses and the evolution of the dark en-
ergy equation of state. Table II in Section IV lists our
main constraints, including a 95% confidence level up-
per bound ων < 0.0022, implying
∑
mν < 200 meV.
We find that dark energy is consistent with a cosmo-
logical constant, but allows a wide range of equations
of state, including those with derivatives wa > 0.5 and
wa < −2.5. Allowing for the simultaneous variation of
the neutrino mass and the equation of state weakens both
sets of constraints, with the neutrino mass bound rising
to
∑
mν < 770 meV at 95% CL, as shown in Figs. 7 and
8. Thus our uncertainty in the nature of the dark energy
is currently the single greatest obstacle to cosmological
constraints on the sum of neutrino masses.
Additionally, we have studied a range of bias models
in order to assess the dependence of neutrino mass con-
straints on galaxy bias. Section II C compares the top-
down scale-dependent bias models used here to a bottom-
up HOD approach based upon N-body simulations, and
finds a broad agreement over the range of scales relevant
to current data. Moreover, including more bias param-
eters improves the fit over a larger range of scales. In
Section IV, Table III demonstrates that the choice of bias
models can affect
∑
mν at the 20%−30% level. Though
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FIG. 7: Constraints on the dark energy equation of state
w(z) = w0 + waz/(1 + z) in the wCDM model (top) and the
νwCDM model (bottom). Light (yellow), medium (green),
and dark (blue) regions show 68%, 95%, and 99.7% confidence
regions. The “+” symbol identifies the cosmological constant,
w(z) = −1, which lies within the 95% confidence region in
both cases.
the bias model also affects σ8 at the ∼ 1σ level, other
cosmological parameters are remarkably stable with re-
spect to the addition of a velocity bias and two additional
scale-dependent bias parameters. At the level of the
current data, today’s state-of-the-art galaxy bias mod-
els are powerful enough to provide robust constraints on
the “vanilla” set of ΛCDM parameters.
Appendix A: Scale-dependent bias
In the irrotational-velocity approximation used here,
the matter power spectrum depends upon correlation
functions of the scalar quantities δ and θ. However, ob-
servations measure overdensities in the galaxy field, and
galaxies trace matter in a biased, scale-dependent mat-
ter. In Reference [28], McDonald and Roy use δ, the
velocity field vi, the gravitational potential Φ, and their
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FIG. 8: Probability density vs. ων for the νΛCDM and
νwCDM models with MR(3-param) bias, using Planck +
BOSS DR11 + JLA data.
derivatives to construct the most general set of scalar
quantities up to third order in the perturbations. Let-
ting the observed galaxy overdensity δg be an arbitrary
linear combination of these terms, and the galaxy ve-
locity θg = bvθ be a biased tracer of the total matter
velocity, the galaxy density and velocity power spectra
may be written:
Pδgδg= b
2
δPδδ + 2bδbδ2Pδδ2 + 2bδbs2Pδs2 + b
2
δ2Pδ2δ2
+2bδ2bs2Pδ2s2 + b
2
s2Ps2s2 + 2bδb3nlP3nl +N (A1)
Pδgθg= bδbvPδθ+bδ2bvPθδ2+bs2bvPθs2+b3nlbvfP3nl (A2)
Pθgθg= b
2
vPθθ (A3)
Pδδ2=
∫
d3q
(2pi)3
Plin(q)Plin(p−)F
(2)
S (~q, ~p−) (A4)
Pθδ2=
∫
d3q
(2pi)3
fPlin(q)Plin(p−)G
(2)
S (~q, ~p−) (A5)
Pδs2=
∫
d3q
(2pi)3
Plin(q)Plin(p−)F
(2)
S (~q, ~p−)S
(2)(~q, ~p−) (A6)
Pθs2=
∫
d3q
(2pi)3
fPlin(q)Plin(p−)G
(2)
S (~q, ~p−)S
(2)(~q, ~p−)(A7)
Pδ2δ2=
∫
d3q
(2pi)3
Plin(q)
2
[Plin(p−)− Plin(q)] (A8)
Pδ2s2=
∫
d3q
(2pi)3
Plin(q)
2
[
Plin(p−)S(2)(~q, ~p−)− 23Plin(q)
]
(A9)
Ps2s2=
∫
d3q
(2pi)3
Plin(q)
2
[
Plin(p−)S(2)(~q, ~p−)2− 49Plin(q)
]
(A10)
P3nl
Plin
=
105
16
∫
d3q
(2pi)3
Plin(q)
[
K(2)(~q,~k) + 863
]
(A11)
where all power spectra on the left hand sides are func-
tions of the wave number ~k; Pδδ, Pδθ, and Pθθ are the
non-linear power spectra from perturbation theory; we
have defined ~p− ≡ ~k − ~q; and the quantities F (2)S , G(2)S ,
S(2), and K(2) are given by
F
(2)
S (~p, ~q) =
5
7
+
~p · ~q
2pq
(
p
q
+
q
p
)
+
2
7
(
~p · ~q
pq
)2
(A12)
G
(2)
S (~p, ~q) =
3
7
+
~p · ~q
2pq
(
p
q
+
q
p
)
+
4
7
(
~p · ~q
pq
)2
(A13)
S(2)(~p, ~q) =
(
~p · ~q
pq
)2
− 1
3
(A14)
K(2)(~p, ~q) =
2
7
[
S(2)(−~p, ~q)− 2
3
]
S(2)(~p, ~q − ~p). (A15)
The bias is therefore described by six parameters, ~b =
(bδ, bδ2 , bs2 , b3nl, N, bv), the first five of which affect the
galaxy density-density power spectrum Pδgδg .
Our treatment of the redshift-space power spectrum
P (k, µ) includes two correction terms, PB(k, µ) and
PT(k, µ). A full treatment of the scale-dependent
bias for these terms is beyond the scope of this pa-
per. Here we make the simple assumption of scale-
independent density and velocity bias, with one power
of bδ for each δ index and one power of bv for each
θ index. Thus we decompose the correction terms as
PB(k, µ) =
∑
j
∑
m µ
jbmδ b
3−m
v P
B
jm(k) and P
T(k, µ) =∑
j
∑
m µ
jbmδ b
4−m
v P
T
jm(k). Such a decomposition allows
us to write the entire redshift-space power spectrum in a
massless-neutrino universe as
P (k, µ) = Ffog(µσvkf)
[
25∑
L=0
µnLBL(~b)PL(k) +N
]
(A16)
with nL, BL(~b), and PL(k) defined in Table IV.
In the case of massive neutrinos, Ref. [59] points out
that defining the galaxy bias relative to the total matter
power spectrum, rather than to the CDM+baryon power
spectrum, introduces a spurious scale-dependence to the
bias associated with the neutrino free-streaming scale.
Thus we define bias with respect to the CDM+baryon
power spectrum:
P (k, µ) = Ffog ·
[
25∑
L=0
µnLf2CBBL(
~b)PL+
4∑
n=0
µnP
(ν,n)
eff +N
]
.
(A17)
This is the power spectrum which we compare with the
data in Sec. IV.
Appendix B: Time-RG with FAST-PT
Time-Renormalization Group perturbation theory was
proposed by Ref. [30] and generalized to redshift space in
Ref. [34]. This article was made possible by the FAST-
PT techniques of Ref. [35], which use Fast Fourier Trans-
forms to compute perturbation theory integrals. More
thorough descriptions of Time-RG and FAST-PT can be
found in those references. Here we briefly describe our
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L 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
PL Pδδ Pδθ Pθθ P
B
22 P
B
21 P
B
41 P
B
40 P
B
60 P
T
22 P
T
21 P
T
20 P
T
42 P
T
41 P
T
40 P
T
61 P
T
60 P
T
80 Pδ2δ Pδ2θ Ps2δ Ps2θ Pδ2δ2 Pδ2s2 Ps2s2 P3nl fP3nl
BL b
2
δ 2bδbv b
2
v b
2
δbv bδb
2
v bδb
2
v b
3
v b
3
v b
2
δb
2
v bδb
3
v b
4
v b
2
δb
2
v bδb
3
v b
4
v bδb
3
v b
4
v b
4
v 2bδbδ2 2bvbδ2 2bδbs2 2bvbs2 b
2
δ2
2bδ2bs2 b
2
s2
2bδb3nl 2bvb3nl
nL 0 2 4 2 2 4 4 6 2 2 2 4 4 4 6 6 8 0 2 0 2 0 0 0 0 2
TABLE IV: Power spectrum components, biases, and µ scalings. The biased redshift-space power spectrum is given by
Eq. (A17).
application of FAST-PT to the redTime Time-RG code
of Ref. [34]; note that our definitions differ slightly from
that reference.
Define η = log( 1+zin1+z ) for initial redshift zin, as well
as ϕ0 = e
−ηδ and ϕ1 = e−ηθ. Then the continuity and
Euler equations in Fourier space are
ϕ′a + Ξabϕb = e
η
∫
d3qd3p
(2pi)3
δD(~k − ~q − ~p)γ~k,~q,~pabc ϕ~qbϕ~pc (B1)
Ξ00 = −Ξ01 = 1 (B2)
Ξ10 = −3
2
Ωm(η)
(
fCB + fν
δν
δCB
)
(B3)
Ξ11 = 2 +H′/H (B4)
γ
~k,~q,~p
001 = γ
~k,~p,~q
010 = (~q + ~p) · ~p/(2p2) (B5)
γ
~k,~q,~p
111 = (~q + ~p)
2~q · ~p/(2q2p2) (B6)
where primes denote ∂/∂η, summation over repeated in-
dices is implicit, and vectors in superscripts are short-
hand for arguments; for example, ϕ~qi = ϕi(~q). The mat-
ter fraction is Ωm(η) = Ωm0H
2
0 (1 + z)
3/H2.
Evolution equations of coordinate-space Time-RG are
P ′ab =−ΞacPbc−ΞbcPac+
4pieη
k
(Iacd,bcd+Ibcd,acd)(B7)
4pi
k
Iacd,bef=
∫
d3q
(2pi)3
γ
~k,~q,~p
acd B
~k,~q,~p
bef (B8)
I ′acd,bef= −ΞbgIacd,gef − ΞeqIacd,bgf − ΞfgIacd,beg
+2eηAacd,bef (B9)
4pi
k
Aacd,bef=
∫
d3q
(2pi)3
γ
~k,~q,~p
acd (γ
~k,~q,~p
bgh P
~q
geP
~p
hf+γ
~q,~p,~k
egh P
~p
gfP
~k
hb
+γ~p,
~k,~q
fgh P
~k
gbP
~q
he) (B10)
where ~p = ~k − ~q, and the k- and η-dependence of
Pab, Iacd,bef , and Aacd,bef have been suppressed. These
are initialized at zin sufficiently large that Pab is lin-
ear and the bispectrum is negligible; we choose zin =
200. Redshift-space Time-RG similarly decomposes the
bispectrum-dependence of PBjm as
PB22 = −2pikQ(1)010 +
4pik
3
Q
(2)
010 (B11)
PB21 =
4pik
3
Q
(2)
011 +
6pik
5
Q
(3)
011 (B12)
PB41 = −2pikQ(1)110+
4pik
3
Q
(2)
110−2pikQ(1)011−2pikQ(3)011 (B13)
PB40 =
4pik
3
Q
(2)
111 +
6pik
5
Q
(3)
111 (B14)
PB60 = −2pikQ(1)111 − 2pikQ(3)111 (B15)
where the functions Q
(`)
abc(k) are defined as
piQ
(1)
abc =
∫
d3q
(2pi)3
k
p2
B
~k,~q,~p
abc ×[
2P2(qˆ ·kˆ)+( qk+ kq )P1(qˆ ·kˆ)
]
(B16)
piQ
(2)
abc =
∫
d3q
(2pi)3
k
p2
B
~k,~q,~p
abc
[
P2(qˆ ·kˆ)−P0(qˆ ·kˆ)
]
(B17)
piQ
(3)
abc =
∫
d3q
(2pi)3
q
p2
B
~k,~q,~p
abc
[
P3(qˆ ·kˆ)−P1(qˆ ·kˆ)
]
(B18)
and the P` are Legendre polynomials. Q
(`)
abc evolve as
Q
(`)
abc
′
=−ΞadQ(`)dbc−ΞbdQ(`)adc−ΞcdQ(`)abd+2eηR(`)abc (B19)
piR
(1)
abc =
∫
d3q
(2pi)3
k
p2
[
2P2(qˆ ·kˆ)+( qk+ kq )P1(qˆ ·kˆ)
]
×
(γ
~k,~q,~p
ade P
~q
dbP
~p
ec+γ
~q,~p,~k
bde P
~p
dcP
~k
ea+γ
~p,~k,~q
cde P
~k
daP
~q
eb) (B20)
piR
(2)
abc =
∫
d3q
(2pi)3
k
p2
[
P2(qˆ ·kˆ)−P0(qˆ ·kˆ)
]
×
(γ
~k,~q,~p
ade P
~q
dbP
~p
ec+γ
~q,~p,~k
bde P
~p
dcP
~k
ea+γ
~p,~k,~q
cde P
~k
daP
~q
eb) (B21)
piR
(3)
abc =
∫
d3q
(2pi)3
k
p2
[
P3(qˆ ·kˆ)−P1(qˆ ·kˆ)
]
×
(γ
~k,~q,~p
ade P
~q
dbP
~p
ec+γ
~q,~p,~k
bde P
~p
dcP
~k
ea+γ
~p,~k,~q
cde P
~k
daP
~q
eb). (B22)
The FAST-PT method of Ref. [35] decomposes the
mode-coupling and convolution integrals of perturbation
theory into terms of the form
Jabcd`αβ (k) =
∫
d3q
(2pi)3
qαpβP`(qˆ ·pˆ)Pab(q)Pcd(p) (B23)
ZabcdN (k) =
∫
d3q
(2pi)3
λN (q/k)Pab(q)Pcd(k) (B24)
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k
A111,111
8
35
J11114,0,0+
4
5
J11113,1,−1+
19
21
J11112,0,0+
1
3
J11112,2,−2+
6
6
J11111,1,−1+
11
30
J11110,0,0 +
1
6
J11110,2,−2
TABLE V: FAST-PT expansions of Aacd,bef (k). All other
non-zero Aacd,bef are related to the above by the identity
Aadc,bfe(k) = Aacd,bef (k).
2pikR
(1)
abc δ
(K)
a0 [
2
5
J0bc13,1,−1− 75J0bc11,1,−1−J1c0b1,1,−1−2J0bc10,0,0+ 25J0cb13,1,−1+
2
3
J1b0c2,0,0 − 23J0cb12,2,−2 − 125 J0cb11,1,−1 − 53J1b0c0,0,0 − 13J0cb10,2,−2] +
δ
(K)
b0 [− 1312Z0ca10 + 516Z0ca1−1 − 716Z0ca11 − 18Z0ca1−3 + 38Z0ca13 −
3
8
Z1c0a0 +
7
16
Z1c0a−1 − 316Z1c0a1 − 58Z1c0a−3 + 18Z1c0a−5 ] +
δ
(K)
c0 [
1
8
Z1b0a−5 − 38Z1b0a−3 + 316Z1b0a−1 − 116Z1b0a1 − 18Z1b0a0 −
1
8
Z0ba1−3 +
3
16
Z0ba1−1 − 316Z0ba11 + 18Z0ba13 ]+δ
(K)
a1 [
16
35
Jb1c14,0,0−
2
5
Jc1b13,1,−1 +
2
5
Jb1c13,1,−1− 4621Jb1c12,0,0− 23Jb1c12,2,−2− 135 Jc1b11,1,−1−
7
5
Jb1c11,1,−1 − 1915Jb1c10,0,0 − 13Jc1b10,2,−2] + δ
(K)
b1 [− 13Zc1a10 ] +
δ
(K)
c1 [
1
3
Zb1a10 ]
2pikR
(2)
abc δ
(K)
a0 [
3
5
J0bc13,1,−1 + J
0bc1
2,0,0 − 35J0bc11,1,−1 − J0bc10,0,0 + 35J0cb13,1,−1 +
J1b0c2,0,0 − 35J0cb11,1,−1 − J1b0c0,0,0] + δ
(K)
b0 [− 12Z0ca10 + 932Z0ca1−1 −
9
32
Z0ca11 − 316Z0ca1−3 + 316Z0ca13 − 316Z1c0a0 − 332Z1c0a1 +
9
32
Z1c0a−1 − 916Z1c0a−3 + 316Z1c0a−5 ] + δ
(K)
c0 [
3
16
Z1b0a−5 −
9
16
Z1b0a−3 +
9
32
Z1b0a−1 − 332Z1b0a1 − 316Z1b0a0 + 316Z0ba13 −
3
16
Z0ba1−3 − 932Z0ba11 + 932Z0ba1−1 − 12Z0ba10 ]+δ
(K)
a1 [
24.
35
Jb1c14,0,0−
Jc1b13,1,−1 +
11
5
Jb1c13,1,−1 − 27Jb1c12,0,0 − 35Jb1c11,1,−1 − 35Jc1b11,1,−1 −
2
5
Jb1c10,0,0]
2pikR
(3)
abc δ
(K)
a0 [(
4
7
J1c0b4,0,2 − 4021J1c0b2,0,2 + 43J1c0b0,0,2 − 47J1b0c4,0,2 + 4021J1b0c2,0,2 −
4
3
J1b0c0,0,2)/k
2 − J0bc13,1,−1 + J0bc11,1,−1 − 53J1b0c2,0,0 + 53J1b0c0,0,0] +
δ
(K)
b0 [
35
32
Z0ca10 +
5
32
Z0ca15 − 58Z0ca13 + 532Z0ca1−3 − 516Z0ca1−1 +
15
32
Z0ca11 +
55
96
Z1c0a0 − 532Z1c0a−5 + 58Z1c0a−3 − 532Z1c0a3 −
15
32
Z1c0a−1 +
5
16
Z1c0a1 ] + δ
(K)
c0 [− 532Z1b0a−5 + 516Z1b0a−3 −
25
96
Z1b0a0 − 532Z1b0a1 + 532Z1b0a3 − 532Z0ba15 + 516Z0ba13 −
25
96
Z0ba10 − 532Z0ba1−1 + 532Z0ba1−3 ] + δ
(K)
a1 [− 47Jb1c14,0,0 −
Jb1c13,1,−1 +
5
21
Jb1c12,0,0 + J
b1c1
1,1,−1 +
1
3
Jb1c10,0,0] + δ
(K)
b1 [
1
3
Zc1a10 ] +
δ
(K)
c1 [− 13Zb1a10 ]
TABLE VI: FAST-PT expansions of R
(`)
abc(k). δ
(K)
ab is the
Kronecker delta function.
where
λ0(r) = 1 (B25)
λ1(r) = (1− r) log
∣∣∣∣1 + r1− r
∣∣∣∣ (B26)
λ2(r) = r +
1
2
(1− r2) log
∣∣∣∣1 + r1− r
∣∣∣∣ (B27)
λ3(r) = r
2 +
1
2
(1− r3) log
∣∣∣∣1 + r1− r
∣∣∣∣ (B28)
λ4(r) = r
3 +
1
3
r +
1
2
(1− r4) log
∣∣∣∣1 + r1− r
∣∣∣∣ (B29)
λ5(r) = r
4 +
1
3
r2 +
1
2
(1− r5) log
∣∣∣∣1 + r1− r
∣∣∣∣ (B30)
and λ−N (r) = λN (1/r). That reference computes these
using FFTs and shows how to regularize the divergent
terms. All that remains is to expand quantities of in-
terest in the Jabcd`αβ (k)s and Z
abcd
N (k)s. This is done
for Aacd,bef (k), R
(`)
abc(k), P
T
jm(k), and the McDonald-
Roy bias terms in Tables V, VI, VII, and VIII, respec-
tively. The 1-loop version of Time-RG used here com-
putes Jabcd`αβ (k) and Z
abcd
N (k) using the linear power spec-
tra.
16
PT22
1
3
J01012,0,0 − 13J01010,0,0
PT21 (− 635J11014,0,2 + 47J11012,0,2 − 25J11010,0,2)/k2
PT20 (
5
231
J11116,2,2 − 977J11114,2,2 + 521J11112,2,2 − 17J11110,2,2)/k4
PT42
1
3
J01012,0,0 + 2J
0101
1,1,−1 +
5
3
J01010,0,0
PT41 − 65J01113,1,−1 + 2J11012,0,0 + 65J01111,1,−1 − 2J11010,0,0 + ( 127 J11014,0,2 −
40
7
J11012,0,2 + 4J
1101
0,0,2)/k
2
PT40 (− 511J11116,2,2 + 2711J11114,2,2 − 5J11112,2,2 + 3J11110,2,2)/k4 +
(− 9
7
J11114,0,2+
30
7
J11112,0,2−3J11110,0,2)/k2+ 2770J11114,0,0− 97J11112,0,0+
9
10
J11110,0,0
PT61 (−2J11014,0,2 + 203 J11012,0,2 − 143 J11010,0,2)/k2 + 2J01113,1,−1 −
2
3
J11012,0,0 + 2J
1101
1,1,−1 +
14
3
J11010,0,0
PT60 (
15
11
J11116,2,2− 8111J11114,2,2+15J11112,2,2−9J11110,2,2)/k4+(6J11114,0,2−
20J11112,0,2+14J
1111
0,0,2)/k
2− 39
35
J11114,0,0− 65J11113,1,−1+ 477 J11112,0,0+
6
5
J11111,1,−1 − 285 J11110,0,0
PT80 (−J11116,2,2 + 275 J11114,2,2 − 11J11112,2,2 + 335 J11110,2,2)/k4 +
(− 27
5
J11114,0,2 + 18J
1111
2,0,2 − 635 J11110,0,2)/k2 + 5970J11114,0,0 +
2J11113,1,−1 − 367 J11112,0,0 + 6310J11110,0,0
TABLE VII: FAST-PT expansions of PTjm(k).
Pδ2,δ
4
21
J00002,0,0 + J
0000
1,1,−1 +
17
21
J00000,0,0
Pδ2,θ
8
21
J00002,0,0 + J
0000
1,1,−1 +
13
21
J00000,0,0
Ps2,δ
16
245
J00004,0,0+
2
5
J00003,1,−1+
254
441
J00002,0,0+
4
15
J00001,1,−1+
8
315
J00000,0,0
Ps2,θ
32
245
J00004,0,0+
2
5
J00003,1,−1+
214
441
J00002,0,0+
4
15
J00001,1,−1+
16
315
J00000,0,0
Pδ2,δ2
1
2
J00000,0,0 − 12J00000,0,0(0)
Pδ2,s2
1
3
J00002,0,0 − 13J00000,0,0(0)
Ps2,s2
4
35
J00004,0,0 +
4
63
J00002,0,0 +
2
45
J00000,0,0 − 29J00000,0,0(0)
P3nl − 15256Z0000−5 + 1564Z0000−3 − 15256Z00003 − 45256Z0000−1 +
15
128
Z00001 +
55
256
Z00000
TABLE VIII: FAST-PT expansions of the scale-dependent
bias terms of McDonald and Roy, Ref. [28]. The k-dependence
of the bias terms, the Jabcd`αβ (k), and the Z
abcd
N (k) has been
suppressed, except for J00000,0,0(0), the low-k limit of J
0000
0,0,0(k).
Appendix C: BOSS likelihood
The BOSS DR11 analysis of Ref. [8] measures the
monopole and quadrupole power spectra binned by wave
numbers ki˜, with 0 ≤ i˜ < 38. In order to compare a
cosmological model with these data, we construct win-
dowed multipole power spectra from Eq. (A17). Fol-
lowing Ref. [34] we express the multipoles of P (k, µ)
as P (`)(k) =
∑
nM`n(fkσv)Pn(k), where P (k, µ) =
Ffog(fkσvµ)
∑
n µ
nPn(k). The coefficients M`n(fkσv)
depend on Ffog. For the Lorentzian streaming functions
used here, M`n(α) = 2`+12
∑
n′ p`,n′mn+n′(α), where
p`,n′ are the coefficients of the Legendre polynomials
P`(x) =
∑
n p`,nx
n, and the mn are given by the re-
cursion relation α2mn = 2/(2n − 1) − mn−1, m0 =
2 arctan(α)/α. Using the window functions w``′(ki˜, q)
of Ref. [8], we write the binned, windowed model power
spectra as
P (`,˜i) = 2pi
∫
q2dq
∑
`′=0,2
w``′(ki˜, q)
∑
n
M`′nPn(q). (C1)
Reference [8] measures the monopole (` = 0) and
quadrupole (` = 2) power spectra. Henceforth we use
a shorthand notation combining ` and i˜ into a single in-
teger i ranging from 0 to 75, with 0 ≤ i ≤ 37 correspond-
ing to (` = 0, i˜ = i), and 38 ≤ i ≤ 75 corresponding to
(` = 2, i˜ = i − 38). Further simplification is possible by
pulling bias-dependent terms out of the integral,
Pi = f
2
CB
25∑
L=0
BL(~b)I
(c)
Li + I
(ν)
i +NI
(N)
i (C2)
I
(c)
Li = 2pi
∫
q2dq
∑
`′
w``′(ki˜, q)M`′nL(fσvq)P`(q) (C3)
I
(ν)
i = 2pi
∫
q2dq
∑
`′,n
w``′(ki˜, q)M`′n(fσvq)P (ν,n)eff (q) (C4)
I
(N)
i = 2pi
∫
q2dq
∑
`′
M`′0(fσvq). (C5)
Our likelihood calculation for BOSS DR11 data follows
the treatment of Ref. [8]. Here we detail our computa-
tion, designed to facilitate marginalization over the bias
parameters. Up to a normalization constant, the likeli-
hood of a model with cosmological parameters ~c and bias
parameters ~b is L ∝ exp[−χ(~c,~b)2/2], with
χ2 =
∑
i,j
(C−1)ij
[
P di − P ti (~c,~b)
] [
P dj − P tj (~c,~b)
]
. (C6)
Here, C is the covariance matrix of the BOSS DR11 data,
from Ref. [8]; P di is the binned BOSS power spectrum;
and P tj (~c,
~b) is the binned, windowed model power spec-
trum of Eq. (C2). In practice, Ref. [8] provides separate
data sets for the northern and southern sky patches. We
compute χ2 as in Eq. (C6) for each patch and then sum
them to find the total χ2.
Once again, we pull bias-dependent factors outside the
summations:
χ2 = +f4CBBLBMx
(cc)
LM + 2f
2
CBBLNx
(cN)
L
+2f2CBBLx
(cν)
L +N
2x(NN) + 2Nx(νN) + x(νν)
+x(dd)− 2f2CBBLx(dc)L − 2Nx(dN) − 2x(dν) (C7)
x(dd) =
∑
i,j
C−1ij P
d
i P
d
j (C8)
x
(dc)
L =
∑
i,j
C−1ij P
d
i I
(c)
Lj (C9)
x(dν) =
∑
i,j
C−1ij P
d
i I
(ν)
j (C10)
x(dN) =
∑
i,j
C−1ij P
d
i I
(N)
j (C11)
17
x
(cc)
LM =
∑
i,j
C−1ij I
(c)
Li I
(c)
Mj (C12)
x
(cν)
L =
∑
i,j
C−1ij I
(c)
Li I
(ν)
j (C13)
x
(cN)
L =
∑
i,j
C−1ij I
(c)
Li I
(N)
j (C14)
x(νν) =
∑
i,j
C−1ij I
(ν)
i I
(ν)
j (C15)
x(νN) =
∑
i,j
C−1ij I
(ν)
i I
(N)
j (C16)
x(NN) =
∑
i,j
C−1ij I
(N)
i I
(N)
j (C17)
where summation over repeated indices L and M is as-
sumed in χ2. The utility of this expression is that the x
coefficients in Eqs. (C8-C17) are independent of ~b. Thus
for a given model ~c, the logarithm of L is a polyno-
mial in the bias parameters. Once these coefficients have
been computed, bias marginalization can be carried out
rapidly by numerical integration. Except where other-
wise noted, we also marginalize over σv as a nuisance
parameter at each point in parameter space.
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