Urban water demand is a complex function of socio-economic characteristics, climatic factors and public water policies and strategies. Therefore a combination model is developed based on the multivariate econometric approach which considers these parameters to forecast and manage the urban annual water demand. Firstly, the factors correlative with water demand are selected, then the trend and cyclical components of the factors are calculated by the Hodrick-Prescott (HP) filter method. The multiple linear regression method is applied to simulate the trend components and the fuzzy neural network is built based on the cyclical components, and then the two models are combined to forecast the urban annual water demand. In order to illuminate the model, it is used to forecast the annual water demand of Dalian against actual data records from 1980 to 2007. By comparing with the traditional methods, the preferable model accuracy demonstrates the effectiveness of the fuzzy neural network and multiple linear regression based on the HP filter in forecasting urban annual water demand. After model testing, the sensitivities of the influence factors in the model are analyzed. The results show the model is reliable and feasible, and it also helps to make predictions with less than 10% relative error.
INTRODUCTION
For an increasing number of countries, water scarcity has become a major problem. The even-increasing consumption of water among agricultural, industrial and urban use has led to more vicious competition for water resources, thus impeding social, industrial and rural development of many countries (Hoffmann et al. 2006) . However, the growing consumption of water is not paralleled by the increasing of water resources, and this fact, in turn, aggravates the competition between regions or countries for water (Ohlsson 1995) . Especially in China, more than 400 cities are suffering from insufficient water supply and about 110 cities are facing the more severe situation of water scarcity.
The annual urban water shortage amounts to 6 billion cubic meters . Undoubtedly, the water problem is an issue that deserves rigorous management and extreme caution in preventing depletion.
To achieve effective water management in a city, an analysis of water consumption is a must to determine which area needs improvement, how it should be improved and why needs improvement. Meanwhile, the water policies and routines need to be revised to achieve efficiency.
According to the time horizon considered, water demand forecasting can be classified as short-, medium-and longterm forecasting. The short-term water demand forecasting is used for real-time water control and allocation, while the medium-and long-term water demand forecasting is used for planning new developments or system expansion, financial planning, capacity planning and so on (Jain et al. doi: 10.2166 (Jain et al. doi: 10. /hydro.2009 (Jain et al. doi: 10. .082 2001 . This paper aims to establish a long-term forecasting model to forecast the future urban annual water demand.
The long-term forecasting is a crucial part in the successful operation of any water distribution system, planning of the projected size of inter-basin water transfer and designing the use of reclaimed sewage.
Historically, water managers have adopted conventional modeling techniques such as regression analysis and time series analysis, or a combination of the two. A lot of work on short-term and medium -long-term water demand forecast modeling using regression, time series analysis and combined methods has been widely reported in the literature.
Regression analysis is the most frequently used statistical technique to model water use from the various related factors such as population size, price of water, average income and annual precipitation. However, this analysis also includes very strict assumptions such as normal distribution and constant variance (Sen et al. 2003) . Gato et al. (2007) presents a new daily demand model incorporating base use values calculated using temperature and rainfall thresholds for East Doncaster, Victoria, Australia was evaluated. The model is based on a postulate that total water use is made up of base use and seasonal use, where base use represents mainly indoor use and is independent of climatic effects such as rainfall and temperature and seasonal use on seasonal, climatic and persistence components.
Results revealed the recommended total daily water use model has a combined coefficient determination, R 2 of 80%, which is an improvement on the previous model by Gato et al. (2003) with an R 2 of 65%. Babel et al. (2007) have proposed multivariate linear, semi-log and log-log approaches for domestic water demand modeling, which considered nine parameters to forecast and manage the domestic water use/demand. The application results have indicated that the level of water pricing, public education level and average annual rainfall were significant variables for domestic water demand.
Time series forecasting, the most widely used approach, relies on the direct identification of patterns existing in historical water demand data. It is assumed that future water use follows the trends in the past and the water use over time is extrapolated into the future by graphical or mathematical means. Thus the change in demand over time may be assumed to follow a linear, logarithmic, exponential or some other function. Jain et al. (2001) proposed a relatively new technique of artificial neural networks for short-term water demand forecasting, whose parameters are weekly maximum air temperature, weekly rainfall amount, weekly past water demand, and the occurrence and nonoccurrence of rainfall. An example application had shown the artificial neural network models, with an average absolute error of the best artificial neural network model in forecasting of 2.41%, consistently outperformed the regression and time series models, and it also showed the best correlation between the modeled and targeted water demands. Msiza et al. (2007) have applied artificial neural networks with multi-layer perceptron and radial basis functions to forecast water demand, in which the input is past water use and annual population size, while the output is monthly and annual water demand. Through comparison, the results have shown that the radial basis functions network is a better model with less validation errors. Ghiassi et al. (2008) have presented the development of a dynamic artificial neural network model for comprehensive urban water demand forecasting with a forecasting accuracy of more than 99%. They also examined the effects of including weather information in the forecasting models and found that such inclusion could improve accuracy.
But, using time series water demand data, the study has demonstrated that a dynamic artificial neural network model could provide an excellent fit and forecast without reliance upon the explicit inclusion of weather factors.
In recent years, the relative new technique of a combined forecasting model has been proposed as an efficient tool for modeling and forecasting. The model, which takes the advantages of the regression analysis and time series methods, can analyze the relationship between water demand and its exogenous variables such as weather and economic factors, and forecasts the data trend based on the past. Altunkaynak et al. (2005) have presented a Takagi -Sugeno (TS) fuzzy method for forecasting future monthly water consumption values from three antecedent water consumption amounts, which were considered as independent variables. After removing the possible trend from the water use time series, the TS fuzzy model was applied to monthly water consumption fluctuations of Istanbul in Turkey. The results have shown that this model predicts water consumption with less than 10% relative error.
At present, research on the combined method are relatively less in number than those on the regression and time series analysis. Even in the study by Altunkaynak et al. (2005) , the model, which is established in the three antecedent water consumption bases, did not consider the effects of other external variables. Since urban water demand is determined by different factors including the water rights systems, water price, socio-economic development and other natural factors, the urban water consumption is characterized as random, fuzzy and chaotic.
Accordingly the fuzzy neural network (FNN) is presented to find a more appropriate relationship between water consumption and its influence factors (Zhou et al. 2006) .
The FNN consists of two parts, where the first part is to calculate the relative membership degree (RMD) for the input data and the second part is a look-up table for mapping input and output patterns. It can solve the uncertainty and fuzzy problem effectively without requiring prior knowledge of the underlying process or making any assumptions about the relationship among variables (Chen & Ji 2005) . During the stage of learning, the weight vectors between the hidden and output layers are adjusted by supervised learning to reduce errors. A model with increasing historical data can automatically improve rules, thus enhancing its predictive ability. The FNN has efficient clustering effects from a human-like ability of extracting rules and good simulating results from nonlinear functions.
It is a good pattern recognition engine and robust classifier, with the ability to make decisions from fuzzy input data.
According to the trend and fluctuations in the past data, this study mainly develops a long term forecasting model to predict the urban annual water demand. The target of forecasting is urban annual water consumption, and the purpose is to predict water demand amounts for planning level years. Based on the past time series, the model combined multiple linear regression with a fuzzy neural network based on a Hodrick-Prescott filter and is used to model annual water consumption time series, whose inputs are five influence factors including some socio-economic and climate parameters, and the output is the annual water consumption time series. This paper is organized in the following manner. water consumption but also the annual precipitation; the urban annual average temperature also has a large effect on the water consumption: to be specific, the temperature has a positive correlativity with water demand. The higher the temperature is, the more the domestic and irrigation water consumption is; for the water consumption series, it has a certain trend for past several decades, and has great influence on the urban water demand in the future.
Consequently the study selected the following factors with high correlation to forecast the annual water demand, which are urban annual population, urban annual GDP, urban annual average temperature, urban annual greenery coverage and the previous annual water consumption. So the urban annual water demand model can be denoted as
where W is the urban annual water consumption time series, f is urban annual water demand function, P is the urban annual population time series, G is the urban annual GDP time series, AT is the urban annual average temperature time series, A is the urban greenery coverage time series and WU is the previous urban annual water consumption time series, WU t ¼ W t21 , where the subscript t represents the variable for the tth year.
HP filtering for annual water demand and its influence factors
With the passage of time, the annual urban water consumption and its influence factors in a time series are increasing with an obvious trend, but in response to government policy and the influence of some emergent events, those series also show some fluctuations. In order to model the urban annual water consumption and make future predictions, the HP filter technique is adopted to separate the trend component and the cyclical component from the original data. The HP filter is an algorithm for choosing smoothed values for a time series (Hodrick & Prescott 1997) , and after filtering, the series is divided into two series, namely a trend component series and a cyclical component series. For annual water demand series and the influence factors series, the HP filter is applied respectively to divide them into two series.
Taking the water demand series W as an example, the trend component series W T can be determined by formula (2):
where t represents the same as stated above; N represents the sample size of W; the parameter l is a relative weight of The trend component is subtracted from the actual data and the rest is called the cyclical component, that is
Similarly, the influence factors series can also be divided into a trend component series and a cyclical component series by using formula (2). After HP filtering, the water demand influence factors can be denoted as
Combined trend components and cyclical components of the annual water demand and its influence factors respectively, the urban water demand can be divided into two parts to forecast: and desired outputs (annual water demand) that are connected by a set of highly interconnected nodes arranged in a series of layers. These nodes are connected to the userdefined inputs and to the desired output. Figure 1 illustrates the FNN network architecture used in this paper with one input layer with m nodes, one hidden layer with l nodes and one output layer with one node.
Fuzzy neural network for water demand forecasting
According to the analysis of annual water demand influence factors, the actual value of the annual water demand is
x ij is the feature value of forecast factor i to sample j, i ¼ 1; 2; … ; m; j ¼ 1; 2; … ; N, m is the node number for the input layer: it equals the number of the factors and N is the sample size of W. In order to classify, the relative membership degree (RMD) of the forecast factors needs to be determined. Here the extensive Gauss function is selected to calculate the RMD:
where c i and s i are respectively the central point and width of forecast factor i:
For the FNN, the network input is r ij , which information is translated from the input layer node i to the hidden node, so the input and output is equal in node i, that is u ij ¼ r ij ; for node k in the hidden layer, the input is
The fuzzy membership degree (FMD) function is adopted as the activation function between nodes k and p. The output of node k is where w ik is the connection weight for nodes i and k and it satisfies P m i¼1 w ik ¼ 1, w ik $ 0. There is only one node in the output layer, the input is
where l is the node number for the hidden layer, p is the node number for the output layer, w kp is the connection weight for the hidden layer and output layer, P l k¼1 w kp ¼ 1, w kp $ 0. The output is
The output of the network is the response for the FNN input r ij . Supposing the expected output of annual water demand j is Mðu pj Þ, the square error is as follows:
When the square error is less than the set value, the annual water demand can be calculated by the inverse function of formula (4):
Principle of FNN training arithmetic
After HP filtering, the trend components and cyclical components of water demand and its influence factors are obtained. The RMD {r ij } of each cyclical component for the influence factor calculated by formula (4) is the input of the FNN, and these inputs are converted into outputs by some operation in the FNN. The model performance is as follows.
(1) Firstly, to determine the input layer nodes m and output layer nodes p by data records of influence factors and annual water demand, we endow the parameters w ik ; w kp and h in the FNN (see Figure 1) with random initial values and give the maximum calculating time l and constant 1.
(2) Input {r ij } into the FNN and calculate the output u pj by using formulae (5) - (7).
(3) Calculate the network error by formula (8) and adjust the weights to make the E j minimum. Using the gradient descent algorithm, the weight adjustment is as follows:
Here, h is the learning coefficient.
According to formula (10),
Based on formula (8) Then the weight adjustment for input layer node i to hidden layer node k is
(4) Return to step (2) After HP filtering, the correlation coefficients between the trend components of annual water demand and factor variables are all increased, but the correlation coefficients between the cyclical components of annual water demand and factor variables are decreased. The correlation coefficient analysis results are listed in Table 1 .
Modeling for the two components
After HP filtering, the increasing trend of annual water consumption in the past few years is similar to the trends of influence factors, and the correlations of trend components between annual water demand and each factor are all increased; even the correlation coefficients between annual water demand and population, annual average temperature and greenery coverage are all more than 0.90. The regression equation for trend components, denoted as HP-MLR(T), is established as follows: For the cyclical components, the study adopts the FNN to simulate the cyclical components, in which ðP C ; G C ; R C ; T C ; A C Þ is the input to forecast W C , denoted as HP-FNN (C). Firstly, using formula (4), the RMD of each factor is calculated as the FNN input and the RMD of W C is determined as the FNN expected output M(W C ).
Then, according to the FNN training arithmetic, the cyclical components of annual water demands are simulated by the cyclical components of the influence factors. Because of too many data, here we only list the RMD of P C and W C : According to the network input, the input layer has 5 nodes, that is to say, m ¼ 5; and let the hidden layer nodes l ¼ 6, endowing parameters w ik ; w kp and h in the FNN with a random initial value, and giving the maximum calculating time l ¼ 10,000 and calculated precision 1 ¼ 10 24 , the network input is RðP C ; G C ; R C ; T C ; A C Þ and the expected output is M(W C ). After determining the network architecture, we can adjust the network parameters and train the network by the model performance steps.
In order to compare the forecasting results, MLR is established for the cyclical components W C and P C ; G C ; AT C ; A C ; WU C . The regression equation for the cyclical components W C , denoted as HP-MLR(C), is as follows:
From Table 1 it is known that the linear correlation is poor between W C and the cyclical components. The minimum correlation coefficient is 0.054. The analyzing results of the regression coefficient significance level have 
CONCLUSION
This study selects some socio-economic, climate and other related factors to forecast the urban water demand, and in order to improve the forecasting accuracy, the HP filter method is adopted to separate the historical data of the annual water demand and its influence factors into a trend and a cyclical component. After HP filtering, the HP-MLR and HP-FNN techniques are applied to forecast the urban water demand. From the performance of two models based on the HP filter, we can conclude that: (1) techniques used alone; and it also concludes that the better results are obtained when the HP filter is adopted to separate the water demand and its influence factors into trend components and cyclical components.
(4) The long-term forecasting model can provide a reference for the water manager to make decisions such as allocating water resources, planning for urban development scheduling, and designing projects of inter-basin water transfer.
