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Abstract
The reachability r(D) of a directed graph D is the number of ordered pairs of distinct vertices (x, y) with a directed path from
x to y. Consider a game associated with a graph G = (V ,E) involving two players (maximizer and minimizer) who alternately
select edges and orient them. The maximizer attempts to maximize the reachability, while the minimizer attempts to minimize the
reachability, of the resulting digraph. If both players play optimally, then the reachability is ﬁxed. Parameters that assign a value
to each graph in this manner are called competitive parameters. We determine the competitive-reachability for special classes of
graphs and discuss which graphs achieve the minimum and maximum possible values of competitive-reachability.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Various graphical games involve two players alternately choosing vertices to be in a vertex set S in a graphG, where
the resulting set must have a certain property. Play stops when the addition of any vertex not already in the set destroys
the property. As for the independence game discussed in Finbow and Hartnell [4,5] and Conway [2], the winner/loser
is typically determined by who was last to select a vertex for the set.
Graphical two-player games in which players are not concerned with who played last, but rather with the order of the
resulting set, were introduced in Phillips and Slater [8,9]. One player is the maximizer and the other is the minimizer.
The players take turns selecting vertices to go into a set S ⊆ V (G) which is required to have some property such as
independence. The maximizer attempts to maximize the order of the resulting set, while the minimizer attempts to
minimize its order. The minimizer and maximizer are constructing a single set S, not two separate sets. Both players are
assumed to play optimally, and then the cardinality of the resulting set is ﬁxed. Parameters that assign a value to each
graph in this manner are called competitive parameters. The competition-independence game and the competition-
enclaveless game are considered in [8,9] (see also [14]), and the competition-acquisition game is introduced in Slater
and Wang [16].
In this paper, we consider a competitive parameter based upon the reachability of an oriented graph.We only consider
graphs without isolated vertices. Basic introductory results appeared in Seo and Slater [13]. A directed graphD obtained
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from an undirected graph G by assigning a direction to each edge in G is called an oriented graph. The reachability
r(D) of a directed graph D is the number of ordered pairs of distinct vertices (x, y) with a directed path from x to
y. The problem of orienting an undirected graph G so as to maximize the reachability of the resulting directed graph
D is considered, for example, in Hakimi et al. [7], and Seo and Amin [11,12], and Wang and Amin [17]. Clearly,
r(D)n(n − 1) for a digraph D on n vertices, and D is called strongly connected if r(D) = n(n − 1).
Theorem 1 (Robbins [10]). A graph G can be oriented so that the resulting oriented graph D is strongly connected,
that is r(D) = n(n − 1), if and only if G is 2-edge connected.
For an undirected graphG, as in [7,11,12] r(G) (respectively, r−(G)) denotes themaximum (respectively, minimum)
value of r(D) where D is an orientation of G. Clearly each edge of G provides a directed path of length one in any
orientation D of G, so r−(G) |E(G)|.
Observation 2. For any graph G of size m = |E(G)|, mr−(G)r(G)n(n − 1).
We have r−(G) |E(G)|, and it is known that r−(G) = |E(G)| if and only if G is a comparability graph or,
equivalently, if G is transitively orientable (see [1,3,6,15]). Letting C(G) denote the minimum number of edges which
must be added to G to obtain a comparability graph, we have the following theorem of Hakimi et al.
Theorem 3 (Hakimi et al. [7]). r−(G) = |E(G)| + C(G).
We can consider a game in which two players alternately choose an orientation for an edge of G until all of the edges
have been oriented. The number of moves is clearly ﬁxed, namely |E(G)|. For this competitive game the maximizer
(respectively, minimizer) will try to maximize (respectively, minimize) the reachability r(D) of the resulting digraph
D. The competitive-reachability parameters r+com(G) and r−com(G) are the reachability values when the maximizer and
minimizer, respectively, move ﬁrst. For example, consider the star K1,4 with center vertex u and endpoints v1, v2, v3,
and v4. Orienting all four edges into u, or all four edges out from u, we obtain r−(K1,4) = 4. Orienting two edges into
u and the other two out from u, we obtain r(K1,4) = 8.
Throughout this paper we refer to the maximizer as “he” and the minimizer as “she.”
For the competition-reachability game on K1,4, if the minimizer plays ﬁrst then, for each of the maximizer’s two
moves, he orients an edge opposite to the way the minimizer just has, resulting in exactly two edges oriented into u,
as in Fig. 1a. Thus r−com(K1,4) = r(K1,4) = 8. If the maximizer plays ﬁrst, then for both of the minimizer’s moves she
can orient edges in the same direction as the maximizer’s ﬁrst move, as in Fig. 1b. Thus r+com(K1,4) = 7.
For a second example, consider r−com(P5). If the minimizer orients the ﬁrst edge from v1 to v2, then the maximizer
orients the last edge from v5 to v4. No matter how the minimizer orients one of the inner edges, the maximizer can
create a directed P4 on the last move, as in Fig. 1c. Likewise, if the minimizer orients an inner edge on her ﬁrst move,
say from v3 to v2, the maximizer orients the other inner edge in the same direction, in this case from v4 to v3. Again
on his next move the maximizer can create a directed P4. It follows that r−com(P5) = 7.
Note that all m = |E(G)| edges get oriented, so the resulting digraph D always has reachability at least m.
From the deﬁnitions, we clearly have the following observation.
u
v1 v2 v3 v4 v1 v2 v3 v4 v1 v2 v3 v5v4
u
(a) (b) (c)
Fig. 1. r−com(K1,4) = 8, r+com(K1,4) = 7, and r−com(P5) = 7.
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Observation 4. For every graph G of order n= |V (G)| and size m |E(G)| we have mr−(G)r−com(G)r(G)
n(n − 1) and mr−(G)r+com(G)r(G)n(n − 1).
In the next section, we present the competition-reachability for some special classes of graphs. In Section 3 we
characterize graphs G that achieve the lower bound of m = |E(G)| for the competition-reachability parameters.
2. Some classes of graphs
In this section, we determine the values of r+com and r−com for paths, stars, and for all graphs, such as complete graphs
Kn, that contain the join K4 + Kn−4 as a spanning subgraph. We also determine the values of r+com for cycles and
subdivided trees T ∗ for a tree T with maximum degree (T )3.
2.1. Paths and stars
Note in the next theorem that it is better for each player to be the one to play ﬁrst on path Pn when n is even, but it
is better to play second for paths with an odd number of vertices. Theorem 5 appeared in [13], but here we present an
alternative proof of Claim 3.
Theorem 5. For the path Pn on n vertices,
r+com(Pn) =
⎧⎪⎨
⎪⎩
(7n − 12)/4 = 7k − 3 : n = 4k,
(6n − 10)/4 = 6k − 1 : n = 4k + 1,
(7n − 10)/4 = 7k + 1 : n = 4k + 2,
(6n − 10)/4 = 6k + 2 : n = 4k + 3,
r−com(Pn) =
⎧⎪⎨
⎪⎩
(6n − 8)/4 = 6k − 2 : n = 4k,
(7n − 7)/4 = 7k : n = 4k + 1,
(6n − 8)/4 = 6k + 1 : n = 4k + 2,
(7n − 9)/4 = 7k + 3 : n = 4k + 3.
Proof.
Claim 1. r+com(P2k+1) = 3k − 1 = (6n − 10)/4.
The minimizer can consider the k pairs of consecutive adjacent edges {v1v2, v2v3}, {v3v4, v4v5}, . . . , {v2k−1v2k,
v2kv2k+1}. Each time the maximizer orients an edge, the minimizer orients the other edge paired with it in the opposite
direction. Thus, no three edges in a row are similarly oriented (that is, there are no directed P4’s), nor are v1v2 and v2v3,
nor are edges v2k−1v2k and v2kv2k+1. Therefore, with m = 2k oriented edges and at most k − 1 directed P3’s we have
r+com(P2k+1)2k + (k − 1) = 3k − 1. Also, for each move after the ﬁrst, the maximizer can choose an edge adjacent
to an oriented edge and orient it in the same direction. Therefore, r+com(P2k+1)2k + (k − 1)= 3k − 1= (6n− 10)/4.
Claim 2. r−com(P2k) = 3k − 2 = (6n − 8)/4.
There are (2k − 1) edges, so the minimizer will make k moves and the maximizer (k − 1). Again, each of the
maximizer’s (k − 1) moves can make two consecutive edges have the same orientation, so r−com(P2k)(2k − 1)
+ (k − 1) = 3k − 2. The minimizer can orient v1v2 and consider the pairs {v2v3, v3v4}, {v4v5, v5v6}, . . . , {v2k−2
v2k−1, v2k−1v2k} and respond to each maximizer’s move by orienting the paired edge in the opposite direction.
Therefore, r−com(P2k)(2k − 1) + (k − 1) = 3k − 2.
Claim 3. r−com(P4k+1) = 7k = (7n − 7)/4.
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(a) (b)
Fig. 2. A tree T with (T )3 and its subdivided tree T ∗.
The maximizer can partition the edges into sets of four consecutive edges and always respond to a minimizer’s move
with a move in the same four-set of edges. One can think of this as separate play on each of k different P5’s. As noted
above, r−com(P5) = 7, and it follows that r−com(P4k+1)7k.
The minimizer can adopt the following “pairing” strategy. Consecutively, pair the edges {v1v2, v2v3}, {v3v4,
v4v5}, . . . , {v2j−1v2j , v2j v2j+1}, . . . , {v4k−1v4k, v4kv4k+1}. To start, orient the ﬁrst edge from v2 to v1. Thereafter,
whenever the maximizer chooses an edge from a new pair, orient the other edge in the pair in the opposite direction. If
the maximizer orients the edge whose paired edge is already oriented, let vivi+1 be the ﬁrst unoriented edge and orient
it opposite to the orientation of vi−1vi . Note that in this latter case i must be odd.
Whenever a pair of edges {v2j−1v2j , v2j v2j+1} is oriented in the same direction, then theminimizer oriented v2j−1v2j
before the maximizer oriented v2j v2j+1 and j2 implies that v2j−2v2j−1 is oriented oppositely from v2j−1v2j . In
particular, no four consecutive edges are oriented in the same direction, and, if three are, then the ﬁrst two form a pair.
We will call an edge v2i−1v2i and an edge v2iv2i+1 odd and even, respectively. That is, the ﬁrst edge of each pair is
called odd and the second even, and any resulting directed P4 contains two odd edges.
We calculate the maximum possible reachability by considering how many pairs of vertices at distances one, two
and three can be connected by directed paths. As always, m = |E(G)| = 4k counts the pairs at distance one. For pairs
of vertices at distance two, if an odd edge v2i−1v2i is in a directed path v2i−1, v2i , v2i+1, then, the minimizer was the
one to orient edge v2i−1v2i which implies v2i−2v2i−1 is oriented oppositely to v2i−1v2i . Suppose an odd edge v2i−1v2i
is in a directed path v2i−2, v2i−1, v2i , then if the maximizer oriented v2i−1v2i it follows that the minimizer oriented
v2iv2i+1 in the opposite direction, and if the minimizer oriented v2i−1v2i it must be in response to the maximizer’s
orienting v2iv2i+1 and these two edges will be oppositely oriented. Thus each odd edge is in at most one directed P3,
so there are at most 2k directed P3’s. For pairs of vertices at distance three, as noted, each directed P4 contains two
odd edges and one even edge, and each odd edge is in at most one directed P4. Because we have 2k odd edges, there
are at most k directed P4’s. In summary, r−com(P4k+1)4k + 2k + k = 7k.
The remaining equalities can likewise be veriﬁed (in particular, the minimizer can use a similar pairing strategy to
get r−com(P4k+3)(4k + 2) + (2k + 1) + k = 7k + 3), completing the proof. 
Note that path P2k+1 can be obtained from path Pk+1 by subdividing each of its edges. The following theorem
generalizes Claim 1 of Theorem 5 (see Fig. 2).
Theorem 6. If tree T ∗ of order n = 2k + 1 is obtained by subdividing each edge of a tree T of order (k + 1) with
maximum degree (T )3, then r+com(T ∗) = (6n − 10)/4 = 3k − 1.
Proof. Each player will orient k of the 2k edges of T ∗. For each of the k − 1 moves after his ﬁrst, the maximizer can
orient an edge adjacent to an edge already oriented so as to create a directedP3. Hence, r+com(T ∗)2k+(k−1)=3k−1.
In T ∗ there are k pairs of adjacent edges, each pair sharing one of the new subdivision vertices. The minimizer can
adopt the strategy of following each of the maximizer’s moves by orienting the paired edge in the opposite direction,
so that no subdivision vertex will be the center of a directed P3 in the resulting orientation D∗ of T ∗. This implies that
D∗ will not have any directed P4’s. Let n1, n2, and n3 denote the number of vertices of degree one, two, and three,
respectively, in T. Note that n1 + n2 + n3 = k + 1 and n1 = n3 + 2. Noting that each v ∈ V (T ) of degree three can
be the center of at most two directed P3’s in D∗, D∗ has at most n2 + 2n3 = n1 + n2 + n3 − 2 = k − 1 directed P3’s.
Hence, r+com(T ∗)2k + (k − 1) = 3k − 1. 
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The preceding discussion for K1,4 easily extends to all stars K1,n−1, and we have the next theorem.
Theorem 7 (Seo and Slater [13]). For the starK1,t on n= t +1 vertices and t edges we have r−com(K1,2k)=k2 +2k=
r(K1,2k), r+com(K1,2k+1)= r−com(K1,2k+1)= k2 + 3k + 1= r(K1,2k+1) and r+com(K1,2k)= k2 + 2k − 1= r(K1,2k)− 1.
2.2. Cycles
In this section we determine the values of r+com(Cn) for a cycle on n vertices.
Theorem 8. For the cycle Cn on n vertices,
r+com(Cn) =
⎧⎪⎨
⎪⎩
6n/4 = 6k : n = 4k,
(7n + 1)/4 = 7k + 2 : n = 4k + 1,
(6n − 4)/4 = 6k + 2 : n = 4k + 2,
(7n − 5)/4 = 7k + 4 : n = 4k + 3.
Proof.
Claim 1. r+com(C4k+1) = 7k + 2 = (7n + 1)/4.
Without loss of generality, we assume that the maximizer orients v1v2 from v1 to v2 on his ﬁrst move.
After the maximizer’s ﬁrst move, the maximizer can partition the path v2, v3, v4, . . . , v4k, v4k+1, v1 into sets of four
consecutive edges and always respond to a minimizer’s move with a move in the same 4-set of edges. One can think
of this as a separate play on each of k different P5’s. As noted above, r−com(P5) = 7, so the resulting reachability is
at least 7k, without yet considering the contribution from the ﬁrst edge v1v2 that is oriented by the maximizer. Note
that in the play on each P5 the maximizer guarantees that the ﬁrst and fourth edges are oriented in opposite directions.
Now, if the edge v2v3 or the edge v4k+1v1 is oriented in the same direction as the edge v1v2, then the edge v1v2 adds
the value of at least two to the reachability (one for the edge itself and one for the directed P3 containing it). If not,
there is at least one directed P3 using the fourth edge on one of the k P5’s and the ﬁrst edge of the next P5. Therefore,
r+com(C4k+1)7k + 2.
The minimizer can orient the edge v2v3 from v3 to v2 on her ﬁrst move and treat the orientation of the path
v2, v3, v4, . . . , v4k, v4k+1, v1 as a separate play on P4k+1. She can consecutively pair the edges {v2v3, v3v4}, {v4v5,
v5v6}, . . . , {v2j v2j+1, v2j+1v2j+2}, . . . , {v4kv4k+1, v4k+1v1}. Now the “odd” edges of P4k+1 being considered are of
the form v2j v2j+1, namely, the ﬁrst edge in each pair. Whenever the maximizer chooses an edge from a new pair, the
minimizer orients the other edge in the pair in the opposite direction. If the maximizer orients the edge whose paired
edge is already oriented, let vivi+1 be the ﬁrst unoriented edge and orient it opposite to the orientation of vi−1vi . As
in Claim 3 of Theorem 5, r−com(P4k+1) = 7k.
If the edge v4k+1v1 is oriented oppositely from v1v2 in the resulting digraph D, then we have r(D)7k + 1. If the
edge v4k+1v1 is oriented in the same direction as v1v2, but is oriented oppositely from v4kv4k+1, then the edges v4k+1v1
and v1v2 create a directed P3, and r(D)7k + 2. If the edge v4k+1v1 is oriented in the same direction as both v1v2
and v4kv4k+1 (and so v4k−1v4k is oriented from v4k to v4k−1), then the odd edge v4kv4k+1 and edges v4k+1v1 and v1v2
add the value six to reachability. Recall that any directed P4 on v2, v3, v4, . . . , v4k, v4k+1, v1 contains two odd edges.
There are (2k − 1) remaining odd edges besides v4kv4k+1, which implies that there can be only (k − 1) pairs of odd
edges and an extra odd edge. Therefore, r(D)(4k + 1) + 3 + 3(k − 1) + 1 = 7k + 2.
Claim 2. r+com(C4k+3) = 7k + 4 = (7n − 5)/4.
Without loss of generality, we assume that the maximizer orients v1v2 from v1 to v2 on his ﬁrst move.
After the maximizer’s ﬁrst move, he can treat the orientation of the path v2, v3, v4, . . . , v4k, v4k+1, v4k+2 as a
separate play on P4k+1. Because r−com(P4k+1)=7k=|E(P4k+1)|+3k, he can be guaranteed to add 3k directed paths of
length at least two to reachability, without considering the contribution from the edges v1v2,v4k+2v4k+3, and v4k+3v1.
Furthermore, the maximizer can guarantee at least one more directed P3 either by orienting edge v4k+2v4k+3 from
v4k+3 to v4k+2 or v4k+3v1 from v4k+3 to v1. Therefore, we get r+com(C4k+3)(4k + 3) + 3k + 1 = 7k + 4.
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The minimizer can orient the edge v2v3 from v3 to v2 on her ﬁrst move, and can then adopt the same pairing strategy
as the one in Claim 3 of Theorem 5 for P4k+1, this time for the orientation of the path P4k+3, v2, v3, v4, . . . , v4k, v4k+1,
v4k+2, v4k+3, v1. Now the odd edges, the ﬁrst ones in pairs, are of the form v2iv2i+1. As in Theorem 5, r−com(P4k+3)=
(7n − 9)/4 = 7k + 3, so if the edge v4k+3v1 is oriented from v1 to v4k+3, then r(D)(7k + 3) + 1 = 7k + 4.
On the other hand, if the edge v4k+3v1 is oriented from v4k+3 to v1, then we examine the two cases depending on the
orientation of the edge v4k+2v4k+3. If the edge v4k+2v4k+3 is oriented from v4k+2 to v4k+3, then the edge v4k+1v4k+2
has to be oriented from v4k+2 to v4k+1, for otherwise v4k+1, v4k+2, v4k+3, v1 would form a directed P4 containing one
odd edge, which is a contradiction. (Note that in the minimizer’s pairing strategy, every directed P4 must contain two
odd edges.)We also observe that the edges v2v3 and v4k+1v4k+2 are oriented in the same direction and hence there are at
most (k − 1) directed P4’s in the path P4k+1 on the vertices v2, v3, v4, . . . , v4k, v4k+1, v4k+2. (Note that, following the
minimizer’s strategy, the resulting orientation of an optimal game on P4k+1 can contain k directed P4’s only if the ﬁrst
and the last edges are oriented in the opposite direction.) Now we partition the path v2, v3, v4, . . . , v4k, v4k+1, v4k+2
into k sets of four consecutive edges, and look at the group of four edges that is closest to v4k+2 that does not contain
a directed P4, and let e1 and e2 be the two odd edges in the group. We assume e2 is closer to v4k+2 than e1 is. If e1
or e2 is not in a directed P3, then in the orientation of C4k+3 there are (4k + 3)P2’s, at most (2k + 1) directed P3’s
(including v4k+2, v4k+3, v1, and v4k+3, v1, v2) and at most k directed P4’s (including v4k+2, v4k+3, v1, v2). So we get
r(D)(4k + 3) + (2k + 1) + k = 7k + 4. If both e1 and e2 are in directed P3’s, the edge in the next group of four
edges which is adjacent to e1 has to be oriented in the same direction as v2v3, which implies there is at least one more
group of four edges which does not contain a directed P4, so we get r(D)(4k + 3) + (2k + 2) + (k − 1) = 7k + 4.
Next we consider the case when the edge v4k+2v4k+3 is oriented from v4k+3 to v4k+2. If the edge v4k+2v4k+3 is
not in a directed P3, then it is easy to show that r(D)(4k + 3) + (2k + 1) + k = 7k + 4. If the edge v4k+2v4k+3
is in a directed P3, but not in a directed P4, then the edge v4k+1v4k+2 must be oriented in the same direction as
v2v3. As noted above, there is at least one group of four edges which does not contain a directed P4, so we get
r(D)(4k + 3) + (2k + 2) + (k − 1) = 7k + 4.
The last case is when the edge v4k+2v4k+3 is in a directed P4, namely, v4k+3, v4k+2, v4k+1, v4k . Note that there are at
most k directed P4’s in the orientation of the path P4k+1 in an optimal game. Suppose there are exactly (k − 1) directed
P4’s in the orientation of the path P4(k−1)+1 on the vertices v2, v3, v4, . . . , v4k−3, v4k−2. Then, as noted above, the edge
v4k−3v4k−2 has to be oriented from v4k−3 to v4k−2. We also observe that the edge v4k−1v4k has to be oriented from
v4k−1 to v4k (otherwise, v4k−1, v4k , v4k+1, v4k+2, v4k+3 would form a directed P5) and in turn the edge v4k−2v4k−1
has to be oriented from v4k−1 to v4k−2 (otherwise, a directed P4 containing two even edges, v4k−3, v4k−2, v4k−1, v4k ,
would exist). Since the odd edge v4k−2v4k−1 will not be in a directed P3, there will be at most (2k + 1) directed
P3’s and (k − 1 + 1) directed P4’s in the orientation of C4k+3, and hence r(D)(4k + 3) + (2k + 1) + k = 7k + 4.
If there are fewer than k − 1 (at most k − 2) directed P4’s in the orientation of the path P4(k−1)+1 on the vertices
v2, v3, v4, . . . , v4k−3, v4k−2, then there will be at most (2k + 2) directed P3’s and (k − 2 + 1) directed P4’s in the
orientation of C4k+3, so r(D)(4k + 3) + (2k + 2) + (k − 1) = 7k + 4.
Claim 3. r+com(C4k) = 6k = 6n/4.
The minimizer can consider the 2k pairs of consecutive adjacent edges {v1v2, v2v3}, {v3v4, v4v5}, . . . , {v4k−1
v4k, v4kv1}. Each time the maximizer orients an edge, the minimizer orients the other edge paired with it in the
opposite direction. Thus, there will be no directed P4’s and at most 2k directed P3’s, so r+com(C4k)4k + 2k = 6k.
Next, we show that r+com(C4k)6k. After the maximizer’s ﬁrst move, each of the maximizer’s remaining
(2k − 1) moves can make two consecutive edges have the same orientation creating at least (2k − 1) directed P3’s,
so r+com(C4k)4k + (2k − 1). If there is also a directed P4 or at least 2k directed P3’s, then we are done. Suppose
there are no directed P4’s and exactly (2k − 1) directed P3’s. Then there must be (2k + 1) alternately directed seg-
ments, which is impossible because there cannot be an odd number of orientation changes in the cycle. Therefore,
r+com(C4k)4k + 2k = 6k.
Claim 4. r+com(C4k+2) = 6k + 2 = (6n − 4)/4.
After the maximizer’s ﬁrst move, each of the maximizer’s remaining 2k moves can make two consecutive edges
have the same orientation creating at least 2k directed P3’s, so r+com(C2k)(4k + 2) + 2k.
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Next, we show that r+com(C4k+2)(4k+2)+2k. The minimizer can follow the same strategy as in Claim 3, so there
will be no directed P4’s and at most (2k + 1) directed P3’s, so r+com(C4k+2)(4k + 2) + (2k + 1). However, there
cannot be an odd number of orientation changes in the cycle. Therefore, r+com(C4k+2)(4k + 2) + 2k. 
Observe that all of the even paths and cycles provide examples where adding an edge to a graph G can actually
decrease the value of r+com(G). For example, r+com(P4k) = (7n − 12)/4 and r+com(C4k) = 6k = 6n/4.
2.3. Complete graphs
In this section we determine the values of r+com(Kn) and r−com(Kn) for complete graph Kn on n vertices. We let G
denote the complement of G.
Proposition 9 (Seo and Slater [13]). r+com(K3) = r−com(K3) = 3 and r+com(K4) = r−com(K4) = 9.
We ﬁrst consider the join of K4 with n − 4 isolated vertices, K4 + Kn−4.
Theorem 10. For n5, we have r+com(K4 + Kn−4) = r−com(K4 + Kn−4) = r(K4 + Kn−4) = n(n − 1).
Proof. Let G = K4 + Kn−4. We can assume that V (G) = {1, 2, 3, . . . , n} where the vertices are numbered so that the
ﬁrst four vertices form a K4 and each vertex i with 5 in has open neighborhood {1, 2, 3, 4}.
We consider r−com(G). The proof that we also have r+com(G) = n(n − 1) is fairly similar and is omitted here.
To see that r−com(G) = n(n − 1) = r(G) we will show that the maximizer can guarantee that the resulting digraph
D5 on {1, 2, 3, 4, 5} is strongly connected. Note that the minimizer moves ﬁrst, and the maximizer can respond to
the minimizer’s orientation of an edge connecting two vertices in {1, 2, 3, 4, 5} by orienting another one of these 10
edges. For 6 in, there are four edges connecting vertex i to vertices 1, 2, 3, 4. Let the maximizer respond to each
orientation by the minimizer of an edge incident with vertex i by orienting another edge incident with vertex i in the
opposite direction. Thus for 6 in, we will have two arcs oriented into i and two arcs oriented out from i. Given that
D5 on {1, 2, 3, 4, 5} is strongly connected, it follows that the resulting digraphD on {1, 2, 3, . . . , n} has r(D)=n(n−1),
as required.
We now consider the sequence of 10 orientations of the edges for {1, 2, 3, 4, 5}. Without loss of generality, we can
assume the minimizer ﬁrst orients edge {1, 2} from 1 to 2. For the second edge orientation, the maximizer orients edge
{1, 4} from 4 to 1.
If the third orientation is anything other than from 4 to 2, the maximizer can use move four for D5 to guarantee that
we have the arc from 2 to 4, and hence have directed cycle 1, 2, 4, 1. For each of the vertices 3 and 5 the maximizer
can guarantee the existence of an incident arc from {1, 2, 4} and another into {1, 2, 4}. Hence, D5 will be strongly
connected.
Assume that the minimizer makes the third edge orientation for D5 be from 4 to 2. The maximizer makes the fourth
orientation for D5 be from 3 to 4. If the minimizer’s ﬁfth orientation is not from 3 to 2, the maximizer can use move six
for D5 to guarantee that we have the arc directed from 2 to 3 and directed cycle 1, 2, 3, 4, 1. Thereafter, the maximizer
can guarantee there will be at least one arc oriented into vertex 5 and at least one oriented from vertex 5. Hence, when
we have orientations from 4 to 2 and 3 to 4, and if the minimizer’s ﬁfth orientation is not from 3 to 2, then D5 will be
strongly connected.
Assume that the minimizer makes the ﬁfth edge orientation for D5 be from 3 to 2. The maximizer makes the sixth
orientation from 2 to 5. The minimizer must then orient from 3 to 5 for choice seven, or the maximizer guarantees
directed cycle 1, 2, 5, 3, 4, 1. If the minimizer orients from 3 to 5 for move seven, the maximizer orients from 1 to 3
for move eight, resulting in the conﬁguration in Fig. 3.
The maximizer’s move 10 will either be to orient from 5 to 1 or from 5 to 4, whichever is available. In either case,
D5 is strongly connected, completing the proof. 
As previously noted, it is possible to have the addition of an edge to a graph actually decrease the value of r+com
or r−com. That is, we can have r+com(G + uv)< r+com(G) or r−com(G + uv)< r−com(G) for a graph G and an edge uv
not in E(G).
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Fig. 3. The ﬁrst eight orientations for D5.
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Fig. 4. K4-free graphs H and H∗ with r−com(H) = 6(5) and r+com(H∗) = 12(11).
This is not, however, the case for any graph H containing G = K4 + Kn−4 as a spanning subgraph, that is, a graph
with four vertices forming a clique, each vertex of which is adjacent to all of the other (n − 1) vertices in the graph.
Consider, for example, the proof that r−com(G) = n(n − 1) for Theorem 10. Note that after the minimizer makes her
ﬁrst move, each move of the maximizer had a forced response by the minimizer or else the maximizer could guarantee
reachability n(n − 1). In particular, for G = K4 + Kn−4 a spanning subgraph of a graph H, for any move beyond the
ﬁrst, it is certainly not harmful to the maximizer if the minimizer ever chooses to orient an edge in E(H)−E(G), that
is, if the minimizer ever decides to “skip a move” in the play on G. For the minimizer’s ﬁrst move in E(H) − E(G),
we note that r+com(G) = n(n − 1). Thus we have r−com(H) = n(n − 1).
Similar arguments show that when the maximizer moves ﬁrst in E(G), it cannot be to the minimizer’s advantage for
her to choose an edge in E(H) − E(G), so r+com(H) = n(n − 1).
Theorem 11. If G = K4 + Kn−4 is a spanning subgraph of graph H , then r+com(H) = r−com(H) = n(n − 1).
Corollary 12. For n5, r+com(Kn) = r−com(Kn) = n(n − 1).
The converse of Theorem 11 is not true. For example, the graph H in Fig. 4 obtained from K6 by deleting a matching
satisﬁes r−com(H) = 30 = n(n − 1), although it does not contain K4 + Kn−4 as a spanning subgraph. The maximizer
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has a particularly nice strategy, as described in Observation 13. The graph H ∗ contains two copies of H, and, like H, it
is K4-free but r+com(H ∗) = n(n − 1) = 12(11), as shown in Observation 14.
Observation 13. Graph H in Fig. 4 satisﬁes r−com(H) = 30 = |V (H)|(|V (H)| − 1).
Proof. The maximizer can pair the 12 edges of E(H) as {v1v6, v1v3}, {v2v1, v2v3}{v3v4, v3v5}, {v4v2, v4v5},
{v5v1, v5v6}, {v6v2, v6v4}. Note that each vertex has one pair of edges incident with it. The maximizer can respond to
each move of the minimizer by orienting the other edge paired with the minimizer’s choice in the opposite direction,
thereby guaranteeing that each vertex has indegree and outdegree at least one in any resulting orientation D of H.
To see that we have reachability r(D) = 30 for any orientation D of H resulting from the maximizer following this
strategy, assume that there are vertices u and v for which there is no directed uv path in such a D. Let S ⊆ V (D) be the
set of verticesw for which there is a directed uw path inD. Clearly u ∈ S, but |S| = 1 because outdeg(u)1. Likewise,
|S| = 5 with S =V (D)−{v} because indeg(v)1. Also, |S|=2 with S ={u, x} is not possible because outdeg(u)1
and outdeg(x)1, and |S| = 4 with V (D)− S = {v, x} is not possible because indeg(v)1 and indeg(x)1. Finally,
suppose |S|=3. If the induced subgraph generated by S inH is a path, 〈S〉P3, thenE(H)−[E(〈S〉)∪E(〈V (H)−S〉)]
has eight edges and hence contains one of our six pairs, but this would imply there is an arc in D directed from S to
V (D) − S. The ﬁnal possibility is for 〈S〉K3, which for H implies that 〈V (H) − S〉K3. However, for each of
the four possible pairs of triangles for S and V (H) − S, there is a vertex w in one of the triangles for which the pair
of edges incident with w are both incident with vertices in the other triangle, implying that there is an arc directed
from S to V (D)−S, a contradiction. Namely, for{v1, v2, v3} and {v4, v5, v6} we have {v3v4, v3v5}; for {v1, v3, v5} and
{v2, v4, v6} there is {v2v1, v2v3}; for {v1, v5, v6} and {v2, v3, v4} we have {v6v2, v6v4}; and {v1, v2, v6} and {v3, v4, v5}
has {v5v1, v5v6}. 
Observation 14. Graph H ∗ in Fig. 4 satisﬁes r+com(H ∗) = |V (H ∗)|(|V (H ∗)| − 1).
Proof. The maximizer can orient edge e1, say from H2 to H1, for his ﬁrst move. Thereafter, the maximizer responds
to each move of the minimizer in H1, H2 or {e2, e3}, respectively, with a move in the same set. When the minimizer
orients e2 or e3, the maximizer orients the other edge from H1 to H2. In each of H1 and H2 the maximizer plays to
achieve r−com(H) = 6(5). It follows that the resulting orientation is strongly connected. 
The graphs H and H ∗ in Fig. 4 with r−com(H) = |V (H)|(|V (H)| − 1) and r+com(H ∗) = |V (H ∗)|(|V (H ∗)| − 1) are
K4-free but still have triangles, that is, the girth is three. We have the following conjecture.
Conjecture 15. For every positive integer g there are graphs G and H of girth at least g for which r−com(G) =
|V (G)|(|V (G)| − 1) and r+com(H) = |V (H)|(|V (H)| − 1).
3. Graphs with r−com(G) = m or r+com(G) = m
As noted in Observation 4 with m = |E(G)| we have r−com(G)m and r+com(G)m. In this section we characterize
the graphs for which the minimizer can achieve this lower bound.
Lemma 16. If r−com(G) = m or r+com(G) = m, then (G)2.
Proof. Assume deg(v)3 and let x, y, and w be three neighbors of v. There are four possibilities for 〈{w, x, y}〉,
namely K3, P2 ∪ K1, P3 and K3 as illustrated in Fig. 5.
For 〈{w, x, y}〉 = K3 the maximizer can use move two if the minimizer moves ﬁrst and move three if he moves ﬁrst
to create a directed P3 connecting nonadjacent vertices. For 〈{w, x, y}〉=P2 ∪K1 as in Fig. 5b, if the maximizer moves
ﬁrst he can direct {w, v} from w to v and subsequently create a directed P3 from w to y or from w to x. If the minimizer
moves ﬁrst and directs {v, x}, {v, y} or {v,w} then the maximizer can create a directed P3 with w as an endpoint on
his move, and if the minimizer ﬁrst orients {x, y}, the maximizer orients {w, v} from w to v and subsequently v to y or
v to x.
S.J. Seo, P.J. Slater /Discrete Mathematics 306 (2006) 580–590 589
v
w
y
x
v
w
y
x
v
w
y
x
v
w
y
x
(a) (b) (c) (d)
Fig. 5. {w, x, y} ⊆ N(v). (a) K3, (b) P2 ∪ K1, (c) P3, (d) K3.
Suppose 〈{w, x, y}〉 = P3 as in Fig. 5c. Note that if the minimizer is the ﬁrst to orient one of the edges vx, xy, yw
or wv (in either direction) then the maximizer can create a directed P3 with endpoints w and x. The maximizer can
force this if he moves ﬁrst and orients edge vy. If the minimizer moves ﬁrst and orients vy, say from v to y, then the
maximizer orients w to v and on his next move creates a directed w to x path with w, v, x or w, v, y, x. Finally, if
〈{w, x, y}〉 = K3, the maximizer can force a directed three-cycle C3 among v,w, x and y. 
The next result is easily shown.
Lemma 17. If r−com(G) = m or r+com(G) = m, then G does not contain an induced path P4 or cycle C4.
From Lemmas 16 and 17 it follows that any graphGwithout isolated vertices for which r−com(G)=m or r+com(G)=m
must have each of its components being P2, P3, or K3. Let h · K3 ∪ k · P3 ∪ t · P2 denote the graph on 3h + 3k + 2t
vertices with h + k + t components, h of which are K3’s, k of which are P3’s, and t of which are P2’s.
Note that in the play on h · K3 ∪ k · P3 ∪ t · P2, the minimizer can guarantee that each K3 gets oriented as the
transitive tournament on three vertices rather than a directed three-cycle C3. If the minimizer plays second on a K3,
she can orient an edge in the direction opposite to the edge already oriented, while if she plays ﬁrst on a K3 she can do
the same thing on any succeeding move even if the maximizer has oriented a second edge of the K3. Thus, each K3
contributes only three to the reachability of the resulting oriented graph. Obviously, each P2 contributes exactly one.
It follows that r−com(G) and r+com(G) for h ·K3 ∪ k ·P3 ∪ t ·P2 will equal 3h+2k+ t =m if and only if the minimizer
can force the maximizer to be the ﬁrst one to orient one of the two edges for each P3. The next theorem easily follows.
Theorem 18. Let G be any graph without isolated vertices of size m = |E(G)|.
(1) r+com(G) = m if and only if G = h · K3 ∪ k · P3 ∪ t · P2 where
(a) k = 0, h0, t0, or
(b) h0 is even, t0 is even, k0, or
(c) h0 is odd, t0 is odd, k0.
(2) r−com(G) = m if and only if G = h · K3 ∪ k · P3 ∪ t · P2 where
(a) k = 0, h0, t0, or
(b) h0 is even, t0 is odd, k0, or
(c) h0 is odd, t0 is even, k0.
While Theorem 18 characterizes the graph G that achieve the lower bound for r+com(G) and r−com(G) of m= |E(G)|,
Theorem 11 only provides a sufﬁcient condition for achieving the upper bound of n(n − 1). Among the many as
yet unanswered questions for competition-reachability is the question of characterizing graphs that achieve this upper
bound for r+com and r−com.
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