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Abstract—In this work we present a blind approach based
on space-time adaptive principle component analysis using an
antenna array and a compression method based on canonical
components in order to mitigate multipath for Global Naviga-
tion Satellite Systems (GNSS). First, pre-processing algorithms
are used to separate (decorrelate) the different sources in the
compressed space-time eigenspace and then the time-delay esti-
mation is performed with a simple interpolation scheme in the
compressed time domain. The proposed algorithm is capable
of separating highly correlated and even coherent signals and
approaches the respective Cramer-Rao lower bound (CRLB) for
time-delay estimation in the compressed time domain.
I. INTRODUCTION
We consider the problem of time-delay estimation of the
line-of-sight (LOS) signal for Global Navigation Satellite
Systems (GNSS) in a multipath environment. The quality of
the ranging data provided by a GNSS receiver largely depends
on the synchronization error, that is, on the accuracy of the
propagation time-delay estimation of the LOS signal. In case
the LOS signal is corrupted by several superimposed delayed
replicas (reflective, diffractive, or refractive multipath), the
estimation of the propagation time-delay and thus the posi-
tion can be severely degraded. Several techniques have been
proposed in the literature for solving the multipath problem in
GNSS using one antenna, see e.g. [1]–[3]. When using antenna
arrays high resolution parameter estimation algorithms provide
high accurate results [4]–[6], but they entail rather high
complexity in the parameter estimation as multi-dimensional
nonlinear problems have to be solved. Furthermore, they also
require accurate model order estimation [4].
In this work we present an approach for which no multi-
dimensional nonlinear problems need to be solved and model
order estimation is not required. Instead we derive a blind
approach based on space-time adaptive Principle Component
Analysis (PCA) using an antenna array and a compression
method based on Canonical Components (CC) with a bank of
signal matched correlators [6] in order to mitigate multipath
and to estimate the time-delay of the LOS signal. First, adapted
block-wise pre-processing algorithms like Forward-Backward
Averaging (FBA) [7] and Spatial Smoothing (SPS) [8] are
used to separate (decorrelate) the different sources in the com-
pressed space-time eigenspace. Then time-delay estimation is
performed with a simple interpolation scheme after tap-wise
spatial filtering in the compressed time domain. Our approach
follows the principles of space-time eigenrake receivers [9],
but tailored to time-delay estimation for GNSS and extends
the algorithm presented in [10] to an adaptive space-time
method. The proposed pre-processing schemes require that
the antenna array response is left centro-hermitian. In case
the array response is not left centro-hermitian, signal adaptive
array interpolation methods can be applied to transform the
array response to a centro-hermitian array response [11].
The proposed approach is capable of separating highly
correlated and even coherent signals and approaches the
respective Cramer-Rao lower bound (CRLB) for time-delay
estimation in the compressed time domain.
II. SIGNAL MODEL
In this section we define the pre- and post-correlation signal
model.
A. Pre-correlation Signal Model
The complex baseband signal with bandwidth 𝐵 that is
received by an antenna array with 𝑀 sensor elements is
x(𝑡) = s(𝑡) + n(𝑡) =
𝐿∑
ℓ=1
sℓ(𝑡) + n(𝑡), (1)
where s(𝑡) ∈ ℂ𝑀×1 denotes the superimposed signal replicas
sℓ(𝑡) = a (𝜙ℓ, 𝜗ℓ) 𝛾ℓ e
𝑗2𝜋𝜈ℓ𝑡𝑐(𝑡− 𝜏ℓ), (2)
a (𝜙ℓ, 𝜗ℓ) ∈ ℂ𝑀×1 defines the steering vector of an antenna
array with azimuth angle 𝜙ℓ and elevation angle 𝜗ℓ, 𝑐(𝑡− 𝜏ℓ)
denotes a periodically repeated pseudo random (PR) sequence
𝑐(𝑡) with time-delay 𝜏ℓ, chip duration 𝑇𝑐, and period 𝑇 =
𝑁𝑐𝑇𝑐 with 𝑁𝑐 ∈ ℕ. We assume temporally and spatially white
complex Gaussian noise n(𝑡) ∈ ℂ𝑀×1. In the following the
parameters of the LOS signal are indicated with ℓ = 1 and the
parameters of the non-LOS (NLOS) signals (multipath) with
ℓ = 2, . . . , 𝐿. We define the parameter vectors
𝜼 = [Re{𝜸}T, Im{𝜸}T,𝝓T,𝝑T, 𝝉T]T, (3)
𝜼ℓ = [Re{𝛾ℓ}, Im{𝛾ℓ}, 𝜙ℓ, 𝜗ℓ, 𝜏ℓ]T, (4)
with 𝜸 = [𝛾1, . . . , 𝛾𝐿]T, 𝝓 = [𝜙1, . . . , 𝜙𝐿]T, 𝝑 =
[𝜗1, . . . , 𝜗𝐿]
T
, and 𝝉 = [𝜏1, . . . , 𝜏𝐿]T. The spatial observa-
tions are collected in 𝐾 periods of the PR sequence of 𝑁
time instances, thus x[(𝑘− 1)𝑁 +𝑛] = x(((𝑘− 1)𝑁 +𝑛)𝑇𝑠)
with 𝑛 = 1, 2, . . . , 𝑁 , 𝑘 = 1, 2, . . . ,𝐾, and the sampling
frequency 1𝑇𝑠 ≥ 2𝐵. The channel parameters are assumed
constant at least during the 𝑘-th period of the observation
interval. Collecting the samples of the 𝑘-th period of the
observation interval we define:
X[𝑘]=
[
x[(𝑘−1)𝑁+1],...,x[(𝑘−1)𝑁+𝑁 ]
]
, (5)
N[𝑘]=
[
n[(𝑘−1)𝑁+1],...,n[(𝑘−1)𝑁+𝑁 ]
]
, (6)
S[𝑘;𝜼]=
[
s[(𝑘−1)𝑁+1],...,s[(𝑘−1)𝑁+𝑁 ]
]
, (7)
Sℓ[𝑘;𝜼ℓ]=
[
sℓ[(𝑘−1)𝑁+1],...,sℓ[(𝑘−1)𝑁+𝑁 ]
]
. (8)
Thus, the signal can be written in matrix notation as
X[𝑘]=S[𝑘;𝜼]+N[𝑘]=
∑𝐿
ℓ=1 Sℓ[𝑘;𝜼ℓ]+N[𝑘]=A[𝑘] Γ[𝑘] C[𝑘]+N[𝑘], (9)
where
A[𝑘] = [a(𝜙1, 𝜗1), . . . ,a(𝜙ℓ, 𝜗ℓ), . . . ,a(𝜙𝐿, 𝜗𝐿)] ∈ ℂ𝑀×𝐿
(10)
denotes the steering matrix,
Γ[𝑘] = diag{𝜸} ∈ ℂ𝐿×𝐿 (11)
is a diagonal matrix whose diagonal entries are 𝜸. Further-
more,
C[𝑘] = [c[𝑘; 𝜏1] ⋅ ⋅ ⋅ c[𝑘; 𝜏ℓ] ⋅ ⋅ ⋅ c[𝑘; 𝜏𝐿]]T ∈ ℝ𝐿×𝑁 (12)
contains the sampled and shifted 𝑐(𝑡) for each impinging
wavefront
c[𝑘;𝜏ℓ]=[𝑐(((𝑘−1)𝑁+1)𝑇𝑠−𝜏ℓ),...,𝑐(((𝑘−1)𝑁+𝑛)𝑇𝑠−𝜏ℓ),
...,𝑐(((𝑘−1)𝑁+𝑁)𝑇𝑠−𝜏ℓ)]T. (13)
In general ∣∣c[𝑘; 𝜏ℓ]∣∣22 ∕= 𝑁 for all 𝜏ℓ, however in many cases1
we can assume that ∣∣c[𝑘; 𝜏ℓ]∣∣22 ≈ 𝑁, ∀𝜏ℓ ∀𝑘, if additionally
𝑁 ≥ 𝑁𝑐 and 𝑁/𝑁𝑐 ∈ ℕ we get c[𝑘; 𝜏ℓ] = c(𝜏ℓ), ∀𝑘.
B. Post-correlation Signal Model
In this work we apply a compression based on CC [6], a
bank of 𝑄 signal matched correlators at the output of each
antenna. Thus, the signal at the output of the 𝑞-th correlator
at each antenna element with 𝑞 = 1, ..., 𝑄 can be given as
y𝑞[𝑘] = X[𝑘]
1
𝑁
c∗[𝑘;𝜅𝑞] ∈ ℂ𝑀×1, (14)
where 𝜅𝑞 denotes the time-delay for the correlator tap 𝑞. We
define the post-correlation data matrix which comprises all
outputs of each bank of correlators for each antenna element
as
Y=
⎡
⎢⎢⎢⎢⎢⎣
y1[1] ... y1[𝐾]
...
y𝑄[1] ... y𝑄[𝐾]
⎤
⎥⎥⎥⎥⎥⎦
∈ℂ𝑀𝑄×𝐾 . (15)
1e.g. in case of GPS C/A PR sequences with bandwidth 𝐵 ≥ 1.023 MHz.
Furthermore, we define
s¯[𝑘] = 1𝑁 vec(A[𝑘]Γ[𝑘]C[𝑘]Q[𝑘])∈ℂ𝑀𝑄×1, (16)
n¯[𝑘] = 1𝑁 vec(N[𝑘]Q[𝑘])∈ℂ𝑀𝑄×1, (17)
S¯(𝜼) = [s¯[1],...,s¯[𝑘],...,s¯[𝐾]]∈ℂ𝑀𝑄×𝐾 , (18)
N¯ = [n¯[1],...,n¯[𝑘],...,n¯[𝐾]]∈ℂ𝑀𝑄×𝐾 , (19)
where
Q[𝑘] = [c[𝑘;𝜅1], . . . , c[𝑘;𝜅𝑞], . . . , c[𝑘;𝜅𝑄]] ∈ ℝ𝑁×𝑄 (20)
denotes the reference sequence matrix of the bank of corre-
lators and vec (⋅) describes the vec-operator. Finally we can
write
Y = S¯(𝜼) + N¯, (21)
and consequently the post-correlation space-time covariance
matrix can be given as
Ryy = E
[
y[𝑘]yH[𝑘]
]
, (22)
where y[𝑘] =
[
y1[𝑘]
T,y2[𝑘]
T, . . . ,y𝑞[𝑘]
T, . . . ,y𝑄[𝑘]
T
]T
describes all correlator outputs for the 𝑘-th period. With
E
[
s¯[𝑘]n¯H[𝑘]
]
= 0 we can write
Ryy = Rs¯s¯ +Rn¯n¯, (23)
with
Rs¯s¯ = E[s¯[𝑘]s¯H[𝑘]]
= E[ 1
𝑁2
vec(A[𝑘]Γ[𝑘]C[𝑘]Q[𝑘])vecH(A[𝑘]Γ[𝑘]C[𝑘]Q[𝑘])]
= (I𝑄⊗A) 1𝑁2 vec(ΓCQ)vec
H(ΓCQ)(I𝑄⊗A)H
= (I𝑄⊗A) R𝑠 (I𝑄⊗A)H, (24)
in case the channel parameters and the time-delays of the bank
of correlators 𝜅𝑞 are constant within the observation interval
of 𝐾 periods. Here, I𝑄 denotes an 𝑄×𝑄 identity matrix. The
noise covariance matrix can be given as
Rn¯n¯ = E
[
n¯[𝑘]n¯H[𝑘]
]
=
𝜎2𝑛
𝑁2
(G⊗ I𝑀 ), (25)
where ⊗ denotes the Kronecker product and G = QTQ∗.
After pre-whitening with (G⊗ I𝑀 )− 12 we get
R˜yy = (G⊗I𝑀 )−
1
2Rs¯s¯(G⊗I𝑀 )−
H
2 +
𝜎2𝑛
𝑁2
I𝑀𝑄
=
(
G−
1
2⊗A
)
R𝑠
(
G−
1
2⊗A
)H
+
𝜎2𝑛
𝑁2
I𝑀𝑄 (26)
III. SPACE-TIME ADAPTIVE PRINCIPLE COMPONENT
ANALYSIS AND TIME-DELAY ESTIMATION
When two or more signals (LOS signal plus several NLOS
signals) which are highly correlated or even coherent are
received by the antenna array, the corresponding components
in an orthogonal basis (e.g. eigenvectors) of R˜yy cannot be
separated. Thus, a PCA using a corresponding orthogonal basis
(e.g. eigenspace) would fail. Techniques such as FBA [7] and
SPS [8] can be applied to decorrelate the signals and hence to
smoothen the corresponding orthogonal basis decomposition
(e.g. eigenspace) and to enable a PCA with subsequent precise
time-delay estimation of the LOS signal. In order to apply FBA
and SPS the array steering matrix must be left centro-hermitian
such that
A = Π𝑀 A
∗ with Π𝑀=
⎡
⎢⎢⎢⎢⎢⎣
1
. .
.
1
⎤
⎥⎥⎥⎥⎥⎦
∈ℝ𝑀×𝑀 . (27)
With (27) one can observe from (26) that R˜yy is block-wise
centro-hermitian such that
R˜yy = Π
⊗
𝑀 R˜
∗
yyΠ
⊗
𝑀 (28)
with
Π⊗𝑀 = I𝑄 ⊗Π𝑀 ∈ ℕ𝑀𝑄×𝑀𝑄0 . (29)
In the following subsections we describe block-wise space-
time FBA and SPS for an estimate of the pre-whitened space-
time covariance matrix ˆ˜Ryy in order to decorrelate highly
correlated or even coherent signals and to finally perform time-
delay estimation of the LOS signal. An estimate of the pre-
whitened space-time covariance matrix can be given as
ˆ˜Ryy = (G⊗ I𝑀 )− 12 1
𝐾
YYH (G⊗ I𝑀 )−H2 (30)
A. Block-wise Forward-Backward Averaging (FBA)
As the pre-whitened space-time covariance matrix has a
block-wise centro-hermitian structure we can apply the fol-
lowing block-wise FBA
ˆ˜RFBAyy =
1
2
(
ˆ˜Ryy +Π
⊗
𝑀
ˆ˜R∗yyΠ
⊗
𝑀
)
, (31)
because of the Kronecker structure of the extended exchange
matrix, the FBA does not depend on the time synchronization
between the signal and the bank of correlators. This bock-
wise FBA doubles the number of available observations and
enables to separate of two coherent or highly correlated signals
through a decorrelation without decreasing the effective size
of the antenna array.
B. Block-wise Spatial Smoothing (SPS)
In this work we derive a block-wise 2-D SPS scheme
for the space-time covariance matrix considering an Uniform
Rectangular Arrays (URAs) with 𝑀𝑥 × 𝑀𝑦 elements. We
define linear subarrays in x- and y-direction with the same
number of sensors. Therefore, we get the number of sensors
for one subarray in x-direction 𝑀𝑠𝑢𝑏𝑥 = 𝑀𝑥−𝐿𝑥+1, where
𝐿𝑥 defines the number of linear subarrays in x-direction. In
our case 𝑀𝑠𝑢𝑏𝑥 is equal to the number of sensors in y-direction
𝑀𝑠𝑢𝑏𝑦 and also 𝐿𝑥 is equal to 𝐿𝑦 . Then the number of
rectangular subarrays is 𝐿𝑠 = 𝐿𝑥𝐿𝑦 and each subarray array
is containing 𝑀𝑠𝑢𝑏 = 𝑀𝑠𝑢𝑏𝑥𝑀𝑠𝑢𝑏𝑦 sensor elements.
Since in our case all subarrays have the same size, only
the calculations for one direction are needed for the selection
matrices:
Jℓ𝑥 =
[
0 I𝑀𝑠𝑢𝑏𝑥 0
] ∀ 1 ≤ ℓ𝑥 ≤ 𝐿𝑥. (32)
In case of uniform subarrays Jℓ𝑦 is equal to Jℓ𝑥 . Then the
block-wise 2-D SPS is obtained by a combination of the
selection matrices of two different directions. Thus, we get
JBankℓ𝑥,ℓ𝑦 = I𝑄 ⊗
(
Jℓ𝑦 ⊗ Jℓ𝑥
) ∈ ℕ𝑄𝑀𝑠𝑢𝑏×𝑄𝑀0 . (33)
Then, the spatially smoothed pre-whitened space-time covari-
ance matrix is
ˆ˜RSPSyy =
1
𝐿𝑠
𝐿𝑦∑
ℓ𝑦=1
𝐿𝑥∑
ℓ𝑥=1
JBankℓ𝑥,ℓ𝑦
ˆ˜Ryy(J
Bank
ℓ𝑥,ℓ𝑦 )
T ∈ ℂ𝑄𝑀𝑠𝑢𝑏×𝑄𝑀𝑠𝑢𝑏 .
(34)
Both, block-wise FBA and SPS can be used alone or in
combination to improve the results for the next processing
steps.
C. Time-Delay Estimation
After separating the different signal components in the
eigenspace using block-wise FBA and SPS we can use the
eigenvector w ∈ ℂ𝑄𝑀×1 related to the largest eigenvalue of
ˆ˜RFBA+SPSyy to estimate the time-delay 𝜏1 by a spatial filtering
of each tap in the compressed time domain and subsequent
interpolation. This tap-wise filtering can be given as
p[𝑘] =WHJBank1,1 (G⊗ I)−
1
2 y[𝑘] ∈ ℂ𝑄×1, (35)
where
W =
[
(I𝑄 ⊗ I𝑀𝑠𝑢𝑏)□ wT
]T ∈ ℂ𝑄𝑀𝑠𝑢𝑏×𝑄. (36)
Here □ denotes the Khatri-Rao product. Based on p[𝑘] and
a cubic spline interpolation we can derive the cost function
𝑃 (𝜏) and then estimate the time-delay of the LOS signal by
𝜏1 = argmax
𝜏
{𝑃 (𝜏)} . (37)
IV. SIMULATIONS
In this section we assess the performance of our proposed
approach by computer simulations. For each set of signal
parameters, we perform 4000 Monte Carlo runs and calculate
the root mean square estimation error (RMSE) and the CRLB.
First we consider a scenario with 𝐿 = 2. We assume a
GPS C/A signal with 𝐵 = 1.023 MHz and a centro-hermitian
URA with 𝑀 = 3 × 3 isotropic sensor elements and 𝜆/2
spacing. The DOAs of the two paths are: 𝜗1 = 75∘, 𝜙1 = 25∘,
𝜗2 = 25
∘
, and 𝜙2 = 144∘. The Carrier-to-Noise density ratio
(𝐶/𝑁0) for the LOS signal is 42 dB-Hz and for the multipath
signal is 40 dB. We assume that the observation interval is
𝐾 = 10 periods and that the channel parameters are assumed
constant within the observation interval. We define a relative
time-delay between the two signals as Δ𝜏 = ∣𝜏1−𝜏2∣/𝑇𝑐. For
the bank signal matched of correlators we assume 𝑄 = 11 and
that its taps are distributed equidistantly within the interval
[−𝑇𝑐; 𝑇𝑐]. The synchronization error between the centered
correlator of the bank of correlators and 𝜏1 is denoted as
Δ𝜏𝐵𝑎𝑛𝑘 = ∣𝜏1 − 𝜅6∣ (for 𝑄 = 11) and we assume that
it is uniformly distributed within the interval [−𝑇𝑐; 𝑇𝑐].
Thus, in our simulations as well as in the respective RMSE
and the expectation of the square root of the derived CRLB
E{√CRLB}, the compression loss introduced by the bank of
correlators with respect to its synchronization error Δ𝜏𝐵𝑎𝑛𝑘
is considered. In Fig.1 and Fig.2 the RMSE for 𝜏1 consid-
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Fig. 1. RMSE and E∣√CRLB∣ versus Δ𝜏 with ∣ arg(𝛾1)−arg(𝛾2)∣ = 𝜋/3
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Fig. 2. RMSE and E∣√CRLB∣ versus Δ𝜏 with ∣ arg(𝛾1)−arg(𝛾2)∣ = 𝜋/2
ering no pre-processing, FBA, SPS, and FBA+SPS as well
as E{√CRLB} versus Δ𝜏 are depicted for the cases with
∣ arg(𝛾1) − arg(𝛾2)∣ = 𝜋/3 and ∣ arg(𝛾1) − arg(𝛾2)∣ = 𝜋/2.
For the SPS we choose 𝐿𝑠 = 4 with URAs as subarrays
with 𝑀𝑠𝑢𝑏𝑥 = 2 and 𝑀𝑠𝑢𝑏𝑦 = 2. We can observe that the
performance of FBA improves for an increasing relative phase
between the two paths while SPS in general is dependent on
the number of subarrays 𝐿𝑠 and the spatial separation of the
paths.
In Fig.3 simulations with various numbers of multi-
path signals are depicted. The 𝐶/𝑁0 for the LOS sig-
nal is 42dB-Hz. We assume for the multipath signals that
∣𝛾ℓ∣2 = ∣𝛾2∣2𝑒−𝛼(ℓ−2) ∀ ℓ ≥ 2, with 𝛼 = 0.2051 and
10 log10
(
∣𝛾1∣2
∣𝛾2∣2
)
= −4 dB. The relative phase ∣ arg(𝛾1) −
arg(𝛾ℓ)∣ varies between [0.4𝜋, 𝜋/2] and the relative time-delay
Δ𝜏 starts from 0.3 to 2.65 in 0.1237 steps for increasing
ℓ. Here, we have used a 4 × 4 URA with 𝐿𝑠 = 9 and
𝑀𝑠𝑢𝑏𝑥 = 𝑀𝑠𝑢𝑏𝑦 = 2.
V. CONCLUSION
In this work we have derived a blind approach based
on space-time adaptive PCA using a compression method
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Fig. 3. RMSE versus number of multipath signals
based on CC with a bank of signal matched correlators in
order to mitigate multipath and to estimate the time-delay
of the LOS signal. The proposed approach provides good
performance even when several coherent sources are present
while demanding reasonably low computational complexity.
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