ABSTRACT Despite progress made in the accuracy and robustness of optical flow in past years, the problem of over-segmentation and the blurring of image edge and motion boundary caused by the illumination change, complex texture, large displacement, and motion occlusion still remain. Recently, we developed a guided filtering scheme for flow field estimation, which is implemented as an add-on optimal operation during the coarse-to-fine optical flow computation. In this paper, we first review the research progress in optical flow computation and discuss limitations of the currently popular median filtering heuristic for a flow field optimization. We then introduce a general formulation of the guided filtering and provide the detailed illustration. Furthermore, we explore the potential of the guided filtering optimization for the flow field estimation under the coarse-to-fine computing scheme. Finally, we modify some typical and state-ofthe-art optical flow methods by applying the proposed guided filtering operation to the baseline models, and test the performances of the basic and developed models through the Middlebury, MPI-Sintel, and KITTI data. The experimental results demonstrate that the guided filtering scheme is able to preserve the image edges and motion boundaries, and to improve the accuracy and robustness of optical flow estimation.
I. INTRODUCTION
It is undisputed that optical flow estimation is one of focus areas in the research of computer vision, image and video processing. After remarkable work by Horn and Schunck [1] and Lucas and Kanade [2] , the accuracy and robustness of flow filed computation have improved significantly via numerous publications in the last three decades. Recently, various techniques of optical flow estimation have found broad application in human posture recognition and tracking [3] , video object segmentation and foreground prediction [4] , online video stream abstraction [5] , wireless video communications [6] , image and video aesthetic quality assessment [7] , and many other fields.
In recent years, it is noteworthy that the median filtering heuristic acts as a prerequisite tool in the most of variational optical flow methods, since it can significantly improve the accuracy and robustness of almost all methods, even the original HS formulation. However, there is clearly a limitation that the median filtering may generate oversegmentation or blurring at image edges and motion boundaries caused by large displacement, motion occlusion, or complex scene. Fig. 1 indicates the performance of a classical median filtering when processing sequences with complex scenes and occlusions. The results reveal that the image and motion edges in the computed flow fields are obviously blurred compared to the ground truths. To tackle the issue of over-segmentation and blurring at image and motion edges in flow field, we propose a guided filtering scheme for flow field computation. This given program is planned as an additional operation during the coarse-to-fine computational process. Next, we apply the guided filtering to some typical and state-of-the-art approaches of flow filed estimation, and employ the evaluation sequences of Middlebury, MPI-Sintel and KITTI databases to show benefits of the guided filter for edge-preserving.
The remainder of this paper is organized as follows. In section II, an overview of the previous work is provided. Section III introduces the formulation of guided filtering. Section IV describes the proposed guided filtering schema for flow field optimization. The experimental results and discussions are presented in Section V. Finally, Section VI concludes the project.
II. RELATED WORK
In early studies, various modifications of the objective function were aimed to improve the performance of flow field computation under the influence of brightness variation, image noise and complex scene of initial evaluation sequences. For data term, the brightness constancy is unreliable due to changes in illumination. Several higherorder constancy assumptions have been presented, such as gradient constancy [8] , Hessian constancy and Laplacian constancy [9] . The gradient constancy has been an indispensable supplement of the data term in many past works [10] - [12] , because the second-order constancy is more sensitive to image noise. Moreover, since global models are more sensitive to image noise and local strategies yield sparse flow field, a combination of global and local methods has been used to overcome the obvious defects [13] , [14] . The L1 norm has been a consentient approach to preserve the flow discontinuities by applying a penalty function to the constancy assumptions [15] - [17] , since quadratic formulation of the data term is suffering from outliers.
Various diffusion strategies had been suggested to refine the initial homogeneous regularization term used by Horn and Schunck in blurring image and motion boundaries. For instance, Alvarez et al. [18] employed a self-adaptive function instead of a constant as a weight for the regularization term. This new function allows the flow to reduce its diffusion near image edges. Given the that isotropic model may drop directional information of image edges, anisotropic diffusion was exploited in diffusing the optical flow along image edges without crossing them [16] , [19] , [20] . Additionally, Black and Anandan [21] used a penalty function in both data and regularization terms to decrease the flow diffusion at motion boundaries in order to avoid over-segmentation artefacts in textured image regions caused by image-driven strategies. Another remarkable strategy was suggested by Weickert and Schnörr [22] who utilized an anisotropic formulation for the flow-driven diffusion to preserve motion boundary direction. It is well known that not every image edge coincides with a flow edge. The improved regularization that combined image-and flow-driven diffusion together was employed to align flow boundaries close to image edges [23] .
In the last decade, several evaluation benchmarks such as Middlebury, MPI-Sintel and KITTI brought new challenges in terms of illumination changes, large displacements, motion discontinuities and occlusions. How to minimize objective function has been a major task in this line of research. It has been proven that coarse-to-fine estimation is an effective way in dealing with large displacements; and incremental warping at each pyramid layer can minimize a non-convex function [9] , [15] , [24] . In addition, texture-and structure decomposition was used to reduce the influence of image shadow caused by lighting changes [25] , [26] . Furthermore, some fast computational schemes were achieved near real-time performance by using parallel-computing GPU [27] , [28] . Besides, due to the great success of Convolutional Neural Network modeling in recent years, some works have investigated the use of Convolutional Neural Network in computation of the flow field [29] - [31] . However, those methods cannot be applied to real world data where the ground truth is not easily accessible.
Recently, the non-local regularization has been commonly used in dealing with motion discontinuities. Werlberger et al. [32] recommended a fundamental nonlocal total variational objective function and developed a corresponding linear computational scheme by introducing a coupling term to relax the objective function. In addition, Li and Osher [33] replaced the non-local and coupling term by using median filtering in minimizing the classical objective function, because it is usually difficult to directly optimize the objective function. Their suggestion connected the median filtering with non-local model. What's more, Sun et al. [34] recommended a weighted median filtering by introducing a weight to each pixel in the filtering window, because the pixels within the window of median filtering do not always belong to the same surface. The weight was defined according to the brightness change, brightness distance and spatial distance of the pixel. Also, Chen et al. [35] used the approximate nearest neighbor field algorithm to compute an initial dense correspondence field between the consecutive frames, and then made a motion estimation using a motion segmentation formulation. Their model produced an excellent result on Middlebury benchmark. Besides, other modified methods were developed [36] - [41] , aiming to handle issues due to occlusions, small objects, non-rigid motion and large shape changes.
III. FORMULATION OF THE GUIDED FILTERING
With the guidance image G, the guided filtering assumes that the output image O of the filter is a linear transformation corresponding to the guidance image in a local window [42] :
where k indicates the local window with a radius n centered at pixel k. Furthermore, the linear coefficients a k and b k are constant within the window k . This local linear model ensures that the edges of output image are corresponding to those of the guidance image, because ∇O = a∇G, as derived from Eq.(1). Thus, the guided filter has praiseworthy edgepreserving characteristics. In Eq.(1), the linear coefficients a k and b k are estimated by minimizing the squared difference between the output image O and the input image I :
where τ is a regulatory parameter with a constant value near zero. Using a linear regression model, the linear coefficients a k and b k will be determined as shown below:
where N indicates the total number of pixels and I k denotes the mean of output image within the filtering window k . The symbols G k and σ 2 k are the mean and variance of the guidance image G within the filtering window, respectively.
With the estimated linear coefficients a k and b k , the output image O of the filter can be computed using Eq. where
an abbreviated form G r,τ (I , I ) is used to represent the guided filtering operation, where the radius r and parameter τ determine the window size and filtering scale of the guided filter, respectively. To show impact of different choices of parameters, we performed the guided filtering on the Grove3 sequence of Middlebury database, as shown in Fig. 3 where the area surrounded by a blue square is the close-up view of details of an edge. We used the original frame 10 of Grove3 sequence to act as the guidance image. We then created the input image using a standard median filter with a 3 × 3 window to a given guidance image. The output images of the guided filter with different choices of the radius r and parameter τ indicate that the guided filter with a couple of suitable parameters can preserve image edges, while other sets of unsuitable parameters can lead blurring image edges or false boundaries.
IV. FLOW FIELD ESTIMATION USING THE GUIDED FILTERING
As an edge-preserving filtering, a well-designed guided filter can avoid blurring image edges. Furthermore, a guided filter is based on a local linear model and its computational time consumption is independent of the filter size. The guided filtering may have many applications such as image fusion [43] , stereo matching [44] , image enhancement [45] and others [46] - [48] . In this paper, the guided filtering is first applied in optimizing computation of flow field.
A. DEFINITION OF THE GUIDED FILTERING FOR FLOW FIELD
For the given sequence, let w = (u, v)
T denotes the flow field between consecutive frames. The guided filtering formulation applied to flow field optimization can be expressed as following:
where 
where k indicates the local window centered at pixel k, and the linearized formulations for solving a k and b k are listed below:
where N indicates the total number of pixels within the filtering window. The symbols
T represent the mean and variance of input flow filed in the filtering window, respectively. For the issue that a pixel may belong to different filtering windows, the modified guided filtering formulation for flow field computation can be expressed as:
To make a concise expression, the Eq.(8) can be rewritten as below:
where a i = 
B. SCHEME OF GUIDED FILTERING FOR FLOW FIELD ESTIMATION
As the accuracy and robustness of flow field estimation often face challenges of illumination change and large displacement, the coarse-to-fine computation with median filtering has been a requisite for recent optical flow computation approaches [34] , [35] . However, either median filtering or coarse-to-fine computation may cause blurring and oversegmentation of image or motion boundaries. To overcome the limitation, we design the guided filtering to be a postpositive operation of optical flow estimation at each layer of image pyramid. and increment du k , dv k T computed at the current layer. The median filtering is employed to remove outliers in the flow field immediately because the median filter has the remarkable ability of removing outliers in flow field. We then perform the proposed guided filtering to manage the output flow field of median filtering in order to preserve image edges and motion boundaries. Finally, the filtered flow field is up-sampled and used as an initialization for computing increment of optical flow at next larger pyramid layer. The iterative scheme is repeated until the pyramid layer of original resolution image is achieved.
V. EXPERIMENTS AND ANALYSIS

A. ERROR MEASURE
For a quantitative evaluation, the average angle error (AAE) and average endpoint error (AEE) of the flow field were computed to show performance of the proposed method. The VOLUME 6, 2018 formulas of the AAE and AEE are:
where (u E , v E ) T denotes the estimated flow field, (u G , v G ) T denotes the ground truth, and N is the total number of image pixels.
B. DISCUSSION OF CHOICES OF THE FREE PARAMETERS
To achieve the desired edge-preserving flow field through the guided filtering requires setting suitable window size and parameter τ of the guided filter as shown in Eq. (7). As an advanced model derived from the original HS method, HS+NL [34] has become a basic formulation for testing various additional operations for optical flow [49] - [52] . We first constructed a modified optical flow program by introducing the guided filtering into a HS+NL, named HS+NL+GF. We then ran the HS+NL+GF with different choices of the parameters on sequences of RubberWhale and Grove3 from Middlebury database. The reference frames and ground truths are displayed in Fig.5 . To try a sufficient number of possible free parameters, the window radius r of guided filter was set as 1, 2, 3, 4, 5 and the parameter τ varied as 1, 10 −1 , 10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 , respectively. As a result, the alterations of AAE and AEE of the HS+NL+GF with different parameters are summarized in Fig.6 . It is noted that the errors of HS+NL+GF are smaller than those of the original HS+NL when the appropriate parameters are selected for the guided filter, such as r = 3 and τ = 10 −1 for RubberWhale or r = 4 and τ = 10 −3 for Grove3. However, the errors of HS+NL+GF show a trend to merge with that of HS+NL when the parameter τ is sufficiently small. This performance reveals that the effect of guided filtering declines along with decreasing of the parameter τ . Based on those results, we recommend the window radius r =3 and parameter τ = 10 −1 for the guided filter in processing the test data in this report.
C. PERFORMANCE OF DIFFERENT FILTERING CHOICES FOR FLOW FIELD
To demonstrate benefits of the proposed guided filtering, we employed the Classic and Classic+NL methods [34] as the baseline models. The Classic model was implemented by using coarse-to-fine scheme to solve the classical formulation of optical flow. The Classic+NL model was presented by adding median filtering to the Classic model. Furthermore, we applied the guided filtering scheme to the Classic and Classic+NL models respectively, named Classic+GF and Classic+NL+GF. Several evaluation experiments were conducted to test the Classic model with different filtering choices by using Grove3 and Venus sequences of the Middlebury training set. Table 1 shows the results of AAE and AEE of the various models. On one hand, the comparison between Classic model and Classic+GF model as well as between Classic+NL model and Classic+NL+GF model showed that the proposed guided filtering scheme is able to improve the computation accuracy of optical flow due to edge-preserving. On the other hand, the guided filtering showed weaker capability of removing outliers than median filtering because the proposed guided filtering is a linear scheme. To improve the robustness of optical flow and to preserve the edges and boundaries, we employ the median filtering as a pre-filtering operation. The presented combination of median filtering and guided filtering is capable of providing robustness and preserving boundaries of optical flow estimation.
D. RESULTS OBTAINED FROM MIDDLEBURY DATABASE
In this section, we began testing guided filtering using Middlebury data since the Middlebury database is a standard benchmark [53] for optical flow. Fig. 8 displays the reference frames and ground truths of the Middlebury data.
We utilized as the baseline models several typical and state-of-the-art approaches including HS+NL [34] , Classic+NL [34] , NNF [35] and NNF+EAC [39] . The HS+NL model is developed by applying median filter and coarse-to-fine scheme to the original Horn and Schunck optical flow method. The Classic+NL model is a nonlocal TV-L1 optical flow method by using median filter and coarse-to-fine scheme to solve the total variational objective function with L1 norm. The NNF model employed an approximate nearest neighbor field to correct the initial optical flow for variational optical flow computation, and the NNF+EAC model is presented by applying edge-aware constraints to variational optical flow energy function to preserving image and motion edges. To demonstrate benefits of the guided filtering in developing variational optical flow estimation, we applied the guided filtering scheme to each basic method, named HS+NL+GF, Classic+NL+GF, NNF+GF and NNF+EAC+GF, respectively. Specifically, we utilized the guided filtering as an additional operation after the median filtering during the coarse-to-fine computation of flow field as shown in Fig. 4 . Fig. 9 shows flow fields of all couples of the basic and improved methods performed on the Middlebury data. We didn't look for the best method among the baseline and development approaches above-mentioned, but did a comparison between the basic model and corresponding development program to reveal significant benefits of the proposed guided filtering operation for flow field computation.
As shown in Fig. 9 , although flow fields of each couple of the basic and developed models look roughly close. VOLUME 6, 2018 There are indeed numerous emendations in the estimated flow fields of improved models compared to presentations of original approaches. Through visual inspection, we identified differences of image edges or motion boundaries between the flow fields of the baseline and improved methods as indicated using inserted blocks and circles. As can be seen, there are significant improvements in the marked regions for the developed flow fields since the over-segmentation or blurring of image edges and motion boundaries that appeared in the original flow fields actually disappeared.
For a quantitative comparison, TABLE 2 summarizes results of AAE and AEE of the estimated flow fields of Middlebury data. It is obvious that both the averaged and individual errors of the improved methods decreased compared to the baseline methods, especially in some typical sequences with detailed edges and complex motion boundaries such as Grove3, Urban3 and Venus.
In general, the visual and quantitative comparisons between the developed and basic methods with the Middlebury data indicate that the guided filtering operation is able of improving accuracy and robustness of the optical flow estimation due to probably its valuable characters of edge-preserving.
E. RESULTS OBTAINED FROM MPI-SINTEL DATABASE
Although the Middlebury database is a standard benchmark for optical flow, it involves only small and simple motions. The MPI-Sintel dataset [54] is a large, difficult dataset that includes large displacements, significant occlusions and atmospheric effects. We run the basic and developed methods on some sequences of the MPI-Sintel data to conduct an extended evaluation for benefits of guided filtering. It should be stated that free parameters of the guided filtering were constant in all experiments mentioned in this report. Fig. 10 shows reference frames, ground truths and estimated flow fields of the MPI-Sintel data, respectively. The results demonstrated that the proposed guided filtering scheme can truly enhance performances of the baseline methods for preserving image edges and motion boundaries, as seen through visual comparison between the estimated flow fields of the original and developed methods. TABLE 3 exhibits the results of AAE and AEE of the basic and developed methods for the MPI-Sintel data. As can be seen, the developed models generated the better results than the basic method in all coupled comparisons, which indicates that the proposed guided filtering optimization scheme is capable of improving the accuracy of flow field computation.
F. RESULTS OBTAINED FROM KITTI DATABASE
Recently, the KITTI database [55] has being increasingly popular for evaluating the robustness of the latest flow field computation methods since the dataset was produced by using a moving vehicle. To demonstrate advantages of the proposed guided filtering program for dealing with difficult scenes, we applied all pairs of the basic and modified models on some typical sequences of KITTI database. Fig. 11 displays reference frames, ground truths and the estimated flow fields of the KITTI data, respectively. The revised models with guided filtering operation showed the competitive results compared to original approaches. However, the KITTI datasets are actually difficult for the existing optical flow estimation approaches due to challenges of illumination change, large displacement, motion occlusion and complex scene.
In the KITTI test datasets, error of estimated flow field is measured by gathering statistics of pixels with an endpoint error greater than 3. Fig. 12 shows the error images and the statistical results of flow error, respectively. In spite of the KITTI data is quite different with the Middlebury and MPI-Sintel data due to the motions is often dominated by the camera. The modified approaches with guided filtering performed a superior result of the flow error compared to the original methods by using the KITTI benchmark.
To maintain a consistent evaluation standard, we also measured the flow field error using AAE and AEE instead of the KITTI benchmark. The experimental results on KITTI datasets are given in TABLE 4. According to statistical results of errors as shown in TABLE 4, we found that errors increased compared to those of the Middlebury and MPISintel datasets, due to probably great challenges provided by the KITTI data. However, the guided filtering operation improved the accuracy of the flow field estimation significantly. For example, the NNF+GF method offered a remarkable reduction in both AAE and AEE compared to the original NNF model, particularly for frames of 000000 and 000036.
Additionally, we summarized the running times of the evaluation methods in TABLE 5, which indicate that the proposed guided filtering scheme may increase the time consumption of the developed model about 5% ∼ 10% compared to those of the baseline method. However, the guided filter is able to improve both the accuracy and robustness of the flow field estimation, especially with the benefits of preserving the image edges and motion boundaries.
G. LIMITATIONS
The proposed guided filtering scheme is able to preserve the image edges and motion boundaries of optical flow as shown in the evaluation experiments. However, it has some potential limitations. For instance, the guided filter has a VOLUME 6, 2018 common limitation that it may exhibit artifacts boundaries near weak edges since the guided filter transferring the local structure information in the guidance image to the target one directly. To address the issue that the guidance flow field may have false edges in some regions near the motion occlusions, the mutual-structure based guided filtering [56] may enhance the capability of edge-persevering of optical flow near occlusions.
Another limitation of the guided filtering is that its free parameters must be set suitably because impertinent values of the free parameters may reduce the benefit of the guided filtering. In our experiments, the free parameters of guided filter were selected by running the HS+NL+GF with different choices of the parameters on sequences of RubberWhale and Grove3 from Middlebury database. Nevertheless, fixed values of the free parameters may not be the best choices for other modified optical flow models. The self-adaptive parameters need to be considered to address the issue.
VI. CONCLUSIONS
In this report, we proposed a novel guided filtering scheme for flow field computation and showed benefits of preserving image edges and motion boundaries.
Specifically, we began with an overview of the development of optical flow computation in the past three decades and a discussion on limitations of the current approaches. We then described the general formulation of the guided filtering and specific scheme of the guided filtering for optical flow with the framework of coarse-to-fine computation. Furthermore, we modified some typical and state-of-the-art flow field estimation methods such as HS+NL, Classic+NL, NNF and NNF+EAC by applying the proposed guided filtering operation to baseline models. Finally, we conducted comparative experiments using test sequences of the Middlebury, MPI-Sintel and KITTI databases to examine potential benefits of the guided filtering. The results of comparisons between the original and developed models showed that the proposed guided filtering with optimizing scheme can improve both the accuracy and robustness of the flow field estimation.
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