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Abstract
Magnetized confinement fusion devices such as ITER will be heated and fueled
by large and powerful neutral beam injection systems, where neutralized negative
hydrogen and deuterium ions are used. The negative ions are produced in an ion
source plasma, which is sustained by powerful radio-frequency (RF) generators
at 1MHz. The power is transferred by a coil wrapped around a cylinder (called
driver) via inductive coupling to the low pressure (up to 0.3Pa) low temperature
plasma. In ion sources used at the ITER neutral beam injection system there will
be eight drivers, each powered with up to 100 kW. Voltages of several kilovolts are
applied, wherefore electrical breakdowns are likely. Only a certain fraction η of the
generator power is absorbed by the plasma, whereas the rest is lost by Joule heating
of the coil and metallic components. By maximizing η, lower generator powers and
coil voltages become possible. However, various parameters such as magnetic field,
pressure, power, driving frequency, as well as driver and coil geometry influence η.
To get insight into the power coupling mechanism and to optimize η, a predictive
self-consistent fluid model is established. No predictive model existed hitherto
due to the complexity of the power coupling at low driving frequencies and the
dynamics of the plasma and neutral species at low pressures and high powers. It is
shown that the nonlinear RF Lorentz force and the electron viscosity are crucial
for describing power coupling in this regime. Model validation is accomplished by
systematic comparison with measurements of the plasma and electrical parameters
that are performed for the first time at the ITER prototype RF ion source. Here
η is around 0.5. The capability of the model to scan the broad parameter space
and disentangle the various nonlinear effects provides a valuable guideline for
experimental efforts towards optimizing the RF power coupling in ion sources. By
optimizing the two parameters with maximum impact, driving frequency and driver
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Future fusion devices such as ITER [1] will contain magnetically confined plasmas
that have to be heated up to temperatures of around 108 K. These extreme tem-
peratures are necessary for the nuclear fusion process to happen often enough to
harness energy from it [2]. In the ITER experiment fast neutral particles with
energies of 1MeV are injected into the fusion plasma to heat it via collisions [3].
The fast neutral beam is produced from accelerated ions that are subsequently
neutralized [4]. For hydrogen at particle energies of 1MeV it is energetically by far
more efficient to strip an electron from a negative ion than adding an electron to a
positive ion [5]. For this reason fast Neutral Beam Injection (NBI) systems rely
exclusively on Negative ions, hence the abbreviation NNBI.
The negative ions are produced in a hydrogen or deuterium low temperature
plasma. The plasma is sustained via inductive coupling in a compact cylindrical
vessel, called driver. A coil that is wound around the driver produces an electromag-
netic field that oscillates at a radio-frequency (RF) of 1MHz. An internal Faraday
screen suppresses capacitive coupling. In this way the cylindrical driver wall is
protected from undesired plasma sputtering and subsequent erosion as well as the
plasma from pollution. The electric component of the inductive RF field heats
the electrons in the plasma, producing typical electron densities and temperatures
in the driver of 1018 m−3 and 10 eV, respectively. The plasma expands from the
driver into an expansion region. Here negative ions are created on the plasma
facing surface of an extraction grid system via conversion of impinging atoms and
positive ions. The negative ion yield is considerably enhanced when the surface is
covered by a thin cesium layer with a low work function [6]. This is ensured by
evaporating cesium into the ion source. A low gas pressure of 0.3 Pa is necessary to
reduce the losses of negative ions in the extraction grid system [3]. The ion source
design for the ITER experiment is based on the reference RF ion source which has
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been developed at the Max-Planck-Institut für Plasmaphysik and is in operation at
the BUG (1/8 of ITER ion source size) and ELISE (1/2 of ITER ion source size)
test beds in Garching [7–10].
For ITER, among several other challenges such as producing a uniform high
current (tens of Ampères) beam, while efficiently suppressing co-extracted electrons
(especially in deuterium), pulse lengths of up to one hour are required [3, 11–13].
Throughout the full pulse length the NNBI systems have to operate reliably. Each
NNBI system has one ion source with eight modular drivers attached to it. The ion
source is powered by a total amount of 800 kW, i.e. 100 kW are used per driver. The
high powers are associated with large currents well above 100A and high voltages
of around 10 kV. At these high voltages electrical breakdowns and subsequent arcs
are likely. As a consequence, the RF coil and the driver could be destroyed resulting
in outages and a decreased reliability of the whole NNBI system. For this reason it
is desirable to reduce the generator power and thereby the currents and voltages.
It is well known that in inductively coupled plasmas a certain fraction of the
generator power is not coupled to the plasma. This power is mainly lost by eddy
currents in conductive components such as the Faraday screen as well as by direct
Joule heating of components in the matching network and in the RF coil [14–17].
A quantity to describe the fraction of power that is absorbed by the plasma is the




where Pplasma and Pgenerator are the power absorbed by the plasma and the generator
output power, respectively. The goal is to minimize Pgenerator while retaining Pplasma,
i.e. η has to be maximized. Various external parameters such as the applied
frequency and power, pressure, gas type (hydrogen or deuterium), and also driver
geometry and RF coil layout affect η. Also magnetostatic fields present in the
ion source influence η. By means of experiments alone it is hardly possible to
systematically investigate this broad parameter space and even impossible to study
some of the fundamental physical effects that take place in the discharge. However,
this is possible by numerical modeling.
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A predictive numerical model of the ion source has to be self-consistent. This
means that it must account for the bidirectional coupling between the plasma and
the RF fields in time and space. The ion source operates in an unusual regime, i.e.
the driving frequency is 1MHz, which is low compared to the standard frequency
of 13.56MHz, where most inductively coupled plasmas in industrial applications
are operated. This low frequency together with the high applied power levels lead
to nonlinear effects in the RF coupling mechanism. In addition, the required low
pressure of 0.3Pa results in complex plasma and neutrals dynamics.
First modeling steps have been taken by several authors, where basic simplified
systems and different approximations regarding the gas discharge part and the
RF power coupling mechanism have been used [18–23]. However, none of these
models is self-consistent, mainly because important aspects in the description
of the RF power coupling are still missing. Moreover, the RF power coupling
mechanisms implemented in these models have not been validated with experimental
measurements, which is a necessary step before a model can be considered predictive.
Consequently, the goal of this work is to develop a predictive numerical model
that self-consistently simulates the inductive power coupling in RF ion sources. To
achieve this, an appropriate modeling approach has to be chosen at first. For this
purpose existing state-of-the-art models from the literature are reviewed and their
limitations identified. For the validation of the implemented RF power coupling
mechanism, calculations with different approximations of the model equations are
compared to electrical and plasma parameter measurements from an RF ion source.
In this way the various interacting nonlinear mechanisms that influence the RF
power coupling can be studied in detail. After the validation, the predictive model



























Figure 2.1: Schematic representation of the ITER prototype RF ion source at the
BUG test bed, which is 1/8 of the full ITER ion source. Figure adapted from [24].
Figure 2.1 shows a schematic representation of the ITER prototype RF ion
source, which is operated at the BUG test bed [9]. A low temperature hydrogen
or deuterium plasma is produced by inductive RF power coupling in a cylindrical
vessel, called driver, where typical electron temperatures and densities are 10 eV and
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1018 m−3, respectively [24]. The plasma confinement in the driver is improved by
cusp magnets that are located in the driver back plate [25]. The highly non-uniform
cusp field Bcusp decreases from around 500G directly at the driver back plate to
5G in the center of the driver, as shown in figure 4.12. At its open side the driver is
connected to an expansion chamber into which the plasma expands. Negative ions
are mainly produced at the surface of the plasma grid by conversion of impinging
atoms and positive ions [26]. Cesium is evaporated into the expansion chamber to
reduce the work function of the plasma grid and thus improve the conditions for
the surface production of negative ions [27]. The filling pressure, i.e. the pressure
of the neutral molecules before plasma formation (cf. equation (2.16)), is measured
at several positions in the ion source [28]. Its upper limit for an ion source at ITER
is 0.3 Pa, because at this pressure the losses of negative ions by collisions with the
background gas (neutrals stripping losses) were estimated not to exceed 30% in the
ITER extraction system [29]. A magnetic filter field Bfilter of around 50G in front
of the plasma grid reduces the electron temperature there to values below 2 eV [30],
at which negative ion losses by electron stripping are effectively suppressed [31]. At
the same time the magnetic filter decreases the number of co-extracted electrons
by decreasing the electron density in front of the plasma grid [32].
RF generator output powers of up to 100 kW at a driving frequency of 1MHz
are applied to reach discharge parameters that are sufficient for producing the
amount of negative ions that complies with the need for heating and fueling of
an ITER fusion plasma. The high generator output powers are associated with
voltages of several kilovolts, where a considerable strain is imposed on the RF
components such as the coil, the internal Faraday screen, the matching network
and on the RF generator. Even though the individual coil windings are protected
by an isolation oil with a high dielectric strength, electrical breakdowns are still
a severe problem, since they can lead to electric arcs that form e.g. between the
individual coil windings or between the coil and the surrounding metallic structure.
The consequences of electric arcs are potential catastrophic failures and fire hazards
in the ion source, wherefore a reliable operation of the whole neutral beam injection
system is at risk.
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2.2 Low temperature hydrogen plasmas
In this section no specific distinction is made between hydrogen and its isotope
deuterium, i.e. if not specifically mentioned otherwise, hydrogen can as well be
replaced by deuterium.
Distribution function, temperature and mean free path
A plasma is an ionized gas, wherefore the kinetic theory of gases is well suited to
describe it [33, 34]. The fundamental object that characterizes a particle species α
in a plasma is its distribution function fα. If the particles within the species α are
in thermal equilibrium, then fα,m is a Maxwell-Boltzmann distribution function

















where kB denotes the Boltzmann constant. In this case the distribution of particle
velocities is fully determined by the mass mα and the temperature Tα, which
is measured in Kelvin. The distribution function fα,m is normalized, such that∫∫∫
fα,m d3v = nα. The local flux as a consequence of the thermal particle motion










dvzvzfα,m(r,v, t) = nα
vα,p
2π1/2 . (2.3)
Here the flux in the positive z direction and hence the x − y plane are chosen
without loss of generality. Since fα,m does not depend on the velocity v but only on
the speed v = |v|, one can integrate over the solid angle and derive a distribution
function for the speeds as











From equation (2.4) it becomes evident, why vα,p is called the most probable speed,
since it can be calculated from
∂fα,m
∂v
= 0⇔ v = vα,p. (2.5)

















ε = mα2 v
2 (2.7)
yields the distribution function of the particle energies



























In a plasma there are charged particles such as free electrons and ions as well
as neutral particles. The electrons in an inductively coupled plasma are directly
heated by the RF electric field, as further explained in section 2.3. Therefore Te
reaches high values around 10 eV. Note that the electron temperature is expressed
in electron volts in this work. The conversion to Kelvin is given by the relation
kBT
[K]
α = eT [eV]α , (2.11)
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where e denotes the elementary charge. Hence Te expressed in Kelvin is approxi-
mately 1.16 · 105 K. Collisions between the electrons and the heavy particles are
typically not frequent enough at gas pressures below 1Pa, wherefore the different
particle species are not in thermal equilibrium among each other. Since ions and
neutrals are not directly heated by the RF electric field, they remain at a few
1000K or colder [33]. Note that heavy species temperatures are expressed in Kelvin
in this work.
As at the low pressures there are not enough collisions to randomize the particles
velocities, sometimes not even the species α itself is in thermal equilibrium. A






where να,n is the collision frequency of species α and the neutrals, as defined in
equation (3.16). If λα,mfp is small compared to the typical discharge size, the
distribution function is a Maxwellian. However, at low pressures the mean free
paths of all particles becomes comparable or even larger than the discharge size [35].
In this case the distribution function can substantially deviate from a Maxwellian.
To approximately describe this situation analytically, a multi-Maxwellian fα,mm
with s individual ensembles














can be used, where ∑sj=1 xj = 1 and ∑sj=1 xjnj = nα to properly normalize the
distribution function.
Ionization degree and neutral depletion





i ni + nn
. 0.1, (2.14)
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where i ∈ {H+,H+2 ,H+3 } and n ∈ {H,H2}. The total pressure







is the sum of the partial pressures of all species in the plasma. In contrast to that
the filling pressure
pfill = nH2kBTH2 (2.16)
is the pressure of the molecules before plasma ignition. For electron densities and
temperatures of around 1018 m−3 and 10 eV respectively, the electron pressure can
contribute significantly to the total pressure, especially when the ionization degree
is around 0.1 [28]. In this case a phenomenon called neutral depletion occurs.
Hereby the molecular neutral density is considerably decreased during plasma
operation compared to the one before the presence of plasma. Main reasons for
neutral depletion are ionization and gas heating [36].
The free electrons and ions in a plasma react to electric and magnetic fields,
wherefore the plasma exhibits collective behavior (as opposed to a gas). The most
important consequences of this remarkable feature are introduced in the following.
Static shielding and quasi-neutrality
Due to their large mobility the free electrons in the plasma shield an electrostatic








where ε0 denotes the vacuum permittivity. In a typical low temperature plasma
with Te ≈ 10 eV and ne ≈ 1018 m−3 equation (2.17) yields λDe ≈ 20µm. On length
scales L being large compared to λDe, the bulk of the plasma is free of large electric
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potentials or fields, wherefore the plasma is considered quasi-neutral for L λDe,
i.e. to a good approximation
∑
i
ni ≈ ne (2.18)
is fulfilled [37], where ni denotes the ion number density. A typical hydrogen low tem-
perature plasma consists of three different positive ion species i ∈ {H+,H+2 ,H+3 } [31].
Plasma sheath
The plasma shields itself electrostatically against any bulk object that is introduced
into it, such as e.g. a probe or wall. The plasma electrons have lower mass and
higher temperature than the ions, wherefore initially the electron thermal flux
towards the bulk object according to equation (2.3) is considerably larger than the
corresponding ion flux. For this reason negative space charge accumulates at the
bulk object, wherefore a potential drop evolves. Subsequent electrons are retarded
by the electrostatic field that is created by the space charge, whereas ions are
accelerated towards the bulk object. Hence the drop of the electron density towards
the bulk object is more pronounced than the one of the ion density. In this way a
plasma sheath forms with a characteristic length scale of around 100µm, i.e. several
Debye lengths. Within the plasma sheath, the plasma is not quasi-neutral. In
hydrogen plasmas, the potential drop is around four times the electron temperature,
i.e. an electron temperature of 10 eV produces a potential drop of around 40V [33].







In equation (2.19) only one positive ion species with mass mi is assumed for
simplicity. In a plasma with multiple ion species the more complicated generalized
Bohm criterion has to be applied [38].
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Wall processes
Electrons and ions produced in the plasma volume are mainly lost at the discharge
walls, where they recombine to neutral particles that enter the discharge [39].
This recombination mechanism couples the ion and neutral particle- as well as
energy-fluxes. Typically a fraction of the energy inherent in the directed ion motion
(gained in the plasma sheath) is converted into thermal energy of the neutrals,
which facilitates heating of the latter [22].
Magnetostatic fields
A charged particle of species α is magnetized, if a magnetic field B is strong











need to be introduced, where qα denotes the particle’s charge. Using these defini-
tions, a particle is considered magnetized if the two conditions
ρα,Larmor  L and ωα,c  να,n (2.22)
are fulfilled [40]. This means that the Larmor radius must be small compared
to the discharge size L. At the same time the cyclotron frequency must be large






where the mobility is µα = qαm−1α ν−1α,n, one can rewrite the condition ωα,c  να,n as
hα  1.
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Magnetic fields typically encountered in an ion source plasma are in the order of
50G [41]. At these field strengths electrons are fully magnetized, since the electron
Larmor radius is only several millimeters and thus considerably smaller than the
typical discharge size (cf. figure 2.1). The electron cyclotron frequency is in the
range of GHz and thus around three orders of magnitude larger than νe,n. For the
ions the situation is ambiguous, depending on the ion mass and temperature. Here
the Larmor radius is in the range of centimeters, beeing smaller than the typical
discharge size. However, the ion cyclotron frequency is around 0.1MHz, which is
comparable to νi,n [42]. For this reason the ions are not fully magnetized.
2.3 Inductive power coupling
Figure 2.2 shows the simplified RF circuit of the BUG ion source. Depicted on
Figure 2.2: Simplified electrical circuit of the BUG ion source with the RF power
generator on the left and the RF circuit on the right.
the left is the RF generator that is designed to operate at a driving frequency of
1MHz with a maximum output power of 150 kW [43]. However, the ion source
is usually operated at lower generator powers up to 80 kW, because at higher
powers electrical breakdowns and arcing become likely. The ion source is at a high
potential around 60 kV to accelerate the negative ions in the extraction system [8].
At ITER, the RF generator and circuit will be on the same potential as the ion
source [4]. In contrast to that at the BUG test bed the RF generator is on ground
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potential. This saves space and eases the power that has to be supplied via a high
voltage transformer. One drawback of this solution is that an additional matching
transformer is required to electrically isolate the grounded generator from the ion
source [7, 44]. This matching transformer is subject to nonlinear magnetization
losses in its ferrite core, which have been experimentally quantified in a separate
study [24]. Consequently, it is neither used in the experimental setup, nor is it
modeled in this work.
The RF circuit consists of two air cooled matching capacitors C1 and C2 that
are used for impedance matching, i.e. they are adjusted such that the equivalent
resistance of the RF circuit, as presented to the RF generator at its output is
50 Ω [45, 46]. In this way it is ensured that no power is reflected from the RF circuit
that could destroy the generator. The network losses in the RF coil, Faraday screen
(both water cooled) and other surrounding structure are described by Rnetwork,
whereas the inductive reactance Xnetwork is generated by the RF coil and slightly
reduced by the Faraday screen. The complex quantity Z̃plasma models the inductively
coupled plasma, wherefore it consists of a real part that is responsible for power
absorption and an imaginary part that accounts for the inductive behavior of the
plasma. Note that Xplasma slightly decreases the total reactive inductance in the
branch of the RF coil [47]. The amplitude of the current flowing through the
RF coil is denoted by I0. The RF coil ’antenna’ length is small compared to the
wavelength (which is 300m at 1MHz), wherefore the electromagnetic wave that
is transmitted outside the coil is negligible. For this reason no power is lost via
electromagnetic radiation.
From the RF circuit in figure 2.2 follows that the generator output power must
be dissipated either in the plasma or in the RF network, i.e.





With this equation and with Pplasma = 12RplasmaI
2
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Note that Rnetwork and Rplasma are independent of each other. Hence, to increase
η, Rnetwork must be decreased and Rplasma must be increased. At the same time
electric arcs in the RF coil and the surrounding metallic structure have to be
avoided. For this reason optimization measures target not only to increase η but
also to decrease the effective coil voltage







which causes the arcs. Herein the approximations Rnetwork, Rplasma  ωRFLnetwork
and Xnetwork  Xplasma are used. The first approximation is well fulfilled, since
typically Rnetwork, Rplasma < 1 Ω and Lnetwork > 10µH resulting in RnetworkωRFLnetwork <
1
10·2π ≈ 0.01 1 at 1MHz. The second approximation cannot be justified without
further information about the plasma. However, since Xplasma acts to decrease the
total reactive inductance, equation (2.26) approximates the worst case, i.e. the
highest coil voltage.
2.3.1 Network losses
The network losses consist of two parts: (i) Joule heating of the RF coil, where
an RF current is directly applied and (ii) Joule heating of the Faraday screen and
the back plates, where eddy currents are induced by the time varying magnetic
field that is generated by the current in the RF coil. At radio-frequencies there is
a pronounced skin effect, i.e. the RF current is pushed towards the outside of a







Herein µ0, µr, ωRF = 2πfRF and σconductor denote vacuum and relative permeability,
angular frequency and material specific electric conductivity, respectively. The RF
coil as well as the Faraday screen are made out of copper, where with σcopper =
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5.9 · 107 Sm−1 [49] and equation (2.27) follows δRF,copper = 65µm at 1MHz. A




where l and A denote the length and the surface (assumed constant) through
which the RF current is transported, respectively. For a cylindrical tube of known
dimensions the surface A is determined via the skin depth, i.e. A ≈ 2πrtubeδRF.
The absorbed power by Joule heating in the conductor is then straight forwardly
determined by using the standard text book formula P = 12RI
2
0 [48], where I0 is the
applied RF current amplitude. To calculate the induced eddy currents, Ampère’s
circuital law and Faraday’s law of induction have to be solved taking the full 3D
geometry of the RF coil, Faraday screen and back plates into account.
2.3.2 RF power coupling to plasma
In contrast to the modeling of the network resistance, modeling the RF power
coupling in a plasma is considerably more complicated. The starting point for
the power coupling in an inductively coupled plasma is a current density that
oscillates harmonically with an applied angular frequency ωRF along a conductive
tube. According to Ampère’s law this time dependent current density generates an
oscillating magnetic field surrounding the tube. This time-dependent magnetic field
in turn produces an electric field via Faraday’s law of induction. The maximum
frequency of an external field up to which the free electrons in the plasma can







Using ne ≈ 1018 m−3 yields ωe,p ≈ 50 GHz. Since this frequency is around four
orders of magnitude larger than the applied ωRF = 2π ·1 MHz the electrons are able
to respond to the RF field and thus dynamically shield the plasma from external
RF fields.
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Also the free ions in the plasma can follow the electric RF field, i.e. as for
the electrons ωRF  ωi,p ≈ 109 Hz is true. However, from equation (2.32) it
becomes evident why the ion’s contribution to the RF current density and thus
to the inductive power coupling is nevertheless negligible. The main reason is the
comparatively larger ion mass, i.e. the ion contribution to the plasma conductivity
σ̃plasma is reduced by a factor of mime ≈ 1800 compared to the one of the electrons.
For this estimation ne ≈ ni and νe,n ≈ 10 · νi,n are used, where the elastic collision
cross sections are obtained from the references given in table 3.2. Hence only the
inductive electron heating is of practical interest in the following discussion.
Assuming a local collisional regime in the plasma, this results in a transverse
electromagnetic wave, i.e. the complex wave vector k̃ that indicates the direction
of propagation and the direction of the electric and magnetic RF field are pairwise




Herein c0, k̃ and ε̃r denote the speed of light in vacuum, the complex amplitude
of the wave vector k̃ and the complex relative dielectric permittivity, respectively.
The latter is defined as [33]




where the complex electrical plasma conductivity
σ̃plasma =
e2ne
me (iωRF + νe,n)
(2.32)
from the collisional cold plasma approximation [33] is used. Since the wave cannot
propagate because of ωRF  ωe,p, it follows the classical RF skin effect, where the







In the context of a plasma, δRF is also called thickness of the RF sheath. Typical
values are δRF ≈ 5 mm, which is more than one order of magnitude larger than
the thickness of the plasma sheath. Note that equation (2.27) follows as an ap-
proximation of equation (2.33) for the case of a good conductor, where σconductor
has no imaginary part.
The electric field component E of the RF field exerts a force F = −eE on
the free electrons in the plasma. Applying this force along some displacement dx
yields the amount of work that is done. From this follows the instantaneous power
absorbed by the electron as the work done per time
P = dWdt =
F · dx
dt = −eE · v. (2.34)
For E and the electron velocity v oscillating with angular frequency ωRF, the






−eE · v dt = 12Re{−eẼ · ṽ
∗}, (2.35)
where the tilde indicates a complex amplitude and the asterisk denotes complex
conjugation. In the picture of a forced harmonic oscillator applying a harmonic
external electric force to a particle results in a harmonic oscillation of the latter.
In this case a phase difference of 90° between the electric field component and
the particle velocity sets in and according to equation (2.35) no average power is
absorbed over the course of one period.
One mechanism that leads to power absorption are collisions, i.e. by introducing
collisions in the simple picture of the forced harmonic oscillator, the 90° phase shift
is reduced and thus power is absorbed, as is evident from equation (2.35). This
well known phenomena is dominating in local conditions when there are enough
particles for the oscillating electron to collide with. In this case local Ohm’s law
evolves and the current density is directly connected to the electric field via the
plasma conductivity from equation (2.32). The resulting heating region is confined
to the classical collisional RF sheath δRF, as introduced in equation (2.33) [33].
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2.3.3 RF skin effect and heating regimes
Figure 2.3 shows the three different RF skin effect regimes that can be observed in
an inductively coupled plasma depending on the filling pressure pfill and magnetic
RF field strength BRF. The idea for this figure is from [50], where BRF is plotted
over a changing driving frequency. However, collisions are not accounted for in [50],
whereas they are retained in figure 2.3.














BUG at 60 kW
BUG at 20 kW
Figure 2.3: RF skin effect regimes for various filling pressures pfill at a fixed
driving frequency fRF = 1 MHz. Electrical and plasma parameters (ne ≈ 1018 m−3)
from the BUG ion source driver are used to obtain the regime boundaries as well
as the operation points at generator powers of 20 and 60 kW, respectively.
At lower pressures and rather small magnetic RF fields there is the anomalous
skin effect regime. In this regime, collisionless heating predominates over collisional
heating [51]. Here the electrons resonantly interact with the RF electric field
in the anomalous RF sheath and thereby absorb power [52, 53]. For magnetic
fields larger than 0.3G discharges are in the nonlinear skin effect regime. In this
regime the nonlinear RF Lorentz force caused by the RF magnetic field becomes
comparable to the electric RF force and thus starts to affect the movement of the
electrons [50, 54]. At higher magnetic RF fields (for 0.3Pa at roughly 100G) the
Larmor radius becomes considerably smaller than the RF skin depth, wherefore
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there is a transition to the local regime. Using measured RF coil current amplitudes
I0 between 150 and 300A to estimate BRF ≈ µ0Nl I0 (with number of turns per
length N
l
≈ 60.1 m = 60 m
−1) yields that typical discharges in the BUG driver are
located in the ’high magnetic RF field region’ of the local skin effect regime just
above the nonlinear regime.
2.3.4 Modeling challenges and state-of-the-art models
Inductively driven negative hydrogen ion sources are operated under unusual condi-
tions, resulting in several challenges when attempting to model these discharges [22].
One major point is the operation at a driving frequency of 1MHz, which is more than
one order of magnitude lower than the industry standard frequency of 13.56MHz.
It follows from Faraday’s law of induction that to produce the same electric RF
field strength at a lower frequency the magnetic RF field must be increased. For
this reason the RF Lorentz force (associated with the RF magnetic field) becomes
comparable or even larger than the electric RF field at 1MHz. This introduces
considerable nonlinearities, leading to the ponderomotive effect, where the plasma
is compressed by the RF Lorentz force [55–58]. Another point is the transport of
electrons and ions, which is heavily affected by the plasma potential. The plasma
potential in turn is highly dependent of the plasma sheath that evolves in front of
the discharge walls. Since the plasma species and the neutrals are strongly coupled
via neutralization and recombination processes at the walls, the plasma potential
has to be calculated from the space charge distribution and quasi-neutrality cannot
be assumed a priori, as is commonly done in plasma fluid models [33, 37]. Also
because of the strong coupling via wall processes the neutral atoms and molecules
cannot be described as a uniform background but have to be modeled via particle,
momentum and energy balances. This becomes especially important at high powers
of up to 100 kW. Here the low neutral densities are even further decreased by
electrons that ionize the neutrals. This phenomenon is called neutral depletion via
ionization [36]. Adding to the complexity is that at the low pressure around 0.3 Pa
nonlinear ion inertia is important. Furthermore, magnetostatic fields present in ion
sources strongly magnetize the electrons. Another aspect are the numerous elastic
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and inelastic processes that take place between charged particles and neutrals in a
hydrogen plasma [31].
All the above points directly or indirectly affect the RF power coupling, wherefore
it is mandatory to consider them in a self-consistent model. Several authors devised
RF power coupling models using basic simplified systems. Jain et al. [18, 19] used
uniform electron plasma parameters as model inputs. The local skin effect regime
was assumed, and collisionless heating taken into account by a stochastic collision
frequency to calculate the skin depth. The plasma was coupled to the RF fields by
means of a transformer model. However, a self-consistent description of transport
processes and the RF Lorentz force are missing, wherefore this model cannot
be used for design optimization studies. Lishev et al. [20, 21] solved transport
equations for the spatial profiles of the charged particles and the electron energy.
The local skin effect regime was assumed for the RF power coupling. However,
the RF Lorentz force was neglected, wherefore nonlinear effects that impact on
the RF power coupling are still missing. Hagelaar et al. [22, 23] spatially resolved
the transport of the plasma species as well as the one of the neutrals. However,
in the description of the RF power coupling the RF Lorentz force was apparently
not retained in all components of the electron momentum balance. Collisionless
heating was included by means of an effective viscosity formulation, assuming an
anomalous skin effect regime [51]. However, at a driving frequency of 1MHz no





3.1 Selecting a modeling approach
A plasma is an ionized gas, wherefore common plasma modeling approaches are
based on the kinetic gas theory. Here the microscopic dynamics of a thermodynamic
system that is not in a state of equilibrium is described by the Boltzmann kinetic









Figure 3.1: Plasma models hierarchy, where all models involve different approx-
imations of the Boltzmann kinetic equation (3.1). The direct methods take the
microscopic particle perspective, whereas the fluid models take the macroscopic
continuum perspective. Global models are even further simplified fluid models. The
retained physics as well as the numerical effort decrease from bottom to top.
plasma models can be classified in a hierarchy as shown in figure 3.1: on the
microscopic level the kinetic equation can be solved either by direct integration [59]
or direct simulation methods [60]. However, on the macroscopic continuum level,
fluid or even more simplified global models are used to describe the dynamics of
the system. Depending on the type of plasma and the physics aspects of interest, a
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modeling choice has to be made. Hereby the computational power at hand is an
important restriction.
Starting on the microscopic level, the time evolution of a distribution function
fα(r,v, t) in phase space (r,v) is described by the kinetic equation (cf. [61])
∂tfα + v · ∇rfα +
Fα
mα
· ∇vfα = Cα. (3.1)
In a plasma there are three different types of particle species: ions, electrons and
neutrals, i.e. α ∈ {i, e, n} with masses mα. Because the ions and electrons carry
charges qa, they are subject to the forces arising from electric and magnetic fields
Fα = qα(E + v ×B). (3.2)
The integral operator Cα on the right hand side of the kinetic equation gives the
change per unit time of fα due to collisions with other species. Even in its simplest
approximation of a binary collision, its concrete form is very complex, and it
depends e.g. on whether the collision is elastic or inelastic [59, 61]. To obtain
a self-consistent solution set {fi, fe, fn,E,B}, a set of kinetic equations for each
species coupled to Maxwell’s equations has to be solved. This problem can be
tackled in various ways.
The most straight forward approaches are direct integration [59] and direct simu-
lation [60]. Solutions obtained with these methods fully retain features associated
with non-equilibrium thermodynamics, such as e.g. different species being not in
thermodynamic equilibrium or even no thermodynamic equilibrium within one
species. However, both methods suffer from severe numerical performance issues.
The direct integration method is numerically very expensive since fα(r,v, t) de-
pends on seven independent dimensions (one for the time t and three each for the
position r and for the velocity v). The numerical effort can be estimated by assum-
ing 100 uniformly distributed elements in each dimension. This yields 1007 = 1014
calculations that have to be performed, which is only possible in a reasonable
amount of time when highly parallelized super computers are used [62]. The direct
simulation method reduces the numerical effort by following a set of computational
particles in real space, which is divided up into cells, wherefore this method is also
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called particle-in-cell (PIC) method. Here collisions are accounted for by means
of a stochastic Monte Carlo method (MCC) [63]. In the PIC-MCC method an
approximation of fα is obtained from the discrete particles velocities in a specific
cell. However, for the PIC-MCC method to produce stable and accurate solutions
(e.g. statistical noise and numerical heating are common issues [62]), fundamental
length- and time-scales such as the Debye length, as given by equation (2.17), and
the plasma frequency, as given by equation (2.29), restrict the discretization in
typical low pressure low temperature hydrogen plasmas to cell sizes and time steps
in the order of 10−5 m and 10−9 s, respectively. Hence the direct simulation of the
BUG ion source with its large volume of around 40 ` and its high plasma particle
densities of around 1018 m−3 is not feasible on a common workstation but rather a
task for a highly parallelized super computer that would run for months to obtain
a steady state solution [64–66].
Located at the top of the model hierarchy in figure 3.1 are zero dimensional
global models [67, 68]. They perform very well numerically, because no spatial and
no velocity dimensions are considered. The resulting system of ordinary differential
equations, where the time t is the only remaining dimension, is solved for the particle
number densities and energies. However, by neglecting the space dimensions, the
interaction of the particles with the electric and magnetic fields cannot be resolved,
wherefore global models cannot be used to study the RF power coupling.
As shown in figure 3.1, there is a third approach situated in between these two
extremes: the fluid models. Here, transport equations for the spatially resolved
macroscopic quantities particle number density, momentum and energy are derived
from the kinetic equation. Because the transport equations are resolved in space
and time they can be coupled to Maxwell’s equations. In this way the electric and
magnetic fields can be solved self-consistently along with the macroscopic plasma
quantities, which makes the fluid model a viable tool for studying the RF power
coupling. Since the macroscopic quantities do not depend on any of the three
velocity dimensions, fluid models are numerically not as demanding as the kinetic
methods. Owing to the macroscopic character of the equations, restrictions for
spatial and time discretization are more relaxed compared to the kinetic methods,
i.e. cell sizes as large as 1 cm are possible and implicit time stepping methods are in
principle only restricted by the numerical error. The advantages of the fluid model
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are its numerical efficiency as well as that it is easy and intuitive to interpret the
resulting macroscopic quantities. However, one inherent drawback is the assumption
of a distribution function that is close to a Maxwellian one. This becomes relevant
at low pressures, where as a consequence of the infrequent collisions the distribution
functions of the individual particle species can deviate from a Maxwellian one.
When quantitatively comparing results from a fluid model to values obtained from
the experiment, the question has to be asked, whether kinetic effects (resulting
from a distribution function that is not close to a Maxwellian) are responsible
for the deviation. The answer to this question can either be provided by a direct
measurement of the distribution function, as performed for the electrons in [69] or
a direct simulation of the distribution function, as done for the neutrals in [35].
3.2 Simulation domain
The spatial dimensions of the BUG ion source are shown in figure 2.1, where driver
and expansion chamber occupy a volume of 7 ` and 33 `, respectively. Because of
these large volumes a super computer rather than a workstation would be necessary
when a 3D simulation domain is used. To avoid this, cylindrical symmetry is
assumed yielding the 2D simulation domain shown in figure 3.2. The driver in
the experimental setup is cylindrically shaped, wherefore the axial length Ldriver =
17.4 cm and radius Rdriver = 11.85 cm are directly used in the simulation domain.
The expansion chamber in the experimental setup is a cuboid with an axial length
of 24.35 cm, which is also directly used in the simulation domain. The height of
54.6 cm and width of 31.1 cm are approximated by Rexpansion = 18.8 cm. This is
chosen such that the cylindrical expansion volume in the simulation domain has
the same volume to surface ratio as in the experiment, since the plasma parameters
are sensitive to this ratio [23].
An RF coil with six turns is positioned axially central between the driver- and
source-backplate (BP). It is formed from a hollow (for the water cooling) copper
tube with an outer diameter of 6mm. The radius of the RF coil is Rcoil = 13.6 cm
and from the constant coil pitch follows a distance of 1.2 cm between the coil
windings. Owing to the cylindrically symmetric simulation domain the RF coil is
realized as six individual windings. Because of the well pronounced skin effect at


















Ldriver = 17.4 cm
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Rdriver = 11.85 cm
Expansion length
Lexpansion = 24.35 cm
Driver
Figure 3.2: Cylindrically symmetric (i.e. ∂ϕ = 0) simulation domain of the BUG
ion source. The driver- and source-backplates as well as the inside of the RF coil
windings (shaded in dark grey) are excluded from the simulation domain.
1MHz, the coil windings in the simulation domain are treated as surfaces (circles),
whose volume is excluded from the simulation domain. For the same reason the
conducting driver and source back plates are excluded from the simulation domain.
The internal Faraday screen is not cylindrically symmetric because of the axial
slits at discrete positions on its circumference, as shown in figure 2.1. For this
reason it is also not included in the simulation domain. The losses in the network
components RF coil, Faraday screen and back plates are quantified by the network
resistance, as explained in section 2.3.1.
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3.3 Fluid approach
3.3.1 Transport equations
Instead of solving for the distribution function fα itself, the fluid approach considers
spatially resolved macroscopic quantities such as the particle number density nα,
the mean velocity uα and the temperature Tα. These quantities are obtained as













3 (v − uα)
2fα d3v (3.3c)
Integrating the kinetic equation (3.1) over velocity space yields the particle transport
equation for nα:
∂tnα +∇ · (nαuα) = Rα, (3.4)
where Rα is the number of particles created respectively destroyed by inelastic
collisions per unit volume and unit time. The momentum transport equation is
obtained by multiplying the kinetic equation with mαv and integrating over velocity
space. Here, the dependent variable is the average velocity uα:
mαnα
Duα
Dt = −∇pα −∇ · πα + nαqα(E + uα ×B) + Fα −mαSαuα. (3.5)
D
Dt = ∂t +uα · ∇ is the material derivative. Its convective part uα · ∇ describes the
transport of a macroscopic quantity in the flow field uα. On the right hand side
of the momentum transport equation are the forces that change the momentum
such as the pressure gradient force −∇pα that pushes the fluid elements in the
direction of decreasing pressure. The force that results from the anisotropic part of
the pressure tensor (= stress tensor (π
α
)i,j) is calculated as the tensor divergence
∇ · π = ∂xjπjiei, where the Einstein sum convention is applied. When a particle
species carries charge qα, it is subject to forces due to electric and magnetic fields,
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as given by qα(E + uα ×B). Momentum gains or losses in elastic collisions are
denoted by Fα. Also the momentum loss due to inelastic collisions plays a role via
the term −mαSαuα. It follows from reinsertion of the particle transport equation
in the derivation of the convective form of the momentum transport equation. Only
newly created particles contribute to this momentum loss, wherefore Sα comprises
only the positive contributions of Rα.
The energy transport equation is obtained by multiplying the kinetic equation
with mα2 v








2 kBTα) +∇ ·Qα = qαnαuα ·E + Pα. (3.6)








2 kBTα)nαuα + pαuα + παuα + qα (3.7)
consists of transported kinetic and thermal energy, the work of the (an-)isotropic
pressure forces and the heat flux density qα that is associated exclusively with the
random particle motion. Equations (3.6) and (3.7) explicitly account for the internal
degrees of freedom ζα,int = ζα,vib + ζα,rot where equipartition of the translational,
vibrational (ζvib) and rotational (ζrot) energy modes is assumed.
The particle, momentum and energy transport equations (3.4), (3.5) and (3.6)
are coupled, i.e. every lower order equation depends on a higher order moment: the
particle transport equation depends on uα, the momentum transport equation on
Tα (expressed as pα = nαkBTα) and the energy transport equation on the stress
tensor π
α
and on the heat flux density qα. Since the system is truncated at this
level, π
α
and qα have to be expressed as functions of the lower order moments
nα,uα and Tα. This is done using the Chapman-Enskog asymptotic scheme [71].
Here, the distribution function fα is written as an equilibrium Maxwellian fα,0 and
an unknown non-Maxwellian disturbance fα,1, i.e.
fα(r,v, t) = fα,0(r,v, t) + εfα,1(r,v, t). (3.8)
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The small expansion parameter ε = λmfp/L  1 depends on the mean free path
λmfp and the length scale of variation L. The kinetic equation is then linearized
and fα,1 is expanded in velocity space yielding an infinite set of algebraic equations
with unknown coefficients. By keeping only the first two terms of this expansion,
the now finite system can be solved and thus fα,1 can be expressed as a function of











qα = −κα∇kBTα (3.10)
can then be found by evaluating the corresponding moments using fα,1. In the
expression for the stress tensor, ηα denotes the kinematic viscosity and the dyadic
∇uα = (∂xiuj)i,j . In the expression for the heat flux density κα denotes the thermal
conductivity coefficient. Note that the direction of heat flow is opposite to the
temperature gradient. For uniform density nα and kinematic viscosity ηα it is
possible to simplify ∇ · π
α





3∇(∇ · uα)) (3.11)
by using the identities ∇ · ∇uα = ∇2uα and ∇ · (∇uα)> = ∇(∇ · uα).
Also the collision terms Rα,Fα and Pα have to be expressed in terms of the
lower order moments to make the system complete. Deriving the expressions for
the stress tensor, the heat flux and for the collision terms is called closure problem
in the literature. As indicated above, during this process it is assumed that the
distribution function is close to a Maxwellian distribution function. To make the
system well-posed, the transport equations and Maxwell’s equations have to be
supplied with boundary conditions. For the transport equations, this again involves
the assumption of a specific type of velocity distribution function. This is discussed
in detail in section 3.3.3.
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3.3.2 Collisional processes
Multi-body collisions are negligible in low temperature plasmas [33, 39], wherefore
only binary collisions between species α and β have to be considered. In this case




where the collision cross section σl(v) depends on the relative speed v = |vα − vβ|.
When fα and fβ are both Maxwellian as defined in equation (2.1), than it is possible
to obtain an analytic expression for equation (3.12) when transformed from the
laboratory into the center-of-mass system [70]. Changing to energy space after the



















=: nαnβXl(µα,β, εα,β) (3.13)
The rate coefficient Xl is thus a convenient expression to quantify the reaction rate.










Foremost for the elastic processes between an impacting particle α on a particle β
it is convenient to use the rate coefficient for this elastic collision Xα,β to define a
collision frequency να,β as
να,β = nβXα,β. (3.16)
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In the special case of an electron impact collision a light electron α = e strikes
on a heavy particle β. Here Te  Tβ and me  mβ, wherefore equations (3.14)
and (3.15) simplify to µe,β ≈ me and εe,β ≈ kBTe. In this case the rate coefficient
is to a good approximation a function of Te, i.e. Xl = Xl(Te).
Table 3.1: Inelastic collisional processes included in the model. Reactions that
solely contribute as electron energy loss are marked by †.
Partner Process Reaction equation References
Electron impact processes
H 3 × electronic excitation† e + H(n = 1)
→ e + H(n = 2,3,4) [31]
Ionization e + H(n = 1)→ 2e + H+ [31]
H2 Non-dissociative ionization e + H2 → 2e + H+2 [31]
2 × dissociative ionization e + H2
X 2Σ+g→
B 2Σ+u
2e + H+ + H [31]
10 × singlet state excitation† e + H2 → e + H∗2 [31]
B,B′ & B′′ 1Σu;C,D & D′ 1Πu,
EF,HH̄ & GK 1Σ+g ; I 1Πg
4 × triplet state excitation† e + H2 → e + H∗2 [31]
a 3Σ+g ; e 3Σ+u ; c & d 3Πu
Dissociation e + H2 → e + 2H [72, 73]
2 × vibrational excitation† e + H2(v = 0)
→ e + H2(v = 1,2) [31]
H+2 Dissociative excitation e + H
+
2 → e + H+ + H [31]
Dissociative recombination e + H+2 → 2H [31]
H+3 Dissociative excitation e + H
+
3 → e + H+ + H2 [31]
Dissociative recombination e + H+3 → H + H2 [31]
H+2 impact process
H2 H+3 formation H
+
2 + H2 → H
+
3 + H [74]
A multitude of inelastic collisions between free electrons, positive and negative ion
species, atoms and molecules take place in a low temperature hydrogen plasma. In
molecules vibrational and rotational excitation occurs beyond electronic excitation.
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Preceding works on inelastic collision processes in hydrogen at different discharge
conditions were performed by several authors [23, 26, 31, 72, 74–82]. To keep the
model numerically efficient, it is necessary to select from these works only those
species and collisional processes that affect the discharge in the driver, where the
RF power coupling takes place.
A self-consistent description of the surface and volume produced H− is a very
complex task [23, 26, 66, 78, 80, 81, 83–85]. However, it has been shown by global
chemical kinetics modeling, that nH−  ne everywhere in the ion source (except in
the direct vicinity of the plasma grid), because the destruction of H− by electron
detachment is very efficient for Te > 2 eV [80]. Hence it is reasonable to exclude
surface as well as volume produced H− from the model.
The cross-sections for different molecular processes such as dissociative electron
attachment, dissociation and ionization are sensitive to the vibrational energy levels.
However, for a large Te ≈ 10 eV, as encountered in the driver, the effective rate
coefficients with and without considering a vibrational population do not differ
substantially [86]. Hence, the individual vibrational energy levels in the hydrogen
molecule are not resolved in the model.
The cesium density in the ion source calculated with transport codes [84] and
measured with laser absorption spectroscopy technique [87] is globally low, i.e.
nCs, nCs+  ne. For this reason cesium is also not included in the model.
In this way the simplified set of inelastic reactions shown in table 3.1 is obtained,
where only electrons, three different positive ion species H+, H+2 , H+3 and the ground
state atoms and molecules are modeled. The rates for all inelastic processes are
calculated using equation (3.13).
The elastic collision processes included in the model are specified in table 3.2,
with collision cross sections from the given references.
Table 3.2: References for the elastic collision cross sections used in the model.
Impacting species
e H+ H+2 H
+
3 H H2
H [88–90] [91] [92] n/a [91] [91, 93]
H2 [72] [93] [94] [93] [91, 93] [42]
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There is no reference available for the elastic collision cross section between
H+3 and H, wherefore a value in the same order of the other elastic ion neutral
rate coefficients is assumed. Since H+3 is the minority species in the driver, this
assumption has almost no impact on the plasma parameters there.
3.3.3 Boundary conditions
The particle and energy transport equations (3.4) and (3.6) require boundary
conditions. The particle flux towards the discharge boundary is
nαuα · n̂ = nαuα,eff − (1− tgrid)Γα,back − Γα,inj. (3.17)
Herein n̂ is the normal vector perpendicular to the boundary, as indicated in
figure 3.2. This state-of-the-art formulation was developed by Hagelaar et al. [22]̧ to
account for surface processes such as reflection and recombination that considerably
affect the spatial profiles of the neutrals and plasma parameters at low pressures.
The boundary flux consists of three parts. The first part nαuα,eff is an effective
forward flux, whereas the second part Γα,back is a back flux. On the plasma grid
boundary Γα,back is reduced by a constant factor (1− tgrid). Here the plasma grid
transparency tgrid ∈ [0,1] models the effect that there is no back flux at the grid
holes without having to resolve the individual holes in space. The third part Γα,inj
(which is applied solely at the inlet boundary) is subtracted to account for an
inwards pointing influx.











where without loss of generality the wall is assumed to be in the xy - plane. For a
drifting Maxwell-Boltzmann distribution function
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with drift velocity uα,⊥ in positive z direction, the triple integral in equation (3.18)
















where erf denotes the Gauss error function. Without a drift, i.e. for uα,⊥ = 0,




The back flux Γα is due to particle conversion of species β 6= α into species α







Herein Aβ denotes the mass number of species β and pβ,α the probability that an
impinging particle of species β 6= α is converted into species α or reflected, if β = α,
respectively.
The energy flux towards the boundary is
Qα · n̂ = nαuα,effUα − (1− tgrid)Θα,back −Θα,inj. (3.23)
It is defined similar as the particle boundary flux in equation (3.17). For a drifting
Maxwellian, the effective forward energy flux nαuα,effUα for a fluid with translational
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The energy back flux Θα,back is again due to conversion of species β 6= α into species
α or due to reflection of species β. The wall accommodation coefficient αβ,α ∈ [0,1]
specifies the energy of the back injected particle. It varies between the two extreme
cases αβ,α = 0, where the converted or reflected particle is coming back from the
wall with the total energy of the incident particle Uβ, and αβ,α = 1, where its













The expressions for the effective forward particle and energy boundary fluxes
according to equation (3.20) and (3.24), respectively are calculated without any
further simplifications, i.e. they are valid even if the drift velocity is not small
compared to the thermal velocity. This is not the case in other fluid models (see





The particle transport equations for the neutral atoms and molecules n ∈ {a,m}
follow from equation (3.4). The particle number densities nn are thus calculated
using
∂tnn +∇ · (nnun) = Rn. (3.27)
The reaction rates Rn follow from the processes as specified in table 3.1, where
equation (3.13) is used to calculate the reaction rate for each process.
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Momentum transport equation
The momentum transport equation solved for the average fluid velocities un is
obtained from equation (3.5) as








Herein the drag due to newly created neutrals in inelastic collisions is omitted,
because |mnSnun|  |Fn|. The divergence of the stress tensor is simplified





where Sc ≈ 0.7 denotes the Schmidt number and j runs over all species including




µn,jnnνn,j(un − uj). (3.30)
The rate coefficients needed to calculate the collision frequencies νn,j = Xn,jnj are
obtained using the cross sections from the references given in table 3.2.
Energy transport equation
The energy transport equation for the neutrals follows from equation (3.6), when




2 kBTn) +∇ ·Qn = Pn. (3.31)
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For atoms only translation is relevant, wherefore ζa,int = 0. In molecular hydrogen
ζm,int = 3, because two rotational and one vibrational modes are available for
storing energy. The heat flux Qn is due to convection and conduction:
Qn =
3 + ζn,int
2 kBTnnnun + pnun − κn∇kBTn, (3.32)






The Lewis number is denoted by Le = Sc/Pr ≈ 1, where Pr ≈ 23 is the Prandtl
number. The neutrals gain or loose energy due to elastic collisions, directed energy



















Herein, the coefficient of energy transfer kj,n = 2µj,nmj+mn and ln runs over all inelastic
processes from table 3.1, where a particle of species n is created. Since there are
no hydrogen molecules created in the volume, lm is an empty set. Atoms however
gain energy when created in the volume e.g. via dissociation of H2, where with a
threshold of energy of 7.4 eV it follows ∆ε = 3.7 eV per atom created [73].
3.4.2 Boundary conditions
From equation (3.17) follow the boundary fluxes for the neutral atoms and molecules
n ∈ {a,m} as
nnun · n̂ = nnun,eff − (1− tgrid)Γn,back − Γn,inj. (3.37)
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Assuming that the neutrals drift towards the walls with a Maxwellian distribution























where j runs over all heavy particle species. The values for pj,n are summarized in
table 3.3. The molecules are the only species that are injected at the inlet boundary.
For Γm,inj the experimentally measured flux is used, as explained in section 4.2.1.
The energy flux towards the boundary is obtained from equation (3.23) as
Qn · n̂ = nnun,effUn − (1− tgrid)Θn,back −Θn,inj. (3.40)
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For hydrogen atoms ζa,int = 0 and for hydrogen molecules ζm,int = 3, accounting for
one vibrational and two rotational modes. The wall accommodation coefficients
are specified in table 3.3. For the inlet energy flux the expression
Θm,inj = Γm,inj(2 +
ζm,int
2 )kBTm,inj (3.44)
is used, where room-temperature Tm,inj = 300 K is assumed for the molecules at
the inlet.
Table 3.3: Probability for wall recombination pj,n of species j into either an atom
a or molecule m and wall accommodation coefficient αj,n of species j coming back
from the wall as atom or molecule, respectively. All values are taken from [23, 35],
where molybdenum coated, i.e. conducting discharge walls are assumed.
Species j
towards wall pj,a pj,m αj,a αj,m
H+ 0.6 0.4 0.5 1
H+2 0.8 0.2 1 1
H+3 2/3 1/3 1 1
H 0.6 0.4 0.5 1
H2 0 1 n/a 1
3.5 Plasma module
3.5.1 Electrostatic field
As explained in section 2.3.4 the plasma sheath is highly affected by the wall pro-
cesses, wherefore a self-consistent description of the plasma potential is essential [22].
This excludes using the commonly applied quasi-neutrality assumption [37]. Instead
φplasma has to be calculated from the Poisson equation
∇2φplasma = −
e (∑i ni − ne)
ε0
, (3.45)
where ε0 denotes the vacuum permittivity. The space charge density in the nu-
merator of the right-hand side of equation (3.45) is due to the three positive ion
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species i ∈ {H+,H+2 ,H+3 } and the electrons. The electrostatic field calculated from
the plasma potential as E = −∇φplasma is used in the ion momentum transport
equations in section 3.5.2 and in the electron momentum and energy transport
equations in section 3.5.4.
3.5.2 Ion transport equations
Particle transport equation
For each of the three positive hydrogen ion species particle transport equations
∂tni +∇ · niui = Ri (3.46)
are solved for the particle number densities ni. The reaction rates Ri follow from
the processes as specified in table 3.1, where equation (3.13) is used to calculate
the reaction rate for each process.
Momentum transport equation
To obtain the average fluid velocities ui, momentum transport equations
mini (∂tui + (ui · ∇)ui) = eniE −∇nikBTi + F i −miSiui (3.47)
are solved. As explained in section 2.2, the ions are not magnetized, wherefore the
Lorentz force is neglected in equation (3.47). The distribution function of the ions
is expected to be quite anisotropic because of the high electrostatic field in front
of the walls. Nevertheless the force due to the divergence of the stress tensor is
neglected in equation (3.47) because it is small compared to the electrostatic force
and the convective (ui · ∇)ui term that are dominant at low pressure [22]. The
latter term considerably increases the nonlinearity of the ion momentum balances
making their numerical treatment difficult. The force per unit volume acting on
the ions due to elastic collisions between the ions and the neutrals is
F i = −
∑
n
µi,nniνi,n(ui − un). (3.48)
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The rate coefficients needed to calculate the collision frequencies νi,n = nnXi,n are
obtained using the cross sections from the references given in table 3.2. The drag
resulting from newly created ions via inelastic collisions −miSiui is important at
low pressures, wherefore this term is retained in equation (3.47).
No energy transport equation is solved for the ions. Instead it is assumed that
the H+ ions are thermalized with the atoms, whereas the H+2 and H+3 ions are
thermalized with the molecules, i.e. TH+ = Ta and TH+2 = TH+3 = Tm is used. The
ion pressure plays only a minor role in the momentum transport equation, wherefore
the values assumed for Ti hardly affect the plasma parameters at low pressures [22].
3.5.3 Electromagnetic fields
The electric and magnetic RF fields ERF and BRF are related by Ampère-Maxwell’s
law and Faraday’s law of induction:
∇×BRF = µ0JRF + c−20 ∂tERF (3.49a)
∇×ERF = −∂tBRF. (3.49b)
Herein µ0 and c0 denote the permeability and the speed of light in vacuum,
respectively. The RF current density in the plasma is denoted by JRF. It is
assumed that XRF ∈ {ERF,BRF,JRF} oscillates harmonically at the angular
frequency ωRF. This approximation considerably reduces the calculation time of
the model, since the RF time scale does not have to be resolved. The resulting time
steps are as large as 0.1 s towards the end of the simulation compared to time steps
that are restricted to 10−8 s when the time harmonic approximation is not applied.
The disadvantage of this approximation is that effects such as e.g. generation of
higher harmonics [56, 95] cannot be studied. However, a study retaining the full
time dependency in Maxwell’s equations at a fixed neutral particles background
revealed, that the main nonlinear effects relevant for the power absorption such as
e.g. the RF Lorentz force are still described reasonably accurate when the time
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harmonic approximation is used. The harmonically oscillating quantities are thus
written as
XRF(r,t) = Re{X̃RF(r) exp(iωRFt)}, (3.50)
where Re{·} denotes the real part and the tilde indicates a complex quantity. Then,
Maxwell’s equations (3.49) can be rewritten as
∇× B̃RF = µ0J̃RF (3.51a)
∇× ẼRF = −iωB̃RF. (3.51b)
In the Ampère’s law equation (3.51a), the displacement current density iωRFc−20 ẼRF
is neglected. How good this assumption is fulfilled can be estimated by comparing
the local expression for J̃RF from equation (3.68) with the displacement current
density. This yields
µ0Im{σ̃plasma}  ωRFc−20 ⇔ ω2e,p  ω2RF + ν2e,n. (3.52)
For discharges with ne & 1017 m−3 the elecron plasma frequency ωe,p is well above
10GHz, whereas the driving frequency ωRF and the momentum transfer frequency
νe,n are in the MHz range. Thus inequality (3.52) is well fulfilled and the neglect
of the displacement current density justified. Because of the assumed cylindrical
symmetry it follows
BRF(r,z,t) = Re{(B̃RF,r(r,z)er + B̃RF,z(r,z)ez) exp(iωRFt)} (3.53a)
JRF(r,z,t) = Re{J̃RF,ϕ(r,z) exp(iωRF)}eϕ (3.53b)
ERF(r,z,t) = Re{ẼRF,ϕ(r,z) exp(iωRF)}eϕ. (3.53c)
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Due to the large mass of the ions compared to the electrons only the electrons are
heated directly by the RF electric field component. The RF current density in
equation (3.53b) is thus calculated from the electron RF velocity
ue,RF,ϕ(r,z,t) = Re{ũe,RF,ϕ exp(iωRF)} (3.54)
as
J̃RF,ϕ = −eneũe,RF,ϕ. (3.55)
The calculation of the electron RF velocity ũe,RF,ϕ is detailed in equation (3.62) in
the following section. Equation (3.53c) implies that capacitive coupling, i.e. electric
RF field components in r and z direction, is not included in the model. This is a
good approximation because of the presence of the Faraday screen and because of
the high plasma densities ne > 1018 m−3 [39].
3.5.4 Electron transport equations
Electron particle transport equation
For the electrons the particle transport equation
∂tne +∇ · neue = Re (3.56)
is solved for their number density ne. The reaction rate Re follows from the
processes as specified in table 3.1, where equation (3.13) is used to calculate the
reaction rate for each process.
Electron momentum transport equation
The momentum transport equation is obtained from equation (3.5) as
mene
Due
Dt = −ene(E + ue ×BRF)−∇neeTe −∇ · πe + F e. (3.57)
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The force per unit volume due to elastic momentum transfer collisions is [70]
F e = −
∑
n




For electrons |meSeue|  |F e| wherefore the former term is omitted in equa-
tion (3.57). The momentum transport equation is a vector equation and thus
has r, ϕ and z components in cylindrical symmetry. The RF Lorentz force in
equation (3.57) is calculated as
FL = −eue ×BRF
= −e(ue,rer + ue,RF,ϕeϕ + ue,zez)× (BRF,rer +BRF,zez)
= −eue,RF,ϕBRF,zer − e(ue,zBRF,r − ue,rBRF,z)eϕ + eue,RF,ϕBRF,rez. (3.59)









RF,zer − ũe,RF,ϕB̃∗RF,rez}, (3.60)
where the asterisk indicates complex conjugate. Note that in the process of time
averaging over one RF period only the r and z components of F̄L remain. On
timescales larger than the RF timescale the r and z components of the material
derivative and of the divergence of the stress tensor are small compared to the
respective components of the pressure gradient force [22, 96]. It is thus possible to
simplify equation (3.57) to an analytic expression for the electron flux as
neue = −µeneE +
µene
e F̄L − µe∇neTe, (3.61)
where the electron mobility µe = emeνe,n is measured in units of m
2V−1s−1. Note
that equation (3.61) has only r and z components, since ∂ϕφplasma = ∂ϕneTe = 0.
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By using equation (3.54) the ϕ component of equation (3.57) is expressed as
algebraic equation
iωRFmeũe,RF,ϕ = −eẼRF,ϕ + F̃L,ϕ −
1
ne




where the time derivative and the viscosity [∇ ·πe]ϕ are retained but the advection
term is neglected, as suggested by Chang et al. [96]. The ϕ component of the RF






The interplay between F̃L,ϕ and the viscosity are of high relevance for the RF power
coupling and often omitted, as further detailed in sections 3.5.5 and 4.4.
Electron energy transport equation
The energy transport equation for the electrons is derived from equation (3.6).
With |ue|  ve,p follows
∂t(ne
3
2eTe) +∇ ·Qe = Ēind − Pe − eneue ·E, (3.64)
where the inductive heating term Ēind is calculated in section 3.5.5. The electron









The variable le runs over all inelastic electron impact processes as stated in table 3.1
and the corresponding threshold energies ∆εle are taken from the references in the
same table. Electrons can also gain energy from the electrostatic field E by Joule
heating if neue ·E < 0 or loose energy for sustaining the electrostatic field when
neue ·E > 0. The latter is typically the case in the plasma sheath. The electron
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2eTeneue + qe + πeue. (3.66)








where the thermal conductivity coefficient is denoted by κe. The momentum
transfer frequency νe,n due to collisions of the electrons with atoms and molecules
is calculated according to equation (3.16). The RF-averaged contribution from the
stress tensor in the electron energy flux is detailed in section 3.5.5.
3.5.5 Inductive RF power coupling
An electron is able to follow the electric RF field because of its small mass, i.e.
ωRF  ωe,p ≈ 5.6 · 1010Hz at ne ≈ 1018 m−3, where the electron plasma frequency
ωe,p is defined in equation (2.29). Hence the electrons contribute to the RF current
density according to equation (3.55) that is needed to calculate the power absorption
according to equation (2.35). ũe,RF,ϕ in turn is obtained from the ϕ component
of the electron momentum balance equation (3.62). Depending on the assumed
skin effect regime as shown in figure 2.3 (local, anomalous or nonlinear) there are
different approximations of equation (3.62).
In the local regime equation (3.62) is considerably simplified, i.e. the RF Lorentz
force as well as the viscosity are neglected. This yields Ohm’s law
J̃RF,ϕ = σ̃plasmaẼRF,ϕ (3.68)
with the complex plasma conductivity from equation (2.32). This approach is
commonly used to describe the power coupling in ICP models at pressures larger
than 1Pa and driving frequencies larger than 10MHz, i.e. at small magnetic RF
field amplitudes [97–99].
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Discharges in the anomalous regime are modeled by retaining the viscosity term
in equation (3.62). Using the simplified equation (3.11) yields





Hagelaar has shown [51, 100] that the anomalous skin effect regime can be modeled







In this non-local limit ηe,stoc scales with T 2/3e and does not depend on the collision
frequency νe,n. It also scales with ω−1/3RF , i.e. it increases slightly when the applied
frequency decreases. As can be seen in figure 2.3, the typical magnetic RF field
amplitudes are rather small in the anomalous regime, wherefore the RF Lorentz
force is commonly neglected.
Discharges in the nonlinear regime have to be described by a momentum balance
where the RF Lorentz force is retained, because it plays a significant role in
sustaining the discharges [54, 58]. In the region that lies above the nonlinear
regime, i.e. at even higher BRF, figure 2.3 suggests that there is a transition back
to the local regime, because the Larmor radius of the electrons becomes so small
that the particles behave as if they were in the local regime. However, simply
using the local formulation from above in this high BRF regime does not reproduce
results obtained from experimental measurements. It is shown in section 4.4 that
it is necessary to retain the RF Lorentz force and the viscosity term in the local










Herein the Prandtl number of the electrons Pre = 2/3. In this approximation ηe,visc
increases with increasing electron temperature and decreases with increasing neutral
particles densities, since νe,n = Xe,ana +Xe,mnm. Note that also the viscosity from
equation (3.71) is an approximation. In its derivation (as in the one for ηe,stoc)
unperturbed trajectories for the electrons are assumed, i.e. the influence of the
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nonlinear Lorentz force is not considered. Consequently, the scaling of ηe in the
nonlinear regime could be different [50]. However, no analytic method exists for
determining the effective viscosity coefficient in the nonlinear skin effect regime.
The interplay between the RF Lorentz force and the viscosity in the electron
momentum transport equation is intricate. Moreover, this interplay is fundamentally
important for the RF coupling mechanism in the nonlinear regime, as further
elaborated in section 4.4.
The inductive heating is accounted for in the electron energy transport equa-

















The energy transport term resulting from the kinematic viscosity in the electron
energy transport equation (3.64) is obtained by averaging over one RF period as











3.5.6 External magnetostatic field
Because of the cylindrically symmetric simulation domain, an external magneto-
static field is in principle restricted to the following structure:
B0 = B0,r(r,z)er +B0,ϕ(r,z)eϕ +B0,z(r,z)ez (3.75)
The electrons are - in contrast to the ions - magnetized by the magnetostatic fields,
as explained at the end of section 2.2. To account for this magnetization it is
convenient to write the magnetized electron flux neue,B0 as an analytic function
of the electron flux neue from equation (3.61) and the magnetic field B0. This is
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neue + µ2e(B0 · neue)B0 + µeB0 × neue
)
, (3.76)
where the Hall parameter for the electrons he = µeB0 is defined in equation (2.23).
By using equation (3.61) the drift flux in the fluid picture µeB0 × neue,B=0 can be
written as a sum of an E ×B0 drift, a diamagnetic ∇neTe ×B0 fluid drift (cf. [37,
101]) and a drift that is associated with the RF-averaged component of the Lorentz
force. Note that all drifts are in ϕ direction and therefore form closed loops. Hence
the plasma transport in the r and z directions is not affected by these drifts. The
magnetized electron heat flux qe,B0 is obtained in a similar way as the electron










The driver and source back-plates, as well as the walls of the expansion region
(inclusive the plasma grid) shown in figure 3.2 are conducting. Hence a zero






It is assumed that the positive ion species i ∈ {H+,H+2 ,H+3 } recombine at the walls.
Hence equation (3.17) reduces for a drifting Maxwellian distribution function (see
equation (3.20)) to
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Electromagnetic fields
The metallic surfaces such as the driver-, source- and expansion back-plates as well
as the expansion axial wall (see figure 3.2) are assumed to be perfect conductors.
For this reason the electric field component parallel to the conducting surface has
to vanish, i.e.
n̂× ẼRF = 0. (3.80)
Also the surfaces that bound the simulation domain are assumed to be perfect
conductors. Their distances from any relevant structure such as plasma, the RF
coil and the backplates are chosen, such that the effect of this boundary condition
on the RF fields around this relevant structure is negligible.
At the coil windings a surface current in ϕ direction Jsurf,ϕ is applied to excite
the system, i.e.
n̂× B̃RF = µ0Jsurf,ϕ. (3.81)
Electrons
As introduced in section 2.2 the electron mean free path is large compared to the
size of the plasma sheath, which is in the order of the Debye length. Therefore the
plasma sheath is assumed to be collisionless. Hence the electron flux towards the
wall is calculated using a Maxwellian distribution function without a drift. From
equation (3.21) follows
neue · n̂ = ne
ve,p
2π1/2 . (3.82)
Consequently, the electron heat flux towards the walls is calculated from equa-
tion (3.25) as
Qe · n̂ = ne
ve,p
2π1/2 2eTe. (3.83)
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3.5.8 Excitation of the system
As described in section 3.5.7, a surface current Jsurf,ϕ is applied to excite the RF
magnetic field. The amplitude of this surface current is related to the the RF
current amplitude I0 as
I0 = πdcoilJsurf,ϕ. (3.84)
Herein dcoil = 6 mm is the diameter of the RF coil winding. The RF coil does
not produce a relevant far field, wherefore the generator output power Pgenerator is
either absorbed by the plasma or in the RF coil and in other metallic components.
These are e.g. the Faraday screen and the back plates, where eddy currents are
induced. Hence the power balance for the system





must hold. The network resistance Rnetwork is a model input that accounts for the
above mentioned losses in the RF coil and in the other metallic components. For
the current setup of the BUG ion source, its value is Rnetwork = (0.6 ± 0.07) Ω,
as determined in section 4.2.2. For different RF coil, driver and Faraday screen
geometries Rnetwork varies considerably, wherefore it has to be calculated in these
cases. For this purpose a 3D electromagnetic model of the BUG driver was
established, as explained in section 3.6.




(Pset − Pis(τ))dτ. (3.86)
Herein, P stands for either the power absorbed by the plasma Pplasma or the
generator output power Pgenerator, i.e. the user can either specify a Pplasma,set or
Pgenerator,set at the beginning of each simulation run. The integral gain Ki is chosen
such that the system is smoothly ramped up to the steady state value of I0, where
the actual plasma power Pplasma,is (or Pgenerator,is) equals the set value Pplasma,set (or
Pgenerator,set). The integral gain Ki has no influence on the obtained steady state,
but changes only the behavior during the plasma startup phase.
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3.6 3D EM model to calculate network losses
Figure 3.3: Simulation domain of the 3D electromagnetic model used to calculate
the network losses in the components of the BUG ion source driver.
Measurements at a mock-up of the BUG ion source driver revealed, that eddy
current losses in the Faraday screen account for roughly 74% of the network losses,
whereas direct Joule heating of the RF coil accounts for 26% of the network
losses [24]. Hence only a negligibly small fraction of the power is lost in the back
plates. To model the losses in the Faraday screen and in the RF coil as accurately
as possible, a 3D electromagnetic (EM) model of the BUG ion source driver has
been established in a master thesis [102]. This model is similar to preexisting
models [103]. The simulation domain accounts for the complex 3D structure of
the Faraday screen, the RF coil and the back plates, as shown in figure 3.3. In
this simulation domain, the driver and Faraday screen geometry are simplified.
Most importantly, instead of the z-shaped Faraday screen slits as used in the
experiment, straight ones are used in this simulation domain, because otherwise
it is not possible to solve the model on a workstation due to memory restrictions.
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Using the simplified 3D EM model results in a value of Rnetwork that is by a factor of
0.6/0.54 ≈ 1.11 too small compared to the experimentally obtained one. However,
in the validation of the 3D EM model it was found that the deviation between the
experimental and modeled Rnetwork stems from the larger surface of the z-shaped
Faraday screen slits in the experiment. Further details about the model verification
and validation are documented in [102]. The validated 3D EM model is used
in this work to calculate the network resistance Rnetwork and inductance Lnetwork
for geometries that deviate from the current BUG ion source configuration. It
is important to consider the change in Rnetwork to correctly capture the trend of
η when an external parameter is changed. This will be shown in the performed
optimization studies in chapter 5. The inductance Lnetwork is needed to estimate
the effective coil voltage via equation (2.26).
3.7 Implementation
The following measures are essential for obtaining a steady state numerical solution
of the highly nonlinear coupled system of continuous partial differential equations
(PDEs) that describe the evolution of all species as well as the electrostatic and
electromagnetic fields. To perform these measures the COMSOL Multiphysics®
simulation software [104] is used as indicated in the enumeration below.
1. Numerical stabilization: Advection dominates over diffusion in the ion particle
and momentum transport equations (3.46) and (3.47). Hence both equations
are inherently unstable and oscillations in the densities and velocities occur,
which causes the time stepping to seize up [105]. In order to avoid this, a
small amount of numerical diffusion proportional to the local mesh cell size
and ion drift velocity is added in the ion particle and momentum balances.
The added numerical diffusion is small enough such that it does not affect the
ion densities and velocities and thus only serves as a numerical stabilization.
2. Exponential formulation: Owing to steep gradients of the charged particles
densities in the vicinity of the walls (especially during the plasma startup
phase), charged particle densities can become smaller than zero for numerical
reasons. This is unphysical and produces feedback loops (e.g. the densities
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are used in the calculation of the reaction rates) that cause the time stepping
to seize up. To avoid this, all densities are transformed with n = exp(N) > 0
and the particle transport equations are formulated for the transformed
variable N . The same is done for the electron temperature. In this way the
nonlinearity of the system increases but the more robust handling of the steep
gradients outweighs this disadvantage by far.
3. Nonlinearity: The Joule heating term in equation (3.64), the Lorentz force
from equations (3.60) and (3.63) and the terms involving the kinematic
viscosity in equations (3.69) and (3.74) considerably increase the nonlinearity
of the PDE system. This is especially true during the plasma startup phase
and leads to unnecessary restrictive settings in the error tolerance level for
the (non)-linear solver. As a consequence the time stepping controller is
forced to decrease the time steps to unnecessary small values. To circumvent
this problem, the terms from above are introduced smoothly by means of a
hyperbolic tangent function only after quasi-neutrality has set in at around
10−3 s. It was checked that in this way the same steady state is reached as
when the terms are present from the beginning. However the calculation
time needed to get to the steady state is reduced by roughly one order of
magnitude.
4. Numerical mesh: The simulation domain shown in figure 3.2 is superimposed
by around 20,000 non-uniform triangles with typical cell sizes not larger than
5mm in the plasma domain. Near structures such as the RF coil or corners
in the plasma domain the mesh size is reduced to around 1mm. A boundary
layer is formed by the last five rectangular elements in front of the plasma
facing walls with decreasing cell lengths down to 0.1mm. This is necessary to
resolve the steep density and velocity gradients that develop in the vicinity
of the walls. The mesh is generated with COMSOL Multiphysics®.
5. Spatial discretization: For the discretization in space, the finite element
method is used [105–107]. Continuous weak forms for the Poisson equation,
the particle, momentum and energy transport equations of the charged
particles (except for the analytic electron particle fluxes (3.61)) and neutrals
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are derived and implemented in the weak formulation interface of COMSOL
Multiphysics®. Here a formalism similar to the unified form language is
used [108]. For the calculation of the electromagnetic RF fields ERF and BRF
COMSOL Multiphysics® offers the AC/DC physics interface, where the weak
forms of the wave equation for the vector potential are provided. These are
used for convenience. However, because of the great freedom and flexibility
that the direct weak form implementation provides, i.e. every PDE that can
be written down on paper can be implemented as a weak form, this approach
is generally preferred. For all weak forms linear Lagrangian basis functions
are used as shape functions. Using the same basis for the test functions and
plugging both into the weak form results in a system of ordinary differential
equations (ODEs) for typically around 130,000 unknown nodal coefficients.
6. Time discretization and time stepping: The integral controller for the RF
current amplitude in equation (3.86) is rewritten as an ODE and implemented
in the ODE interface of COMSOL Multiphysics®. Together with the ODE
system resulting from the spatial discretization it is then discretized in
time by an implicit backward differentiation formula (BFD) method. This
discretization as well as the controlling of the time step is automatically done
by COMSOL Multiphysics®. The simulation is stopped when the neutrals,
which have the slowest time scale, are in a steady state. This is typically the
case at around 1 s. Since the BDF method is implicit the Courant-Friedrichs-
Lewy condition does not apply. Therefore the time steps are increased
considerably from 10−11 s for the first few time steps to time steps as large as
0.1 s towards the end of the simulation.
7. Solving the nonlinear problems: Since the ODE system is highly nonlinear
a damped Newton scheme has to be used in each time step. The systems
of linear equations appearing multiple times during this Newton scheme are
solved by a direct solver. This is also handled by COMSOL Multiphysics®
internally. The user can tune parameters such as damping and error tolerance
levels.
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8. Numerical performance: The model is solved on a workstation with 6 cores
(Intel64 Family 6 Model 62 processors at 3.5 GHz) and 128 GB RAM. One
run takes approximately three hours to reach the steady state solution.
3.8 Work flow
Performing a simulation involves typically the following steps that have to be
executed depending on the specific use case.
1. For all validation studies, the driver and coil geometries as shown in figure 3.2
are the same as in the experiment. Hence the experimentally obtained
network resistance is used as an input in the RF power coupling model.
However, in the optimization studies, different driver and coil geometries are
investigated. In these cases the network resistance Rnetwork is calculated from
the 3D electromagnetic model, as explained in section 3.6. The resulting
Rnetwork as a function of the varied geometric quantity is then used in the RF
power coupling model as an input.
2. The neutrals module from section 3.4 is executed with hydrogen molecules as
the only species, i.e. only the particle and momentum transport equations
for the molecules are solved for the variables nm and um, respectively. The
transparency of the plasma grid tgrid is adjusted as described in section 4.3.
In this way the filling pressure is as measured in the experiment.
3. The RF power coupling model, i.e. the plasma module together with the
neutrals module, is solved. Hereby Rnetwork from step one and the inlet flux
from step two are used. The other input parameters as well as the calculated
model outputs are shown in table 3.4.
64 3 Simulation model
Table 3.4: Inputs and outputs of the RF power coupling model.
Quantity Measured or calculated model input
Set power Either Pgenerator,set or Pplasma,set
Driving frequency fRF
Network resistance Rnetwork
Influx of H2 Γm,inj and Θm,inj
Coil and discharge geometry see figure 3.2
Quantity Calculated model output
Atoms density na(r,z,t)
Atoms velocity ua(r,z,t) = ua,r(r,z,t)er + ua,z(r,z,t)ez
Atoms temperature Ta(r,z,t)
Molecules density nm(r,z,t)
Molecules velocity um(r,z,t) = um,r(r,z,t)er + um,z(r,z,t)ez
Molecular temperature Tm(r,z,t)
Electron density ne(r,z,t)
Electron (RF) velocity ue(r,z,t) = ue,r(r,z,t)er + ue,z(r,z,t)ez
+ Re{ũe,RF,ϕ(r,z) exp (iωRFt)}eϕ
Electron temperature Te(r,z,t)
Ion densities for i ∈ {H+,H+2 ,H+3 } ni(r,z,t)
Ion velocities ui(r,z,t) = ui,r(r,z,t)er + ui,z(r,z,t)ez
Electrostatic potential φplasma(r,z,t)
RF electric field ERF(r, z, t) = Re{ẼRF,ϕ(r,z) exp (iωRFt)}eϕ
RF magnetic field BRF(r, z, t) = Re{B̃RF,r(r,z) exp (iωRFt)}er
+ Re{B̃RF,z(r,z) exp (iωRFt)}ez
RF coil current amplitude I0
Calculated power Either Pplasma or Pgenerator
RF power transfer efficiency η = Pplasma/Pgenerator
Plasma resistance Rplasma = 2Pplasma/I20




4 Model verification and
validation
4.1 Verification
The aim is to verify that the partial differential equations (PDEs) from chapter 3
are implemented correctly. To reduce the complexity of the fully coupled system,
the PDEs are verified separately, whenever this is possible.
For solving Maxwell’s equations for the electromagnetic fields, the AC/DC physics
interface provided by the COMSOL Multiphysics® simulation software is used, as
stated in section 3.7. In this interface the weak expressions are implemented in
cylindrical symmetry and the user only has to specify boundary conditions and
material properties. To reduce errors, dimensional analysis is routinely applied
by COMSOL Multiphysics® to verify the user defined expressions. The correct
implementation of this physics interface is checked by using a simplified geometry,
where analytic solutions are available for comparison. For this purpose a multi-coil
arrangement in vacuum is created in cylindrical symmetry. By increasing the
number of coil turns it is shown that the calculated fields approach the analytic
solution for an infinite coil, as given by the textbook [39]. The same check is
successfully repeated by setting a user defined uniform analytic plasma conductivity,
as given by equation (2.32).
To verify Poisson’s equation in the plasma module, the method of manufactured
solutions is applied [109]. In this method a non-trivial analytic function is assumed
for the potential φplasma. Hereby care has to be taken that the analytic φplasma satis-
fies the homogeneous Dirichlet boundary condition from equation (3.78). Inserting
the analytic φplasma into Poisson’s equation (3.45) results in an analytic expression
for the charge density profile, which is used in the implemented weak expression.
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Finally, it is checked that the potential calculated from the analytic charge density
profile reproduces the analytic potential.
In the neutrals module transport equations for the number density, momentum
and energy are solved. When only the molecules are simulated, then it must be
true in steady state that the total influx at the inlet equals the total outflux at the
plasma grid. This is so since at the walls all incident molecules are reflected, as
stated in table 3.3, and there are neither gains nor losses of molecules in the volume.
It is checked that in steady state the flux at the inlet is balanced by the outflux
through the plasma grid. In this case the resulting directed velocities towards the
discharge walls are zero.
The charged particles transport equations in the plasma module are verified
by checking their conservation properties in steady state, i.e. for each species the
integrated particle flux over all boundaries has to be balanced by the volume
particle gains. For the electrons also the energy transport equation is solved. To
verify the implementation of this equation, a fixed artificial power deposition profile
is assumed. It is then checked that the electron energy gain by the artificial power
deposition is equal to the losses for sustaining the electrostatic field, the (in-)elastic
losses in volume and the energy losses at all surfaces.
In summary, all PDEs from chapter 3 are verified successfully.
4.2 Experimental setup for validation
The physics of the different modules as described in chapter 3 are validated with
experimental measurements performed directly at the BUG ion source. The
following subsections provide an overview over the diagnostics used to obtain the
most important model input and output quantities (cf. table 3.4) that are used
for model validation. A brief overview of the experimental diagnostics and the
evaluation methods that are described in the following subsections have already
been published [24].
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4.2.1 Inlet gas flux
One of the design criteria for the ITER-NNBI is that the filling pressure pfill, i.e.
the gas pressure in the ion source before plasma ignition, has to be at or below
0.3 Pa [3]. In the BUG ion source a specific pfill is achieved by setting a specific
pV -throughput
qpV = pm,injV̇m,inj = Ṅm,injkBTm,inj (4.1)
via a gas flow controller. Here the molecular pressure, volume flow, particle flow and
temperature are denoted by pm,inj, V̇m,inj, Ṅm,inj and Tm,inj, respectively. The filling
pressure is measured with pressure gauges at several positions in the expansion
chamber. By changing the pV -throughput the gas flow calibration curve
qpV (pfill) = Cgrid
(
pfill − 2.54 · 10−2 Pa
)
(4.2)
is obtained. Here the experimentally determined vacuum conductivity of the grid






pfill − 2.54 · 10−2 Pa
)
, (4.3)
where Tm,inj = 300 K is assumed at the inlet valve.
4.2.2 Electrical diagnostics
The RF coil current amplitude I0 is obtained with an RF current monitor (Pearson
model 8537) that is installed at the straight feed line part of the RF coil, as depicted
in figure 4.1. The relative error for this diagnostic results from the reading accuracy
on the oscilloscope that displays the value and is thus estimated as ∆I0
I0
≈ ±5%.























Figure 4.1: Diagnostics used in the BUG experimental setup. The RF coil current
amplitude I0 is determined by an RF current monitor. The local plasma parameters
electron density ne, temperature Te and plasma potential φplasma are obtained from
two Langmuir probes, one located in the driver center and the other in the RF
sheath. Figure adapted from [24].
The generator output power is measured by directional couplers in the RF generator
and the relative error is specified in the datasheet as ∆Pgenerator
Pgenerator
≤ ±10% [46]. Using
equation (4.4), the network resistance Rnetwork is obtained from the slope of a linear
best fit, as shown in figure 4.2. The resulting network resistance is
Rnetwork = (0.60± 0.07) Ω. (4.5)
Its measurement error results from an error calculation where a confidence level
of 95% is used. In this experiments only small generator output powers less than
15 kW are used to protect the RF coil and the Faraday screen from high heat loads.
Furthermore, it is ensured by slightly changing the applied frequency in the range
of a few kHz, that Pgenerator equals the forward power and the reflected power is
zero, i.e. perfect matching is achieved. The network resistance is unaffected by the
presence of plasma, since the main losses are in the Faraday screen and in the RF
coil (cf. [24]), where no plasma is present, which would be capable of screening
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slope = Rnetwork= (0.60±0.07)Ω
Figure 4.2: The output generator power Pgenerator as a function of 12I
2
0 . A linear
best fit is used to determine the network resistance Rnetwork from the slope of the
regression line. Figure adapted from [24].











This so called subtractive method was first described by [14]. The relative measure-
ment error ∆η
η
≈ ±10% results from a Gaussian error propagation scheme applied
to equation (4.6).
4.2.3 Plasma diagnostics
The plasma potential, electron temperature and electron density are obtained from
two Langmuir probes, as illustrated in figure 4.1. One probe is located in the center
of the driver and the other one 17mm radially away from the inner surface of the
Faraday screen. As introduced in section 2.3.2 the position of the latter probe is in
the direct vicinity of the RF skin depth. Quantities obtained with the central probe
are denoted by the index c, i.e. φplasma,c, Te,c and ne,c, whereas quantities obtained
with the probe located in the RF sheath are denoted by the index s, i.e. φplasma,s, Te,s
and ne,s. Both probes are not RF compensated, wherefore the electron branches
of the obtained I-V characteristics that are exemplarily shown in figure 4.3 are
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subject to RF noise [110]. For this reason the commonly used evaluation method,
60 50 40 30 20 10 0 10 20 30 40 50 60


















float, c = 18 V
Central probe
float, s = 12 V
RF sheath probe
Figure 4.3: Two typical I-V characteristics, obtained at Pgenerator = 40 kW and
pfill = 0.5 Pa in the driver center and in the RF sheath. The floating potentials are
18 and -12V, respectively. Figure adapted from [24].
i.e. directly probing the electron distribution function via the second derivative
of the I-V characteristic with the well known Druyvesteyn formula [111] cannot
be applied. Hence another approach is followed, as proposed by Chen [110, 112].
Firstly, the effective ion density ni,eff is obtained from the ion branch of the I-V
characteristic, that is not affected by the RF magnetic field. Here the orbital
motion limited (OML) theory [113] is applied. For the OML to be applicable the
radius of the probe tip rprobe has to be smaller than the plasma sheath around the
probe, which is around 5λDe. For a typical plasma in the driver with Te ≈ 10 eV
and ne ≈ 1018 m−3 this assumption is reasonably fulfilled, because
rprobe = 25µm 118µm ≈ 5λDe. (4.7)











4.2 Experimental setup for validation 71
Herein, Aprobe, Vprobe and mi,eff denote the surface of the cylindrical probe tip,
the applied probe voltage and the effective ion mass, respectively. The latter is
estimated assuming a mixture of 20% H+3 , 40% H+2 and 40% H+ [69]. The measured
I-V characteristic is fitted with equation (4.8), where the two fitting parameters
are ni,eff and the space potential φspace.
The fit is done starting from the lowest voltage around -60V to values of -20V
for the central probe and to -40V for the RF sheath probe. This ensures that in
both cases the measured current is mainly consisting of ions. The measurement
error of the evaluated quantities is essentially determined by the boundaries, up
to which the ion current is fitted. The resulting relative error is ∆ni,eff
ni,eff
≈ 25%.
Subtracting the OML ion current from the measured I-V characteristic yields the
electron current Ie. Quasi-neutrality is then used to obtain the electron density
from the effective ion density, i.e. ne ≈ ni,eff . Using this electron density and the
assumption of a Maxwellian electron distribution function, the plasma potential










The relative errors for the electron temperature and for the plasma potential result





≈ 20%. The different steps described above are also
shown in figure 4.4.
Because of the large RF magnetic field well above 100G in the RF sheath it is
not possible to evaluate Te,s and φplasma,s from the electron branch of the probe
in the RF sheath, since the cross field mobility of the electrons onto the probe
is considerably decreased. This is evident from the I-V characteristic shown in
figure 4.3, where the electron current remains low even for high applied voltages
of up to 60V. However, it is possible to obtain the central Te,c and φplasma,c as
described above, because the RF skin effect considerably damps the RF magnetic
field in the center of the driver.
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Figure 4.4: Different steps used in the fitting routine for obtaining the plasma
parameters from the I-V characteristic, exemplarily shown for the central probe at
pfill = 0.5 Pa and Pgenerator = 40 kW.
4.3 Neutrals module validation
As described in section 3.8, an initial run of the fluid model is performed, where
only the particle and momentum transport equations of the hydrogen molecules
are solved. This is done to find the correct value of the plasma grid transparency
tgrid. To set up this simulation, the inlet particle flux at the H2 inlet boundary (see







as given by equation (4.3). The radius for the circular inlet is rinlet = 1.25 cm, as in
the experiment. Using a linearly or parabolically decreasing inlet flux profile instead
of the radially constant Γm,inj in equation (4.10) does not change the molecular
density and velocity in the volume but affects only the direct vicinity of the inlet.
As cylindrical symmetry is assumed in the model, a direct representation of the
rectangular plasma grid shape, as shown in figure 2.1 is not possible. Therefore,
the rectangular plasma grid is converted to a circular one by holding the total
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area of the plasma grid constant. The resulting radius of the plasma grid in the
simulation domain is rgrid = 6.46 cm, as shown in figure 3.2.
The experimentally obtained gas flow calibration curve as given by equation (4.2)
and the numerically calculated ones for three different values of tgrid are shown
in figure 4.5. Hereby the values of pfill obtained from the model are calculated as
















Model, tgrid = 0.15
Model, tgrid = 0.17
Model, tgrid = 0.19
Figure 4.5: Experimentally obtained gas flow calibration curve (full symbols)
and numerically obtained ones (open symbols) for three different plasma grid
transparencies tgrid. The filling pressure pfill is plotted over the pV -throughput
qpV to find the tgrid = 0.17, that matches best with the experimental situation (in
particular at 0.3 Pa).
volume averages of pm = nmkBTm, where a uniform Tm = 300 K is used. As can
be seen in figure 4.5, using tgrid = 0.17 fits the experimental data best at the most
relevant pressure of 0.3Pa. Furthermore, all modeled filling pressures are within
the experimental error bars. Therefore tgrid = 0.17 is used in all simulations in this
work. In this way the correct relation between the influx and the filling pressure is
maintained as long as the geometry of the inlet and plasma grid do not change.
This is the case for all simulations considered in this work.
The calculated pressure profile resulting from the experimentally measured inlet
flux at tgrid = 0.17 is almost uniform throughout the whole ion source, as shown in
figure 4.6. Except for the inlet and outlet regions, where the pressure is increased



























































Figure 4.6: Calculated spatial profile of the almost uniform filling pressure pm =
nmkBTm (left plot) and streamline plot of the molecular drift velocity um (right
plot). The plots are at the experimentally measured inlet flux that corresponds to a
filling pressure of 0.3 Pa. The plasma grid transparency tgrid is set to 0.17.
to values of around 1Pa directly at the inlet (not shown) and reduced to 0.28Pa
in front of the plasma grid. In these regions the molecular drift velocity reaches
values well above 200m s−1, whereas in the bulk of the ion source typical speeds
are much lower than 50m s−1.
4.4 RF power coupling validation
The BUG ion source is typically operated in the ’high magnetic RF field region’
of the local skin effect regime, which is situated above the nonlinear regime, as
shown in figure 2.3. This suggests that the skin effect should be local. However,
the operating points are also close to the nonlinear regime, wherefore both regimes
are investigated. As a further comparison, the anomalous regime is also modeled.
Figure 4.7 shows the RF coil current amplitude I0 and the electron density ratio
ne,s/ne,c (see figure 4.1 for the local positions of the electron density in the RF
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sheath and in the driver center) at 0.3Pa for various generator powers. Plotted
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Figure 4.7: Experimentally obtained (full symbols) RF coil current I0 and electron
density ratio ne,s/ne,c for a fixed pfill = 0.3Pa at various generator powers. Plotted
along are model results (open symbols) with different assumptions about the RF
power coupling regime.
are the experimental results (full symbols), where I0 increases almost linearly with
increasing generator power and ne,s/ne,c slightly decreases from around 0.3 at 20 kW
to 0.2 at 70 kW. Plotted along are the model results, where different approximations
regarding the RF skin effect regime are made, as explained in section 3.5.5.
• Local regime: This is the most simple approximation of the electron mo-
mentum transport equation (3.62) that results in Ohm’s law (3.68). The
RF Lorentz force is neglected in all components of the electron momentum
transport equation in this approximation. The resulting RF coil current
amplitudes scale linearly with power, as in the experiment. However, they
are systematically too small, as shown in the left plot of figure 4.7, denoted as
’model, local’. The neglect of the RF Lorentz force in equation (3.61) yields
that the ratio of the electron densities is systematically too large, as shown
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in the right plot of figure 4.7. These results indicate that using the local
approach to simulate the RF power coupling in the BUG ion source is an
oversimplification that is not valid.
• Anomalous regime without RF Lorentz force: In this approximation the
Lorentz force is neglected but the divergence of the stress tensor is retained
in equation (3.62). For the viscosity the non-local expression given by equa-
tion (3.70) is used. The resulting values for I0 and ne,s/ne,c are even further
away from the experimentally obtained values than the values obtained in
the local approximation. This is so because the diffusion introduced by the
viscosity extends the region of power absorption further radially inwards
beyond the collisional RF sheath, wherefore a lower RF coil current is needed.
• Anomalous regime with RF Lorentz force: Here all components of the RF
Lorentz force, as given in equations (3.60) and (3.63), and the viscosity in
its non-local formulation according to equation (3.70) are retained. In this
approximation the RF-averaged component of the Lorentz force strongly
compresses the plasma, wherefore no steady state solution is obtained. The
same result was also obtained by Hagelaar et al. [22]. The compression effect
is even more pronounced when no viscosity is retained.
• Nonlinear regime: Here all components of the RF Lorentz force, as given in
equations (3.60) and (3.63) and the viscosity in its local formulation, as given
in equation (3.71) are retained. The resulting values are denoted as ’model,
nonlinear’. The RF coil currents scale as in the experiment and are almost
within the experimental error bars for all powers. Also the modeled electron
density ratio is within the experimental error bars for all powers, except for
the highest power, where it is slightly too large.
As shown in figure 4.7, using the RF Lorentz force together with the viscosity in
its local formulation yields results that are in closest agreement with the experiment,
compared to all other approximations. The underlying physical mechanism of the
RF power coupling is hereby an interplay between the RF-averaged Lorentz force
that compresses the plasma and the viscosity that considerably increases the
radially inward diffusion of the current density J̃RF,ϕ and thus counteracts the
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compression. The diffusion of the RF current is shown in figure 4.8, where in the
left plot the RF Lorentz force as well as the diffusion are active (’model, nonlinear’),
whereas both effects are switched off in the right plot (’model, local’). These



























































Figure 4.8: Calculated absolute value of the RF current density |J̃RF,ϕ| at
Pgenerator = 60 kW and pfill = 0.3 Pa. Values in the left plot are obtained using the
nonlinear regime approximation, whereas values in the right plot are obtained using
the local regime approximation.
results indicate that the use of the local collisional viscosity ηe,visc is appropriate
for the ’high magnetic RF field region’ of the local regime. In contrast to that, the
diffusion that is associated with the anomalous regime ηe,stoc does not counteract
enough the compression, since it is too small by roughly one order of magnitude,
i.e. ηe,stoc ≈ 0.1ηe,visc. This is consistent, since ηe,stoc is valid only in the anomalous
regime. Hence no steady state is obtained, if ηe,stoc is used instead of ηe,visc.
To summarize: by using the various different approximations of the electron
momentum balance it is revealed that the usual collisional or anomalous descriptions
(that are appropriate for describing more standard ICP that are operated at higher
applied frequencies and lower RF powers and thus considerably lower magnetic RF
fields) result in RF coil current amplitudes that are far away from the experimentally
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obtained values. The same is true for the ratio of the plasma densities. Instead it
is shown in this work, that by retaining the RF Lorentz force combined with the
electron viscosity in its local formulation a good match between the experimentally
obtained RF coil currents as well as of the plasma density ratio is obtained. In this
way it is possible for the first time to quantitatively describe the self-consistent RF
power coupling in the regime of low filling pressures of around 0.3 Pa, a low driving
frequency of 1MHz and at high powers around 60 kW.
4.5 Impact of the neutrals
The plasma and neutral particles are strongly coupled via elastic and inelastic
collisions in the discharge volume. At low pressures, also processes at the walls,
where ions recombine according to the probabilities given in table 3.3 are highly
important. Because of this strong coupling, the electron density and thus the
RF current amplitude I0 and also the RF power transfer efficiency η are sensitive
on the spatial profiles of the neutrals, wherefore their description has to be as
realistic as possible. This excludes the approach of assuming a constant neutrals
background, which is usually followed [99, 114]. For typical ion source operational
parameters the mean free paths of the neutrals are calculated using equation (2.12),
resulting in around 10 cm and 30 cm for the molecules and atoms, respectively.
I.e. both mean free paths are comparable to the discharge size. To investigate
the kinetic effects associated with these long mean free paths, a direct simulation
Monte Carlo (DSMC) method is used in [35] for the neutrals. However, as is shown
in [35], the effort to implement, verify and validate the DSMC method is huge. Also
the run-time of the resulting hybrid code (i.e. kinetic neutrals and fluid charged
particles) increases considerably compared to a fluid model, that typically runs for
a few hours rather than several days, that might be necessary for a hybrid code.
For these two reasons, the RF power coupling model at the present state foregoes a
kinetic description of the neutrals. Nevertheless, the results from the DSMC model
can at least partly be incorporated in the fluid model to demonstrate the impact
on the plasma behavior. This approach is described in the following.
The energy distribution functions of the neutrals resulting from the DSMC
simulations are non-Maxwellian with a pronounced high energy tail, as indicated
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in figure 4.9 for the atoms in front of the wall at a filling pressure of 0.3Pa
and an absorbed plasma power of 60 kW. The high energy tail has two origins.















Tri-Maxwellian with Ta, eff = 7276 K
Maxwellian with Ta = 7276 K
pfill = 0.3 Pa & Pplasma = 60 kW
Figure 4.9: The atomic energy probability function (EPF) in front of the wall
at pfill = 0.3 Pa and Pplasma = 60 kW resulting from DSMC simulations of the ion
source [35] shows a pronounced high energy tail. Depicted are also a Tri-Maxwellian
fit as well as a Maxwellian EPF at the same mean energy. Figure adapted from [35].
Firstly, hydrogen atoms are created in the discharge volume by dissociation of
hydrogen molecules. Hereby, each newly created atom obtains 3.7 eV, which is
half of the dissociation threshold energy 7.4 eV [73]. Secondly, atoms are created
at the discharge walls by recombination of ions. The total energy of these ions
is mainly determined by the plasma sheath potential, which is around 50V. The
probabilities for this recombination and the amount of energy that is transferred to
the neutrals are specified in table 3.3. Note that because of the infrequent collisions
at low pressure the atomic distribution function looks similar throughout the whole
discharge [35].
In the neutrals module, a Maxwellian distribution function is assumed for
calculating the particle and energy boundary fluxes of the neutrals, as described
in section 3.4.2. For the atoms, using a Maxwellian instead of a non-Maxwellian
energy distribution function with the same mean energy (cf. figure 4.9) has two
effects [35]:
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1. The effective velocity towards the wall ua,eff , as obtained from equation (3.38),
is overestimated yielding a too low atomic density in the whole discharge
volume.
2. The heat flux towards the walls obtained from equation (3.41) is underesti-
mated. This too low heat loss yields a too high atomic temperature in the
whole discharge volume.
Both effects lead to an overestimation of neutral depletion when a Maxwellian
boundary flux is assumed for the atoms.
To account for these effects and thus describe neutral depletion in a quantitatively
correct way, the effective velocity as well as the heat flux in the neutrals module are
adjusted in the following manner. At first, the energy probability function (EPF)
obtained in [35] is fitted by a Tri-Maxwellian distribution function to account for
the pronounced high energy tail, as shown in figure 4.9. Using a Tri-Maxwellian
has the advantage, that analytical expressions are obtained for the effective velocity
and heat flux that are calculated by using the defining equations (3.38) and (3.41).
The resulting effective velocities and heat fluxes are shown in figure 4.10 (a) and (b),
respectively. Depending on the drift velocity towards the wall ua,⊥, the Maxwellian
result for ua,eff has to be damped by a factor sua,eff ∈ [0.5, 0.65], as shown in
figure 4.10 (c) whereas the Maxwellian atomic energy flux has to be amplified by
a factor snaua,effUa ∈ [3.5, 4.5], as shown in figure 4.10 (d). Typical atomic drift
velocities directly in front of the walls point outwards with ua,⊥ ≈ +500 m/s.
The same correction is applied to the molecular boundary fluxes resulting in
damping and amplification factors of sum,eff ∈ [0.9, 1] and snmum,effUm ∈ [1, 2],
respectively. Thus the effect of a non-Maxwellian energy distribution function is
by far not as pronounced for the molecules as for the atoms. However, it is also
not negligible, wherefore the correction factors are applied to the boundary fluxes
of the molecules as well.
The flux scaling based on the atomic and molecular distribution functions
calculated by the DSMC code for pfill = 0.3 Pa and Pplasma = 60 kW is only valid in
exactly these conditions, which are the only ones that are published [35]. The impact
on the RF power transfer efficiency is quantified exemplarily at these conditions.
The resulting η is 0.65, when the non-Maxwellian shape of the distribution function
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Figure 4.10: Effective forward velocity ua,eff (a) and energy flux naua,effUa (b)
towards the walls for Maxwellian and Tri-Maxwellian distribution functions of the
atoms plotted over the drift velocity at the walls ua,⊥. Plots (c) and (d) depict
the resulting damping of the Maxwellian ua,eff and amplification of the Maxwellian
naua,effUa, respectively.
is considered, whereas it is 0.53 when no flux correction is applied. This means that
η is increased by around 0.12 (mostly) due to the higher atomic density resulting
from the non-Maxwellian boundary fluxes. Assuming the numbers for the flux
scaling from above introduces an error, when e.g. the power or presumably even
more important the pressure are changed. From a physical point of view, one would
expect that for lower pressures the above explained effect should be even more
pronounced, because there are even less collisions that could drive the distribution
functions back to a Maxwellian one. At the same time, a lower pressure goes along
with a higher electron temperature and plasma potential, wherefore the ions that
impinge on the walls and recombine have even larger energies. Due to the lack of
self-consistent neutrals distribution functions at various operation conditions, the
flux scaling as shown in figure 4.10 is used for pfill ≤ 0.3, whereas no flux correction
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is applied for pfill > 0.3. With this approach, it is possible to include kinetic effects
of the neutrals in a qualitative way in the fluid equations.
4.6 Impact of the hydrogen isotope
The ITER NNBI heating and current drive systems will be operated in hydrogen
and in deuterium [3]. Regarding the RF power coupling, it is experimentally
demonstrated at the ITER RF prototype ion source, that using deuterium instead
of hydrogen leads to values of η, which are increased by around 0.05 in all measured
trends [24]. This systematic increase can be reproduced with the model by simply
doubling the ion masses in the deuterium case. The underlying effect is a decrease in
plasma losses because of a smaller Bohm velocity (see equation (2.19)), wherefore
the electron density in the RF sheath is increased. The RF power coupling
improves in this case, because more electrons are heated. These first results
indicate that the increased mass in essence explains the isotope effect on the RF
power coupling. However, to investigate the isotope effect in more detail, also all
(in-)elastic collisional processes in the volume and at the walls have to be exchanged
in the model. The issue here is that data for deuterium is not as readily available
as for hydrogen. It is left for future studies to quantify how this additional effect
influences the RF power coupling.
4.7 Impact of the magnetic cusp field
The idea of the magnetic cusp field created by permanent magnets in the driver
back plate is to produce a magnetic field that reduces the plasma particle losses onto
the Faraday screen back plate and in this way increases the plasma confinement
in the driver. At the same time it is crucial that the cusp field does not interfere
with the inductive heating mechanism that takes place in the RF heating zone,
which is axially only 5 cm away from the Faraday screen back plate. Hence, the
arrangement of the 28 permanent magnets that are located within the driver back
plate is chosen in a way that the produced axial field decay is as large as possible.
This arrangement is shown in figure 4.11. The polarity of the magnets depicted in
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Figure 4.11: Schematic view of the 28 cusp magnets located within the driver
backplate. The magnets are right behind the the Faraday screen back plate, as
shown in figure 4.1. Magnets depicted in purple are magnetized along the positive
axial z direction, whereas magnets depicted in orange are magnetized in negative z
direction.
purple is along the axial z direction, whereas the polarity of the magnets depicted
in orange is in negative axial z direction. The magnetostatic cusp field Bcusp
resulting from this configuration is calculated with the AC/DC magnetostatics
module of COMSOL Multiphysics® for a full 3D geometry of the ion source, which
was implemented during a master thesis [102]. A code to code benchmark with a
previously validated magnetostatic code [115] was successfully performed using the
geometry of the permanent magnets as depicted in figure 4.11. The absolute value
Bcusp for this configuration at different axial positions is shown in figure 4.12. Note
that Bcusp is mainly directed in the xy-plane, i.e. Bcusp ≈ (B2cusp,x + B2cusp,y)1/2.
The location z = 0 cm is directly at the inside of the Faraday screen back plate
and z = 3, 4 and 5 cm are roughly in the planes of the first three coil windings of
the RF coil as seen from the driver back plate. Axially, Bcusp decreases sharply
into the driver with a maximum value of around 840G directly at the inside of
the Faraday screen back plate. In the plane of the central coil winding (z = 5 cm),
Bcusp is reduced to a maximum value of 9G, i.e. almost by two orders of magnitude.
However, from the estimation in section 2.2 follows, that the electrons in the RF
heating zone are still fully magnetized by the cusp field.
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Figure 4.12: Magnetic field produced by the cusp magnets in the driver back plate
at different axial positions in the driver, measured from the Faraday screen back
plate, where z = 0. The first three coil windings as seen from the back plate are at
z = 3, 4 and 5 cm. These results are obtained with a 3D implementation of the ion
source geometry using the magnetostatics module of COMSOL Multiphysics®. The
white circles indicate a representative position used to simplify the field.
The complex 3D topology of Bcusp is not cylindrically symmetric, wherefore
it cannot be used in the cylindrically symmetric implementation of the model.
However, to study the effect of an axially sharply decreasing cusp field on the RF
power coupling in the model, an analytic fit of the 3D cusp field along an axial
line-of-sight at a representative x = y = 5 cm is performed, as shown in figure 4.13.
The analytic fit is directed along the er direction and decreases in the z direction,
wherefore it follows from equation (3.76) that the drifts are exclusively in the ϕ
direction. Hence these drifts do not affect the transport of particles and energy,
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Figure 4.13: Comparison of the axial decay of the 3D cusp field obtained at the
representative position x = y = 5 cm with its analytic fit.
which is in the r and z direction. However, in the case of a complex 3D cusp field as
shown in figure 4.12 the drifts might affect the fluxes beyond what can be modeled
in the cylindrically symmetric model. Another important point that cannot be
considered quantitatively is anomalous transport [116] - excited by various plasma
instabilities [117] - that increases the total transport across the magnetic field lines
and thus weakens the transport barrier, especially in a fully cylindrically symmetric
discharge [118]. The numerical effort for a 3D simulation domain is considerably
increased and the anomalous transport is very complex and not fully understood
yet, wherefore it is left for future work to study how the drifts and anomalous
transport quantitatively impact on the RF power coupling.
With the first approach taken in this work it is possible to qualitatively study the
impact of the axial transport barrier on the electron particle and heat flux and thus
on the RF power coupling mechanism. For this investigation the filling pressure
and the RF generator output power are fixed at 0.3Pa and 60 kW, respectively.
Figure 4.14 shows a comparison of the electron density (upper row) and the absorbed
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power (lower row), calculated according to equation (3.72), when the cusp field
is neglected (left column) and when it is taken into account (right column). As
expected, the cusp field creates a transport barrier for the axial electron flux, i.e.
the electron flux onto the Faraday screen back plate is decreased by roughly one
order of magnitude, whereas the flux onto the radial wall remains almost constant.
Hence in the vicinity of the Faraday screen back plate the electrons are depleted.
Consequently, the RF power coupling in this region is also strongly decreased, as is
evident from a comparison of the two plots of the absorbed power in the second
row of figure 4.14. This results in an increased RF coil current and a decreased η
when the cusp field is considered.
The increase of the RF coil current systematically shifts all modeled RF coil
currents in figure 4.7 in the right direction, i.e. to larger values. However, the axial
transport barrier that builds up when using this first approach overestimates the
one in the experiment, presumably because of the missing drifts and anomalous
transport: at 0.3 Pa and 60 kW generator power for instance, the calculated RF coil
current of I0 ≈ 353 A is too large and the RF power transfer efficiency of η ≈ 0.33
too small compared with the experimental values of I0 = 281 A and η = 0.57.
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Figure 4.14: Impact of the cusp magnetic field on electron density (upper row)
and absorbed power (lower row) at pfill = 0.3 Pa and Pgenerator = 60 kW. In the left
column no cusp field is taken into account, whereas in the right column the analytic
approximation of Bcusp, as shown in figure 4.13, is used.
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4.8 Plasma module validation
Figure 4.15 shows the calculated plasma parameters electron density ne, electron
temperature Te and plasma potential φplasma for the case of pfill = 0.3 Pa and
Pgenerator = 60 kW. The results shown do not take any magnetostatic field into
account. The electron density shows a broad maximum region with a maximum












































































Figure 4.15: Calculated plasma parameters ne, Te and φplasma at pfill = 0.3 Pa and
Pgenerator = 60 kW. Circle markers indicate the locations of the Langmuir probe
measurements that serve for a comparison with the modeled values.
value of 3.5 · 1017 m−3 that is centered around the transition between the driver
and the expansion region. Pronounced gradients exist in front of the axial and
radial driver walls. The electron temperature profile is rather flat at around 13 eV
and decreases only slightly from the driver, where the heating takes place, to the
expansion region. A flat plasma potential of around 56V is present throughout
a considerable part of the driver and extends deep into the expansion region.
Especially towards the radial driver wall the plasma potential decreases steeply.
The circles mark the positions in the driver where the Langmuir probes are located
for the comparison of the calculated plasma parameters with the ones obtained from
the experimental measurements (see also figure 4.1 for the measurement positions
of the Langmuir probes). As explained in section 4.2.3, due to the large magnetic
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RF field, it is not possible to obtain the values of Te,s and φplasma,s in the RF sheath
experimentally.






















































Figure 4.16: Comparison of the electrical parameters obtained from measurements
at the BUG ion source (full symbols) and from the model (open symbols). Left
column: RF coil current amplitude I0 as a function of the filling pressure (upper
left plot) and as a function of the generator power (lower left plot). Right column:
the corresponding RF power transfer efficiencies η.
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Figure 4.16 shows the electrical parameters RF coil current amplitude I0 in the
left column and RF power transfer efficiency η in the right column. Plotted along
with the experimentally obtained values (full symbols) are the corresponding values
obtained from the model (open symbols). In the upper row plots on the abscissa
the filling pressure pfill is varied, whereas in the lower row plots on the abscissa the
generator power is varied.
The RF coil current amplitude I0 shows the same trend in the experiment and in
the model: with increasing filling pressure I0 decreases, whereas I0 increases almost
linearly with increasing generator power. The former trend is resembled in the
upper right plot (exemplarily shown for Pgenerator = 60 kW), where the values for η
obtained from experiment and model increase with increasing pfill. The linearly
increasing RF coil current with RF generator power corresponds to a flat RF power
transfer efficiency η, as shown in the lower right plot.
Considering pfill = 0.3 Pa and Pgenerator = 80 kW in the upper left plot, the
modeled I0 is almost within the experimental error bars and when the pressure is
increased the numerical and experimental trends agree quite well. This is also the
case for the other power levels. However, when pfill decreases the increase in the
modeled I0 is systematically too steep, when compared to the one in the experiment.
This too steep increase is caused by the correction of the boundary fluxes that is
done to account for the neutral depletion, which is best at pfill = 0.3 Pa, where
the distribution function is known from the DSMC code. Hence the resulting flux
correction yields results that are closest to the experimentally obtained values. As
explained in section 4.5, the flux correction should be even more pronounced at
lower pressures, wherefore the modeled RF currents at 0.2Pa are systematically
too large.
Figure 4.17 shows the central plasma potential φplasma,c and electron temperature
Te,c. Plotted are the values obtained from Langmuir probe measurements (full
symbols) and the corresponding values calculated with the model (open symbols)
over the pressure for the two different generator powers 20 and 60 kW. All curves
behave systematically also for 40 kW and 80 kW (not shown). The modeled plasma
potential and electron temperature show the same trend as their experimentally
obtained counterparts: they increase with decreasing pressure and with increasing
power. The scaling of Te with pressure can be explained by a simplified particle
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Figure 4.17: Experimentally obtained (full symbols) and modeled (open symbols)
values of the plasma potential φplasma,c and the electron temperature Te,c as a function
of the filling pressure at two different generator powers of 20 and 60 kW.
transport equation (3.46), where in steady state (∂t = 0) the ionization in the





∇ · niui dV =
∮
niui · n̂ dA









Herein, Xioniz and uBohm denote the rate coefficient for ionization and the Bohm
speed, as defined in equation (2.19), respectively. Since f(Te) is a monotonically
increasing function (cf. [23]), it follows that for an increasing neutral particles
density nn ∝ pfill the electron temperature has to decrease. The model shows that
neutral depletion increases with increasing power. This is evident from figure 4.19,
where for a constant filling pressure the total neutral particle density decreases
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with increasing power. Having this in mind equation (4.11) also explains that an
increase in power yields a higher Te.
Considering the electron momentum transport equation (3.57) in a state of
dynamic equilibrium (i.e. neglecting all quantities except for the pressure gradient
and the electrostatic field) results in the well known Boltzmann relation [37]. This
relation states that electrons are easily pulled towards regions of higher potentials.
Using the Boltzmann relation to express the electron flux in then (pre-)sheath as a
function of the thermal flux at the wall and equating this flux to the ion Bohm
flux (= niui,Bohm, as defined in equation (2.19)) yields a useful relation between the







∣∣∣∣) ≈ 4. (4.12)
Herein, the ion mass mi ≈ 1.8mH+ is approximated using the ratio between the
three ion species as given in section 4.2.3. Relation (4.12) is well fulfilled for
the values obtained with the model. However, the value of φplasma
Te
obtained from
experimental measurements is around 6.5, i.e. even though the modeled plasma
potential in the left plot of figure 4.17 is within the experimental error bars, the
modeled electron temperatures are systematically too large, as shown in the right
plot of figure 4.17. A possible reason for this discrepancy is the cusp field. Due to
its considerable strength directly in front of the driver back plate (see figure 4.12),
also the ions are magnetized there. Hence a transport barrier for the ions is created,
wherefore the charged particle losses towards the axial walls are reduced. This
leads to a larger plasma density and a lower electron temperature, that is needed
to sustain the discharge.
Figure 4.18 shows the central electron density ne,c as well as the ratio of the
electron density in the RF sheath ne,s to ne,c as a function of the filling pressure
for two different generator powers. The central electron density in the left plot of
figure 4.18 shows the same trends in the model and in the experiment when either
the power or the pressure are varied. These trends can be explained by a simplified
power balance
ηPgenerator = Pplasma = eAeffneuBohm(Te)Etotal(Te), (4.13)
4.8 Plasma module validation 93



























Figure 4.18: Experimentally obtained (full symbols) and modeled (open symbols)
values of the electron density ne,c in the center of the driver (left plot) as well as
the ratio of the RF sheath to central electron density ne,s
ne,c
(right plot) as a function
of the filling pressure at two different generator powers of 20 and 60 kW.
where Pplasma is the power absorbed by the plasma as defined in equation (3.73), Aeff
an effective surface area for charged particle losses and Etotal the energy (measured
in electron volts) that is lost per electron-ion pair.
When increasing the pressure at a fixed Pgenerator, η increases, as shown in the
upper right plot of figure 4.16, and Te decreases, as shown in the right plot of
figure 4.17. Since also uBohm(Te) and Etotal(Te) decrease with increasing pressure
(i.e. with decreasing Te), it follows from equation (4.13) that ne has to increase,
when the pressure is increased.
For a fixed pressure (i.e. fixed Te) it follows from equation (4.13) that ne increases
with increasing generator powers. This is so because the relative change in η is
small compared to the corresponding change of Pgenerator. E.g. from 20 kW to 60 kW,
Pgenerator increases by a factor of three, whereas the change in η is only around 10%
(cf. lower right plot of figure 4.16).
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The left plot of figure 4.18 shows that the modeled values of the electron densities
in the driver center and in the RF sheath (not shown) are systematically too low by
a factor of roughly five, when compared to the experimental ones. This discrepancy
could again be caused by the magnetic cusp field, since the ion transport barrier in
front of the axial driver wall increases the plasma density in the discharge. The
magnetization of the ions in the vicinity of the driver back plate has no direct effect
on the RF power coupling, as the ions do almost not contribute to the plasma
current. It is verified by artificially increasing the electron volume production rate,
that the systematically larger ne (and lower Te) in the experiment do not change
the trends obtained in the validation and optimization studies. Another effect
that becomes relevant only at high powers and at pressures below 0.3Pa is the
bi-Maxwellian electron distribution function, which is known from Langmuir probe
measurements [69]. This also tends to increase the plasma density.
The right plot of figure 4.18 shows a good agreement between the experimentally
obtained and the modeled trends. Depending on the used RF power coupling
mechanism the calculated values of ne,s
ne,c
deviate considerably, as shown in the
right plot of figure 4.7. Against this background the absolute agreement at 0.3Pa
between experimentally obtained and modeled values can be considered very good.
The left plot of figure 4.19 shows the calculated neutral densities obtained as the
sum of the volume averaged atomic and molecular densities at the three different
filling pressures 0.2, 0.3 and 0.5 Pa for varying generator powers. The corresponding
molecular densities before plasma ignition are 4.8 · 1019 m−3, 7.2 · 1019 (not shown)
and 1.2 · 1020 (not shown), respectively. Therefore neutral depletion is present
at each of the three filling pressures. The sum of the atomic density na and the
molecular density nm (nonlinearly) decreases even further with increasing generator
power. This neutral depletion goes along with a saturating electron density ne,c
with power at 0.2Pa, as shown in the right plot of figure 4.19. Here all modeled
absolute values of ne,c are increased by a factor of five to emphasize the coinciding
experimental and modeled trends with generator power.
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nH2 = 0.2 Pa / (kB 300 K)














Model x 5, 0.5 Pa
Experiment, 0.3 Pa
Model x 5, 0.3 Pa
Experiment, 0.2 Pa
Model x 5, 0.2 Pa
Figure 4.19: Left plot: sum of the volume averaged atomic density na and molecular
density nm obtained from the model as a function of the generator power at three
different filling pressures 0.2, 0.3 and 0.5 Pa, respectively. Right plot: corresponding
values of the experimentally obtained and modeled electron density in the driver
center, where the modeled electron densities are multiplied by a factor of five to
emphasize the coinciding trends with power.
4.9 Summary and conclusion
One of the major challenges when predicting the inductive power coupling in
an RF-driven negative ion source is the low applied frequency of 1MHz, where
due to large magnetic RF fields nonlinear effects such as the RF Lorentz force
dominate the spatial distribution of the plasma parameters and hence the RF power
coupling. To describe this regime self-consistently, appropriate approximations
for the RF Lorentz force as well as for the electron viscosity are combined in
this work. Using these formulations, the plasma compression by the RF Lorentz
force is mitgated by the electron viscosity. In this way self-consistent steady state
solutions are obtained for the first time. Moreover, the power and pressure trends
(as well as a considerable fraction of the absolute values) of the experimentally
obtained electrical and plasma parameters are captured. As a comparison it is
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shown that by assuming a purely collisional or anomalous regime the model results
are systematically shifted away from the experimental results. For all investigated
pfill ∈ [0.2, 0.5]Pa and Pgenerator ∈ [20, 80] kW neutral depletion has an important
non-beneficial impact on the RF power coupling. It is shown that by appropriate
scaling of the neutrals boundary fluxes it is possible to properly account for neutral
depletion in a fluid model. Furthermore, first studies using a simplified topology
of the magnetostatic cusp field reveal that its presence decreases the plasma’s
capability to absorb RF power because it depletes the electron density in front of
the radial driver walls, where the RF heating takes place.
Remaining limitations of the model are the missing 3D description and the fluid
neutrals. A 3D description is needed to model the plasma drifts resulting from the
cusp and filter field [21, 83], whereas a fully kinetic description of the neutrals (e.g.
by a DSMC code) is capable of describing neutral depletion in great detail [35].
However, because of the increased effort for implementing and executing a model,
where one or even both of these limitations are removed, systematic validation
and optimization studies will hardly be possible anymore. Hence the successfully
validated self-consistent fluid model will be used in the following to optimize the RF
power coupling within the broad space of external parameters. Dedicated studies to
investigate the drifts and kinetic neutrals in more details are left for future work.
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5 Optimizing RF power coupling
In this chapter it is studied how external parameters such as various discharge and
coil geometries, as well as the applied frequency impact on the RF power coupling.
As explained in the introduction and in section 2.3, the external parameters do not
only affect the plasma resistance Rplasma, but also the network resistance Rnetwork.
Hence for the optimization of each external parameter, Rnetwork is calculated in a
first step with the 3D electromagnetic model as a function of the external parameter.
Following that, Rplasma is obtained from the 2D RF power coupling model using
Rnetwork from step one as an input. The RF power transfer efficiency η and the
effective coil voltage Ucoil,eff follow then as functions of the external parameter
from equations (2.25) and (2.26), respectively. For most of the external parameters
maximizing η (i.e. minimizing the RF coil current amplitude I0) is equivalent to
minimizing Ucoil,eff . However it follows from equation (2.26) that this is not the
case for the driving frequency, wherefore here both quantities have to be assessed
explicitly.
For producing a plasma with certain envisaged plasma parameters Pplasma is
the relevant quantity [24]. Therefore in principle Pplasma should be fixed in all
parameter optimization studies. However, it does not make a difference for all
trends of η and Ucoil,eff shown in this chapter whether Pplasma or Pgenerator is fixed as
a model input. In the experiment Pgenerator is set, wherefore it is more convenient
in view of a comparison to fix Pgenerator in the model as well. Hence this is done at
a representative value of Pgenerator = 60 kW (and pfill = 0.3 Pa) for all investigated
parameters. The only exception to that is the driving frequency, where Pplasma
instead of Pgenerator is fixed to obtain more relevant absolute values of Ucoil,eff . Note
that all trends shown in this chapter also persist for other set values of power and
filling pressure.
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5.1 Discharge geometry
The RF power coupling takes place exclusively in the driver region, as is evident from
the power deposition profiles depicted in figure 4.14. Consequently, all geometric
optimization studies in this section focus on the driver. The simulation domain
with the dimensions of the expansion region as well as the driver length and radius
are shown in figure 3.2. Variations of the expansion radius and length yield changes
in η of less than 0.05, wherefore they are not considered further.
5.1.1 Driver length
Figure 5.1 shows the network resistance Rnetwork as a function of the driver length
Ldriver. Starting from the smallest possible Ldriver at 15 cm, Rnetwork increases from















Figure 5.1: Network resistance Rnetwork as a function of the driver length Ldriver,
obtained from the 3D electromagnetic model. The full symbol indicates the validated
Rnetwork = 0.6 Ω of the current BUG ion source configuration at Ldriver = 17.4 cm,
as obtained from experimental measurements in section 4.2.2. Plotted along is the
plasma resistance Rplasma, obtained from the 2D RF power coupling model, where
the full symbol indicates the validated Rplasma = 1 Ω.
0.53 Ω to its maximum value of 0.7 Ω at 25 cm. This increase is explained by the
larger amount of eddy currents in the larger surface of a longer Faraday screen. For
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a rather long Faraday screen, i.e. for Ldriver larger than 25 cm, Rnetwork decreases
slightly as the distances between the outermost coil windings and the Faraday
screen back plate and support ring, respectively, increase and less eddy currents
are driven along these structures [102].
Plotted along is Rplasma, where the considerable increase for Ldriver up to 40 cm
results mainly from the larger driver volume. Figure 5.2 shows the resulting
absorbed RF power for the validated Ldriver = 17.4 cm compared to a simulation
domain with Ldriver = 35 cm. Even though the spatially resolved peak value of














































Figure 5.2: Absorbed RF power Ēind, as calculated from equation (3.72), for the
validated Ldriver = 17.4 cm (left plot) and for a longer Ldriver = 35 cm (right plot).
the absorbed power is slightly lower in the case of the longer driver, the integral
value Pplasma calculated from equation (3.73) exceeds the one of the shorter driver.
For Ldriver larger than 40 cm the axial extension of the power deposition profile
does not increase any further. Also the surface area of the driver radial wall and
hence the electron energy losses to the walls increase. The combination of these
two effects yields that Rplasma decreases slightly for Ldriver larger than 40 cm.
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pfill = 0.3 Pa & Pgenerator = 60 kW
Figure 5.3: RF power transfer efficiency η as a function of the driver length Ldriver,
obtained from the RF power coupling model. The full symbol indicates the validated
η = 0.63 of the current BUG ion source configuration at Ldriver = 17.4 cm.
Figure 5.3 shows the RF power transfer efficiency η as a function of Ldriver.
The resulting trend is almost entirely dominated by the large change in Rplasma.
Quantitatively, a value of η as large as 0.85 is reachable, when Ldriver larger than
35 cm is used.
5.1.2 Driver radius
Figure 5.4 shows the network resistance Rnetwork as a function of the driver radius
Rdriver. The reason for the almost linear increase are the cylindrical surface of
the Faraday screen and the coil length that both scale as 2πRdriver. The network
resistance increases considerably from 0.2 Ω for the smallest possible Rdriver to 0.9 Ω,
when Rdriver is almost equal to the expansion radius.
Plotted along is Rplasma. The driver volume increases as πR2driver, which is (as
in the case of the increased Ldriver) beneficial for the RF power coupling, because
in the larger volume there are in total more electrons that are heated. However,
the increase in Rplasma with increasing Rdriver is not as pronounced as it is the
case for the increased driver length. The main reason for this is the RF-averaged
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Figure 5.4: Rnetwork and Rplasma as a function of the driver radius Rdriver. The
full symbols are the experimentally validated Rnetwork = 0.6 Ω and Rplasma = 1 Ω at
Rdriver = 11.85 cm.
Lorentz force from equation (3.60), that pushes the plasma away from the RF
coil radially inwards, as shown in the upper row plots of figure 5.5. For a larger
driver radius of e.g. 17 cm the resulting inward pointing radial component of the
RF-averaged Lorentz force is increased by a factor of −2.4−1.5 ≈ 1.6. The RF-averaged
Lorentz force also extends further into the plasma in radial direction. Hence the
radial compression of the plasma density towards the discharge axis increases with
increasing Rdriver. As a consequence, the electron density in the vicinity of the RF
coil where the RF power coupling takes place is depleted, as shown in the lower
row plots of figure 5.5. Therefore the RF power coupling is affected by this more
pronounced RF Lorentz force in a negative way.
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Figure 5.5: Upper row: radial component of the RF-averaged Lorentz force for the
validated Rdriver = 11.85 cm (left) and for a larger Rdriver = 17 cm (right). Lower
row: corresponding electron density profiles.
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Figure 5.6 shows the resulting trend of η, which is not entirely determined by the
change in Rplasma. This becomes evident from a comparison with η values obtained













Figure 5.6: RF power transfer efficiency η as a function of the driver radius Rdriver.
The full symbol is the experimentally validated η = 0.63 at Rdriver = 11.85 cm.
Plotted along in green are the values for a fixed Rnetwork = 0.6 Ω to estimate the
impact of the changing Rnetwork.
from the RF power coupling model using a fixed Rnetwork = 0.6 Ω. Note that the
changing Rnetwork is most relevant at small and large values of Rdriver. In summary
there is almost no increase in η, when Rdriver is increased beyond its current value.
A decrease of the Faraday screen and dielectric wall thicknesses are mimicked in
the model by decreasing the radial distance between the RF coil and the radial
driver wall at a fixed Rdriver (see figure 3.2). This results in an increase in η of
only 0.01 per mm reduced distance. The high power absorption in the Faraday
screen requires active water cooling by internal cooling channels, wherefore its
radial wall thickness of 3mm is already minimal. The 8mm thick dielectric has to
withstand the pressure drop between ambient pressure and the low pressure inside
the driver. Hence reducing the thickness of the dielectric wall will most likely lead
to mechanical stability issues. When the whole driver is in vacuum, as planned for
the NNBI system in the ITER experiment, it is in general possible to decrease the
thickness of the dielectric wall but with a high risk at a low gain in η.
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5.2 RF coil
5.2.1 Number of coil windings
Figure 5.7 shows an increasing Rnetwork as a function of the number of coil windings
Ncoil windings. This increase is a combined effect of the longer RF coil and higher














Figure 5.7: Rnetwork and Rplasma as a function of the number of coil windings
Ncoil windings. The full symbols indicate the experimentally validated Ncoil windings = 6.
eddy currents that are driven in the Faraday screen. Plotted as well is Rplasma,
which also increases when Ncoil windings is increased due to the lower RF coil current
needed to sustain the plasma.
The left plot of figure 5.8 shows the resulting η, which saturates when more than
two coil windings are used. The increasing Rnetwork with increasing Ncoil windings is
counteracted by a decreasing RF coil current I0. As a consequence the lost power
Ploss = 12RnetworkI
2
0 and thus also η remain constant. In this case the trend of η is
heavily affected by the changing Rnetwork, as is evident from a comparison with η
values that are obtained by using a fixed Rnetwork = 0.6 Ω as input.
Since the probability for electric arcs between individual coil windings is deter-
mined by the effective coil voltage per winding Ucoil,eff/Ncoil windings, this quantity
is evaluated as well. As shown in the right plot of figure 5.8 the number of coil
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pfill = 0.3 Pa & Pgenerator = 60 kW
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Rnetwork = 0.6






















pfill = 0.3 Pa & Pgenerator = 60 kW
Figure 5.8: Left plot: η as a function of the number of coil windings Ncoil windings.
Plotted along in green are the values obtained from the RF power coupling model
for a fixed Rnetwork = 0.6 Ω. Right plot: corresponding effective coil voltage per
winding. The full symbols indicate the experimentally validated values.
windings strongly affects the effective coil voltage per winding. For this reason
it is beneficial to use a larger number of coil windings. However, using more
coil windings inevitably decreases the distance between the coil windings and the
conducting back plates (see figure 3.2), where eddy currents are driven. Hence, the
impact of the distance from the coil to the back plates is investigated in detail in
the next section.
5.2.2 Coil position
The impact of the distance between the RF coil and the surrounding metallic
structure such as the driver and source back plates is studied by shifting the coil
away from its axially central position at z = 6 cm towards the back plates. To
isolate the effect of the coil position, a small coil with only two windings is used.
In figure 5.9 Rnetwork is shown to be rather flat when the coil is shifted axially away
from its central position. Rnetwork decreases slightly when the RF coil gets close
to one of the back plates, because in this case less eddy currents are driven in the
Faraday screen. Plotted along is the corresponding Rplasma, which decreases when
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Figure 5.9: Rnetwork and Rplasma for Ncoil windings = 2 as a function of the axial coil
center position z between the driver back plate and the source back plate.
the coil gets closer to one of the back plates. This decrease has two reasons. Firstly,
the electric component of the RF field gets pinched, as exemplarily shown for a coil
shifted towards the source back plate in the right plot of figure 5.10. In this case,
the field pinch is caused by the source back plate at z = 12 cm, since the RF field
component (which is parallel to the boundary) cannot penetrate and thus is zero
directly at the back plate. Secondly, a considerable amount of the plasma volume
is not penetrated by the RF field, when the coil is positioned close to a back plate
instead of being axially centered.
The resulting η is shown in figure 5.11. Quantitatively, η is decreased by around
0.1 for an axial shift of ±3 cm from the center, corresponding to a distance of 2 cm
between the outer coil winding closest to the back plate and the back plate. For
an axial shift from the center of ±1.5 cm, the resulting decrease in η is below 0.05.
This corresponds to a shortest distance between the outer coil winding closest to
the back plate and the back plate of 3.5 cm.
To completely avoid the pinch effect, the RF coil should be kept as far away as
possible from the back plates, i.e. axially centered. For the current setup of the
BUG ion source driver with Ncoil windings = 6, the distances of the outer coil windings
to the source and the driver back plate, respectively are around 2.5 cm. However,
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Figure 5.10: Amplitude of the electric RF field component |Ẽϕ| for two different
axial positions of the RF coil with Ncoil windings = 2. Left plot: RF coil axially
centered at z = 6 cm in between the driver back plate (at z = 0 cm) and the source
back plate (at z = 12 cm). Right: axial coil center position z = 10.5 cm, i.e. the RF
coil is shifted close to the source back plate.
using more coil windings and thus decreasing the minimum distance between the
outermost coil winding and back plate to around 1.5 cm for Ncoil windings = 8 does
not decrease η, as shown in the left plot of figure 5.8. Hence the pinch effect is not
so relevant for the RF power coupling. However, it is of great importance that the
electric RF field component occupies as much as possible of the available driver
volume in order to facilitate the RF power coupling. This is achieved by axially
centering the coil between the back plates, as shown in the left plot of figure 5.10.
The spread between the coil windings is also investigated numerically in the
Ncoil windings = 2 configuration. The result is that the impact of the spread on η is
negligible even for comparatively large distances up to 6 cm between the two coil
windings. This is so because even in this case the electric field occupies the full
plasma volume that lies axially between the two coil windings.
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pfill = 0.3 Pa & Pgenerator = 60 kW
Ncoil windings = 2
Figure 5.11: RF power transfer efficiency η for Ncoil windings = 2 as a function of
the axial coil center position between the driver back plate and the source back plate.
5.3 Applied frequency
Due to the RF skin effect in a conducting medium the RF current flows in a thin
skin layer within the skin depth δRF,conductor, as given by equation (2.27). Herein
the skin depth scales as f−1/2RF , i.e. it decreases with increasing frequency fRF. The
resistance of a lumped resistive component R can be expressed as in equation (2.28).
Together with the above scaling, it follows
R ∝ f 1/2RF . (5.1)
The network resistance shown in figure 5.12 is subject to this scaling, because the
main network losses are in the RF coil and the Faraday screen. Both objects are
made of copper, where δRF,copper = 65µm at 1MHz.
The frequency scaling from equation (5.1) is used in the RF power coupling model
to obtain Rplasma, as shown in figure 5.12. Rplasma increases considerably when fRF
is increased because of the lower RF coil current amplitude I0 needed to produce
the same absorbed power. For example at 30 MHz an I0 of only around 30A is
needed, whereas at 1MHz I0 ≈ 300 A is needed to produce the same absorbed
5.3 Applied frequency 109









Figure 5.12: Rnetwork and Rplasma as a function of the driving frequency fRF. Full
symbols indicate the validated values at fRF = 1 MHz.
power (cf. figure 4.16). The increase in Rplasma is so large that it dominates the
trend of the RF power transfer efficiency. As shown in the left plot of figure 5.13,
η increases when the applied frequency is increased reaching values slightly above
0.95 at 30MHz.
It follows from equation (2.26) that also Ucoil,eff increases with the applied
frequency. Since I0 decreases with increasing fRF, it is not a priori clear how Ucoil,eff
scales with fRF. For this reason Ucoil,eff is calculated using the RF coil current
amplitudes obtained from the RF power coupling model. For the inductance Lcoil =
9.4µH is used, as measured with a precision LCR meter (Agilent Technologies
model E4980A) [24]. The right plot of figure 5.13 shows the resulting functional
dependency. Up to 2MHz, the increasing frequency is almost fully compensated by
the decreasing RF coil current, wherefore Ucoil,eff remains substantially unchanged
at around 10 kV. However, for fRF > 2 MHz, Ucoil,eff starts to increase resulting
in Ucoil,eff ≈ 35 kV at 30MHz. As a conclusion to this, using a higher applied
frequency of 2MHz would lead to a considerable increase in η of 0.2, whereas the
effective coil voltage remains constant, i.e. there is no increased probability for
electric arcs. By using larger frequencies, Ucoil,eff starts to increase, wherefore it is
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Figure 5.13: RF power transfer efficiency η (left plot) and effective coil voltage
Ucoil,eff (right plot) as a function of the applied frequency fRF. The full symbols
indicate the values for the validated case of fRF = 1 MHz.
not advisable to use an applied frequency that is larger than 2MHz despite the
even higher RF power transfer efficiency.
5.4 Global optimization
The optimization studies show that the two most promising external parameters
for optimizing η are the driver length Ldriver and the applied frequency fRF. The η
values for the status quo as well as the ones for optimized parameters (individually
or together) are shown in table 5.1.
Table 5.1: Global optimization of the RF power transfer efficiency η.
Status quo Ldriver optimized fRF optimized Ldriver & fRF optimized
η 0.63 0.85 0.81 0.9
The globally optimized value of η is 0.9 for Ldriver = 40 cm and fRF = 2 MHz.
Hence, the combined optimization increases η by 0.05 and 0.09, respectively, when
compared to the individual optimization of the two parameters. For optimizing η
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in an already existing ion source, such as the one at the BUG test bed, it might be
preferable to optimize only Ldriver, since this is less expensive and time demanding
than procuring and commissioning a new RF generator inclusive the RF circuit with
matching transformer and capacities. The most laborious part is the design and
the manufacturing of a Faraday screen that has to be customized to the increased
driver length. For new ion sources that are still in the design phase both parameters
should be optimized to achieve the globally optimized η. However, installation
space constraints for a longer driver have to be taken into consideration, since it




In this work a predictive numerical model was developed to self-consistently simulate
the RF power coupling and maximize the RF power transfer efficiency in negative
hydrogen RF ion sources.
As a modeling approach a 3D electromagnetic (EM) model, developed in the
framework of a master thesis [102], was used for the calculation of the network
losses. These are Joule losses in the RF coil antenna, as well as eddy current
losses in the Faraday screen and in the conducting components surrounding the
discharge. The resulting power losses were used as one of the input parameters in
the self-consistent RF power coupling model. In this model the plasma and neutral
species are described as fluids, coupled to Maxwell’s equations for the description
of the electromagnetic fields. The fluid approach was chosen, since on the one
hand kinetic models are numerically too expensive for the rather large volume
and high plasma densities in an ion source. On the other hand zero dimensional
global models are not capable of describing the spatially resolved bidirectional
coupling between the RF fields and the electrons in the plasma. A 2D cylindrically
symmetric simulation domain was assumed to improve the numerical efficiency of
the model.
There are numerous fluid models for the description of RF ion source discharges
in the literature. However, none of these models describes the RF power coupling
in an ion source self-consistently. The reason for this is the complex interplay of
various nonlinear phenomena that take place in an RF ion source plasma.
The most significant challenge resulted from the low driving frequency of 1MHz
combined with the high applied power of up to 100 kW, where magnetic RF field
strengths in the plasma are well above 100G. Hence the discharges were found to
operate in the ’high magnetic RF field region’ of the local skin effect regime. In
this region the magnetic RF fields are even larger than in the so-called nonlinear
114 6 Conclusion
regime, where it is known that the nonlinear RF Lorentz force plays an important
part in the RF power coupling. The typical behavior of the state-of-the-art models
was confirmed, where the RF Lorentz force compresses the plasma such that no
steady state solution of the models was obtained. However, during the validation
studies performed in this work, it was shown that by retaining the RF Lorentz force
as well as the term associated with the electron viscosity the increased RF current
diffusion decreases the RF current density in the plasma. This in turn reduces the
compression. By using the Navier-Stokes limit for the kinematic viscosity in the
’high magnetic RF field region’ of the local skin effect regime, a self-consistent steady
state solution was obtained for the first time with an RF power coupling model.
Moreover, a fairly good match between the experimentally obtained electrical and
local plasma parameters and the modeled ones was achieved.
Another important part in the description of RF ion source discharges at low pres-
sures between 0.2 and 0.5Pa is neutral depletion, i.e. the neutrals are significantly
depleted due to ionization. To describe this in a fluid model, the Navier-Stokes
equations for the hydrogen atoms and molecules (including energy transport equa-
tions) were used, in contrast to a uniform neutrals background approximation, that
is often applied. Thereby it was shown that neutral depletion is present at all
investigated pressures and becomes even more pronounced at higher RF powers. By
additionally scaling the boundary fluxes using the highly non-Maxwellian neutrals
distribution functions from existing kinetic simulations, it was shown that the im-
pact of the higher atomic densities (resulting from the non-Maxwellian distribution
function) on the RF power transfer efficiency is slightly above 0.1 and thus cannot
be neglected.
First studies regarding the impact of a simplified magnetostatic cusp field on
the RF power coupling were performed. The purpose of the cusp field is to reduce
the plasma losses to the wall and thus increase the plasma density in the driver.
However, in the model validation studies it was qualitatively shown that the
presence of a cusp field also decreases the plasma’s ability to absorb RF power,
because the transport barrier for the electrons due to the magnetic field leads to a
depletion of the electrons in the vicinity of the RF coil antenna, where the power
coupling takes place. This suggests that dedicated optimization studies of the cusp
field are worthwhile.
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A comprehensive data set of electrical parameters such as RF coil current and
RF power transfer efficiency as well as local plasma density, potential and electron
temperature were experimentally obtained for the first time at the ITER prototype
RF ion source. Hereby it was demonstrated, that typical values of η are surprisingly
low between 0.5 and 0.6, depending on the operation point. This data set may also
serve for comparison with other RF ion sources or more standard inductively coupled
plasma setups. The RF power coupling model was successfully validated using the
comprehensive experimental data set, i.e. the model reproduces all measured trends.
Furthermore, a considerable fraction of the modeled absolute values are within
the experimental error bars. Hence the unique characteristic of the model is its
ability to self-consistently calculate a steady state solution as well as its successful
validation, wherefore it is predictive, as opposed to previously existing models.
In the subsequent optimization studies it was found that the two most promising
external parameters for the optimization of η are the driver length and the applied
frequency.
• Driver length optimization: Increasing the axial length of the driver has the
largest positive impact on η of all parameters. The reason for this is the larger
plasma volume that comes with the larger length, where the RF fields can
couple to more electrons in the plasma. The model shows that by increasing
the driver length a maximum increase in η of around 0.25 to a value of 0.85
is possible. At the same time the coil voltage and thus the probability for
electrical breakdowns and arcs is minimized.
• Frequency optimization: Applying higher frequencies than 1MHz yields lower
RF coil currents. This is found to dominate over the increased losses in the
RF network at higher frequencies. η increases by 0.2 to a value of 0.81 when
the applied frequency is changed from 1 to 2MHz. This increase is associated
with an almost constant coil voltage, wherefore the probability for electrical
breakdowns and arcs remains substantially unchanged. When going to higher
frequencies the coil voltage starts to increase, wherefore this is not advisable,
despite the even larger η.
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• Global optimization: Optimizing both parameters simultaneously yields the
global optimum of η = 0.9. This is an improvement of around 0.3 compared to
the status quo. At the same time the coil currents and voltages are reduced.
• Further external parameters: Changing the driver radius, as well as optimiza-
tions regarding the RF coil such as changing the number of coil windings and
the coil position are found to have no significant effect on η.
As a conclusion of the optimization studies it is in principle advisable to implement
both optimization measures, since the nonlinearity of both effects yields a globally
optimized η of 0.9, which is even larger than the individually optimized ones.
Outlook
Several extensions of the model are conceivable. The remaining systematic quan-
titative differences between model and experiment in the electron temperature
(slightly too large in the model) and plasma density (too small by a factor of
roughly five in the model) could most probably be eliminated by accounting for
the magnetization of the ions via the magnetic cusp field. However, there is (as
opposed to the electrons, where inertia can be neglected) no convenient way to
introduce the magnetization of the ions in a 2D cylindrically symmetric model.
Because of this and to study (and optimize) more realistic 3D topologies of the
cusp field and the filter field, a 3D version of the model is desirable. Here it is
straight forward to account for the magnetization of electrons and ions in order
to study the plasma drifts. However, because of the increased complexity, it is
advisable to further validate the fluxes obtained from the 3D model. This can be
done for example with a Mach probe.
Another important aspect is the kinetic description of the neutral particles.
With the boundary flux scaling method developed in this work, it is possible to
quantitatively account for the spatially resolved atomic and molecular densities
in a fluid model, if the particle distribution functions of the neutrals are known.
However, this is only the case at very few operation conditions. Nevertheless it
is desirable to calculate the absolute values of the neutral densities and fluxes
with a high precision at various operation conditions, because e.g. the atomic flux
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towards the plasma grid directly influences the production yield of the surface
created negative ions. This is possible by replacing the fluid neutrals with a direct
simulation Monte Carlo module for the neutrals, which calculates the neutrals
distribution function.
Note that both extensions lead to a significantly increased numerical effort,
wherefore a computer cluster will become necessary for solving the equation system.
However, implementing the two extensions enables not only RF power coupling
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