Abstract. We investigate adaptive methods for optimal control problems with finitely many control parameters. We analyze a-posteriori error estimates based on verification of second-order sufficient optimality conditions. Reliability and efficiency of the error estimator is shown. The estimator is used in numerical tests to guide adaptive mesh refinement.
Introduction
We study optimal control problems of the following type: Minimize the functional J given by J(y, u) = g(y) + j(u)
over all (y, u) ∈ Y × U that satisfy the non-linear elliptic partial differential equation E(y, u) = 0 and the control constraints u ∈ U ad .
Here, Y is a real Banach space, U = R n . The set U ad ⊂ U is a non-empty, convex and closed set given by U ad = {u ∈ U : u a ≤ u ≤ u b }, where the inequalities are to be understood component-wise. Here, the cases u a = −∞ and u b = +∞ are allowed, such that problems with one-sided constraints or without control constraints are included in the analysis as well. Examples that are covered by this framework include parameter identification and optimization problems with finitely many parameters, see for instance our previous work [1] .
Adaptive mesh refinement remains a valuable tool in scientific computation. The main objective of an adaptive procedure is to find a discrete solution to a problem while maintaining as few as possible numbers of unknowns with respect to a desired error estimate. As the solution and hence the error distributions on the mesh are unknown a-priori, one has to rely on a-posteriori error estimates.
A-posteriori error estimates for non-linear control and identification problems can be found for instance in [2, 5, 6, 9] . However, they depend on two crucial apriori assumptions: the first is that a second-order sufficient condition (SSC) has to hold at the solution of the continuous problem. With this assumption, error estimates of the type ū − u h U ≤ c η + R can be derived, where η is a computable error indicator and R is a second-order remainder term. Here, the second a-priori assumption comes into play: one has to assume that R is small enough, in order to guarantee that mesh refinement solely based on η is meaningful. A different approach with respect to mesh refinement was followed in [13] . There the residuals in the first-order necessary optimality condition were used to derive an adaptive procedure. However, smallness of residuals does not imply smallness of errors without any further assumption. Here again, SSC as well as smallness of remainder terms is essential to draw this conclusion.
In our previous work [1] , we applied a different strategy: There the sufficient optimality condition as well as smallness of remainders is checked a-posteriori. If both conditions are fulfilled, an error-estimator of the form
is available, see [1, Thm 3.22] . This error estimator is localizable if r y and r p are localizable error estimates for the norm of the residual in the state and adjoint equations, respectively. For earlier and related work on a special problem calls with infinite-dimensional control space, we refer to [7, 8] .
In this article, we will prove a lower bound of the error estimator. For the setting Y = H 1 0 (Ω), we obtain
where y, p and y h , p h are solutions of continuous and discrete state and adjoint equations, respectively, and σ h and τ h are approximations of ∇y h and ∇p h in H(div). The termõ is a higher-order oscillation term. In addition, we have localized lower bounds for the residuals in the state and adjoint equations, respectively. This justifies the use of the a-posteriori estimator above in an adaptive mesh-refinement procedure.
The abstract framework
Let Ω be a polygonal domain in R m , m = 2, 3. The function space for the states of the optimal control problem is chosen as Y := H 1 0 (Ω). Let us now specify assumptions on the abstract problem (P).
Assumption 1 The mapping
R are twice continuously Fréchet-differentiable with locally Lipschitz continuous second-derivatives. Furthermore, we assume that the mapping E is strongly monotone with respect to the first variable at all points u ∈ U ad .
The assumptions on E are met for instance for semilinear elliptic equations with monotone nonlinearities. Under Assumption (1), the state equation E(y, u) = 0 is uniquely solvable for each admissible control u ∈ U ad , [12, Theorem 26.A, p. 557]. Let us define the Lagrange functional for the abstract problem:
Let (ȳ,ū) be locally optimal for (P). Then the first-order necessary optimality conditions can be expressed as L y (ȳ,ū,p) = 0 and L u (ȳ,ū,p)(u −ū) ≥ 0 for all u ∈ U ad , which is equivalent to
Since the problem (P) is in general non-convex, the fulfillment of these necessary conditions does not imply optimality. In order to guarantee this, one needs additional sufficient optimality conditions of the type: There exists α > 0 such that
holds for all v = u −ū, u ∈ U ad , and z solves the linearized equation E y (ū,ȳ)z + E u (ū,ȳ)v = 0. This condition can be weakened taking strongly active inequality constraints into account, see e.g. [1, 3] . Although, the sufficient condition is of high interest, it is difficult to check numerically even when (ū,ȳ,p) are given, see e.g. [1, 7, 8] . The main difficulty here is that the function z appearing in (1) is given as solution of a partial differential equation, which cannot be solved explicitly. Any discretization of this equation introduces another error that has to be analyzed.
Discretization
In order to solve (P) numerically, we discretize the problem. Let Y h be a finitedimensional subspace of Y . Here and in the following, the index h denotes a discrete quantity. Then a discretization of the state equation can be obtained in the following way: A function y h ∈ Y h is a solution of the discretized equation for given u ∈ U ad if and only if
The discrete optimization problem is then given by: Minimize the functional
, where y h solves the discrete equation. Let (ȳ h ,ū h ) be a local solution of the discrete problem. Then it fulfills the discrete first-order necessary optimality condition, which is given as: there exists a uniquely determined discrete adjoint statep h ∈ Y h such that it holds
Throughout this work, we will assume that errors in discretizing the optimality system are controllable in the following sense. We will not make any further assumptions on the discretization, in particular, we do not assume a sufficient fine discretization.
Assumption 2 For a fixed finite-dimensional subspace Y h , let (u h , y h , p h ) be approximations of the discrete optimal control and the corresponding state and adjoint. There are positive constants r y , r p such that the following holds
Here, r y and r p are dual norms of residuals in the state and adjoint equation, respectively, and hence reflect the discretization error. We report on the computation of these residuals in Section 2.
As already mentioned, without any further assumption, smallness of the residuals in (4)- (6) does not imply smallness of the error u − u h U in the control. In order to establish such a bound, it is essential to check that a secondorder sufficient optimality condition is satisfied.
Here it is important to recognize that sufficient optimality conditions for the discrete problem alone are still not enough. The sufficient optimality condition for the discrete problem is given by: There exists α h > 0 such that
holds for all v = u −ū, u ∈ U ad , and z h solves the linearized discrete equation
This condition is equivalent to positive definiteness of a certain computable matrix, see [1, Section 3.5]. Moreover we have the following estimate relating the coercivity constants α and α h appearing in (1) and (7):
where E 2 is the norm of an error matrix taking the discretization error in the linearized equation E y (ū,ȳ)z + E u (ū,ȳ)v = 0 into account, see [1, Section 3.5] for the details. If the computable lower bound α h − E 2 of α is positive, then it follows that (1) is satisfied. Moreover, we have the following result:
Theorem 1 (Upper bound of the error). Let Assumptions 1 and 2 be satisfied. Let (y h , u h , p h ) be a solution of the discrete optimal control problem. If α h − E 2 > 0 holds and the residuals r y and r p are small enough, then there exists a local solutionū of (P) that satisfies the error bound
where the weights ω y , ω p depend on the discrete solution (y h , u h , p h ). If for different discretizations the discrete solutions {(y h , u h , p h )} h>0 are uniformly bounded in Y × U × Y then the weights ω y , ω p are bounded as well.
For the proof, we refer to [1, Thm. 3.22] . There, precise estimates of the weights ω y , ω p are given. Moreover, a quantification of the smallness assumption on r y and r p is given, which makes this assumption verifiable a-posteriori.
Corollary
1. Let the assumptions of Theorem 1 be satisfied. Letȳ,p denote the solutions of the state and adjoint equations toū, respectively. Then it holds ȳ − y h Y ≤ υ yu ū − u h U + δ −1 r y , p − p h Y ≤ υ pu ū − u h U + δ −1 r p + υ py r y , with δ −1 being the global bound of E −1y (y, u) L(Y * ,Y ) ,and weights υ yu , υ pu , and υ py depending on (y h , u h , p h ) in the same way as the weights ω y , ω p in Theorem 1. Proof. The result is a consequence of Theorem 1 and [1, Lemma 3.1, 3.3].
Lower error bounds
In this section, we assume that the general operator E can be written as E(y, u) = −∆y + d(y, u) with d being a superposition operator induced by a smooth function d : R 2 → R. We remark that the subsequent analysis can be easily extended to operators in divergence form with bounded coefficients possibly depending on u [1] . We will work with a classical finite-element discretization: The discrete space Y h is the classical space of piecewise quadratic and continuous elements (P2) on a given conforming triangulation T h of Ω. The diameter of an element T ∈ T h is denoted by h T . Let us endow Y = H 1 0 (Ω) with the norm y
. In the sequel, let us denote the norm of the embedding
(Ω) by I 2 . Now let us report on the computation of the residual r y in the state equation. As required by Assumption 2, we are interested in constant-free error estimates, i.e. all constants appearing in the a-posteriori error estimate must be computable. Here, we apply the results of Vohralík [11] .
Let us define the cell-wise indicator η y,T , T ∈ T h ,
Then it holds
If moreover, T h is shape-regular, then it holds 
The lower bound (13) follows from [11, Thm. 6 .16], see also [10, Lemma 7.6] . Since d(y h , u) is in general not in the discrete space Y h , we obtain the additional oscillation term
Estimates of the residual in the adjoint equation can be obtained after obvious modifications: for τ h ∈ H(div) satisfying
and with the local error indicators defined by
we obtain the upper bound
as well as the lower bound
wherep := (−∆)
. We remark that the upper bounds (12) and (16) are constant-free, making them explicitly computable. In our computations, we computed the functions σ h and τ h as a minimizer of the right-hand side in (12) and (16), respectively, using Raviart-Thomas elements for discretization of H(div). This shows that the requirements of Assumption 2 on the computability of upper bounds on the residuals can be fulfilled. Now let us argue that under the assumptions of Theorem 1 we also obtain lower bounds for the error, which proves efficiency of the error bound.
Theorem 3. Let the assumptions of Theorem 1 be fulfilled. Let r y and r p be computed according to (12) and (16). Let (ȳ,ū,p) be the local solution of (P) provided by Theorem 1. Then it holds
where C > 0 depends only on the spatial dimension m, the shape regularity of the triangulation, and global bounds of derivatives d y , d u , d yy , and
Proof. Letỹ be given byỹ := (−∆)
Then we can estimate
Using Lipschitz continuity of d, we find
). This together with (13) proves (18). The estimate (19) can be obtained analogously.
These lower bounds together with (9) and the local lower bounds (13) and (17) justify the use of the error indicators in an adaptive mesh-refinement procedure. Remark 1. Another possibility of constant-free a-posteriori error estimators based on H(div)-functions is described in [4] . There, fluxes across edges in a dual mesh are prescribed instead of the integrals on elements as in (10) and (14). In [4] it is proven that the resulting error estimate is reliable and efficient. Moreover, the terms ∇y h − σ h L 2 (Ω) and ∇p h − τ h L 2 (Ω) do not appear in the lower error bound when compared to (18) and (19), respectively.
Adaptivity
We will compare the performance of adaptive mesh refinement using different strategies to mark elements for refinement. The first one, referred to as 'verified adaptive', is implemented as follows: in each step the verification procedure of [1] is carried out. If it confirms that the assumptions of Theorem 1 are satisfied, then the error indicator ω y r y + ω p r p given by (9) is used to guide the meshrefinement. If the requirements of Theorem 1 cannot be verified, then a uniform refinement step is carried out. Here, we expect that after a small number of uniform refinement steps the requirements of Theorem 1 are confirmed a-posteriori, which coincides with the numerical experiments done in earlier work [1] . After these initial uniform refinements steps, we expect that the method proceeds with adaptive steps.
A second strategy, called 'fully adaptive', omits the verification step, and simply uses ω y r y + ω p r p from (9) without checking the validity of this bound.
Numerical results
Let us report about the outcome of the above described adaptive methods for a selected example, taken from [1] . The functional J was chosen as
The nonlinear mapping E represents a semi-linear elliptic equation given by
where the functions d k are chosen as d 1 (y) = 1, d j (y) = y|y| j−2 for j = 2 . . . n. This example is motivated by parameter identification: given a state y d and source term g, find the set of coefficients u such that the resulting solution y of E(y, u) = 0 is as close as possible to y d .
In order to make the operator E strongly monotone, we require positivity of the coefficients u k , i.e. we set U ad = {u ∈ R n : u k ≥ 0 ∀k = 1 . . . n}. For the computations we used the following data
We employed a discretization scheme as described in Section 2. After the resulting non-linear optimization problem is solved, the error indicators according to the chosen strategy are computed. For an adaptive refinement, a subsetT ⊂ T of elements T with large local error contributions η T were selected for refinement that satisfies T ∈T η
T with θ = 0.8. Let us report on the outcome of the different adaptive strategies as described in Section 3. For all the methods, we compare the residual norms as given in (11), i.e. with the notation of that section residual := ω y r y + ω p r p . Moreover, we employed the verification procedure of Theorem 1, see e.g. [1] , and report about the upper error bound
(ω y r y + ω p r p ) . As can be expected, the assumptions of Theorem 1 are only fulfilled on a sufficiently fine discretization. This is reflected by our numerical results.
Plots of residual and bound versus the number of degrees of freedom can be seen in Figure 4 . For reference, we provided the numerical values in Tables 1 and  2 . In the tables, L refers to refinement level, where L = 0 is the initial mesh, which is the same for all the different adaptive methods. Moreover, dof denotes the number of degrees of freedom.
Let us comment on the observed behavior of the verified adaptive methods. The conditions of Theorem 1 are fulfilled for the first time after three uniform refinement steps. The fourth and all further refinement levels were reached by using adaptive refinement according to the error indicator based on (11) . The fully adaptive scheme, which refines according to the residuals in the optimality system, obtains verified error bounds as of level 6. After the verified adaptive methods actually start adaptive refinement, they quickly reach the same ratio of error bound versus number of degrees of freedom as the full adaptive method. That means, the early (unverified) adaptive refinements of the full adaptive methods does not seem to give this method an advantage over the verified method. The same observation also applies to the residual error versus number of degrees of freedom ratio, as can be seen in Figure 4 . 
