Abstract -Computationally stable approximations to the matrix exponential function having an arbitrarily high order of accuracy and a high consistency level for any value of the scalar factor (independent variable) in the exponent have been constructed. Recursive explicit numerical methods of a consecutively increasing order of accuracy oriented, in particular, to analysis of the boundary layer in the case of stiff systems of ordinary differential equations have developed on this basis. The possibility of an arbitrarily accurate local approximation to the solution of a linear autonomous initial value problem by means of both decreasing the grid step (for any method of the settled order of accuracy) and consecutively increasing the order of accuracy of the method (under any settled value of the descretization step) is shown.
Introduction
The incentive to carry out the investigations described below was the difficulties one faces in solving numerically the so-called stiff systems of ordinary differential equations (ODE). Such difficulties were first mentioned in the scientific literature back in 1952, see [24] . However, one can hardly consider the numerous attempts (see [28, 35, 37] ) to give a rigorous mathematical definition of this term to be ended although the intuitive interpretation of the word "stiff" usually presents no difficulties for specialists in numerical methods of ODE. The continued discussions on this matter are an indirect confirmation of this fact. Some of such discussions are presented, e.g., in [1] .
One can get a rather widespread idea about the stiffness problem from the the following short quotation [25] : "the essence of the phenomenon of stiffness is that the solution to be calculate, changes slowly, however, there exist rapidly damping perturbations". Exactly the presence of components rapidly disappearing within the accepted error of observation in most solutions of the initial system is one of the main causes of the serious difficulties traditional methods can be faced with. In this case, the necessity to provide, by the single technique typical of the given method, a fairly high level of local approximation for both "slow" and "fast" components of the solution often leads to a contradiction with natural intent to use the real step of numerical observation [10] .
The stiffness problem is only one of the demonstrations of the scale nonuniformity problem [10] whose negative consequences become apparent in numerically solving many real problems, e.g., in computating fast transient processes [28] , including locally unstable ones [36] . By virtue of the limitation of the computer word length, in the case of traditional methods of a fixed order of accuracy, the natural desire to decrease the descretization step in order to increase the accuracy of local approximation of the "fast" components of the solution (in particular, of its spectral components) can lead, against expectations, to a decrease in the accuracy of the approximate solution due to the so-called time "hanging" of its "slow" (e.g., spectral) components. This can create serious difficulties for all traditional numerical methods in analyzing numerically the boundary regime process being modelled. If the structure of the computational algorithm permitted increasing the accuracy of the local approximation without decreasing the descretization step, this fact would considerably simplify, in particular, the boundary layer problem as well. The present investigations are aimed at developing computational algorithms of such a type.
A fairly comprehensive review of numerical methods for ODE systems can be found, e.g., in monographs [23, 33, 34] (see also [29] ). In the last few years, the opinion that "stiff" equations demand implicit methods [34] has been dominant (as shown in the above books and papers mentioned before [24, 25, 35] ). Unfortunately, such methods usually entail great additional efforts to realize them numerically, and often exactly at this stage of their employment difficulties generated by the nonuniform scaling factor. What is more, the property of stability characteristic of the majority of the redundant absolutization of most widely known implicit methods makes them very unreliable, e.g., in the case of local instability (some of the other disadvantages of implicit methods see [10] ). Therefore, below we focus on the development of explicit methods, the more so that each concrete computational algorithm is fully explicit. The orientation toward explicit methods having no unnecessary limitations on the step of numerical observation will naturally require from us constructive provision of more stringent requirements upon the consistency of the initial differential and approximating difference problems and will entail multistage computational algorithms.
Principle of successive corrections
Write the initial value problem for the initial system of n ODEs of the first order of the normal kind in the vector form and local formulation:
u (x) = f (x, u(x)), t x t + τ, (2.1)
We seek the explicit method being constructed for solving problem (2.1), (2.2) numerically in the form y = ϕ(t, τ, y), (2.3) where y ≈ u(t + τ ), ϕ(t, 0, y) = y, ϕ τ (t, 0, y) = f (t, y) = f.
We relate to method (2.3) on the segment t x t + τ the vector function y(x) of the continuous argument x generated by it:
y(x) = ϕ(t, x − t, y). (2.4) As in [7] , we name the function y (x) = ϕ τ (t, x − t, y) (2.5) the local derivative of the approximate solution on the segment of descretization t x t + τ . Then the difference 6) can be interpreted as a local residual of the approximate solution (2.4) on the initial system (2.1).
Proceeding from the obtained formulae (2.5) and (2.6) for the local derivative and residual of the approximate solution the step of descretization, it is also easy to give a presentation for the principal part of local the error ε(x) = u(x) − y(x), t x t + τ, ε(t) = 0 of the considered method in the form (2.3). Indeed, since
Note that by direct integration of the differential residual (2.6) taking into account (2.7) one can also give another presentation (which does not require predetermination of the residual ρ(x)) for the principal part ε 0 (x) of the local error ε(x):
Having the possibility of finding, with use of formula (2.7) or (2.8), the principal part ε 0 (x) of the local error of the method, one can not only give an estimate of this error, but also to redetermine the existing approximation y(x) by adding ε 0 (x) to y 0 (x) ≡ y(x). Thus, it is easy to construct the following recursive process:
Such methods of multistage organization of calculations generalize (with exact determination of integrals) the familiar (see, e.g., [33] ) simplest process of Picard successive approximations, which is attractive first of all due to the property of convergence. Obviously, analogous properties are also typical in the case of process (2.9).
Of course, the efficiency of the numerical realization of the processes of successive corrections of the type of (2.9) will be largely determined by the choice of the initial approximation y 0 (x) and by the methods of approximation of integrals with a variable upper limit in (2.9). Of course, each of such problems requires great attention of the researchers. One of the possible methods of approximate representations of integrals in (2.9) was proposed in [12] . The same work also presents the corresponding process of successive approximations for problem (2.1), (2.2) . Some of the other results in this direction will be given below.
If, as an initial approximation to the solution of problem (2.1), (2.2), we consider the exact solution of the approximating problem
obtained, e.g., by traditional linearization where the role of the matrix A is played by the Jacobin matrix f u = f u (t, y) and as a constant vector of inhomogeneity a, say, the vector f −Ay or the vector f −Ay+ τ 2 f t , where f t = f t (t, y) is taken, then consequent approximations of the type of (2.9) can also be another form. To this end, we first reduce the system (2.1) to the form 12) where ψ(x) = f (x, u(x)) − Au(x) − a, and proceeding from the familiar Cauchy formula (see, e.g., [30] ) we write, taking into account (2.11), (2.12), the following continued equality [21] :
The above constructive correction
to u 0 (t + ξ) is evidently a residual of the exact solution of problem (2.10), (2.11) in the integral relation
Knowing residual (2.14), by virtue of (2.13), we can construct, on the discretization segment under consideration t x t + τ , a new approximation u 1 (x) = u 0 (x) + δ 0 (x) to the exact solution of the initial Cauchy problem and write a new exact integral relation in development of (2.15)
The residual
of the integral relation (2.16) on u 1 (x) permits obtaining the next approximation
to the sought solution of the initial problem (2.1), (2.2). As in the foregoing, the obtaining of consequent integral residuals and the construction of a sequence of new approximations to u(x) (on the above segment of length τ ) can be continued. The considered method of sequential integral residuals is also the development of the simplest process of Picard approximations. Its practical realization supposes the availability of effective methods for both solving problem (2.10), (2.11) and calculating sequential integral residuals δ 0 (x) (see (2.14)) and (see (2.17))
Obviously, in a number of cases, the solution of problem (2.10), (2.11) by itself (without the process of recursive improvement) can give a good local approximation to the sought solution. An improved initial approximation can often be obtained by using, instead of (2.10), (2.11), the approximating problem of the form 20) with inhomogeneity p q (x) (often, as p q (x), algebraic polynomials of q > 0 power are used). One approach to the construction of the sequence (in q) of problems of the form of (2.19), (2.20) was given in [8] .
Obviously, the choice of u 0 (x), as an initial solution of problem (2.19), (2.20) for q > 0, will not lead to great changes in the above-considered (for the case of q = 0) process of sequential integral residuals: in finding the residual δ 0 (x) in (2.14) one should take p q (z) instead of the constant vector a , and the form of writing the other corrections (see (2.18)) does not undergo any changes at all.
Of course, for any (integer) value of q 0 the numerical realization of successive of the type of (2.14), (2.18) should be done by numerically stable algorithms of approximation of the matrix exponential function. The problem of a good approximation of such a function, as is known, is important for a wide range of problems. It is especially topical in constructing numerical methods of the type of exponential adjustment [26] . The study of this exponential function is given much consideration (see, e.g., [31, 32] ). Until recently the most commonly used method of approximate calculation of its values has been based on the so-called procedure of quick multiplication ( [2, 3, 22, 32, 36, 37] ).
A radically different method of matrix exponent approximation was suggested in [7, 9] and developed in [11, 15] . It is characterized by improved properties of monotonicity and a controlled level of approximation as to the "spectral" variable. The above-mentioned approximations were obtained, as a rule, in developing specialized methods for solving numerically systems of ODE with a high level of nonuniform scaling of the solution components. The simplest and basic system of such a type is a system of the form (2.10) on which we will focus.
1. Monotonic approximations of evolution operators
For ease of notations, problem (2.10), (2.11) is considered hereinafter
As is known, iterative processes for basic problems of linear algebra are also directly associated with the methods of numerical solution of the differential problem (3.1), (3.2) . This fact justifies the constructive development of its computational algorithms to an even greater extent. Moreover, for a large number of applied problems this problem is often an independent part of the corresponding mathematical model. Therefore, further we consider it hereinafter not only as the initial stage of the analysis of problem (2.1), (2.2). Below we focus exactly on problem (3.1), (3.2) . By virtue of (2.13), for the values of u(t) and u(t + τ ) of the exact solution of problem (3.1), (3.2) the relation
is valid. It is quite logical to seek the corresponding explicit numerical method in the form
where
Note that despite the apparently natural (see explanations to (3.4)) desire to take, as S(A, τ ), the value of a -of the initial system (of course, in this situation a nondegenerate matrix A is assumed) can be disturbed. This property is undoubtedly very important, especially when projecting the being developed methods on the iterative processes for problems of linear algebra (for this see, e.g., [5, 18] ). It is easy, say, to directly check that if in (3.3) we take instead of exp(Az), the traditional approximation
where I denotes the unit matrix of the corresponding dimension, then for any arbitrarily large fixed value of p the corresponding numerical method (of the p th order of accuracy) will no longer preserve the exact equilibrium position of system (3.1).
Trying to improve the properties of the method being constructed, we impose additional conditions on the choice of E(A, τ ) and S(A, τ ) (note that, besides, exactly the desire to widen possibilities of the numerical method also explains the additional freedom of changing the arguments of the functions E(A, τ ) and S(A, τ )) as shown by the comma (see (3. 3), (3.4)).
Let us raise the level of differential consistency of the method being constructed of the form of (3.4) and of the initial problem (3.1), (3.2) . To do this, we relate (3.4), as before join (3.4) to the following function of the continuous argument x = t + ξ (0 ξ τ ):
Since the derivative of the exact solution of problem (3.1),(3.2) is the solution of the 6) and, in so doing, by direct integration (3.6) we arrive at the equality
it is natural to require the fulfillment of the analogous property for the derivative of the function (3.5) as well. Namely, if by analogy with (3.6) we seek the local derivative y (t + ξ) of the approximate solution (3.5) in the form
where E * (A, ξ) ≈ exp(Aξ), then the direct integration of (3.7) in view of the initial condition y(t) = y will lead to the equality
Requiring, by analogy with the case of the exact solution, that (3.8) and (3.5) coincide, we arrive at the following conditions of interconsistency of the introduced operators:
Taking into account (3.9), one can rewrite the approximate solution (3.5) of problem (3.1), (3.2) in the form
Obviously, assuming
a. Thus, by means of conditions (3.9) in method (3.4) the property to be exact (at any step τ ) on the stationary solution of the initial system of the form (3.1), (3.2) is constructively given.
Note that conditions (3.9) are generalized (see [14] ) to the case of requirements on the corresponding kind of numerical methods to be exact on numerous solutions of systems of the type of (2.19) for any q 0.
Meeting the conditions (3.9) when constructing a numerical method of the form of (3.4) other important properties of the method can already be provided by choosing the operator E * (A, ξ) approximating the matrix function exp(Aξ) on the segment 0 ξ τ . We seek E * (A, ξ) in the form of a polynomial by the degrees of matrix A with coefficients depending on ξ (not necessarily by the degrees of Aξ), and, as in [7, 9] , we reduce the construction of such a matrix polynomial to the construction of its spectral function E * (λ, ξ) for which, by definition, for any value of ξ ∈ [0, τ ] the equalities
where by λ k and η k , k = 1, 2, . . . , n the eigenvalues and the corresponding eigenvectors of the matrix A are denoted, are valid. However, in contrast to the above-mentioned journal articles and in development of the brief communication of [21] (see also [13] ) we now seek
where m 0, µ A , and the coefficients a i , i = 0, 1, . . . , m are to be found (it is often better to take, as µ, the absolute value of the boundary to the left µ − for negative eigenvalues of the matrix A). The proposed form of given E * m (λ, ξ) is more convenient compared to that used by us before in the above-mentioned papers (and the more so, compared to the traditional one) at least in the sense that for any τ of the corresponding matrix polynomial E * m (A, ξ), automatically restored by the form of (3.12) of its spectral function, the eigenvalues of the I + A/µ matrix raised to power i − corresponding to the negative eigenvalues of λ k of the A matrix will obviously (see (3.11) ) belong to the [0, 1) half-interval. First of all we pay attention to the negative part of the matrix A spectrum, since it is here that in the case of the stiffness phenomenon the difficulties of the classical explicit methods manifest themselves most vividly. The constructed computational algorithms will be intended, in the first place, for the case of the matrix A with a negative spectrum.
Note that traditional methods of constructing both explicit and implicit numerical methods provide a higher level of approximation of the corresponding spectral functions E(λ ξ) to exp(λ ξ) in the neighborhood of the point λ = 0 of the "spectral" variable λ (in the "soft" part of the spectrum of the matrix A). But, on the contrary, the basic computational problems are usually connected with, its "hard" part. Therefore, here we make the choice of coefficients a i , i = 0, 1, . . . , m obey the improved approximation of the matrix exponent exactly in the "stiff" part of the matrix A spectrum by giving the corresponding conditions in the form
Taking into account (3.12), to solve system (3.13) with respect to the coefficients a i , i = = 0, 1, . . . , m, it is easy to obtain the following expressions:
It is easily seen that the coefficients of the form of (3.14) are not only positive for any fixed value of the step τ , but also satisfy the condition
By virtue of (3.14), (3.15) the inequalities
hold for any fixed value of ξ > 0 and for all i = 0, 1, . . . , m, which apparently is very important also from the viewpoint of estimating the behavior of the rounding errors in calculating the corresponding matrix algebraic polynomials. Since for the ratio between two neighboring terms of the sequence of coefficients (3.14) the equality
is valid, it is easy to isolate the portions of its monotonic increase and monotonic decrease, which makes it possible to construct for m 1 the following two computationally stable recursive processes:
Here, as usual, the integer part of the number ν is denoted by [ν] .
To increase the reliability of finding the "starting" coefficient a i = a i (µξ), i = [µξ] in the "multiplicative" recursions (3.18) and (3.19) (especially at large values of µξ) one can rewrite its representation (3.14), say, in the form Note that by virtue of (3.12) and taking into account (3.16), the statement
is obvious and consistent with the similar property of the spectral function exp(λξ) of the corresponding matrix exponent. Note that for λ < −µ the property of positivity of E * m (λ, ξ) can already be disturbed (as distinct from exp(λξ)) but such an inconsistency with exp(λξ) cannot be considered as a disadvantage of the approximation of the corresponding matrix exponent exp(Aξ) (or as a disadvantage of numerical methods associated with such an approximation), since the given matrix A obviously has no eigenvalues on the left semi-axis of the "spectral" variable λ on the left of −µ. Apropos, the rough constructive provision of such a "superfluous" (for all λ < 0) agreement with exp(λξ), e.g, in the implicit Euler method is one reason why its operation is unreliable in the case of the presence of positive eigenvalues in the matrix A [10] .
Below, in order to shorten the text, we will not repeat such explanations for statements of the type of (3.20) . By virtue of (3.12) and (3.16) in the domain of change of m, λ, in addition to (3.20) , the equalities
are also valid, and the sign of equality thereby holds only for λ = −µ (further the later explanation will not repeated either). With increasing m the monotonic increase in the sequence E * m (λ, ξ) noted in (3.21) leads to the "correct" limit. Indeed,
Taking into account (3.22), one can continue the sequence of inequalities (3.21):
In addition to inequalities (3.23) characterizing the property of monotonic behavior of E * m (λ, ξ) with changing m we also study the behavior of E * m (λ, ξ) with change in the "spectral" variable λ. Since (see (3.12)
then, taking into account (3.20) , the following property of the spectral ordering
holds as soon as λ j < λ k . Relying on the usual meaning of condition (3.24), for short, we will call property (3.25) the property of spectral monotonicity.
Taking into account relation (3.17), the equality from (3.24) can be continued:
Analogously, sequential differentiation of E * m (λ, ξ) with respect to the variable λ leads to the equalities
equalities ( Proceeding from the representation obtained by means of (3.12)
for the approximation of E * m (A, ξ) to exp(Aξ), on the basis of conditions (3.9) it is easy to write representations corresponding to (3.27) for the matrix functions S(A, ξ) and E(A, ξ) in the construction of the approximate solution (3.5). The use of the first of these conditions will lead to the following result:
Here (see (3.14))
Evidently, both coefficients (3.14) in (3.27) and coefficients (3.29) in (3.28) are also positive. Similarly, the second condition from (3.9) permits direct writing of the representation for E(A, ξ) corresponding to (3.27) in the form:
Spectrally consistent approximations to the matrix exponent 365
As in the case of (3.27), we investigate the properties of the matrix polynomials (3.28), (3.30) at the level of investigation of the properties of their spectral functions. , ξ) . Therefore, in order to shorten the text, we omit the discussion of the quite predictable results of such an analysis.
But in the case of the matrix polynomial (3.30) whose spectral function is
a similar analysis is already not so evident because of the presence of the factor λ in the second term on the right side of (3.31). Therefore, we will focus here on the function E m+1 (λ, ξ).
From the representation (3.31) it directly follows that
for all ξ ∈ [0, τ ] and for any m 0, which is in good agreement with the analogous property of exp(λξ). Note also that (see (3.9), (3.22))
and
In particular, to simplify the analysis of the behavior of the spectral function E m+1 (λ, ξ) with respect to λ, we obtain for it new representation differing from (3.31), relating it to representation (3.12) for E * m (λ, ξ). In this case, we will also need formulae simpler than (3.29) to establish a relationship between coefficients a i,1 , i = 0, 1, . . . , m from (3.31) and coefficients a i , i = 0, 1, . . . , m from polynomial (3.12).
Making use of the familiar rule of integration by parts and taking into account (3.14), we rewrite formulae (3.29) for i 1 in the form
Moreover, if we additionally take into account that for all coefficients a i,1 , i = 0, 1, . . . , m we can write the exact recursive relations a 0, 1 = 1 − a 0 , a i,1 = a i−1,1 − a i , i = 1, 2, . . . , m, (3.36) that are no longer associated (in contrast to (3.29)) with the procedure of calculation of integrals.
Since by definition (see (3.16), (3.29)) all coefficients a i,1 , i = 0, 1, . . . , m, m 0 are positive, then, on the basis of (3.36) in view of (3.16), we can draw the conclusion that they monotonically decrease with increasing i and the inequalities 0 < a i,1 < 1 (3.37)
hold true (for any ξ > 0 and i 0)). Without discussing in more detail the efficiency of using the recursive formulae (3.36), we use them to obtain a new (compared to (3.30)) representation of the the matrix function E m+1 (A, ξ).
Relying on (3.30), in view of (3.12) and (3.36), we can write the following sequence of equalities:
Thus, instead of (3.31) we can obtain the representation
all of whose terms (see (3.12), (3.16), (3.37)) are positive. By direct differentiation of (3.38) with respect to λ we also find that
Taking into account (3.24), (3.26) and (3.37) from (3.39), (3.40) a high level of consistency of E m+1 (λ, ξ) with exp(λξ) and, in particular, spectral monotonicity of the operator E m+1 (A, ξ) directly follow at once.
Besides, from the obtained representations (3.38), (3.39) for the function E m+1 (λ, ξ) and its derivatives with respect to λ up to the order m inclusive in view of (3.13) the following characteristics of the spectral approximation of the matrix exponent exp(Aξ) by matrix polynomial E m+1 (A, ξ)
also follow at once. If in addition to (3.41) we also take into account the properties (3.32) -(3.35), (3.39)(see (3.37) as well) of the spectral function (3.31), we can easily form an idea about the level of the proposed approximations of the matrix exponential function.
Note also that from the above analysis (see (3.23), (3.34), (3.41)) the bilateral, at the spectral level, character of the approximations of exp(Aξ) by matrix polynomials E * m (A, ξ) and E m+1 (A, ξ) for the case of negative eigenvalues (for any fixed value τ ) follows:
The sign of equality in (3.42) can only take place in the case of −µ = λ 1 , where λ 1 denotes the least of the eigenvalues of the matrix A.
Consider further the methods of calculation in determining the coefficients a i,1 , i = 0, 1, . . . , m of polynomial (3.31) (see (3.38)) under real conditions of limitations of the computer word length.
If we use the representation of E m+1 (A, ξ) in the form of (3.38), then the question will be reduced to the finding of only one coefficient a m,1 , since for the coefficients a i , i = 0, 1, . . . , m in E * m (A, ξ) (see (3.27) ) this problem has been discussed above (see formulae (3.14), (3.17) -(3.19) and explanations for them).
For a m,1 , from equality (3.38) at λ = 0, taking into account (3.12) and (3.32), we obtain the calculating rule
Since (by virtue of (3.15) If we have a problem not only to the approximate matrix exponent exp(Aξ) well, but also use such an approximation as an intermediate result in solving another problem, then it is natural to choose such a method for approximating the exponent, which would be consistent with the purposes of the basic problem. Say, if the approximation of the matrix component is used in developing a numerical method of the form of (3.4) (see also its "continuous" variant (3.5)), then we will have (see (3.28) ) to find not only the last coefficient of the coefficients a i,1 , i = 0, 1, . . . , m. To do this, we can also propose procedures of the form of (3.44):
However, such a solution of the problem entails a significant volume of computation. The more effective direct use of recursive formulae of the form of (3.36) can sometimes be computationally unreliable since (see (3.36) ) the operation a i−1,1 − a i is equivalent (see (3.44)) to the determination of the It can easily be seen that on the basis of formula (3.44) and the "direct" recursions (3.36) "inverse" recursive relations of the form
can obviously be constructed. They do not contain the "dangerous" subtraction operation (it will be recalled that all elements in formula (3.45) have property (3.16) or (3.37)). Of course, the "starting" value of a m,1 must be calculated reliably in this case.
In conclusion, note that, as practice shows, taking into account, in the construction of a computing algorithm of a concrete type, the data of the computer used, the direct realization of formulae (3.36) can be made not only more economic but also computationally reliable.
Having at our disposal various methods for finding coefficients in numerous approximations for the matrix exponential function exp(Aξ), we can use either the approximation E * m (A, ξ) in the form of (3.27) or the approximation E m+1 (A, ξ) in both the form of (3.30) and in the form whose spectral function is of the form (3.38). Each of the above-mentioned approximate representations of the exponent has its own advantages and disadvantages, and the analysis performed above helps estimate them. Of course, the choice of the approximation must depend on the problem formulated. For example, one can make use of the approximation E * m (A, ξ) only in the class of problems where the problem of a good approximation of the spectral function E * m (A, ξ) in the neighborhood of the point λ = 0 is not so topical (the condition of the type of (3.32) for E * m (A, ξ) holds only in limit at m → ∞ or τ → 0), but then of importance is the level of approximation in the domain of highmagnitude negative values of λ and the problems of economical efficiency and computing stability of the algorithm are especially topical. But the choice of the form of (3.31) or (3.38) for the approximation E m+1 (A, ξ) for which condition (3.32) is met for any m and τ , can be associated, say, with the question of whether not preference should be given to the unity in (3.31) presented as a separate term and thus not subjected to computational errors (with the preservation in (3.30) of the "dangerous" operation of multiplication by the matrix A, which can be poorly defined) or, on the contrary, prefer the absence of such an operation and thus reduce the volume of computations in the representation of E m+1 (A, ξ) associated with the form of (3.38) of writing the spectral function E m+1 (λ, ξ) (with unity dispersed through the right-hand side of (3.38) and unprotected against the influence of computational errors).
Additional analysis of constructed computational algorithms
The results obtained above, when looked upon only from the standpoint of finding a solution to the initial problem (3.1), (3.2), point to the possibility of providing by the proposed explicit method an arbitrarily good approximation to the sought solution at any fixed step of discretization with the observation of the high level of monotonicity (including the spectral monotonicity) of the determining elements of the construction of the corresponding computational algorithms. Thus, in proposed algorithms the grid step actually remains a free parameter by means of which one can control the accuracy of the result. In this case, a τ decrease in the step led to a monotonic improvement of most important characteristics of the computational process on which the accuracy of the final result depends. We investigate some of such characteristics for the case of the proposed numerical methods.
Consider the question of the step monotonicity of the spectral error
(for any real λ i = 0, i = 1, 2, . . . , n, at any m 0 and for any τ ) in approximation of the evolution operator exp(Aτ ) by the matrix polynomial E m+1 (A, τ ). Taking into account conditions (3.9) that are important for the method construction the equality (4.1) takes on the form
According to (3.23) , the expression between the square brackets (for λ i = −µ) is positive. Therefore, both for λ i > 0 and λ i < 0 value of | ε m+1 (λ i , τ ) | monotonically increases with increasing τ (for the case of λ i > 0, as it follows from (3.35), the spectral error of ε m+1 (λ i , τ ) is positive and, conversely, forλ i < 0, by virtue of (3.34), it is negative). It should be noted that in the case of negative eigenvalues such an increase is obviously limited to unity.
Since in the construction (see (3.9)), along with (3.32), for any m 0 the equalities
are valid, then by virtue of above proof, error (4.1) monotonically tends to zero with an unlimited increase in τ .
Taking into account (3.33)-(3.35), it is easy to prove the analogous character of spectral error (4.1) convergence when m → ∞ (for any fixed value of step τ ).
On the basis of the investigation of the spectral error (4.1) in case of, say, symmetric matrix A it is easy to draw the conclusion that the Euclidean norm of the local error of the constructed method of the form 
Then for the exact solution of problem (3.1), (3.2), as is known, the equality
is valid. In this case, method (4.2) leads to the following result (see (3.9), (3.11), (4.3)): 
from which the validity of the assumption made that the Euclidean norm of the local error of method (4.2) monotonically tends to zero when both m → ∞ and τ → 0 follows. It is also easy to get the answer to the question about the rate of decrease with τ of the local error of the method.
For the residual ρ m+1 (t + τ ) (see (2.6)) of the approximate solution (4.2) on the initial problem (3.1), (3.2), taking into account (3.7), we can write the representation
Taking into account (3.9), (4.2) and the apparent permutability of the matrices E * m (A, τ ), S m (A, τ ) and E m+1 (A, τ ) with matrix A, we can write presentation
In view of the obtained important expression (4.7) the formula (4.6) for the residual of the approximate solution (4.2) on the initial problem (3.1), (3.2) can be given the form
If, in addition, we take into account relation (3.38), then (4.8) is reduced to the form
which, in view of (3.29), we give in turn in the form
On the basis of the last presentation for ρ m+1 (t + τ ) we can easily obtain the following estimate of the Euclidean norm of the residual under consideration:
As the matrix norm on the right side of the last estimate, one can use the spectral norm subject to the Euclidean norm of the vector and convenient for the analysis of (4.9). If we take into account the above-considered relation of the local estimate of the method to the local residual of the approximate solution on the initial system of ODEs (see, e.g., (2.7)) we will see, in particular, that the local error of method (4.2) tends to zero as τ → 0 at a rate of the order of τ m+2 (the method has the (m + 1)th order of accuracy). On the basis of the same estimate (4.9) it is also easy to judge the rate of decrease of the local estimate of the method with increasing m (for any fixed value of τ ).
Note one more statement following from the results obtained.
To simplify the writing we present the relation (4.7) obtained only for the method (3.4) under conditions (3.9) , in the index form taking into account the step number (at a fixed value of m) Ay
where y
Successively applying calculation rules (4.10), e.g., at a constant step τ , we can write the equalities of the form Ay
If, say, the matrix A is symmetric and negatively defined, then the matrix E j m+1 (A, τ ) at j → ∞ tends to the zero the matrix (for any m 0 and any fixed value of τ > 0), since the eigennumbers E m+1 (λ i , τ ), i = 1, 2, . . . , n of the matrix E m+1 (A, τ ) (see (3.34) ) lie strictly inside the [0,1] segment and do not depend on the step number of the process under consideration. Therefore, at any grid step and any initial value of y the vector Ay a of system (3.1), (3.2) . In this case,
where, as before, the Euclidean norm of the vector and the spectral norm of the matrix are used.
In the case, for example, where this method is considered as basic in constructing the iterative process for solving systems of linear algebraic equations, the assumption of ambiguity and negative determination of the matrix A is not very burdensome, since the widely known (see [27] )) Gauss transformations allow to reduce the solution of any system with a nonsingular matrix to the solution of a system with a symmetric and negatively defined matrix.
The distinguishing feature of the proposed explicit numerical methods is the absence of restrictions on the discretization step τ . In principle, any arbitrarily high accuracy of the local approximation can be obtained by both decreasing the step τ at a fixed value m (see (4.2) ) and increasing the order of accuracy of the method at any fixed value of the step (with a high level of monotonicity of each processes). Such wide possibilities the method gives the user presuppose not only arbitrarily strong potentialities of the computer, but also the ability of effectively using the methods for increasing the accuracy of the approximate solution. One of the principles of economic organization of such multiple-stage computational algorithms is the principle of adaptability [6] that makes it possible to attach to the time varying properties of the numerically observed trajectory not only the number but also the content of the computational stages (taking into account the requirements on the accuracy results). Adaptive organization of the algorithm entails first of all, the necessity of obtaining reliable information from the observed trajectory. From this point of view the functional of the Euclidean norm of the solution traditionally used in the class of problems being considered often turns out to be insufficiently informative (see [6] ). To obtain additional information, one often uses also (see, e.g., [4, 17] ) the nonlinear Rayleigh functional (relation) the simplest variant of which as applied to system (3.1) can be written in the form
Using the Rayleigh relation, one sometimes obtains a significant increase in the efficiency of the computational algorithm, especially if one manages to include it in the structure of the numerical method (e.g., [16, 20] ).
It is known (see [19] ) that in the case of symmetric matrix A the Rayleigh functional (4.11), calculated along the derivative of any nonstationary solution of system (3.1), monotonically increases within the spectrum of the system matrix if the vector u (x) does not coincide in direction with the eigenvector of the matrix A:
Note that on the vector u (x) whose direction coincides with the direction of one of the eigenvectors of the matrix of system (3.1) the Rayleigh relation holds constant its value equal to the corresponding eigennumber.
Such information can be used effectively not only to control the computational process, but also in constructing the basic method if, of course, analogous properties (with a different meaning of the derivative of the approximate solution) hold true in the case of the numerical solution as well. As a rule, traditional (especially explicit) numerical methods retain similar properties only under severe limitations on the value of the descretization step. Let us investigate the explicit methods under consideration from this point of view as well. Inequality (4.12) in view of (3.1), (3.2) can be rewritten in the form takes place. Note that by virtue of (3.39) and taking into account (3.20), (3.37), (3.38) the following property of the spectral ordering (quite similar to (3.25)) is valid:
We give (similarly to the case of (4.3)) the vector Ay + a from the right side of (4.14) in the form of expansion in the orthonormalized basis of the matrix A eigenvectors:
Then by virtue of (4.7), taking into account the natural initial condition y m+1 (t) = y for the vector Ay m+1 (t + ξ) + a from the left side of (4.14), the expansion
will be valid, here for simplicity of writing, the notation e i = E m+1 (λ i , ξ) was used. Therefore, (see (4.11), (4.16), (4.17))
, which makes it possible to reduce the verification of condition (4.14) to the verification of the inequality
which, for convenience of analysis, is given in the form whose validity is proved according to the just made scheme with the substitution e i by e * i = E * m (λ i , ξ), i = 1, 2, . . . , n. The established additional characteristics (4.14), (4.18) of method (4.2) confirm the wide possibilities of its practical application. In particular, it can be used as the basic method in developing adaptive computational algorithms based on the idea (see, e.g., [6, 18] ) of economic determination of the resulting difference operator for the auxiliary grid of nodes. Such a choice of the basic computational module, generally speaking, imposes no constraints on the step of the auxiliary grid on neither stability nor spectral monotonicity, which makes it possible to effectively use the corresponding computational algorithm after the stage of the boundary layer of the sought solution as well.
Note that if there is no necessity for seeking in explicit form the approximation of matrix exponent (which was important, e.g., in the above case of adaptive computational algorithms based on the procedure of quick multiplication), then the numerical realization of the methods of the type (4.2) under consideration can be significantly simplified.
We write the method (4.2) (see also (3.5), (3.10)) in the form . The calculations were carried out with double accuracy on a personal computer with a 32-digit architecture. In so doing, as an error estimate of the result the maximum absolute error of the approximation to the harmonics of the initial system on the set of characteristic points of the segment under consideration was chosen. The set of such points was associated with the simultaneous solution of this problem by the explicit Euler method on a auxiliary grid with step h, for which a result close to the best one (with the given method of its estimation) was obtained.
Method (4.21) permits finding values of the sought solution not step by step, but also in one step with a maximum error of each value of 3, 3 · 10 . A decrease in the value of h (or its increase) led a worsening of the result: with decreasing h the low-order harmonic ceased to change and its increase caused an increase in the error of the approximation of the high-order harmonic, a result comparable in accuracy has also been obtained by the implicit Euler method having no constraints on the grid step. Naturally, similar difficulties can also attend other traditional step-by-step methods of a fixed order of accuracy (for which the grid step remains the only means for controlling accuracy (of the result). For example, the use, instead of methods of the first order of accuracy, of the widely known standard Runge-Kutta method of the fourth order [33] has made it possible to decrease the error to only 4, 8 · 10 .
