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To better understand the cosmic growth of supermassive black hole (BH) population
and the co-evolution with their host galaxies, we first perform three studies for improving
determination of AGN BH masses, i.e., 1) investigating the uncertainties of Hβ single-epoch
(SE) virial BH mass estimates, 2) constraining the virial factor of the BH mass estimators,
and 3) improving the calibration of the CIV SE virial BH mass estimators for high-redshift
AGNs. Then we present a study for direct observational constrai ts on the redshift evolution
of the black hole mass− bulge luminosity relation.
We investigate the calibration and uncertainties of the black hole mass estimates based
on the single-epoch method, using homogeneous and high-quality 428 multi-epoch spec-
tra obtained by the Lick AGN Monitoring Project 2008 for 9 local Seyfert 1 galaxies with
black hole masses< 108 M⊙. By decomposing the spectra into their AGN and stellar com-
ponents, we study the variability of the single-epoch Hβ line width (full width at half-
maximum intensity, FWHMHβ; or dispersion,σHβ) and of the AGN continuum luminosity
at 5100 Å (L5100). From the distribution of the “virial products” (∝ FWHMHβ2 L0.55100 or
σHβ
2 L0.55100) measured from SE spectra, we estimate the uncertainty due to the combined
variability as∼ 0.05 dex (12%). This is subdominant with respect to the total uncertainty
in SE mass estimates, which is dominated by uncertainties inthe size-luminosity relation
and virial coefficient, and is estimated to be∼ 0.46 dex (factor of∼ 3). By comparing the
Hβ line profile of the SE, mean, and root-mean-square (rms) spectra, we find that the Hβ
line is broader in the mean (and SE) spectra than in the rms spectra by∼ 0.1 dex (25%) for
our sample with FWHMHβ < 3000 km s−1. This result is at variance with larger mass black
holes where the difference is typically found to be much lessthan 0.1 dex. To correct for
this systematic difference of the Hβ line profile, we introduce a line-width dependent virial
factor, resulting in a recalibration of SE black hole mass estimators for low-mass AGNs.
Determining the virial factor of the broad-line region gas is crucial for calibrating AGN
black hole mass estimators, since the measured line-of-sight velocity needs to be converted
into the intrinsic virial velocity. The average virial factor has been empirically calibrated
based on theMBH − σ∗ relation of quiescent galaxies, but the claimed values differ by a
factor of two in recent studies. We investigate the origin ofthe difference by measuring the
MBH −σ∗ relation using an updated galaxy sample from the literature, and explore the depen-
dence of the virial factor on various fitting methods. We find that the discrepancy is primarily
i
caused by the sample selection, while the difference stemming from the various regression
methods is marginal. However, we generally prefer theFITEXY andBayesian estimators
based on Monte Carlo simulations for theMBH −σ∗ relation. In addition, the choice of in-
dependent variable in the regression leads to∼ 0.2 dex variation in the virial factor inferred
from the calibration process. Based on the determined virial factor, we present the updated
MBH −σ∗ relation of local active galaxies.
We present the single-epoch black hole mass estimators based on the CIV λ1549 broad
emission line, using the updated sample of the reverberation-mapped AGNs and high-
quality UV spectra. By performing multi-component spectral fitting analysis, we measure
the CIV line widths (FWHMCIV and line dispersion,σCIV) and the continuum luminosity
at 1350 Å (L1350) to calibrate the CIV -based mass estimators. By comparing with the Hβ
reverberation-based masses, we provide new mass estimators wi h the best-fit relationships,
i.e.,MBH ∝ L0.50±0.071350 σ2CIV andMBH ∝ L0.52±0.091350 FWHM0.56±0.48CIV . The new CIV -based mass
estimators show significant mass-dependent systematic difference compared to the estima-
tors commonly used in the literature. Using the published Sloan Digital Sky Survey QSO
catalog, we show that the black hole mass of high-redshift QSOs decreases on average by
∼ 0.25 dex if our recipe is adopted.
We investigate the cosmic evolution of the black hole mass – bulge luminosity relation
with a sample of 52 moderate luminosity galaxies atz ∼ 0.36 andz ∼ 0.57, corresponding
look-back times of 4 and 6 Gyrs. By employing multicomponentspectral and structural
decomposition methods to the high-quality Keck spectra andhigh-resolutionHST images,
black hole masses (MBH) are estimated using the Hβ broad emission line with the 5100Å
nuclear luminosity, and bulge luminosities (Lbul) are derived from the surface photometry.
Taking into account selection effects, we obtain the evoluti n trend of the formMBH/Lbul ∝
(1+ z)1.9±0.7, which is consistent with previous studies based on the bulge luminosity, as
well as on the bulge mass and stellar velocity dispersion. This result indicates that black
holes in the non-local universe live in smaller bulges than today, thus implying that black
holes grow first and then the host galaxies follow up in the context of the co-evolution of
black holes and galaxies.
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For more than a decade, it has been thought that supermassiveblack holes (BHs) are ubiqui-
tous at the centers of almost all bulge dominated galaxies from many dynamical evidences
of the spatially resolved kinematics (Kormendy & Richstone1995; Richstone et al. 1998).
Understanding the cosmic growth of the supermassive BHs andthe co-evolution with their
host galaxies is now one of the major challenges in extragalactic stronomy (see reviews by
Ferrarese & Ford 2005 and Kormendy & Ho 2013).
The observational discoveries of the tight local BH-galaxycorrelations such asMBH −
σ∗, MBH − Lbul, andMBH − Mbul relations (e.g., Magorrian et al. 1998; Ferraresse & Merritt
2000; Gebhardt et al. 2000; Tremaine et al. 2002; Marconi & Hunt 2003; Häring & Rix
2004; see also Figure 1.1 for the recent versions of the relations) have brought a paradigm
shift on galaxy formation and evolution theory by introducing the framework of a co-evol
growth between black holes and galaxies. These close connectio s are indeed surprising
given the huge difference in scales between BH and galaxy (8 orders of magnitude in size)
and have been motivated numerous studies to investigate thefundamental questions about
the physical origin and cosmic evolution.
Although the AGN feedback mechanism (e.g., Volonteri et al.2003; Di Matteo et al.
2005; Croton et al. 2006; Hopkins et al. 2009) and random merging events in hierarchical
assembly (e.g., Peng 2007; Hirschmann et al. 2010; Jahnke & Macciò 2011) from the theo-
retical approaches have been suggested for the origin of this coupling, the exact cause is still
unclear due to many ad hoc prescriptions and approximationsinvolved to deal with daunt-
ing and complex physical processes in huge ranges of scales.T king into account the BHs
and AGNs as fundamental ingredients, Hopkins et al. (2006) schematized an overall picture
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for the model of galaxy formation and evolution connected tothe self-regulated growth of
black holes in mergers (see Figure 1.2). However, since the details of the model are not
fully established yet, it should be more developed by confronting with observations. In this
regard, observational approaches can give direct constraits on how black holes and galax-
ies co-evolve, by investigating the BH-galaxy scaling relations over the cosmic time. These
empirical constraints can provide essential inputs on which physical mechanisms are more
important and what physical phenomena should be reproducedin theoretical modelings for
the co-evolution of BH and galaxies.
In past years, several observational studies have attempted to quantify the cosmic evo-
lution of the scaling relations either by using global constraints on the BH mass density as
a function of redshift from the galaxy distribution functions and AGN luminosity function
(e.g., Shankar et al. 2009; Zhang et al. 2012) or by directly measuring BH masses and their
host properties such as masses, luminosities, and stellar vocity dispersions for samples of
objects at high-redshift (e.g., Treu et al. 2004, 2007; Walter e al. 2004; McLure et al. 2006;
Peng et al. 2006; Woo et al. 2006, 2008; Jahnke et al. 2009; Decarli t al. 2010; Merloni et al.
2010; Bennert et al. 2010, 2011; Wang et al. 2010; Cisternas et l. 2011; Targett et al. 2012;
Hiner et al. 2012; Canalizo et al. 2012; Schramm & Silverman 2013; see Figure 1.3 for the
recent compilation of the samples available from literature). While the global constraining
favors a mile or no positive evolution and some studies basedon theσ∗ measurement from
the [O III ] line as a proxy (e.g., Shields et al. 2003 and Gaskell 2009) find no evolution, a
majority of the direct measurements claims that the black hole growth seems to precede the
bulge growth with a exception for the high-z submillimeter-emitting galaxies (e.g., Borys et
al. 2005; Alexander et al. 2008; Coppin et al. 2008; Carrera et al. 2011; see also Lamastra
et al. 2010).
However, these direct observational results are still not oly subject to large uncertain-
ties in black hole mass estimates, but also affected by several s lection biases as well as
a small number and limited dynamic ranges of the sample (e.g., Lauer et al. 2007; Shen
& Kelly 2010; Schulze & Wisotzki 2011; Salviander & Shields 2013). Given the uncer-
tain and tentative understanding for the BH-galaxy co-evoluti n, it is essential to give more
accurate and direct empirical constraints on the black holegrowth and galaxy evolution
from the distant universe by taking advantages of high-quality datasets obtained from the
advanced observational facilities for the well defined sample with a large number and wider
dynamic ranges, as well as by using the more sophisticated statistical techniques to account
for systematic uncertainties and selection effects.
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The first crucial step is measuring BH masses accurately at all redshifts. It is of fun-
damental importance to investigate the evolution of the scaling relations by probing the
BH population over cosmic time. Beyond the local universe, however, BH masses can be
obtained only via an observation of the broad-line (Type 1) AGNs, which are powered by
mass accretion onto black holes, since a dynamical measurement ethod is limited to the
very local universe (. 150 Mpc;z ≃ 0.04) due to the required high spatial resolution for
resolving the BH sphere-of-influence. Rooted in the resultsfrom the reverberation map-
ping (RM; Peterson 1993) method applied to a limited sample of AGNs (. 50, to date),
the virial black hole mass estimates using the single-epoch(SE) spectra (i.e., the so-called
SE method; Wandel et al. 1999) have been widely used and become a standard practice for
BH mass measurements in AGNs by its practicality and efficiency. However, estimating BH
masses using AGN single spectra is subject to various systematic uncertainties (see recent
review by Shen 2013 and references therein), thus it is stillrequiring a refinement of the
method and better understanding of the systematic biases and uncertainties.
Sources of uncertainties in SE virial BH mass estimates include (1) the virial factor
f , which is related to the unknown geometry and kinematics of the broad-line region and
constitutes the major portion of the overall uncertainty (Woo et al. 2010), (2) the intrinsic
scatter in the empirical size-luminosity relation (Bentz et al. 2009), (3) the intrinsic variabil-
ity of AGNs, which makes the line width and luminosity variable as a function of time, thus
leading to varying mass measurements for the different epochs (Denney et al. 2009), (4)
systematic differences between the broad-line profile measur d from SE spectra and those
measured from root-mean-square (rms) spectra which represent only the varying part of the
line profile (Collin et al. 2006), and (5) the limited size andi homogeneity in the current
RM AGN sample as a calibration standard. Thus it is required to understand, quantify, and
possibly correct for the random and systematic uncertainties listed above to improve the
precision and accuracy of BH mass estimations in AGNs. In addition, in high-z universe,
the CIV line is usually adopted for BH mass estimation since it can beobserved in optical
spectra for AGNs at 2. z . 5. Achieving correct and accurate calibrations for CIV based
MBH estimators are crucial for studying high-z AGNs, thus for the scaling relationships.
In Chapter 2, taking advances of the homogeneous and high-quality reverberation-
mapping data for 9 local Seyfert 1 galaxies, which are extending the previous RM sample
to relatively unexplored regime of low-mass BHs (106−7M⊙), we investigate the random
uncertainty in mass estimates due to the AGN variability, the systematic uncertainty from
differences in emission line profiles, and the calibration of the SE BH mass estimators for
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low-mass AGNs. For the uniform and consistent analysis of these multi-epoch data, we de-
velop the multi-component spectral decomposition method,which consists of a power-law
function, a FeII template, and host galaxy templates for the model of the continuum and
absorption features and Gaussian and Gauss-Hermite seriesfunctions for the model of the
Hβ, [O III ], and HeII emission line features. We present a test of the virial assumption of
the SE BH mass estimation and discuss an overall uncertainties i SE BH mass estimates.
In Chapter 3, we revisit the empirical calibration of the virial factor for the better deter-
mination and to constrain the uncertainties. For this purpose, we employ the threeMBH −σ∗
data sets recently complied in literature to investigate differences from the samples and the
four different methods for linear regression analysis to check possible biases from the fitting
techniques. We discuss a difference in the derived virial factors for the adopted direction of
regression and present theMBH −σ∗ relation for local active galaxies based on the updated
virial factor using the preferred regression method with the most recent data.
In Chapter 4, we improve the calibration of CIV SE BH mass estimators using the
highest quality UV spectra (mostly fromHST) and the most updated local RM AGN sam-
ple. We use the multi-component fitting method for consistent measurements and perform
calibrations by adopting the proper regression approach tominimize systematic uncertain-
ties in CIV -based BH mass estimates. We discuss a systematic difference in the derived BH
masses based on our new estimators to those from literature.
Equipped with techniques and understanding for the BH mass measurements in AGNs,
as well as that the bulge luminosity can be estimated within areasonable accuracy (∼ 0.2
dex) for AGN host galaxies with the high-resolutionHST images (Treu et al. 2007; Kim et
al. 2008a,b), we can directly investigate the cosmic evolution of the scaling relations with
samples of active galaxies as a function of redshift to give better observational constraints on
the BH growth and galaxy evolution. In Chapter 5, We directlymeasure the BH masses and
bulge luminosities by performing spectroscopic decomposition analysis on the high-quality
Keck spectra and photometric decomposition analysis on thehigh-resolutionHST images
for a sample of 52 Seyfert galaxies atz ≃ 0.36 and 0.57. Based on the measurements, we
constrain the redshift evolution of theMBH − Lbul relation by performing the Monte Carlo
simulations to account for selection effects. We provide thimplication of our results in
terms of the BH-galaxy co-evolution and discuss the possible bu ge growth mechanisms.
In this context, this thesis is dedicated to improve the BH mass estimates using AGNs
by understanding their uncertainties and updating the calibrations and to give more accurate
observational constraints on a co-evol growth of the BH and galaxy over cosmic time.
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Figure 1.1 (From Kormendy & Ho 2013). The most recent versions f the local quiescent
BH-bulge correlations. The best-fit relation for ellipticals nd classical bulges is plotted with
a solid black line in each panel with gray shade for 1σ error. The BHs in pseudobulges seem
to be offset under the best-fit relation in all panels.
6 Introduction
Figure 1.2 (From Hopkins et al. 2006). A schematic picture for galaxy formation and evo-
lution regulated from the interplay of galaxy merging and AGN feedback. In this picture,
AGNs (i.e., accreting BHs) comprise integral phase in galaxy evolution by the feeding and
feedback processes.
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Figure 1.3 (From Kormendy & Ho 2013). Redshift distributionf the offsets in logMBH for
AGNs atz ≃ 0.1−7.1 available from literature with respect to the localMBH −Mbul relations
from Häring & Rix (2004) and Kormendy & Ho (2013). Black filledsymbols, which are
slightly offset fromz = 0 for clarity, indicate the local inactive samples. Although there is a
significant scatter, it shows on average the positive evolutionary trend except for a sample
of submm galaxies (SMGs).
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Chapter 2
The Lick AGN Monitoring Project:
Recalibrating Single-Epoch Virial
Black Hole Mass Estimates
(This chapter is published in The Astrophysical Journal1.)
2.1 Introduction
Supermassive black holes (BHs) are believed to play a key rolin galaxy evolution. Evi-
dence for this connection comes from the tight correlationsb erved in the local universe
between BH masses and the global properties of their host galaxies (Magorrian et al. 1998;
Ferrarese & Merritt 2000; Gebhardt et al. 2000; Gültekin et al. 2009; Bentz et al. 2009a;
Woo et al. 2010). Establishing the cosmic evolution of thesecorrelations is a powerful way
to understand the feedback mechanisms connecting BHs and galaxies (e.g., Kauffmann &
Haehnelt 2000; Robertson et al. 2006; Hopkins et al. 2006). Recent observational studies
have found that these correlations may evolve over cosmic tie, in the sense that BHs of a
given mass appeared to live in smaller galaxies in the past (e.g., Woo et al. 2006; Peng et al.
2006; Treu et al. 2007; Woo et al. 2008; Merloni et al. 2010; Decarli et al. 2010; Bennert et
al. 2010).
In order to investigate the nature of BH-galaxy coevolution, as well as virtually all
1 Park et al. 2012, ApJ, 747, 30
13
14 Investigating the uncertainties of Hβ SE virial BH mass estimates
aspects of active galactic nucleus (AGN) physics (e.g., Woo& Urry 2002; Kollmeier et
al. 2006; Davis et al. 2007), BH masses must be accurately determined at large distances.
Dynamical methods based on high angular resolution kinematics of stars and gas are the
most common approach to measuring masses of quiescent BHs (e.g., Kormendy & Gebhardt
2001; Ferrarese & Ford 2005). However, owing to the parsec-size scale of the sphere of the
influence of typical BHs, they are limited to galaxies withina distance of few tens of Mpc
with current technology.
In the case of BHs powering an AGN, the presence of a variable broad-line region
(BLR) provides an alternative way that is in principle applicable to much larger distances.
The geometry and kinematics of the BLR gas can be mapped in thetime domain using the
so-called reverberation (or echo) mapping technique (Blandford & McKee 1982; Peterson
1993). In turn, these quantities can be converted into BH mass estimates under appropriate
assumptions about the dynamics of the system (Peterson 1993; Pancoast, Brewer, & Treu
2011). Estimators of the formMBH ∝RBLR V 2, whereRBLR andV are (respectively) size and
velocity estimators of the BLR, are often referred to as “virial” mass estimators. However,
due to the observational challenges of reverberation mapping campaigns, fewer than 50 BH
masses have been measured to date using this technique (Wandel, Peterson, & Malkan 1999;
Kaspi et al. 2000; Peterson et al. 2004; Bentz et al. 2009c; Denney et al 2009; Barth et al.
2011).
In light of the scientific importance of determining BH masses, it is critical to develop al-
ternative BH mass estimators that are observationally lessd manding. A popular BH mass
estimator, based on the results of reverberation mapping studie , is the so-called single-
epoch (SE) method. It exploits the empirical correlation betwe n the size of the BLR and
the AGN continuum luminosity (RBLR ∝ Lα, with α ≈ 0.5), as expected from the pho-
toionization model predictions (Wandel, Peterson, & Malkan 1999; Kaspi et al. 2000, 2005;
Bentz et al. 2006, 2009b), to bypass the expense of a monitoring campaign. Thus, the AGN
luminosity is used as a proxy for the BLR size and, in combinatio with the square of a
velocity estimate from a broad line, to estimate BH masses from single spectroscopic ob-
servations. Typically, SE mass estimators are based on optical/ultraviolet lines (e.g., Hβ or
Mg II ) and optical/ultraviolet continuum luminosity (e.g., at 5100 Å or 3000 Å). A summary
and cross-calibration of commonly adopted recipes is givenby McGill et al. (2008).
Due to its convenience, the SE method has been widely appliedfrom the study of BH
demographics (e.g., Shen et al. 2008; Fine et al. 2008) to thecharacterization of galaxy-
AGN scaling relations at low and high redshift (e.g., Treu etal. 2004; Barth et al. 2005;
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Greene & Ho 2006; Woo et al. 2006; Bennert et al. 2010, Bennertet al. 2011a). For this
reason it is of paramount importance to quantify, understand, d (possibly) correct for ran-
dom and systematic uncertainties in the method. In additionto the random and systematic
errors, selection bias can play a role in studying statistical properties of AGN samples se-
lected from a flux-limited survey since BH mass from SE data isproportional to the AGN
continuum luminosity at 5100Å (L5100) (e.g., Lauer et al. 2007; Treu et al. 2007; Shen &
Kelly 2010). Naturally, the strength of the selection bias depends on the uncertainty of the
SE mass estimates, providing another compelling reason to quantify it accurately.
The largest uncertainty comes from the unknown “virial” factor f , connecting the ob-
servable size and velocity to the actual BH mass,MBH ≡ f RBLR V 2/G, whereG is the
gravitational constant. In general,f cannot be determined for individual sources due to lim-
ited spatial information except a few cases (Davies et al. 2006, Onken et al. 2007; Hicks
& Malkan 2008; see, however, Brewer et al. 2011 and references th rein). Therefore, an
average virial factor is typically applied. This average isdetermined by forcing active and
quiescent galaxies to obey the same BH mass-galaxy velocitydispersion (MBH −σ∗) relation
(Onken et al. 2004; Woo et al. 2010), even though the virial factor of individual AGNs may
be different from the mean value. Thus, using an average virial factor introduces an uncer-
tainty in the SE mass estimates. It is not known precisely howlarge the uncertainty of the
virial factor is (see Collin et al. 2006), and whether this uncertainty is stochastic (random)
or has a systematic component that can be reduced using additional observables. An upper
limit to the uncertainty is derived from the intrinsic scatter of the AGNMBH −σ∗ relation
(0.43 dex; Woo et al. 2010), assuming that the samples used tocalibratef are representative
of the class of broad-line AGNs targeted for the SE study.
A second source of uncertainty is the variability of AGNs: line width and continuum
luminosity will vary as a function of time, while the BH mass is not expected to change
significantly over time scales of order a few years. Thus, AGNvariability introduces an
uncertainty in the SE mass estimates, which is believed to bestochastic in nature. Previous
studies based on multi-epoch spectra reported that the random error due to the variability is
∼15–25% (e.g., Woo et al. 2007; Denney et al. 2009).
A third source of error is the intrinsic scatter in the size-luminosity relation used to
infer the size of the BLR. Recent studies, based on reverberation mapping results andHub-
ble Space Telescope (HST) imaging analysis, report∼40% scatter in the size-luminosity
relation (Bentz et al. 2009b).
A fourth source of uncertainty in SE mass estimates is due to differences in the BLR
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line profile as measured from SE spectra and those measured from root-mean-square (rms)
spectra. In reverberation mapping studies, BH mass determinations rely on the line width
measured from the rms spectra, which reflect the varying partof the line profile. In contrast,
for SE mass determinations line widths are measured from single spectra since such equiva-
lent measurements as in the rms spectra are not available. Thus, it is necessary to investigate
and quantify the line-width difference between SE and rms spectra. Previous studies based
on multi-epoch data showed that the Hβ line widths in the mean spectra are broader than
those in the rms spectra (e.g., Sergeev et al. 1999; Shapovalova et al. 2004; Collin et al.
2006; Denney et al. 2009). The difference is presumably due to the different kinematics
of the gas responding over various time scales, indicating that a different normalization is
required in order to consistently estimate virial masses based on the SE method.
In this work, we focus on the uncertainties of SE mass estimators due to the variabil-
ity, and those due to differences in line profiles. By comparing measurements from single-
epoch, mean, and rms spectra using the high-quality multi-epoch spectra of 9 local Seyfert
galaxies in the relatively unexplored regime of low-mass BHs from the Lick AGN monitor-
ing project (Bentz et al. 2009c), we provide new quantitative estimates for the uncertainties
and recipes to correct for them. The chapter is organized as follows. In §2.2, we describe
the observations and data reduction. Section 2.3 discussesthe measurement method for SE
spectra as well as for mean and rms spectra. In § 2.4, we present the main results including
a test of the virial assumption, a quantification of the random errors due to AGN variability,
and the systematic differences in line width between SE and rms spectra. We also present
a recalibration of standard recipes that corrects for the systematic differences. We conclude
and summarize our findings in § 2.5. Throughout the chapter weadopt the following cosmo-
logical parameters to calculate distances:H0 = 70 km s−1 Mpc−1, Ωm = 0.30, andΩΛ = 0.70.
2.2 Observations and Data Reduction
We use the homogeneous and high-quality multi-epoch spectra from the Lick AGN moni-
toring project (LAMP; Bentz et al. 2009c), which was designed to measure the reverberation
time scales of 13 local Seyfert 1 galaxies. Here, we briefly summarize the observations and
data reduction.
The LAMP campaign was carried out using the Kast spectrograph at the 3-m Shane tele-
scope at the Lick Observatory in Spring 2008. Among 13 Seyfert 1 galaxies, we selected 9
objects for which the Hβ line variability was sufficiently large to measure the reverberation
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time lag (Bentz et al. 2009c). During the LAMP campaign, eachobject was observed mul-
tiple times (43 to 51 epochs with an average of 47), enabling us to construct high-quality
mean and r.m.s. spectra.
After performing standard spectroscopic reductions usingIRAF2, one-dimensional spec-
tra were extracted with an aperture window of 13 pixels (10.′′1). Flux calibrations utilized
nightly spectra of spectrophotometric standard stars. As described by Bentz et al. (2009c),
the spectral rescaling was performed using the algorithm ofvan Groningen & Wanders
(1992) in order to mitigate the effects of slit loss, variable seeing, and transparency. By
rescaling, shifting, and smoothing each spectrum, the algorithm minimizes the difference of
flux of the [OIII ] lines between each spectrum and a reference spectrum created from the
mean of individual spectra. The quality of each individual spectrum is sufficient to perform
SE measurements (average signal-to-noise ratio S/N≈ 66 per pixel at rest-frame 5100 Å).
2.3 Measurements
Two quantities, the line width and the continuum luminosity, are required to determine
MBH using single spectra. Uniform and consistent analysis is crucial for investigating sys-
tematic uncertainties and minimizing additional errors. In this section, we present the multi-
component spectral fitting process and describe the measurements using single-epoch, mean,
and rms spectra.
2.3.1 Multi-Component Fitting
To measure the line width of Hβ and the continuum luminosity at 5100 Å, we follow the
procedure given by Woo et al. (2006) and McGill et al. (2008),but with significant mod-
ifications as described below (cf., McLure & Dunlop 2004; Dietrich et al. 2005; Denney
et al. 2009). The multi-component fitting processes were carried out in a simultaneous and
automated fashion, using the nonlinear Levenberg-Marquardt least-squares fitting routine
mpfit (Markwardt 2009) in IDL.
First, all single spectra were converted to the rest frame. Second, we modelled the ob-
served continuum with three components: the featureless AGN continuum, the FeII emis-
sion blends, and the host-galaxy starlight, using respectively a single power-law continuum,
2IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Associ-
ation of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science
Foundation (NSF).













































































Figure 2.1 Multi-component spectral fitting in the mean spectra. The mean spectra of all
9 Seyfert galaxies are presented along with multi-component models. In each panel, ob-
served spectra (black) and the continuum+Fe II+stellar best-fit model (magenta) are shown
in the upper part, and the best-fit power-law continuum (green), stellar spectrum (yellow),
and FeII template (violet) models are presented in the middle part. Three narrow lines [Hβ,
[O III ] λλ4959,5007 (blue)], broad Hβ (red), and the broad and narrow HeII λ4686 com-
ponents (brown) are presented in the bottom part. The residual (black), representing the
difference between the observed spectra and the sum of all model c mponents, are arbitrar-
ily shifted downward for clarity.
Investigating the uncertainties of Hβ SE virial BH mass estimates 19
Table 2.1. Hβ Integration Ranges, and Hβ narrow ratios
Object HβBC Line Ranges f (HβNC)/ f ([O III] λ5007)
(Å)
Arp 151 4790–4980 0.18
NGC 4748 4790–4920 0.12
Mrk 1310 4800–4920 0.13
Mrk 202 4810–4920 0.35
NGC 4253 (Mrk 766) 4790–4930 0.13
NGC 6814 4760–4950 0.03
SBS 1116+583A 4795–4940 0.12
Mrk 142 4790–4910 0.37
NGC 5548 4705–5040 0.10
Note. — All values in the table are given in the rest frame.
an FeII template from Boroson & Green (1992), and a host-galaxy template from Bruzual
& Charlot (2003). A simple stellar population synthesis model with solar metallicity and
age of 11 Gyr was found to reproduce the observed stellar lines reasonably well (see Figure
2.1). The FeII emission blends and the host-galaxy template were convolved with appropri-
ate Gaussian velocities to reproduce kinetic and instrumental broadening during the fitting
process as described below. The best continuum models were determined based on theχ2
statistic in the regions 4430–4600 Å and 5080–5550 Å where FeII emission dominates. The
three components were varied simultaneously with six free parameters: the normalization
and the slope of the power-law continuum, the strength and the broadening velocity of the
Fe II , and the line strength and the velocity dispersion of the host-galaxy templates. We
masked out the typical weak AGN narrow emission lines (e.g.,He I λ4471, [FeVII ] λ5160,
[N I] λ5201 , [CaV] λ5310; Vanden Berk et al. 2001) during the fitting process. Thebest-fit
continuum models (the power-law component + the FeII t mplate + the host-galaxy tem-
plate) were subtracted from each spectrum, leaving the broad and narrow AGN emission
lines.
Third, we subtracted the narrow lines around the Hβ region before fitting the broad
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Figure 2.2 The host-galaxy luminosity at 5100 Å, measured from each SE spectrum based
on the spectral decomposition analysis, as a function of S/N. A few low-S/N spectra (open
circles) are removed from further analysis to avoid biases due to low-quality data. Measure-
ment uncertainties estimated from the method given in §3.2.3 are expressed by vertical error
bars.
component. We first made a template for the Hβ narrow-line profile by fitting a tenth-order
Gauss-Hermite series (cf., van der Marel & Franx 1993) modelto the [OIII ] λ5007 line. We
then subtracted the [OIII ] λ4959 line by blueshifting and scaling the flux of the templateby
1/3. The Hβ narrow line was also subtracted by scaling the [OIII ] λ5007 line. The ratios
of the narrow Hβ to [O III ] λ5007 were determined from theχ2 minimization in the mean
spectra and then forced to be the same for all SE spectra of each object. Applied scaling
ratios for the Hβ narrow component range from 0.03 to 0.37 (Table 2.1).
Lastly, we modelled the broad component of the Hβ line using a sixth-order Gauss-
Hermite series. We also used a two-component Gaussian modelto scribe the broad and
narrow components of the HeII λ4686 emission line whenever it affected the blue wing of
the Hβ profile. Figure 2.1 shows the fitting results for the mean spectra.



















Figure 2.3 Comparison of the rms spectra of NGC 4748 generated wi h three different meth-
ods: unweighted rms (black), S/N weighted (red), and maximum likelihood (blue). For this
object, two bad epochs with low-S/N data were removed as describ d in § 3.2.
2.3.2 Single-Epoch Spectra
We performed the multi-component fitting procedure using individual SE spectra, and mea-
sured the line width and continuum luminosity for each epoch. T e vast majority of SE
spectra have sufficiently high quality to perform the analysis (S/N≈ 66 per pixel at rest-
frame 5100 Å). However, a small fraction of spectra have significantly lower S/N owing to
bad weather during the LAMP monitoring campaign. In addition, there are a few epochs
with artificial signatures, such as bad pixels, abnormal curvat re, or fluctuations in the re-
duced spectra. Those SE spectra were discarded to avoid possble biases due to much larger
measurement errors (see Fig. 2.2). On average, four bad epochs out of 47 nights were re-
moved for each object, except for SBS 1116, for which 11 epochs were eliminated because
of a defect between the Hβ and [OIII ] λ4959 lines due to bad pixels in the detector.
Emission-Line Width
We measured the full width at half-maximum intensity (FWHMβ) and the dispersion (σHβ)
(the second moment of line profile; Peterson et al. 2004) of the broad component of Hβ
directly from the data as well as from the fits to the continuum-subtracted spectra. Line-
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Table 2.2. Mean continuum luminosities and host-galaxy contributions
Object λLλ(tot) λLλ(AGN) λLλ(star)
λLλ(star)
λLλ(tot)
(1042 erg s−1) (1042 erg s−1) (1042 erg s−1)
(1) (2) (3) (4) (5)
Arp 151 6.11 2.76 3.42 0.56
NGC 4748 10.05 5.55 4.69 0.47
Mrk 1310 8.10 3.79 4.32 0.53
Mrk 202 8.78 5.02 3.75 0.43
NGC 4253 8.87 6.41 2.47 0.28
NGC 6814 1.93 0.83 1.15 0.59
SBS 1116+583A 10.52 3.15 7.44 0.71
Mrk 142 47.89 35.64 12.73 0.27
NGC 5548 20.86 12.42 8.37 0.40
Note. — Col. (1): object name. Col. (2): the total continuum luminosity at
5100 Å. Col. (3): the AGN luminosity estimated from the power-law continuum
fit. Col. (4): the host-galaxy luminosity estimated from thehost-galaxy template
fit. Col. (5): the host-galaxy fraction.
width measurements are corrected for the instrumental resolution in a standard way (Barth et
al. 2002; Woo et al. 2004; Bentz et al. 2009c), by subtractingin quadrature the instrumental
resolution (Table 11 of Bentz et al. 2009c) from the measuredlin width.
By comparing line widths measured from Gauss-Hermite seriefits with those directly
measured from the data, we found less than a 3% systematic difference (with consider-
able rms scatter of∼ 5%) as expected given the high S/N of individual spectra. Thesmall
systematic trend between FWHMHβ and σHβ shows opposite directions. In the case of
FWHMHβ, the measurements from the fit were 2.6±0.2% larger than those from the data
while σHβ measurements from the fit were 1.9± 0.1% smaller than those from the data,
showing a trend consistent with that reported by Denney et al. (2009). For consistency with
other studies on the reverberation and single-epoch masses, we focus on the line-width mea-
surements from the fits in the rest of the chapter unless explicitly noted.
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Continuum Luminosity
We measured the monochromatic continuum luminosity at 5100Å from the observed spec-
tra at each epoch by calculating the average flux in the rest-fame 5080–5120 Å region. The
luminosity at 5100 Å (total luminosity,L5100,t) is strongly contaminated by the host-galaxy
starlight when the AGN luminosity is comparable to or smaller than the host-galaxy stellar
luminosity as in the Seyfert galaxies in our sample.
To obtain the AGN continuum luminosity (nuclear luminosity, L5100,n), the host-galaxy
contribution to the total luminosity should be subtracted from the measured total luminosity.
In principle, the host-galaxy luminosity can be determinedby separating a stellar compo-
nent from a point source using surface brightness fitting analysis based on a high-resolution
image. Such an analysis is in progress based on theHST WFC3 images of the LAMP sam-
ple (GO-11662, PI. Bentz). For this chapter, however, we used th information obtained
from the spectral decomposition. We note that, although thehost-galaxy flux should be
constant, the amount of host-galaxy contribution to the total flux can vary in each epoch’s
spectrum because of seeing variations and miscentering in the sli . Thus, the nuclear lumi-
nosity, L5100,n, needs to be estimated for each individual spectrum from which FeII and
starlight have been subtracted.
Figure 2.2 shows the starlight luminosity measured from each SE spectrum as a function
of S/N. As expected, the starlight is not constant due to the effects of seeing and miscen-
tering. The variability ranges from 10% to 20% with an averagof 0.06±0.01 dex. These
results underscore the importance of subtracting the host-galaxy starlight in making the rms
spectra. Otherwise, the rms spectra may contain a contribution from the variable amount of
starlight observed through the slit (see § 3.3 and Figure 2.5).
As a consistency check, we directly compare the host-galaxyflu of NGC 5548 mea-
sured from our spectral decomposition with that from theHST imaging analysis as similarly
done by Bentz et al. (2009b). In order to calculate the amountf light observed through the
spectroscopic aperture, we used an aperture size of 4′′×10.′′1 as used in the LAMP spec-
troscopy analysis, after smearing the point-spread-functio (PSF) subtractedHST image
with a 2′′ Gaussian seeing disk. The host-galaxy flux of NGC 5548 based on the spectral
decomposition is 2.47×10−15 erg s−1 cm−2 Å−1, while theHST imaging-based galaxy flux
is 2.73× 10−15 erg s−1 cm−2 Å−1. Thus, the small difference (∼ 10%) between the two
analyses shows the consistency in host-galaxy flux measurements. When we use a smaller
seeing disk (e.g., a 1.′′5 Gaussian disk), the host-galaxy flux measured from theHST imag-
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ing analysis increases by∼ 13%, indicating that the actual seeing size will slightly change
the host-galaxy flux measurements.
Error Estimation
To estimate the uncertainties of the line-width and luminosity measurements from SE spec-
tra, we adopted the Monte Carlo flux randomization method (e.g., Bentz et al. 2009c; Shen
et al. 2011). First, we generated 50 mock spectra for each observed spectrum by adding
Gaussian random noise based on the flux errors at each spectral pixel. Then we measured
the line widths and AGN luminosities from the simulated spectra using the method de-
scribed in §3.2.1 and §3.2.2. We adopted the standard deviation of the distribution of mea-
surements from 50 mock spectra as the measurement uncertainty. For a consistency check,
we increased the number of mock spectra up to 100 and found that the results remain the
same. In the case of the total luminosity (L5100,t), we measured the uncertainty as the square
root of the quadratic sum of the standard deviation of fluxes and average flux errors in the
continuum-flux window.
2.3.3 Mean and RMS Spectra
In this section, we describe the process of generating mean and rms spectra, and present
the method for measuring the line width and continuum luminosity. The mean spectra are
representative of all single spectra, thus they are useful to constrain the random errors of
measurements from single-epoch spectra. In contrast, reverb ration mapping studies gener-
ally use rms spectra to map the geometry and kinematics of thesame gas that responds to
the continuum variation. By comparing the line profiles between rms and single spectra, one
can investigate any systematic differences of the corresponding line widths, and therefore
improve the calibration of BH mass estimators.
Method
We generated mean and rms spectra for each object using the following equations:
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, (2.2)
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where fi(λ) is the flux ofi-th SE spectrum (out ofN spectra).
The unweighted rms spectra can be biased by low-S/N spectra,of en showing peaky
residual features in the continuum. These spurious features in continuum can affect the
wings of the emission lines and therefore the measurement ofline dispersion. To mitigate
this effect it is best to consider more robust procedures. Weconsidered the following two
schemes. First, we used the S/N as a weight, with the following equations:
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Alternatively, we considered the maximum likelihood method. Assuming Gaussian er-















ǫ2tot,i(λ) ≡ ǫ2i (λ) + rms2(λ), (2.7)
and ǫi(λ) is the error in the fluxfi(λ). Here〈 f (λ)〉 is the mean flux while rms(λ) is the
intrinsic scatter – that is, the rms flux after removing measurement errors. By maximizing
the log-likelihood, we obtain the mean and rms spectra. The maxi um likelihood method
also provides proper errors in the rms spectra. We calculated errors in the inferred mean
and rms spectra in a standard way, by computing their posterir p obability distribution
after marginalizing over the other parameters. We adopt 1−σ errors as symmetric intervals
around the posterior peak containing 68.3% of the posteriorp bability.
Figure 2.3 compares rms spectra of NGC 4748 generated with the unweighted rms
method, the S/N weighted method, and the maximum likelihoodmethod, after removing
26 Investigating the uncertainties of Hβ SE virial BH mass estimates
two bad epochs as described in § 3.2. As expected, the S/N weighted rms spectrum is less
noisy than the unweighted rms spectrum. The rms spectrum based on the maximum likeli-
hood method is similar to but slightly noisier than the S/N weighted spectrum. In particular,
the maximum likelihood method generates noisy patterns around the [OIII ] line region,
presumably due to the fact that the error statistics have changed owing to the subtraction of
the strong [OIII ] line signals. In the case of the mean spectrum, all three methods produce
almost identical results. Thus, we choose the S/N weightingscheme to generate the mean
and the rms spectra, and adopt the errors of the rms spectra from the maximum likelihood
method. We note that using the rms spectra based on the maximum likelihood method does
not significantly change the results in the following analysis. If more bad epochs with low
S/N are removed in generating rms spectra (as practiced in the reverberation studies; e.g.,
Bentz et al. 2009c), the difference among the three methods tends to be smaller.
We note that there may be a potential bias in the S/N weighted mthod owing to the
fact that in the high continuum state the S/N is higher while emission lines are narrower.
Thus, the S/N weighted rms spectra can be slightly biased toward having narrower lines. On
the other hand, the time lag between the luminosity change and the corresponding velocity
change will reduce the bias since the high luminosity and thecorresponding narrow line
width are not observed at the same epoch.
To test this potential bias, we compared the line-width measurements based on S/N
weighted and unweighted rms spectra, respectively. We find that the line width decreases
by 2.6±2.1% for σHβ and 2.7±1.3% for FWHMHβ when the S/N weighted rms spectra
are used, indicating that the bias is not significant for our sample AGNs. However, this
offset is not due to the luminosity bias since the S/N ratio does not correlate with AGN
luminosity. Instead, the change of the S/N ratio is mostly due to the effects of seeing and
miscentering within the slit since different amounts of stellar light were observed within the
slit on different nights. Considering the low level of luminosity variability and the time lag,
the night-to-night seeing and weather variations would be the predominant factors affecting
the S/N ratio. The average offset of∼3% is dominated by two objects, NGC 6814 (0.07 dex
for σHβ, 0.02 dex for FWHMHβ) and SBS 1116 (0.04 dex forσHβ, 0.05 dex for FWHMHβ),
which showed the largest stellar fraction in Fig. 2.1, thus spporting our conclusion. By
excluding these two objects, the average offset decreases to ∼1%. Thus, we conclude that
the potential AGN luminosity bias in the S/N weighted methodis not significant, at least for
our sample.































































































Figure 2.4Left: S/N weighted mean spectra of 9 Seyfert galaxies.Right: S/N weighted rms
spectra. In each panel, red lines represent spectra obtained fter removing narrow lines,
Fe II emission, HeII lines, and host-galaxy starlight from each individual SE spectrum.
Black lines represent rms spectra obtained without removing the same components from
each individual spectrum. Shaded regions show the errors frm the maximum likelihood
method described in §3.3.
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Figure 2.5 The rms spectra of 4 Seyfert 1 galaxies with strongstellar features. Black (red)
solid lines represent rms spectra (stellar model fit). Strong absorption lines are labelled with
arrows.
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The Effect of Host Galaxy, FeII , and HeII
Although the rms spectra are supposed to contain only varying components of AGN spectra,
residuals of narrow lines (e.g., [OIII ]) are often present due to residual systematic errors
(due to calibration issues; Bentz et al. 2009c). Additionally, the variation of the host-galaxy
starlight contribution to the total flux can be significant (10–20%) in the extracted SE spectra
as discussed in §3.2.2. This variable starlight is responsible for the stellar absorption features
often visible in the rms spectra. To demonstrate the presencof stellar absorption lines in
the rms spectra, we fit the continuum with a stellar-population model. As shown in Figure
2.5, it is clear that the rms spectra show stellar absorptionlines [such as the Mgb triplet
(∼ 5175 Å), Fe (5270 Å), and possibly Hβ (4861 Å)] for Seyfert 1 galaxies having strong
starlight contribution. Thus, for AGNs with high starlightfraction, like the ones considered
here, it is important to remove the variable starlight in order to generate pure AGN rms
spectra and correctly measure the widths of the broad lines.
To minimize these residual features in the rms spectra, we subtracted the narrow lines
in all SE spectra before making mean and rms spectra. We also subtracted the FeII emis-
sion blends, host-galaxy starlight, and the HeII mission line from each SE spectrum. In
Figure 2.4, we show the S/N weighted mean and rms spectra withand without prior re-
moval of narrow-line components, the FeII blend, HeII lines, and host-galaxy starlight.
Clearly, the rms spectra are significantly affected by this procedure. In particular, removing
the FeII and HeII emission changes the continuum shape around Hβ. For the objects with
higher starlight fraction, stellar Hβ absorption is present in the rms spectra, if starlight is
not removed from each SE spectrum.
To quantify the change of the line widths due to prior removalf the starlight, HeII , and
Fe II components, we compared the line-width measurements from rms spectra generated
with/without prior removal. Each panel in Fig. 2.6 shows theeff cts of individual compo-
nents by comparing the line-width measurements from the rmsspectra with prior removal
of all three components (i.e., host-galaxy stellar features, HeII , and the FeII blend) with
those from the rms spectra without subtracting one of the thre components, respectively.
We found that the effect of host-galaxy stellar features is stronger than those of HeII and the
Fe II blend. Without subtracting host-galaxy stellar features,the rms line widths decrease
by 18±5% for σHβ and 4±3% for FWHMHβ, indicating that the line wings are more af-
fected than the line core. The large increase ofσHβ can be understood as the buried Hβ line
wings within the residual of stellar features are restored by subtracting the host stellar lines,
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leading to a lower continuum level and larger line width.
The subtraction of HeII changes the line width of objects that show strong blending
with the Hβ line (e.g., Mrk 1310 and NGC 6814). On average, the effect of He II on the
Hβ line width is at the 4.7± 2.2% level forσHβ and the 1.6± 0.6% level for FWHMHβ.
In the case of the FeII subtraction, the effect on the rms line widths is more complex.
Line widths increase for some objects and decrease for otherbj cts, depending on whether
the FeII emission residual is strong. For example, if the FeII residual is prominent in the
continuum region (i.e., 5080–5550Å), then the removal of FeII will lower the continuum
level, increasing the Hβ line width. In contrast, if the FeII residual is strong under Hβ, then
the Hβ line width will decrease by subtracting FeII . On average, the effect of FeII on the
Hβ line width is at the 1.2±2.9% level forσHβ and the 1.6±2.2% level for FWHMHβ.
Without prior removal of all three components (i.e., host-galaxy stellar features, HeII ,
and the FeII blend), the line widths are underestimated by 18±6% forσHβ and 5±4% for
FWHMHβ, due to the combined effects as described above. Subtracting stellar features has
the most significant impact on the measurements of rms line dispersion, demonstrating the
importance of prior removal of starlight when stellar contribution is significant. Moreover,
in order to successfully remove the HeII blending in the rms spectra, the host-galaxy com-
ponent as well as FeII emission blends should be simultaneously fitted in the modeling of
the continuum. Thus, we conclude that for AGNs with strong host galaxy starlight, strong
Fe II , or blended HeII , it is necessary to remove all non-broad-line components from SE
spectra in order to generate the cleanest rms spectra and reduce rrors in measuring the Hβ
line width.
Mean Spectra
We generated the S/N weighted mean spectra without prior removal of narrow lines, iron
emission, and host-galaxy starlight. Then, we used the samemulti-component spectral fit-
ting procedure as used for the SE spectra (see Fig. 2.1). Notetha in the case of mean
spectra, removing the narrow lines, FeII blends, and host-galaxy absorption features before
or after generating the mean spectra results in almost identical Hβ broad-line profiles.
Error Estimation
Using the S/N weighted rms and mean spectra, we measured the widths of the Hβ line from
the continuum-subtracted spectra and determined the continuum luminosity at 5100 Å, as
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Figure 2.6 The effect of each blended component on the rms line w dths using the FWHMHβ
(top) andσHβ (bottom). In each panel, the rms line widths without prior removal of each
component (given in the upper-left corner) are plotted as a function of final rms line widths
(all non-broad-line components removed). The dashed line indicates an identity relation-
ship. The average offsets with their standard errors are givn in the lower-right corner of
each panel.
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Table 2.3. Rest-Frame Broad Hβ Line-Width Measurements
Object Mean Spectrum RMS Spectrum
σHβ FWHMHβ σHβ FWHMHβ
(km s−1) (km s−1) (km s−1) (km s−1)
Arp 151 1726±17 3076±39 1295±37 2458±82
NGC 4748 952±6 1796±8 791±80 1373±86
Mrk 1310 1229±12 2425±19 921±135 1823±157
Mrk 202 1047±8 1787±15 962±67 1794±181
NGC 4253 1232±9 1946±10 538±92 986±251
NGC 6814 1744±12 3129±14 1697±224 2945±283
SBS 1116+583A 1460±23 3135±36 1550±310 3202±1127
Mrk 142 970±5 1671±6 700±54 1601±224
NGC 5548 4354±25 12402±111 3900±266 12539±1927
described in §3.2.1 and §3.2.2. We estimated the uncertainty of the line-width measure-
ments in the S/N weighted mean and rms spectra using the bootstrap method (e.g., Peterson
et al. 2004). One thousand samples per object were generated. Th median and standard
deviation of the distribution of measurements were adoptedas our line-width estimate and
uncertainty; these are listed in Table 2.3. We also estimated th line-width uncertainties for
the rms spectra using the method given in §3.2.3. We found that the errors estimated from
both the Monte Carlo flux randomization and the bootstrapping were consistent within a
few percent on average, which yielded almost identical fitting results.
2.4 Analysis and Results
2.4.1 Testing the Assumptions of SE BH Mass Estimators
Single-epochMBH estimates are based on the “virial” assumption and on the empirical
relation between BLR size and AGN luminosity. SinceMBH does not vary over the time
scale of our campaign, AGN luminosity and line velocity should obey the relationV 2 ∝
L−0.5. In this section, we test this assumption by studying the relation between the line
width and continuum luminosity from individual SE spectra of Arp 151, the object with the
Investigating the uncertainties of Hβ SE virial BH mass estimates 33
highest variability during the LAMP campaign.
In Figure 2.7 we present the time variation of the line width and luminosity of Arp 151.
Line width and luminosity are inversely correlated, although the variability amplitude is
smaller in luminosity than in line width. Ideally, the luminosity variability should be four
times as large as the line-width variability (0.042± 0.001 dex and 0.027± 0.003 dex, re-
spectively, for FWHMHβ andσHβ). However, one must take into account the residual con-
tamination from nonvariable sources to the observed continuum. In fact, the amplitude of
the luminosity variability is significantly smaller than expected based on the line-width
variability if the total luminosity is used (bottom panel).In contrast, providing a validation
of our constant continuum subtraction procedure, the variability amplitude of the nuclear
continuum is consistent with that expected from the line width, as we will further quantify
below.
In Figure 2.8, we compare measured luminosities and line widths in order to test whether
they obey the expected relationV 2 ∝ L−0.5. The continuum variation is shifted by the mea-
sured time lag, 4 days, to account for the time delay between th central engine and BLR
variations and then matched with the corresponding epochs of line-width variations. Note
that densely sampled light curves are required for this corre tion. As expected, the ob-
served correlation between total fluxL5100,t and line width is steeper than the theoretical
correlation. In contrast, the correlation between nuclearflux and line width is consistent
with the theoretical expectation. The best-fit slopes3 are−1.46±0.31 (with intrinsic scatter
0.05±0.01 dex) for FWHMHβ, and−1.09±0.15 (with intrinsic scatter 0. 2±0.01 dex) for
σHβ, which is consistent with the expected value of−1. The linear correlation coefficients
between the nuclear luminosity and the line widths are−0.86 for the line dispersion and
−0.77 for the FWHM, indicating the tighter inverse correlationf continuum luminosity
with the line dispersion than with the FWHM.
The agreement of the observed correlations with those expected for an ideal system is
remarkable, considering the many sources of noise in the obsrved velocity-luminosity rela-
tion. They include residual errors in the subtraction of thehost-galaxy starlight contribution
and the measurement uncertainties of line widths and luminosit es. The inverse correlation
3We used the Bayesian linear regression routinelinmix_err developed by Kelly (2007) in the NASA
IDL Astronomy User’s Library. This method is currently the most sophisticated regression technique, which
takes into account intrinsic scatter and nondetections as well as the measurement errors in both axes, generating
the random draws from posterior probability distribution of each parameter for the given data using MCMC
sampling. In this study, we take best-fit values and uncertainties of parameters as the median values and±1σ
standard deviation of 10, 00 random draws from corresponding posterior distributions.
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between line width and luminosity further corroborates theus of SE mass estimates (Pe-
terson & Wandel 1999, 2000; Kollatschny 2003; Peterson et al. 2004).
2.4.2 Uncertainties Due to Variability
Since the line width and continuum luminosity of an AGN vary as a function of time, mass
estimates from SE spectra may also vary. Owing to its stochasti nature, this variability can
be considered a source of random error in SE mass estimates. In this section, we quantify
this effect by comparing SE measurements with measurementsfrom the mean spectra.
The Effect of Line-Width Variability
We quantify the dispersion of the distribution of line-width measurements using all SE
spectra. This dispersion can be interpreted as a random error due to the combined effect of
variability and measurement errors. In Figure 2.9, we present the distributions of FWHMHβ
measurements from all SE spectra, after normalizing them bythe measurement from the
mean spectra. All SE values are normalized to the FWHM measurd from the mean spectra.
The standard deviation of the FWHM distributions ranges from 0.009 dex to 0.042 dex, with
an average of 0. 21±0.004 dex (∼5%) across all objects. Note that the standard deviation
includes the variability and the measurement error.
In Figure 2.10, we plot the distributions of line dispersionf r all objects. The dispersion
of distributions ranges from 0. 13 dex to 0.040 dex, with an average and rms of 0.023±
0.003 dex (∼5%) for the entire sample. SBS 1116 shows the broadest distribution; however,
part of this scatter can be attributed to the residual systematic in the red wing of Hβ due to
the bad pixels in the original spectra, as discussed previously.
By averaging the standard deviation of the distribution of the line-width measurements
for all 9 objects in the sample, we find that the uncertainty ofSE BH mass estimates due
to the line-width variation and measurement errors is on average 0.044 dex. Note that the
dispersion of the line-width distribution strongly depends on the variability. For example,
Arp 151 has the largest variability amplitude and also the largest variability in the line width.
This is expected if line flux correlates with BLR size and bothare connected to the BH
mass. Based on these results, we conclude that the typical unertainty of SE mass estimates
due to line-width variability is∼10%. However, as discussed below, this uncertainty is
partly cancelled out in the virial product by the inverse correlation with the variability of
the continuum.
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Figure 2.7 Time variations of the Hβ line width (top: FWHMHβ; upper middle: σHβ) and
the continuum luminosity at 5100 Å (lower middle: nuclear;bottom: total) of Arp 151. The
dashed lines represent the average values over the monitoring period. The rms dispersion
values are given in each panel.
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Figure 2.8 Test of SE mass estimates for Arp 151. Each filled circle represents SE mea-
surements after shifting luminosity measurements by the average lag of 4 days (left: total
luminosity; right: nuclear luminosity). Dashed lines represent the correlation L0.5 ∝ V −2
expected from the virial theorem and the size-luminosity relation, while solid lines are the
best-fit slopes. The values of best-fit slopes and its uncertainties are given in each panel.
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Figure 2.9 Distribution of the FWHMHβ measured from all SE spectra. Each FWHMβ
value is normalized to the FWHMHβ measured from the mean spectra. The average rms
dispersion of 9 objects is 0. 21±0.004 dex.
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Figure 2.10 Same as in Fig. 2.9, but forσHβ. The average rms dispersion of 9 objects is
0.023±0.003 dex.
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Figure 2.11 Distribution of nuclear luminosities measuredfrom single-epoch spectra (see
§2.3.2). Each luminosity value is normalized to the nuclearuminosity measured from the
mean spectra. The standard deviation of the distribution isgiven in each panel. The average
standard deviation of all 9 objects is 0.048±0.008 dex.
The Effect of Luminosity Variability
We now consider the effect of luminosity variability on SE mass estimates. In Figure 2.11,
we present the distributions of the nuclear luminosities at5100 Å, after normalizing them
by the nuclear luminosity measured from the mean spectra. The standard deviation of the
luminosity distributions ranges from 0.019 to 0.097 dex, with an average of 0.048±0.008
dex (∼12%), which can be treated as a random error of the continuum lminosity measured
from a SE spectrum due to the luminosity variability and measurement error.
Based on the empirical size-luminosity relation, the random errors of the luminosity
enter the uncertainty of the SE mass estimates as the square root (i.e., 0.024 dex). This is
somewhat smaller than the uncertainty of SE mass estimates due to the line-width variabil-
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ity, 0.044 dex, as determined in the previous section, indicating that the two do not cancel
each other exactly.
Combined Effect
Since the luminosity and the line width are inversely correlated asV 2 ∝ L−0.5, one may ex-
pect that the variability of luminosity and line width cancel out in the SE mass estimates.
However, the two effects may not compensate each other exactly, for a variety of reasons.
First, there is a time lag between continuum and emission-line variability. Second, variations
such as in the ionizing flux may indicate that the luminosity at 5100 Å traces the broad-line
size only approximately. In order to quantify the combined effect of the continuum lumi-
nosity and line-width variability, we thus investigate thedistribution of the virial product
L0.55100,n ×σ2Hβ as measured from SE spectra.
In Figure 2.12, we present the distribution of the SE virial products, normalized by the
virial product measured from the mean spectra. The standarddeviation of the distributions
can be treated as a random error due to the combined variability and measurement errors.
The average rms scatter (corresponding to a source of randommeasurement errors when
using the SE estimator) of the virial products is 0.052±0.006 dex when the line dispersion
(σHβ) is used, and 0. 49±0.006 dex when FWHMHβ is used.
In agreement with previous studies (Wilhite et al. 2007; Wooet al. 2007; Denney et al.
2009), these results suggest that BH masses based on SE spectra taken at different epochs
are consistent within∼ 0.05 dex (∼ 12%) uncertainty, negligible with respect to other
sources of uncertainty which are believed to add up to∼0.4–0.5 dex (see §5.1).
2.4.3 Systematic Difference between SE and Reverberation Masses
In order to assess the accuracy of the SE mass estimates, we need to compare the SE masses
with the masses determined from reverberation mapping. Setting aside potential differences
in the virial coefficient, there are two main sources of systematic uncertainties in SE mass
estimates. One is the potential difference of the line profile between SE spectra and the rms
spectra. The other is the systematic uncertainty of the size-luminosity relation. We postpone
discussion of the latter to a future paper when more accurateHST-based nuclear luminosities
will be available. Therefore, in this section we focus on thesystematic difference of the Hβ
line profile and derive new SE mass estimators recalibrated to account for the difference
found.
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Figure 2.12 Distribution of the SE virial product (V 2×L0.5) normalized to that of the mean
spectra. Hβ line dispersion is used for the velocity and the nuclear luminosity at 5100 Å,
corrected for the host galaxy, is used for the luminosity. The average rms dispersion of all 9
objects is 0.052±0.006 dex.
















































Figure 2.13 Comparison of the Hβ broad-line profiles in the mean (black) and rms (red)
spectra. In each panel, solid lines represent the data, while dotted lines represent the Gauss-
Hermite series fitting results. Each line profile is normalized by the maximum value of the
fit. Dashed vertical lines indicate the center of the Hβ line.
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Figure 2.14 Direct comparisons of line widths and their ratios, .e., FWHMHβ (left) andσHβ
(right), measured from SE (or mean) and rms spectra, as a function of line width. Average
offset is 0.07±0.03 dex for FWHMHβ and 0.10±0.04 dex forσHβ. Dashed lines indicate
an identity relation while solid lines are the best-fit result sing all objects (red), excluding
NGC 4253 (blue), or excluding NGC 5548 (brown) using bootstrap errors.
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Figure 2.15 Comparison of the virial products measured fromSE spectra and rms spectra.
Virial products are calculated using FWHMHβ (top) orσHβ (bottom). In addition to mea-
surements from each SE spectrum (crosses), we show those from the mean spectra (filled
circles). The average offset of all mean measurements is 0.201±0.075 (0.147±0.066) dex
whenσHβ (FWHMHβ) is used for the virial products.
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Comparing Line Profiles
In Figure 2.13 we compare the broad Hβ line profiles measured from the mean and rms
spectra after normalizing by the peak flux. Generally the Hβ line is broader in the mean
spectra than in the rms spectra, indicating that the variation is weaker in the line wings
than in the line core. It is worth noting that the observed offset cannot be explained by
the contamination of the narrow Hβ component or the FeII blends since we consistently
subtracted them in both the mean and rms spectra. To verify this we arbitrarily decreased
the amount of narrow component subtracted from the observedHβ profile, and found that
the large offsets between rms and mean spectra are virtuallyunchanged.
The broader line width in the mean spectra has been noted in previous reverberation
studies (e.g., Sergeev et al. 1999; Shapovalova et al. 2004). Collin et al. (2006) reported
that the line widths in the mean spectra were typically broader by ∼ 20% than those in
the rms spectra. Denney et al. (2010) also found that some objects in their reverberation
sample clearly showed narrower line widths in the rms spectra than in the mean spectra.
Several different and somewhat mutually exclusive explanatio s have been suggested for
this difference. For example, Shields et al. (1995) explained the systematic difference of the
line width as being due to the high-velocity gas in the inner BLR being optically thin to the
ionizing continuum and hence fully ionized. In this way, thelin wings have weak variability
and are suppressed in the rms spectra. In contrast, Korista &Goad (2004) suggested a
distance-dependent responsivity of optically thick clouds to explain the weak variability of
Balmer line wings.
We quantify the systematic offset in line width in Figure 2.14 by showing the ratios
of the line width measured from the mean (and SE) spectra to those measured from the
rms spectra as a function of line width. The average offset inFWHMHβ is 0.07±0.03 dex
(0.05±0.02 dex, if NGC 4253, the object with the narrowest line, is excluded). In the case
of line dispersion (σHβ), the offset is slightly larger, 0.10± 0.04 dex (0.07± 0.02 dex if
NGC 4253 is excluded). The larger offset of the line dispersion in comparison with FWHM
is consistent with there being mainly a difference between variability in the wings and in
the core.
There seems to be a systematic trend, in the sense that the offset becomes relatively
larger for the narrower line objects, but its origin is not clear. In particular, the narrow-line
Seyfert 1 galaxy NGC 4253 (Mrk 766) has the narrowest Hβ line in the sample and shows
the largest systematic difference. It is possible that the systematic difference for this partic-
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ular object with very narrow Hβ (FWHMHβ (rms)< 1000 km s−1) may be amplified due to
imperfect subtraction of the narrow component, the FeII blends, or starlight. However, the
trend is present even if we remove this object from the sample.
In order to correct for this potential bias, we derive a relation between Hβ line width as
measured from rms and SE spectra by fitting the trend as shown in Figure 2.14. Using the
linear regression routinelinmix_err (Kelly 2007), we fit the linear relationship in log-
scale using bootstrap errors determined in §3.3. We also determined the slope excluding the
narrowest-line object (NGC 4253) or the broadest-line object (NGC 5548) from the sample.
As shown in Figure 2.13, removing either NGC 4253 or NGC 5548 from the sample does
not significantly change the slope.
In addition, we fit the slope using a fixed error for all objects. Since the bootstrap errors
on the rms line widths are significantly different for each object owing to the different
quality and S/N ratios of individual single-epoch spectra,we assigned a fixed error, such as
20% on both axes, to test the effect of errors. The best-fit slope using a fixed error is slightly
shallower than that with bootstrap errors since the most offet object, NGC 4253 has a large
bootstrap error and consequently has smaller weight in the fitting process.
To secure a large dynamic range, we decided to use all 9 objects for the fit and adopt the
best-fit result using bootstrap errors. The adopted best fitsare expressed as
logFWHMHβ(rms) =−0.405(±0.051)+ 1.095(±0.015) logFWHMHβ(SE), (2.8)
logσHβ(rms) = −0.434(±0.060)+ 1.106(±0.019) logσHβ(SE). (2.9)
However, these fits should not be extrapolated to high-velocity bjects; otherwise, negative
bias will be introduced. Since our sample consists of relatively narrow-line Seyfert 1 galax-
ies, we recommend that readers use Eqs. 2.8 and 2.9 for objects with FWHMHβ,SE< 3,000
km s−1 andσHβ,SE< 2,000 km s−1, respectively.
Systematic Offset of Mass Estimates
The systematically broader line width in SE spectra would result in overestimates of SE
masses if unaccounted for. In Figure 2.15 we plot the ratio ofthe SE virial product (VP)
with respect to the virial product based on the reverberation studies as a function of the virial
product. Note that to demonstrate the effect of the systematic difference between SE and rms
spectra, we simply used the measuredRBLR for all SE virial products, instead of usingL5100
and the size-luminosity relation. As expected, virial products exhibit a biased systematic
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trend. The average offset of all SE measurements is 0.152±0.009 dex when FWHM is used
in the virial product (top), and 0.204±0.011 dex for theσHβ-based virial product (bottom).
The average offset of all measurements based on mean spectrais 0.147± 0.066 (0.201±
0.075) dex when FWHMHβ (σHβ) is used in the virial product. To avoid potential biases
from the narrowest-line object, we recalculate the averageoffs t after removing NGC 4253.
The average offset of all SE measurements is now 0.093±0.006 dex and 0.135±0.007 dex
for FWHMHβ andσHβ, respectively. When the measurements from mean spectra areused in
comparison, the average offsets are 0.092±0.040 dex and 0.136±0.043 dex for FWHMHβ
andσHβ, respectively. Thus, the SE BH masses of broad-line AGNs with virial products in
the range∼105−7 M⊙ can be overestimated by∼25–35% if the same recipe used for rms
spectra is adopted.
These results are similar to the findings by Collin et al. (2006), who investigated the
systematic offset of virial product estimates between rms and mean spectra using a differ-
ent sample of reverberation mapping measurements. Although it is not straightforward to
directly compare their results with ours since the methods of generating rms spectra and
measuring line widths are substantially different, the similar systematic offset between SE
and reverberation masses clearly demonstrates the importance of calibrating SE masses.
Comparing FWHM Hβ and σHβ
We compare FWHMHβ and σHβ in Figure 2.15. As previously noticed in other studies
(e.g., Collin et al. 2006; McGill et al. 2008), the shape of the Hβ line is different from a
Gaussian profile, for which FWHMHβ/σHβ is expected to be 2.35. As shown in Figure 2.16,
narrower lines tend to have stronger wings leading to a lowerFWHMHβ/σHβ ratio, while
broader lines are more core dominated with a higher FWHMHβ/σHβ ratio. These results are
consistent with those of previous studies, although our sample is composed of objects with
narrower lines than previously studied.
The best-fit correlation based on the rms spectra is
logσHβ(rms) = 0.401(±0.395)+ 0.792(±0.117) logFWHMHβ(rms). (2.10)
In the case of measurements from the SE spectra, the best fit isexpressed as
logσHβ(SE) = 0.567(±0.027)+ 0.753(±0.008) logFWHMHβ(SE). (2.11)
We note that these results are somewhat limited by the small dynamic range of our sample
and the lack of objects with FWHM> 3000 km s−1. Further analysis with broader line
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Figure 2.16 Comparisons of FWHMHβ andσHβ, using measurements from rms spectra
(top) and SE spectra (bottom). The dashed line indicates an identity relationship while the
dotted line represents the Gaussian profile, i.e., FWHMHβ/σHβ = 2.35. The red solid line
shows the best-fit relation.
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objects is required. However, in the case of broader line objcts in the literature, we do not
have consistently measured line widths from rms spectra as described in §3.3. Nevertheless,
we will use this fit to convert FWHMHβ to σHβ in §4.3.4.
Line-Width Dependent Mass Estimators
In order to avoid potential systematic biases in SE spectra,we derive line-width dependent
mass estimators, using the best-fit relations derived above(see Fig. 2.14). As a reference,
we use the mass estimator normalized for the virial product from rms spectra (reverbera-
tion results) using the virial factor logf = 0.72 determined from theMBH −σ∗ relation of
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As in the case of Eq. 2.9, we recommend readers use Eq. 2.13 forAGNs withσHβ< 2,000
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which is almost identical to Eq. 2.15. For a consistency check, we compared the SE masses
estimated from Eq. 2.15 with those from Eq. 2.16. They are consistent within∼1%, indicat-
ing that Eq. 15 and 16 are essentially equivalent. As in the cas of Eq. 2.8, for AGNs with
FWHMHβ< 3,000 km s−1 we recommend readers use Eq. 2.16 instead of Eq. 2.15, since
the SE masses derived from Eq. 16 are slightly more consistent with the masses determined
from Eqs. 12 and 14.
The BH masses derived from the new mass estimators are consistent with each other
within a∼2% offset, indicating that the systematic difference in thelin widths between SE
and rms spectra is well calibrated. In contrast, the∼0.2 dex scatter between various mass
estimators reflects a lower limit to the uncertainties of ourline-width dependent calibrations.
In a sense, these new estimators can be thought of as introducing a line-width dependent
virial factor to correct for the systematic difference of the geometry and kinematics of the
gas contributing to the SE line profile and that contributingto the rms spectra. Regardless
of the physical interpretation, these new recipes ensure that mass estimates from SE spectra
and rms spectra can be properly compared.
2.5 Discussion and Conclusions
2.5.1 Random Uncertainty
We investigated the precision and accuracy of BH mass estimates b sed on SE spectra, using
the homogeneous and high-quality spectroscopic monitoring of 9 local Seyfert 1 galaxies
obtained as part of the LAMP project. We find that the uncertainty of SE mass estimates
due to the AGN variability is∼ 0.05 dex (∼12%). Our result is slightly less than that of
Denney et al. (2009), who reported∼ 0.1 dex random error due to the variability based on
the investigation of Seyfert 1 galaxy NGC 5548 using data covering∼10 years. For higher
luminosity AGNs, the uncertainty due to variability can be smaller since the amplitude of
variability inversely correlates with the luminosity (e.g., Cristiani et al. 1997). For exam-
ple, by comparing SE spectra with mean spectra averaged over∼10 multi-epoch data of 8
moderate-luminosity AGN, Woo et al. (2007) reported that intrinsic FWHM variation of the
Hβ line is∼7%, resulting in∼15% random error in mass estimates.
In addition to the uncertainty related to variability, the total random uncertainty of SE
mass estimators includes the uncertainty in the virial factor, and the scatter of the size-
luminosity relation. The scatter of the AGNMBH −σ∗ relation (Woo et al. 2010) provides
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an upper limit to the random object-to-object scatter in thevirial factor of 0.43 dex. By
adding 0.1 dex due to variability and 0.13 dex scatter from the size-luminosity relation in
quadrature (assuming they are uncorrelated), the upper limit of the overall uncertainty of
SE mass estimates is found to be 0.46 dex. This is consistent with he uncertainty of 0.4–
0.5 dex estimated by Vestergaard & Peterson (2006). If we assume more realistically that
0.3 dex of the scatter in theMBH −σ∗ relation measured by Woo et al. (2010) is intrinsic
scatter (e.g., Gültekin et al. 2010) and not due to uncertainties in the virial coefficient, then
the uncertainty of the virial factor becomes 0.31 dex, resulting in an overall uncertainty of
∼0.35 dex in SE mass estimates. More direct measurements of the virial coefficient (e.g.,
Davies et al. 2006; Onken et al. 2007; Hicks & Malkan 2008; Brewer et al. 2011) are needed
to break this degeneracy.
Note that measurement errors in the line width and continuuml minosity are negligible
in our study owing to the high quality of the data. However, often such high-quality data
are not available, and measurement errors of the line width in particular can be a significant
contribution to the total error budget. For example, Woo et al. (2007) estimated the propa-
gated uncertainty in the SE mass estimates due to the FWHM measurement errors as 0.11
dex (30%) based on spectra with a S/N of 10–15. Therefore, theestimated overall uncer-
tainty of∼0.35 dex should be taken as a lower limit for typical SE mass estimates based on
optical spectra such as those from the Sloan Digital Sky Survey.
2.5.2 Difference in Line Profile between SE and RMS spectra
We confirmed that the Hβ line width measured from a mean or SE spectrum is system-
atically larger than that measured from an rms spectrum. Thesystematic difference corre-
sponds to an average difference in virial product of∼0.15–0.20 dex. However, the average
difference is dominated by the narrowest line objects in thesample, with a decreasing trend
toward broader line objects as shown in Fig. 2.15 (cf., Collin et al. 2006). These results indi-
cate that for narrow-line AGNs (FWHMHβ < 3000 km s−1), BH masses based on SE spectra
can be overestimated by∼25–35% if standard recipes are used. In order to correct for the
systematic difference of the line profile, we derive new empirically calibrated line-width
dependent SE mass estimators.
It is important to notice that line-width measurements fromrms spectra can also be sys-
tematically biased by residuals of narrow-line components, FeII , and host-galaxy starlight.
Fluctuations of these components can generate signatures in the rms spectra, resulting in
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Figure 2.17 Comparison of FWHMHβ (left) andσHβ measurements (right) based on the
new methods (this work) and the previous traditional methods (Bentz et al. 2009c), using
the mean (top) and rms spectra (bottom). The average differenc of the Hβ line widths
between two methods is relatively small. However, the largescatter (12–19%) indicates that
the contribution from individual effects, e.g., subtraction of starlight, FeII , or HeII varies
on an object-by-object basis.
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a biased line profile and an improper continuum fit. We have demonstrated several new
strategies to mitigate these effects. First, we adopt two robust methods to derive rms spectra
— using S/N weights and adopting a maximum likelihood approach — that minimize the
contamination of low-S/N spectra when there is a large rangei S/N. Second, we subtract
FeII and host-galaxy starlight based on spectral decompositionanalysis of each individual-
epoch spectrum before making the rms and mean spectra. Thesenew methods substantially
improve the quality of rms spectra in measuring the width of the Hβ line for AGNs with
strong starlight, FeII , or blended HeII . Especially in these cases we recommend the new
methods as an useful alternative to the traditional simple methods in future reverberation
mapping studies (and possibly to revisit previous studies).
The new methods introduced here differ from previous ones. The overall goal is to ac-
count for systematic uncertainties and correct for biases stemming from known effects such
as stellar line contamination. However, it is possible thatey might introduce biases due to
unknown systematics, especially when directly compared toother measurements obtained
with previous techniques. An absolute comparison would requi a third way to measure
the same quantities (e.g., BH mass); however, we can estimate any differential bias by com-
paring our measurements to those given by Bentz et al. (2009c) using traditional methods.
On average,σHβ measured with our new methods increases by 7±6% and FWHMHβ in-
creases by 9± 4% (see Fig. 2.17), suggesting that the systematic uncertainties due to the
new methods is lower than 10%, although we assume the differenc is entirely caused by
the systematic uncertainty of the new scheme.
The average small difference between our new measurements and those of Bentz et
al. (2009c) is due to the fact that various effects, e.g., S/Nweighting, prior subtraction of
host galaxy starlight and blended emission lines, line profile fitting, and removal of narrow
Hβ, are mixed together and canceled out for individual objects. For example, if we sepa-
rate the effect of host galaxy starlight, the difference of the line dispersion measurements
with/without removal of host galaxy starlight is much larger than the average difference
between Bentz et al. (2009c) and ours (see §3.3.2). The 10-20% rms scatter between pre-
vious (Bentz et al. 2009c) and new measurements indicates that the contribution of each
effect varies on an object-by-object basis (see Fig. 2.17).The new methods are useful for
reducing the uncertianites of individual BH masses due to those various effects, and bet-
ter constraining the intrinsic scatter of theMBH −σ∗ relation (e.g., Woo et al. 2010). When
other systematic uncertainites, i.e., the virial coefficient, can be constrained and reduced in
the future, the new methods will become more important for BHmass determination.
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From the point of view of interpretation, the systematically narrower line width in the
rms spectra can be explained by the photoionization calculations of Korista & Goad (2004),
which predict that high-velocity gas in the inner BLR has lower responsivity, leading to
lower variability of the line wings and therefore a narrowerprofile in the rms spectrum.
However, it is not clear why the effect should be stronger forthe narrower line AGNs.
Further investigations are required to reveal the nature ofthis systematic trend. We conclude
by noting that our study is limited to relatively low luminosity and narrow line width (and
hence small BH mass) AGNs. In future work we plan to expand ourstudy to cover a larger
dynamic range in luminosity and line width.
2.5.3 Implications for the Evolution of BH Host-Galaxy Scaling Relations
Virtually all observational studies of the evolution of theBH host-galaxy scaling relations
over cosmic time are based on SE mass estimates. Evolutionary trends are generally es-
tablished by comparing measurement of distant samples (based on SE BH mass estimates)
with the local scaling relations. The latter can be determined either based on SE BH mass
estimates, or on reverberation BH mass estimates, or on spatially resolved kinematics. In
the case of comparison between SE mass estimates at high redshift and mass estimates of
local objects based on different methods, it is essential that the mass estimates be properly
calibrated. For example, the positive bias of Hβ line width of SE spectra compared to the
rms spectra could lead to overestimation of BH masses for distant samples, if compared
with local samples based on rms spectra.
However, as shown in Figures 2.13 and 2.14, this bias is only significant for the nar-
rower line objects with BH mass< 107 M⊙). Typically, high-redshift studies such as those
by Bennert et al. (2010) and Merloni et al. (2010) focus on higher mass BHs, where the bias
is believed to be negligible. We note that one could completely eliminate this bias by com-
paring distant and local BH mass estimates based entirely onself-consistent SE BH mass
estimates (Woo et al. 2008;Bennert et al. 2011a,b). Even the, of course, one must keep
in mind the differential nature of the measurement. For example, the slope inferred for the
local scaling relations based on SE spectra (e.g., Greene & Ho 2006) may be biased with
respect to the true slope if the mass estimator is biased at low masses, and yet one may still
infer the correct evolution even for low masses if the bias does not change with redshift.
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Chapter 3
Recalibration of the virial factor and
MBH −σ∗ relation for local active
galaxies
(This chapter is published in The Astrophysical Journal Supplement Series1.)
3.1 Introduction
Supermassive black holes (SMBHs) are thought to be ubiquitous in the centers of virtually
all massive galaxies (e.g., Kormendy & Richstone 1995; Richstone et al. 1998; Ferrarese &
Ford 2005). The close connection of black hole growth to galaxy evolution is inferred from
the discovery of tight correlations between the masses of SMBHs (MBH) and the global
properties of host galaxies, such as the stellar velocity dispersion (σ∗; Ferraresse & Merritt
2000; Gebhardt et al. 2000) bulge luminosity (Lbul; Magorrian et al. 1998; Marconi & Hunt
2003), and bulge mass (Mbul; Häring & Rix 2004). The origin of these connections has
been investigated in theoretical studies of galaxy evolutin either through the introduction
of active galactic nucleus (AGN) feedback (e.g., Kauffmann& Haehnelt 2000; Di Matteo et
al. 2005; Croton et al. 2006; Hopkins et al. 2006; Bower et al.2006; Somerville et al. 2008;
Booth & Schaye 2009) or as simply being the result of a hierarchical merging framework
(e.g., Peng 2007; Hirschmann et al. 2010; Janke & Maccio 2011). The interplay between
1Park et al. 2012, ApJS, 203, 6
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the black holes and galaxies is now one of the basic ingredients n our understanding of
galaxy formation and evolution.
In order to better understand the origin and evolution of theSMBH-host galaxy connec-
tion, AGN demographics, and the growth of the SMBHs through cosmic time, an accurate
and precise measurement of black hole mass is essential. Stellar/gas dynamical modeling
is commonly used to measure the black hole masses in quiescent galaxies. However, this
technique requires high spatial resolution to resolve the sphere-of-influence of the black
hole, thereby limiting it to the local universe. In active galaxies, the black hole mass can be
determined by utilizing AGN variability. The reverberation mapping technique (Blandford
& McKee 1982; Peterson 1993) has been used to estimate the mean size of the broad line
region (BLR,RBLR) by cross-correlating the continuum light curve with the broad emis-
sion line light curve. CombiningRBLR with the line-of-sight velocity width (∆V ) measured
from the variable component of the broad emission line provides a virial black hole mass
estimate asMBH ≡ f∆V 2RBLR/G, whereG is the gravitational constant andf is the virial
factor that converts the measured virial product into the actual black hole mass. This tech-
nique is also limited to around 50 AGNs to date since it requires extensive photometric and
spectroscopic monitoring observations. This technique has established the empirical size-
luminosity relation (Wandel et al. 1999; Kaspi et al. 2000; Bentz et al. 2006a, 2009a), which
is the basis for the single-epoch (SE) method. In the SE method, one simply substitutes the
time-consuming BLR size measurement with AGN luminosity using the size-luminosity re-
lation. This therefore provides estimates of black hole masses for broad line AGNs from a
single spectroscopic observation, thus expanding the sample size substantially at any red-
shift. However, both methods suffer from the large uncertainty stemming from the unknown
virial factor (see Park et al. 2012), which depends on the geometry and kinematics of BLR
of individual AGNs.
Instead, an empirically calibrated average virial factor has been applied to most AGN
black hole mass estimates, except for only a few objects where dynamical mass measure-
ments can be obtained (e.g., Davies et al. 2006; Onken et al. 2007; Hicks & Malkan 2008).
The first calibration of the virial factor was performed by Onke et al. (2004). They derived
〈 f 〉 = 5.5± 1.8 based on a sample of 14 AGNs, for which both reverberation masses and
stellar velocity dispersions were available, by forcing the AGN host galaxies to obey the
sameMBH −σ∗ relationship as for quiescent galaxies. By enlarging the dynamical range of
the AGN sample, Woo et al. (2010) determined the virial factor as log〈 f 〉 = 0.72+0.09−0.10 (i.e.,
〈 f 〉 = 5.2± 1.2) based on an updated reverberation sample of 24 AGNs, whichincluded
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8 low-mass local Seyfert 1 galaxies from the Lick AGN Monitoring project (Bentz et al.
2009b). They provided the upper limit of uncertainty in the derived virial factor as 0.43
dex based on the intrinsic scatter in the relation. In contrast, Graham et al. (2011) reported
〈 f 〉 = 2.8+0.7−0.5, based on their updatedMBH −σ∗ relation of quiescent galaxies, and an upated
AGN sample, which is a factor of 2 smaller than the aforementioned values. Graham et al.
(2011) commented that the value of〈 f 〉 might be even further lowered due to the effect of
radiation pressure (see Marconi et al. 2008). This correspondingly reduces the black hole
mass estimates for most AGNs by that amount, influencing all of the studies incorporating
single-epoch AGN black hole masses. Thus it is important to investigate the origin of this
difference and check for possible biases in the calibrationpr cess.
Since the derivedMBH −σ∗ relation of quiescent galaxies is used to calibrate the virial
factor in AGN mass estimators, under the assumption that thesameMBH −σ∗ relation holds
for AGN host galaxies, it is important to investigate the differences in theMBH −σ∗ relations
of quiescent galaxies reported in the literature, and to study heir effect on the derived virial
factors. Originally the slopes of theMBH −σ∗ relation reported by Ferrarese & Merritt (2000)
and Gebhardt et al. (2000) were 4.8±0.5 and 3.75±0.3 based on 12 and 26 galaxy samples,
respectively. After that, various slopes have been reported in the literature, ranging from
3.68 to 5.95. Although the slopes are roughly consistent with the theoretical expectations
of M ∝ σ5 (Silk & Rees 1998) andM ∝ σ4 (Fabian 1999), their difference and change
are noteworthy. The possible origin of the difference in slopes has been investigated in the
literature. The related factors are: (1) the type of regression method adopted (Tremaine et
al. 2002; Novak et al. 2006; see Kelly 2007 for general applications of regression), (2)
the size of the assigned uncertainty on the velocity dispersion (Merritt & Ferrarese 2001;
Tremaine et al. 2002), (3) the velocity dispersion measuress d (Tremaine et al. 2002),
(4) the adopted value of velocity dispersion for the Milky Way (Merritt & Ferrarese 2001;
Tremaine et al. 2002), (5) the spatial resolution of the datafor the resolved BH sphere-of-
influence (Ferrarese & Ford 2005; see also Gültekin et al. 2009, 2 11; Batcheldor 2010) (6)
the morphological type of the sample used (Hu 2008; Graham 2008; Gültekin et al. 2009;
Greene et al. 2010; Graham et al. 2011).
To understand the origin of the differences in the derivedMBH −σ∗ relationships, we in-
vestigate in this work 3 main issues: the difference in samples, the difference in regression
methods, and the direction of the regression analysis. Recently, with new measurements and
improved modeling the number of dynamical mass measurements is continuously growing
both at the high-mass and low-mass end regimes. To date, a total of 67 black hole masses in
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quiescent galaxies has been measured via stellar/gas/maser kinematics (see the most recent
compilation from McConnell et al. 2011 and references therein). Therefore, it is presently a
good time to investigate what effect the difference in samples has on the derivedMBH −σ∗ re-
lation using the largest sample ever. In addition, various estimators have been used for the
regression analysis in the black hole scaling relation studies: FITEXY (e.g., Tremaine et
al. 2002, Novak et al. 2006, Kim et al. 2008, Li et al. 2011, Beifiori et al. 2012, Vika et
al. 2012, McConnell et al. 2011),BCES (e.g., Ferrarese & Merritt 2000, Ferrarese & Ford
2005, Hu 2008, Bentz et al. 2009a, Bennert et al. 2010, Grahamet al. 2011),Maximum
likelihood (e.g., Gültekin et al. 2009, Greene et al. 2010, Schulze & Gebhardt 2011),
Bayesian approach (linmix_err) (e.g., Sani et al. 2011, Xiao et al. 2011, Mancini &
Feoli 2012). Thus, in order to investigate the difference inthe derived scaling relationships
caused by the sample selection, it is important to investigate differences between the estima-
tors for theMBH −σ∗ relation analysis. Finally, adopting the choice of independent variable
is another issue for determining theMBH −σ∗ relation. Motivated by the suggestion by Gra-
ham et al. (2011) to use the ‘inverse’ fit to calibrate the single-epoch AGN mass estimates,
we present results based on both of the forward and inverse regr ssions.
This chapter is organized as follows. In the next section, wedescribe the most commonly
used regression methods in astronomy with their explicit imple entations. In Section 3.3,
we re-measure theMBH −σ∗ relation using 3 different samples from the literature and inves-
tigate the difference due to the regression methods and samples. In Section 3.4 we present
our main result for the calibrated virial factors and discuss the difference based on the re-
gression methods and samples. The difference from the direction of regression is discussed
in Section 3.5. Finally, we summarize and conclude in Section 5.5.
3.2 Linear regression techniques
Linear regression methods2 in astronomy were exhaustively discussed in the pioneering
paper, Isobe et al. (1990). They provided formulae for 5 unweight d bivariate linear re-
gression coefficients with their error estimates, and recommended the bisector line for the
case of treating the variables symmetrically. The second paper in the series, Feigelson &
Babu (1992), extended their work by accommodating bootstrap and jackknife resampling
procedures for error estimation, weighted regression, andtruncated/censored regressions.
In addition, they suggested practical strategies for linear r gression problems in astronomy.
2For recent reviews, please see Hogg et al. (2010) and Caimmi (2011a,b).
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TheBCES estimator (Bivariate Correlated Errors and intrinsic Scatter) was proposed
by Akritas & Bershady (1996) in order to incorporate, heteroscedastic measurement errors,
intrinsic scatter, and correlation in the measurement errors. The method of minimizing a
χ2 statistic (FITEXY), which account for measurement error in both the dependentand
independent variable, was modified by Tremaine et al. (2002)to incorporate intrinsic scatter.
They added the unknown constant intrinsic variance term in quadrature to the error of the
dependent variable and determined it so that the reducedχ2 is equal to a value of unity.
Based on the Monte Carlo simulations performed by Tremaine et al. (2002) and Novak et
al. (2006), they concluded that the modifiedFITEXY is a better estimator than theBCES.
In particular, Tremaine et al. (2002) concluded that theBCES tends to be biased when the
sample size is small or the mean square of the x errors is comparable to the variance of x
distribution, and that it becomes inefficient when there is asingle measurement with much
larger error than others.
Kelly (2007) developed a sophisticated Bayesian linear regession technique, termed
linmix_err. It accounts for intrinsic scatter in the relationship, heteroscedastic measure-
ment errors in both the independent and dependent variables, and correlation between the
measurement errors. This method uses a Gaussian mixture modl for the distribution of
independent variables, which is shown to work well particularly when the measurement
errors are large by avoiding the bias incorporated if the choice f x-distribution model is
incorrect (also noted in Auger et al. 2010). The method assume that the measurement er-
rors and intrinsic scatter are Gaussian, and it accommodates multiple independent variables,
nondetections, and selection effects.
Recently, Gültekin et al. (2009) applied am ximum likelihood method to deter-
mine theM −σ andM − L relations by naturally incorporating an intrinsic scatterand upper
limits. They also extensively investigated the distributional forms for the measurement er-
ror and intrinsic scatter. However, they did not include a model for the distribution of the
independent variable, but instead used Monte Carlo sampling to assess the impact of the
measurement errors in the independent variable on the parameter estimates.
To sum up, the four methods for linear regression that have been used to characterize
the black hole/host galaxy scaling relationships are: (1)BCES (Akritas & Bershady 1996),
(2) FITEXY (Tremaine et al. 2002), (3)Maximum likelihood (Gültekin et al. 2009),
(4) LINMIX_ERR (Kelly 2007). In this section we explicitly show our implementation and
usage of each method. We assume the model ofy = α+βx in the following analysis.
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3.2.1 BCES estimator






α = 〈y〉−β 〈x〉 , (3.2)
where cov(x,y) is the covariance ofx andy, σx is the standard deviation of the measurement
error (i.e., standard measurement error) inx, var(x) is the variance ofx, andσxy is the co-
variance between the measurement errors inx a dy. The intrinsic variance (i.e., variance in













The uncertainties in the parameters can be estimated with the bootstrap or using analytical
estimates given in Akritas & Bershady (1996). In this work weassumeσxy = 0 (i.e., uncor-
related measurement errors), as most values ofx andy in theMBH −σ∗ samples were inde-
pendently measured and the covariances between the measurement rrors are not provided
in the literature. Thus, simply assuming the zero covariance seems to be more reasonable
for these very heterogeneously collectedMBH −σ∗ samples. In addition, there is no result in-
corporating the correlated measurement errors (i.e.,σxy) to MBH −σ∗ fitting in the literature
at least to our knowledge. Thus, to compare consistently with the results from the literature
we here setσxy = 0.
3.2.2 FITEXY estimator
TheFITEXY (Press et al. 1992), modified by Tremaine et al. (2002), is imple ented in
our work in IDL using thempfit (Markwardt 2009) Levenberg-Marquardt least-squares
minimization routine. Note that our implementation is basic lly similar to that given in
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whereα andβ are the regression coefficients,σx andσy are the standard deviation in the
measurement errors, andσ2int is the intrinsic variance. The value ofσint is iteratively adjusted
as an effective additionaly error by repeating the fit until one obtainsχ2/(N − 2) = 1 (i.e.,
following the suggested iterative procedure given in Bedregal t al. 2006 and Bamford et al.
2006). If after the initial iteration the reducedχ2 is less than one, then no further iterations
occur and one setsσint = 0. We estimate uncertainties in the regression parameterswith the
bootstrap method.
3.2.3 Maximum Likelihood estimator
The method ofmaximum likelihood is implemented similarly as given in Gültekin
et al. (2009) (see also Woo et al. 2010). Under the assumptions of uncorrelated Gaussian
measurement errors in both coordinates and Gaussian intrins c scatter alongy, the Gaussian






















Note that this likelihood function implicitly assumes thatthe independent variable is uni-

























This likelihood approach is more complete than theχ2 method given in Equation (3.4) in
a sense that it includes the intrinsic variance term in both the normalization and exponent
of the likelihood function, and determines it simultaneously with the other regression co-
efficients. To estimate the best-fit parameters of (α,β,σint) using the maximum likelihood
estimate (MLE), we minimize−2lnL using the downhill simplex method implemented as
AMOEBA (Press et al. 1992) in IDL. Then we adopt uncertainties in parameters as the aver-
age difference where lnL decreases from its maximum value by 0.5. We also estimate the
parameter errors using the bootstrap method.
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3.2.4 Bayesian estimator (linmix_err)
The Bayesian linear regression routine,linmix_err, developed by Kelly (2007) is avail-
able from the NASA IDL astronomy user’s library4. Here we briefly summarize the method.
For details, please refer to Kelly (2007).
This method assumes Gaussian intrinsic scatter, Gaussian me surement errors, and a
weighted sum ofK Gaussian functions for the distribution of the independentvariable. The
choice of a Gaussian mixture model was motivated in that it can not only approximate well
various intrinsic distributions of the independent variable, but it is also a mathematically
convenient conjugate family. The full measured data likelihood function is expressed as a

















































In order to calculate the posterior probability distribution of the model parameters for the
given measured data, it adopts uniform prior distributionsthe regression parameters
(α,β,σ2int). It also adopt a Dirichlet, normal, and scaled inverse-χ
2 prior on the mixture
model parameters (πk,µk, τ2k ), respectively. The data is ‘fit’ using a Markov Chain Monte
Carlo (MCMC) sampler. For each regression parameter, we take the best-fit value and un-
certainty as the posterior median and posterior standard deviation from the marginal poste-
rior distributions using the 100,000 random draws returnedby the MCMC sampler. Note
that the likelihood function given in Equation (3.8) converg s to that of themaximum
likelihood method given in Equation (3.5) if the distribution for the independent vari-
able is assumed to be uniform rather than a mixture of normalsand the measurement errors
are uncorrelated.
4http://idlastro.gsfc.nasa.gov/
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As an illustration, we also used the likelihood function in the case of a single Gaussian
model (K = 1,πk = 1) for the distribution of independent variable with uncorrelated mea-
surement errors (σxy,i = 0). For comparison with the procedure assuming a uniform intrinsic
distribution (MLE) given in Section 3.2.3, we compute the maximum likelihood estimate
(i.e., MLE1G) utilizing the likelihood function derived from assuming the distribution of
independent variable is a Gaussian.
In the following sections, we determine theα,β, andσint parameters with the corre-
sponding error estimates for theMBH −σ∗ relation using each regression technique described
above.
3.3 TheMBH −σ∗ relations
TheMBH −σ∗ relation is generally expressed as the log-linear form,
log(MBH/M⊙) = α+β log(σ∗/200 km s−1). (3.12)
Here y = log(MBH/M⊙) and x = log(σ∗/200 km s−1). We assume that the measurement
errors in the logarithms of mass and stellar velocity disperion are symmetric by taking










/2. Following Graham et al., for their data we assume that the mea-
surement errors on the logarithm of mass are symmetric by taking the average of upper and









/ (MBH ln10). The measurement errors in the logarithm of the






/ (σ∗ ln10). However, note that this choice of error
bars does not significantly affect our results.
3.3.1 Re-measuring the relation with four methods
In this section we consistently re-derive theMBH −σ∗ relation using three literature sam-
ples to check our implementation of the fitting methods. Figure 3.1 shows the re-estimated
MBH −σ∗ relations of the data from Gültekin et al. 2009 (top), McConnell et al. 2011 (mid-
dle), and Graham et al. 2011 (bottom) using the various methods described in the previous
section. We also include the ordinary least squares (hereaft OLS) line as a reference. For
the sample of 49 galaxies without upper limits from Table 1 inGültekin et al. (2009), we also
follow the same fitting scheme of their maximum likelihood estimator, which is slightly dif-
ferent to the method described in Section 3.2.3. Using the Gültekin et al. (2009) procedure,
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Figure 3.1 TheMBH − σ∗ relations using each dataset from Gültekin et al. 2009 (top),
McConnell et al. 2011 (middle), and Graham et al. 2011 (bottom). Each regression line is
derived from five different methods (see the text and Table 3.1). The sample distributions
for the logarithms of black hole masses and stellar velocitydispersions are shown in the
right side and top side of each panel as grey histograms. The non-overlapping sample in
between the McConnell and Graham data are marked with a filleddot inside open circles.
Note that the common sample has 50 galaxies. The barred galaxies are marked with an open
square enclosing open circles.
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Table 3.1. Re-estimation of Parameters for theMBH −σ∗ Relation of Quiescent Galaxy
Samples: log(MBH/M⊙) = α+β log(σ∗/200 km s−1)
Method Forward regression Inverse regressiona
α β σint α = −αinv/βinv β = 1/βinv σint = σint,inv/βinv
Gültekin et al. (2009) Sampleb
OLS 8.18±0.06 3.91±0.28 · · · 8.21±0.07 5.60±0.68 · · ·
MLE 8.19±0.06 3.97±0.31 0.39±0.06 8.22±0.07 5.61±0.70 0.47±0.08
BCES 8.18±0.06 4.01±0.32 0.38±0.07 8.20±0.07 5.27±0.70 0.43±0.10
FITEXY 8.19±0.06 4.06±0.32 0.39±0.06 8.21±0.07 5.35±0.66 0.45±0.09
Bayesian 8.19±0.07 4.04±0.40 0.42±0.05 8.21±0.08 5.44±0.56 0.49±0.09
McConnell et al. (2011) Samplec
OLS 8.27±0.06 4.87±0.37 · · · 8.33±0.06 6.55±0.50 · · ·
MLE 8.28±0.06 4.92±0.34 0.41±0.05 8.33±0.06 6.43±0.51 0.47±0.06
BCES 8.28±0.06 5.06±0.41 0.43±0.05 8.33±0.06 6.36±0.51 0.48±0.07
FITEXY 8.28±0.06 5.07±0.36 0.43±0.05 8.32±0.06 6.29±0.49 0.47±0.06
Bayesian 8.27±0.06 5.06±0.36 0.44±0.05 8.32±0.07 6.31±0.46 0.49±0.07
Graham et al. (2011) Sample
OLS 8.13±0.05 4.75±0.29 · · · 8.16±0.06 6.22±0.46 · · ·
MLE 8.14±0.05 4.72±0.29 0.30±0.04 8.17±0.06 6.06±0.46 0.33±0.05
BCES 8.13±0.05 5.13±0.35 0.31±0.04 8.15±0.06 5.95±0.45 0.34±0.05
FITEXY 8.15±0.05 5.08±0.34 0.31±0.04 8.16±0.05 5.84±0.42 0.33±0.05
Bayesian 8.15±0.05 5.08±0.36 0.31±0.05 8.17±0.06 5.85±0.42 0.34±0.06
Note. — Forward regression=fit logMBH on logσ∗; Inverse regression=fit logσ∗ on logMBH;
OLS=Ordinary Least Squares; MLE=Maximum Likelihood Estimates; BCES=estimator of Akritas & Ber-
shady (1996); FITEXY=estimator of Tremaine et al. (2002); Bayesian=Bayesian posterior median estimates
usinglinmix_err procedure of Kelly (2007).
aInverse regression and its results will be discussed in Section 3.5.
bWe used 49 galaxies listed in Table 1 in Gültekin et al. (2009)without upper limits for comparison with
other samples. For the MLE estimate, we also estimate the parameters using the same likelihood function
and error estimation method given in Gültekin et al. (2009).The result is (α,β,σint) = (8.18±0.06,3.97±
0.39,0.42±0.05). Note that there are two different mass measurements forNGC 1399 and NGC 5128.
cWe used all of the 67 galaxies listed in Table 4 in McConnell etal. (2011), while they used only 65.
We found that there is a typo in theMBH of NGC 1023 in their Table 4. Thus we corrected the value from
14.6×107 to 4.6×107. Note that there are two different mass measurements for theNGC 1399 and for the
NGC 5128. Following their scheme, if we apply half weights for them, then we get the same result with that
of McConnell et al. (2011), i.e., (α,β,σint) = (8.28±0.06,5.13±0.34,0.42±0.05) for the FITEXY estimate.
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we first perform the fit without accounting for the measurement errors in the independent
variables. Then, we incorporate the effects of measurementerrors inx into the parameter
uncertainties by adding in quadrature the standard deviations estimated from the Monte
Carlo fitting results for 104 realizations of the independent variables. Recently, McConnell
et al. (2011) have updated the compiled sample of 49 galaxiesfrom Gültekin et al. (2009)
by including new black hole mass measurements and revising earlier black hole masses
based on improved stellar orbit modeling, which accounts for dark matter halos (Gebhardt
& Thomas 2009; van den Bosch & de Zeeuw 2010; Shen & Gebhardt 2010; Schulze &
Gebhardt 2011). We have consistently re-estimated slopes of the MBH −σ∗ relation using
the 67 galaxies listed in Table 4 of McConnell et al. (2011). The independently compiled
sample of 64 galaxies from Graham et al. (2011) is also used. Table 3.1 lists all regression
results. Note that we get consistent results with each paperif we choose the same method
and setting used by the respective papers.
For the Gültekin et al. sample the difference between fitted lines is only marginal since
they assumed a minimum of 5% measurement errors onσ∗; such small errors inσ∗ are found
to have relatively small impact on the regression result, asdescribed in the next section.
However, the slope of theMBH −σ∗ relation derived from the updated sample of McConnell
et al. is significantly larger than that of the Gültekin et al., increasing from∼ 4 to∼ 5. As
implied by the histograms for the black hole mass distributions shown in grey in the figures,
this increase is mostly due to inclusion of both the low-massand high-mass sample, which
generally show an offset trend to the relation of the Gültekin et al. sample. For the Graham
et al. sample the difference between fitted lines is marginally significant, and the slope is
apparently divided into two groups, since they assigned relativ ly large (10%) measurement
errors inσ∗. It seems that the bias of themaximum likelihood estimator starts to
become non-negligible forx-errors of this magnitude. Therefore we investigate in details
the effect of the amplitude of thex-error on these estimators in the following sections.
3.3.2 The effect of the adopted measurement uncertainty ofσ∗
Merritt & Ferrarese (2001) first noted that ignoring the measurement errors in the velocity
dispersion leads to a biased slope (i.e., underestimates) in theMBH −σ∗ relation. However,
Tremaine et al. (2002) argued that the effect of the measurement errors in the velocity disper-
sion is not significant even at the 10% error level using two estimators,BCES andFITEXY,
based on their simulation results. Indeed, the measurementerrors in the independent vari-
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Figure 3.2 Comparison of five regression lines as a function of the assigned amount of
measurement errors onσ∗ using Graham et al. (2011) sample. The percentages of assigned
errors are given at lower right corners in each panel. In the cas of measurement errors on
independent variables above 10%, the difference between the fitted lines is clearly visible.
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Figure 3.3 Direct comparison of regression results for the int rcept (top), slope (middle), and
intrinsic scatter (bottom) from the analysis of Figure 3.2. For the 5% errors the difference
is only marginal. When the measurement errors are larger than 15% there is significant
deviation between the estimators.
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ables can have significant impact on the regression analysisas also investigated by Kelly
(2007), although the effect is only marginal in current datase s of theMBH − σ∗ relation.
Typically the measurement errors in the velocity dispersion are assumed to be 5% or 10%
in literature.
In Figure 3.2 we compare the fitted lines to the Graham et al.MBH −σ∗ dataset assuming
measurement errors onσ∗ ranging from 0% to 30%. The difference between the fitted lines
is noticeable and obvious when the measurement errors are large. Figure 3.3 compares the
regression coefficients and intrinsic scatter derived fromthe five estimators as a function of
the assigned errors. As a reference we show the results from theOLS estimator, i.e., for the
unweighted fitting scheme without accounting for the intrinsic scatter as described in Isobe
et al. (1990). This estimator is biased when there are measurment errors.
For the intercept, the estimators do not give significantly different results except for the
case of theBCES estimator. Both the intercept and slope estimated from theBCES estimator
show very different behaviour in the high measurement errorregime, which is consistent
with the result from Tremaine et al. (2002).
For the slope, it is noted that all converge to the same value as the measurement errors
in the velocity dispersion approach zero. Moreover, the estimatorsBCES, FITEXY, and
Bayesian are very similar up to the 15% error level, thus indicating consistent estimation
for these three estimators. The value of the slope from theBCES estimator becomes higher
compared to the others as the assumed errors onσ∗ i crease. This is expected from the
denominator term in Equation (3.1). As can be seen, the estimated slope from themaximum
likelihood estimator is almost identical to theOLS result up to measurement error
amplitudes of∼ 16% on the independent variable. As noted and discussed in Kelly (2007)
this biased behaviour is due to the implicit adoption of a naive uniform prior for the intrinsic
distribution of the independent variables; this bias is also noted in Körding et al (2006).
Based on this, we do not recommend themaximum likelihood method as outlined
in Section 3.2.3. It is surprising that theFITEXY with an ad hoc iterative approach gives
fairly consistent results with that of the fully Bayesian approach (linmix_err). This is
inconsistent with the result of the simulations performed by Kelly (2007). The source of
this discrepancy is that for theFITEXY estimator Kelly (2007) did not refit the slope and
intercept each time after the intrinsic scatter term is iteratively adjusted (see also, Kelly
2011). Instead, he just assigned the intrinsic scatter value such that the reducedχ2 is equal
to unity using the first minimization result ofα andβ for the zero intrinsic scatter case (i.e.,
just simply increasingσint without re-optimization each time).
74 Constraining the virial factor of broad-line regions of AGNs
For the intrinsic scatter, its level is very sensitive to themagnitude of the assumed mea-
surement errors. Onlyinmix_err recovers a non-zero intrinsic scatter amplitude even
in the case of assuming large measurement errors onσ∗.
3.3.3 Monte Carlo simulations
An incorrect model for the distribution of the true values ofx andy can lead to biased slope
estimates, especially in the case of relatively large measur ment errors on the independent
variables, as pointed out by Gull (1989) and Kelly (2007) (see also, Auger et al. 2010, Mantz
et al. 2010, and March et al. 2011). Here we use Monte Carlo simulations to investigate the
effect of an incorrect assumption on the intrinsic distribution of the independent variables.
First, we generate three 10,000 simulated datasets by assuming respectively uniform, nor-
mal, and power-law distributions forx. The number of data points in each realization is set
to be the same as that of the GrahamMBH −σ∗ data set (i.e., 64). The true intercept, slope,
and standard deviation of Gaussian intrinsic scatter are assumed to be 8, 5, and 0.3 dex re-
spectively, similar to typical values from the regression results given in Table 3.1. In other
words, the sample points (y) from the given intrinsic relation (y = 8+ 5x) are scattered by
the Gaussian random offsets withσ = 0.3. Then Gaussian random noises, having zero mean
and standard deviations equal to the measurement errors from the Graham et al. (2011) data
set, are added to bothx andy. We fit the simulated data sets using the regression methods
described in Section 3.2.
Figure 3.4 shows the simulation results for the uniform, normal, and power-law distri-
butions ofx, respectively. As already pointed above, the estimated intercept and slope from
MLE are biased and distributed similarly to that of theOLS estimator. This bias is regardless
of the form for the intrinsic distribution, and surprisingly theMLE still has a bias for the sim-
ulated sample from the uniform distribution. This is because the themaximum-likelihood
method assumes a uniform distribution for the independent variable in the range of−∞ to
∞, while in the simulations performed here the uniformly distributed data have some fi-
nite range (i.e., fixed to be same as the range of Graham et al. dat ). As can be seen, the
true values are well recovered if the likelihood function ischanged to assuming a Gaussian
for the distribution of independent variables, as described in Section 3.2.4 (MLE1G). This
modified maximum likelihood estimates give very similar distributions to that of the fully
Bayesian estimates based on thelinmix_err procedure (BPME3G). Here we also show
the result of the version ofFITEXY estimator used by Kelly (2007) to compare directly
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simulated sample: uniform distribution
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simulated sample: normal distribution
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simulated sample: power−law distribution
   
O
LS





































































   
M
LE























































Figure 3.4 Monte Carlo simulation results for the cases of the given uniform (upper left),
normal (upper right), and power-law (bottom) distributions onx. Each column shows the
distribution of intercept, slope, and intrinsic scatter estimated from the simulated datasets
using the various estimators. FITEXYKelly is the version ofFITEXY estimator implemented
by Kelly (2007). MLE1G means themaximum likelihood estimator with a single
Gaussian model for the distribution of independent variable as described in Section 3.2.4.
BPME3G is the Bayesian posterior median estimate usinglinmix_err procedure based
on the normal mixture model with 3 Gaussians. The median value of the simulated distri-
bution is plotted as a vertical solid black line while the true value is indicated by the red
dashed line in each panel.
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Figure 3.5 Histograms of mass residuals from theMBH −σ∗ relation based on theFITEXY
estimator. A single Gaussian fit with the center fixed to zero is expressed as a solid line.
(FITEXYKelly). The biased behaviour is same as noted in Kelly (2007). Thust is means
that his implementation ofFITEXY is inefficient compared to the one implemented here.
From a viewpoint of how well the true values are recovered, all of BCES, FITEXY, and
Bayesian estimators performed very well in this test.
3.3.4 The sample difference
In this section we investigate the sample discrepancy in detail using the most updated sam-
ples of McConnell et al. and Graham et al. We do this because the MBH − σ∗ relations
derived from these two datasets show a difference in the intercept (see Table 3.1), which
consequently affects the value of the virial factor. Note that t e change in theMBH −σ∗ re-
lation from the Gültekin sample to the McConnell sample is obvi us because there was a
major update of the sample as discussed in Section 3.3.1. However, the difference between
Constraining the virial factor of broad-line regions of AGNs 77
Figure 3.6 Comparison of the values ofMBH andσ∗ for the galaxies in the set defined
by the intersection of the McConnell et al. (2011) and Grahamet al. (2011) samples. The
barred sample defined by McConnell et al. (2011) is marked with a red open square, while
that defined by Graham et al. (2011) is marked with a blue open diamond. The dotted line
indicates the identity relationship.
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the McConnell and Graham data is not clear since these two sample have 50 galaxies in
common.
Figure 3.5 shows the mass residuals from the best-fitMBH −σ∗ relation derived from the
McConnell and Graham data. As can be seen, there is one extremoutlier, Circinus, in the
McConnell sample. Note that the central velocity dispersion f Circinus used in McConnell
(i.e., 158 km/s) and Graham (i.e., 75 km/s) data are different from each other even though
they were both taken from the HyperLEDA5 database. The central velocity dispersion for
this object currently given in the HyperLEDA is 157.6± 18.8 km/s. We verified that the
value listed by Graham et al. was a typo (Alister W. Graham 2012, private communication).
In order to investigate the difference in the sample in common between Graham and Mc-
Connell, in Figure 3.6 we compare the values of the black holemasses and stellar velocity
dispersions. For theMBH values, there are quite a few galaxies deviating from the ident ty
relation. This is mostly due to recent updates of the black hole masses by Schulze & Geb-
hardt (2011) in the McConnell data. For theσ∗, the values of the Graham sample are slightly
larger on average than those of the McConnell sample, exceptfor a few outliers. This slight
average difference stems from the difference in the adoptedvelocity dispersion measures.
Graham et al. (2011) used the central velocity dispersion prvided in HyperLEDA, while
McConnell et al. (2011) mostly used the effective velocity dspersion whenever it was avail-
able. This leads to systematic differences in the dispersion values as discussed in Tremaine
et al. (2002). These mass and dispersion differences work tomake the intercept smaller in
the Graham sample compared to the McConnell sample. However, we note that the barred
sample does not show any significant difference between these datasets. We also performed
the regression for the common sample only, and found that thein ercepts remained almost
the same while the slopes were reduced by 0.2− 0.3 compared to that of the entire sample.
Therefore, the difference of the intercepts between McConnell a d Graham samples is due
to the different values adopted for the common sample, whilet e difference in slopes is
primarily due to the non-overlapping sample.
3.4 The virial factor
The virial factor is of fundamental importance for estimating AGN black hole masses in
that it properly calibrates the measured virial product to ablack hole mass for both the
reverberation mapping method and the single-epoch method.Following Onken et al. (2004),
5http://leda.univ-lyon1.fr/
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Table 3.2. AGN black hole masses and stellar velocity dispersions
Galaxy VPBH VPBH ref. σ∗ σ∗ ref.
(cτcentσ2line/G)
106 M⊙ km s−1
(1) (2) (3) (4) (5)
3C 120 10.1+5.7−4.1 1 162±20 2
3C 390.3 52.2+11.7−11.7 1 273±16 1
Ark 120 27.2+3.5−3.5 1 221±17 1
Arp 151 1.31+0.18−0.23 4 & 6 118±4 6
Mrk 50 6.2+0.9−0.9 7 109±14 7
Mrk 79 9.52+2.61−2.61 1 130±12 1
Mrk 110 4.57+1.1−1.1 1 91±7 3
Mrk 202 0.55+0.32−0.22 4 & 6 78±3 6
Mrk 279 6.35+1.67−1.67 1 197±12 1
Mrk 590 8.64+1.34−1.34 1 189±6 1
Mrk 817 11.3+2.7−2.8 5 120±15 1
Mrk 1310 0.61+0.20−0.20 4 & 6 84±5 6
NGC 3227 1.39+0.29−0.31 5 136±4 1
NGC 3516 5.76+0.51−0.76 5 181±5 1
NGC 3783 5.42+0.99−0.99 1 95±10 4
NGC 4051 0.31+0.10−0.09 5 89±3 1
NGC 4151 8.31+1.04−0.85 2 97±3 1
NGC 4253 (Mrk 766) 0.35+0.15−0.14 4 & 6 93±32 6
NGC 4593 1.78+0.38−0.38 3 135±6 1
NGC 4748 0.68+0.24−0.30 4 & 6 105±13 6
NGC 5548 12.41+3.06−4.21 4 & 6 195±13 6
NGC 6814 3.73+1.10−1.11 4 & 6 95±3 6
NGC 7469 2.21+0.25−0.25 1 131±5 1
PG 1426+015 236+70−70 1 217±15 5
SBS 1116+583A 1.08+0.52−0.49 4 & 6 92±4 6
Note. — Col. (1) name. Col. (2) virial product (VPBH = MBH/ f ) based
on the line dispersion (σline) from reverberation mapping. Col. (3) reference
for virial product. 1. Peterson et al. 2004; 2. Bentz et al. 2006b; 3. Denney et
al. 2006; 4. Bentz et al. 2009b; 5. Denney et al. 2010; 6. Park et al. 2012; 7.
Barth et al. 2011. Col. (4) stellar velocity dispersion. Col. (5) reference for
stellar velocity dispersion. 1. Nelson et al. 2004; 2. Nelson & Whittle 1995;
3. Ferrarese et al. 2001; 4. Onken et al. 2004; 5. Watson et al.2008; 6. Woo
et al. 2010; 7. Barth et al. 2011.
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Figure 3.7 The VPBH −σ∗ relation for the AGN sample (25). As shown in the right-hand
side grey histogram, we are currently suffering from a lack of high mass AGN sample. Here
we can clearly see the variability of the BCES estimator due to the effect of a single point
(i.e., NGC 4253) that is subject to much larger measurement error than others.
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we determine the average virial factor〈 f 〉 by forcing the AGN black hole masses onto the
MBH −σ∗ relation of quiescent galaxies. The AGN sample used here is listed in Table 3.2
with the corresponding references. We updated the AGN sample given in Table 2 of Woo
et al. (2010) by updating the virial products from Denney et al. (2010), revising the rms
line widths from Park et al. (2012), and including the newMBH estimate for Mrk 50 from
Barth et al. (2011). In Figure 3.7, we estimate the VPBH −σ∗ relation with four regression
methods, as in Figure 3.1. The regression results are listedin Table 3.3. The slope appears to
be marginally lower than that for quiescent galaxies. This small difference in slopes might
be due to noise and AGN selection effects or it could be intrinsic, indicating a difference
between passive and active galaxies (see Greene & Ho 2006 andSchulze & Wisotzki 2011).
Note that the current sample is not representative of the AGNpopulation since there is a
deficit of high-mass AGNs, for which stellar velocity dispersion is extremely difficult to
measure due to the overwhelming AGN luminosity.
To determine the average virial factor we use theFITEXY estimator, fixing the intercept





(yi + log f −α−βxi)2
σ2y,i +β2σ2x,i +σ2int
. (3.13)
Here,y = log(VPBH/M⊙) andx = log(σ∗/200 km s−1). The free parameters are onlyf and
σint. Adopting the regression results listed in Table 3.1, we estimate the virial factor and list
the result in Table 3.4.
Figure 3.8 shows the dependency of the virial factor on the adopted slope and intercept
based on three datasets with four regression methods. As expect d, the difference of
between the different regression methods for a particular dataset is small, with the only
exception being the value off obtained from MLE (red symbols). Estimated virial factors
vary as much as a factor of 2 among the data sets, larger than the typical uncertainties.
The difference inf factors derived from the McConnell and Graham data is mostlydue
to the difference in the values from the sample of galaxies that overlap in these two data
sets, as discussed in Section 3.3.4. The recent updates ofMBH measurements by Schulze
& Gebhardt (2011) lead to a smaller mean mass in the Graham sample compared to that in
the McConnell sample. The difference of the adopted velocity dispersion measures results
in a slightly larger velocity dispersion on average in the Graham sample compared to that
of the McConnell sample. These combined differences make the intercept of theMBH −
σ∗ relationship smaller in the Graham sample than in the McConnell sample, thus reducing
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Table 3.3. The VPBH −σ∗ Relation for the Active Galaxy Sample:
log(VPBH/M⊙) = α+β log(σ∗/200 km s−1)
Method α β σint
Forward regression
OLS 7.25±0.14 3.35±0.57 · · ·
MLE 7.23±0.14 3.20±0.59 0.41±0.06
BCES 7.30±0.17 3.65±0.75 0.41±0.06
FITEXY 7.26±0.15 3.38±0.63 0.43±0.06
Bayesian 7.24±0.17 3.33±0.69 0.47±0.09
Inverse regression
OLS 7.74±0.23 5.93±0.82 · · ·
MLE 7.72±0.33 5.88±1.21 0.57±0.13
BCES 7.70±0.30 5.72±1.10 0.51±0.12
FITEXY 7.68±0.26 5.68±0.95 0.56±0.11
Bayesian 7.68±0.37 5.67±1.87 0.62±0.28
the f factor in the Graham sample regardless of the adopted regression methods. As can be
seen, the derived virial factor is susceptible to the small variation of the quiescent galaxy
MBH −σ∗ relation within the current calibration process.
With the current AGN dataset, we are unable to constrain thef factor as a function of the
mass range or host galaxy morphological type, since the number of sources in our sample
is small and the morphology of our sample is biased toward late-type galaxies. We note
that a larger AGN sample (e.g., high-mass AGNs, especially)is needed for better statistical
calibration.
3.5 Inverse fit
In addition to the conventional forward fit relation (i.e., fitting MBH for a givenσ∗, as we
performed in previous sections), Graham et al. (2011) used an inverse fit for theMBH −σ∗ re-
lation, suggesting that it corrects for possible sample selction bias due to non-detection of
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Table 3.4. The derived average virial factor and intrinsic scatter based on the adopted
MBH −σ∗ relation given in Table 3.1
Method
log〈 f 〉 σint log〈 f 〉 σint
From Gültekin et al. (2009) Sample
using forward relation using inverse relation
MLE 0.82±0.09 0.43±0.05 0.55±0.12 0.54±0.06
BCES 0.81±0.10 0.43±0.05 0.60±0.11 0.51±0.05
FITEXY 0.81±0.10 0.43±0.05 0.59±0.11 0.52±0.06
Bayesian 0.81±0.10 0.43±0.05 0.57±0.12 0.52±0.06
From McConnell et al. (2011) Sample
using forward relation using inverse relation
MLE 0.74±0.11 0.48±0.05 0.51±0.14 0.62±0.07
BCES 0.72±0.11 0.49±0.05 0.52±0.13 0.62±0.07
FITEXY 0.71±0.11 0.49±0.05 0.53±0.13 0.61±0.06
Bayesian 0.71±0.11 0.49±0.05 0.52±0.13 0.61±0.07
From Graham et al. (2011) Sample
using forward relation using inverse relation
MLE 0.64±0.10 0.47±0.05 0.42±0.13 0.58±0.06
BCES 0.55±0.11 0.50±0.05 0.42±0.13 0.57±0.06
FITEXY 0.58±0.11 0.49±0.05 0.45±0.12 0.56±0.06
Bayesian 0.58±0.11 0.49±0.05 0.46±0.12 0.56±0.06
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Figure 3.8 Variation of the estimated virial factor as a function of the adopted intercept (left)
and slope (right) of the quiescent galaxyMBH −σ∗ relations taken from Table 3.1. Symbols
mean the corresponding dataset used for estimation of the intercept and slope as expressed
in upper right corner, while the colors of symbols indicate th regression methods used for
them as given in the upper left corner. The horizontal dashedlin indicates the value of the
virial factor estimated from Woo et al. (2010) (i.e., 0.72).As an illustration, we add the
green solid lines which show the dependence of the virial factor on the arbitrarily varied
intercept (left) and slope (right) by fixing respectively the slope (left) and intercept (right)
taken from theFITEXY estimates in the sample of McConnell et al. (2011).
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intermediate-mass black holes (< 106M⊙). We also follow their argument, refit all relations,
and derive the average virial factors based on the inverse relations (see Table 3.1, 3.3, and
3.4). Note that basically forward and inverse fittings are not the same in the presence of
intrinsic scatter. Depending on the direction of regression ( .e., whether to chooseMBH or
σ∗ as the independent variable) the regressed slopes show large differences, leading to sub-
stantial changes in the virial factors. Therefore, we investigate and discuss the inverse fit in
the context of theMBH −σ∗ relation. Now we have three factors related to the linear regres-
sion, which make the problem more complicated: measurements errors, intrinsic scatter, and
truncation.
If there is a truncation in the y-axis (i.e., logMBH) as argued by Graham et al. (2011),
the conventional forward fit (fit y on x) causes a flattening in the estimated slope due to the
increased loss of low mass black holes in the lowσ∗ regime (e.g., see Appendix A in Mantz
et al. 2010). The inverse fit (i.e., fit x on y) is not sensitive to this Malmquist-type bias, so
long as incompleteness only exist in black hole mass. As shown by Kelly (2007), in order to
avoid this selection bias on the regression result, it is necessary to assign the ‘independent
variable’ as the variable used to select a sample. This approch has been generally adopted
in the Tully-Fisher relation studies since its sample is magnitude-selected and errors are
smaller in magnitude than in velocity (e.g., Willick 1994; Tully & Pierce 2000; Bamford
et al. 2006; Weiner et al. 2006; Koen & Lombard 2009; Williamset al. 2010; Miller et al.
2011).
In our sample, the measurement errors in the truncated coordinate (MBH) are larger than
in the other coordinate (σ∗). Moreover, the sample selection might be highly inhomoge-
neous and simple selection criteria may not be sufficient fordescribing it. The situation is
more complex in the AGN sample selection. According to Schulze & Wisotzki (2011), even
though the inverse relation is insensitive to the mass-dependent selection, it does not yield
the intrinsic true relation without incorporating the knowledge of the underlying host galaxy
distribution function, which is currently hard to measure pcisely. Furthermore, the AGN
sample likely exhibits incompleteness inσ∗ as well, as it is harder to measureσ∗ for AGN
hosting more massive black holes due to their tendency to have igher luminosities. Thus
there are good reasons to use either type of regression, but neither of them is completely
free of bias.
We provide both regression results in Table 3.1, 3.3, and 3.4. Inverse regression results in
a steeper slope compared to that of forward regression in theMBH −σ∗ relation of quiescent
galaxies. The calibration based on the inverse regression makes black hole masses inferred
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from the AGN virial products smaller, since most of the AGN sample is located at the low-
mass regime, thus leading to a reduction in the average virial factor. This biased dependency
toward the low-mass regime motivates expansion in the dynamic range of sample of AGN
containing both reverberation mapping data and measurement of σ∗. Based on these results,
we conclude that the origin of the difference in the recentlyreported virial factors (Woo et
al. 2010 based on forward regressionvs. Graham et al. 2011 based on inverse regression)
is mostly due to the direction of regression adopted (i.e., whetherMBH is considered the
independent or dependent variable), as well as the differenc in the samples used to calibrate
the mass estimates.
Feigelson & Babu (1992) suggested that we should choose the regr ssion method for
individual cases depending on the scientific question beinginvestigated. Here the purpose
of deriving theMBH −σ∗ relation for local quiescent galaxies is to calibrate AGN black hole
masses with determining the virial factor. By properly comparing the black hole masses of
inactive galaxies to virial products of active galaxies, the average virial factor is constrained
as discussed in the previous section. Thus it is desirable toadopt the type of regression which
yields the relation that minimizes the scatter in the black hole mass estimates (Graham &
Driver 2007). It is more common to adopt the host spheroidal qu ntity as the independent
variable because the scaling relations are often used to infer black hole mass using the
host spheroidal quantities as a proxy. Considering this, and the fact that the AGN sample
likely suffers from Malmquist bias in bothMBH andσ∗, we prefer the calibration from the
traditional forward regression.
3.6 Discussion and Conclusion
We investigated the differences in the derivedMBH − σ∗ relation and virial factor using
the recently compiled datasets of quiescent and active galaxies. The investigated possible
origins of the difference are the fitting methodology and thesample difference.
For the difference in regression methods, we utilized and compared four linear regres-
sion techniques:FITEXY, Bayesian, BCES, andMaximum likelihood. With the
current level of measurement errors of theMBH −σ∗ dataset, all estimators except for the
maximum likelihood estimator show good performance and consistent results with
each other. There is no significant difference between the estimators. However, the as-
signed size of measurement errors onσ∗ can have a significant impact on the regression
results, especially for theBCES andMaximum likelihood estimators. TheMaximum
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likelihoodmethod using an implicit assumption of a uniform distribution for the intrin-
sic distribution of the independent variables introduces abias which is clearly noticeable
when the measurement errors on the independent variable arelarge (e.g., above 10% errors
in the Graham sample as shown in Figure 3.2). Without properly accounting for the form of
the intrinsic distribution of the independent variable, MLE estimates are very similar to the
OLS results. Therefore we do not recommend this method for regression analysis in general.
Of course for theMBH −σ∗ regression analysis the difference in the estimated slope is only
marginal at the current adopted level of uncertainty onσ∗ (5%). TheBCES estimator is also
one of the good estimators based on the current measurement error level onσ∗, although it
may be problematic if the error is larger. Based on our simulation results, theFITEXY es-
timator shows slightly better performance and the least-biased result compared to the other
methods, although the others also perform well and the differences are marginal. This is
consistent with the result of Novak et al. (2006), although they did not provide an explicit
implementation of all of the methods, nor a specific quantitative comparison. In general,
we recommend both theFITEXY andBayesian estimators, although the latter is compu-
tationally more intensive, especially when the measurement errors are large. However, we
note that theBayesian estimator has the advantage over the method ofFITEXY in that it
calculates the full probability distribution function (i.e., posterior) of the parameters for the
given data, and hence provides well-defined and reliable parameter uncertainties. In addi-
tion, theBayesianmethod can incorporate upper limits, as can the method of Gültekin et
al. (2009), whereas theFITEXY cannot. If we perform the regression using theBayesian
method, for the Gültekin sample including upper limits as well as secure measurements, the
result changes from (α= 8.19±0.07,β = 4.04±0.40,σint = 0.42±0.05) to (α = 8.13±0.07,
β = 4.32±0.38,σint = 0.43±0.05), thus log〈 f 〉 correspondingly decreases from 0.81±0.10
to 0.70±0.10. As discussed in Tremaine et al. (2002), accurate and consiste t estimation
of an individual stellar velocity dispersion with a correctmeasurement uncertainty is still
required and it will be an important factor for better constraining theMBH −σ∗ relation and
virial factor.
The difference in sample is the most important factor contribu ing to the differences
in derivedMBH − σ∗ relations. Gültekin et al. (2009) noted that the late-type galaxy and
pseudobulge population in their sample is the source of the diff rence in intrinsic scatter
measurements by comparing their sample to that of Tremaine et al. (2002). Greene et al.
(2010) found that the late-type low-mass galaxies show large scatter and are offset relative
to theMBH −σ∗ relation of elliptical galaxies using the sample of megamaser disk galaxies.
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By extending the work of Graham et al. (2008), recently Graham et al. (2011) showed that
the fraction of barred galaxies in their sample alters theMBH −σ∗ relationship by dividing
their sample into barred and non-barred galaxies.
According to these previous studies, theMBH −σ∗ relation seems to be not universal.
It varies depending on the mass range and galaxy type. Corresp ndingly, the averagef
factor is also significantly affected by the sample population, since the intercept and slope
from the quiescent galaxyMBH −σ∗ relation are directly used in the calibration process. As
investigated in this study, the differences in the adopted sample contribute to the change of
the virial factor. Moreover, the direction of regression (forwardvs. inverse) causes further
changes in the virial factor. We showed that the derivedf factors vary as much as a factor
of 2, which is from a combined effect of the sample and regression used. These differences
could be thought of as an additional systematic uncertaintyin the AGN black hole mass
estimation via the current calibration process of the virial factor, since there is no obvious
physical foundation for the selection of the appropriate sample and direction of regression.
The true averagef factor should not be changed by the host galaxy type since ther
should be no direct physical link between the AGN BLR geometry and the global morphol-
ogy of host galaxies. Unfortunately, the estimated averagef factor may be subject to biases
due to its calibration based on a singleMBH −σ∗ relationship. However, since the current
sample is not large enough to calibrate the virial factor as afunction of galaxy type, it is
better to use a single value of the meanf factor for AGNMBH estimation in order to avoid
additional systematic errors until we get enough direct measurements of the structure of
the BLR for an each individual AGN. We note that an alternative method to measure AGN
black hole mass that derives the virial factor through BLR modeling has been recently de-
veloped and applied to the reverberation data (e.g., Pancoast, Brewer, & Treu 2011; Brewer
et al. 2011; Pancoast et al. 2012). Given the uncertainties in the f factor, when investigat-
ing evolutionary trends in theMBH −σ∗ relation based on SE estimates, we recommend to
use self consistent samples and techniques at different redshifts. In other words, one should
measure the SE black hole masses consistently for AGN samples at different redshifts by
using the cross-calibrated recipes based on the same virialfactor. In this way the virial factor
should be very similar for all samples and cancel out in the det rmination of the evolution
of logMBH under the assumption that the virial factor is not a functionof redshift (e.g., Woo
et al. 2008).
Finally, we present the updatedMBH − σ∗ relation for local active galaxies based on
theFITEXY estimator in Figure 3.9, where the forward (inverse) regression result isα =
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Figure 3.9 The updatedMBH −σ∗ relations for the inactive (black) and active (red) sam-
ples using theFITEXY estimator for the forward regression (upper) and inverse regression
(lower). Shaded regions show the 1σ (68%) confidence intervals on the best-fit line. The in-
active sample is from McConnell et al. (2011) and is the most recent one. The active sample
is given in Table 3.2.
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7.97±0.14, β = 3.38±0.61, andσint = 0.42±0.06 (α = 8.17±0.27, β = 5.47±1.01, and
σint = 0.52± 0.11). The AGN black hole masses were converted from the virialproducts
using the virial factor log〈 f 〉 = 0.71± 0.11 (log〈 f 〉 = 0.53± 0.13) derived in Section 3.4.
From a methodological point of view, we prefer the forward regression as discussed in Sec-
tion 3.5. Thus our preferred value for the virial factor is 0.71 based on the preferred forward
FITEXY/Bayesian estimation with the most recent sample (McConnell et al. 2011).
This value is consistent with that of Woo et al. (2010) (i.e.,0.72) and differs from that of
Graham et al. (2011) (i.e., 0.45) by∼ 0.26 dex. The difference arises from the combination
of sample differences and regression differences. It is worth noticing that the bottom panel
of Figure 3.9 shows slightly better agreement between the non-AGN and AGNMBH −σ∗ re-
lations, which may indicate that the inverse regression hasless bias than the forward one
and thus might be more reliable. However, this conclusion only holds if we assume that the
active and inactive galaxies share the sameMBH −σ∗ relationship. Considering these issues,
it is still not conclusive whether the inverse method is prefe able with the current datasets
owing to selection effects and limited dynamic range of the AGN sample.
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Chapter 4
Calibrating C IV-based virial black
hole mass estimators
(This chapter is published in The Astrophysical Journal1.)
4.1 Introduction
Understanding the growth history of supermassive black holes (SMBHs) is one of the funda-
mental issues in studies of galaxy formation and evolution.The intimate connection between
SMBHs and host galaxies is evidenced through empirical correlations between the masses
of SMBHs (MBH) and the overall properties of the host galaxy spheroids (e.g., Magorrian et
al. 1998; Ferraresse & Merritt 2000; Gebhardt et al. 2000). The cosmic evolution of these
scaling relationships has been investigated in the literature, where a tentative evolution has
been reported utilizing observational approaches (e.g., Peng et al. 2006; Woo et al. 2006,
2008; Treu et al. 2007; Merloni et al. 2010; Bennert et al. 2010, 2011; Hiner et al. 2012;
Canalizo et al. 2012). In order to provide better empirical constraints on the cosmic growth
of SMBHs and its connection to galaxy evolution, reliableMBH estimation at low and high
redshifts is of paramount importance.
The MBH can be determined for Type 1 AGN with the reverberation mapping (RM,
Peterson 1993) method or the single-epoch (SE, Wandel et al.1999) method under the
virial assumption:MBH = f RBLR∆V 2/G, whereG is the gravitational constant. The size
1Park et al. 2013, ApJ, 770, 87
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of the broad-line region (BLR),RBLR, can be directly measured from RM analysis (e.g.,
Peterson et al 2004; Bentz et al. 2009; Denney et al. 2010; Barth et al. 2011b; Grier et
al. 2012) or indirectly estimated from the monochromatic AGN luminosity measured from
SE spectra based on the empirical BLR size-luminosity relation (Kaspi et al. 2000, 2005;
Bentz et al. 2006, 2009, 2013). The line-of-sight velocity dispersion,∆V , of BLR gas can
be measured either from the broad emission line width in the rms spectrum (e.g., Peterson et
al. 2004) obtained from multi-epoch RM data or in the SE spectra (e.g., Park et al. 2012b),
while the virial factor,f , is the dimensionless scale factor of order unity that depends o the
geometry and kinematics of the BLR. Currently, an ensemble average,〈 f 〉, is determined
empirically under the assumption that local active and inact ve galaxies have the sameMBH −
σ∗ relationship (e.g., Onken et al. 2004; Woo et al. 2010; Graham et al. 2011; Park et al.
2012a; Woo et al. 2013) and recalibrated to correct for the systematic difference of line
widths in between the SE and rms spectra (e.g., Collin et al. 2006; Park et al. 2012b).
The RM method has been applied to a limited sample (∼ 50) to date, due to the practical
difficulty of the extensive photometric and spectroscopic monitoring observations and the
intrinsic difficulty of tracing the weak variability signalcross very long time-lags for high-
z, high-luminosity QSOs. In contrast, the SE method can be applied to any AGN if a single
spectrum is available, although this method is subject to various random and systematic
uncertainties (see, e.g., Vestergaard & Peterson 2006, Collin et al. 2006; McGill et al. 2008;
Shen et al. 2008; Denney et al. 2009, 2012; Richards et al. 2011; Park et al. 2012b).
In the local universe, the SE mass estimators based on the Hβ line are well calibrated
against the direct Hβ RM results (e.g., McLure & Jarvis 2002; Vestergaard 2002; Vester-
gaard & Peterson 2006; Collin et al. 2006; Park et al. 2012b).For AGNs at higher redshift
(z & 0.7), rest-frame UV lines, i.e., MgII or C IV , are frequently used forMBH estimation
since they are visible in the optical wavelength range. Unfortunately the kinds of accurate
calibration applied to Hβ-based SE BH masses are difficult to achieve for the mass estima-
tors based on the MgII and CIV lines, since the corresponding direct RM results are very
few (see Peterson et al. 2005; Metzroth et al. 2006; Kaspi et al. 2007). Instead, SEMBH
based on these lines can be calibrated indirectly against either the most reliable Hβ RM
based masses (e.g., Vestergaard & Peterson 2006; Wang et al.2009; Rafiee & Hall 2011a)
or the best calibrated Hβ SE masses (McGill et al. 2008; Shen & Liu 2012, SL12 here-
after) under the assumption that the inferredMBH is the same whichever line is used for the
estimation.
While several studies demonstrated the consistency between Mg II based and Hβ based
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masses (e.g., McLure & Dunlop 2004; Salviander et al. 2007; McGill et al. 2008; Shen et al.
2008; Wang et al. 2009; Rafiee & Hall 2011a; SL12), the reliability of utilizing the C IV line
is still controversial, since CIV can be severely affected by non-virial motions, i.e., outflows
and winds, and strong absorption (e.g, Leighly & Moore 2004;Shen et al. 2008; Richards
et al. 2011; Denney 2012). Other related concerns for the CIV line include the Baldwin ef-
fect, the strong blueshift or asymmetry of the line profile, broad absorption features, and the
possible presence of a narrow line component (see Denney 2012 for discussions and inter-
pretations of the issues). Several studies have reported a poor correlation between CIV and
Hβ line widths and a large scatter between CIV and Hβ based masses (e.g., Baskin & Laor
2005; Netzer et al. 2007; Sulentic et al. 2007; SL12; Ho et al.2012; Trakhtenbrot & Net-
zer 2012). On the other hand, other studies have shown a consiste cy between them and/or
suggested additional calibrations for bringing CIV and Hβ based masses further into agree-
ment. (e.g., Vestergaard & Peterson 2006; Kelly & Bechtold 2007; Dietrich et al. 2009;
Greene et al. 2010; Assef et al. 2011; Denney 2012).
Given the practical importance of the CIV line, which can be observed with optical
spectrographs over a wide range of redshifts (2. z . 5), in studying high-z AGNs, it is
important and useful to calibrate the CIV basedMBH estimators. Vestergaard & Peterson
2006 (VP06 hereafter) have previously calibrated CIV mass estimators against Hβ RM
masses, providing widely usedMBH recipes. Since then, however, the Hβ RM sample has
been expanded and many of RM masses have been updated based onvarious recent RM
campaigns (e.g., Bentz et al. 2009; Denney et al. 2010; Barth2011a,b; Grier et al. 2012). At
the same time, new UV data became available for the RM sample,substantially increasing
the quality and quantity of available UV spectra for the RM sample.
In this chapter we present the new calibration of the CIV basedMBH estimators uti-
lizing the highest quality UV spectra and the most updated RMsample. In section 2 we
describe the sample of Hβ reverberation mapped AGN having available UV spectra. Sec-
tion 3 describes our detailed spectral analysis of the CIV emission line complex to obtain
the relevant luminosity and line width measurements necessary for estimating SEMBH. We
provide the updated SE CIV MBH calibration in Section 4 and conclude with a discussion
and summary in Section 5. We adopt the following cosmological parameters to calculate
distances in this work:H0 = 70 km s−1 Mpc−1, Ωm = 0.30, andΩΛ = 0.70.
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4.2 Sample and Data
For our analysis, we start with the reverberation mapped AGNsample, which is considered
as a calibration base with reliable mass estimates. To date,there are 47 AGNs, for which Hβ
reverberation based masses are available (Peterson et al. 2004; Denney et al. 2006; Bentz et
al. 2009; Denney et al. 2010; Barth et al. 2011a,b; Grier et al. 2012). Of those 47 objects, we
selected 39 AGNs2 whose archival UV spectra are available fromInternational Ultraviolet
Explorer (IUE) or Hubble Space Telescope (HST) data archives3. First, we collected all
available UV spectra covering the CIV spectral region from the public archives. If there
were multiple spectra for a given individual object, eithermultiple epochs taken with the
same instrument or from multiple instruments, we combined th spectra for each instrument
by using a standard weighted average method to get the bettersignal-to-noise (S/N) ratio.
At the same time, we tried to keep contemporaneity as far as pos ible. Then we selected the
best quality spectra for each object based on visual inspection and by setting a limiting S/N
ratio of∼ 10 per pixel, which was measured in an emission-line free region of the continuum
near 1450Å or 1700Å (see Denney et al. 2013 for the S/N relatedissues). Among these 39
objects, we excluded four AGNs (i.e., NGC 3227, NGC 4151, PG 1411+442, PG 1700+518)
because they are severely contaminated with absorption features. Other 9 AGNs (i.e., Mrk
79, Mrk 110, Mrk 142, Mrk 1501, NGC 4253, NGC 4748, NGC 6814, PG0844+349, PG
1617+175) were also excluded due to the low quality and unreliability of UV spectra. Thus,
our sample contains 26 AGNs. Table 4.1 lists the AGNs in the sample and their properties.
Note that we adopt the updated virial factor, logf = 0.71 (Park et al. 2012a; Woo et al.
2013).
Compared to the previous sample of VP06, one object, Mrk 290,is newly included
and seven objects (i.e., 3C 120, Mrk 335, NGC 3516, NGC 4051, NGC 4593, NGC 5548,
PG 2130+099) have updated reverberationMBH (Denney et al. 2006, Bentz et al. 2009;
Denney et al. 2010; Grier et al. 2012). One object, PG 0804+761, that was excluded by
VP06, is included since it has a new high-quality UV spectrumfrom theCosmic Origins
Spectrograph (COS) aboardHST. Contrary to VP06, NGC 4151 is omitted in this work due
to the strong absorption features near the line center (see Section 3). In summary, 13 AGNs
2Note that we also excluded two objects in the list from Peterson et al. 2004 (i.e., PG 1211+143 and IC
4329A) due to the unreliable RM measurements as done in VP06,while we included NGC 4593 since a new
RM mass became available by Denney et al. (2006).
3http://archive.stsci.edu/iue/ & http://archive.stsci.edu/hst/
Improving the calibration of the CIV SE virial BH mass estimators 101
have recent high-quality UV spectra fromHST COS4 compared to VP06. For the remaining
objects, UV spectra were obtained from theSpace Telescope Imaging Spectrograph (STIS)
aboardHST for one object, from theFaint Object Spectrograph (FOS) aboardHST for eight
objects, and fromShort-Wavelength Prime (SWP) camera aboardIUE for four objects as
listed in Table 4.2. We corrected the Galactic extinction usi g the values ofE(B −V ) from
the recalibration of Schlafly & Finkbeiner (2011) listed in the NASA/IPAC Extragalactic
Database (NED) and the reddening curve of Fitzpatrick (1999).
4.3 Spectral Measurements
In order to calibrate the CIV MBH estimator, we measured the line width of CIV and
the continuum luminosity at 1350 Å, following the multi-component fitting procedure de-
veloped by Park et al. (2012b) with a modification for the CIV region. We first fitted a
single power-law continuum using the typical emission-line-free windows in both sides of
C IV (i.e.,∼ 1340−1360 Å or∼ 1430−1470 Å and∼ 1700−1730 Å), which were slightly
adjusted for each spectrum to avoid the contaminating absorption and emission features. We
did not subtract the iron emission, since it is generally tooweak to constrain at least in our
data sets, although we indeed tested the pseudocontinuum model by including the UV FeII
template from Vestergaard & Wilkes (2001). After subtracting the best-fit power-law con-
tinuum, we simultaneously fitted the CIV complex region with the multi-component model
consisting of a Gaussian function for the NIV ] λ1486Å, a Gaussian function for the SiII
λ1531Åwhenever clearly seen, a Gaussian function + a sixth-order Gauss-Hermite series for
the CIV λ1549Å, two Gaussian functions for the HeII λ1640Å, and a Gaussian function for
the OIII ] λ1663Å. Note that we fitted the 1600 Å feature, which is contaminating the red
wing of C IV , with a broad HeII component (cf. Appendix A. in Fine et al. 2010; Marziani
et al. 2010). In the fitting process, the centers of HeII , O III ], N IV ], and SiII emission line
components were fixed to be laboratory wavelengths. We suppressed some components in
He II , O III ], N IV ], and SiII lines based on empirical tests with and without such com-
ponents. Narrow absorption features were excluded automatically in the calculation ofχ2
statistics by masking out the 3 sigma outliers below the smoothed spectrum (cf. Shen et al.
2011). Strong broad absorption features around the CIV line center were also masked out
4For the COS data, we performed a co-addition of multiple exposures with the upgraded costools routine
(v2.0; Keeney et al. 2012) and then binned the spectra to a COSresolution element (∼ 0.07 Å,∼ 17 km s−1) by
smoothing and re-binning by 7-pixels.
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Figure 4.1 Multi-component fitting results for the sample of26 objects. In each panel,
the observed UV spectrum (black) is overplotted with the best-fit model (red), which con-
sists of a single power-law continuum (green), CIV λ1549Å emission line (magenta), HeII
λ1640Å emission line (blue), OIII ] λ1663Å emission line (brown), and NIV ] λ1486Å emis-
sion line (brown). The residual (gray), differences between black and red lines, is presented
at the bottom of each panel.



















































Figure 4.2 The zoom-in view of the CIV for 6 objects, for which fitting results are uncertain
due to the absorption at the line center. Black and red solid lines represent the observed
spectra and the best-fit models, respectively.
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manually by setting exclusion windows from visual inspection.
Although it is still controversial whether or not to remove anarrow emission-line com-
ponent from CIV before measuring the width, we use the full line profile of CIV , i.e.,
without subtracting a narrow emission-line component, in order to be consistent with other
studies (VP06, Shen et al. 2011, Assef et al. 2011; Ho et al. 2012). We measured the contin-
uum luminosities at 1350 Å and 1450 Å from the power-law modeland measured the CIV
line widths (FWHM andσ) from the best-fit model (i.e., a Gaussian function + a sixth-order
Gauss-Hermite series) as shown in Figure 4.1. The measured line widths were corrected for
the instrumental resolution following the standard practice by subtracting the instrumental
resolution from the measured velocity in quadrature. In Figure 4.2, we explicitly show spec-
tra and best-fit models for the objects showing absorption featur s at the center of CIV . Note
that the fitting results are uncertain for these objects, in particular NGC 4051 (see Section
4.1).
To assess measurement uncertainties of the line width and cotinuum luminosity, we
applied the Monte Carlo flux randomization method used by Park et al. (2012b; see also
Shen et al. 2011). Using the 1,000 realizations of resampled spectra made by randomly
scattering flux values based on the flux errors, we fitted and measur d the line width and
continuum flux, and adopted the standard deviation of the distribution as the measurement
uncertainties for individual objects as listed in Table 4.2.
4.3.1 Continuum Luminosities and Line Widths
Figure 4.3 presents the continuum luminosities measured at1350 Å and 1450 Å, respec-
tively, which are commonly adopted for the CIV MBH estimator. Since they are almost
identical, we choose to useL1350 for the mass estimator. The comparison between FWHM
andσ of C IV is plotted in the bottom panel of Figure 4.3. It shows on averag , a one-to-
one relation between FWHM andσ, indicating that the CIV profile is more peaky than a
Gaussian profile, although there is large scatter.
4.3.2 Comparison to Previous Measurements
We compare our measurements with those in VP06 in Figure 4.4,using the common sample
(23 out of 27 objects given in their Table 2, except for Mrk 79,Mrk 110, NGC 4151, and
PG 1617+175). Since there are multiple measurements in VP06, we here show weighted
average values of VP06 measurements for the purpose of comparison.
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Figure 4.3 Comparison of UV measurements. The top panel shows the consistency of
luminosities measured at 1350 Å and 1450 Å, respectively. The bottom panel compares the
C IV FWHM and line dispersion (σ), where both were measured from the full line profile.
The ratio between FWHM andσ is close to one (dashed line), indicating the line profile is
more peaky than Gaussian (dotted line). Objects with new UV spectra from theHST COS
is denoted with red filled circles. Average offset and 1σ scatter are given in the lower right
corner in each panel.
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Figure 4.4 Comparisons of the luminosity (top) and line width (middle and bottom) mea-
sured in this study and those by VP06. For VP06 values, the weighted average is plotted for
given objects using the listed values in their Table 2. Averag offset and 1σ scatter are given
in the lower right corner in each panel.
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For the comparison ofL1350, there is 0.24 dex scatter, which may stem from a combi-
nation of the differences, e.g., adopted spectra and the Galactic extinction correction, be-
tween our study and VP06. We used the combined single spectrawith the best quality while
VP06 used all available SE spectra for each object. Especially for the objects with the new
HST COS spectra (red filled circles) observed in different epochs, there could be an intrinsic
difference due to the variability. In the case of the Galactic extinction correction, we utilized
the recent values ofE(B−V ) listed in the NED taken from the Schlafly & Finkbeiner (2011)
recalibration, while VP06 used the original values from Schlegel et al. (1998).
When comparing ourσCIV measurements to those of VP06, a slight positive systematic
trend seems to be present (middle panel of Figure 4.4). The most likely origin of this trend
is the difference in the adopted line width measurement methods between VP06 and this
work. Based on the investigation by Fine et al. (2010), we modeled the CIV complex re-
gion with multiple components and measured line dispersionfrom the de-blended CIV line
model profile, whereas VP06 measured line dispersion from the data without functional fits
by limiting the CIV line profile range to±10,000 km s−1 of the line center, regardless of the
intrinsic line width of each CIV profile. Thus, the line dispersion measured by VP06 will
be biased if line wings are extended much further than the fixed lin limit (i.e., underesti-
mation) or the wings are smaller than the fixed line limit (i.e., overestimation by including
other features). We avoid these biases by de-blending the CIV line from other lines using
the multi-component fitting analysis and measuring the linewidths from the best-fit models.
Since the line dispersion is more sensitive to the line wingsthan the line core, the decom-
position and thus recovery of the line wing profile from contaminating lines is essential.
The bottom panel of Figure 4.4 compares FWHMC IV , indicating on average consistency
between VP06 and this work, except for a few outliers. This isbecause FWHM is less
sensitive to the line wings thanσC IV , hence the difference in the measuring method does
not generate significant difference in measurements. Note tha although FWHM is sensitive
to the narrow-line component, both VP06 and our study used thfull line profile without
decomposing the broad and narrow components. Instead, another source of discrepancy
comes from the fact that VP06 measured the line width directly from the data while in this
study the best-fit models were used for line width measurements. Thus, there may be object-
specific differences depending on how the absorptions abovethe "half-maximum" flux level
were dealt with by VP06, and how well the functional fits represent the peak of the profile
in our study.
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4.4 Updating the Calibration of the C IV SE MBH estimator


















whereL1350 is the monochromatic continuum luminosity at 1350 Å and∆V (C IV ) is the
line width of C IV , either FWHMCIV or σCIV . We regress Equation 4.1 to determine the
free parameters (α,β,γ) using theFITEXY estimator implemented in Park et al. (2012a).
Note that this approach is different from that used by VP06, who adopted the luminos-
ity slope from the size-luminosity relation and fixed the velocity slope to 2. Instead, this
method is consistent with the recent approaches described by Wang et al. (2009), Rafiee &
Hall (2011b), and Shen & Liu (2012). Because a non-linear dependence is often observed
between the line widths of Hβ and CIV line (especially based on the FWHM; see Denney
2012 for a likely physical interpretation), leavingα, β, andγ as free parameters arguably
results in a better statistical regression by accommodating the possible covariance between
luminosity and line width.
4.4.1 New Calibrations
In Figure 4.5, we present the final best-fit calibration results for CIV -based mass estimators
by directly comparing the CIV SE masses with the Hβ RM-based masses, using Equa-
tion 4.1. The regression results with various conditions and the previous calibrations from
the literature are listed in Table 4.3. We adopt the regression results without NGC 4051,
which is subject to the largest measurement errors among oursample since modeling the
C IV line of this object is highly uncertain due to the strong absorpti n at the center (see
Fig. 4.2). In addition, the variability of NGC 4051 is expectd to have a large amplitude
since it is the lowest-luminosity object in our sample. Thus, NGC 4051 can add large scat-
ter to the regression and potentially skew the slope becausether is only a single object at
the low-mass regime. Thus, excluding this object possibly wi l lead to less biased results
in terms of sample selection and measurement uncertainties. W will present the results
without NGC 4051 hereafter unless explicitly stated.
The slope of the velocity term, when it is treated as a free parameter, is closer to the
virial assumption (i.e., 2) for theσC IV-based estimator, i.e.,γ = 1.74±0.55 (γ = 1.45±0.53
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Figure 4.5 Calibrations ofσ-based SE BH masses (top) and FWHM-based SE BH masses
(bottom) to the Hβ RM-based BH masses. The new sample from the recent RM resultsi
marked with a blue open square. The regressed parameters (α,β,γ) with the uncertainty
estimates are given in the upper left part in each panel.
110 Improving the calibration of the CIV SE virial BH mass estimators
if NGC 4051 is included) than for the FWHMC IV-based estimator, i.e.,γ = 0.56± 0.48
(γ = 0.52±0.46 if NGC 4051 is included). This reinforces the use ofσ for characterizing
the line width of CIV , as suggested by Denney (2012, 2013; see also Peterson et al.2004 and
Park et al. 2012b for the case of Hβ). The slope of the luminosity term (i.e.,β = 0.51±0.08
for σ; β = 0.52±0.09 for FWHM) is almost consistent to that of photoionizationexpectation
(i.e., 0.5; Bentz et al. 2006) within the uncertainty. This may indicates that asynchronism
between Hβ and CIV measurements does not introduce a significant overall difference for
our high-luminosity, high-quality calibration sample.
In this calibration, we treatβ andγ as free parameters in addition toα. Letting β be
a free parameter is required to reduce luminosity dependentsystematics since we are deal-
ing with non-contemporaneous Hβ and CIV measurements, which is expected to be not
necessarily linear. In addition, it is currently questionable to directly adopt the CIV size-
luminosity relation (e.g., Kaspi et al. 2007) for the estimator since it is based on such a
small sample. Relaxing the constraint ofγ = 2 for FWHMC IV can be corroborated by the
investigation by Denney (2012), which shows that there are severe biases in measuring
FWHMC IV due to the non-variable component and dependence on the lineshape. These
systematic uncertainties may be properly calibrated out bytakingγ as a free parameter. In
the case ofσC IV , however, a similar systematic does not seem to be present for σC IV (see
Denney 2012). Even if we allowγ to be free, the regression slope forσC IV is consistent to
the virial expectation (i.e., 2) within 1σ uncertainty, thus we opt to fixingγ to a value of 2,
avoiding systematic uncertainties due to small number statistics or sample-specific system-
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with the statistical scatter against RM masses of 0.35 dex. Apart from the interpretation of
values of zero point and slopes, it is worth noting that theseestimators are the best calibrated
ones to reproduce Hβ RM masses as closely as possible for the current sample and data sets.
4.4.2 Comparison to Previous Recipes
In Figure 4.6, we present the systematic difference ofMBH estimates based on our new esti-
mators (Equations 4.2 and 4.3) compared to the previous estimators from VP06 and SL12,
respectively, using CIV line width and L1350measurements. TheσC IV-basedMBH estimates
show almost consistent results to VP06 with a slight offset of ∼ 0.03, which is expected
from a difference in the adopted values of the virial factor (i.e., logf = 0.71 here versus
log f = 0.74 in VP06). In contrast, the comparison of FWHMC IV-based masses, respec-
tively estimated with our recipe and with that of VP06, showslarge scatter and a systematic
trend that the VP06 recipe underestimatesMBH in the low-mass regime and overestimates
MBH in the high-mass regime, compared to our recipe. The bottom panel of Figure 4.6 shows
that the SL12 recipe systematically overestimatesMBH over the whole dynamic range of the
sample (i.e.,. 109 M⊙). This is understandable because SL12 used the FWHMHβ-based
MBH in VP06 as a fiducial one and recalibrate the estimator using their high-mass (> 109
M⊙) QSOs. Thus, the calibration performed by SL12 in their limited dynamical range in-
herits the overestimation behavior of the VP06 recipe with respect to our recipe, and prop-
agates it into the low mass regime with larger effect. In addition, SL12 subtracted a narrow
C IV component before measuring FWHM of CIV , leading to an overestimated FWHMC IV ,
compared to VP06 and our methods. We note that a large dynamicr nge is necessary for
better calibration and investigation of the biases, as pointed out by SL12.
In order to explicitly compare the calibration methods usedin here and VP06, we regress
Equation 4.1 by fixingβ and/orγ with the adopted values in VP06 as listed in Table 4.3.
For theσ-based mass estimator, we obtain almost same calibration result (α = 6.72±0.06)
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Figure 4.6 Comparison ofσ-based (top) and FWHM-based (middle)MBH respectively
calculated using the estimators in this study and the estimators of VP06. In the bottom
panel,MBH calculated with the FWHM-based estimator from SL12 is compared to our
mass estimates. Average offset and 1σ scatter are given in the lower right corner in each
panel.
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to that of VP06 (α = 6.73±0.01) using the sample including NGC 4051. When NGC 4051
is exclude, the zero points reduces slightly (α = 6.69±0.06) and intrinsic scatter becomes
smaller. It is interesting to see the consistency of theσ-based calibration between our study
and VP06, despite the systematic bias inσCIV measurements of VP06 as shown in Sec-
tion 4.3.2. We interpret this as follows. Although there is abi s in the VP06 measure-
ment method forσ, due to their choice of line limits (i.e.,±10,000 km s−1), theirσ-based
MBH measurements serendipitously scatter evenly below and above the central point of the
mass scale of the sample, consequently resulting in a similar zero point regardless of the
bias inσ measurements. In the end the calibrations are very similar,however, the intrinsic
scatter of our calibration is smaller than that of VP06, which demonstrates a general increase
in accuracy of ourσ-based masses over those of VP06, advocating for ourσ measurement
prescription.
4.4.3 Difference in SMBH Population using the SDSS DR7 Quasar Catalog
To demonstrate the effect of our new estimators onMBH studies, we present in Figure 4.7 the
MBH distribution of the SDSS QSO sample as a function of redshift, based on various mass
estimators. These masses are calculated using the FWHMC IV measurements from Shen et
al. (2011), who provides only FWHM measurements using SDSS DR7 spectra. Note that
FWHMC IV-basedMBH determined with our new estimator is on average smaller by∼ 0.25
dex than that calculated with the previous estimator by VP06, since the VP06 recipe tends
to overestimateMBH in the high-mass regime as explained in Section 4.2. In contrast, there
is a smooth transition between MgII -based masses estimated from the recipe of Wang et al.
(2009) and CIV -based masses from our new calibration since both estimators re based on
the same calibration scheme (see Section 4.4).
Kelly & Shen (2013) derived a predicted maximumMBH of broad-line QSOs as a func-
tion of redshift (their Figure 7), showing a slight trend that the maximumMBH was larger
at higher redshift. However, this subtle trend may simply bea r sult of systematic overesti-
mation of CIV masses at high redshift because their mass determination was based on the
VP06 recipe. Adopting our new CIV mass estimator may eliminate such a trend.
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Figure 4.7 Comparison of FWHM-basedMBH distributions as a function of redshift be-
tween the previous calibrations and the new ones in this study. FWHMC IV and L1350 for
∼ 100,000 QSOs are taken from the SDSS DR7 quasar catalog (Shen et al. 2011) to cal-
culateMBH using different estimators. Black dots representMBH estimates using previous
recipes of VP06 (Hβ; z < 0.7), Shen+11 (MgII ; 0.76 z < 1.9), and VP06 (CIV ; z > 1.9).
Corresponding emission lines andMBH recipes are indicated in upper and bottom parts with
redshift separations marked with vertical dashed lines. For newMBH estimates, green dots
represent mass estimates using the calibration of MgII by Wang et al. (2009), while red
dots denote CIV -basedMBH estimates using our new recipe. Large filled circles indicate
the median values in each redshift bin, with∆z = 0.1 for z 6 1.9 and∆z = 0.2 for z > 1.9.
Average offset values of green filled circles (MgII ) and red filled circles (CIV ) from black
filled circles are indicated in lower right corner.
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4.5 Discussion and Conclusions
We investigated the calibration of CIV MBH estimators based on the updated sample of 26
AGNs, for which both Hβ reverberation masses and UV archival spectra were available.
The sample of AGNs with RM masses as well as the UV spectra including CIV have been
expanded and updated since the calibrations performed by VP06; it is therefore useful to re-
visit the calibration of the CIV -based mass estimators to provide the most consistent virial
MBH estimates using the CIV emission line. Major differences of the calibration method
between VP06 and the current study is twofold. First, we derived line widths (i.e., line
dispersion and FWHM) from the spectral fits by performing multi-component fitting on
the CIV complex region to accurately de-blend CIV from other contaminating lines while
VP06 measured the line width of CIV directly from the spectra. When “applying” a SE
scaling relationship to calculateMBH, it is important to use the same fitting and line width
measurement prescriptions that were used in “calibrating”the scaling relationship because
significant systematic differences can arise inMBH estimates if different analysis and mea-
surement techniques are utilized (e.g., Assef et al. 2011, Denney 2012, SL12, Park et al.
2012b). Second, we treated the slope parameters (i.e.,β andγ) in the virial MBH equation
(i.e., Eq. 4.1) as free parameters as in Wang et al. (2009), which is particularly important
for FWHM.
We provided the best-fit calibrations for bothσC IV- and FWHMC IV-based mass esti-
mators. While we presented a consistent estimator for theσ-based masses to that of VP06,
we obtained significantly differentMBH estimator for the FWHM-based masses, presum-
ably due to relaxing the constraint of the virial expectation (i.e., γ = 2) to mitigate the
FWHM-dependent biases. We generally recommend to use theσ-based mass estimator if
theσ measurement is available, as it shows the better consistency with the virial relation,
andσ-based masses show a smaller scatter than the FWHM-based masses when compared
to Hβ RM-based masses. UsingσC IV-based estimator is also preferred by Denney (2012),
who showed that theσC IV measured from mean spectra is the better tracer of the broad-
line velocity field than the FWHMC IV since FWHM of CIV is much more affected by the
non-variable CIV core component.
Compared to the previously calibrated FWHMC IV estimator by VP06, our new estima-
tor shows a systematic trend as a function of mass. The VP06 recipe overestimatesMBH in
the high-mass regime (i.e.,& 108M⊙) while it underestimateMBH in the low-mass regime
(i.e., . 108M⊙), compared to CIV masses based on our new estimator. This systematic
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discrepancy is due to a combination of effects, including difference in the RM sample and
updated RM masses, newly available UV spectra, emission-line fitting method, and calibra-
tion method. For the SDSS quasar sample (Shen et al. 2011), wefind thatMBH estimates
based on our new estimator are systematically smaller by∼ 0.25 dex than those based on
the previous recipe of VP06.
One of the main differences in calibrating the FWHMC IV-based mass estimator is that
we fit the exponent of velocity (β = 0.56) as in Eq. 3, instead of adoptingβ = 2 as in VP06.
This provides effectively the same effect as adopting a varying virial factor. If a constant
virial factor is used for mass determination, then FWHM-based masses will show system-
atic difference compared toσ-based masses, since the FWHM/σ ratio has a broad distri-
bution, while the fiducial RM masses are derived withσ measurements from rms spectra.
To resolve this issue, Collin et al. (2006), for example, introduced varying virial factors for
the FWHMHβ-based mass estimator depending on the range of the line widths. In our case,
relaxing the virial (FWHM2) requirement in calibrating FWHMC IV-based masses against
σHβ-based RM masses provides virtually the same effect as adopting a varying virial factor,
thus resulting in better consistency withσ-based masses. It also mitigates the bias caused by
the contamination of the non-variable CIV emission component, where FWHMC IV-based
masses in objects with ’peaky’ (’boxy’) profiles are under- (over-) estimated with previous
FWHMC IV-based mass estimators.
The calibration of mass estimators provided in this study still suffers from a sample bias
as in the case of VP06. The incompleteness or lack of low-massobjects (i.e.,. 107M⊙) in
the current sample will be resolved when newHST STIS observations become available for
six low-mass reverberation-mapped AGNs (GO-12922, PI: Woo). H wever, the extrapola-
tion of this calibration to high-luminosity, higher-redshift AGNs more similar to the SDSS
sample can only be realized with the extension of the RM sample to this regime — an
endeavor that we strongly advocate.
Apart from the calibration analysis performed in this and previous studies, several
schemes to correct for the CIV -based masses have been suggested in the literature to reduce
the large scatter between the CIV -based masses and the Hβ-based masses. For example,
Assef et al. (2011) suggested a prescription to reduce mass residuals using the ratio of the
rest-frame UV to optical continuum luminosities based on a sample of 12 lensed quasars.
Shen & Liu (2012) reported a poor correlation with large scatter between FWHMHβ and
FWHMCIV using a sample of 60 high-luminosity QSOs, showing that somepart of the scat-
ter correlated with the blueshift of CIV with respect to Hβ. They suggested a correction for
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the FWHM of CIV and CIII ] lines as a function of the CIV blueshift. Recently, Denney
(2012) showed that the CIV line profile consists of both non-variable and variable com-
ponents based on the sample of seven AGNs with CIV reverberation data, and concluded
that this non-variable component is a main source of the large scatter of the CIV SEMBH.
They provided an empirical correction for the FWHM-based mass depending on the line
shape as parameterized as the ratio of FWHM to the line dispersion. Since the CIV line
region is more likely to be affected by non-virial motions such as outflows and winds than
the lower ionization line region, such as Hβ (e.g., Shen et al. 2008; Richards et al. 2011),
aforementioned corrections are also important and worth investigating further with a larger
sample with enlarged dynamic range.
In general, correcting for possible systematic biases and providing accurateMBH esti-
mates is crucial for studies of the cosmic evolution of BH population, particularly at high-
redshifts (e.g., Fine et al. 2006; Shen et al. 2008, 2011, Shen & Kelly 2012; Kelly & Shen
2013). Thus, it is important to ensure a reliable calibration at the high-mass end (& 109 M⊙)
since the CIV mass estimators are most applicable to high-mass AGNs at high-redshift uti-
lizing optical spectroscopic data from large AGN surveys. Note that the current RM sam-
ple used for calibrating CIV mass estimators still suffers from the lack of high-luminosty
AGNs, suggesting that the RM sample may not best represent thhig -luminosity QSOs at
high-redshifts, i.e., SDSS QSOs. Thus, obtaining direct CIV reverberation mapping results
for high-mass QSOs will be even more useful (see Kaspi et al. 2007 for tentative results),
despite the practical observational challenges. Such measur ments will be used to better
determine a reliable CIV size-luminosity relation and to directly investigate non-varying
component of CIV .
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Table 4.1. Optical spectral properties from Hβ reverberation mapping
Object z τcent σrms FWHMrms log(MBH/M⊙)a Ref.
(Hβ) (Hβ) (Hβ) (RM)
(days) (km s−1) (km s−1)
(1) (2) (3) (4) (5) (6) (7)
3C120 0.03301 27.2+1.1−1.1 1514±65 2539±466 7.80±0.04 6
3C390.3 0.05610 23.60+6.45−6.45 3105±81 9958±1046 8.43±0.10 1
Ark120 0.03230 39.05+4.57−4.57 1896±44 5364±168 8.14±0.06 1
Fairall9 0.04702 17.40+3.75−3.75 3787±197 6901±707 8.38±0.10 1
Mrk279 0.03045 16.70+3.90−3.90 1420±96 3385±349 7.51±0.12 1
Mrk290 0.02958 8.72+1.21−1.02 1609±47 4270±157 7.36±0.07 4
Mrk335 0.02578 14.1+0.4−0.4 1293±64 1025±35 7.37±0.05 6
Mrk509 0.03440 79.60+5.75−5.75 1276±28 2715±101 8.12±0.04 1
Mrk590 0.02638 24.23+2.11−2.11 1653±40 2512±101 7.65±0.07 1
Mrk817 0.03145 19.05+2.45−2.45 1636±57 3992±302 7.66±0.07 1
NGC3516 0.00884 11.68+1.02−1.53 1591±10 5175±96 7.47±0.05 4
NGC3783 0.00973 10.20+2.80−2.80 1753±141 3093±529 7.44±0.08 1
NGC4051 0.00234 1.87+0.54−0.50 927±64 1034±41 6.20±0.14 4
NGC4593 0.00900 3.73+0.75−0.75 1561±55 4141±416 6.96±0.09 2
NGC5548 0.01717 4.18+0.86−1.30 3900±266 12539±1927 7.80±0.14 3, 5
NGC7469 0.01632 4.50+0.75−0.75 1456±207 2169±459 7.05±0.05 1
PG0026+129 0.14200 111.00+26.20−26.20 1773±285 1719±495 8.56±0.11 1
PG0052+251 0.15500 89.80+24.30−24.30 1783±86 4165±381 8.54±0.09 1
PG0804+761 0.10000 146.90+18.85−18.85 1971±105 2012±845 8.81±0.05 1
PG0953+414 0.23410 150.10+22.10−22.10 1306±144 3002±398 8.41±0.09 1
PG1226+023 0.15830 306.80+79.70−79.70 1777±150 2598±299 8.92±0.09 1
PG1229+204 0.06301 37.80+21.45−21.45 1385±111 3415±320 7.83±0.23 1
PG1307+085 0.15500 105.60+41.30−41.30 1820±122 5058±524 8.61±0.12 1
PG1426+015 0.08647 95.00+33.50−33.50 3442±308 6323±1295 9.08±0.13 1
PG1613+658 0.12900 40.10+15.10−15.10 2547±342 7897±1792 8.42±0.22 1
PG2130+099 0.06298 12.8+1.2−0.9 1825±65 2097±102 7.63±0.04 6
Note. — Col. (1) Name. Col. (2) Redshifts are from the NASA/IPC Extragalactic Database
(NED). Col. (3) Rest-frame Hβ time lag measurements. Col. (4) Line dispersion (σline) measured
from rms spectra. Col. (5) FWHM measured from rms spectra Col. (6) MBH estimates from rever-
beration mapping:MBH(RM) = f cτcentσ2rms/G where the virial factorf is adopted from Park et al.
(2012a) (i.e., logf = 0.71). Col. (7) References. 1. Peterson et al. 2004; 2. Denney et al. 2006; 3.
Bentz et al. 2009; 4. Denney et al. 2010; 5. Park et al. 2012b; 6. Grier et al. 2012.
aNote that as in VP06 theMBH taken from Table 8 in Peterson et al. (2004) are based on the

















Table 4.2. Ultraviolet spectral properties from CIV single-epoch estimates
Object Telescope/Instrument Date Observed S/N E(B −V ) log(λLλ/erg s−1) σSE FWHMSE log(MBH/M⊙) log(MBH/M⊙) Notes
(1450Å or 1700Å) (1350Å) (CIV ) (C IV ) (σ(C IV ), SE) (FWHM(CIV ), SE)
(pix−1) (mag) (km s−1) (km s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
3C120 IUE/SWP 1994-02-19,27;1994-03-11 12 0.263 44.399±0.021 3106±157 3093±291 7.89±0.05 7.96±0.03 · · ·
3C390.3 HST/FOS 1996-03-31 18 0.063 43.869±0.003 6154±65 5645±202 8.22±0.01 7.83±0.01 · · ·
Ark120 HST/FOS 1995-07-29 17 0.114 44.400±0.005 3219±53 3471±108 7.93±0.01 7.99±0.01 · · ·
Fairall9 HST/FOS 1993-01-22 24 0.023 44.442±0.004 2694±20 2649±77 7.79±0.01 7.95±0.01 · · ·
Mrk279 HST/COS 2011-06-27 9 0.014 43.082±0.004 2973±53 4093±388 7.20±0.02 7.35±0.02 · · ·
Mrk290 HST/COS 2009-10-28 24 0.014 43.611±0.002 3531±32 2052±36 7.61±0.01 7.45±0.01 · · ·
Mrk335 HST/COS 2009-10-31;2010-02-08 29 0.032 43.953±0.001 1876±12 1772±14 7.23±0.01 7.59±0.01 · · ·
Mrk509 HST/COS 2009-12-10,11 107 0.051 44.675±0.001 3568±9 3872±18 8.15±0.01 8.16±0.01 · · ·
Mrk590 IUE/SWP 1991-01-14 17 0.033 44.094±0.007 3479±165 5362±266 7.84±0.04 7.94±0.01 · · ·
Mrk817 HST/COS 2009-08-04;2009-12-28 38 0.006 44.326±0.001 3692±23 4580±48 8.01±0.01 8.02±0.01 · · ·
NGC3516 HST/COS 2010-10-04;2011-01-22 20 0.038 42.615±0.002 4006±49 2658±34 7.22±0.01 7.00±0.01 abs
NGC3783 HST/COS 2011-05-26 29 0.105 43.400±0.001 2774±91 2656±444 7.30±0.03 7.41±0.04 · · ·
NGC4051 HST/COS 2009-12-11 23 0.011 41.187±0.001 1290±139 1122±309 5.53±0.09 6.05±0.07 abs
NGC4593 HST/STIS 2002-06-23,24 10 0.022 43.761±0.005 2946±162 2952±166 7.53±0.05 7.62±0.01 · · ·
NGC5548 HST/COS 2011-06-16,17 36 0.018 43.822±0.001 4772±80 1785±82 7.98±0.01 7.53±0.01 abs
NGC7469 HST/COS 2010-10-16 32 0.061 43.909±0.001 2849±237 2725±66 7.57±0.07 7.68±0.01 · · ·
PG0026+129 HST/FOS 1994-11-27 25 0.063 45.236±0.005 4965±113 1604±50 8.72±0.02 8.24±0.01 · · ·
PG0052+251 HST/FOS 1993-07-22 21 0.042 45.292±0.004 4648±50 5380±87 8.69±0.01 8.56±0.01 · · ·
PG0804+761 HST/COS 2010-06-12 34 0.031 45.493±0.001 2585±20 3429±23 8.28±0.01 8.56±0.01 · · ·
PG0953+414 HST/FOS 1991-06-18 18 0.012 45.629±0.005 3448±55 3021±74 8.60±0.01 8.60±0.01 · · ·
PG1226+023 HST/FOS 1991-01-14,15 93 0.018 46.309±0.001 3513±29 3609±29 8.96±0.01 8.99±0.01 · · ·
PG1229+204 IUE/SWP 1982-05-01,02 28 0.024 44.609±0.009 2621±90 4023±163 7.85±0.03 8.14±0.01 · · ·
PG1307+085 HST/FOS 1993-07-21 14 0.030 45.113±0.006 4237±80 3604±111 8.52±0.02 8.37±0.01 · · ·
PG1426+015 IUE/SWP 1985-03-01,02 45 0.028 45.263±0.004 4808±305 4220±258 8.71±0.06 8.49±0.02 · · ·

















Object Telescope/Instrument Date Observed S/N E(B −V ) log(λLλ/erg s−1) σSE FWHMSE log(MBH/M⊙) log(MBH/M⊙) Notes
(1450Å or 1700Å) (1350Å) (CIV ) (C IV ) (σ(C IV ), SE) (FWHM(CIV ), SE)
(pix−1) (mag) (km s−1) (km s−1)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
PG2130+099 HST/COS 2010-10-28 22 0.039 44.447±0.001 2225±47 2147±18 7.63±0.02 7.90±0.01 · · ·
Note. — Col. (1) Name. Col. (2) Telescope/Instrument from which archival UV spectra were obtained. Note that the new COS spectra were obtained after 2009.
Col. (3) Observation date for combined spectra. Col. (4) Signal-to-noise ratio per pixel at 1450Å or 1700Å in rest-frame. Col. (5)E(B −V ) are from the NASA/IPAC
Extragalactic Database (NED) based on the recalibration ofSchlafly & Finkbeiner (2011). Col. (6) Continuum luminositymeasured at 1350Å. Col. (7) Line dispersion
(σline) measured from SE spectra. Col. (8) FWHM measured from SE spectra. Col. (9) SE mass estimates based onσline from the new estimator. Col. (10) SE mass
estimates based on FWHM from the new estimator. Col. (11) abs: The CIV line profile is affected by a strong absorption near the line center. Thus the emission-line
modeling could be uncertain although that region was maskedout.
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Table 4.3. CIV Mass Calibration results
log[MBH(RM)/M⊙] = α+β log(L1350/1044 ergs−1) +γ log[∆V(CIV)/1000 kms−1]
∆V (CIV) α β γ σint mean offset 1σ scatter Ref.
(dex) (dex)
Previous calibrations
σline 6.73±0.01 0.53 2 0.33 · · · · · · VP06a
σline 6.73±0.02 0.53 2 0.37 · · · · · · VP06b
FWHM 6.66±0.01 0.53 2 0.36 · · · · · · VP06a
FWHM 6.69±0.01 0.53 2 0.43 · · · · · · VP06b
FWHM 8.021 0.471 0.242 · · · 0.03 0.28 SL12
This work
σline 7.02±0.29 0.46±0.07 1.45±0.53 0.30±0.04 0.00 0.298
FWHM 7.51±0.21 0.51±0.08 0.52±0.46 0.34±0.05 0.00 0.340
This work (fixingγ = 2)
σline 6.75±0.07 0.43±0.07 2 0.30±0.05 0.00 0.308
FWHM 6.81±0.09 0.40±0.08 2 0.41±0.05 0.00 0.421
This work (fixingβ = 0.5)
σline 7.07±0.27 0.5 1.34±0.48 0.29±0.04 0.00 0.301
FWHM 7.50±0.18 0.5 0.54±0.36 0.33±0.04 0.00 0.340
This work (fixingβ = 0.5 andγ = 2)
σline 6.73±0.06 0.5 2 0.30±0.04 0.00 0.318
FWHM 6.78±0.08 0.5 2 0.41±0.05 0.00 0.439
This work (fixingβ = 0.53 andγ = 2 for the comparison to VP06)
σline 6.72±0.06 0.53 2 0.31±0.04 0.00 0.328
FWHM 6.77±0.08 0.53 2 0.42±0.05 0.00 0.449
This work (w/o NGC 4051)
σline 6.84±0.30 0.51±0.08 1.74±0.55 0.29±0.04 0.00 0.293
FWHM 7.48±0.24 0.52±0.09 0.56±0.48 0.35±0.05 0.00 0.347 best-fitc
This work (w/o NGC 4051; fixingγ = 2)
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Table 4.3 (cont’d)
∆V (CIV) α β γ σint mean offset 1σ scatter Ref.
(dex) (dex)
σline 6.71±0.07 0.50±0.07 2 0.28±0.04 0.00 0.295 best-fitc
FWHM 6.78±0.10 0.45±0.10 2 0.41±0.05 0.00 0.419
This work (w/o NGC 4051; fixingβ = 0.5)
σline 6.84±0.29 0.5 1.75±0.51 0.28±0.04 0.00 0.293
FWHM 7.47±0.23 0.5 0.59±0.44 0.34±0.04 0.00 0.347
This work (w/o NGC 4051; fixingβ = 0.5 andγ = 2)
σline 6.71±0.06 0.5 2 0.28±0.04 0.00 0.295
FWHM 6.75±0.08 0.5 2 0.40±0.05 0.00 0.422
This work (w/o NGC 4051; fixingβ = 0.53 andγ = 2 for the comparison to VP06)
σline 6.69±0.06 0.53 2 0.28±0.04 0.00 0.296
FWHM 6.74±0.08 0.53 2 0.41±0.05 0.00 0.425
Note. — The mean offset and 1σ scatter for our calibrations are measured from the average and standard
deviation of mass residuals between RM masses and calibrated SE masses,∆ = logMBH(RM) − logMBH(SE).
aThe VP06 calibration based on all individual measurements for each object.
bThe VP06 calibration based on weighted averages of all measur ments for each object.
cWe suggest these calibrations as the bestMBH estimators. The viral factor is assumed as logf = 0.71.
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Chapter 5
Investigating the cosmic evolution of
the black hole mass – bulge
luminosity scaling relation
(A journal paper based on this chapter will be submitted soon for publication in ApJ.)
5.1 Introduction
The black hole – galaxy co-evolution framework is now one of the basic elements in the
understanding of galaxy formation and evolution. The tightcorrelations between the masses
of supermassive black holes (BH) and the global properties of the host galaxies discovered
in the local universe (e.g.,MBH −σ∗, MBH − Lbul, andMBH − Mbul relations; Magorrian et al.
1998; Ferraresse & Merritt 2000; Gebhardt et al. 2000; Marconi & Hunt 2003; Häring &
Rix 2004) imply a causal connection between the BH growth andgalaxy evolution.
The AGN feedback mechanism has been suggested for a physicalorigin of this cou-
pling (e.g., Kauffmann & Haehnelt 2000; Volonteri et al. 2003; Croton et al. 2006; Hopkins
et al. 2009). It has also been suggested that a consequence ofa statistical convergence from
a hierarchical merging can reproduce the observed correlations without a physical coupling
(e.g., Peng 2007; Hirschmann et al. 2010; Jahnke & Macciò 2011). However, the origin of
this correlation is still unclear since these results from the heoretical modelings rely on
many ad hoc assumptions and approximations due to too many physical processes involved
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with huge degrees of freedom. Therefore the more and accurate observational constraints
on how the black holes and galaxies co-evolve are required and it will be essential to inves-
tigate physical mechanisms involved in the BH-galaxy co-evlution. This can be achieved
by investigating the empirical scaling relations as a function of cosmic time.
Many observational studies have been performed to measure the cosmic evolution of the
scaling relations using a sample of active galaxies to probethe distant universe (e.g., Treu
et al. 2004, 2007; McLure et al. 2006; Peng et al. 2006; Woo et al. 2006, 2008; Jahnke et al.
2009; Decarli et al. 2009; Merloni et al. 2010; Bennert et al.2010, 2011b; Cisternas et al.
2011; Hiner et al. 2012; Canalizo et al. 2012; Schramm & Silverman 2013), which mainly
report the tentative result that the BH growth precedes the growth of the host bulge.
However, many previous studies were still subject to small number of the sample and
relying on relatively uncertain measurements for black hole mass and host galaxy properties.
In this work, we study the cosmic evolution of theMBH − Lbul relation for the extended
sample of 52 Seyfert 1 galaxies atz = 0.36 andz = 0.57 including all previous samples
from Woo et al. (2006), Treu et al. (2007), Woo et al. (2008), and Bennert et al. (2010) for
better statistics. Black hole mass is measured using the Hβ broad emission line and 5100Å
nuclear luminosity from a combined analysis of the high-quality Keck spectra andHST
images. Bulge luminosity is obtained with structural decomp sition of the high-resolution
HST imaging data.
We adopt the following cosmological parameters to calculate distances in this work:
H0 = 70 km s−1 Mpc−1, Ωm = 0.30, andΩΛ = 0.70. Magnitudes are given in the AB system.
5.2 Sample and Data
5.2.1 Sample Selection
To simultaneously measure black hole masses (MBH) from broad emission line and con-
tinuum luminosity, stellar velocity dispersions (σ∗) from absorption lines in spectra, host
galaxy bulge luminosities (Lbul) from images, the objects with the comparable nuclear and
stellar light fraction, such as Seyfert 1 galaxies, are essential with high S/N spectra and high-
resolution images. A sample of Seyfert 1 galaxies (i.e., relatively low-luminosity broad-line
AGNs) was carefully selected from the SDSS database with specific redshift windows in
0.35< z < 0.37 and 0.56< z < 0.58 to minimize the uncertainties from strong sky features.
The following selection criteria were applied based on the SDS data: (1) Hβ equivalent
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widths greater than 5Å (2) spatially resolved in the Sloan images (3)g′ − r′ > 0.1 and
r′ − i′ > 0.3 for a non-negligible stellar light fraction. Thus, our final s mple contains a total
of 52 AGNs (37 atz ∼ 0.36; 15 atz ∼ 0.57). Out of those 52, 40 objects were already anal-
ysed and the results were presented in the series of papers (Tr u et al. 2004; Woo et al. 2006;
Treu et al. 2007; Woo et al. 2008; Bennert et al. 2010). We herefocus on the remaining 12
AGNs, which are located atz ∼ 0.57 mostly. Table 5.1 lists the sample with all previous 40
objects.
5.2.2 Observations and Data Reduction
The Keck spectra for our sample of 12 objects as well as all previous 40 objects were ob-
tained with the Low Resolution Imaging Spectrometer (LRIS)at Keck I telescope. The 900
lines mm−1 grating centered at 6700Å was used for objects atz = 0.36 with total exposure
times ranging from 600 s and 3.5 hr, yielding a pixel scale of 0.85Å×0.′′215 and a Gaussian
resolution (σ) of ∼55 km s−1 while for objects atz = 0.57 the 831 lines mm−1 grating cen-
tered at 7600Å was used with total exposure times ranging from 1.5 hr and 4.5 hr, yielding
a pixel scale of 0.92Å×0.′′215 and a Gaussian resolution of∼58 km s−1. After that the stan-
dard spectroscopic reduction procedures including bias subtraction, cosmic ray removal, flat
fielding, spectral extraction, wavelength calibration, and flux calibration were performed us-
ing IRAF, one-dimensional spectra were extracted with an widow of 4− 5 pixels (∼ 1′′).
To compensate the uncertainties of long-slit spectrophotome ry due to the slit losses and
seeing effects, we performed a recalibration of the flux scale b sed on the corresponding
SDSS DR7 spectra, which were obtained from the aperture of a 3" spectroscopic fiber with
the better spectrophotometric calibration by taking advantage of their imaging data. Thus,
reduced spectra were renormalized with the scale factors, which were determined byχ2
minimization of the difference between the filter magnitudes calculated with the SDSSr (i)
filter curve from the Keck and SDSS spectra for objects atz = 0.36 (z = 0.57). We then ap-
plied the Galactic extinction correction to spectra using the values ofE(B−V ) from Schlafly
& Finkbeiner (2011) listed in the NASA/IPAC Extragalactic Database (NED1) and the red-
dening curve of Fitzpatrick (1999). The final reduced spectra are presented in Figure 5.1
& 5.2. The average signal-to-noise ratio at rest-frame 5100Å for all spectra is S/N ≈ 61
pixel−1 (see Table 5.2).
TheHST imaging data for the three objects atz = 0.36 were obtained as a part of GO-
1http://ned.ipac.caltech.edu/
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11166 (PI: Woo) and those for the nine objects atz = 0.57 were obtained as a part of GO-
11208 (PI: Treu). All 12 objects were observed with the WFC3 imager aboard theHST
in F110W filter (wideY J band) for a total exposure time of 2397 sec per object. Four
separate exposures for each target were dither-combined with theMultiDrizzlewithin
thePyRAF environment. The parameters of a final pixel scale of 0.09′′ and a pixfrac of 0.9
were adopted for theMultiDrizzle task. The final drizzled (distortion corrected, cosmic
rays and defects removed, sky background subtracted) images for 12 objects are shown in
the first column of Figure 5.3.
5.3 Measurements
To investigate the evolution of the BH scaling relations over the cosmic time, both the
black hole property (MBH) and the host galaxy property (Lbul) as a function of redshift are
required. In this section, we present measurements forMBH from a combination of spectral
and imaging analysis andLbul from high-resolution images.
5.3.1 Black Hole Mass
To estimate black hole masses, we applied the multi-component spectral decomposition
technique, which was developed by Park et al. (2012b) and modified and improved for this
work, to the obtained Keck spectra.
First, the spectra were converted to the rest-frame using the improved redshifts from
Hewett & Wild (2010) (see Table 5.1). Second, the observed continuum was modeled with
a combination of a single power-law, an FeII template, and a host-galaxy template for
the featureless AGN continuum, the AGN FeII emission blends, the host-galaxy starlight
respectively in the regions of 4430-4770Å and 5080-5450Å, which were slightly adjusted
for each spectrum to avoid the contaminating absorption andemission features. The weak
AGN narrow emission lines (e.g., HeI λ4471, [FeVII ] λ5160, [NI] λ5201, [CaV] λ5310)
and HeII λ4686 line in this continuum window were also masked out.
The FeII template was adopted from I Zw 1 FeII template of Boroson & Green (1992)
and the stellar template was composed of seven stellar spectra of G and K giants with vari-
ous temperatures from the Indo-US spectral library2 (Valdes et al. 2004), which have been
widely used for stellar velocity dispersion measurements oKeck spectra in many studies
2http://www.noao.edu/cflib/






























































































Figure 5.1 Multi-component spectral decomposition results for the sample of our 12 ob-
jects. The observed spectra are shown along with the best-fitmodels. In each panel, observed
spectra (black) and the continuum+Fe II+stellar best-fit model (magenta) are shown in the
upper part, and the best-fit power-law continuum (green), stellar template (yellow), and FeII
template (violet) models are presented in the middle part. Three narrow lines [Hβ, [O III ]
λλ4959,5007 (blue)], broad Hβ (red), and the broad and narrow HeII λ4686 components
(brown) are presented in the bottom part. The residuals (black), representing the difference
between the observed spectra and the sum of all model components, are arbitrarily shifted
downward for clarity.





















































































































Figure 5.2 Same as Figure 5.1, but for the previous sample of 40 bjects.
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(e.g, Wolf & Sheinis 2008; Suyu et al. 2010; Bennert et al. 2011; Fernández Lorenzo et al.
2011; Harris et al. 2012; Suyu et al. 2013). These high-resolution stellar template spectra
(∼ 34 km s−1; Beifiori et al. 2011) were degraded to match the Keck spectral resolution.
Note that our template for the host-galaxy starlight is different to that of Park et al. (2012b;
a single synthetic template with solar metallicity and 11 Gyr old from Bruzual & Char-
lot 2003). This choice is motivated by the investigations ofTreu et al. (1999, 2001), who
showed G-K type stellar templates produced a best-fit galaxymodel. Empirically it is also
evidenced by that our spectral fitting ranges are dominated with the features of late-type
stellar spectra such as Mgb triplet (∼ 5175 Å) and Fe (5270 Å) absorption lines and by that
our experiments show the betterχ2 values and residuals compared to the case of a single
synthetic galaxy template.
The best-fit continuum models were determined with theχ2 minimization using the
nonlinear Levenberg-Marquardt least-squares fitting routine mpfit (Markwardt 2009) in
IDL for the optimal parameters: the normalization and slopef the power-law model and
the velocity shifts and widths of the Gaussian broadening kernels for the convolution of
the FeII and host-galaxy templates. The weights for a linear combinatio of the FeII and
stellar templates were internally optimized using a bounded-variable least-squares solver
(bvls3) with the constraint for non-negative values during the fitting. We measured the
AGN continuum luminosity at 5100Å from the power-law model.
Third, after subtracting the best-fit continuum model, the Hβ emission line region com-
plex were modeled with a combination of a sixth-order Gauss-Hermite series for the Hβ
broad component, a tenth-order Gauss-Hermite series with different flux scaling ratios for
the Hβ narrow component and [OIII ] λλ4959,5007 narrow lines, two Gaussian functions
for the HeII λ4686 line whenever it blends with the Hβ profile. Figure 5.1 shows the ob-
served spectra with the best-fit models for our sample of 12 objects (see Fig. 5.2 for pre-
vious 40 objects). We measured line widths (∆V ), FWHM and line dispersion (σ), for the
Hβ broad emission line from the best-fit profile of the sixth-order Gauss-Hermite series.
The measured line widths were subsequently corrected for the instrumental resolution by
subtracting it in quadrature.
Using the method described above we fitted all spectra for a total of 52 sample in-
cluding all previous sample, thus we have updated spectral me surements for the samples
presented in Treu et al. (2007) and Bennert et al. (2010) (also in Woo et al. 2006, 2008).
3It is implemented in IDL by Michele Cappellari and is available at
http://www-astro.physics.ox.ac.uk/~mxc/idl/.
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These measurements are listed in Table 5.2. ForMBH estimation, we use the following for-
malism, derived by combining the recent calibrations for the size-luminosity relationship
(Bentz et al. 2009a;RBLR ∝ L0.519) and the virial factor (Park et al. 2012a; Woo et al. 2013;

















where the overall uncertainty of SE BH masses are assumed to be 0.4 dex, estimated by
summing in quadrature each source of uncertainties for 0.31dex scatter of the virial factor
(Woo et al. 2010), 0.2 dex additional variation of the virialfactor depending on the direction
of regression in its calibration (Park et al. 2012a), 0.05 dex scatter due to the variability
(Park et al. 2012b), and 0.15 dex scatter of the size-luminosity relation (Bentz et al. 2009a).
Although we noted that recently Bentz et al. (2013) have updated theR − L relation with
nine new low mass RM AGNs, we use the calibration of Bentz et al. (2009a) in order to be
consistent with the local RM AGN sample adopted here from Bentz t al. (2009b; reanalysed
in Bennert et al. 2010). The main result investigated in thiswork is not changed if we adopt
the latestR −L calibration (described in next section). Note that we use the AGN continuum
luminosity measured fromHST images described in next section for finalMBH estimates
(Table 5.4).
5.3.2 Bulge Luminosity
We performed two-dimensional surface photometry on HST imag ng data for our 12 objects
to decompose AGN and host-galaxy light, thus determining the AGN and bulge luminosi-
ties of the AGN-host galaxies. The image fitting code writtenby Matthew W. Auger using
Python, which is the modified version of the SPASMOID used in Bennert et al. (2011a,b),
was used for structural decompositions of the images. This flexible code allows us to make
use of linear combinations of different PSFs for the AGN model to account for the PSF-
mismatch, which is particularly important for theHST image analysis of a galaxy with a
bright unresolved point source (Kim et al. 2008b). To efficiently explore the multi-parameter
space the code adopts the adaptive simulated annealing algorithm with the Markov chain
Monte Carlo (MCMC) sampler in thepymc4 framework, thus giving the better performance
than an usual localχ2 minimization method in the sense that it is much less sensitive to an
4https://github.com/pymc-devs/pymc









Figure 5.3 HST F110W images for the sample of 12 objects. In each row, obtained data
(left), best-fit models (middle), and residuals (right) arep sented with the object name. The
data and models are displayed with an inverted asinh stretch, and the residuals are displayed
with an inverted linear stretch centered around zero counts. The counts in residual images
are only∼±3% level of original images except for a few cases. Each imageis 9′′×9′′ size.
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Figure 5.4 One-dimensional surface brightness profiles ofHST F110W images for the sam-
ple of 12 objects. In each top panel, the profiles measured from the data (open circles),
the best-fit model (black solid line), and the subcomponentsof he model for bulge (blue
solid line), disk (green solid line), PSF (red solid line) are shown. Residuals (open circles),
the difference of the profiles between the data and the best-fit model, are presented in each
bottom panel.
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Figure 5.4 Continued.
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initial guess for the parameters and it better ensures the true global minimum over the pos-
terior distribution at a cost of longer execution time.
We created a library of 16 point-spread functions from nearby bright, isolated, unsatu-
rated stars carefully selected over the science image fields, which was subsequently used to
model the central point source (i.e., AGN) as an appropriately scaled linear combination of
them. The PSF images were subsequently normalized and shifted each other using spline
interpolation to obtain centroided images. These empirical stellar PSFs are the better choice
than the synthetic TinyTim PSFs in the sense that they were obs rved and reduced in the
same instrumental conditions at a same time (Kim et al. 2008b; Canalizo et al. 2012). Note
that our 12 objects were usually fitted with 2 to 4 PSF combinatio s for the AGN. We first
fitted the host galaxy with a de Vaucouleurs profile for a bulgecomponent. We then added
an additional exponential disk profile by carefully examining for clear evidence of a disk
component based on the original and residual images (i.e., following the similar strategy
adopted by Treu et al. 2007, Kim et al. 2008a, Bennert et al. 2010). Here 5/12 objects were
modeled with an additional disk component. All model components for the host galaxy
are concentric, but the offset between the AGN and host galaxy centroids is allowed. The
minimum radius of the de Vaucouleurs profile was set to be 2 pixels (i.e., the minimum
resolvable size for the given PSFs). The normalization of each profile (i.e., magnitude of
each model component) is optimized by fitting the linear combination of all models given
the structural parameters (i.e., centroid, effective radius, axis ratio, and position angle) to
data with a non-negative least squares solver (nnls; Lawson & Hanson 1987). Note that
the all model components were fitted simultaneously.
Out of the 12 objects, three host bulge components (i.e., W3,SS3, W17) resulted in
small effective radii, approaching to the minimum size. Thus, we consider that these objects
have the bulge luminosity as an upper limit. For the case of W1, a nearby object was fitted si-
multaneously since its light profile overlaps that of the scien e target, while all other objects
that seems to be irrelevant to the science target in the field of the image were masked-out
during the fitting. In Figure 5.3, we show the images, best-fitmodels, and residuals for the
12 objects. One-dimensional surface brightness profiles obtained with the IRAFellipse
task are also shown in Figure 5.4 for illustration only sincethe fits were done in two dimen-
sions.
The apparent AB magnitudes were determined by converting counts to magnitude with
Equation (11) in Sirianni et al. (2005), i.e., ABmag =−2.5log(counts[e−1s−1]) + Zeropoint,
where the zero-point of AB mag for WFC3 F110W filter is 26.83. To obtain rest-frame
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V -band luminosities of the host-galaxy bulges, we first applied the Galactic extinction cor-
rection to measured magnitudes using the values ofE(B −V ) from Schlafly & Finkbeiner
(2011) listed in the NED and assumingAF110W= 0.902E(B −V ) (Schlegel et al. 1998). The
extinction-corrected F110W AB magnitudes were then transformed to rest-frameV -band
by applyingK-correction with an early-type galaxy template spectrum5 of Coleman et al.
(1980) extended to UV and IR regions using Bruzual & Charlot mdel spectra. TheV -band
luminosities were given by logLV/LV,⊙ = 0.4(MV,⊙ − MV ) whereMV,⊙ = 4.83. We adopt a
conservative total uncertainty of 0.2 dex (∼ 0.5 mag) for the bulge luminosity estimates as
investigated in Treu et al. (2007) and Bennert et al. (2010).Note that our F110W band is
corresponding to rest-frameR and I bands for redshifts of our sample. Thus theV -band
bulge luminosity can be determined robustly because the F110W IR filter is better to de-
compose a bulge component as against the blue AGN light domination at shorter bandpass
regime and is less affected by dust effects. The scatter of red colors of bulges (i.e.,V −R and
V − I) are also known to be small.
For the more direct comparison of the samples at local and distant universe, the correc-
tions for passive luminosity evolution to account for theirfading as stellar populations age
were also applied in a same manner as in Treu et al. (2007) and Be nert et al. (2010):
logLV,0 = logLV − (0.62±0.09)× z. (5.2)
The sample of local RM AGNs was also corrected for passive luminosity evolution to zero
redshift.
To measure the AGN monochromatic continuum luminosity at 5100Å from theHST im-
age analysis (λLimage5100 ), which is thought to be better thanλL
spec
5100 from the spectra since it is
not affected by the uncertainties from slit losses, seeing effects, and the difficulty of absolute
spectrophotometric calibration in spectral measurements, we transformed the extinction-
corrected PSF F110W AB magnitude to rest-frame 5100Å by assuming a single power-law
SED (fν ∝ ν−0.5) as adopted by Bentz et al. (2006) and Bennert et al. (2010, 2011a). Note
that the median value of power-law continuum slopes measured from our 52 spectra is also
−1.49 (i.e., corresponding toν−0.5) although they are based on the limited wavelength range.
The uncertainty due to the fixed single slope (−0.5) was estimated to be less than 0.05 dex in
the derived luminosity by changing the adopted slope between −0.2 and−1 (i.e., the range
reported in literature; see Bennert et al. 2011a and referenc s therein). Thus it is negligible
5This empirical observed SED templates are available athttp://webast.ast.obs-mip.fr/hyperz/.
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compared to the adopted total uncertainty forMBH (i.e., 0.4 dex). The measured quantities
from HST image analysis for the sample of 12 objects are listed in Table 5.3.
Table 5.4 provides final derived properties for black holes and host-galaxies related to
our science. Results of surface photometry for the previoussample of 40 objects taken from
the Table 2 in Bennert et al. (2010) are also presented. The black hole mass is derived with
Equation (5.1) usingσHβ andλL
image
5100 . The bulge luminosities are given for both cases of
not-corrected and corrected for passive evolution.
5.4 Results
This section provides the main results for the relationshipbetween nuclear black holes and
host galaxy bulges by investigating theMBH − Lbul scaling relation of our intermediate-z
sample, as well as for local comparison samples.
5.4.1 MBH − Lbul relation
Figure 5.5 shows the black hole mass–host bulge luminosity relation for a total of 52
intermediate-z objects with the local comparison sample. Note that the local baseline sam-
ple of RM AGNs is taken from the Table 3 in Bennert et al. (2010), which was re-analysed
for the sample presented by Bentz et al. (2009b) with a consistent manner to reduce system-
atic uncertainties involved in bulge luminosity measurements. The offset on logMBH with
respect to the local baseline is estimated with theFITEXY estimator implemented in Park et
al. (2012a). By fixing the slope of theMBH −Lbul relation for our intermediate-z sample to be
the same as that of the local relation, we perform a regression to determine the normalization
and intrinsic scatter of the relation. The average offset isa difference of normalizations be-
tween the relations for our and local comparison samples,∆ logMBH = +0.08±0.07±0.23
dex (random and systematic errors adopted by an observed scatter/
√
N and intrinsic scat-
ter of the relation respectively). The observed offset is not significant to interpret it as an
evolution signal in the sense that it is comparable to randomerror and less than system-
atic error and the intrinsic scatter of the local baseline relation (i.e., 0.21 dex). The off-
set in a direction of bulge luminosity is∆ logLbul = −0.11± 0.09± 0.33 dex. If we adopt
the recent inactive relation from McConnell & Ma (2013) as a local baseline, the offset is
∆ logMBH = −0.21±0.08±0.29 dex (∆ logLbul = +0.19±0.07±0.26 dex), which is still
not a statistically significant for given errors.
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Figure 5.5MBH −Lbul relation. Colored symbols indicate our intermediate-z sample (green:
the sample of Treu et al. 2007; blue: that of Bennert et al. 2010; red: this work). Correspond-
ing redshifts of the samples are expressed by different symbols (square: local (̄z ∼ 0.08);
diamond:z = 0.36; circle:z = 0.57). Black filled squares are the local RM AGNs taken from
Bennert et al. (2010) with the best-fit relation (black solidline) and its intrinsic scatter (0.21
dex; gray shaded region). Black dotted line represents the local baseline for inactive galax-
ies (44) from McConnell & Ma (2013). The objects which have bulge luminosities as upper
limits (19) are indicated by a left-hand arrow in the horizontal error-bar. The narrow-line
Seyfert 1 galaxies are marked with a open circle enclosing the corresponding symbol. The
average offset in logMBH for the intermediate-z sample against the local base-line (black
solid line) is given in the lower left corner.
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This roughly zero or negative offset in logMBH could be affected by a particular subclass
of typical broad-line AGNs such as Narrow-line Seyfert 1 (NLS1) galaxies, defined by their
narrower broad line widths of Hβ FWHM < 2000 km s−1, since they seem to have relatively
low BH masses with high Eddington accretion rates and appearto f ll below the BH-bulge
scaling relation (Orban de Xivry et al. 2011; Mathur et al. 201 ). This particular type of
Seyfert galaxies is thus subject to possible underestimation of BH masses probably due
to the effect of strong radiation pressure (Marconi et al. 2008; but see also Netzer 2009)
and/or just from a selection of AGNs with a relatively low-incli ation angle of the BLR.
Here four galaxies (SS6, SS18, SS15, and SS3) were classifiedinto NLS1s based on their
narrow FWHMHβ (see Table 5.2). Although all four NLS1 galaxies are offset under the
local baseline, they are not significant outliers compared to the other sample of typical
Type-1 AGNs (see Fig. 5.5). Thus we do not exclude them for further analysis.
5.4.2 TreatingLbul of Upper Limits with Informative Priors
Note that 19 objects out of a total of 52 sample have upper limits for their bulge luminosities
due to the resolution limit ofHST images. Therefore, the offset measured above should be
considered as a lower limit.
To derive the bulge luminosity from an upper limit, we applied the same method de-
scribed in Bennert et al. (2010) for a sample of three upper limits (i.e., W3, SS3, W17) in
this work. By taking advantage of the prior knowledge on the bulge-to-total luminosity ra-
tios, which were measured from Benson et al. (2007) for a sample of 8839 SDSS galaxies,
we derived the posterior distribution by combining the prior and likelihood for the B/T ratios
as shown in Figure 5.6. A step function whose value is non-zero up to the measured upper
limit B/T was adopted for the likelihood function. The priorwas determined by making the
B/T distribution of galaxies from Benson et al. (2007), whose total galaxy magnitudes are
in the range of±0.5 mag to the total host galaxy magnitude for the sample of upper limits in
this work. For each object, the mean value from the B/T posterior distribution was adopted
to calculate the final bulge luminosity from the total host galaxy luminosity.
Figure 5.7 shows the finalMBH − Lbul relation with the re-estimatedLbul for 16 upper
limit objects in Bennert et al. (2010) as well as the three objects in this work. The final
Lbul measurements are listed in Table 5.4. The average offset we obtain is∆ logMBH =
+0.15±0.07±0.27 dex (∆ logLbul = −0.22±0.09±0.39 dex), which is still not significant
to assure the positive evolution. For the local baseline from McConnell & Ma (2013), the
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Figure 5.6 The bulge-to-total (B/T) luminosity ratio distrbutions from Benson et al. (2007)
as informative priors for estimatingLbul from upper limits. The names of a sample of three
upper limits in this work are given in the lower-right cornerof each panel. The black his-
tograms indicate B/T prior distributions from SDSS galaxies that have comparable total
magnitudes of±0.5 mag to those of our Seyfert sample. The vertical black dashed lin
shows an upper limit value for the B/T measured from our surface photometry and the B/T
likelihood function as the form of a step function is expressed as a grey shade. The poste-
rior distribution for the B/T ratios, by combining the prior(black histogram) and likelihood
(gray shade), is plotted as a red hashed histogram with its mean value (vertical red solid
line) in each panel.
offset is found to be∆ logMBH = −0.10±0.08±0.37 dex (∆ logLbul = +0.09±0.07±0.33
dex).
5.4.3 Local Comparison Sample
Adopting the robust local baseline is crucial for an accurate characterization of the evo-
lution of the scaling relation. Above we provide the resultsbased on both local relations
from active galaxies (Bennert et al. 2010) and inactive galaxies (McConnell & Ma 2013).
However, a direct comparison of our intermediate-z active galaxies to the local-baseline of
inactive galaxies for theMBH −Lbul relation may not be straightforward because it is subject
to different selection biases for the two samples (Lauer et al. 2007). Comparison between
two samples selected differently in a way that a sample of local inactive galaxies is selected
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Figure 5.7 Same as Fig. 5.5, but for the finalMBH − Lbul relation with bulge luminosities
re-estimated from upper limits using informative priors.
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by galaxy property (e.g., galaxy luminosity) while that of hig -z active galaxies is selected
by black hole property (e.g., nuclear luminosity and broad emission line, henceMBH) could
introduces a substantial bias for an evolution signal. In addition, the recent sample of local
inactive galaxies compiled in McConnell & Ma (2013) suffersa lack of low-mass objects
(i.e.,MBH . 108M⊙) and is limited only to early-type galaxies in theMBH −Lbul plane. Thus
more appropriate comparison sample for this study is the reverb ration-mapped local AGNs,
for which both the reliable BH masses and host properties from HST images are available,
selected on the same property. The dynamic ranges ofMBH andLbul for our intermediate-
z sample are also comparable and well covered by those of the local RM AGNs. Another
point is a normalization of BH mass scale (i.e., related to the virial factor) for active galaxies
since it is calibrated by forcing a sample of local RM AGNs into being agreement with the
MBH −σ∗ relation of local inactive galaxies (see Park et al. 2012a),not with theMBH − Lbul
relation because the former has smaller intrinsic scatter and better defined. Thus, the possi-
ble difference on the BH mass scales between inactive and active galaxies will be irrelevant
to this work if we use local RM AGNs as a baseline sample and consistently apply the same
virial factor for both samples of local and distant active galaxies, under the assumption that
it does not change with redshift. Hereafter we will use the comparison sample of local RM
AGNs as a fiducial baseline for further investigations.
5.4.4 Sample Dependency
Note that the SS* objects (16 atz ∼ 0.36; most of blue and red diamonds in Fig.5.5) were
actually selected with an additional selection criterion of MBH . 108M⊙ to extend the sam-
ple to lower mass range compared to our parent sample (S* and W* objects; 21 atz ∼ 0.36
and 15 atz ∼ 0.57). High mass objects in this sample, which could bring an offset above the
MBH − Lbul relation, is deficient due to an artificial truncation by the sample selection limit.
Thus, this mixture of samples selected differently precludes us from making conclusive
answer for whether there is truly no evolution in theMBH − Lbul relation. Furthermore, the
measured offset seems to be depend on BH mass and Eddington ratio as shown in Figure 5.8,
where bolometric luminosity is estimated byLbol = 9.26×λLimage5100 with the bolometric cor-
rection factor of BC5100= 9.26 (see Shen et al. 2008 and references therein). Above the BH
mass of 108M⊙ most objects show a positive offset, which seems to be increasing as a func-
tion of mass. This positive trend could be interpreted as a true physical effect with the AGN
downsizing (i.e., anti-hierarchical BH growth) in a way that igh BH mass objects evolve
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Figure 5.8 The measured offset in logMBH for a givenLbul with respect to local baseline
MBH − Lbul relation (black dotted line with gray shaded region for the intrinsic scatter) as a
function of black hole mass (top) and Eddington ratio (bottom). Blue diamonds indicate our
sample atz = 0.36, while red circles show that ofz = 0.57. Spearman rank correlation coef-
ficient (rs) and the probability of being drawn from random distribution (Pran) are presented
in the lower left corner in each panel.
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faster thus having more chances to be offset above the local relation if there is a time offset
to the corresponding bulge growth or an effect of selection bias y preferentially selecting
more massive BHs at a given bulge luminosity under the steeply falling galaxy luminos-
ity function and intrinsic dispersion of the scaling relation (cf. Lauer et al. 2007; see also
Merloni et al. 2010 and Cisternas et al. 2011). Apart from theint rpretation of the observed
trend, we expect that most objects showing a negative offsetin the low mass regime have
black holes growing more actively (i.e., as indicated by relatively higher Eddington ratios)
by accreting a substantial amount of mass for given their BH masses.
5.4.5 Redshift Evolution of the Relation
Figure 5.9 shows the measured offset of each object as a function of redshift. As a compari-
son, we show the local RM AGNs with black squares and intrinsic dispersion (i.e., 0.21 dex)
of the local baseline as gray shaded region. The overall positive trend is observed although
we note here that the observed offset is not very statistically significant, especially for the
sample atz = 0.36. The best-fit trend of redshift evolution of the offset is modeled with a
form of ∆ logMBH = γ log(1+ z), where we findγ = +1.2±0.4 with the intrinsic scatter of
0.3±0.1 dex using theFITEXY estimator. Note that this estimate does not take into account
selection effects.
As noted in Treu et al. (2007) and Lauer et al. (2007), there could be a bias in the
inferred offset and evolution of the scaling relation due toselection effects. Our sample of
intermediate-z Seyfert 1 galaxies is selected basically on the nuclear (AGN) luminosity and
detectability of the Hβ broad emission line (i.e., black hole mass). This will causea lection
bias toward more galaxies with less luminous bulges at a given black hole mass, similar to
the well-known Malmquist bias, under the steeply decliningbulge luminosity function and
the intrinsic dispersion of theMBH − Lbul relation. The distribution of black hole masses
(e.g., lower and upper limits) of our sample on the entire population of supermassive black
holes is also important to correct for selection effects in our estimate of the evolution. Note
that our samples atz = 0.36 andz = 0.57 have different selection criteria on black hole mass
as discussed in Section 5.4.4. Thus, selection limits on black hole masses for the sample
should be taken into account to derive the selection-bias corre ted evolution.
To this end, we adopted the Monte Carlo simulation method as employed in Bennert
et al. (2010) to incorporate the effect of observational selection process on constraining the
evolution trend and the intrinsic scatter. First we generate s mples on the joint distribution of
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Figure 5.9 Redshift evolution of the offset in logMBH for a givenLbul with respect to local
baselineMBH − Lbul relation (black dotted line with gray shaded region for the intrinsic
scatter). Colored symbols indicate local RM AGNs (black squares at̄z ∼ 0.08) and our
intermediate-z sample atz = 0.36 (blue diamonds) and atz = 0.57 (red circles). The mean
and rms scatter of offsets for each sample are shown as green big symbols with error bars for
reference. The black solid (dashed) line represents the best-fit of all intermediate-z objects
in the functional form of∆ logMBH = γ log(1+ z) without (with) taking into account for
selection effects. The corresponding best-fit values for the evolution slope areγ = 1.2±0.4
(γ = 1.9±0.7).
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black hole mass and bulge luminosity from a combination of the bulge luminosity function,
transformed toV -band, from Driver et al. (2007; Ellipticals + bulges samplein their Table
1) and the local baselineMBH − Lbul relation from Bennert et al. (2010; local RM AGNs).
The simulated samples, for which Gaussian random noises areadd d on both axes, are
constructed as a function of the two free parameters of theγ andσint. We then consider the
observational selections on logMBH, which are simply modeled by the lower and upper limit
of [7.3, 8] for SS* objects (16 out of total 52) and [7.6, 9] forS* and W* objects (36 out
of total 52), respectively. Note that this simple thresholdis a practical approach at present
since it is difficult to derive the selection function by including all the details involved in
the observation and sampling processes. The likelihood foreach object in our sample is
calculated by making the probability distribution of blackhole masses from the simulated
sample which have the corresponding bulge luminosity within e measurement error. By
adopting the uninformative uniform priors for the parameters, we evaluate the posterior
distribution and take the best-fit values at the maximum posterior with 1σ uncertainties.
Figure 5.10 shows the results of the Monte Carlo simulationsn the 2D plane of theγ
andσint. In a case of the uniform prior forσint (upper panel), the parameters are not well
constrained since a dynamic range in redshifts of our sampleis insufficient to determine the
γ andσint simultaneously. If we adopt the log-normal prior (bottom panel) from Bennert et
al. (2010;σint = 0.21±0.08), the slope is found to beγ = +1.9±0.7 with σint = 0.4±0.1.
We obtain consistent estimates for the slope,γ = +1.9±0.9 andγ = +2.0±1.1, if we adopt
the log-normal priors forσint from Gültekin et al. (2009;σint = 0.38±0.09) and McConnell
& Ma (2013;σint = 0.52±0.06), respectively. This result can also be expressed as
MBH
Lbul
∝ (1+ z)1.9±0.7. (5.3)
The positive trend reinforces the previous result that the BH growth precedes the assemble
of bulge reported by Woo et al. (2006), Treu et al. (2007), Wooet al. (2008), and Bennert
et al. (2010). Thus, to make our intermediate-z Seyfert galaxies falling on the local relation
as an end-point of evolution, their bulge luminosities haveto be increased by 0.25 dex (i.e.,
80%) and 0.37 dex (i.e., more than a factor of two) by today from z = 0.36 (∼ 4 Gyr) and
z = 0.57 (∼ 6 Gyr), respectively. This requires formation or injectionof young stars into the
bulge component without a significant BH growth.
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Figure 5.10 Monte Carlo simulation results accounted for selection effects on the slope
γ and intrinsic scatterσint in the evolution trend,∆ logMBH = γ log(1+ z). Upper panel:
constraining the evolution trend by assuming an uniform prior for σint. Both parameters are
not well constrained. Bottom panel: the same as in the upper panel, but by assuming the log-
normal prior forσint from Bennert et al. (2010;σint = 0.21±0.08). The 2D joint confidence
region is plotted with a yellow (green) filled contour corresponding to the 1σ (2σ) level
of significance. The best-fit point at the maximum posterior is marked with a black cross
symbol.
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5.5 Discussion and Conclusions
We investigated the cosmic evolution of the black hole mass–bulge luminosity relation with
a sample of 52 Seyfert 1 galaxies atz ∼ 0.36 andz ∼ 0.57 using high-quality Keck spectra
and high-resolutionHST images, which enables us to perform robust spectral and structural
decompositions, thus leading to reliableMBH andLbul measurements. Taking into account
selection effects, we find the evolutionary trend in the formof MBH/Lbul ∝ (1+ z)1.9±0.7.
This means that black holes at distant universe reside in smaller bulges than today, thus
implying that black holes grow first and then the host galaxies catch up in the context of the
co-evolution of black holes and galaxies.
The overall trend of the positive evolution we detect is generally consistent with those
observed by Treu et al. (2007;γ = 1.5±1.0) and Bennert et al. (2010;γ = 1.4±0.2) based
on theMBH − Lbul relation and McLure et al. (2006;γ = 2.07±0.76), Jahnke et al. (2009;
γ = 1.2), Decarli et al. (2010;γ = 1.4), Cisternas et al. (2011;γ = 1.15± 0.34), Bennert
et al. (2011b;γ = 1.96± 0.55) based on theMBH − Mbul relation and Woo et al. (2006;
γ = 1.66±0.43), Woo et al. (2008;γ = 3.1±1.5) based on theMBH −σ∗ relation. Wyithe
& Loeb (2003) also expectMBH/Mbul ∝ (1+ z)3/2 from a theoretical approach with a self-
regulated BH growth model.
The results we found can be interpreted as that black hole tends to be completed their
growth before the bulge growth under the assumption that thelocal relation is the final
product of the BH-galaxy co-evolution. Thus a substantial bulge growth is expected between
today and observed epochs. Out of our sample of 52 galaxies,∼ 30% show a merger or
interaction signature. This indicates merging can contribu e the bulge growth in a faction
of the sample. Treu et al. (2007) suggested that a merger witha disk-dominated system
containing no black hole can explain substantial growth of bulge luminosity by transferring
stars in a disk to a bulge. Recently the secular evolution driven by disk instabilities and/or
minor merging are also suggested for the bulge growth mechanism by redistributing mass
into the bulge component without a significant growth of black hole. (e.g., Parry et al. 2009;
Jahnke et al. 2009; Cisternas et al. 2011; Bennert et al. 2010, 1b; Schramm & Silverman
2013)
Although we found the tentative evolution signal from the samples of local and distant
AGNs, in order to be considered as a conclusive detection it should be confirmed by the
detailed tests for the selection biases or with the better defined samples of much more num-
bers and wider dynamic ranges. We note here that accounting for selection bias and other
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potential biases properly is important for the study of the evolution of the scaling relations.
First is the AGN luminosity selection bias noted in Treu et al. (2007) and Lauer et al. (2007).
Selecting the broad-line AGN sample based on their luminosities (i.e., black hole masses)
leads to a preferential selection of higher mass black holesthan those of associated bulge
luminosities under a presence of intrinsic scatter of the scaling relation, particularly in the
high-luminosity regime where galaxy (and bulge) luminosity function is steeply decreasing.
This selection effect is taken into account for constraining the evolution by performing the
Monte Carlo simulations in the previous section. Second is ab as from the measurement un-
certainty on black hole mass (Shen & Kelly 2010; but see also Schulze & Wisotzki 2011).
This BH mass error-induced bias arises due to the large uncertainty in BH mass measured
from the SE method. It is likely to detect more massive black holes at a given bulge lumi-
nosity since the true lower mass BHs have more chances to be scatt d into the higher SE
mass bin through the SE mass estimates with large uncertainty han the intrinsically higher-
mass BHs under the steeply declining black hole mass function. The opposite effect may be
expected for the uncertainty on bulge luminosity. These effcts of measurement uncertain-
ties are also incorporated in the Monte Carlo simulations performed in the previous section.
Third is the active fraction bias suggested by Schulze & Wisotzki (2011). This causes a
negative offset in a sample of AGNs by preferentially observing less massive black holes
for a given bulge luminosity under a presence of intrinsic scatter of the scaling relation since
the active fraction (i.e., the probability of black holes tobe observed as broad-line AGNs)
decreases as a function of mass. We will perform quantitative assessments for all selection
effects by incorporating them properly in the better designed Monte Carlo simulations with
the possibly more refined underlying distribution functions as well as the exact knowledge
of the selection function in future works since we are noticing that the result in this work is
not a completely free of the potential biases.
Aside from the selection biases, there are many limitationsthat should be further im-
proved for the better estimation of evolution of the scalingrelations. First, BH mass mea-
surements for distant Seyfert galaxies are based on the empirically calibrated SE method,
which is subject to relatively large random and systematic uncertainties although this method
is only viable one beyond local universe. The largest systema ic uncertainty is from the un-
known virial factor related to the kinematics and geometry of the BLR, which is currently
adopted from the empirically calibrated average virial factor for all population. A direct as-
sessment of the virial factor for each active galaxy will greatly reduce the uncertainties in
MBH measurements (see, e.g., Pancoast et al. 2011, 2012; Breweret al. 2011). In addition,
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the results from our own image decomposition tool might be systematically different to
those from the other program used in literature (e.g., GALFIT; Peng et al. 2002, 2010). The
thorough comparison test for a reliability and performancebetween tools is left for future
study.
The sample of local RM AGNs as the local baseline is still limited to small number and
insufficient dynamic ranges. The extension of this sample and more complete establishment
of the local scaling relation will ultimately shed light on the accurate characterization of the
BH-galaxy co-evolution. On the other aspect, although the BH mass ranges in between our
sample and local RM AGNs are almost same, we need to expend oursample to higher and
lower Lbul regimes for a more direct comparison to the local RM AGNs.
Another possible explanation for the positive offset we detected is redshift evolution of
intrinsic scatter of the relation (i.e., increasing with redshift). In the end, to extract the true
redshift evolution (i.e., its normalization or intrinsic satter) of the scaling relation from
the contaminations of selection biases and systematic uncertainties we need larger sets of
uniformly selected and consistently measured samples of local and distant active or inactive
galaxies. This can be achieved with the next generation ground and space telescopes in near
future.
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Table 5.1. Sample list
Object SDSS name z DL E(B −V)
(Mpc) (mag)
(1) (2) (3) (4) (5)
The sample presented in Treu et al. (2007)
S09 SDSS− J005916.10+ 153816.0 0.354488 1884.8 0.089
S10 SDSS− J010112.06− 094500.7 0.351342 1865.3 0.030
S12 SDSS− J021340.59+ 134756.0 0.358309 1908.6 0.104
S21 SDSS− J110556.18+ 031243.1 0.354551 1885.2 0.048
S16 SDSS− J111937.58+ 005620.3 0.370213 1983.1 0.033
S23 SDSS− J140016.65− 010822.1 0.351314 1865.1 0.039
S24 SDSS− J140034.70+ 004733.3 0.361910 1931.1 0.032
S26 SDSS− J152922.24+ 592854.5 0.369242 1977.0 0.014
S27 SDSS− J153651.27+ 541442.6 0.366873 1962.1 0.020
S01 SDSS− J153916.24+ 032322.0 0.359351 1915.1 0.058
S02 SDSS− J161111.66+ 513131.1 0.354384 1884.2 0.021
S03 SDSS− J173203.08+ 611751.8 0.358429 1909.3 0.040
S04 SDSS− J210211.50− 064645.0 0.357906 1906.1 0.076
S05 SDSS− J210451.83− 071209.4 0.353505 1878.7 0.086
S06 SDSS− J212034.18− 064122.2 0.368817 1974.3 0.186
S07 SDSS− J230946.07+ 000048.9 0.351999 1869.3 0.041
S08 SDSS− J235953.44− 093655.6 0.358619 1910.5 0.030
The sample presented in Bennert et al. (2010)
S11 SDSS− J010715.97− 083429.4 0.355877 1893.4 0.049
SS1 SDSS− J080427.99+ 522306.2 0.356555 1897.7 0.043
SS2 SDSS− J093455.60+ 051409.1 0.367083 1963.4 0.033
SS5 SDSS− J100706.26+ 084228.4 0.373450 2003.5 0.029
S31 SDSS− J101527.26+ 625911.5 0.350568 1860.5 0.006
SS6 SDSS− J102103.58+ 304755.9 0.358781 1911.5 0.025
SS7 SDSS− J104331.50− 010732.8 0.361284 1927.1 0.046
SS8 SDSS− J104610.60+ 035031.2 0.365515 1953.6 0.039
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Table 5.1 (cont’d)
Object SDSS name z DL E(B −V)
(Mpc) (mag)
(1) (2) (3) (4) (5)
SS9 SDSS− J125838.71+ 455515.5 0.370188 1982.9 0.012
SS10 SDSS− J133414.84+ 114221.5 0.365808 1955.5 0.023
SS11 SDSS− J135226.90+ 392426.8 0.373111 2001.3 0.016
SS12 SDSS− J150116.82+ 533102.1 0.362919 1937.4 0.013
SS13 SDSS− J150541.79+ 493520.0 0.374316 2008.9 0.013
S28 SDSS− J161156.29+ 451610.9 0.367841 1968.2 0.011
SS14 SDSS− J211531.68− 072627.5 0.370558 1985.3 0.117
S29 SDSS− J215841.92− 011500.3 0.357366 1902.7 0.083
SS18 SDSS− J234050.52+ 010635.5 0.358543 1910.0 0.029
W11 SDSS− J015516.18− 094556.0 0.565000 3282.3 0.019
W22 SDSS− J034229.70− 052319.4 0.565167 3283.5 0.042
W12 SDSS− J143955.10+ 355305.3 0.562309 3263.4 0.010
W20 SDSS− J150014.81+ 322940.4 0.576130 3360.7 0.014
W16 SDSS− J152654.93− 003243.3 0.578015 3374.0 0.106
W8 SDSS− J163252.42+ 263749.1 0.571209 3326.0 0.043
The new sample in this work
W3 SDSS− J002005.69− 005016.3 0.576049 3360.1 0.024
SS15 SDSS− J014412.77− 000610.5 0.359329 1914.9 0.024
W1 SDSS− J083654.98+ 075712.4 0.573637 3343.1 0.026
W4 SDSS− J093210.96+ 433813.1 0.576601 3364.0 0.018
W5 SDSS− J094852.73+ 363120.5 0.576728 3364.9 0.012
SS3 SDSS− J095553.14+ 633742.8 0.356623 1898.1 0.028
SS4 SDSS− J095850.15+ 400342.3 0.362909 1937.3 0.011
W17 SDSS− J100728.38+ 392651.8 0.561690 3259.0 0.012
W2 SDSS− J110641.86+ 614146.5 0.572026 3331.7 0.008
W10 SDSS− J111415.83− 005920.4 0.571076 3325.0 0.035
W14 SDSS− J125631.89− 023130.6 0.561702 3259.1 0.019
W9 SDSS− J155227.81+ 562236.4 0.565356 3284.8 0.010
Note. — Column 1: Object ID. Column 2: SDSS name. Column 3: Red-
shifts listed in the NASA/IPAC Extragalactic Database (NED) from the im-
proved redshifts by Hewett & Wild (2010). Column 4: Luminosity distance.
Column 5:E(B −V ) listed in the NED from the Schlafly & Finkbeiner (2011)
recalibration of the Schlegel, Finkbeiner & Davis (1998) infrared-based dust
map.
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Table 5.2. Results from spectroscopic decomposition analysis





(pix−1) (km s−1) (km s−1) (1044erg s−1) (M⊙)
(1) (2) (3) (4) (5) (6)
S09 39 2655 1748 1.76 8.15
S10 96 4850 2597 2.77 8.59
S12 39 8799 4255 1.82 8.93
S21 74 8295 3896 5.33 9.09
S16 6 3748 1866 0.69 8.00
S23 108 9628 4250 1.78 8.92
S24 100 7061 2635 1.49 8.47
S26 50 5385 1914 0.83 8.06
S27 42 2508 1408 1.26 7.89
S01 69 4662 2193 1.37 8.29
S02 44 4841 2274 1.25 8.30
S03 87 3018 1715 2.11 8.17
S04 46 2820 1748 1.19 8.06
S05 118 4908 3332 2.23 8.76
S06 30 4527 1412 1.10 7.86
S07 107 4634 2546 1.81 8.48
S08 54 2909 1217 1.59 7.81
S11 113 2595 1353 1.57 7.90
SS1 25 2620 1500 1.04 7.90
SS2 31 2814 1315 0.83 7.73
SS5 45 2790 1611 1.40 8.03
S31 79 4011 2116 0.93 8.17
SS6 47 1946 1031 0.69 7.48
SS7 54 2959 1370 0.98 7.81
SS8 82 2733 1532 1.54 8.00
SS9 69 2786 1569 1.25 7.98
SS10 83 2231 1431 4.09 8.16
SS11 48 3504 1465 2.07 8.03
SS12 115 2100 1371 4.34 8.14
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Table 5.2 (cont’d)





(pix−1) (km s−1) (km s−1) (1044erg s−1) (M⊙)
(1) (2) (3) (4) (5) (6)
SS13 108 2168 1143 1.49 7.74
S28 73 4600 2532 0.97 8.33
SS14 50 2143 1212 0.65 7.60
S29 54 3533 1846 1.20 8.11
SS18 63 1630 1028 1.90 7.71
W11 17 3811 2025 0.78 8.09
W22 80 5834 2654 4.65 8.73
W12 62 7697 3858 3.62 9.00
W20 26 10861 3805 1.33 8.76
W16 36 2392 1563 1.05 7.94
W8 56 7340 2976 4.17 8.81
W3 58 7461 3507 1.47 8.71
SS15 46 1604 1000 0.64 7.43
W1 79 7378 3152 4.71 8.88
W4 50 3489 1727 3.68 8.30
W5 71 2722 1738 4.94 8.38
SS3a 13 1952 1251 0.74 7.66
SS4 64 2212 1378 1.35 7.88
W17 24 5556 2483 0.86 8.29
W2 65 12647 4811 3.03 9.15
W10 31 3635 1477 2.92 8.12
W14 76 5000 2615 5.56 8.76
W9 61 5273 2746 2.64 8.63
Note. — Column 1: Object ID. Column 2: Signal-to-noise ratioav-
eraged at the rest wavelength range of 5080–5120 Å. Column 3:Full
width at half-maximum of Hβ broad emission line. Column 4: Line dis-
persion of Hβ broad emission line. Column 5: Continuum luminosities
at 5100 Å measured from spectra. Column 6: Black hole mass derive
from Eq (5.1) with theσHβ andλL
spec
5100 measurements.
aThis object is measured from the SDSS DR7 spectrum because the












Table 5.3. Results from photometric decomposition analysis
Object Total PSF Host Bulge reff,bul reff,bul fAGN λL
image
5100 logLhost,V logLbul,V
(mag) (mag) (mag) (mag) (”) (kpc) (1044erg s−1) (L⊙,V ) (L⊙,V )
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
W3 18.86 19.69 19.55 20.56 0.21 1.38 0.47 2.04 10.73 10.32
SS15 18.81 19.64 19.48 19.48 0.33 1.67 0.46 0.75 10.22 10.22
W1 18.40 18.94 19.40 21.21 0.80 5.24 0.60 4.03 10.78 10.05
W4 18.35 19.09 19.12 19.12 0.63 4.13 0.51 3.55 10.90 10.90
W5 18.41 19.10 19.23 19.23 0.85 5.59 0.53 3.53 10.86 10.86
SS3 18.17 20.43 18.31 19.35 0.18 0.90 0.12 0.35 10.68 10.27
SS4 17.88 19.12 18.29 18.29 0.55 2.76 0.32 1.23 10.71 10.71
W17 19.16 20.35 19.60 20.97 0.18 1.17 0.34 1.05 10.68 10.13
W2 18.70 19.61 19.32 19.32 0.50 3.27 0.43 2.17 10.81 10.81
W10 19.13 20.11 19.70 20.60 0.87 5.68 0.41 1.36 10.65 10.29
W14 18.22 18.81 19.16 19.16 0.91 5.90 0.58 4.33 10.85 10.85
W9 18.36 18.94 19.32 19.32 0.28 1.85 0.58 3.90 10.80 10.80
Note. — Column 1: Object ID. Column 2: Total extinction-corrected F110W AB magnitude (To-
tal=PSF+Bulge+Disk). Column 3: AGN extinction-correctedF110W AB magnitude. Column 4: Host galaxy
extinction-corrected F110W AB magnitude (Host=Bulge+Disk). Column 5: Bulge extinction-corrected F110W
AB magnitude. Column 6: Bulge effective radius in arcsec. Column 7: Bulge effective radius in kpc. Column
8: AGN-to-total light fraction in F110W. Column 9: AGN contiuum luminosities at rest-frame 5100 Å in 1044
erg s−1. Column 10: Host-galaxy luminosity in rest-frameV (solar units), not corrected for evolution. Column
11: Bulge luminosity in rest-frameV (solar units), not corrected for evolution.
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Table 5.4. Derived quantities
Object logMBH logLbul,V logLbul,V,0
(M⊙) (L⊙,V ) (L⊙,V )
(1) (2) (3) (4)
S09 7.94 10.68 10.46
S10 8.37 10.28 10.06
S12 8.79 9.56 9.34
S21 8.89 10.39 10.17
S16 8.01 9.45 9.22
S23 8.82 9.72 9.50
S24 8.19 10.89 10.67
S26 7.95 10.33 10.10
S27 7.82 10.56 10.33
S01 8.14 10.34 10.12
S02 8.01 10.36 10.14
S03 8.12 9.97 9.75
S04 8.09 10.25 10.03
S05 8.72 10.10 9.88
S06 7.68 10.11 9.88
S07 8.52 10.15 9.93
S08 7.75 9.62 9.40
S11 7.65 10.51 10.29
SS1 7.68 10.04 9.82
SS2 7.52 10.67 10.44
SS5 7.93 9.89 9.66
S31 7.91 10.56 10.34
SS6 7.34 9.60 9.38
SS7 7.55 10.02 9.80
SS8 7.75 9.95 9.72
SS9 7.91 10.74 10.51
SS10 8.03 10.25 10.02
SS11 7.72 10.02 9.79
SS12 8.08 10.69 10.46
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Table 5.4 (cont’d)
Object logMBH logLbul,V logLbul,V,0
(M⊙) (L⊙,V ) (L⊙,V )
(1) (2) (3) (4)
SS13 7.65 10.53 10.30
S28 7.85 10.54 10.31
SS14 7.42 10.41 10.18
S29 7.76 10.05 9.83
SS18 7.48 9.66 9.44
W11 7.89 10.64 10.29
W22 8.64 11.16 10.81
W12 8.85 10.54 10.19
W20 8.55 10.93 10.57
W16 7.81 10.76 10.40
W8 8.70 10.95 10.60
W3 8.79 10.03 9.67
SS15 7.47 10.22 10.00
W1 8.85 10.05 9.70
W4 8.30 10.90 10.54
W5 8.30 10.86 10.50
SS3 7.50 9.97 9.75
SS4 7.86 10.71 10.48
W17 8.34 9.85 9.51
W2 9.08 10.81 10.45
W10 7.94 10.29 9.94
W14 8.70 10.85 10.50
W9 8.72 10.80 10.45
Note. — Column 1: Object ID. Column




lar units). Column 3: Bulge luminosity in rest-
frameV (solar units) with the re-estimation
for 19 upper limits using informative priors
(see Section 5.4.2 for details). Column 4: Fi-
nal bulge luminosity corrected for evolution
by ageing of stellar population.
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Chapter 6
Conclusion and Summary
In this thesis, we perform four research projects ultimately for the better understanding
of the BH-galaxy co-evolution. First, for the reliable measurements of BH masses as a
fundamental physical quantity, we systematically study the uncertainties of the Hβ SE virial
BH mass estimates (Chapter 2) and the virial factor constraining (Chapter 3), and thus
present the improved BH mass estimators. We also update the calibration of the CIV SE
virial BH mass estimators for high-redshift AGNs (Chapter 4). Then we investigate the
redshift evolution of theMBH − Lbul relation and present the results in Chapter 5.
Improving black hole mass measurements in AGNs
By employing the multi-component spectral decomposition technique on the homogeneous
and high-quality reverberation-mapping data for 9 local Seyfert 1 galaxies, we quantify
that the random uncertainty of the SE BH mass due to the AGN variability is ∼ 0.05 dex
(12%) and the systematic uncertainty of the SE BH mass due to the line width difference
is ∼ 0.2 dex (60%). To correct for this systematic difference, we provide new line-width
dependent recalibrated SE virial BH mass estimators. We also show that measured line
widths and luminosities are in a good agreement with the expected theoretical relation from
the virial theorem and size-luminosity relation, which further corroborates the use of the
SE method for AGN BH mass estimation. Although we find the systematic trend in the
sense that the line width measured in mean or SE spectra is systematically larger than that
of rms spectra for the narrower line objects, its origin is stll unclear, which consequently
stimulates theoretical investigations for the nature. In future work we will extend this work
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with more RM sample of larger dynamic ranges to account for possible selection biases and
small sample size.
Using the recently compiled inactive and active galaxy datasets from literature, we
derive theMBH − σ∗ relation and calibrate the virial factor with various linear regression
methods. We find that a factor of two difference in the virial factors reported in recent stud-
ies is originated from a combined effect of the difference insample selection (∼ 0.1 dex)
and the choice of independent variable in the regression analysis (∼ 0.2 dex). This factor
of two discrepancy can be considered as an additional systematic uncertainty in the AGN
BH mass estimation from the current virial factor determination process. We also show that
the FITEXY and Bayesian estimators are well performed in Monte Carlo simulations and
the most recommendable ones for regression analysis in the scaling relation studies, while
the maximum-likelihood estimate has a bias if it is based on the incorrect prior assumption.
Although we present the updatedMBH −σ∗ relation for local active galaxies based on the
recent samples, this is still subject to selection effects in he AGN sample. For the better and
complete determinations in a full dynamic range, it requires more RM AGN sample espe-
cially at high-mass regime (& 108M⊙). In this regard, we will proceed the RM observation
project for a sample of the carefully selected high-mass AGNs in near future.
We revisit the calibration of the CIV SE virial mass estimators with the most updated
sample of the reverberation-mapped AGNs having archival UVspectra in order to obtain
the most consistent CIV virial BH masses to the Hβ RM-based BH masses. By performing
the multi-component spectral fitting analysis on the UV CIV region complex, we provide
the updated best-fit calibrations for both theσ- and FWHM-based CIV SE virial BH mass
estimators. We show that the FWHM-based BH masses using our updated calibration for
high-redshift SDSS quasars are smaller on average by∼ 0.25 dex than those from the es-
timator commonly used in the literature. Since we are noticing that the current calibrations
still suffer from a lack of low-mass AGNs (. 107M⊙), the calibrations will be updated with
new HST STIS observations in future work. However, in the end, to perform a direct cali-
bration for the CIV line as in the case of the Hβ line, conducting direct CIV RM studies
for high-mass AGNs will be essential.
Constraining cosmic evolution of theMBH − Lbul relation
Carrying out the robust spectral and structural decomposition analysis on high-quality Keck
spectra and high-resolutionHST images for a sample of 52 Seyfert 1 galaxies atz∼ 0.36 and
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z ∼ 0.57, we obtain consistent measurements for black hole massesnd bulge luminosities.
Based on the measurements, we find the overall offset of the sample from the local relation
as∆ logMBH = +0.15± 0.07± 0.27 dex, indicating on average that black holes at distant
universe live in smaller bulges than today. Using the Monte Carlo simulations designed
to account for selection effects, we obtain the evolution ofBHs and host galaxy bulges in
the form ofMBH/Lbul ∝ (1+ z)1.9±0.7, which implies that black holes complete their growth
before the bulge growth. This may suggest a different timescal for the galaxy bulge growth,
which probably be driven by secular processes such as minor merging and disk instabilities.
In future work, we will perform the better assessment for theevolution trend with the well
defined and uniformly measured samples of more number and wider dynamic ranges in
masses and redshifts since we note here that the results in thi work is not a completely free
of the potential biases and measurement systematics.
In conclusion, the results presented in this thesis will consequentially affect and improve
our knowledge obtained from all studies based on BH mass measurements using AGNs,
ranging from BH demographics to scaling relationships, andplay a part in shedding light
on the true nature of the co-evolution of the black holes and galaxies.
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초 록
초거대 블랙홀의 성장과 그 모은하 간의 공동 진화를 이해하고자 다음과 같은
일련의 연구들을 수행하였다. 먼저 이 연구에서 핵심적인 물리량인 블랙홀 질량을
정확히 측정하기 위해, 수소 방출선의 한 시점 분광 관측을 통해 측정되는 비리얼
블랙홀질량의불확실성에대해체계적으로연구하고이러한질량측정법에중요한
비리얼계수를추정하여보다향상된질량측정법을제시하였다.높은적색편이에존
재하는 활동성은하의 블랙홀 질량측정에 유용한 탄소방출선 기반 질량추정법의
정확도를향상시켰다.이러한경험과기술을바탕으로먼우주에존재하는블랙홀의
질량과 그모은하의 팽대부 밝기를측정하여 이들의 물리적상관 관계에 대한시간
진화를연구하였다.
가까운우주에 존재하는 9개의활동성 은하에대해빛 반향분포측정법을통해
얻어진 균질하고 고품질의 분광 자료에 다성분 분광 분해 기법을 적용하여,은하의
밝기변화에서기인하는임의적오차(12%)와방출선의선폭차이에서기인하는체계
적오차(60%)를 측정하고이를보정하는새로운질량측정기법을개발하였다.또한
이 연구에기반한질량 측정치가이론적인 비리얼정리와크기-밝기 관계에서예측
되는값과잘부합함을보였다.
최근 연구 문헌에서 정립된 활동성/비활동성 은하 자료에 다양한 선형회귀분석





빛 반향 분포 측정법이 적용된 활동성 은하의 최신 샘플과 자료를 바탕으로 다
성분분광분해기법을적용해탄소방출선기반블랙홀질량측정법의정확도를향
상시켰다.이러한 새 측정법이 기존의 측정법에 비해 얼마나 차이를 주는지 슬로안
분광전천탐사자료에서얻어진퀘이사목록에적용하여연구하였다.




먼 우주에 존재하는 블랙홀이 현재 우주의 블랙홀에 비해 상대적으로 작은 은하의
중심에 위치하고 있다는 관측적 증거를 제시하였다. 샘플 선택 효과를 보정하도록
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