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We establish the low-temperature phase diagrams of the spin-1/2 and spin-1 Kondo lattice models as a func-
tion of the conduction-band filling n and the exchange coupling strength J in the regime of ferromagnetic
effective exchange interactions (n . 0.5). We show that both models have several distinct ferromagnetic phases
separated by continuous Lifshitz transitions of the Fermi-pocket vanishing or emergence type: one of the phases
has a true gap in the minority band (half metal), the others only a pseudogap. They can be experimentally
distinguished by their magnetization curves; only the gapped phase exhibits magnetization rigidity. We find
that, quite generically, ferromagnetism and Kondo screening coexist rather than compete, both in spin-1/2 and
spin-1 models. We compute the Curie temperatures and establish a “ferromagnetic Doniach diagram” for both
models.
PACS numbers: 71.27.+a, 72.15.Qm, 75.20.Hr, 75.30.Kz, 75.30.Mb
Materials with competing interactions, such as many
lanthanide and actinide compounds, have complex low-
temperature phase diagrams with different ground states [1–
6]. The Kondo lattice model (KLM) [7–9] describes a con-
duction band of itinerant electrons and a lattice of local mo-
ments on f shells, coupled at each site by an antiferromag-
netic exchange interaction J . For large J , the moments are
screened. The resulting paramagnetic state has Fermi liq-
uid properties with strongly renormalized parameters. For
small J , the conduction-band electrons are carriers of long-
range magnetic interactions and the moments order. The two
regimes are separated by a quantum phase transition at criti-
cal J∗, as described by the Doniach diagram [10]. The Ne´el
temperature increases at first quadratically with J , but then
it peaks and decreases to zero at J∗ as the Kondo screening
takes over. The simplest version of the KLM with spin-1/2
moments indeed has an antiferromagnetic (AFM) ground state
(Ne´el order) for small J near half-filling [11, 12]. The nature
of the phase transition at J∗ has been investigated using a va-
riety of methods, the most accurate of which confirm that the
transition is second order (quantum critical) and indicate that
it involves a change of the Fermi surface topology [13–15]. In
the spin-1 KLM, there is no phase transition at half-filling and
the AFM phase extends to large values of J .
While most cerium compounds show AFM order, some
are ferromagnetic (FM): CeRu2Ge2 [16], CeIn2 [17, 18],
and CeRu2Al2B [19]. A number of uranium and neptunium
heavy-fermion materials are also FM: UTe [20], UCu0.9Sb2
[21], UCo0.5Sb2 [22], NpNiSi2 [23], Np2PdGa3 [24], and
UCu2Si2 [25]. In addition, there are strong indications of ro-
bust coexistence of the Kondo effect and ferromagnetism, in
particular in U compounds. In Refs. [25–29] it has been pro-
posed that an appropriate minimal model for this behavior is
the spin-1 version of the KLM, where in the mean-field pic-
ture the conduction-band electrons underscreen the local mo-
ments, while the residual moments order ferromagnetically.
FM order appears for low and moderate electron filling n in
the conduction band, n . 0.5 [26, 30–33]. Mean-field analy-
sis predicts two phases: for small J the stable phase is a FM
regular metal, while for large J there is a transition to a FM
heavy metal. Dynamical mean-field theory (DMFT) calcula-
tions demonstrated that the spin-1/2 KLM also has a FM or-
der coexisting with (incomplete) Kondo screening [34]. Fur-
thermore, this phase is a half-metal with gapped minority-spin
band and a commensurability condition relates the magneti-
zation to filling n [34] due to completely filled minority-spin
lower band [2, 35]. A recent mean-field analysis of the spin-
1/2 model suggested the presence of several different ferro-
magnetic phases [37]. So far, however, a single FM phase has
been identified in the DMFT calculations [32, 33].
These findings open a number of questions: What is the
relationship between ferromagnetism and Kondo screening:
do they compete or coexist? What is the minimal model for
studying these effects, spin-1/2 or spin-1 KLM? Is there a
quantum phase transition between different FM states also
in the spin-1/2 model? What is the nature of these transi-
tions and what are their experimental signatures? And, finally,
which aspects of the static mean-field analysis [38] are correct
and which must be revised in more accurate dynamical treat-
ment? To answer these questions we have performed exten-
sive DMFT [39] calculations using the numerical renormal-
ization group (NRG) as the impurity solver [40–45], as well
as static mean-field calculations for both models [38].
We consider the Kondo lattice model
H =
∑
kσ
(ǫk − µ)c†kσckσ + J
∑
i
si · Si, (1)
which describes a single-orbital conduction band with disper-
sion ω = ǫk, and a lattice of local moments described by the
spin-S operators Si; si is the conduction-band spin-density at
site i, and J is the antiferromagnetic Kondo exchange cou-
pling (J > 0). We focus on the Bethe lattice that has a semi-
circular density of states with bandwidth 2D.
In Fig. 1 we present the main result of this work: the phase
diagrams of the spin-1/2 and spin-1 KLM as a function of n
and J . For both spins we find several different ferromagnetic
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Figure 1: (Color online) Phase diagrams of spin-1/2 and spin-1
Kondo lattice models for n < 0.5. Phase A is a ferromagnetic half-
metal phase with strong Kondo effect where the minority band is
gapped. Phases B and B’ are itinerant ferromagnetic phases with
a pseudogap. Phase C for spin-1/2 model indicates the region with
charge order [46]. For very small n, the calculations fail to converge.
phases. Phase A corresponds to the ferromagnetic half-metal
phase described by Peters et al. [34]. The corresponding spin-
resolved spectral functions for the S = 1 model are shown in
Fig. 2, panel A. The minority spin band is gapped [34], while
the majority band exhibits the weak hybridization pseudo-gap
characteristic of the Kondo lattice systems [47, 48]. Phase B
at small J is not gapped, but there is a pronounced pseudogap
just below the Fermi level in the minority band, Fig. 2, panel
B. The spectral functions for the S = 1/2 model are qual-
itatively the same. The spectra thus suggest the occurrence
of a Lifshitz transition at J∗: there is no change in the sym-
metry, but the Fermi surface of the minority band shrinks to
a point and disappears as one goes from phase B to A. We
emphasize that the two phases exist both for spin-1/2 and for
spin-1 models and have similar properties; clearly, within the
DMFT, the value of the spin does not play a crucial role in the
BA transition. J∗ is a non-monotonic function of n that peaks
at n ∼ 0.2 and n ∼ 0.25, respectively. Near n ∼ 0.4 we ob-
serve change of behavior in the small-J phase. For S = 1/2
KLM, this is the parameter regime where charge order occurs
[33, 46], but it is not allowed for in our calculations.
In Fig. 3 we plot the magnetization and the quasiparticle
renormalization factor Zσ = [1 − dΣσ/dω(ω = µ)]−1 as a
function of J across the BA transition. The frozen magneti-
zation in phase A is given by a generalization of the spin-1/2
KLM result from Refs. [2, 34, 35]:
mS = (2S − n)/2. (2)
At transition, the magnetization is continuous with a change of
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
A
c,
σ
(ω
)
majority (σ=↓)
minority (σ=↑)
-0.06 -0.03 0 0.03 0.06
ω/D
0
0.1
0.2
0.3
0.4
0.5
0.6
A
c,
σ
(ω
)
-1 0 1 2
0
0.2
0.4
0.6
-0.03 0 0.03
0
0.5
1
1.5
-0.03 0 0.03
0
0.5
1
1.5
2
Phase A
Phase B
Af,σ
Af,σ
n=0.3
S=1 KLM
J/D=0.275
J/D=0.225
Figure 2: (Color online) Spin-resolved conduction-band local spec-
tral functions Ac,σ for the spin-1 KLM in the ferromagnetic half-
metal phase (A) and in the itinerant ferromagnetic phase (B). The ar-
row indicates the main effect of decreasing interaction J : the lower
edge of the upper hybridized band shifts to lower frequencies. The
left insets in both panels show the f -level spectral functions Af,σ
defined through the imaginary part of the scattering T matrix. The
right inset in the upper panel shows the spectral functions in the full
frequency interval.
slope inmf . This is in disagreement with the static mean-field
analysis for S = 1 which predicts a jump [27]. The factorsZσ
for both spin orientations are continuous and finite across the
transition (in the minority band of phase A there are no quasi-
particles, but Zσ can formally still be defined). There is thus
no criticality in this spin-selective metal-insulator transition,
which may be identified as a continuous Lifshitz transition of
the Fermi pocket vanishing type [2, 35, 49–52]. The Fermi
surface topology is continuous with no reorganization. Deep
in the phase A, the majority electrons become weakly corre-
lated (Z has a value of order 0.5).
For very large J , in the spin-1/2 model (but not for spin-1)
there is another Lifshitz transition to a non-gapped phase [53]
that we denote as B’. While in the BA transition, the chemi-
cal potential is located at the bottom of the upper hybridized
band, in the AB’ transition the chemical potential is located at
the top of the lower hybridized band at the transition point. In
other words, while BA corresponds to the vanishing of elec-
tron pocket, AB’ corresponds to the emergence of hole pocket.
For even larger J , the system eventually becomes paramag-
netic (for n = 0.3 at J/D = 3.4).
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Figure 3: (Color online) Total, conduction-band c-level and localized
f -level magnetizations (top panels) and the spin-dependent quasi-
particle renormalization factors Zσ (bottom panels) across the phase
transition, indicated by the vertical dashed lines. The magnetiza-
tion is here defined as the expectation value of the spin operator:
mf = 〈Sz〉, mc = (n↑ − n↓)/2, mtotal = mf +mc. In the plots,
mtotal and mf are shifted by mS defined in Eq. (2).
The static mean-field theory for S = 1/2 also predicts dis-
tinct phases [37, 38] which roughly correspond to B, A, and
B’. The exact treatment of quantum fluctuations in DMFT
leads, however, to a number of differences: i) The small-J
phase B is not pure ferromagnetic, but there is a coexistence
with the Kondo effect. In the static MF treatment only pure
ferromagnetic solution is stable and the phase transition from
the corresponding phases A to B is of the first order [51], for
details see Supplementary materials [38]. Small-J phase B
is not pure ferromagnetic. ii) The Lifshitz transitions are all
continuous: there are no jumps in any of the results. iii) Deep
inside phases B and B’ there are pseudo-gaps rather than gaps.
This is due to non-zero imaginary part of the self-energy in
DMFT, i.e., due to correlation effects. The most surprising
outcome of the DMFT calculations is, in fact, the gradual
emergence of true gaps from pseudo-gaps as the gapped phase
A is approached from B or from B’, while the static MF results
are closer to the rigid-band picture.
Does the existence of multiple phases indicate a competi-
tion between the exchange interaction and the Kondo effect?
Some degree of antagonism is suggested by the fact that the
f -shell magnetization mf has a minimum at the BA Lifshitz
point where both tendencies are expected to be equally strong
and, furthermore, it could be argued that mf increases with J
in phase A only because Kondo screening is rendered incom-
plete by the opening and widening of the gap. Nevertheless,
this competition does not imply mutual exclusion and most
results rather support the notion of robust coexistence.
Experimentally the phases can be distinguished by their
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Figure 4: (Color online) Hysteresis loops: magnetization in longitu-
dinal external magnetic field. The dashed lines indicate the value of
the frozen magnetization mS . The g-factors are assumed equal for c
and f levels, gc = gf = g. Occupancy is n = 0.3.
magnetization curves. In phase A, mtotal remains pinned to
mS for a finite range of the field strength, while in phase B
the susceptibility dM/dB near zero field is finite, see Fig. 4.
For sufficiently strong field, a gap opens in the minority band
in phase B, too. This effect can be understood within a rigid-
band picture. For very strong field, the magnetization is re-
oriented in a first-order spin-flop transition which preempts
another Lifshitz transition.
In Fig. 5 we plot the temperature dependence of key ther-
modynamic and transport properties in phases A and B. We
find that the magnetization in phase B remains essentially
pinned at mS until T becomes of the order of the gap, while
it has a finite temperature-derivative at T = 0 in phase A.
This difference is, however, small. The resistance ρ increases
in both phases up to the Curie temperature Tc, then it de-
creases approximately as a power-law T−0.3, not logarithmi-
cally. The heat capacity c has a jump discontinuity at Tc. Sim-
ilar features are indeed observed experimentally, for example
in Refs. [19, 22, 23], although the simple KLM does not cap-
ture the full complexity of real materials.
We summarize the behavior of both Kondo lattice models
in the form of a “ferromagnetic Doniach diagram” in Fig. 6.
We plot the Kondo temperature for a single-impurity model
with flat band (which does not depend on the impurity spin
[54]) and the Curie temperature TC for each model. The Curie
temperature has no observable feature at the Lifshitz transi-
tion points J∗. Apart from the (approximately) factor of two
difference, there is no difference in TC of spin-1/2 and spin-
1 models for small J . At large J , spin-1/2 model first goes
into the B’ phase and then becomes paramagnetic. The spin-1
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Figure 5: (Color online) Temperature dependence of the magneti-
zation, resistivity and heat capacity for the spin-1/2 Kondo lattice
model in phases A and B. The horizontal axis is rescaled by the
Curie temperature TC . Resistivity is in units of ρ0 = 2pie2Φ(0)/~D,
where Φ is the transport integral. Heat capacity curve was obtained
by differentiating a piecewise interpolation of the numerical results
for the total energy.
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Figure 6: (Color online) “Ferromagnetic Doniach diagram” for spin-
1/2 and spin-1 Kondo lattice models.
model remains ferromagnetic in the large J limit. This is sim-
ilar to the behavior of the AFM phases of both models at half
filling.
We conclude by answering the questions raised in the in-
troduction. There is no Kondo breakdown and no criticality,
but rather a continuous filling of the lower minority band and
the disappearance of the electron pockets (and the emergence
of hole pockets in the spin-1/2 model for large J). We find
robust coexistence of FM order and Kondo screening in all
phases, for both spins. Kondo underscreening does not need
to be invoked to explain the magnetic ordering. Both mod-
els have qualitatively the same phase diagram for physically
most relevant small J . The Lifshitz transitions are observ-
able in the temperature and magnetic-field dependence of the
magnetization. The static mean-field appears to be valid at the
qualitative level, however to properly describe the real nature
of ferromagnetic phases and transitions it is necessary to take
into account dynamic effects, as in the DMFT treatment.
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6Supplemental Material
Static mean-field theory
The S = 1/2 case
We perform a mean-field decomposition in the KLM written in the form:
H =
∑
k,σ
ǫkc
†
k,σck,σ + J
∑
i
si · Si + µBH
∑
i
(gcsz,i + gfSz,i), (A.3)
where H is the external magnetic field oriented along the z axis, µB the Bohr magneton, while gc and gf are the Lande´ factors.
For simplicity, we consider flat non-interacting conduction-band density of states (DOS):
ρ0c = 1/2D, (A.4)
where D is the half-bandwidth.
The interaction term for localized spins with S = 1/2 is decomposed in terms of the hybridization operators [1, 2]
χµ =
1√
2
∑
α,β
f †ασ
µ
αβcβ, (A.5)
where c, f are annihilation operators for itinerant and localized electrons, respectively, and the spin indexes α and β range over
spin up and down. The index µ ranges over 0, 1, 2, 3; the operator σ0 is the identity, while other σi are the Pauli matrices. These
operators are complete in the spin sector 1/2⊗ 1/2 = 1⊕ 0, and therefore the interaction part can be split into:
s · S =
(
1
2
c†σc
)
·
(
1
2
f †σf
)
= −3/4χ0†χ0 + 1/4χ† · χ. (A.6)
This expression is exact.
We perform the standard mean-field procedure: AB ≈ 〈A〉B + A〈B〉 − 〈A〉〈B〉. We assume that only the singlet part 〈χ0〉
is nonzero and we use the U(1) gauge freedom to make 〈χ0〉 real.
The second mean-field decomposition is done in the magnetic channel (assuming the magnetization is along the z axis):
s · S = szm˜f + m˜cSz − m˜cm˜f , (A.7)
where
m˜c = 〈sz〉 and m˜f = 〈Sz〉 (A.8)
are the expectation values of the z component of conduction-band and localized-electron spin. These are proportional to the
magnetization of c(f) electrons:
mf(c) = −µBgf(c)m˜f(c). (A.9)
In order to fix the average number of electrons we introduce the chemical potentialµ. We also introduce Lagrangian multipliers
λi to enforce the local constraint 〈nf,i〉 = 1 on the f electrons:∑
i
λi
∑
σ
(
f †i,σfi,σ − 1
)
. (A.10)
This constraint is fulfilled only as an average over all f electrons, λi ≡ λ. We may then perform a FT:
λ
∑
k
∑
σ
(
f †kσfkσ − 1
)
. (A.11)
Thus λ plays the role of the effective f level energy: the f level occupancy is controlled by the difference between λ and µ.
7At constant µ, the thermodynamic potential that we need to minimize is
K(µ, . . .) = H(Ntotal, . . .)− µNtotal = H − µ(Nc +Nf) = H − µ
∑
k,σ
(
c†kσckσ + f
†
kσfkσ
)
. (A.12)
The mean-field thermodynamic potential takes the following wave-vector representation:
KMF =
∑
kσ
(
c†k,σ f
†
k,σ
)
M˜k
(
ck,σ
fk,σ
)
+
∑
k
E0, (A.13)
where the matrix Mk is
M˜k =
(
ǫk,σ − µ −cχ0
−cχ0 λσ − µ
)
. (A.14)
with
ǫk,σ = ǫk + ǫσ = ǫk + Jm˜f
σ
2
+ µBgcH
σ
2
= ǫk + µBgcH˜c
σ
2
, (A.15)
λσ = λ+ Jm˜c
σ
2
+ µBgfH
σ
2
= λ+ µBgf H˜f
σ
2
, (A.16)
c =
3
4
1√
2
J =
3J
4
√
2
, (A.17)
E0 = +
3
4
Jχ20 − Jm˜cm˜f − λ. (A.18)
The effective field felt by the c(f) electrons is given by
H˜c(f) = H +
Jm˜f(c)
µBgc(f)
. (A.19)
In general, the equation of motion (EOM) can be written as
z〈〈A,B〉〉 = −〈〈[KMF , A], B〉〉+ 〈〈[A,B]〉〉, (A.20)
where A,B are arbitrary fermionic operators. We find
zGcc,kσ = 1 + (ǫkσ − µ)Gcc,kσ − cχ0Gfc,kσ,
zGff,kσ = 1 + (λσ − µ)Gff,kσ − cχ0Gcf,kσ,
zGcf,kσ = (ǫkσ − µ)Gcf,kσ − cχ0Gff,kσ,
zGfc,kσ = (λσ − µ)Gfc,kσ − cχ0Gcc,kσ.
(A.21)
Note also that Gcf (z) = Gfc(z), since the matrix M˜k is symmetric. It follows
(z − ǫkσ + µ)Gcc,kσ = 1− cχ0Gfc,kσ,
(z − λσ + µ)Gff,kσ = 1− cχ0Gcf,kσ,
(z − ǫkσ + µ)Gcf,kσ = −cχ0Gff,kσ ,
(z − λσ + µ)Gfc,kσ = −cχ0Gcc,kσ,
(A.22)
and consequently
(z − λσ + µ)2Gff,kσ = (cχ0)2Gcc,kσ. (A.23)
8In this approach, writing z = ω + iδ, the Fermi level corresponds to ω = 0. We use a different convention. We absorb µ
into z: z˜ = z + µ. Also the Green’s functions take z˜ as their argument. With this choice, spectral functions are obtained with
replacement z˜ = ω + iδ and there are no explicit µ in the expressions for Green’s functions. µ only appears as an integration
limit (or in the Fermi-Dirac distribution). We drop writing the tilde in z˜ in the following.
The quasiparticle band edges are
ω1,σ =
1
2
(
ǫσ + λσ −D −
√
(ǫσ − λσ −D)2 + 4c2χ20
)
,
ω2,σ =
1
2
(
ǫσ + λσ +D −
√
(ǫσ − λσ +D)2 + 4c2χ20
)
,
ω3,σ =
1
2
(
ǫσ + λσ −D +
√
(ǫσ − λσ −D)2 + 4c2χ20
)
,
ω4,σ =
1
2
(
ǫσ + λσ +D +
√
(ǫσ − λσ +D)2 + 4c2χ20
)
.
(A.24)
In the multiindex (i, σ), σ is spin, while i enumerates the band edges from the lowest to the highest. Furthermore
ǫσ = Jm˜f
σ
2
+ µBgcH
σ
2
= µBgcH˜c
σ
2
. (A.25)
The final closed-form expressions for the spectral functions are
ρc,σ(ω) = ρ
0
c
4∑
i=1
(−1)i−1θ(ω − ωi,σ), (A.26)
ρf,σ(ω) =
(cχ0)
2
(ω − λσ)2 ρc,σ(ω). (A.27)
We also have
ρcf,σ(ω) = − cχ0
ω − λσ ρc,σ(ω). (A.28)
The energy eigenvalues are
Ek,σ =
1
2
(
ǫk,σ + λσ ±
√
(ǫk,σ − λσ)2 + 4c2χ20
)
. (A.29)
Mean-field equations
We can derive the system of mean-field equation using the fluctuation-dissipation theorem at T = 0:
〈AB〉 = −
∫ ∞
µ
dω
π
G′′AB(ω)
=
∫ µ
−∞
dωρBA(ω).
(A.30)
We obtain
nc =
∑
σ
〈c†σcσ〉 =
∑
σ
∫
dωρc,σ(ω), (A.31)
1 = nf =
∑
σ
〈f †σfσ〉 =
∑
σ
∫
dωρf,σ(ω), (A.32)
m˜c = 1/2
∑
σ
σ〈c†σcσ〉 = 1/2
∑
σ
∫
σdωρc,σ(ω), (A.33)
m˜f = 1/2
∑
σ
σ〈f †σfσ〉 = 1/2
∑
σ
∫
σdωρf,σ(ω). (A.34)
9In all integrals, the lower integration limit is −∞, while the upper is the chemical potential µ.
For the gap equation we take the symmetrized spectral function
Acf,σ = − 1
2π
[ImGcf (ω + iδ) + ImGfc(ω + iδ)] = ρcf,σ.
This gives:
1
2
〈f †↑c↑ + c†↑f↑ + f †↓c↓ + c†↓f↓〉 =
1
2
2
√
2〈χ0〉 = (A.35)∑
σ
∫
dωAfc,σ(ω) = −cχ0
∑∫
dω
1
ω − λσ ρc,σ(ω) (A.36)
We now assume χ0 6= 0. Using c = 3J/(4
√
2), we finally find the gap equation
∑
σ
∫ µ
−∞
dω
ρc,σ(ω)
ω − λσ = −8/3J. (A.37)
This set of non-linear equations had been previously derived in Refs. [1, 2], while in Ref. [3] a somewhat different mean-field
decoupling was used.
Evaluation of energy
The total energy can be evaluated as
EGS = 〈HMF〉
=
∑
k
〈∑
ij
c†kickjMk,ij + E0
〉
=
∑
k

∑
ij
∫ µ
−∞
Aǫk,ij(ω)Mǫk,ijdω + E0

 .
(A.38)
We used a symmetrized spectral function
Aij(ω) =
1
2
[
− 1
π
ImGij(ω + iδ)− 1
π
ImGji(ω + iδ)
]
, (A.39)
since ∫ µ
−∞
Aij(ω)dω =
1
2
〈c†i cj + c†jci〉. (A.40)
Then
EGS
N
= E0 +
∫ D
−D
ρ(ǫ)dǫ
∫ µ
−∞
Tr[Aǫ(ω)Mǫ]dω. (A.41)
Note that both A and M have out-of-diagonal matrix elements. Now we use
Tr[A(ω)M] = − 1
π
ImTr[G(ω+iδ)M] = − 1
π
ImTr[(ω+iδ−M)−1M] = − 1
π
ImTr[(ω+iδ−M)−1ω] = Tr[A(ω)]ω, (A.42)
which follows from the fact that Im[1/(z − x)] is a delta distribution, and we have used a transformation to the eigenbasis and
back to replace M by ω in the third step. Thus, after the integration over ǫ,
EGS
N
= E0 +
∑
σ
∫ µ
−∞
ωdω [ρc,σ(ω) + ρf,σ(ω)] . (A.43)
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Figure 7: Sketch of the possible placements of the bands with respect to the chemical potential. The phase I correspond to the phase B’, phase
II to the phase A and phase III to the phase B in the DMFT calculations.
We also have
Nc +Nf
N
=
∫ D
−D
ρ(ǫ)dǫ
∫ µ
−∞
Tr[Aǫ(ω)]dω
=
∑
σ
∫ µ
−∞
[ρc,σ(ω) + ρf,σ(ω)] dω,
(A.44)
thus finally,
KGS
N
= E0 +
∑
σ
∫ µ
−∞
dω(ω − µ) [ρc,σ(ω) + ρf,σ(ω)] . (A.45)
We would like to evaluate Eq. (A.45) for two different cases represented on Fig. 7, namely cases I and II:
KGS
N
= E0 +
∑
σ
∫ µ
−∞
dω(ω − µ)
(
1 +
(cχ0)
2
(ω − λσ)2
)
ρcσ(ω)
= E0 + Ec + (cχ0)
2
∑
σ
∫ µ
−∞
dω
ω − λσ + λσ − µ
(ω − λσ)2 ρcσ(ω)
= E0 + Ec + (cχ0)
2
∑
σ
∫ µ
−∞
dω
ρc,σ(ω)
ω − λσ +
∑
σ
(λσ − µ)nf,σ
= E0 + Ec + (cχ0)
2(−8/3J) +
∑
σ
(λσ − µ)nf,σ,
(A.46)
where Ec =
∫ µ
−∞
dω(ω − µ)ρc,σ(ω) and in the last line we have use the gap equation, see Eq. (A.37). We need to evaluate
2
∑
σ
(λσ − µ)nf,σ =
∑
σ
(
λ− µ+ µBgf H˜f σ
2
)
nfσ
= (λ− µ)nf + 2µBgf H˜fm˜f .
(A.47)
For H = 0, this is equal to
(λ− µ)nf + Jm˜cm˜f . (A.48)
Case I is when ω1,σ < µ < ω2,σ for both spin orientations. We can write:
Ec = ρc,0
∑
σ
[(µ2 − ω21,σ)/2]− µnc (A.49)
and
KGS
N
=
3
4
Jχ20 − Jm˜cm˜f − λ+ ρc,0
∑
σ
[(µ2 − ω21,σ)/2]− µnc −
3
4
Jχ20 +
∑
σ
(λσ − µ)nf,σ
= −Jm˜cmf − λ+ ρc,0
∑
σ
[(µ2 − ω21,σ)/2]− µnc + (λ − µ)nf + Jm˜cm˜f
= ρc,0
∑
σ
[(µ2 − ω21,σ)/2]− µ[nc + nf ]
(A.50)
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where in the second line we have used Eq. (A.48) and in the last line 〈nf 〉 = 1.
Case II is when ω2,↑ < µ < ω3,↑ and only difference is that µ → ω2,↑ in integration limit for ↑ c electrons. Therefore, the
only difference is in the evaluation of Ec:
Ec = ρ
0
c
(
µ2 − ω21,↓
2
+
ω22,↑ − ω21,↑
2
)
− µnc. (A.51)
The S = 1 case
We next proceed with an analogous treatment for the S = 1 problem. We decompose the interaction term into doublet and
quadruplet terms, 1/2⊗ 1 = 1/2⊕ 3/2. We find:
s · S = −
2∑
i=1
χ†d,iχd,i + (1/2)
4∑
i=1
χ†q,iχq,i, (A.52)
where χd,i(χq,j) are the doublet (i = 1, 2) and the quadruplet (j = 1, 2, 3, 4) sets of operators under the spin SU(2) symmetry,
namely:
χd,1 = −
√
1/3c†↓f0 −
√
2/3c†↑f1, χd,2 =
√
2/3c†↓f−1 +
√
1/3c†↑f0, (A.53)
χq,1 = −c†↑f−1, χq,2 = −
√
1/3c†↓f−1 +
√
2/3c†↑f0, χq,3 =
√
2/3c†↓f0 −
√
1/3c†↑f1, χq,4 = −c†↓f1. (A.54)
These operators again form a complete set in the spin sector. The decomposition in Eq. (A.52) is exact.
We focus on the doublet part and set all quadruplet fields to zero, 〈χq,j〉 = 0. We explicitly break the SU(2) symmetry by
setting 〈χd,2〉 = 0 and use the U(1) gauge freedom to make 〈χd,1〉 real. In analogy with the S = 1/2 case, we make a second
mean-field decomposition in the magnetic channel. The mean-field Hamiltonian has a simple wave-vector representation:
KMF =
∑
k
(
c†k,↓ c
†
k,↑ f
†
k,−1 f
†
k,0 f
†
k,+1
)
M˜k


ck,↓
ck,↑
fk,−1
fk,0
fk,+1

+
∑
k
E0, (A.55)
where the matrix M˜k is 

ǫk,↓ − µ 0 0 Jχd,1/
√
3 0
0 ǫk,↑ − µ 0 0
√
2/3Jχd,1
0 0 λ−1 − µ 0 0
Jχd,1/
√
3 0 0 λ0 − µ 0
0
√
2/3Jχd,1 0 0 λ1 − µ

 (A.56)
and
ǫk,σ = ǫk + Jm˜f
σ
2
+ µBgcH
σ
2
= ǫk + µBgcH˜c
σ
2
, (A.57)
λi = λ+ Jm˜ci+ µBgfHi = λ+ µBgfH˜f i, (A.58)
E0 = Jχ
2
d,1 − Jm˜cm˜f − λ, (A.59)
with σ = ±1, i = −1, 0, 1. The effective field felt by the c(f) electrons is given by
H˜c(f) = H +
Jm˜f(c)
µBgc(f)
. (A.60)
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The EOMs are
(z − ǫk,↓ + µ)Gc↓,k = 1 +
√
1
3
Jχd1Gf0,c↓,k
(z − ǫk,↑ + µ)Gc↑,k = 1 +
√
2
3
Jχd1Gf1,c↑,k
(z − λ−1 + µ)Gf−1,k = 1
(z − λ0 + µ)Gf0,c↓,k =
√
1
3
Jχd1Gc↓,c↓,k
(z − ǫk,↓ + µ)Gc↓f0,k =
√
1
3
Jχd1Gf0,f0,k
(A.61)
and note also that Gij,k(z) = Gji,k(z), while for the diagonal elements we used Gii,k(z) = Gi,k(z). Consequently
(z − λ0 + µ)2Gf0,k = (z − λ0 + µ)
(
1 +
(Jχd1)
2
3
Gc↓,k
)
(z − λ1 + µ)2Gf1,k = (z − λ1 + µ)
(
1 +
2(Jχd1)
2
3
Gc↑,k
)
.
(A.62)
Once more we absorb µ into z: z˜ = z + µ and drop writing tilde in z˜ in the following. The quasiparticles band edges ωi,σ are:
ω1,σ =
(
3ǫσ − 3D + 3λσ −
√
9(ǫσ −D − λσ)2 + 12Fσ(Jχd,1)2
)
/6
ω2,σ =
(
3ǫσ + 3D + 3λσ −
√
9(ǫσ +D − λσ)2 + 12Fσ(Jχd,1)2
)
/6
ω3,σ =
(
3ǫσ − 3D + 3λσ +
√
9(ǫσ −D − λσ)2 + 12Fσ(Jχd,1)2
)
/6
ω4,σ =
(
3ǫσ + 3D + 3λσ +
√
9(ǫσ +D − λσ)2 + 12Fσ(Jχd,1)2
)
/6, (A.63)
where ǫσ has been defined in the section on the S = 1/2 model, while
F (1) = 2, F (−1) = 1. (A.64)
and, furthermore,
λ↓ = λ0, (A.65)
λ↑ = λ1. (A.66)
The spectral functions are given by:
ρc,σ(ω) = ρ
0
c
4∑
i=1
(−1)i−1θ(ω − ωi,σ), (A.67)
ρf,−1(ω) = δ(ω − λ−1), (A.68)
ρf,0(ω) = F−1
(Jχd,1)
2
3(z − λ0)2 ρc,↓(ω), (A.69)
ρf,1(ω) = F1
(Jχd,1)
2
3(z − λ1)2 ρc,↑(ω). (A.70)
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ρf1c↑(ω) =
√
2
3
(Jχd,1)
(ω − λ1)ρc↑(ω). (A.71)
ρf0c↓(ω) =
√
1
3
(Jχd,1)
(ω − λ0)ρc↓(ω). (A.72)
The f−1 must be unoccupied, otherwise the number of f electrons cannot be exactly 1. Thus λ−1 > µ. This also implies that
f−1 must be the highest in energy of the f states, thus m˜c < 0 and consequently m˜f > 0.
The mean-field equations
Using the fluctuaction-dissipation theorem at T = 0, we find
nc =
∑
σ
〈c†σcσ〉 =
∑
σ
∫
dωρc,σ(ω), (A.73)
1 = nf =
∑
i
〈f †i fi〉 =
∑
i
∫
dωρf,i(ω), (A.74)
m˜c = 1/2
∑
σ
σ〈c†σcσ〉 = 1/2
∑
σ
∫
σdωρc,σ(ω), (A.75)
m˜f =
∑
i
i〈f †i fi〉 =
∑
i
i
∫
dωρf,i(ω). (A.76)
For the gap equation we take symmetrized spectral functionAcσ;fi = − 12π [ImGcσ;fi(ω+ iδ)+ ImGfi;cσ(ω+ iδ)] = ρcσ;f,i,
where Gcσ;fi(z) = 〈〈c†σ; fi〉〉z , etc. For the evaluation of 〈χ1〉 we will need two off-diagonal spectral functions:
ρc↓;f0 =
Jχ1√
3(z − λ0)
ρc↓(ω) (A.77)
ρc↑;f1 =
√
2/3Jχ1
z − λ1 ρc↑(ω). (A.78)
The expectation value is
〈χ1〉 = 1
2
[−
√
1/3(〈c†↓f0 + f †0c↓〉)−
√
2/3(c†↑f1 + f
†
1c↑)] = −
√
1/3
∫
Ac↓,f0(ω)dω −
√
2/3
∫
Ac↑,f1(ω)dω (A.79)
= −
√
1/3
Jχ1√
3
∫
dωρc↓/(ω − λ0)−
√
2/3
√
2/3Jχ1
∫
dωρc,↑(ω)/(ω − λ1) (A.80)
= −(Jχ1/3)
[∫
dωρc,↓(ω)/(ω − λ0)
]
− 2Jχ1/3
[∫
dωρc↑(ω)/(ω − λ1)
]
. (A.81)
Finally, we obtain the gap equation:
∫
dωρc↓(ω)/(ω − λ0) + 2
∫
dωρc↑(ω)/(ω − λ1) = −3/J. (A.82)
This equation has essentially the same structure as the gap equation for the S = 1/2 case.
Evaluation of energy
The total energy can be evaluated in analogy to the S = 1/2 case. We find
KGS
N
= E0 +
∑
σ
∫ µ
−∞
dω(ω − µ)[ρc,σ(ω) + ρf,i(σ)(ω)] + (λ−1 − µ)θ(ω − λ−1) (A.83)
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We evaluate Eq. A.83 for two different cases represented on Fig. 7. For case I, Ec = ρc,0
∑
σ
[(µ2 − ω21,σ)/2]− µnc, thus
KGS
N
= ρc,0
∑
σ
[(µ2 − ω21,σ)/2] + λ(nf0 + nf1)− µ(nf + nc) (A.84)
In the case II,
Ec = ρ
0
c
(
µ2 − ω21,↓
2
+
ω22,↑ − ω21,↑
2
)
− µnc. (A.85)
Phase diagrams for S = 1/2 and S = 1
We now discuss the different possible mean-field phases for the S = 1/2 and S = 1 Kondo lattice models.
One possible phase is a pure saturated ferromagnetic phase with magnetization mf = −gfµBS and with zero hybridisation,
χd,1 = 0. If conducting electrons are completely polarized we call it the polar phase and the magnetization of conducting
electrons is then given by
mc,P−I = µBgcnc/2. (A.86)
For intermediate coupling regime, we distinguish between the ferromagnetic phases I, II, and III, which all have a finite value
of the hybridisation parameter χd,1 (thus a spectral gap). They are schematically represented in in Fig. 7. The phase I with the
electron pockets, corresponds to the phase B’ in the DMFT calculations. The phase II with the chemical potential in the gap
corresponds to the DMFT phase A. The numerical results in the phase II clearly indicate that as we lower J the transition into
phase III is expected, but when µ > ω3,↑ we were not able to find convergent solution in the regime of small J , as marked by
the the dashed line in Fig. 8, see also [2]. This phase III would correspond to the phase B in the DMFT calculations, where this
is a stable phase.
The phase boundary between the phase I and II or between the phase II and III is given by the condition
m˜c + m˜f = (2S − n)/2, (A.87)
for the expectation values of spin z component, which shows plateau behaviour irrespective of the Lande´ factors or, equivalently,
mc/gc +mf/gf = −µB(2S − n)/2. (A.88)
This is equivalent to the condition that
µ = ω2(3),↑ (A.89)
for transition between the phases I→ II (II→ III).
The pure Kondo singlet (paramagnetic) phase is defined by mc = 0,mf = 0, χd,1 6= 0. We only find it for S = 1/2. In the
S = 1 model the hole pocket never emerges; instead, the chemical potential becomes attached near the top of the bottom band
for large J . In fact, similar behavior is also observed in the DMFT solutions. The boundary between phase I and the Kondo
phase is determined by the condition
mf = mc = 0. (A.90)
The boundary between the phases I,II and polar-I is given by the condition
χd,1 = 0. (A.91)
We conclude that the qualitative features of the static MF and DMFT phase diagrams are rather similar, except that in the
static mean-field theory the phase III is not stable. The main difference compared to previous works [2–4] is the finding that in
the MF treatment the metamagnetic transition is described by the transition I → II, while in the DMFT there are two different
scenarios for metamagnetic transitions, either the transition I → II or the transition II → III, where only the former is expected
for physically relevant model parameters.
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Figure 8: Ground state phase diagram of the KLM: (a) S = 1/2, (b) S = 1 with Lande´ factors gc = gf = 1. For the description of phases I,
II, see the discussion in the text and Fig. 7. Phase Polar-I represent polarized phase with zero hybridisation and Kondo phase is paramagnetic
phase (mc = mf = 0.). The dashed line represent the transition into phase where we could not find the convergent solution, but phase III is
expected, see discussion in the text.
