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Abstract. We propose in this paper a Broyden- like method using the trapezoidal rule 
to solve system of nonlinear equations. A two point predictor- corrector approach was 
used, where the Broyden method is the predictor and the proposed method is the 
corrector. Numerical experiment carried out on some test problems with standard 
initial points has shown that the proposed method is very encouraging. 
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1. Introduction 
 
 Many computational tasks involve the solution of nonlinear equation of the form 
  0F x 
                                                                                                                    
(1) 
where : n nF R R  
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To compute the solution of (1) with a reasonable accuracy require the use of an 
iterative method. The best iterative method for solving (1) is the Newton method. The 
main attraction of this method is that from a good initial point sufficiently close to the 
solution the convergence is quadratic. However, the Newton method has  some 
shortcomings [3]. This is primarily due to the fact that it requires the computation of 
the Jacobian matrix and solving the Newton system in every iteration which from the 
computational complexity point of view is expensive [12, 6]. 
Quasi Newton method do not require the repeated evaluation and factorization of the 
Jacobian matrix. Instead, they find an approximation kB  to the Jacobian matrix 
which is updated at each iteration by adding a low rank matrix. The most successful 
quasi Newton method is the Broyden’s method [2]. In this method the approximate 
Jacobian kB  is updated with another matrix 1kB   by adding a rank-one matrix to an 
existing factorized approximation [10]. The convergence rate of the Broyden’s 
method is super linear and the floating point operation is   2no against  3( )o n  for 
Newton’s method [7,8]. Similarly, the Broyden’s method satisfies the secant equation 
[4]. Despite, it’s good qualities the Broyden’s method still performs more number of 
iterations than the Newton’s method before it converges [5]. This is what motivated 
this paper. Therefore, we present in this paper a two point Broyden- like Trapezoidal 
method to solve system of nonlinear equations using the Trapezoidal rule.We used a 
predictor corrector approach where the classical Broyden is the predictor and the 
proposed method is the corrector. The rest of the paper is arranged as follows. In 
section 2 we present our new method, numerical results are discussed in section 
3.And finally we conclude in section 4. 
 
 
2. Derivation Process 
 
Let  be a root of the nonlinear equation   0f x  , where f is sufficiently 
differentiable. From the Newton’s theorem it is obvious that 
     '
k
x
k
x
f x f x f t dt                                                                                              (2) 
If (2) is approximated with the rectangle   '( )k kx x f x  and we take x  , we have 
     '0  k k kf x x f x                                                                                           (3) 
If we let '( ) ( )k kf x B x (where ( )kB x  is the Broyden’s updated matrix) we have 
     0  k k kf x x B x                                                                                            (4)  
By applying some algebra and letting 1kx   to be the next approximation of   we  
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obtain the classical Broyden’s method 
( 1)
( 1) ( ) ( )k k k kx x B x F x

                                                                                            (5) 
But Weerakoon and Fernando [14] approximated the definite integral in (2) with 
trapezoidal rule as 
       ' ' '1 [ ]2
kx
k k
x
f t dt x x f x f x                                                                       (6) 
Now, if  we replace    ' ', ,kf x f x   by    , ,kB x B x  in (6) and use the same 
procedure as [14] and applying some algebra (5) becomes 
     11 12[  ] k k k k kx x B x B x F x

                                                                           (7) 
In order to avoid the implicit nature  of (7), we use the  
th
k 1 iterationof the 
Broyden’s method in the right hand side.Thus 
     11 2[  ] k k k k kx x B x B m F x

     , 0,1, .k                                                        (8) 
where 
( 1)( ) ( )k k k km x B x F x
  .. 
We call (8) the Trapezoidal Broydens method (TBM). 
The Trapezoidal Broyden’s method can be understood as a substitution of   in 
Broyden’s method by    2[  ]k kB x B m . 
Next we present the algorithm and the general safeguard condition of the new method 
(TBM). 
 
Algorithm for TBM(Trapezoidal Broydens Method) 
 
STEP 1: Given initial guess 0x , let 0k   and 0B I  
STEP 2: Compute  kF x   if  
410kF x
  is satisfied stop. Else 
STEP 3: Compute km were km   
1( )  k k kx B x F x
  
STEP 4: Compute ( )kB m  using    
   
 ( )
 
T
k k k
k k T
k k
y B x s
B m B x
s s

   
where ( ) ( )k k ky F m F x , k k ks m x   
STEP 5: Compute  1kx   using  
     11 2[  ] k k k k kx x B x B m F x

     
STEP 6:  Set 1k k   and go to Step 2 
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3. Numerical Results 
 
In this section we present the numerical result of the proposed method (TBM).We 
used 6 test problemswith dimension between 10 to1000 to test the performance of the 
proposed method. In the following, we give details of the used problems: 
 
Problem 1:Trigonmetric systems of Waziri et al.[13] 
 1 1 1 29 3 8F x cosx x expx     
  19 3 8i i i iF x cosx x expx      
  1inF x cosx   
01,2, ,   (1.5,1.5, ,1.5)i nand x     
Problem2: Extended Trigonometric systems of Byeong[11] 
  21 1iF x cosx   
 01,2, ,   0.87,0.87, ,0.87i nand x     
Problem 3: Extended spares system of Byeong[11] 
2( ) 2i i iF x x x    
01,2, ,   (0.5,0.5, ,0.5)i nand x     
Problem 4:[9] 
  1 1i i iF x cosx x    
01,2, ,   (0.5,0.5, ,0.5)i nand x     
Problem 5: Extended spares system of Byeong[11] 
2( ) 4i iF x x   
01,2, ,   (0.5,0.5, ,0.5)i nand x     
Problem 6: Extended Trigonmetric system of Waziri et al.[13] 
2( ) ( ) ( 1)i i i i i iF x sinx cosx x cosx x     
01,2, ,   (0.5,0.5, ,0.5)i nand x    . 
The codes are written using Matlab 7.1 with a double precision computer, and the 
stopping criterion used is: 
4( ) 10F x                                                                                                                   (9) 
The identity matrix is used as an initial approximation of the Jacobian. We also 
compare the performance of the proposed method with 3 Newton’s-like methods 
namely: 
I. Newton’s method (NM) 
II. Fixed Newton’s method (FN) 
III. Broyden’s method (BM). 
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Using the comparison indices proposed by [1], three indices; Robustness, Efficiency 
and combined robustness and efficiency of the proposed method and the Newton-like 
methods listed above are reported. Similarly, we plotted some graphs based on the 
number of iterations performed by the systems as the dimension increases.Also,the 
code is forced to stop whenever: 
 
I. The number of iteration exceeds 500 and no point of  satisfies (9) 
 
II. Insufficient memory to initiate the run 
 
III. CPU time is more than 500 seconds 
We use “___” to represent failure due to any of the above reasons. 
Table 1 give the Numerical result of the six test functions used in the experiment. It 
can be seen clearly (from Table 1) that TBM showed a significant improvement in the 
number of iterations performed as compared to NM, BM, and FN 
 
 
 
Table 1: Numerical Results 
 
 
 
 
 
PROBLEM n CLASSICAL 
NEWTON 
METHOD 
(NM) 
FIXED 
NEWTON 
METHOD (FN) 
CLASSICAL 
BROYDEN 
(BM) 
TRAPEZOIDAL 
BROYDEN’S 
METHOD 
(TBM) 
 
No of Iterations No of Iterations No of Iterations No of Iterations 
1 10 
20 
50 
100 
200 
500 
1000 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
23 
- 
- 
- 
- 
- 
- 
5 
5 
5 
5 
5 
5 
5 
2 
 
10 
20 
50 
100 
200 
500 
1000 
8 
8 
8 
8 
8 
8 
8 
- 
- 
- 
- 
- 
- 
- 
13 
14 
14 
15 
15 
16 
16 
3 
3 
3 
4 
4 
5 
5 
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In the tables that follows, R is the robustness index, E the efficiency index and CER is 
the combined Robustness and Efficiency index. 
 
Table 2: Performance profile of NM FN CB and TBM Methods for n=10 (in terms of 
number of iterations) 
 NM FN CB TBM 
R 0.8333 0.3333 1.0000 1.0000 
E 0.6650 0.2938 0.5160 1.0000 
CER 0.5540 0.0979 0.5160 1.0000 
 
 
Table 3: Performance profile of NM FN CB and TBM Methods for n=20 (in terms of 
number of iterations) 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.6650 0.2059 0.5124 1.0000 
CER 0.5540 0.0686 0.4270 1.0000 
3 10 
20 
50 
100 
200 
500 
1000 
4 
4 
4 
4 
4 
4 
4 
16 
17 
17 
18 
18 
19 
19 
5 
6 
6 
6 
6 
6 
6 
3 
3 
3 
4 
4 
5 
5 
4 10 
20 
50 
100 
200 
500 
1000 
5 
5 
5 
5 
5 
5 
5 
10 
17 
36 
62 
102 
127 
134 
4 
5 
5 
5 
5 
5 
5 
4 
4 
4 
4 
4 
4 
4 
5 10 
20 
50 
100 
200 
500 
1000 
5 
5 
5 
5 
5 
5 
5 
- 
- 
- 
- 
- 
- 
- 
7 
7 
8 
8 
8 
8 
8 
5 
5 
5 
5 
5 
5 
5 
6 10 
20 
50 
100 
200 
500 
1000 
5 
5 
5 
5 
5 
5 
5 
- 
- 
- 
- 
- 
- 
- 
6 
6 
6 
7 
7 
7 
7 
2 
2 
2 
2 
2 
2 
2 
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Table 4: Performance profile of NM FN CB and TBM Methods for n=50 (in terms of 
number of iterations) 
 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.6650 0.1438 0.5124 1.0000 
CER 0.5540 0.0479 0.4270 1.0000 
 
 
Table 5: Performance profile of NM FN CB and TBM Methods for n=100 (in terms 
of number of iterations) 
 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.7400 0.1434 0.5383 1.0000 
CER 0.6167 0.0478 0.4486 1.0000 
 
 
Table 6: Performance profile of NM FN CB and TBM Methods for n=200 (in terms 
of number of iterations) 
 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.7400 0.1307 0.5383 1.0000 
CER 0.6167 0.0436 0.4486 1.0000 
 
 
Table 7: Performance profile of NM FN CB and TBM Methods for n=500 (in terms 
of number of iterations) 
 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.7650 0.1210 0.5380 0.9667 
CER 0.6375 0.0403 0.4483 0.9667 
 
Table 8: Performance profile of NM FN CB and TBM Methods for n=1000 (in terms 
of number of iterations) 
 
 NM FN CB TBM 
R 0.8333 0.3333 0.8333 1.0000 
E 0.7650 0.1202 0.5380 0.9667 
CER 0.6375 0.0401 0.4483 0.9667 
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Table 3-8 show that in terms of robustness and efficiency TBM is superior to FN, 
NM, BM, it also shows that is only TBM that solve 100% of the test problems. 
Similarly, Figure 1-3 clearly confirms the superiority of TBM to NM, BM and FN. 
 
 
 
Figure 1. Robustness profile of NM, FN, CB and TBM methods as the dimensions 
increase (in terms of number of iterations) 
 
 
Figure 2. Efficiency profile of NM, FN, CB and TBM methods as the dimensions 
increase (in terms of number of iterations) 
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Figure 3. Combine Robustness and Efficiency profile of NM, FN, CB and MBM 
methods as the dimensions increase  (in terms of number of iterations) 
 
4. Conclusion 
 
We propose in this paper a Broyden-like trapezoidal method (TBM) for solving 
system of nonlinear equations using the trapezoidal rule. A predictor corrector 
approach was used, where the classical Broyden is the predictor and the proposed 
method is the corrector. Six test functions with standard initial points where used to 
compare the performance of the proposed methods (TBM) to NM, FN and.BM. The 
results as presented in Table 1-8 and Figure 1-3 have shown that the new method 
converges with fewer iteration, than CB and FN and in some problems even better 
than NM which has a quadratic convergence. Finally, we can conclude that TBM can 
be used to solve systems of nonlinear equations. 
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