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 i 
 
Abstract 
 
 
  
This thesis presents ultrafast photophysical measurements on a number of 
phosphorescent iridium complexes and establishes relationships between the 
relaxation rates and the vibrational properties of the material. 
 
When ultrafast luminescence is measured on the peak of the phosphorescence 
spectrum and on its red-side, 230 fs and 3 ps decay time constants were observed 
in all materials studied, and this was attributed to population redistribution 
amongst the three electronic substates of the lowest triplet metal-ligand charge 
transfer (MLCT) state. 
 
The observation of luminescence at higher values of energy embodied ultrafast 
dissipation of excess energy by intramolecular vibrational redistribution (IVR) 
and it was found that the dissipation channels and rate of IVR could be modified 
by chemical modification of the emitting molecule.  This was tested in two ways.  
Firstly by adding electronically inactive dendrons to the core, an increase in the 
preference for dissipation of excess energy by IVR rather than by picosecond 
cooling to the solvent molecules was found, but this did not change the rate of 
IVR.  The second method of testing was by fusing a phenyl moiety directly onto 
the ligand, this both increased the rate of IVR and also the preference for 
dissipation by it rather than by picosecond cooling. 
 
Fluorescence was recorded in an iridium complex for the first time and a decay 
time constant of 65 fs was found, thus allowing a direct observation of intersystem 
crossing (ISC) to be made. 
 
In a deep red emitting iridium complex internal conversion (IC) and ISC were 
observed and the factors controlling their time constants deduced.  IC was found 
 ii 
to occur by dissipation of excess energy by IVR.  The rate of IC was found to be 
dependent on the amount of vibrational energy stored in the molecule, with IC fast 
(< 45 fs) when < 0.6 eV of energy is stored and slower (~ 70 fs) when the value is 
> 0.6 eV.  The rate of ISC agreed with these findings, indicating that the very 
process of ISC may be thought of as closely analogous to that of IC given the 
strongly spin-mixed nature of the singlet and triplet MLCT states. 
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1 
Introduction 
 
 
 
Misled by fancy's meteor ray,  
By passion driven; 
But yet the light that led astray 
Was light from heaven. 
 
Robert Burns, The Vision, 1786 
  
  
Human comprehension tends to view timescales and the advances made during 
them in small quanta – fractions of an average individual lifespan rather than on 
longer timescales, such as fractions of a species lifespan.  The pace, and perhaps 
more crucially, the acceleration of human scientific and technological 
advancement is, when one views the situation on such longer timescales, 
breathtaking.  Listing all advancements would of course be impossible, and even 
detailing a select few would be a monograph in its own right, but one just has to 
look all around to see the ever increasing degrees of change that occur in ever 
shortening periods of time. 
 
Scientific ideas, whether they are based on the quest to turn base metal into gold, 
to identify the luminiferous aether or to settle the question of whether objects are 
particles or waves, have periods of dominance before being superseded by newer, 
more precise ideas, which are themselves then dominant before later being 
dethroned.  The new more precise ideas (better defined as paradigms)1 are often 
created and defined by new and more precise measurements or by the discovery of 
new materials or processes.  This work sits within the paradigm of ultrafast 
molecular photophysics:2, 3 utilising ultrafast light pulses to observe the behaviour 
of molecules on the femtosecond timescale. 
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A little over fifty years ago the advanced development and industrialisation of 
plastics – polymerised carbon base materials – ushered in perceptible societal 
changes and quickly became ubiquitous in almost all areas of life.  What could not 
be envisaged then was the great potential that these materials could have when 
small chemical modifications were made to enable them to conduct electricity and 
emit light.  Since the discovery of these new properties in polymers in 19774, 5 and 
earlier work on similar chemically structured small molecule materials in the 
1960’s6 the field of organic semiconductors has grown and expanded to explore 
almost every avenue of these novel materials and their unique features. 
 
Organic semiconductors, as the name implies, are organic materials with 
semiconducting properties.  The organic nature of the materials, either as small 
molecules or long chain polymers, give these materials great potential advantages 
over traditional silicon based semiconducting systems which have specific 
requirements of purity and crystallinity.  The potential greater control over device 
functions, forms, fabrication and applications lead to obvious advantages for 
organic semiconductors. 
 
The invention of a number of different organic semiconductor devices has shown 
that there exists a wide variety of uses for these materials, particularly with regard 
to their light emitting properties.  Initial work in the 1960’s on deriving light 
emission under electrical excitation from organic materials concentrated on the 
small molecule acene family (specifically anthracene and tetracene),6, 7  however 
the requirement of using crystals of the materials limited the amount of light that 
could be generated, needing hundreds of volts to drive the devices.  The first 
practical organic light emitting diode (OLED) was invented by Tang and Van 
Slyke8 in the 1980’s and used the small organic molecule tris(8-
hydroxyquinoline)aluminium sandwiched between a cathode and anode with 
suitable electron and hole transporting layers to ensure that charges met in the 
organic layer and so emitted light.  Later work in 1990 with a polymer rather than 
a small molecule by Burrghoes et al. led to the first reported conjugated polymer 
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OLED.9  The third significant event in the development of OLEDs was the 
reporting in 1998 of the use of an organometallic material (initially a platinum 
porphyrin,10 but later with an iridium complex11) in an OLED device to enable 
efficient phosphorescence, thus allowing theoretically much greater 
(approximately three times) internal device efficiencies than were possible with 
fluorescent materials.  The forth development of note in OLEDs was the use of 
light emitting dendrimers, enabling solution processable phosphorescent devices 
to be made.12 
 
OLED device technologies are aimed towards the realisation of affordable 
efficient light sources for use in both lighting and displays.  With substantial 
commercial backing both areas of technological development have grown 
markedly over the last twenty years or so since the beginnings of the field in 
scientific laboratories.  Indeed OLED displays, offering richer colours, far higher 
contrast ratios and lower power consumption than LCD alternatives, are now 
becoming commonplace in mobile phones, a statement that, even just five years 
ago, would have been purely a prediction rather than a reality. 
 
A second promising area of research using organic semiconductors is the 
harnessing of light emission from organic materials to induce lasing.  Of course 
laser dyes have been common for many years, but the utilisation of conjugated 
polymers or dendrimers enables the realisation of solid state organic lasers13, 14 
rather than solution based ones.  Currently such devices are optically pumped by 
means of a second laser, and the ultimate aim of this field is electrical pumping, 
but for the moment a more promising route involves indirect electrical pumping, 
using an inorganic LED to pump the organic laser.15 
 
Another key use of organic semiconductors has been in the invention of organic 
solar cells – essentially attempting to reverse the concept developed with OLEDs 
to instead absorb light and produce a flow of charge.16  More recently the 
development of organic field effect transistors (FETs),17 light emitting FETs18 and 
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phosphorescent FETs19 have highlighted the range of possible future applications 
for organic semiconducting materials. 
 
It is clear from the short sampling of research areas that employ conjugated 
organic materials provided above that they are a vibrant source of novel 
properties, potentially leading to significant new inventions and devices.  To lead 
to new devices or applications, however, one needs to understand the chemical 
physics of the materials that are used – how do they function at a molecular level 
and can any of the processes that occur there be influenced or controlled? 
 
As mentioned above, organometallic transition metal complexes have become a 
recent focus of activity in light emitting devices for their display of efficient room 
temperature phosphorescence.  Structurally the complexes consist of a central 
heavy transition metal ion which is co-ordinated to a number of conjugated ligand 
moieties.  Initially platinum complexes were used10 but the centre of research 
gravity quickly shifted to iridium based materials that show very efficient 
emission of light.20  Iridium based complexes are superior to platinum materials 
due to their shorter radiative lifetimes, this leads to a reduction in any losses 
associated with non-radiative decay and a reduction in the probabilities of triplet-
triplet annihilation that sees two triplet states combine to form one singlet state 
(an effective loss of emission) – if the radiative lifetime is shorter then the chance 
of annihilation is reduced.  Efficient room temperature phosphorescence is 
unexpected in organic materials as triplet emission is forbidden by spin statistics, 
hence it has a very low probability attached to it.21, 22  In transition metal 
complexes however strong mixing between the spin-allowed singlet and formally 
spin-forbidden triplet states is caused by the central co-ordinating heavy metal ion 
induced through spin-orbit coupling.23, 24  This mixing is strongest in metal-ligand 
charge transfer states (MLCT) where an electron moves from the metal orbital out 
onto the ligand – here the metal character of the excited state enables strong 
singlet/triplet mixing and therefore leads to efficient phosphorescence.  An almost 
barrierless gradient down to the lowest triplet MLCT state is formed due to this 
mixing and a high density and small separation of excited electronic states25-27 
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leads to a very fast excited state evolution.28-31  This very fast relaxation is 
somewhat unique and the process of and factors controlling it are not well 
understood.  Surprisingly given their widespread use in OLEDs ultrafast studies of 
iridium complexes have received very little attention, with only one study being 
reported.32 
 
This was the area of enquiry that was defined for the work undertaken during the 
course of this PhD.  A number of phosphorescent iridium based organometallic 
transition metal complexes were studied and understanding of their ultrafast 
processes was sought.  As mentioned above, understanding of the very fast 
processes that occur in the excited state evolution in transition metal complexes is 
poorly understood, hence it was conceived that the highly emissive nature of 
iridium complexes could be capitalised upon to aid in understanding.  Observing 
luminescence in particular was focussed upon as detection of emission on a 
femtosecond timescale and can greatly aid in observing how and why fast 
relaxation occurs.  By looking at different iridium complexes and at different 
detection wavelengths understanding of all parts of the excited state decay: 
internal conversion, intersystem crossing and vibrational relaxation, was sought. 
 
In Chapter 2 I provide a comprehensive background to the theory of emissive 
organic semiconducting materials.  Starting with the orbital arrangements of the 
carbon bonds that give rise to electron delocalisation through the pi bond 
molecular orbitals I will then discuss bonding and anti-bonding orbitals and spin-
selection rules before moving on to the photophysical properties of conjugated 
systems.  There I explain the processes of optical absorption and emission, 
discussing the Franck-Condon principle and probabilities and the Stokes shift.  
The photophysical picture will then be redrawn with respect to time and the 
processes occurring, looking at vibrational relaxation within an electronic state, 
non-radiative relaxation between electronic states (internal conversion) and 
intersystem crossing (ISC) from singlet to triplet states.  Finally the photophysics 
of transition metal complexes is presented in detail, explaining the chemical 
structure of this class of materials and the characteristic features of their 
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photophysical processes, with special attention paid to the work already reported 
on their ultrafast dynamics and energy dissipation mechanisms.  This is followed 
in Chapter 3 with an outline of the experimental methods, looking at sample 
preparation, ultrafast light sources and a detailed discussion of the two main 
ultrafast spectroscopic techniques that were used in this thesis: upconversion 
spectroscopy and transient absorption pump probe spectroscopy. 
 
In Chapter 4 results of ultrafast measurements on the prototypical iridium 
complex fac-tris(2-phenylpyridine) iridium(III) (denoted Ir(ppy)3) are presented.  
Observation of emission from the primary lowest triplet (3MLCT) state shows a 
decay of 230 fs and 3 ps and is attributed to relaxation between three closely 
spaced (~ 100 cm-1) electronic substates of the lowest 3MLCT state, with the 
decay amplitudes found to conform to the expected Boltzmann distribution for the 
three states’ energy separations.  Complementary transient absorption 
measurements confirmed that the process of ISC from the singlet to triplet MLCT 
manifolds is very fast, less than 100 fs. 
 
Chapter 5 extends the work done on Ir(ppy)3 by comparing its relaxation 
dynamics at 140 meV of excess excited state energy against two Ir(ppy)3 cored 
dendrimers.  An introduction to dendrimers – highly branched macromolecules 
that enable extra material to be added to the molecule without affecting its 
electronic properties – is provided and luminescence dynamics are compared, 
showing decays of 150 fs and 3 ps.  It is found that dissipation of excess energy is 
facilitated by intramolecular vibrational redistribution (IVR) – the spatial and 
frequency redistribution of vibrations within a molecule – and that while the rate 
of IVR does not measurably increase with the increased size of the dendrimers 
compared to Ir(ppy)3 (both are 150 fs) more dissipation takes place by this 
mechanism than slower picosecond cooling to the surrounding solvent molecules, 
indicating that the dendrons act as a heat sink to take excess energy away from the 
emissive core of the dendrimer. 
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In Chapter 6 a red emitting iridium complex tris(1-phenylisoquinoline)iridium(III) 
(denoted as Ir(piq)3) is the focus of inquiry.  Ultrafast luminescence and transient 
absorption dynamics were measured.  The favourable red emitting properties of 
this material enabled direct observation of fluorescence to be made on an iridium 
complex for the first time, with a decay time constant of 65 ± 5 fs found, 
representing intersystem crossing from the singlet to triplet MLCT states.  
Transient absorption dynamics also showed an imprint of the ISC process, with 
time constants that confirmed the fluorescence measurements.  Contrasting with 
Chapter 5 discussed above, an increase in the rate of relaxation at 140 meV of 
excess energy was observed in Ir(piq)3 when compared to Ir(ppy)3 (150 fs down 
to 95 fs).  The molecule consists of an extra phenyl fused onto the pyridine when 
compared to Ir(ppy)3, and it is this direct connection to the ligand structure that 
gives both the red emission and faster dissipation of vibrational energy by IVR. 
 
Chapter 7 represents the culmination of the studies into ultrafast iridium 
complexes presented here, and provides a detailed study of the deep red emitting 
heteroleptic iridium complex bis(2-(9,9-dibutylfluorenyl)-1-
isoquinoline(acetylacetonate) iridium (III), (denoted as Ir(dbfliq)2acac).  The deep 
red emitting spectral properties of this material have the benefit of red-shifting 
high energy electronic states to lower energy, thus enabling these states to be 
studied in the spectral window accessible with upconversion spectroscopy.  Three 
1MLCT states were identified from absorption features and fluorescence from 
them was recorded.  Global analysis was used to fit a sequential relaxation model 
to the data, giving decay times from the three singlet states of < 20 fs, 65 fs and 75 
fs.  The relationship between the rate of decay and the amount of vibrational 
energy stored inside the molecule is then established, indicating that stored 
vibrational energy controls the rate of IVR, and hence the rate of internal 
conversion (IC) between the singlet states. 
 
The work outlined in this thesis therefore looks at all stages of the excited state 
cascade of the population as it evolves in iridium complexes: from very fast IC 
between 1MLCT states, then ISC from singlet to triplet MLCT states before 
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relaxation within the 3MLCT manifold and finally redistribution within the three 
electronic substates of the lowest 3MLCT state.  
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2 
Theory of Emissive Organic Semiconducting 
Materials 
 
 
 
In reasoning on the peculiar coloured 
dispersion operated on a portion of a 
beam of white light intromitted into a 
solution of sulphate of quinine, it occurred 
to me as a subject well worthy of enquiry. 
 
J.F.W. Herschel, 1845 
  
  
2.1  Introduction 
 
Traditional definitions within science label metals as good electrical conductors 
and non-metals as poor.  Organic based materials (those containing large amounts 
of carbon) such as almost all biological compounds, alkanes, alkenes and plastics 
are thus traditionally assigned as being electrical insulators.  Metals of course 
show very good electrical conduction and so have found implementation in many 
situations.  Intermediary elements between metal and non-metals, such as silicon, 
can show semiconducting properties when suitably prepared by doping or other 
means, however they generally have specific properties that can create restrictions 
on their applicability when preparing materials for devices (such as the creation of 
light emitting diodes, transistors or integrated circuits).  These properties (such as 
the material’s crystallinity) facilitate semiconducting and light emitting behaviour, 
but also restrict the material’s use (a silicon based integrated circuit cannot be 
flexible).  Organic based systems, on the other hand, can show a wide variety of 
properties – compounds can be synthesised with specific characteristics in mind, 
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and a variety of classes of materials exist such as small organic molecules, 
polymers or dendrimers, each with different and unique properties.  The 
semiconducting and light emitting qualities of organic materials could therefore 
be widely employed in a diverse range of systems free of the restrictions imposed 
by traditional highly crystalline silicon based devices. 
 
This chapter presents the established theories on organic semiconductor materials, 
looking at organic conjugated systems (Section 2.2), their photophysical 
properties (Section 2.3) and transition metal complexes (Section 2.4). 
 
2.2  Organic Conjugated Systems 
 
Conjugated organic systems can show semiconductor like behaviour when 
suitably prepared.  Conjugated polymers, first synthesised by Heeger and co-
workers in 19771, 2 and later the subject of the award of the Nobel Prize for 
Chemistry in the year 2000, are at their most simple are alternating single and 
double carbon bonds along a chain, as shown in Figure 2.1. 
 
 
Figure 2.1.    Chemical structure of a conjugated backbone, consisting of 
alternating double and single carbon bonds. 
 
 
In order to understand these semiconducting properties, it is first necessary to 
consider the electronic structure of the carbon atom.  Examination of the 
electronic orbital structure gives good reasons for the observed electrical 
conduction.  The carbon atom has a charge Z=6 and these six electrons are 
configured within various electronic orbitals.  From lowest to highest energy the 
1s, 2s and 2p orbitals are filled, leaving full 1s and 2s orbitals with two electrons 
each and two unpaired electrons in the 2p orbital: denoted as having an electronic 
configuration of 1s22s22p2.  The spatial configuration of the orbitals are shown in 
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Figure 2.2, with the s orbital showing a spherical distribution and the p orbitals (in 
the x, y and z axis) showing dumbbell like shapes.3 
 
 
Figure 2.2.    Spatial distribution of s and p orbital clouds for carbon.  The s 
orbital presents a single spherical shape around the nucleus, providing capacity for 
two electrons.  The p orbitals show x, y and z axis dumbbell shapes, providing 
capacity for three pairs of electrons. 
 
 
In organic molecules the orbitals can mix, or to use chemical terminology 
hybridise, with each other upon specific bond formations, producing an entirely 
new orbital structure with composites of both originating orbitals.3  Hybridisation 
occurs because the resultant hybridised orbital shapes enable stronger bonding 
than the originating orbitals alone would otherwise give.  The exact orbital 
configuration is dependent on the bonding of the atoms.  If the 2s orbital 
combines with two of the three 2p orbitals then sp2 hybridisation is produced, 
leading to three hybrid sp2 orbitals and one unmodified 2p orbital on each carbon 
atom.  The three sp2 orbitals sit in a plane, 120° apart from each other, while the 
unmodified p orbital sits orthogonal to the sp2 plane, with lobes above and below.  
Sp2 hybridisation is found in C=C based systems, and leads to two types of 
molecular bonding orbitals, σ and pi.  The simplest alkene, ethene – C2H4 – can act 
as a good exemplar of sp2 hybridisation.  Shown on the left in Figure 2.3 are the 
two carbon atoms with their three sp2 orbitals and one p orbital when held apart 
from each other, unbonded.  When the double bond between the two carbon atoms 
forms then molecular bonding orbitals are created, shown on the right in Figure 
2.3.  A single hybridised sp2 orbital from both C atoms come together to form an 
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in plane σ bond molecular orbital while the second C-C bond is formed by the 2p 
orbitals from both carbon atoms to give rise to a pi bond molecular orbital.  Since 
the originating 2p orbitals of the pi bond sit out of plane so does the pi bond 
molecular orbital, and it leaves the forming electrons further away and delocalised 
over a larger region of space in the pi bond when compared to the σ bond.  It is this 
increased delocalisation that leads to electronic conducting properties in 
conjugated organic based structures.   
 
 
Figure 2.3.    Spatial distribution of electron orbitals for ethene.  Shown on the left 
are two sp2 hybridised carbons before ethene forms, with one s orbital and two p 
orbitals hybridised to form sp2 orbitals ready to bond, and one p orbital left free.  
On the right is the formed ethene molecule, with the two sp2 orbitals now joined 
to form a σ bond molecular orbital in plane with the rest of the bonds, while the 
two p orbitals have joined together out of plane to form a pi bond molecular 
orbital.  Figure inspired by reference 3. 
 
 
Electrical conduction due to the molecular orbital distribution in an organic 
semiconductor is perhaps best observed by looking at the molecule anthracene, 
structure, Figure 2.4, which consists of three fused benzene rings – essentially the 
molecule can be thought of as a long conjugated carbon chain that has been joined 
up into small rings. 
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Figure 2.4.    The chemical structure of anthracene, consisting of three fused 
benzene rings. 
 
 
For benzene alone, in consideration of the sp2 orbital bonding discussed above it 
is clear there for each double bond there will be a pi bond orbital sitting out of 
plane, and in such a tight ring the pi bond orbitals actually join up to form a single 
“ring like” orbital above and below the plane of each benzene ring, as shown in 
Figure 2.5. 
 
 
Figure 2.5.    Representation of the delocalised nature of the pi molecular orbitals 
that form for benzene, with side plan and perspective views shown.  All other 
orbitals have been removed for clarity.  In benzene the pi orbitals from each 
carbon double bond join up to form a ring above and below the molecule. 
 
 
Thus when three benzene rings are fused together as in anthracene one ends up 
with a continuous pi bond orbital region, enabling electrical conduction, as shown 
in Figure 2.6. 
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Figure 2.6.    Side (top) and perspective (centre) views of the pi molecular orbitals 
in anthracene (structure bottom).  The pi bond orbitals from each of the rings join 
up, leading to a continuous pi molecular orbital sitting above and below the 
molecule. 
 
 
Electrical conduction is therefore possible, but how do these chemical structures 
enable electronic transitions, i.e. excited states?  It is easiest to return again to 
ethene, C2H4, for an explanation. 
 
Upon formation of the sp2 hybridised system the two 2p orbitals of the carbon 
atoms combine.  Combining two orbitals will produce two molecular orbitals, 
denoted bonding and anti-bonding orbitals, as shown in Figure 2.7 – the lowest 
energy orbital will form in-phase, this is the pi orbital as previously described, and 
the higher energy orbital will form out-of-phase, denoted as the pi* orbital.  The 
energy separation of these two bonding states gives rise to electronic transitions 
where, with suitable excitation, an electron moves from the pi to the pi* molecular 
orbital.4  In an organic system the analogy to the top of the valence band is given 
by denoting the highest occupied molecular orbital (HOMO), while the bottom of 
the conduction band is analogised by denoting it as the lowest unoccupied 
molecular orbital (LUMO).  HOMO-LUMO hence gives the energy gap between 
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the states, and hence what the transition energy will be when one electron moves 
from the pi to the pi* orbital. 
 
 
Figure 2.7.    Representation of the lower energy pi bonding and higher energy pi* 
anti-bonding molecular orbitals for ethene.  Figure inspired by reference 4. 
 
 
Control of the energy gap between the electronic states is achieved by modifying 
the molecular orbital distribution.  Increasing the conjugation length leads to 
larger spatial distributions of the pi molecular orbital region, increasing electron 
delocalisation.  As the conjugation length is increased the HOMO-LUMO energy 
gap decreases, thus facilitating lower energy transitions between the pi and pi* 
orbitals. 
 
One final consideration in these systems is the spin of the electrons.  As already 
mentioned, upon formation of the excited electronic states one electron of the two 
in the pi orbital moves to the pi* orbital.  Relaxation therefore occurs with that 
electron moving back down from pi* to join the unpaired electron in the pi orbital. 
 
Considering the spin of an electron (+1/2 or -1/2) we can define two regimes, that 
where the electron spins are anti-parallel (S = 0) and that where the spins are 
parallel (S = 1), hence the number of allowed states (2S+1) is thus either 1 for the 
anti-parallel case (defined as a singlet) or 3 for the parallel case (defined as 
triplets). 
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The ability for singlet or triplet states to form or relax is defined by spin-selection 
rules.5  The selection rules which govern the allowed transitions can be thought of 
in terms of Fermi’s Golden rule, namely that the transition rate t can be defined by 
equation 2.1: 
 
ffi Dt ρψψ
2
∝         [2.1] 
 
where ψ i is the initial wavefunction of the electron, D the dipole matrix operator, 
ψ f the final wavefunction of the electron and ρ f is the density of states of the 
final state.  The dipole moment D is an odd function and the final wavefunction 
(the ground state) is even.  The singlet wavefunction is an odd function while the 
triplet is even.  This set of definitions allows the selection rules of the excited sate 
to be fully quantified.  If the excited state is a singlet then the matrix element will 
consist of <odd | odd | even> and will equal a non-zero number, hence the 
transition is fully spin-allowed.  If the excited state is a triplet then the matrix 
element will be <even | odd | even> and so will equal zero, hence the transition 
will be spin-forbidden.   
 
Spin-selection rules hence enforce that only transitions to or from excited singlet 
states will be spin-allowed, with triplet states formally spin-forbidden. 
 
2.3  Photophysical Properties of Organic Conjugated Systems 
 
Conjugated organic molecules therefore show distinctive electronic states and 
electronic transitions from the ground state to excited states.  Under the right 
conditions these electronic transitions can be radiatively accessed, i.e. absorb a 
photon to reach the excited state (optical absorption) and/or then subsequently 
emit a photon to decay back to the ground state (luminescence).  The observation 
of optical absorption and luminescence in organic materials has long been known6 
and occurs naturally in pigments such as chlorophylls, carotenoids and melanin.7-
10
  A detailed treatment of all of these photophysical processes would be a 
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monograph in its own right, and indeed publication of such works has been made 
by others.5, 11  Presented here is but a brief overview of the key aspects of merit. 
 
As mentioned above in Section 2.2, increasing the conjugation length decreases 
the HOMO-LUMO gap, so lowering the energy of the electronic transition. 
 
The dependence of the optical properties on the conjugation length is best 
exemplified by looking at the acenes family.  The principal value of the 
absorption wavelength is shown for increasing numbers of fused of benzene rings 
in Table 2.1. 
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Table 2.1.   The increase in the absorption peak wavelength with the increase in 
the conjugation length for the acenes family of materials.5  As delocalisation 
increases the S0 → S1 energy gap decreases. 
 
 
Optical transitions in conjugated organic materials are, however, not single 
wavelength transitions such as would be found in atomic spectra.  They are 
instead broadened and contain imprints caused by the structure of the emitting 
molecule and may show the effects of the host solvent or local environment.  This 
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broadening, characterised as both homogeneous and inhomogeneous broadening,5 
leads to Gaussian bands of emission as a function of energy rather than a single 
value of an energy delta function. 
 
One might expect that optical absorption and emission spectra for an organic 
conjugated molecule would therefore just be a single be a Gaussian function and 
that both spectra should be the same, this however is not the case, and instead a 
typical set of spectra for an organic material is as shown in Figure 2.8. 
 
 
Figure 2.8.    Typical absorption and emission spectra of a conjugated organic 
material.  Absorption is found to be at higher energy than emission.  Both spectra 
show internal structure and are the mirror image of each other.   
 
 
The complex nature of the optical spectra are explained by the nature of the 
excited states in organic materials and how they influence the optical transitions.  
Firstly it is useful to present a schematic of the energy levels under consideration 
and their applicable properties, as shown in Figure 2.9. 
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Figure 2.9.    Schematic of morse-like potential wells of the electronic ground 
state (S0) and first excited state (S1).  The vibrational states within each potential 
are shown, from the lowest energy, υ = 0, upwards. 
 
 
Each excited state consists of a morse-like potential well, the energy levels of 
which correspond to vibrational states (υ = 0 … υ = n) – caused by the vibrational 
motion of the molecule and its interaction with the surroundings.  Upon excitation 
the system is moved from the electronic ground state, S0, into an excited state (this 
could be any higher state Sn, but for simplicity let us denote it as S1).  The S1 state 
is offset in the nuclear co-ordinate with respect to S0 due to a geometry change in 
the molecule that exists between the two states’ configurations.  Electronic (and 
hence in our case optical) transitions occur very quickly compared to the motion 
of the nucleus, denoted as the Born–Oppenheimer approximation.12  Therefore 
electronic transitions are treated as being vertical in nature and hence the 
vibrational states are unchanged (i.e. the S1 potential well does not move 
horizontally with respect to S0 during the timeframe of an electronic transition).  
This leads to the formulation of the Franck-Condon principle13-15 that establishes 
the relationship between optical absorption and emission.  Briefly, the principle 
states that the vibrational overlap between ground and excited state wavefunctions 
dictates the probability (the Franck-Condon factor) of such a transition taking 
place and is shown diagrammatically in Figure 2.10. 
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Figure 2.10.    Schematic illustrating the Franck-Condon principle, where 
probabilities of absorption and emission are defined by the overlap of vibrational 
wavefunctions between the two states.  Accordingly the strongest absorption and 
emission transitions are shown. 
 
 
From a relaxed system in the υ = 0 vibrational state of S0, optical absorption leads 
to the population of the S1 vibrational state with the largest wavefunction overlap 
– generally this is a higher vibrational level due to the offset of S1 compared to S0 
in the nuclear co-ordinate, as an excited state has different electronic 
configuration and so different excited state geometry.  Optical absorption 
transitions of lower probabilities will occur to lower and higher vibrational states 
in S1, leading to a characteristic spectrum.  Emission is just a mirror image of this 
process – transitions from S1 → S0 will occur where the overlap of the vibrational 
wavefunctions is greatest.  Naturally one would thus presume that the emission 
spectrum should therefore just be the same as the absorption, but very fast 
relaxation occurs within S1 (~ 10-12 s or faster),11 much shorter than the time 
required for radiative decay (~ 10-9 s), hence the population will generally always 
reach the υ = 0 vibrational state of S1 before it emits any light.  Hence overlap of 
the υ = 0 wavefunction of S1 with the vibrational levels of S0 will dictate what the 
emission spectrum looks like.  Overall there is therefore a loss of energy when 
comparing the principal absorption wavelength for a two state situation with the 
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principal emission wavelength.  This energy loss is called the Stokes Shift16 and is 
indicative of the vibrational overlap between the initial and final states when 
comparing absorption and emission.  Characteristic absorption and emission 
spectra produced as a result of consideration of the above discussion are shown in 
Figure 2.11. 
 
 
Figure 2.11. Characteristic absorption and emission spectra for a conjugated 
organic material.  With vibrational overlaps as depicted in Figure 2.10 the 
associated vibronic peaks are produced.  The Stokes Shift between absorption and 
emission is also shown. 
 
 
It is thus clear from the outlined discussion that the characteristic absorption and 
emission spectra in conjugated organic materials are well understood.  This 
discussion has presented optical transitions in what one would call the steady state 
regime, i.e. long lived in nature (typically on the order of 10-9 s or longer).  What 
is therefore of interest is to recast the above discussion in a temporal light, i.e. 
characterise the excited state and the processes that occur there in terms of the 
time and nature of those processes.  This is traditionally achieved by sketching a 
Jablonski diagram,17 as shown in Figure 2.12. 
 
2.  Theory of Emissive Organic Semiconducting Materials 
 
 
26 
 
Figure 2.12. Jablonski diagram showing the various processes that occur upon 
excitation and their characteristic timescales for a conjugated organic material, as 
discussed in the text. 
 
 
Some of the features may look familiar, but have now been schematically drawn 
to highlight the differing nature of the processes.  Upon photoexcitation a higher 
excited state, Sn is accessed.  From here internal conversion (IC), the very fast 
non-radiative relaxation to lower electronic states, occurs (~ 10-12 to 10-15 s),18, 19 
hence emission is generally observed from the lowest singlet state, S1 due to this 
fast IC, this is known as Kasha’s rule.20  Once in the lowest state, S1, the 
population will undergo vibrational relaxation through the vibrational levels (~ 
10-12 to 10-15 s) to reach the lowest vibrational state in S1.21  Here it is possible for 
the excited state population to undergo intersystem crossing (ISC) to the triplet 
manifold, however as this requires a spin-flip of an electron it has a low 
probability in traditional conjugated organic materials.  From either S1 or T1 
radiative decay can occur and collectively this is known as luminescence.  For T1 
→ S0 this process is termed phosphorescence.22  Since phosphorescence requires 
another spin-flip (to return to the singlet ground state) this has a low probability 
and long radiative lifetime (~ 10-3 to 101 s), hence a low emission strength.  For S1 
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→ S0 luminescence takes the form of fluorescence and is fully spin-allowed, 
hence strong emission can be observed and lead to short lifetimes (~ 10-9 s).   
 
Non-radiative decay pathways compete with luminescence, potentially reducing 
the photoluminescence quantum yield (PLQY) – defined as the number of 
photons emitted divided by the number of photons absorbed23 – due to 
deactivation occurring by vibrational rather than radiative dissipation.  Therefore 
when measuring lifetimes of emissive samples the observed natural lifetime (τ) is 
related to the radiative (kr) and non-radiative (knr) rates by equation 2.2: 
 
nrr kk +
=
1
τ           [2.2] 
 
The rate of a process (e.g. the radiative rate) is simply related to its lifetime by: 
 
r
r k
1
=τ          [2.3] 
 
Thus the PLQY is defined as: 
 
r
PLQY
τ
τ
=          [2.4] 
 
It is hence clear that when looking at phosphorescence in conventional organic 
materials kr is small, thus knr dominates and the PLQY is very low. 
 
One can rightfully ask why this is a problem, as if the probability of reaching T1 
via ISC is low anyway why should the low efficiencies of phosphorescence there 
matter either?  Under photoexcitation this is true, as S0 → Sn transitions are 
initially optically accessed, however under electrical excitation this is not the case.   
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Utilisation of conjugated organic materials in organic light emitting diodes 
(OLEDs) was pioneered in the 1980’s using small molecules24 and in the early 
1990’s using conjugated polymers.25  Detailed discussion of OLED device 
architectures and operating methodologies is beyond the scope of the work 
presented here, with extensive literature available for further reading in this large 
area.26-30  Briefly, however, electrons and holes are injected into a device stack, 
meeting in the organic layer to form an exciton (a bound electron-hole pair).  The 
excitons form with an unbiased spin selection, so generally conform to the overall 
deduced singlet/triplet ratio as detailed in Section 2.2, i.e. 25% singlet and 75% 
triplet.  There is currently a small amount of debate as to whether this ratio is truly 
fixed or can be somewhat manipulated,31 but it is generally accepted that the 1:3 
relation is very frequently going to be the resultant singlet/triplet ratio under 
electrical excitation.  When the exciton decays (producing luminescence) it will 
do so according to whatever spin-state it is in.  Hence, given the very low 
efficiencies of phosphorescence, it is clear that traditional OLED devices can only 
reach a maximum internal efficiency of 25%, with overall external efficiencies 
being substantially lower (due to light extraction losses).  It would, therefore, be 
highly advantageous to find some way of improving internal efficiencies, and this 
was pioneered by modifying the organic materials used to include a transition 
metal ion to enable efficient phosphorescence. 
 
2.4  Transition Metal Complexes 
 
2.4.1  Chemical Structure 
 
Transition metal complexes are, as the name implies, comprised of a central 
transition metal ion, complexed with an organic ligand.  Also referred to as 
organometallic complexes, this class of materials show unique properties due to 
the somewhat unconventional integration of heavy metal ions with light organic 
molecular structures.  A typical organometallic complex is shown in Figure 2.13, 
with a central metal ion, M, co-ordinated with three bi-pyridine ligands. 
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Figure 2.13. Typical chemical structure of an organometallic complex.  A metal 
(M) is surrounded by co-ordinated ligands, in this case three bi-pyridine ligands 
are shown. 
 
 
The unique properties that organometallic complexes display has led to numerous 
natural and synthetic uses for this class of materials.  Many biological processes 
function through the use of metal complexes – generally through complex 
metalloprotein structures – to carry out material transport,32 signalling33 or 
enzyme functions.34  One of the more fundamental organometallic complexes 
found in nature is the iron complex haemoglobin, which enables the transport of 
oxygen in red blood cells.35  The dye that absorbs sunlight in the process of 
photosynthesis, chlorophyll, is an organometallic complex, with a magnesium ion 
at the middle of a porphyrin moiety.36  Synthetic uses for organometallic 
complexes include their extensive use as catalysts in chemical reactions37-39 and in 
recent years have included the use of ruthenium complexes in dye-sensitised solar 
cells40 and platinum and iridium complexes in organic light emitting diodes to 
enable triplet emission.41-43 
 
2.4.2  Electronic and Photophysical Properties 
 
The unique properties of transition metal complexes with conjugated ligands can 
lead to novel electronic properties when compared with traditional conjugated 
systems as already discussed earlier.  In addition to the expected pi-pi* electronic 
structures forming on the conjugated ligands there now exists the potential for 
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electrons to move between the central metal ion and the ligand, creating charge 
transfer states.  Depending on the appropriate choice of the metal ion, its 
oxidation level, and the ligand structure either ligand-metal charge transfer 
(LMCT)44 or metal-ligand charge transfer (MLCT)45 states can form.  The 
formation of MLCT states will be the focus of attention here since these are the 
formed and observed electronic states in the materials studied in this thesis. 
 
In MLCT states an electron moves from the d orbital (the 5d orbital in the case of 
iridium complexes) out onto one of the ligands of the complex forming the charge 
transfer state, as shown in Figure 2.14.  The MLCT transition can form for 
numerous electronic transitions (states) and these tend to form at energies of 1-3 
eV, i.e. spanning the visible wavelength region of the electromagnetic spectrum.46  
MLCT transition have lower oscillator strengths than fully allowed pi-pi* 
transitions owing to the charge transfer character of the states. 
 
 
Figure 2.14. The formation of a metal-ligand charge transfer state.  An electron 
from the d orbital of the metal moves out onto the ligand forming an excited state 
localised on one ligand. 
 
 
Traditional assignments45, 47 are made of the formed electronic states in transition 
metal complexes based on the observed features in their optical absorption 
spectrum.  These assignments are shown below in Figure 2.15 for the prototypical 
iridium phenylpyridine complex.  Given the small conjugated ligand size of a 
phenyl and pyridine moiety the pi-pi* absorption bands are in the ultra-violet due to 
confined electron delocalisation.  Singlet MLCT (denoted 1MLCT) states form at 
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lower energy, with multiple assigned singlet states.  The lowest triplet MLCT 
(denoted 3MLCT) state is visible in these complexes, as indicated, and is a 
remarkable fact in itself given the formally forbidden nature of the transition.  As 
discussed below, mixing with the fully allowed 1MLCT state is responsible for the 
partially allowed nature of the S0 → 3MLCT transition. 
 
 
Figure 2.15. Typical assignment of the features in the absorption spectrum of 
the transition metal complex fac-tris(2-phenylpyridine) iridium(III).  A 3MLCT 
state is formed at the lowest energy and is the weakest feature, indicating the 
partially allowed nature of the transition.  A band of intermediary strength 1MLCT 
states forms at higher energy before strongly absorbing pi-pi* transitions on the 
ligand form in the ultra-violet. 
 
 
To complicate matters a little, theoretical treatments find,48-50 however, that the 
charge transfer states are not pure states, but rather mixtures of MLCT and pi-pi* 
character.  Essentially the states can be thought of as having dual character of 
MLCT and pi-pi*.  This mixed nature exists due to the nature of the originating 
HOMO and LUMOs.  The HOMO is found to be comprised of dual 5d iridium 
and pi ligand character while the LUMO is found to be purely pi* ligand character. 
 
While the formation of partial charge transfer states somewhat alters the 
traditional picture of electronic structures in conjugated organic systems, and 
enables novel uses of the materials, the main effect that is of importance here is 
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the effect of the heavy metal ion itself through the manifestation of spin-orbit 
coupling (SOC). 
 
Spin-orbit coupling is the effect of the angular momentum of a spin of an electron 
(S) interacting, or in other words being coupled, with the orbital angular 
momentum of the electron around the nucleus (L).  Two regimes exist, Russell-
Saunders (LS) coupling and jj-coupling.51  The former, LS, involves simple 
separate summation of the individual spin (si) and orbital (li) components of 
angular momentum, giving total S and L values, and then defining the total 
angular momentum J = L+S.  Stronger coupling exists with jj-coupling, where the 
individual si and li components are themselves added together before being 
summed over all i leading to a total J. 
 
In conventional conjugated systems comprised of 2p originating pi molecular 
orbitals SOC is very weak, leading to very low probabilities of ISC and 
phosphorescence.52  In transition metal complexes such as ruthenium, platinum 
and iridium based materials, however, the co-ordinating metal leads to heavy 
metal effects that induce strong SOC.53, 54 
 
SOC in transition metal complexes has been assigned to both LS55 and jj-
coupling.56  The effect of large SOC in transition metal complexes is to couple the 
singlet states to the triplet states, in effect a singlet state is partially mixed with a 
triplet state.47, 57 
 
Radiative decay of triplet states, phosphorescence, is as discussed in Section 2.2, 
formally forbidden by spin-selection rules.  When phosphorescence is observed in 
traditional organic light emitting materials it is with a very long radiative lifetime 
(milliseconds to seconds) and is this long because emission is reliant upon random 
spin flips of the excited state to enable radiative decay.  The long radiative 
lifetime hence leads to very inefficient emission due to non-radiative losses that 
occur much faster.  In transition metal complexes SOC enables mixing of singlet 
character into triplet states and therefore phosphorescence becomes a partially 
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spin-allowed process.  The spin-allowed nature of the triplet states in transition 
metal complexes also leads to intersystem crossing to the triplet manifold 
becoming allowed.  The result of this is to produce an excited state gradient, 
funnelling the population to the lowest triplet state (which is lower in energy than 
the lowest singlet) where it will then remain and radiatively decay back to the 
ground state as phosphorescence.  SOC therefore enables efficient 
phosphorescence from transition metal complexes with comparatively short 
microsecond lifetimes at room temperature.   
 
It can thus be seen that transition metal complexes, properly designed, can lead to 
very efficient emission of light and fulfil the criterion that was laid out at the end 
of Section 2.3 for fabricating light emitting devices that can have very high 
internal efficiencies.  Indeed such an OLED device using an iridium complex has 
been reported to have essentially a 100% internal quantum efficiency,43 with the 
only associated losses related to light extraction and as such it becomes an 
engineering optical design problem rather than one necessarily related to the 
emissive material itself.  Further novel properties of these materials have also 
been exploited.  Very fast relaxation immediately down to the lowest 3MLCT 
state, coupled with absorption from deep in the UV up to ~ 600 nm in some 
complexes gives the opportunity to capitalise on the large spectral separation of 
absorption and emission, for example a complex excited at 300 nm can give 
emission at 650 nm, a separation of ~ 2 eV.  This downconversion was recently 
used to enable a low-cost concentration of solar light for electrical generation in a 
device with a platinum porphyrin complex, absorbing the light across visible 
wavelengths and in effect “funnelling” it to phosphorescence at ~ 800 nm, 
keeping the self-absorption effects of the emitted light far lower than could be 
achieved with purely organic materials.58 
 
The unique properties of transition metal complexes can therefore be useful in 
their own right in applied physics; however it is the unique photophysical 
properties of the materials themselves that pique the interest within the field of 
ultrafast chemical physics.  The funnelling effect discussed above with the 
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movement to the lowest triplet state occurs on very fast timescales (predominantly 
10-15 s)59-61 – movement through 1MLCT states, intersystem crossing to 3MLCT 
states and relaxation to the lowest 3MLCT state are allowed processes and so can 
be very fast.  The high density of electronic states leads to significant ultrafast 
processes occurring and hence transition metal complexes can give insight into 
these femtosecond processes that, in other materials, either do not exist or would 
be difficult or even impossible to observe. 
 
2.4.3  Ultrafast Processes in Transition Metal Complexes 
 
In this thesis the focus of the work has been on iridium complexes with 
phenylpyridine ligands because of their relatively simple chemical structures and 
importance in OLEDs, where they have found widespread use as efficient 
phosphorescent emitters. 
 
As intimated above at the end of Section 2.4.2, ultrafast processes dominate the 
relaxation pathways from higher excited states to the lowest 3MLCT state in 
transition metal complexes owing to strong spin-orbit coupling.  Different 
techniques on different materials have been used to try and gain insight on these 
processes and are described here to provide background and context for the later 
work that is presented, with the movements and processes summarised in Figure 
2.16. 
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Figure 2.16. Jablonski diagram summarising the observed processes in a typical 
transition metal complex.  The essential difference with a traditional Jablonski 
picture of relaxation is the very fast nature of relaxation to the lowest 3MLCT 
state, which leads to large amounts of dissipation of excess energy in very short 
amounts of time.  Typical relaxation times for some of the processes are noted for 
ruthenium, iron, rhenium and platinum complexes. 
 
 
Three main processes can be identified and their time constants discerned.  Firstly 
upon excitation to a high energy 1MLCT state very fast internal conversion down 
to lower singlet states is likely, with only one study reporting on this process.  
Looking at a ruthenium complex, Bhasikuttan and Okada62 indicated that internal 
conversion between 1MLCT states may occur with time constants in the 40-90 fs 
region, although unfortunately strong supporting evidence to aid in their 
assignments was lacking.  Movement from the singlet to triplet manifold – 
intersystem crossing – has, however, been a frequently studied process in 
transition metal complexes.  Very fast decay of fluorescence from singlet MLCT 
states in ruthenium60, 61 and iron63 complexes, with time constants of 40 fs or less, 
have been reported, and were attributed to ISC.  Slightly slower ISC has been 
observed in rhenium64 complexes on the 150 fs timescale.  When studying ISC in 
rhenium, Chergui and co-workers observed a correlation between the ISC rate and 
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the vibrational periods of the metal-ligand modes, implying that the rate could be 
controlled by low-frequency skeletal vibrations.64  In ultrafast transient absorption 
studies by McCusker and co-workers excited state localisation in a ruthenium 
complex was found to occur in 60 fs and was attributed to nondiffusive solvation 
dynamics,65 while evolution of the primary singlet MLCT state to the lowest  
excited 3MLCT state was found to occur on a timescale of 100 fs.59  Recent work 
using both ultrafast luminescence63 and x-ray spectroscopy66 have looked at the 
ultrafast dynamics of an iron complex and found a 120 fs time constant for the 
population to leave the 3MLCT state for a quintet state.  Once in the 3MLCT state 
vibrational cooling to the surrounding environment has been reported on the 2-5 
ps time range.67, 68 
 
Ultrafast dissipative mechanisms to enable non-radiative relaxation primarily rely 
on processes within the molecule – interaction with the surrounding environment 
generally occurs on longer timescales.  The key process for dissipation of excess 
energy inside the molecule is intramolecular vibrational redistribution. 
 
2.4.4  Intramolecular Vibrational Redistribution 
 
Intramolecular vibrational redistribution (IVR), the process of both redistribution 
of vibrations from high to low frequency modes in a molecule and spatial 
spreading of those vibrations around the molecule,21, 69-72 is an important ultrafast 
dissipative mechanism for energy that plays a role in the making and breaking of 
chemical bonds,73 charge transfer reactions74 and biological processes.75  
 
IVR has been assigned as a dissipating agent in femtosecond relaxation processes 
in transition metal complexes.59, 61  IVR acts as a dissipating agent because it 
allows energy to be redistributed within a molecule, transforming localised high 
frequency vibrations that are prepared by the formation of an excited state by laser 
pulse excitation to spatially and frequency distributed vibrations.  The concept can 
be visualised simply with a ball-and-spring model of a molecule as shown in 
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Figure 2.17, where a preliminary vibration on one bond shows initial local motion 
before moving towards redistributed motion over the whole molecule. 
 
 
Figure 2.17.    Classical description of intramolecular vibrational redistribution, 
as originally presented by Nesbitt & Field.69  The first panel shows the initial 
excitation (creation of an energetic potential) in a simple three atom ball-and-
spring molecule.  The second panel shows local motion of the excited atom before 
the third panel shows the redistributed motion to the third atom caused by IVR.  
Figure from reference 69.  Reproduced with permission of the rights holder. 
 
 
This is a simple analogy and one that belies a large amount of subtle detail at a 
quantum mechanical level that defines an entire field of science, but it is one that 
efficiently communicates the basic concept of IVR. 
 
Vibrations spread through a molecule due to the nature of how atoms bonded 
together can move with respect to each other.  Various vibrational motions are 
possible.  Atoms can, amongst other movements, stretch, twist, bend and flex with 
respect to each other.  These movements are linked – one atom will have a twist 
constrained if the other atom it is twisting with respect to is stretching further 
away.  This connectivity leads to a number of normal modes in a molecule, such 
that the vibrations of atoms with respect to each other are occurring in harmony – 
defined such that each of the atom’s movements reach their maximum, minimum 
and equilibrium positions at the same time.  The number of such normal modes 
for a non-linear molecule is defined as:76 
 
63 −N           [2.5] 
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where N is the number of atoms in the molecule.  It is thus clear that with large 
polyatomic systems the situation very quickly becomes very complicated.  H2O 
has three normal modes, ethene has 12 and the simplest iridium complex studied 
in this thesis, Ir(ppy)3, has 177 normal modes. 
 
IVR, as stated, involves the redistribution of energy from higher to lower 
frequency modes inside the molecule, and is not confined to normal modes.  To 
give an analogy, Inter-molecular vibrational cooling in the condensed phase 
involves energy flow from the molecule to surrounding molecules (the bath) – in 
IVR the bath can be thought of as being the molecule itself.  IVR exists in two 
states, restricted and dissipative.  In restrictive IVR, also known as the small 
molecule case, there is small but non-zero spacing between vibrational energy 
levels and IVR proceeds in a limited stepwise manner.  In larger molecules, 
however, dissipative IVR is possible, where a continuum of vibrational states 
exists and hence energy flow can proceed down through them with few 
limitations.  These cases can be generalised by considering the density of 
vibrational states, which will increase with larger molecules and with larger 
values of vibrational energy present within the molecule.77 
 
Treatments, both classical and quantum mechanical on IVR have been given by 
others and are provided for further reading.71, 77-79 
 
Self-evidently descriptions of IVR are difficult enough in simple small molecules 
such as benzene, let alone in large polyatomic ones.  Transition metal complexes, 
with their high degree of spin-mixing and very fast dissipation of large amounts of 
excess energy may provide an opportunity to study IVR in large molecular 
systems. 
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3 
Experimental Methods 
 
 
 
The Science of Colours becomes a 
Speculation as truly mathematical as any 
other part of Opticks. I mean, so far as 
they depend on the Nature of Light, and 
are not produced or alter'd by the Power 
of Imagination, or by striking or pressing 
the Eye. 
 
Sir Isaac Newton, Opticks, 4th Ed., 1730 
  
  
3.1  Introduction 
 
This chapter presents a description of the equipment and experimental 
methodologies employed in this work.  Ultrafast light sources were used to enable 
observation of femtosecond processes in iridium complexes with two principal 
techniques; luminescence upconversion spectroscopy and transient absorption 
pump probe experiments. 
 
In Section 3.2 I provide a description of sample preparation methods and in 
Section 3.3 I describe the steady state photophysical measurements that were 
performed to give basic characterisation of the materials under study.  In Section 
3.4 I give the background and descriptions of operation of the ultrafast light 
sources that were used in this work, detailing the Ti:Sapphire oscillator, 
regenerative amplifier and non-collinear parametric amplifier equipment.  In 
Section 3.5 I discuss in some detail the upconversion setup that was the primary 
spectroscopic method that was employed during the PhD – this experiment 
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enables the detection of luminescence with femtosecond resolution and I present 
the optical setup and operating methodologies of upconversion spectroscopy.  In 
Section 3.6 I discuss the optical layout and operating conditions of the amplified 
pump probe experiment that was used to record transient absorption dynamics.  
Finally in Section 3.7 I discuss the temporal fitting methodologies that were used 
to fit exponential functions to the kinetics recorded with the spectroscopic setups 
already detailed. 
 
3.2  Sample Preparation 
 
The studies performed in this work were made on solutions of various iridium 
complexes.  Materials were purchased from American Dye Source Inc. and were 
used without further purification.  The dendrimers studied in Chapter 5 were 
synthesised by the group of Prof. Paul Burn according to published methods.1  All 
materials were stored in oxygen free conditions until their use for the preparation 
of a solution. 
 
Materials were dissolved in either toluene or tetrahydrofuran (spectrophotometric 
grade, Sigma Aldrich Co.), depending on the compound under investigation and 
the experimental technique used.  THF was found to be better at dissolving 
material; however this came at a small cost of the stability of the solution.  It was 
ensured that fresh solvents were used, particularly with THF, which, lacking 
stabilisers, would become unusable after the seal on the bottle had been broken for 
two or more weeks.  Some of the limitations of measurements described in later 
chapters are caused by the poor solubility of some iridium complexes and 
different solvents were experimented with.  Chlorinated solvents 
(dichloromethane for example) provided very high solubility but displayed very 
poor photostability, visibly degrading in minutes under laser light.  This was 
unsuitable for the femtosecond measurements that were to be taken, as solutions 
were regularly required to be under femtosecond high repetition rate laser 
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excitation for tens of hours or more.  Hence the solvent range was limited to 
toluene and THF. 
 
The solutions themselves were prepared under ambient air clean room conditions, 
typically in volumes of 1 or 2 ml at whatever concentration (e.g. 2 mg/ml) was 
appropriate.  The solute generally dissolved without assistance though some 
stirring or shaking for a couple of minutes was often provided to ensure full 
dissolution. 
 
Once a solution was made it was then pipetted into the sample cell.  The cell is a 
custom solution cell that enables it to be rotated to avoid sample degradation, and 
is shown in an exploded diagram in Figure 3.1.  It consists of two pieces of fused 
silica (each 2 mm thick) with a Teflon spacer ring sandwiched between them.  
Different spacer rings of varying thickness can be used (to vary the optical path 
length of the solution under investigation).  Filling of the cell is achieved by 
sliding the stack of the three pieces slightly apart and pipetting in the solution 
before sliding the glass back.  The three piece stack is held inside an aluminium 
base structure, the stack pressed together with a metal top piece that is screwed in 
place to ensure none of the solution can escape or evaporate over time.  Typically 
a 0.5 mm spacer was used in all studies performed and was thinnest available – it 
was found that thicker spacers, with associated longer optical path lengths, caused 
temporal broadening with upconversion spectroscopy, so degrading the resolution 
of measurements. 
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Figure 3.1.    Exploded diagram of the rotating sample cell used in this work.  A 
Teflon spacer (0.5 mm thick) is sandwiched between two fused silica windows 
(each 2 mm thick) and this “stack” is then held inside an aluminium base with a 
metal top piece screwed in place. 
 
 
All ultrafast measurements were performed with the sample cell rotating, achieved 
by a rubber band looping around a groove in the cell and onto a motor drive shaft.  
The motor was 12 V D.C. and it was estimated that the sample cell rotated at ~ 
200 revolutions per minute. 
 
As mentioned above, solutions have the potential to photodegrade under the 
intense laser excitation that they are subjected to in the undertaken ultrafast 
experiments.  Monitoring of solutions for stability was achieved by a number of 
means.  Firstly the ultrafast dynamics themselves can be tracked.  Dynamics 
tended to be composed of numerous scans averaged together – a change in the 
dynamics across this series of datasets can give evidence of changes, although 
once the safe laser exposure limits of a material had been roughly defined this 
then just acted as a confirmation of stability – a final check.  The main method of 
stability checking was to monitor the steady state absorption and 
photoluminescence spectra of the sample for any changes when compared to a 
fresh solution.  Absorption checks were found to be the most sensitive – looking 
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for a loss of absorption across multiple features is easier than a loss of 
luminescence from just one (the steady state phosphorescence peak).  After 
gaining experience with a number of materials a good guide for exposure limits 
was defined, generally in the region of 200 hours of laser exposure.  Accordingly 
fresh solutions were prepared well before this exposure time was reached and 
great care was always taken to ensure the recorded dynamics were free of any 
unwanted substances or effects. 
 
Upon changing to a fresh solution or new material all components of the sample 
cell were thoroughly cleaned by sonication in acetone.  The deconstructable 
nature of the rotating sample cell enables comprehensive cleaning to be performed 
– a must if small changes in time constants or intensities are being monitored. 
 
All solutions were created in open air.  Oxygen quenching (triplet-triplet 
annihilation) reduces the natural lifetime from microseconds to nanoseconds,2 but 
this is not a concern with the femto/picosecond timescales that are of interest here. 
 
3.3  Steady State Photophysical Measurements 
 
Steady state photophysical measurements were performed to enable basic 
characterisation of the materials under investigation.  Spectra were typically taken 
of the actual solution in the rotating cell that was used in ultrafast measurements 
to ensure full consistency in what was being observed. 
 
Absorption of light in a sample occurs as detailed in Chapter 2.  The absorbance 
(A) is defined as: 
 
)(log10 TA −=         [3.1] 
 
where T is the transmittance of light through a sample (the light that passes 
through the sample divided by the light entering the sample, I/I0).  The absorbance 
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of the sample depends on the concentration and optical path length over which the 
absorption is measured.  These variable properties can be removed by defining the 
molar absorption coefficient, ε: 
 
cl
A
=ε           [3.2] 
 
where A is the absorbance, c is the concentration and l is the optical path length. 
 
Absorption spectra were recorded with the Varian Cary 300 Bio UV-Vis 
spectrophotometer, the spectrum of just the solvent being recorded separately and 
subtracted (though in practice there was no absorption from the solvent above 300 
nm, which was the region of interest). 
 
Photoluminescence spectra were recorded with the Fluromax 2 fluorimeter.  Light 
is produced in the instrument by a xenon bulb and a monochromator is used to 
select the wavelength that is used for excitation.  Emission is collected, and since 
the rotating sample cell was used custom positioning of the cell was made with a 
collection angle of close but not exactly 45° with respect to the excitation, 
ensuring no excitation light was reflected into the emission monochromator.  A 
scanning emission monochromator is used to record the intensities of light 
produced by the sample at different wavelengths on a photomultiplier tube (PMT).  
The recorded emission spectra were corrected for the reduced sensitivity of the 
PMT at longer wavelengths (> 600 nm). 
 
3.4  Ultrafast Light Sources 
 
3.4.1  Titanium Sapphire Oscillator 
 
Examination of ultrafast photophysical processes generally requires an ultrafast 
(i.e. femtosecond) source of light to achieve the stated goal.  This used to be 
achieved with passively modelocked dye lasers, an unstable and high maintenance 
3.  Experimental Methods 
 
 
 
51 
technology that limited the amount and location of research that could take place.  
This was overcome by the invention of self-modelocking (also known as kerr-lens 
modelocking) in Titanium Sapphire (Ti:Sapphire) lasers in 1991 by Spence, Kean 
and Sibbett here in St Andrews.3  This simple and low-maintenance technology 
allowed commercialised ultrafast laser solutions to be created, rapidly expanding 
the availability of ultrafast light sources for photophysical research. 
 
Ultrafast experiments reported in this thesis were carried out at the Femtosecond 
Laser Amplifier Facility, part of the Organic Semiconductor Centre at the 
University of St Andrews.  The starting point of ultrafast equipment at the facility 
is a Ti:Sapphire laser, the Spectra-Physics Mai Tai oscillator.  The Mai Tai 
consists of two components, a continuous-wave (CW) pump and Ti:Sapphire 
cavity.  The CW pump is itself comprised of two components, with inorganic red 
semiconductor laser diodes used to pump neodymium ions (Nd3+) in a yttrium 
vanadate (Nd:YVO4) matrix gain medium.  The crystalline Nd:YVO4 matrix has a 
strong absorption peak ~ 815 nm and two banks of laser diodes pump the material 
at this wavelength, producing > 10 W of 1064 nm laser output.  This emission is 
frequency doubled in a lithium triborate (LBO) nonlinear crystal, producing green 
532 nm laser light – all CW. 
 
Titanium ions doped into Al2O3 (sapphire) and formed into a rod are the gain 
medium in the second component of the Mai Tai system.  The absorption and 
emission spectrum of the Ti:Sapphire rod is shown below in Figure 3.2. 
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Figure 3.2.    Absorption (left) and emission (right) of the titanium doped sapphire 
rod used as a gain medium in the Mai Tai oscillator.  The gain medium is pumped 
at 532 nm and gain is available in the 670-950 nm region.  The spectra are from 
the Mai Tai manual.4 
 
 
Pumping with the 532 nm light gives lasing in the 670-950 nm region – due to 
various conditions the actual tuneability of the ultrafast output of the Mai Tai 
oscillator is 750-850 nm.  CW lasing can thus be achieved, but it is the special 
properties of the Ti:Sapphire rod itself that enables the generation of femtosecond 
pulses.  Self, or Kerr-lens modelocking (KLM) – the intensity dependence of the 
nonlinear refractive index of the gain medium – is the mechanism that gives rise 
to self-modelocking in Ti:Sapphire systems.3, 5  In addition to KLM the Mai Tai 
also uses acousto-optic modulation (AOM) – the generation of an acoustic wave 
inside a modulator placed in the cavity to establish a time-dependent refractive 
index grating – to provide greater stability. 
 
The Mai Tai is therefore able to produce stable ultrafast pulsed laser emission.  
Pulse widths are nominally 100 fs full-width half-maximum (FWHM) and the 
oscillator is tuneable from 750-850 nm by simple PC based control software at a 
repetition rate of 80 MHz.  Output powers are dependent on the configuration and 
wavelength, but the full output of the oscillator would generally give ~ 600 mW, 
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though around 50% of this is used to pump the regenerative amplifier that will be 
discussed next in Section 3.4.2, leaving in the region of 300 mW available for use 
in luminescence upconversion spectroscopy as discussed in Section 3.5. 
 
3.4.2  Regenerative Amplification 
 
While the Mai Tai oscillator, as discussed above, gives short (100 fs FWHM) 
pulses with an average power of 300-800 mW the high repetition rate of the 
system (80 MHz) is a consequence of the cavity length:  
 
c
L
raterepetion 2=         [3.3] 
 
where L is the cavity length and c is the speed of light.  This means that a laser 
pulse is produced every 12 ns.  For some spectroscopic measurements this can be 
a benefit, but for others it can be a nuisance, limiting the range of times that can 
be measured, giving the possibility of accumulating long-lived excitations and 
increasing the average power on the sample.  It is therefore desirable to have 
lower repetition rates (kHz), however in consideration of equation 3.3 above it is 
clear that cavity lengths would hence need to be on the order of 1012 m, which is 
not possible.  A requirement for some spectroscopic techniques is the ability to 
produce a wide variety of wavelengths, and very high pulse energies enable this 
through parametric amplification as will be discussed in Section 3.4.3.  A second 
requirement for some spectroscopic measurements is the ability to have very high 
peak power intensities.  With 300 mW average power at 80 MHz each pulse is 
therefore ~ 4 nJ, however peak pulses on the order of microjoules or higher are 
sometimes desirable. 
 
The two outlined desires – low repetition rate and high peak power – are 
commensurate with each other, and are achieved by a process known as 
regenerative amplification.  Increasing the peak power of each ultrafast pulse is, 
one would imagine, a straightforward step – just simply increase the pumping 
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energy of the Ti:Sapphire cavity, so achieving higher powers.  Optical 
components are, however, not that accommodating, and femtosecond pulses with 
energies in the microjoule regime or higher will lead to potential problems, with 
self-focussing in the gain medium leading to extremely high energy intensities 
and thus catastrophic damage occurring.  The solution, therefore, is to stretch the 
pulse temporally, so reducing its peak power before amplification, a technique 
known as chirped pulse amplification (CPA).6 
 
The main CPA that occurs in the ultrafast facility is via the Spectra Physics 
Hurricane, an integrated regenerative amplifier that provides a single box solution 
to ultrafast laser requirements, containing the Mai Tai oscillator and taking ~ 50% 
of its output to be amplified, leaving the rest for high repetition rate experiments.  
CPA is achieved in the Hurricane by firstly temporally stretching the 100 fs pulse 
with a pair of diffraction gratings.  100 fs laser pulses contain a range of 
wavelengths of light, indeed the time-bandwidth relation acts as an embodiment 
of the uncertainty principle – as the width (time) of the pulse decreases the 
bandwidth (spread of wavelengths) increases, hence short 100 fs pulses have a 
high bandwidth (9 nm).  Diffracting the pulses off of a pair of gratings has the 
effect of splitting these wavelengths up, blue wavelengths are delayed compared 
to red wavelengths and thus the pulse becomes “smeared” out in time to ~ 100 ps, 
hence reducing the overall peak power.  With a stretched pulse the next step is to 
amplify it to higher intensities.  This is achieved by use of a diode pumped solid 
state laser (Spectra Physics Evolution, 532 nm, ~ 200 ns (FWHM), 5 kHz, 10 W) 
to pump a Ti:Sapphire gain medium.  Since amplification only occurs when both 
the seed pulse and the pump pulse are temporally aligned the amplified output has 
a repetition rate of 5 kHz rather than 80 MHz (the 5 kHz pump is loosely 
synchronised to the 80 MHz seed to ensure that the 100 ps seed pulse arrives in 
the gain medium at roughly the same amount of time after the pump each time to 
ensure consistent amplification of each pulse).  Pockels cells on both the seed 
input and amplified output control both the seed pulse entry to the Ti:Sapphire 
gain medium and the number of roundtrips that the amplified pulse makes through 
it before being allowed to leave the cavity.  After amplification the resultant pulse 
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is then put through pulse compression diffractive gratings (operating in reverse 
compared to the pulse stretcher already discussed) and the final resultant 100 fs 
FWHM, 5 kHz, 1 W output is then able to be used for experiments that require 
lower repetition rate and higher peak energy pulses. 
 
3.4.3  Non-Collinear Parametric Amplification 
 
The tuning range of the Mai Tai oscillator enables 80 MHz low peak power 
femtosecond pulses to be generated in the 750-850 nm region.  Frequency 
doubling opens up another window in the 375-425 nm region, and tripling another 
in the 250-285 nm region.  These are useful wavelength ranges, and many organic 
semiconductors have optical absorption in the 375-425 nm range, enabling 
femtosecond photoexcitation and spectroscopy to be performed.  It is however 
desirable to have a wider range of ultrafast wavelengths for different 
spectroscopic techniques, both for excitation and measurement of the resulting 
excited states.  Amplified pulses have even less tuneability when produced by the 
Hurricane as amplification is preset for 800 nm – hence only 800, 400 and 266 nm 
are available.  It is, however, the high peak energy of amplified pulses that can 
enable a very wide range of femtosecond wavelengths through different 
parametric amplification techniques. 
 
The parametric amplification setup that was utilised in the transient absorption 
setup was the TOPAS-White-IR system by Light Conversion, a non-collinear 
optical parametric amplifier. 
 
An optical parametric amplifier (OPA) amplifies light by taking advantage of 
non-linear mechanisms rather than building gain as in a traditional laser 
amplification stage.  A white light continuum is generated by focussing a small 
amount of incident 800 nm amplified light onto a sapphire plate.  This light is then 
fed onto a Beta Barium Borate (BBO) non-linear crystal along with the 
originating pump and amplification of the selected wavelength of the white light 
continuum take place based on the crystal angle, generating signal and idler 
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beams.  Amplification occurs in two stages, a pre-amplification and a power 
amplification stage.  The resultant power-amplified beam is then delivered out of 
the OPA for use.  The TOPAS-White is a non-collinear OPA, indicating that the 
configuration of the setup is in a non-collinear geometry – this produces very high 
bandwidth pulses and therefore enables their compression to very short pulses 
durations – typically < 50 fs.  The output wavelength range of the system that was 
used as the probe beam in transient absorption studies, as discussed in Section 3.6, 
was 500-1000 nm. 
 
Inclusion of an optical setup diagram for the internal arrangement of the TOPAS-
White system would, due to its compact and highly configured nature, not aid in 
clarification, but reference can be provided to the user’s manual for more 
information.7 
 
3.5  Luminescence Upconversion Spectroscopy 
 
All the femtosecond light sources discussed above represent the culmination of 
many years of research and commercialisation of these technologies, delivering 
stable and (relatively) affordable ultrafast sources.  While the physics of ultrafast 
light generation and manipulation is in itself engrossing, it is the application of 
that light to physical systems that is of most interest to the work described in this 
thesis.  The light acts like both a metaphorical and, to some extent, literal beacon, 
illuminating molecules and uncovering their inner workings. 
 
By far the most unambiguous technique to understand excited state processes in 
light emitting materials is to look at the light emission itself, for light emitted 
from an electronic state shows temporal behaviour that embodies the nature of the 
excited state, how quickly it forms, its coupling to the ground state, an imprint of 
its local environment and the factors controlling its radiative and non-radiative 
decay.  Temporally resolved detection of luminescence began in the nanosecond 
time domain with flash lamp based systems, quickly evolving towards the 
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picosecond regime with time correlated single photon counting and streak 
cameras.8  Even the highest time resolution of these techniques, however, could 
not reach far or at all into the femtosecond time domain, due in no small part to 
the electronic jitter that plagues detection for times shorter than a few 
picoseconds.  Thus the femtosecond domain remained out of reach for 
luminescence detection until the development of upconversion spectroscopy in the 
1970’s and 80’s, best summarised by the review of Shah in 1988.9  It is worth 
noting that while these techniques were developed quite some time ago it has only 
been in the last ten or so years that they have become more widely used. 
 
Upconversion spectroscopy removes all of the problems associated with 
electronic jitter in obtaining very high temporal resolutions as it is an all optical 
technique.  It is therefore the properties of the light pulses and their guiding optics 
that defines the resolution of the instrument, not electronics.  Upconversion is 
based on the process of sum-frequency generation (SFG) inside a non-linear 
crystal between two incident light beams.10, 11 
 
SFG is utilised in upconversion spectroscopy by generating the sum frequency 
between luminescence and a gating pulse.  Temporal resolution is achieved with 
movement of a delay line on the gating pulse, thus changing the temporal point of 
SFG creation with respect to the luminescence.  Key to the ability to record 
femtosecond dynamics is that the excitation pulse (and hence the origin of 
luminescence in time) and the gating pulse originate from the same initial pulse – 
so removing any jitter problems, as exact delays on the gating pulse can be made 
with respect to the luminescence by mechanical means with a delay line.  
 
Femtosecond dynamics can then be recorded by simple movement of an optical 
delay line.  Upconverted light will only be generated when the gate and 
luminescence are both present on the SFG crystal, so if the gate delay line is 
scanned out (increasing the path length of the gate arm and hence forcing the gate 
to arrive later with respect to the luminescence) temporal dynamics will be 
recorded.  The sequence for recording dynamics is that the delay line moves some 
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distance (e.g. 1 µm = 3.33 fs) then stops and the PMT count rate is recorded, then 
the delay line moves again and stops before another count reading is taken.  The 
process is as depicted in Figure 3.3. 
 
 
Figure 3.3.    Schematic of the principle behind upconversion spectroscopy.  
Temporal overlap between a gating pulse and luminescence produces an 
upconverted signal.  Moving the gating pulse in time with respect to the 
luminescence with a delay line leads to different parts of the luminescence 
temporal profile being upconverted, thus enabling the kinetics of an emitting 
sample to be recorded. 
 
3.5.1  FOG100 by CDP Systems 
 
The setup that was used in this work was a purpose built system, the “FOG100”, 
and was designed and manufactured by CDP Systems.  A purpose built setup has 
the advantages of enabling fully customised optical components that give best 
upconversion performance (both in its signal to noise and temporal resolution) 
when compared with compromises that may be made when using off-the-shelf 
optical components in a home-built setup.  A full diagram of the optical 
arrangement of the upconversion setup used is shown in Figure 3.4. 
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Figure 3.4.    The optical layout of the upconversion setup used in the work 
reported here.  The configuration of the optical components are discussed in the 
text. 
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Discussing the setup in stages, firstly second harmonic generation and beam 
splitting takes place.  The 100 fs 80 MHz output of the Mai Tai is fed into the 
FOG100 setup (M1), 750-850 nm is available but for simplicity 800 nm will be 
presumed for this description, with requirements for other excitation wavelengths 
being very similar.  The 800 nm laser light is focussed by a 6 cm lens (L1) onto a 
type 1 Beta Barium Borate (BBO) non-linear crystal (1 mm thickness) (C1).  
Around 100 mW of 400 nm second harmonic and 200 mW of residual 800 nm are 
produced and these are collimated with a second 6 cm lens (L2) before being 
brought onto a dichroic beamsplitter (BS) which reflects 400 nm along the 
excitation path and transmits 800 nm along the gating path. 
 
Dealing with the excitation path first, the 400 nm is passed through a Berek’s 
compensator (BC) to provide polarisation control of the excitation (generally set 
at the magic angle of 54.7°) and then on through a cut-off filter (F1) with a red 
Schott glass filter chosen to transmit 400 nm and absorb ~ 800 nm to remove any 
residual gate that was reflected down the excitation path from the beamsplitter.  
The 400 nm light is then focussed onto the sample space with a 4 cm achromatic 
lens (L3).  The focussing is made as tight as possible to generate the highest 
intensity of luminescence, and this is usually checked by optimising with low 
intensity excitation on a dye solution, observing with binoculars and moving the 
lens to get as small an excitation spot as possible – estimated to be ~ 20-40 µm.  
As already discussed in Section 3.2, the solution under investigation is held in a 
rotating sample cell and its optical path length is 0.5 mm.  Upon excitation strong 
emission is therefore produced – the amount of absorption of the 400 nm 
excitation will determine some of the later luminescence dynamics that are able to 
be observed due to generation of Raman signals from the solvent, as will be 
discussed in more detail in Section 3.5.2.  Luminescence is emitted from the 
solution in all directions and is collected on-axis by an achromatic 4 cm lens (L4) 
– this can be off-axis collection if one wants to avoid collecting residual 400 nm 
excitation (at the cost of a small reduction in amount of collected luminescence).  
The collected luminescence is then directed with a steering mirror (M2) towards 
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the upconversion region of the setup, passing through a yellow Schott glass cut-
off filter (F2) to remove any 400 nm excitation that has been collected. 
 
The gating arm of the setup simply involves spatial movement of the residual 800 
nm beam on and off a delay line.  Mirrors (M3,4) provide alignment control to 
enable a straight beam to be brought onto the gold coated retroreflector (RR) of an 
optical delay line.  The delay line itself is stepper motor driven and is controlled 
by electronics and PC based software, as discussed later, and is capable of moving 
out to 1.7 ns in steps as small as 6.25 fs.  A micrometer screw is provided for 
initial setting movements.  The returned beam is then reflected (M5) down 
towards a folding mirror (M6) that directs it into the upconversion region to join 
the collected luminescence. 
 
Alignment of the delay line is made to ensure that the beam is perfectly parallel 
with the delay path, i.e. as the delay line is scanned out there is no horizontal or 
vertical “wandering” of the returned beam.  This is achieved by using mirrors M3 
and M4 to control the alignment – an initial configuration is made and then the 
delay line is scanned out to its maximum length.  A picking mirror is placed 
between M5 & M6 to reflect the gate out of the upconversion setup and the beam 
is monitored on a target far away (2-3 meters).  At such large path lengths very 
small movements of the gate can be easily monitored.  Appropriate adjustments 
are then made to the alignment with M3 & M4 before rescanning the delay line.  
This process is repeated until no visible movement of the gate pulse is observed 
on the distant target when scanning the delay out. 
 
The upconversion region is where the all optical nature of luminescence detection 
becomes apparent.  As outlined above, both the luminescence and the 800 nm gate 
have been brought spatially to the same position and are now both focussed with 
an 8 cm achromatic lens (L5) onto a second type 1 BBO crystal (0.5 mm 
thickness), (C2), this is required for sum frequency generation (SFG).  Both 
beams are spatially overlapped on the crystal (M2 providing steering of the 
luminescence to give overlap) and are brought onto the crystal at ~ 10° to each 
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other (see Figure 3.5) so that the upconverted beam is spatially separated from the 
other beams.  The C2 crystal angle in the horizontal axis is varied with a 
micrometer screw to give the correct phase-matching conditions for the gate and 
desired detected luminescence wavelength for SFG.  The sum frequency light that 
is generated is in the ultraviolet and is produced angularly halfway between the 
luminescence and gate, as depicted in Figure 3.5. 
 
 
Figure 3.5.    The overlap of the gate (red) and luminescence (green) beams on the 
SFG crystal (C2) and the resultant UV sum frequency (purple) beam that is 
produced.  The incident beams are brought in at an angle to each other to aid in 
subsequent filtering of them from the sum frequency light. 
 
 
After generation of the UV light all three beams are then collected with an 8 cm 
lens (L6) which is moved to provide focussing of the UV light on the 
monochromator (MONO) slit at the end of the detection line.  Filtering of 
unwanted light is then the next key challenge, ~ 200 mW of 800 nm gate and 
significant quantities of luminescence represent the vast majority of the light after 
the SFG crystal, but only the very small quantities of UV sum frequency light are 
of interest, hence everything else now needs to be filtered out.  This was the 
rationale for bringing both the luminescence and gate in at a ~ 10° with respect to 
each other, as after the crystal they propagate away from the desired UV light.  
However, significant fractions are still caught by the collecting lens (L6) and so 
require removal, which is done firstly spatially with an aperture (A) and then 
spectrally with two filters.  The first filter (F3) is a dielectric designed to reflect 
any excitation light ~ 400 nm – if on-axis collection with L4 is used on a sample 
that does not absorb all excitation light then this also gets through to the detection 
region of the setup.  The second filter (F4) is a UV-pass Schott glass filter 
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designed to pass light in the 250-400 nm region and absorb in the 750-850 nm 
region, with transmission essentially 0% at 800 nm, though some transmission is 
present below 790 nm.  After these filtering mechanisms the upconverted UV 
light is passed into the monochromator (MONO).  This is a Solar/TII single 
monochromator (CDP Systems model 2022) and wavelength selection is achieved 
by turning a micrometer screw to the correct position for the required wavelength 
(the control software indicates the screw position that should be set for the desired 
visible wavelength based on the UV upconversion wavelength needed for the 
monochromator). 
 
Once the UV light is spectrally filtered in the monochromator it is then passed on 
to a photomultiplier tube (PMT).  PMT counting and delay line movement are 
controlled by PC software provided by CDP Systems (“Lumex” Version 4.0.1.0). 
 
A summary of the specifications of the upconversion setup, indicating excitation 
and detection ranges is shown in Table 3.1. 
 
Upconversion Setup: 
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Table 3.1.   Specification of excitation and detection spectral parameters for the 
FOG100 luminescence upconversion setup used in this work. 
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3.5.2  The Raman Problem 
 
Phase-matching of the SFG crystal enables all wavelengths across the visible 
region to be upconverted, from 390-790 nm, thus complete characterisation of 
visible light emitting materials should be possible giving upconverted light in the 
range 260-400 nm.  For solutions of materials with poor solubility, however, a 
challenge was discovered.  Essentially in low concentration solutions that do not 
completely absorb the excitation light (generally solutions that have optical 
density < 2) some of that excitation light is instead generating Raman signals from 
the solvent itself.  Typical Raman shifts in common solvents used to dissolve 
organic materials are ~ 3000 cm-1, therefore with 400 nm excitation a Raman peak 
exists at ~ 455 nm.  Raman signals are instantaneous “emission” hence on the 
femtosecond timescales observed with upconversion they show up as instrument 
limited kinetics – a significant problem if one is interested in processes on a 
similar timescale as one cannot be separated from the other.  If these were single 
wavelength problems then this would be manageable, however spectral 
broadening leads to a wide region that is off-limits, with evidence of Raman 
features up to ~ 470 nm being observed.  Thus when looking at materials that did 
not have good dissolution properties 480 nm was the shortest wavelength that 
could safely be observed, an unhappy coincidence when in some of the key 
materials looked at the 450-480 nm region was the one of greatest interest! 
 
Two solutions were found to this problem.  The first was to find and use materials 
with better solubility or solvents better at dissolving materials.  As discussed in 
Section 3.2 chlorinated solvents were found to be very good at dissolving iridium 
complexes, however they photodegraded so quickly under laser excitation as to be 
of essentially no use.  Some specific iridium complexes with better solubility were 
available, but generally not with the spectral or material properties that were 
desirable.  The best outcome for finding better materials was to utilise dendrimers, 
highly functionalised macromolecules with solubilised surface groups (Chapter 5) 
to enable high concentration solutions to be prepared.  The second solution to the 
Raman problem was to shift the excitation wavelength to higher energy.  While 
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375 nm (750 nm) was as high as one could go, higher pump energy was 
deliverable with 380 nm (760 nm) and this was instead used.  This shift enabled 
Raman free luminescence detection down to 460 nm and satisfied the problem.  
Unfortunately this excitation shift also introduced a new problem that limited its 
usage, namely the final UV pass filter (F4), which was an almost perfect blocker 
of 800 nm, was less than perfect at 760 nm – hence much more spatial filtering 
was required with the aperture to ensure that the gate light did not overwhelm the 
upconverted signal of interest – this inevitably meant that some of the 
upconverted light was lost due to harsh spatial filtering.  Unfortunately no better 
UV pass filter could be found; hence 380 nm excitation was the best solution to 
give access to higher energy detection, but at the cost of poorer signal to noise. 
 
3.5.3  The Instrument Response 
 
It is required when fitting femtosecond luminescence dynamics to have an 
instrument response function (IRF) that indicates what the exact temporal 
response of the upconversion setup is.  This is needed when fitting exponential 
functions to the kinetics as reconvolution is used as part of the fit, as discussed in 
more detail in Section 3.7.  It is therefore required to have some process that 
shows an instantaneous response, something shorter than the system can measure, 
so the limit of the system itself can be recorded.  Commensurate with Section 
3.5.2 above Raman signals are a useful tool to do this, being instantaneous virtual 
emission events.  The IRF of the upconversion setup varied both with excitation 
wavelength and due to changes in the setup (e.g. changing or moving lenses or 
crystals) thus no one IRF was used throughout.  The IRF was recorded by filling a 
sample cell solely with a solvent (water or THF were commonly used) and then 
detecting on the peak of the strongest longest Raman shift (for 400 nm excitation 
this was typically 450-460 nm).  The upconversion setup was left to scan across 
the Raman signal and then the scans were averaged into a final dataset.  The final 
dataset was typically essentially Gaussian in its form, therefore to produce a 
smooth IRF for fitting generally a Gaussian was fitted and used as the IRF.  IRFs 
for 380 and 400 nm excitation (the only two wavelengths used in almost all work 
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presented here) were found to be between 220 and 280 fs (FWHM) for 400 nm 
excitation and 310 fs for 380 nm excitation.  The most commonly used IRFs at 
400 and 380 nm excitation are plotted in Figure 3.6. 
 
 
Figure 3.6.    Instrument response functions (IRFs) for the upconversion setup.  
The black line is the IRF with 400 nm excitation and a 220 fs full-width half 
maximum (FWHM).  The red dotted line is also 400 nm excitation and shows a 
FWHM of 260 fs.  The green dashed line is with 380 nm excitation and has a 
FWHM of 310 fs. 
 
 
3.5.4  Detecting Luminescence from Phosphorescent Complexes 
 
Upconversion spectroscopy has been in frequent use for the last 15 years or so.  
For a technique that relies on generating the sum frequency of luminescence with 
a gating pulse it can, on highly fluorescent materials, give very good signal to 
noise (S/N) – typically 500 to 1 on a strongly emissive laser dye solution, hence 
frequently on such materials only one scan of the delay line is required to record 
kinetics suitable for fitting.  Highly fluorescent materials have high radiative rates 
(typically on the order of 108 s-1) and so there is a substantial photon flux for 
upconversion.  In phosphorescent materials such as transition metal complexes as 
discussed in Chapter 2, however, radiative rates are a few orders of magnitude 
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lower (typically 105 or 106 s-1) and hence the photon flux is also much lower.  
This poses something of a challenge for measuring femtosecond luminescence 
dynamics as the S/N is now significantly reduced (in two ways, as will be 
discussed later).  Consequently the difficulty of measuring femtosecond 
luminescence dynamics in phosphorescent transition metal complexes means it is 
a relatively recent activity, with the first report in ruthenium based materials being 
made only in the year 2000,12 followed by only a few other reports in the years 
since.13, 14 
 
To acquire kinetic traces suitable for fitting of the iridium complexes used in this 
work a number of steps were taken, briefly detailed here.  To begin with the 
required detection wavelength was first selected and then the upconversion setup 
was optimised (luminescence overlap with the gate on the SFG crystal, SFG 
crystal angle and setting of delay line time-zero) with a strongly emitting laser dye 
solution.  Once optimised the sample cell with the iridium complex under 
investigation was swapped into the setup – this was acceptable as both the laser 
dye cell and the iridium cell were identical, thus no timing or alignment issues 
should occur.  To achieve any visibility on the kinetics 10 seconds PMT 
integration per data point was required for phosphorescent materials, hence for an 
80 point dataset around 15 minutes was required per scan.  To avoid large 
amounts of wasted time an initial “setting scan” was completed consisting of two 
or three scans to give visibility of the main features of the decay (to check that the 
decay was indeed visible and covered by the correct delay line step sizing, 
typically 12.5 or 25 fs per step for femtosecond processes).  The control software 
would remember the previously used step sizes for the next scan and could be 
instructed to rescan the same region for as many times as required.  Once 
everything was as required the upconversion setup was then left to scan the set 
region continuously, typically overnight, and although times varied dependent on 
the material and detection wavelength looked at, total scanning time for a single 
wavelength would be in the region of 12 to 24 hours.  Weak high energy states or 
excitation/observation combinations that have inherently poor S/N may require 
significant scanning – the longest ever completed was ~ 100 hours for a single 
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wavelength.  The requirement for such long integration periods is obvious when 
one looks at a typical single scan (10 seconds integration per point), as shown in 
Figure 3.7. 
 
 
Figure 3.7.    Typical upconversion data for a phosphorescent complex – 
Ir(dbfliq)2acac studied in Chapter 7 on the peak of its phosphorescence spectrum, 
660 nm.  All scans were with 10 seconds integration per point.  A single scan is 
shown as the connected open circles and black line and would take around 20 
minutes to record, while the final average of 65 scans (taking around 24 hours) is 
shown as a thick solid red line. 
 
 
Not only is the low radiative rate of the emitting materials as discussed above the 
reason for such low S/N, but it is also the high background level that is inherent in 
microsecond emitters such as transition metal complexes.  The excitation of these 
samples occurs at 80 MHz, therefore there is an excitation pulse every 12 ns 
incident upon a material with a lifetime of ~ 1 µs.  Upon excitation the sample is 
thus going to emit a significant fraction of its light after the first 12 ns, but at that 
point another excitation pulse will have arrived at the sample, generating more 
light – it is thus a consequence that all emission from the sample longer than 12 ns 
is upconverted as a constant background, with the kinetics < 12 ns on top of it.  It 
is therefore clear that the lower radiative rates of transition metal complexes 
makes it doubly difficult to detect ultrafast luminescence, not only reducing the 
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signal in the S/N but adding to the noise as well.  With 400 nm excitation counts 
on the PMT for a typical sample consisted of ~ 10 counts per second of 800 nm 
gate, 100 cps of background luminescence (dependent on wavelength and sample) 
and 0-6 cps of dark noise.  The upconverted signal would typically account for ~ 
10 cps. 
 
After significant scanning the complete set of scans are averaged together and the 
final decay is background corrected and then ready to fit, as detailed in Section 
3.7. 
 
3.5.5  Detection Wavelength Intensity Correction 
 
The efficiency of upconverted emission at each detection wavelength is not the 
same, and instead the upconversion setup shows a spectral dependence of its 
recorded emission intensity.  If one is interested only in the kinetics at each 
wavelength, not how strong they are, then that is not a problem, but if the aim is to 
reconstruct spectra of transient species then clearly the emission strength at, for 
example 500 nm, needs to be related to the emission strength at another 
wavelength in order to reproduce a valid reconstructed spectrum.  This requires 
calibration of the upconversion efficiency and the results were used in spectral 
reconstruction of multiple singlet states in Chapter 7. 
 
Calibration was achieved with a Bentham IL7 150 W xenon lamp, producing light 
across the 200-1000 nm region.  The output from the lamp was focussed onto the 
SFG crystal along with the 800 nm gate and the upconverted intensity was 
recorded in the 420-610 nm window in 10 nm steps.  It was then a simple exercise 
to divide the recorded intensities by the lamp spectrum to produce a correction 
factor, as shown below in Figure 3.8, with the lamp spectrum recorded with an 
Ocean Optics “USB2000” fibre spectrometer. 
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Figure 3.8.    Recorded upconversion wavelength sensitivity dependence (black 
line) and the lamp spectrum (red line) used to deduce it. 
 
 
3.6  Transient Absorption Spectroscopy 
 
Transient absorption (TA) pump probe spectroscopy is a technique to look at the 
excited state dynamics of a material, capitalising on ultrafast light sources to 
pump the material into its excited state, and then delivering a second beam some 
variable amount of time later to probe the formed state, monitoring how much of 
the probe is absorbed in the sample.  Varying the delay between the pump and the 
probe and/or the probe wavelength can therefore give temporal and spectral 
dynamics of excited state processes.  This is graphically demonstrated in Figure 
3.9. 
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Figure 3.9.    Jablonski schematic showing the processes probed by transient 
absorption pump probe spectroscopy in transition metal complexes.  Initial 
pumping of the S0 → S1 transition is followed by fast intersystem crossing (ISC) 
to the triplet manifold.  The variable wavelength probe is then observing excited 
state absorption processes to higher lying states. 
 
 
Generation of variable probe wavelengths is achieved with the TOPAS-White 
amplified source as discussed in Section 3.4.3, giving < 50 fs FWHM, 5 kHz 
pulses in the 500-1000 nm window with pulse energies in the nJ range. 
 
A TA setup was built for this work and is shown in Figure 3.10. 
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Figure 3.10. Optical layout of the transient absorption pump probe setup that 
was built and used in this work.  The configuration is discussed in the text. 
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Described briefly, the output of the TOPAS-White includes the variable 
wavelength probe and residual amplified 800 nm (100 fs FWHM, 5 kHz, 3 µJ per 
pulse).  The 800 nm is frequency doubled in a type 1 Beta Barium Borate (BBO) 
non-linear crystal (1 mm thickness) (C1) before being steered (M1,2) onto a 
retroreflector (RR) of a computer controlled delay line – moving the delay line 
has the effect of shortening the pump path, i.e. making the probe arrive 
increasingly later than the pump.  After returning from the retroreflector the beam 
is moved (M3) onto a 20 cm lens (L1) to focus the pump onto an optical chopper.  
This chopper is synchronised with the amplified laser pulses and chops at exactly 
half the repetition rate, 2.5 kHz, i.e. one pulse is rejected and one pulse is passed.  
After the chopper the beam is recollimated (L2) and moved onto the sample line 
with a steering mirror (M4), passing through a 12.5 cm lens (L3) to gently focus 
onto the rotating sample cell – tight focussing is not required due to the amplified 
nature of the pulses, as such tight focussing would generally induce white light 
continuum generation on the sample cell windows.  After the sample the 400 nm 
pump is required to be filtered out to avoid detection, and this is achieved with a 
yellow Schott glass filter (F1, 5 mm thickness), absorbing everything below 450 
nm. 
 
The probe is taken as generated from the TOPAS-White amplifier and firstly 
passed through a neutral density wheel (ND) to ensure that the same intensity of 
probe light was being used at each probe wavelength (the intensity output from 
the TOPAS varied across its operating region).  The light was then passed through 
a Bereck’s compensator (BC) to enable control of its polarisation.  The probe’s 
journey is relatively simple, and it just passes through the same sample focussing 
lens (L3) onto the rotating sample cell.  Spatial overlap of the pump and probe 
beams on the sample is achieved by moving the pump with the steering mirror 
(M4), visually aided by a pair of binoculars.  After the sample the probe is split by 
a glan polariser (GP) into two orthogonal components that are detected using two 
silicon photodiodes (PD1,2).  The probe wavelength is changed by computer 
control of the TOPAS-White, with a program provided to type in the desired 
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wavelength and automatic movement of the TOPAS crystals and optics would be 
made.  Checking of the actual probe wavelength generated compared to what was 
requested was achieved with an Ocean Optics “USB2000” fibre spectrometer. 
 
Detection is achieved by the lock-in technique.  Three Stanford Research Systems 
lock-in amplifiers (models SR830) are used to record the signals from the TA 
setup – one reference and two measurement.  This is shown diagrammatically in 
Figure 3.11, with a description given below. 
 
 
Figure 3.11. Schematic of the configuration of the detectors and lock-in 
amplifiers.  Two photodiodes (PD 1 & 2) give output, with one split between 
lock-in 1 (detecting at 5 kHz, the reference) and 2 (detecting 2.5 kHz, the signal).  
Lock-in 3 also operates at 2.5 kHz and just records the output from the second 
photodiode.  The signals of the photodiodes on lock-ins 2 and 3 are divided by the 
5 kHz reference value from lock-in 1 to aid in the recorded signal to noise.  
 
 
Two detection frequencies are used to aid in the stability of the measurements.  
The probe beam is operated at a 5 kHz repetition rate, while the pump is 
synchronously chopped at 2.5 kHz.  A 5 kHz TTL triggering output is provided by 
the Hurricane and this fed into a homebuilt frequency divider to give a 2.5 kHz 
output.  The lock-in amplifiers are configured as follows: the signal taken from 
one of the photodiodes (it does not matter which one) is split, with one signal 
going to lock-in 1 at 5 kHz (triggered from the Hurricane TTL) to be used as a 
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reference and the other signal going to lock-in 2 for measurement at 2.5 kHz 
(triggered from the frequency divided Hurricane TTL).  The signal from the 
second photodiode is wired directly to lock-in 3 for measurement at 2.5 kHz.  
Variation in the probe intensity is a known difficulty in these measurements – 
generation of such a wide variation of possible ultrafast probe wavelengths does 
not lend itself to extremely stable intensity of the pulse trains.  Consequently the 
recorded 5 kHz signal from lock-in 1 is used as a reference – the signal being fed 
to lock-ins 2 and 3 and the measured 2.5 kHz values divided by the 5 kHz value, 
hence removing the probe variability from the noise.  Integration on all lock-in 
amplifiers was 30 ms, with a sensitivity of 50 µV on the detection lock-ins and 
500 µV on the reference.  The probe energy was kept constant at ~ 3 nJ per pulse 
to ensure that any comparison of transient absorption signals across different 
probe wavelengths was fairly made. 
 
TA measurements consist of simply reading the signal of the probe recorded on 
the photodiode and moving the delay line to record how that probe signal changes 
with time.  Control of the delay line and recoding of the photodiode intensities is 
made with a home-built labview program.  Setting of the delay line scanning 
parameters was made on an initial scan – finding the regions of interest to scan 
with small step sizes and those that can be scanned with large steps, and then the 
labview software was instructed to scan this region and save the data.  Typically 
between two and five scans were needed to give acceptable signal to noise, though 
this varied with probe wavelength as the TOPAS was more stable at some 
wavelengths than at others. 
 
Polarisation measurements were automatically made with the setup as both signals 
parallel and perpendicular to the pump beam polarisation are automatically made, 
with the Bereck’s compensator set each time to give a balanced signal from both 
photodiodes.  Magic angle (54.7°) kinetics can quickly be reconstructed when 
both the parallel (Ipara) and perpendicular (Iperp) kinetics are recorded by use of 
equation 3.4: 
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perppara IIMAI 2)( +=          [3.4] 
 
The instrument response function (IRF) of the TA setup was recorded by using a 
BBO crystal to give sum frequency generation (SFG) between the 400 nm pump 
and a 550 nm probe beam.  Scanning the delay line would move the pump through 
the probe beam and give UV SFG when the two beams are temporally overlapped.  
The TA IRF was found to be 185 fs FWHM and is shown in Figure 3.12.   
 
 
Figure 3.12. Instrument response function (185 fs FWHM) of the transient 
absorption setup, recorded by the generation of sum-frequency light between the 
400 nm pump and 550 nm probe in a BBO crystal. 
 
 
The specifications of the pump and probe beams used in the TA setup are shown 
in Table 3.2. 
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Table 3.2.   Specification of pump and probe spectral parameters for the 
homebuilt transient absorption setup used in this work. 
 
 
3.7  Temporal Fitting 
 
The experimental techniques discussed in Sections 3.5 and 3.6 give time based 
kinetics and fitting decay functions to these kinetics was required to identify the 
photophysical processes and record their time constants. 
 
Relaxation processes in organic luminescent materials generally show exponential 
decay like behaviour8 of the form: 
 
τ
t
eItI
−
= 0)(          [3.5] 
 
where I is the total intensity, I0 is a pre-exponential multiplication factor, t is the 
time and τ is the time constant (otherwise known as the natural lifetime).  If I0 is 
positive then the function leads to population reduction with time (a decay) and if 
I0 is negative then population building is the result (a rise-time). 
 
 
3.  Experimental Methods 
 
 
 
78 
 
 
For a multiexponential decay the total intensity generally becomes a sum of 
individual decay components: 
 
n
t
n
n
eItI τ
−
∑=)(          [3.6] 
 
Fitting procedures for the ultrafast luminescence kinetics involved taking the final 
averaged and background corrected dataset and then fitting a single or sum of 
exponential functions to it.  The trial exponential function is mathematically 
convolved with the instrument response function and then compared against the 
actual dataset, with chi-square values used as a test of goodness of fit.  Iteration of 
the variables takes place until the lowest chi-squared value can be obtained and 
these are the values that are then reported as the best-fit parameters.  Care is taken 
with decays of time constant less than 200 fs (i.e. less than the FWHM of the IRF) 
to ensure that the fitted value is valid.  With a 260 fs FWHM IRF the absolute 
lower limit on the decay time constant that can be fitted with a perfect signal to 
noise is ~ τ = 40 fs.  Shown below in Figure 3.13 is a comparison of 40, 60 and 80 
fs time constants convolved with the IRF, indicating that the two become almost 
identical at ~ 40 fs. 
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Figure 3.13. The comparison of simulated decay kinetics against an instrument 
response function of 260 fs (FWHM), black line.  A decay of 40 fs (red line) is 
very similar to the IRF, while 60 fs (blue line) and 80 fs (green line) are both 
measurably longer. 
 
 
Iterative reconvolution analysis on datasets was completed with a number of 
software packages including the DAS6 program by Horiba and Globals WE 
developed at the Laboratory for Fluorescence Dynamics at the University of 
Illinois at Urbana-Champaign.15 
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4 
Femtosecond Dynamics of Ir(ppy)3 
 
 
 
That is the artist's job: take mineral rock 
from dark silent earth, transform it into 
shining light-reflecting form from sky. 
 
Philip K. Dick, The Man in the High Castle, 1962 
  
  
4.1  Introduction 
 
This chapter presents a series of ultrafast luminescence and transient absorption 
measurements that were completed on the prototypical iridium complex Ir(ppy)3.  
Intersystem crossing in this material was found to be very fast (< 100 fs) and 
femtosecond and picosecond decay processes were observed and assigned to 
relaxation amongst the electronic substates of the lowest 3MLCT state. 
 
In Section 4.2 I summarise the basic photophysical and electronic properties of 
the material under investigation and discuss the relevant background literature on 
Ir(ppy)3.  In Section 4.3 I introduce the principal ultrafast luminescence 
measurements that were completed and in Section 4.4 I show the transient 
absorption results.  In section 4.5 I discuss all the presented results and provide 
interpretation of the data leading to the generation of a schematic of the likely 
ultrafast processes occurring in this material.  Finally in Section 4.6 I provide the 
conclusions that are drawn in this piece of work. 
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4.2  Photophysical Properties of Ir(ppy)3 
 
The study of ultrafast dynamics in transition metal complexes can give new 
insights into how they behave and help aid in the understanding of how their 
photophysical properties can be controlled.  As has already been discussed in 
Chapter 2, the ultrafast photophysics of transition metal complexes – primarily 
ruthenium and iron centred complexes – have been studied in some detail.1-8  It 
was surprising therefore that the ultrafast processes in iridium complexes, with 
their advantageous light emitting properties for use in organic light emitting 
diodes (OLEDs), had not received a great deal of attention, with only a solitary 
transient absorption measurement having been reported.9 
 
The prototypical iridium complex fac-tris(2-phenylpyridine) iridium(III) 
[Ir(ppy)3], its structure shown in Figure 4.1a, is a good candidate material to begin 
understanding the ultrafast dynamics of these complexes.  The relatively simple 
chemical structure of the ligands, a connected phenyl and pyridine moiety, 
coupled with its wide usage in high efficiency green OLED devices10 gives rise to 
a strong interest in the properties of this material. 
 
The chemical structure of the Ir(ppy)3 molecule itself is found to exist in two 
isomers, facial and meridional, as shown in Figure 4.1.  The material is found to 
be more thermodynamically stable in the facial isomer which is fortuitous as the 
meridional isomer has very low luminescence efficiency and is thus of less use in 
photophysical studies and devices.11  The facial isomer is exclusively the one that 
is used in these studies.  The molecule itself forms a three-fold symmetry three 
bladed “propeller shape”.12 
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Figure 4.1.    Chemical structure of the two isomers of Ir(ppy)3.  a) facial tris(2-
phenylpyridine) iridium(III) and b) meridional tris(2-phenylpyridine) iridium(III).  
The complex used exclusively in these studies is the facial isomer due to greater 
thermodynamic stability and high luminescence efficiency. 
 
 
The steady state optical absorption and photoluminescence (PL) spectra of 
Ir(ppy)3 dissolved in tetrahydrofuran are shown in Figure 4.2.  The absorption 
spectrum shows features typical of a transition metal complex, with strong 
ultraviolet absorption features (< 300 nm) assigned to pi-pi* ligand centred 
transitions, a weaker absorption band (325-450 nm) representing singlet metal-
ligand charge transfer (1MLCT) transitions and finally the weakest absorption 
feature (475-525 nm) is assigned as a triplet 3MLCT transition, weak because it is 
only partially spin-allowed.12-16  The PL spectrum of Ir(ppy)3 shows a relatively 
featureless emission band lacking any significant vibronic structure with a PL 
peak at 505 nm. 
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Figure 4.2.    Absorption and photoluminescence spectra of Ir(ppy)3 in THF at 
room temperature.  Traditional assignments of the main absorption features are 
shown, from high to low energy: 250-300 nm pi-pi* ligand centred transitions, 325-
425 nm singlet metal-ligand charge transfer transitions and finally 475-525 nm 
partially spin-allowed triplet metal-ligand charge transfer transitions. 
 
 
Upon formation of the metal-ligand charge transfer state with optical excitation a 
5d orbital iridium electron moves out onto one of the ligands of the molecule.  
Theoretical calculations show that the lowest unoccupied molecular orbital in 
Ir(ppy)3 tends to localise on one ligand17 and this is consistent with experimental 
results found in a similar ruthenium complex.5  Time-dependent density 
functional theory (TDDFT) calculations on Ir(ppy)317-20 show a very high density 
of excited electronic states exist (70 states in the first eV).  These calculations 
provide a more nuanced attribution of electronic states than are nominally 
experimentally assigned, where definitive pi-pi*, 1MLCT or 3MCLT transitions are 
generally specified as in Figure 4.2 above.  The TDDFT work indicates that 
instead the MLCT states are in fact best represented by a mixture of states of 
different character.  In Ir(ppy)3 the MLCT states are calculated to have only 
around 50% iridium 5d electron character with the other half coming from pi 
atomic orbitals on the ligand, best viewed as the highest occupied molecular 
orbital consisting of mixed 5d and pi character while the lowest unoccupied 
molecular orbital is purely pi*.17, 18  Efficient phosphorescence is facilitated due to 
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strong spin-mixing between allowed singlet and formally forbidden triplet MLCT 
states.  In Ir(ppy)3 calculations indicate that the lowest 3MCLT state comprises 
20-50% 1MLCT character and 50-80% triplet character.19 
 
Upon photoexcitation of the 1MCLT state the population quickly moves to the 
lowest 3MCLT state before emitting on the microsecond timescale with a natural 
lifetime of 1.1 µs.21  The photoluminescence quantum yield (PLQY) of the 
material in dilute solution has been found to be very high, 90%,21 hence the 
natural lifetime is also very close to the radiative lifetime.  In studies by 
Finkinzellar and Yersin the electronic structure of the lowest 3MLCT state was 
observed with very high spectral resolution at low temperatures and high 
magnetic fields to observe the zero-field splitting (ZFS) that occurs due to spin-
orbit coupling (SOC).22  They observed that the lowest 3MLCT state in Ir(ppy)3 
was in fact made up of three electronic substates, III, II and I – with state II sitting 
70 cm-1 below III and state I 13.5 cm-1 below II, as shown in Figure 4.3.  The top 
substate, III, was found to be responsible for observed room temperature 
phosphorescence, with the radiative rates of the lower and lowest states being ten 
and one hundred times slower respectively. 
 
 
Figure 4.3.    Schematic of the three electronic substates of the lowest 3MLCT 
state, indicating energy spacing (in wavenumbers) and radiative rates of the three 
substates.  Figure from reference 22.  Reproduced with permission of the rights 
holder. 
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As already mentioned, previous ultrafast studies of Ir(ppy)3 have been scarce, 
however one study by Tang and co-workers9 observed that the formation of the 
3MLCT state was completed within or with around a time constant of 100 fs, i.e. 
this is an upper limit on the time constant of intersystem crossing (ISC).   
 
4.3  Ultrafast Luminescence Dynamics 
 
In the work conducted ultrafast luminescence dynamics were recorded in Ir(ppy)3 
using the upconversion technique as described in Chapter 3, with all 
measurements performed at room temperature.  Solutions of the material were 
prepared by dissolving 0.25 mg/ml of the material in toluene and 1 mg/ml in THF, 
the higher concentration in THF being accounted for by the higher solubility of 
Ir(ppy)3 in this solvent.  Absorption and PL spectra of both solutions are shown in 
Figure 4.4.  All measurements were done in fully aerated solutions, i.e. not 
degassed to remove oxygen.  Presence of oxygen in iridium complex solutions 
leads to quenching due to triplet-triplet energy transfer between the 3MLCT state 
of the excited iridium complex and the ground state of oxygen.21  Quenching leads 
to a reduction in the excited state lifetime from 1.1 µs to a few nanoseconds, 
however this is of no consequence for the time ranges that are being studied here 
as oxygen quenching occurs on much longer timescales.  In addition to the 
practical problems introduced by degassing solutions (rotating sample cells are 
filled by hand and would be difficult to manage in an oxygen free environment) 
the long-lived luminescence quenching is of benefit to the measurements being 
performed as it actually helps increase the signal to noise on the time-scales of 
interest.  Excitation of the solutions is performed with an 80 MHz pump, i.e. a 
pulse arrives to excite the sample every 12 ns.  In the upconversion technique all 
luminescence that is longer than 12 ns is upconverted at all times (i.e. when the 
next excitation pulse arrives luminescence derived form the previous one is still 
being produced) and hence appears as a constant background on all ultrafast 
dynamics.  The less long lived background (with its associated noise) there is the 
better the S/N of the femtosecond dynamics being measured will be. 
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Figure 4.4.    Steady state absorption and normalised photoluminescence spectra 
(λex = 400 nm, arrow) of Ir(ppy)3 solutions in tetrahydrofuran (solid lines) and 
toluene (dashed lines) on samples used in ultrafast experiments. 
 
 
Variation of the solution concentration of the samples being studied was also 
checked, with no difference in observed ultrafast kinetics found for toluene from 
0.25 mg/ml down to 0.04 mg/ml, as shown in Figure 4.5 for ultrafast 
luminescence measured at 480 nm – the lower signal to noise on the low 
concentration sample is as a result of the difficulty in measuring such low levels 
of light, demonstrating why higher concentrations were generally preferred. 
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Figure 4.5.    Comparison of ultrafast luminescence detected at 480 nm of Ir(ppy)3 
in toluene for two different concentrations, 0.04 mg/ml (open circles and black 
line) and 0.25 mg/ml (closed squares and red line).  The two are, within noise 
limits, showing the same kinetic profile, indicating that the concentration in this 
range has no affect on ultrafast dynamics. 
 
 
With 400 nm excitation the 1MLCT manifold is accessed and decay dynamics are 
observed at a number of wavelengths.  Luminescence kinetics at 500 nm (peak of 
the steady state PL spectrum) and at 560 nm (red-side of PL) in THF are shown in 
Figure 4.6.  Firstly it is noted that dynamics at 500 and 560 nm are the same, 
indicating that the same emitting species is responsible for ultrafast luminescence 
at both wavelengths, therefore kinetics in this window can be averaged to give 
better signal to noise.  Fitting to an average of all kinetics recorded in the 500-560 
nm window is shown as a solid line when convolved with the instrument response 
function (IRF) (dotted line).  Three characteristic features can be seen in the 
kinetics, there is an initial fast decay component which fits best to a time constant 
of 230 fs (with a  pre-exponential factor of 49%, i.e. 49% of total amplitude), a 
slower decay component of 3 ps (24%) and finally substantially slower 
nanosecond emission (27%). 
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Figure 4.6.    Ultrafast luminescence kinetics of Ir(ppy)3 dissolved in THF at λex = 
400 nm.  Dynamics are recorded at 500 nm (open circles) and 560 nm (closed 
squares).  The dotted line indicates the instrument response function, IRF, (222 fs 
FWHM).  The solid line indicates the best-fit of 230 fs (49% of total amplitude), 3 
ps (24%) and a nanosecond offset (27%) when convolved with the IRF. 
 
 
When one observes dynamics at slightly higher energy, however, the situation is 
substantially changed.  Shown in Figure 4.7 are the luminescence kinetics 
observed at 490 nm, and it can be seen that the fast decay has become faster and 
now accounts for a larger amount of the overall decay amplitude.  Fitting to the 
490 nm data (solid line) indicates that the fast component is now 150 fs and 
represents 88% of the overall decay and a slower 3 ps component which exists 
with 12% of the total amplitude. 
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Figure 4.7.    Ultrafast luminescence kinetics of Ir(ppy)3 dissolved in THF at λex = 
400 nm.  The dynamics are recorded at 490 nm with the IRF shown as a dotted 
line (222 fs FWHM).  The solid line indicates the best-fit decay of 150 fs (88%) 
and 3 ps (12%) when convolved with the IRF. 
 
 
To identify if the solvent had any effect on the ultrafast dynamics toluene was 
used and the same wavelengths were recorded.  Comparison between the toluene 
and THF data in the window corresponding to steady state emission (500-560 nm) 
in the first 3 ps is shown in Figure 4.8 and out to 18 ps in Figure 4.9.  It can be 
seen that no differences in dynamics are observed, with the data from both 
solvents fitting to the same decay time constants and amplitudes. 
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Figure 4.8.    Averaged luminescence kinetics of Ir(ppy)3 at λex = 400 nm in the 
500-560 nm detection window (data averaged from 500, 520 and 560 nm scans) 
representing steady state PL.  The open circles show data for Ir(ppy)3 dissolved in 
THF and the closed squares show it dissolved in toluene.  The dotted line 
represents the IRF (222 fs FWHM).  The solid line indicates the best-fit when the 
overall averaged data is convolved with the IRF and has decay time constants of 
230 fs, 3 ps and a nanosecond offset as previously quoted.  
 
 
 
Figure 4.9.    Averaged luminescence kinetics of Ir(ppy)3 at λex = 400 nm in the 
500-560 nm detection window, as detailed above in Figure 4.8, out to 18 ps. 
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Comparison of dynamics in toluene and THF was also made at higher detection 
energy, 490 nm in THF and 480 nm in toluene, with the kinetics and fit shown in 
Figure 4.10.  No discernable difference can be made between the two sets of 
decays. 
 
 
Figure 4.10.    Comparison of luminescence kinetics on the high energy side of 
the steady state PL of Ir(ppy)3 dissolved in toluene (open triangles) and THF 
(closed triangles).  The solid line is the best-fit when the data is convolved with 
the IRF and represents decays of 150 fs (88%) and 3 ps (12%). 
 
 
4.4  Ultrafast Transient Absorption Dynamics 
 
Pump probe techniques can give detailed insight into the excited state dynamics 
occurring in optically active materials.  It was of strong interest to complement the 
information derived from luminescence studies on a material with transient 
absorption measurements to enable better assignment of the observed dynamics.  
The pump probe transient absorption setup used in this work has been described 
in detail in Chapter 3.  The rotating sample cell used in these studies was the same 
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as used in the luminescence work and enabled direct comparisons between the 
two techniques to be made on the same solution. 
 
Ultrafast transient absorption dynamics of Ir(ppy)3 dissolved in THF were of 
interest to see if any of the same features that are observed in the ultrafast 
luminescence work appear in the TA measurements.  Pumping at 400 nm and 
probing at a range of wavelengths in the 500-950 nm region always produced a 
positive signal, i.e. an increase in the sample’s absorption, indicative of excited 
state absorption (ESA) from the excited state to higher optically active states. 
 
Observed TA signals in the first 2 ps with 500 and 900 nm probe wavelengths are 
shown in Figure 4.11, the absolute absorbance values are deduced by noting the 
absolute signal values at 5 kHz and 2.5 kHz on the lock-in amplifiers.  The 
transient state at both probe wavelengths is found to form within the instrument 
limit of the setup (i.e. < 100 fs) and there are then no further dynamics recorded.  
A stable transient state thus appears to form and TA signals at longer times 
indicate that it is then completely stable, with dynamics (or rather lack of them) 
out to 40 ps shown in Figure 4.12. 
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Figure 4.11.    Ultrafast transient absorption kinetics of Ir(ppy)3 dissolved in 
THF recorded with λpump = 400 nm and probe wavelengths of 500 nm (closed 
squares) and 900 nm (open circles).  The 900 nm probe data amplitudes have been 
multiplied by 4 to enable easier plotting.  The instrument response function of the 
TA setup is shown as a dotted line, 185 fs FWHM. 
 
 
 
 
Figure 4.12. Transient absorption kinetics out to 40 ps recorded with λpump = 
400 nm and probe wavelengths of 500 nm (closed squares) and 900 nm (open 
circles).  The 900 nm probe data amplitudes have been multiplied by 4 to enable 
easier plotting.  The transient state is found to be unchanging out to at least 40 ps. 
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While there is no change observed between 500 and 900 nm probe wavelengths 
there is a notable difference in the signal strength, with 500 nm signal levels being 
approximately 4 times higher than at 900 nm.  Recording the signal levels with 
different probe wavelengths can therefore enable the excited state absorption 
spectrum to be reconstructed, and this is shown in Figure 4.13. 
 
 
Figure 4.13. Reconstructed excited state absorption spectrum of Ir(ppy)3 in THF 
with λpump = 400 nm.  The probe wavelengths are varied and the signal intensity at 
each is recorded to enable reconstruction of the ESA spectrum. 
 
 
It can be seen that the ESA spectrum shows a strong absorption at short 
wavelengths.  This reduces consistently as one moves out to longer wavelengths 
before leaving a long tail of residual ESA out in the infra-red. 
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4.5  Interpretation of Ultrafast Dynamics 
 
The recorded measurements in femtosecond luminescence and transient 
absorption experiments give a significant amount of information on the processes 
occurring in the first moments after excitation in Ir(ppy)3. 
 
With 400 nm excitation the absorption spectrum (Figure 4.4) indicates that the 
1MLCT state is directly accessed.  The intersystem crossing event from the singlet 
to triplet MLCT states is anticipated to be fast.9  Instantaneous formation of the 
transient signal is found and then no change is observed on a long timescale, far 
longer than the ISC time would be.  Two possible interpretations of this data can 
be presented, either the ISC event occurs inside the instrument response time of 
the transient absorption setup, (i.e. less than 100 fs), or there is significant overlap 
of the singlet and triplet MLCT excited state absorption spectra, i.e. no dynamics 
would be visible in the TA signal of the ISC event. 
 
Comparison with luminescence data provides a stark contrast, where two distinct 
decay processes are clearly visible, one fast (femtoseond) and one slower 
(picosecond).  The immediate question to pose, therefore, is what these processes 
represent.  The first thing to note is the instantaneous rise of the luminescence 
detected at all wavelengths, indicating that there is no process slower than ~100 fs 
feeding the emitting states – this is especially telling on the 500-560 nm steady 
state PL window which consists of 3MLCT emission, and so indicates that the ISC 
event will be fast.  The similarity of the 230 fs decay across the steady state PL 
spectrum, with the same decay found at both 500 and 560 nm in two different 
solvents (Figure 4.6, Figure 4.8 and Figure 4.9) indicate that this decay must 
represent some process within the 3MLCT manifold.  One might anticipate that 
there could be some residual imprint of 1MLCT emission on the peak of the PL 
spectrum, but it would seem highly unlikely that there could be any 1MCLT 
emission at over 0.5 eV from the nearest singlet state at 560 nm – since with fast 
ISC with a time constant of < 100 fs the population of the 1MLCT state would be 
depleted before emission with a  time constant of 230 fs could occur.  1MLCT 
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emission even on the peak of the PL can be ruled out when the amplitudes of the 
femtosecond decay are taken into account – being identical to those at 560 nm, i.e. 
if there was additional emission it should show up as enhanced amplitude of 
femtosecond decay.  It is therefore concluded that the 230 fs decay represents 
some process occurring within the 3MCLT manifold. 
 
The slower picosecond process is consistently found to have a time constant of 3 
ps and can be assigned to vibrational cooling of the hot 3MLCT state to the 
surrounding solvent molecules.  No dynamics on the picosecond timescale are 
observed in the transient absorption data, giving further support to this process 
being vibrational rather than electronic.  The observed 3 ps time constant was 
found to be independent of whether toluene or THF was used, indicating that the 
cooling time is insensitive to the local solvent structure due to polarity.  
Picosecond time constants similar to the value reported here that were assigned to 
vibrational cooling to the surrounding solvent molecules have been found in 
ruthenium complexes.3, 23, 24   
 
The femtosecond and picosecond processes have therefore been identified as 
representing dissipation events within the 3MCLT manifold.  Closer inspection of 
the nature of the lowest 3MLCT state, consisting of three closely spaced electronic 
substates due to zero-field splitting of the lowest 3MCLT state, can allow 
assignment of the decay features.  As previously mentioned in Section 4.2, the 
energy spacing between the substates have been reported22 and it was found that 
only the top substate is responsible for observed emission, the two lower substates 
being essentially storage wells for the excited state population.  With a general 
cascade model, as shown in Figure 4.14, the relaxation to the lowest 3MLCT state 
proceeds in an orderly manner.  The population will initially access the 1MLCT 
state and then proceed across to the triplet manifold before, it is presumed, 
initially filling the top electronic substate, III. 
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Figure 4.14. Cascade energy level schematic showing that following excitation 
to the 1MLCT state, rapid (< 100 fs) population of the top substate (III) of the 
lowest 3MLCT state will occur. 
 
 
The excited state population is not going to remain completely in this substate 
with two lower and energetically close substates, II & I, available to fill.  
Therefore the population will redistribute to these two lower substates.  If one 
were to apply Boltzmann statistics (equation 4.1) to the outlined situation at room 
temperature and given the known energy spacing between the states the 
population should redistribute with 26% in the top substate, 36% in substate II and 
38% in the bottom substate, as shown on the right-hand side of Figure 4.15. 
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Figure 4.15. Population redistribution from the initially fully populated top 
substate, III, will occur.  The final populations in each substate would be expected 
to follow a Boltzmann distribution, with values as indicated on the right-hand 
side.  Intramolecular vibrational redistribution (IVR) and vibrational cooling on a 
230 fs and 3 ps timescale respectively will facilitate this population redistribution. 
 
 
There should be, therefore, population redistribution, reducing substate III from 
100% to only 26%.  The examination of substate dynamics by Finkinzellar and 
Yersin in a closely related iridium complex,25 again at low temperatures and high 
magnetic fields, helps to confirm the processes observed here.  In the reported 
case relaxation from the top substate to the lower two was found to be instrument 
limited in their experiments (less than 50 ns) at 1.5 K and relaxation amongst the 
lower two states was found to be on the microsecond timescale and was achieved 
by spin-lattice relaxations, again at 1.5 K. 
 
The dynamics observed here, specifically the self-similarity of dynamics across 
the steady state PL region, give good evidence that the 230 fs and 3 ps decay 
processes are likely to be responsible for the relaxation from the top electronic 
substate to the lower two.  Both processes contribute to the dissipation of excess 
energy, dissipation that is required to enable filling of the lower two substates, as 
indicated in Figure 4.15. 
 
It is intriguing that the 230 fs decay process is as slow as it is – the ISC process (< 
100 fs) indicates that very fast relaxation is possible in this complex.  The 230 fs 
time constant has also been observed in other iridium complexes, as detailed in 
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Chapters 5, 6 and 7, and hence appears to be something of a characteristic 
relaxation time from within the lowest 3MLCT state.  When one views the amount 
of energy that is required to be dissipated, however, the explanation becomes 
clear.  Relaxation from substate III to I is only a small amount of energy, ~ 100 
cm-1.  Femtosecond dissipation of energy can occur by intramolecular vibrational 
redistribution (IVR),26, 27 the process of redistribution of energy from high to low 
frequency vibrational modes within a molecule.  When such a small amount of 
energy is required to be dissipated the dissipation will be forced to occur through 
IVR amongst lower frequency vibrational modes, and will thus be slower, 
explaining the measured 230 fs time constant.  It is not possible to separate the 
contributions that the 230 fs and the 3 ps processes will make to facilitate the 
population redistribution amongst the three electronic substates other than to say 
that it is likely that both will contribute. 
 
Long lived phosphorescence in Ir(ppy)3 therefore occurs from the top substate, III, 
of the lowest 3MLCT state, with the population of this state being fed and 
maintained via thermal activation from the two lower, essentially non-emissive 
substates. 
 
Ultrafast luminescence detected at higher energy, above the steady state PL peak, 
Figure 4.10, provides insight into fast relaxation to the lowest 3MLCT state.  It is 
not clear what specific state this relaxation is from, it is possible, given the high 
density of electronic states in iridium complexes19 that this decay is from a higher 
3MLCT state, or it could be just from a vibrationally hot lowest 3MLCT state.  
The specific decay parameters – a faster femtosecond time constant of 150 fs and 
a larger amplitude of femtosecond decay of 88% – indicate that more dissipation 
is occurring by IVR.  The IVR process itself appears to be able to occur faster 
because the relaxation is higher in energy (and thus is dissipating more energy).  
Detection wavelengths on this higher energy side are ~ 1100 cm-1 above the 
steady state PL peak, hence there is a greater amount of energy that is to be 
dissipated, and hence can proceed by IVR amongst higher frequency vibrational 
modes.  If the IVR is able to proceed faster then it can dissipate more energy, and 
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hence less energy is required to be dissipated by slower picosecond vibrational 
cooling to the surrounding solvent molecules, explaining the lower amplitude of 
picosecond decay.  Unfortunately luminescence dynamics at even higher detection 
energies (< 480 nm), which would provide direct luminescence information on 
ISC and singlet MLCT processes, were not accessible in Ir(ppy)3 owing to strong 
Raman signals from the solvents that were produced due to the relatively poor 
solubility of the complex therefore meaning that the solvent scattered more 
excitation light.  Direct luminescence detection at higher energy would have 
enabled a more surefooted assignment of what the 150 fs faster component that 
was detected at 480/490 nm represents, and this was a subject that was pursued 
further with more suitable materials in Chapters 6 and 7. 
 
A general schematic outlining the main observed processes in Ir(ppy)3 can be 
produced as shown, in Figure 4.16. 
 
 
Figure 4.16. General schematic outlining the main observed ultrafast processes 
occurring in Ir(ppy)3.  After initial excitation into the 1MCLT state the population 
undergoes intersystem crossing to the 3MLCT manifold in less than 100 fs.  After 
it reaches the 3MLCT state population redistribution amongst the three electronic 
substates will occur by IVR on a 200 fs timescale and by vibrational cooling to 
the surrounding solvent molecules on a 3 ps timescale.  Finally sitting in the 
3MCLT state the population will radiatively decay to the electronic ground state 
with a lifetime of 1.1 µs. 
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4.6  Conclusions 
 
The results presented here have allowed the earliest moments of the relaxation in 
the triplet MLCT manifold in an iridium complex to be understood for the first 
time.  The material Ir(ppy)3 was chosen as it is a prototypical example of an 
iridium complex and is widely used in OLED devices as an emissive organic 
material. 
 
After initial excitation to the 1MLCT state intersystem crossing to populate the 
3MLCT manifold is found to be very fast (< 100 fs) and is a timescale that is 
consistent with a high degree of mixing between the singlet and triplet MLCT 
states facilitating fast crossing.  After the population moves into the triplet 
manifold it rapidly relaxes to the lowest 3MLCT state.  This was observed by 
looking at the luminescence on the high energy side of the steady state PL peak, 
with the vast majority of the decay (88%) there represented by a time constant of 
~ 150 fs, embodying intramolecular vibrational redistribution (IVR) from high to 
lower frequency vibrational modes to facilitate dissipation of excess energy. 
 
Once in the lowest 3MLCT state the population still shows ultrafast dynamics with 
two decays present, one of 230 fs (49%) and one of 3 ps (12%) with a further 
nanosecond offset (27%).  These dynamics – both their time constants and 
amplitudes – are consistent out onto the red-side of the steady state PL spectrum 
indicating that they are a manifestation of a process from the lowest 3MCLT state 
and not from any higher energy state.  Assignment of these dynamics takes into 
account the fact that the lowest 3MLCT state is actually comprised of three closely 
spaced electronic substates due to zero-field splitting – separated from top to 
bottom substate by ~ 100 cm-1.  Initially the top substate will be fully populated 
and the lower two substates will be empty.  The 230 fs process thus represents 
dissipation of excess energy by IVR and the 3 ps process vibrational cooling to 
the surrounding solvent molecules, both enabling relaxation of the population 
from the top substate to the lower two. 
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5 
Effect of Structural Modification on Ultrafast 
Dynamics in Iridium Dendrimers 
 
 
 
There are two kinds of light – the glow that 
illuminates, and the glare that obscures. 
 
James Thurber, Lanterns and Lances, 1963 
  
  
5.1  Introduction 
 
This chapter presents ultrafast luminescence measurements of iridium complexes 
and dendrimers.  Emission from the prototypical iridium complex Ir(ppy)3 was 
compared with two Ir(ppy)3 cored dendrimers, and the differences in the 
relaxation rates were monitored.  Dissipation of excess energy is facilitated by 
intramolecular vibrational redistribution (IVR), and it was found that the larger 
dendrimers helped to dissipate more vibrational energy inside the molecule, 
leaving less to be dissipated to the surrounding solvent molecules. 
 
In Section 5.2 I give a conceptual introduction to the dendrimer class of materials 
that have been utilised in these studies.  In Section 5.3 I give a brief outline of the 
mechanism of intramolecular vibrational redistribution and discuss the traditional 
techniques that are used to observe it.  In Section 5.4 I present and discuss the 
basic photophysical properties of the dendrimers that have been used, and this 
then follows with the presentation of the main ultrafast luminescence 
measurements in Section 5.5 and pump-probe measurements in Section 5.6.  In 
Section 5.7 I give interpretation and provide discussion on the ultrafast dynamics 
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and the implications for the study of IVR in large polyatomic molecules.  Finally 
in Section 5.8 I provide the conclusions found in this piece of work. 
 
5.2  Dendrimers: A Modular Chemical Concept 
 
Dendrimers are a class of materials that utilise significant branching of common 
units in their molecular design to enable the realisation of unique chemical 
structures.  The design of the molecules can be thought of as similar to a tree-
branch-like patterning, with dendrons rapidly branching away from a central core, 
with each branch branching again, with the number of levels of branching being 
called the “generation” number.  Dendritic structures can be found in nature, with 
the symmetrical branching structure of some snow crystals, Figure 5.1, being 
emblematic of the form. 
 
 
Figure 5.1.    Photograph of a snow crystal, entitled “Snow Crystal 13” by Wilson 
Bentley,1 representing the branching dendritic nature of some water ice crystals.  
Colour inverted for ease of reproduction. 
 
 
In applying the dendritic principles to light emitting materials the idea is to 
capitalise on the advantageous control of properties that dendrimer molecules 
provide to enable design of materials that have modular and customisable 
properties.  The basic modular structure of a light emitting dendrimer can be 
broken down into three components, as shown in Figure 5.2, namely a core (1) 
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that defines the light emitting properties, dendrons (2) that provide spatial 
separation between cores, controlling the core-core interactions, and surface 
groups (3) that define how the molecule interacts with its environment, e.g. to aid 
solubility, give chemical sensing of the local environment or to attract or repel 
other dendrimer molecules surrounding it. 
 
 
Figure 5.2.    Schematic of the constituent parts of a dendrimer molecule.  (1) The 
core at the centre, in light emitting materials this is generally the emitting 
component.  (2) Dendrons providing the branches that define core-core spacing 
and interactions.  (3) Surface groups that control how the dendrimer interacts with 
its environment. 
 
 
The application of dendrimer chemical structures to light emitting materials was 
first pursued by Samuel and Burn, initially with fluorescent materials2 and then 
subsequently with phosphorescent transition metal complexes.3-6  The motivations 
for using phosphorescent dendrimers are numerous.  Small molecule iridium 
complexes traditionally used in phosphorescent organic light emitting diodes have 
limited solubility and thus are conventionally thermally evaporated onto device 
substrates, a potentially time-consuming and complex process, especially when 
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the aim is to impart a high degree of detail in a device such as would be found 
with pixel patterning in a high resolution display.  Dendrimers offer up the ability 
to attain high material solubility by choosing surface groups that enable high 
solution concentrations to be prepared.  With high concentration solutions the 
material can then be solution processed and be deposited onto the substrate by 
spin-casting or ink jet printing methods, offering the ability to lay down organic 
material with high levels of intricacy in a fast, cheap and efficient manner, 
maintaining control of the film-forming properties, intermolecular interactions 
and solubility by simple chemical modification of the dendrimer.  These 
advantages have enabled the worlds most efficient solution processable OLED to 
be fabricated utilising a dendrimer as the emissive material.6  The other key 
advantage of dendrimers is the ability to control the intermolecular spacing 
between chromophores.  Traditionally the emissive material in an OLED is doped 
in a host matrix to reduce self-quenching of generated excitons.  In dendrimers 
there is the ability to control how close each light emitting core is to its nearest 
neighbour by controlling the length and chemical nature of the spacing dendrons 
on the molecule.3  Charge transport and morphological properties of the 
dendrimer can also be controlled by chemical engineering of the dendrons.7-9 
 
Looking specifically at phosphorescent iridium dendrimers, the general chemical 
structure of a first generation iridium dendrimer is shown in Figure 5.3, the 
Ir(ppy)3 core is shown in green, the bi-phenyl dendrons in blue and the 2-
ethylhexyloxy surface groups in red. 
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Figure 5.3.    Assignment of iridium cored dendrimer components.  Shown in 
green is the central light emitting iridium core.  In blue are the dendrons that 
spatially separate the cores, and in red are the surface groups that control 
solubility and environmental interactions. 
 
 
In this work the key advantages of the dendrimer materials is the ability to make 
chemical additions to the molecule without necessarily changing the excited state 
electronic properties of the material, and their high solubility.  As briefly touched 
upon in Chapter 4, limited solubility of iridium complexes can hamper the 
ultrafast photophysics that is able to be observed.  Low concentration solutions 
lead to the unfortunate and unintended generation of a significant amount of 
Raman signals from the solvent, hence with 400 nm excitation measurements of 
ultrafast luminescence are restricted to wavelengths of 480 nm and longer unless 
the dynamics observed < 480 nm are significantly slower than the instantaneous 
signals generated by Raman shifts to enable separation of the two components.  
Since luminescence becomes faster as one moves to higher energy in iridium 
complexes this precluded any ability to look < 480 nm.  Iridium cored dendrimers, 
however offer up the possibility of creating high concentration solutions that can 
enable the observation of Raman free luminescence dynamics at wavelengths 
below 480 nm. 
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5.3  Intramolecular Vibrational Redistribution 
 
An introduction to intramolecular vibrational redistribution (IVR) is provided in 
Chapter 2, but to briefly restate, IVR is a (predominantly) ultrafast vibrational 
dissipative mechanism that involves redistributing vibrational energy, both 
spatially over the molecule and from high to lower frequency vibrational modes.  
Methods of observing IVR in the time-domain have generally relied on complex 
experimental techniques, principally in the gas phase.  Time-resolved 
fluorescence,10 pump-probe spectroscopy,11 time-resolved stimulated emission 
pumping12-14 and Raman spectroscopy15, 16 have all been applied to the study of 
IVR.  Ultrafast luminescence measurements have made use of the dynamical shift 
of the photoluminescence (PL)17 as well as directly detected luminescence18 to 
monitor IVR.  The aforementioned techniques suffer from assignment difficulties, 
especially in the condensed phase, where spectral dynamics can easily be affected 
by solvation or matrix reorganisation.  In large many atom molecules broad 
spectral features make assignment using these techniques even more difficult 
owing to the small changes being looked for amongst broad features. 
 
As described in Chapter 4, however, IVR can be identified and easily observed in 
iridium complexes.  Observation of the ultrafast luminescence in iridium 
complexes can thus provide a simple unambiguous methodology for observing 
IVR, contrasting with the complex and specific treatments described above.  This 
concept drove the work described in this chapter, where iridium dendrimers were 
used to observe how IVR changes with the addition of the dendrons as compared 
to the Ir(ppy)3 core alone. 
 
5.4  Photophysical Properties of Iridium Cored Dendrimers 
 
Two first generation iridium cored dendrimers were studied, G1M and G1P, and 
were compared against Ir(ppy)3, the parent core that is also part of them both.  All 
three chemical structures are shown in Figure 5.4.  G1M and G1P are different 
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only in the attachment of the dendrons onto the phenyl moiety of the Ir(ppy)3 
core, with M attaching at the meta position and P at the para.  It was of interest to 
see what, if any, difference the connection point would make to the ultrafast 
dynamics. 
 
 
Figure 5.4.    Chemical structures of the three iridium complexes under 
investigation.  The first generation Ir(ppy)3 cored dendrimers, G1M and G1P are 
shown, with the only difference being the bi-phenyl dendron connection to the 
ligand phenyl, either at meta (M) or para (P) positioning.  The Ir(ppy)3 core is 
also shown. 
 
 
The materials were dissolved in THF and concentrations used for the dendrimers 
were 3 mg/ml for G1M and 4 mg/ml for G1P.  These concentrations were chosen 
to have similar absorbance to the 1 mg/ml Ir(ppy)3 solution that they were being 
compared with.  As already discussed, dendrimers have the advantage of being 
able to be dissolved to much higher concentrations, and this was utilised in studies 
on the high energy side (< 480 nm) where concentrations of ~ 10 mg/ml were 
used.  The ultrafast luminescence from the high concentrations used here were 
checked against lower concentration solutions of the same dendrimer materials 
and dynamics were found to be identical, indicating that there were no additional 
effects caused by the high concentration, as shown in Figure 5.5, where G1M in 
THF is compared at three concentrations at a detection wavelength of 490 nm, 
with no difference in kinetics being observed. 
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Figure 5.5.    Comparison of ultrafast luminescence kinetics for G1M in THF at a 
detection wavelength of 490 nm with variation of solution concentration.  Open 
circles represent 1 mg/ml, closed squares 3 mg/ml and closed triangles 8 mg/ml.  
No differences in the kinetics are observed across this concentration range. 
 
 
Optical absorption and photoluminescence spectra of the three materials under 
investigation are presented in Figure 5.6.  It can be seen that G1M shows very 
similar spectral features to Ir(ppy)3, with only a slight shift in the PL peak (5 nm) 
which can likely be accounted for by solvatochromic shifting – the larger 
dendrimer and its surface groups will interact slightly differently with the 
surrounding THF solvent molecules.  G1P, however, does show different spectral 
features, there is a more featureless absorption spectrum in the 1MCLT region – 
this is shown more clearly in a normalised plot in Figure 5.7 for comparison – and 
a red-shifted PL (10 nm from G1M).  The changes in G1P compared to G1M can 
be accounted for due to the structural alteration.  In G1M the dendron connected 
at meta leads to a 72° angle between the phenyl of the ligand and the bi-phenyl of 
the dendron, mostly breaking electron delocalisation and therefore confining the 
excited state to the core, giving rise to the observed Ir(ppy)3 like spectral 
properties.  In G1P, however, the dendron is connected at para, and so there is 
linearity between the phenyls of the core and dendron.  This allows the excited 
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state delocalisation to extend a little onto the dendron, explaining the slightly red-
shifted PL and altered electronic properties. 
 
 
Figure 5.6.    Optical absorption and photoluminescence spectra for the three 
complexes under study.  Ir(ppy)3 is shown as black dotted lines, G1M as solid 
blue lines and G1P as green dot-dashed lines.  All materials are dissolved in THF 
at concentrations quoted in the text.  The arrows indicate the detection wavelength 
at 140 meV above the PL peak for each material. 
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Figure 5.7.    Normalised optical absorption spectra for the three materials under 
study.  Ir(ppy)3 is shown as a dotted line, G1M (solid) + 0.1 offset in the y-axis for 
clarity and G1P (dot-dashed) + 0.2 offset. 
 
 
5.5  Ultrafast Luminescence Dynamics 
 
Observation of ultrafast luminescence with the two studied dendrimers can allow 
relaxation mechanisms in iridium complexes to be better understood.  To establish 
the processes that were occurring luminescence was monitored on the peak of the 
PL spectrum and on the red-side for both G1M and G1P and was found to behave 
identically to the dynamics observed in Ir(ppy)3 that were detailed in Chapter 4, 
namely a decay of 230 fs representing 49% of the total decay, 3 ps (27%) and a 
nanosecond offset (24%).  Kinetics on the peak of the PL for G1M and G1P are 
shown in Figure 5.8. 
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Figure 5.8.    Ultrafast luminescence measurements in the steady state PL region 
of G1M (closed circles, 520 nm, and open triangles, 560 nm) and G1P (closed 
squares, 540 nm).  The dotted line indicates the instrument response function (260 
fs FWHM).  The solid line indicates the best-fit when the kinetics are convolved 
with the IRF, and gives time constants of 230 fs (49% of amplitude), 3 ps (27%) 
and a nanosecond offset (24%). 
 
 
Features on the peak of the PL, representing emission from the lowest 3MLCT 
state can be easily compared across different materials as it is certain that the 
same state is being looked at.  At higher energy, however, a standard metric needs 
to be established to enable comparison.  Raman signals in Ir(ppy)3 define that ~ 
480 nm is as high a detection energy that can be safely recorded in this material, 
and so this provided an upper bound on detection energies when wanting to 
compare dynamics in the dendrimers against Ir(ppy)3.  A value of energy above 
the PL peak of ~ 140 meV, i.e. emission from a position 140 meV above the 
relaxed 3MLCT state, was chosen as a standard comparison value across the three 
materials.  This equates to 485 nm detection wavelength in Ir(ppy)3 and so should 
not show any Raman signals.  A comparison of the ultrafast luminescence 
dynamics of Ir(ppy)3 (at 485 nm), G1M (490 nm) and G1P (500 nm), all dissolved 
in THF, at 140 meV above the PL peak is shown in Figure 5.9. 
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Figure 5.9.    Ultrafast luminescence recorded at detection energies of 140 meV 
above the PL peaks of Ir(ppy)3 (open squares), G1M (closed triangles) and G1P 
(open diamonds), all in THF.  The dashed line is the IRF (260 fs FWHM).  The 
solid lines indicate the best-fits for the two datasets, with time constants of 150 fs 
and 3 ps fitting to both systems.  The amplitudes, however, vary, with Ir(ppy)3 
giving 150 fs (88%) and 3 ps (12%) while for the dendrimers 150 fs (94%) and 3 
ps (6%).  Copyright American Chemical Society 2008,19 reproduced with 
permission of the rights holder. 
 
 
Kinetics in the dendrimers best fit to time constants of 150 fs and 3 ps, the same 
as Ir(ppy)3, however the amplitudes are different, with 94% of the amplitude 
constituting the femtosecond decay in the dendrimers with the remainder 
consisting of the picosecond decay, whereas in Ir(ppy)3 only 88% of the total 
amplitude is represented by the femtosecond component.  To test for any solvent 
dependence of dynamics the luminescence was recorded at 140 meV above the PL 
peak in G1P in toluene and the kinetics were found to be identical to those in 
THF, with a comparison shown in Figure 5.10. 
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Figure 5.10. Ultrafast luminescence at a detection energy of 140 meV above the 
PL peak of G1P dissolved in THF (open diamonds) and toluene (closed circles).  
The dotted line indicates the IRF (260 fs FWHM).  The solid line indicates the 
best-fit, with dynamics best represented by 150 fs (94%) and 3 ps (6%) decays. 
 
 
As previously mentioned, a significant advantage of dendrimers in this study is 
the ability to produce high concentration solutions, therefore enabling Raman free 
observations at higher energy.  It was thus possible to confidently observe 
luminescence at higher energies, and this was done in G1P and G1M at 480, 470 
and 460 nm in solutions that were typically ~ 10 mg/ml.  Dynamics at 460 nm are 
shown for G1M in THF in Figure 5.11. 
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Figure 5.11. Ultrafast luminescence dynamics at 460 nm detection in G1M.  
The dotted line is the IRF (260 fs FWHM) and the solid line is the best-fit, giving 
a decay of 70 ± 20 fs. 
 
 
The kinetics at 460 nm best fit to a time constant of ~ 70 fs, representing 100% of 
the decay, however the signal to noise is such that this number cannot be stated 
with a high degree of confidence, with time constants ± 20 fs giving an acceptable 
fit. 
 
5.6  Ultrafast Transient Absorption Dynamics 
 
Pump probe experiments were carried out with an experimental setup as described 
in Chapter 3 on G1M to see if any of the luminescence dynamics could be 
observed in transient absorption processes.  Shown in Figure 5.12 is a typical 
transient signal (λpump = 400 nm, λprobe = 500 nm), with a positive amplitude 
indicating excited state absorption rather than stimulated emission.  The dynamics 
(or rather lack of them) are found to be the same as Ir(ppy)3, as discussed in 
Chapter 4, namely an instantaneous formation of the excited state followed by a 
long lived transient signal out to at least 100 ps (not shown).  Instantaneous 
formation of the transient indicates that the absorbing state(s) form in < 100 fs.  
5.  Effect of Structural Modification on Ultrafast Dynamics in Iridium Dendrimers 
 
 
 123 
The strong similarity of the observed dynamics here is not surprising given how 
similar the electronic structures of G1M and Ir(ppy)3 are. 
 
 
Figure 5.12. Transient absorption dynamics (λpump = 400 nm, λprobe = 500 nm) 
for G1M in THF.  Positive signal indicates excited state absorption.  The kinetics 
fit to an instantaneous rise in the signal followed by long lived (nanosecond) 
decay, with the fit shown as a solid line.  The instrument response function (185 fs 
FWHM) is shown as a dotted line. 
 
 
Monitoring the transient signal at different probe wavelengths allows the excited 
state absorption spectrum to be reconstructed, as shown in Figure 5.13.  The 
spectrum shows features similar to Ir(ppy)3, namely stronger absorption at higher 
energy, weakening to a long tail into the infra-red. 
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Figure 5.13. Reconstructed excited state absorption spectrum for G1M in THF 
with λpump = 400 nm and when varying the probe. 
 
 
5.7  Interpretation of Ultrafast Dynamics 
 
The presented femtosecond luminescence measurements enable the ultrafast 
processes in the chosen iridium dendrimers to be compared against their parent 
Ir(ppy)3 core. 
 
Firstly, luminescence across the steady state PL region in the two studied 
dendrimers is found to be the same as in Ir(ppy)3, namely 230 fs and 3 ps decays, 
and assignment of these are made to the same processes, namely IVR and 
vibrational cooling from the top electronic substate of the lowest 3MLCT state to 
the two lower substates.20  It is completely understandable that G1M and Ir(ppy)3 
show identical features on this process as they are essentially electronically the 
same, however it is interesting that G1P, with its definite altered electronic 
structure, also shows the exact same redistribution times and amplitudes amongst 
the lowest 3MLCT substates.  This indicates that the redistribution time is 
relatively insensitive to the specific excited state electronic structure.  It is 
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imagined that what instead would play a larger role in altering the time constants 
of these processes would be the amount of zero-field splitting between the 
substates.  The energy spacing between the substates defines how much 
dissipation is required, and so complexes with the same central co-ordinating 
metal and general ligand structure will likely show similar splitting and hence 
similar redistribution times. 
 
Detecting luminescence at 140 meV above the PL peak in the three materials can 
help elucidate the nature and controlling factors of energy dissipation in iridium 
complexes.  IVR is assigned as the dissipating agent due to the increase in the 
decay rate that is observed as one moves to higher energies (230 fs to 150 fs to 70 
fs).  The identical nature of the decays in solvents of different polarities also rules 
out solvation as a major contributor to the observed decay processes.  At 140 meV 
of excess energy both dendrimers are found to decay with the same time constants 
(150 fs & 3 ps) as in Ir(ppy)3 (Figure 5.9) however the amplitudes are different, 
with 94% of the decay now occurring by the femtosecond process and only 6% by 
picosecond cooling to the solvent – versus 88% and 12% in Ir(ppy)3.  This 
indicates that while the rate of IVR does not appear to increase in the dendrimers 
the amount of energy that is able to be dissipated by IVR does, hence leaving less 
excess energy to be dissipated by the slower picosecond process.  With the 
addition of the dendrons to the molecule one might expect that the rate of IVR 
should increase – more physical matter is available for vibrations to spread to 
within the molecule, and thus the rate should be faster.  Indeed the increase in the 
amount of dissipation by IVR versus vibrational cooling to the surrounding 
solvent molecules does indeed indicate that the extra matter in the dendrimers 
allows greater intramolecular dissipation of energy – the dendrons acting as an 
extra vibrational storage well for excess energy.  The reason however for the lack 
of the observed increase of the rate of IVR can be explained when one looks at 
how the extra matter, the dendrons, that have been added to the Ir(ppy)3 core are 
connected.  Linkage between the phenyl ring of the core and the bi-phenyl of the 
dendron is by a singe C-C bond.  The energy of a C-C stretch vibration is ~ 170 
meV, higher than the 140 meV of excess energy that is being dissipated here.  To 
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deduce what percentage of the C-C stretch vibrational will be thermally activated 
one can apply Boltzmann statistics on the relative energies and it is found that 
only around one-quarter of the C-C stretch vibrations will be activated and thus 
would have a faster rate of IVR.  As this faster rate of IVR would correspond to 
lifetimes < 150 fs, and given that time constants are deconvolved with the 
instrument response function, it would be difficult to fit such a faster time 
constant for 25% of the femtosecond decay with any great degree of confidence.  
The rate increase may exists, but it may just be that the amplitude of emission is 
much more sensitive to the change than the fitted time constants, therefore what is 
observed is mainly an increase in the pre-exponential factor of the femtosecond 
component rather than a shortening of its time constant. 
 
The relaxation rate in G1P is found to be identical to G1M, despite the clearly 
altered excited state electronic structure in G1P.  This gives good support to the 
assignments made here, namely that the relaxation is vibrationally dissipative in 
nature – had this relaxation been dependent on the intersection, number, position 
and structure of excited electronic states this would have presumably showed up 
in the observed dynamics of G1P given its differing electronic properties.  The 
second conclusion that can be drawn from the G1P observations is that the 
vibrational flow is likely dependent on the C-C bond connecting the core to the bi-
phenyl of the dendron.  G1P still has that C-C connection, but it is now at para 
position on the phenyl of the ligand, indicating that it is not the meta positioning 
in G1M that stops the increase in the rate of IVR, but rather the connecting C-C 
bond itself. 
 
The dendrimer systems can thus be thought of as giving extra physical matter for 
the acceptance of vibrational energy within the molecule, and a schematic of the 
vibrational energy flow out onto the dendrons is shown in Figure 5.14. 
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Figure 5.14. Schematic of vibrational energy flow in G1M, with arrows 
showing the flow of vibrational energy within the phenyl-pyridine ligand and then 
out onto the bi-phenyl dendron. 
 
 
The utilised technique of ultrafast luminescence measurements with iridium 
complexes can therefore provide a straight forward and unambiguous 
methodology for observing and interpreting IVR in large polyatomic molecules.  
Simple chemical modification of the structure – that either does or does not alter 
the excited state electronic properties of the material – such as that which occurs 
in dendrimer systems, can enable the flow of vibrational energy to be monitored. 
 
As mentioned previously, the higher solubility of the dendrimer materials allowed 
larger concentrations to be made and so higher energy dynamics (< 480 nm) to be 
explored, free from Raman signals.  Dynamics at 460 nm in G1M, Figure 5.11, 
show a decay that is ~ 70 ± 20 fs.  Looking at the absorption spectrum for this 
detection wavelength in G1M, Figure 5.6, shows a pronounced shoulder ~ 460 
nm, indicating a second electronic state.  The stronger absorption, coupled with 
the higher energy would give good supporting evidence that this state is likely to 
be more singlet in character than the lowest absorption feature (which is assigned 
as the 3MLCT state).  It is thus likely that the luminescence that is observed at 460 
nm originates from the lowest 1MLCT state and hence the 70 fs time constant 
embodies the rate of intersystem crossing (ISC), and indeed this time correlates 
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with a instantaneous formation of the excited state absorption that is observed in 
pump-probe measurements, indicating a formation time of < 100 fs (Figure 5.12).  
However definitive evidence for the exact time constant of ISC is unfortunately 
lacking here. 
 
Monitoring the rate of IVR at different values of excess energy (i.e. values of 
energy above the lowest 3MLCT state – represented by λdet-λPL peak) can enable the 
construction of a plot of excess energy versus IVR rate, as shown in Figure 5.15. 
 
 
Figure 5.15. Scatter plot of excess vibrational energy (λdet-λPL peak) versus IVR 
decay rate for the dendrimers under investigation.  The red line is a guide for the 
eye.  Copyright American Chemical Society 2008,19 reproduced with permission 
of the rights holder. 
 
 
An increase in the rate of IVR is found as one moves to larger values of excess 
energy and in the range 0.1-0.3 eV of excess energy a linear fit of 43 ps-1 eV-1 can 
be made.  As the values of excess energy increase the vibrational density of states 
will also increase21 and this explains the increase in the rate of IVR. 
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5.8  Conclusions 
 
The results presented here have allowed the observation and monitoring of 
vibrational energy flow in a molecule.  IVR, the redistribution of vibrations from 
high to low frequency modes in a molecule, has important roles in a number of 
ultrafast chemical processes.  What controls IVR and how the relaxation process 
can be monitored or influenced is of importance in the field of chemical physics 
and femtochemistry.  Using a series of iridium cored dendrimers it has been 
possible to monitor IVR and track how the dissipation of excess energy is altered 
with the addition of extra physical matter to an Ir(ppy)3 core.  The addition of 
dendrons does not noticeably increase the rate of IVR when monitored at 140 
meV of excess energy that requires dissipation.  At this energy the C-C stretch 
vibration of the bond that connects the phenyl of the core to the bi-phenyl of the 
dendron will only be one-quarter thermally activated and therefore the increase in 
the rate will not be enough to be visible or to be confident in any fitted increase.  
What can be stated with confidence is the increase in the amount of dissipation of 
excess energy by IVR when compared with just the Ir(ppy)3 core at 140 meV of 
excess energy.  In just the Ir(ppy)3 core 88% of the dissipation was achieved by 
femtosecond IVR with 12% by picosecond cooling to the surrounding solvent 
molecules, however in the Ir(ppy)3 cored dendrimers the amount of dissipation 
achieved by IVR increased to 94%, with only 6% left to be dissipated by 
picosecond vibrational cooling.  This result, tested carefully in two different 
dendrimers and with two different solvents, indicates that the extra matter added 
to the molecule in the dendrimers enables more vibrational energy to be dissipated 
by IVR, the dendrons of the molecule acting as heat sinks for the excess energy. 
 
Viewing the dissipation by IVR at higher values of excess energy enabled a 
relationship between the values of excess energy and the rate of IVR to be 
established, with a linear fit in the range 0.1-0.3 eV of excess energy of 43 ps-1 
eV-1 being made. 
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6 
Ultrafast Intersystem Crossing in an Iridium Complex 
 
 
Gie me ae spark o' Nature's fire, 
That's a' the learning I desire. 
 
Robert Burns, First Epistle to John Lapraik, 1785 
  
  
6.1  Introduction 
 
This chapter presents ultrafast luminescence and transient absorption 
measurements that were completed on the red-emitting iridium complex Ir(piq)3.  
Red-shifted electronic features enabled fluorescence to be observed in this class of 
materials for the first time, enabling the rate of intersystem crossing to be 
measured.  At lower luminescence detection energies the time constant for 
dissipation of excess energy by intramolecular vibrational redistribution (IVR) 
was observed and it was found that Ir(piq)3 could dissipate excess energy faster by 
IVR than the smaller prototypical Ir(ppy)3 complex. 
 
In Section 6.2 I discuss in detail the work that has already been published on the 
process of intersystem crossing in transition metal complexes.  In Section 6.3 I 
provide basic photophysical results on the material under study, presenting details 
of its optical absorption and emission features.  In Section 6.4 I present the 
principal ultrafast luminescence measurements that have been performed and in 
Section 6.5 I follow this up with presentation of the ultrafast pump probe results.  
In Section 6.6 I provide discussion on the ultrafast luminescence observations and 
give interpretation of the pump probe dynamics.  Finally in Section 6.7 I give the 
conclusions deduced in this piece of work. 
6.  Ultrafast Intersystem Crossing in an Iridium Complex 
 
 134 
 
6.2  Intersystem Crossing in Transition Metal Complexes 
 
Intersystem crossing (ISC) from singlet to triplet excited states in transition metal 
complexes generally shows very fast behaviour and has thus been an area of 
significant experimental work in recent years.  The strong spin-orbit coupling 
(SOC) caused by the heavy central metal ion leads to very efficient ISC.1  The 
rates of ISC in transition metal complexes have yet to be fully understood.  
Categorising ISC from fast to slow, the process has been found to be in the time 
range of 15-40 fs for ruthenium complexes,2, 3 ≤ 20 fs in iron complexes,4, 5 and 
slower dynamics of 3 ps in platinum complexes6 and 15 ps in copper complexes.7 
 
One might assume that the rate of ISC would correlate with the mass of the 
central ion – the heavier the co-ordinating metal, the faster the ISC.  However, it 
has been found that while this is correct as a broad approximation (ISC in copper 
is certainly slower than in ruthenium) it is not always the case, as ISC in 
ruthenium has been found to be faster than in platinum.  It has therefore been 
speculated that at some certain mass SOC becomes saturated, and the rates of ISC 
are then dependent on some other controlling variable.  
 
Others have even questioned to what extent ISC can actually be an identifiable 
process with such fast relaxation processes in such strongly spin-mixed materials, 
where the lowest triplet state can have significant degrees of singlet character.8  
Some of the most recent work on ISC in transition metal complexes by Chergui 
and co-workers attempted to perform a detailed study on how the rate of ISC 
changed when one of the ligands was altered with different halide atoms.9  What 
was found helped to establish the emerging consensus, that in heavy metal 
complexes where SOC is saturated it is  the structure of the molecule itself that 
controls ISC, as the time constant of ISC was found to vary from 85 to 150 fs with 
variation of a halide ligand from chlorine to iodine.  Analysis of the vibrational 
properties of the material indicated that the ISC rates correlated with the 
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frequency of the metal-halide ligand stretch vibration, giving support to the view 
that it is the molecular structure – and specifically vibrational mechanisms – that 
may control ISC. 
 
Relaxation of higher excited states plays a crucial role in energy and charge 
transfer processes,10 and understanding the nature and rates of relaxation from 
such 1MLCT states may enable more efficient extraction of energy from systems 
employing transition metal complexes.  Intersystem crossing in iridium complexes 
has not been much explored.  Formation of the lowest 3MLCT state has been 
found to be very fast11, 12 when looking at transient absorption data.  Ultrafast 
luminescence experiments – which would give a much clearer assignment of ISC 
– have been limited in iridium complexes due to the generally higher emission 
energy, hence forcing observation of singlet emission to wavelengths that were 
experimentally difficult.  The development and interest in iridium complexes for 
use in organic light emitting diodes (OLEDs) has driven the synthesis of materials 
that can cover the entire visible spectrum,13 therefore red emitting iridium 
materials are available for study.14  This was the pursued direction to enable 
observation of fluorescence, and hence the deduction of ISC rates in iridium 
materials; as if the material has red-shifted emission and all excited state 
electronic features are also red-shifted then the singlet emission region should 
become observable with upconversion spectroscopy. 
 
6.3  Photophysical Properties of a Red Emitting Iridium Complex 
 
The material chosen for the study of ISC in iridium complexes was the 
homoleptic compound tris(1-phenylisoquinoline)iridium(III) – denoted as Ir(piq)3, 
structure shown on the left in Figure 6.1 – which was purchased from American 
Dye Sources Inc..  This material has been successfully used in efficient OLED 
device structures due to its high luminescence efficiency (10% external quantum 
efficiency in a device)14 and appropriate spectral properties for attaining deep red 
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emission suitable for use in full colour displays (Commission Internationale de 
L’Eclairage coordinates 0.68, 0.32).14 
 
 
Figure 6.1.    Chemical structure of the principal material studied, tris(1-
phenylisoquinoline)iridium(III) – denoted as Ir(piq)3, left.  Shown for comparison 
is the prototypical Ir(ppy)3, right. 
 
 
It can be seen that Ir(piq)3 is only slightly different when compared to the 
prototypical Ir(ppy)3 molecule.  The only difference between the materials is that 
Ir(piq)3 contains a phenyl fused onto the pyridine of each ligand so creating the 
isoquinoline moiety. 
 
 
Ir(piq)3 shows relatively poor solubility, similar to Ir(ppy)3, and this is explained 
due to the similar chemical structure of the two materials and the lack of any 
solubility enhancing additions to the molecule.  The material was dissolved in 
THF at a concentration of 1 mg/ml.  The optical absorption and 
photoluminescence (PL) spectra of Ir(piq)3 in THF are shown in Figure 6.2.  It can 
be seen that both the emission (λpeak = 625 nm) and absorption spectra are 
different when compared with Ir(ppy)3 (λpeak = 515 nm).  A direct comparison of 
the red-shifting of the absorption features of Ir(piq)3 compared to Ir(ppy)3 is 
shown in Figure 6.3. 
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Figure 6.2.    Optical absorption and photoluminescence spectra of Ir(piq)3 in 
THF at a concentration of 1 mg/ml.  The arrows indicate detection energies above 
the PL peak (dashed line) and the excitation wavelength (solid line) that studies 
were performed at. 
 
 
 
Figure 6.3.    Normalised optical absorption spectrum of Ir(piq)3 (solid blue line) 
when compared against Ir(ppy)3 (dotted black line) indicating the ~ 0.4 eV red-
shift in features in Ir(piq)3 caused by extra electron delocalisation.  Both spectra 
are normalised to the peak of their MLCT absorption features for ease of 
comparison. 
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The red-shifting of features is a manifestation of the addition of the fused phenyl 
onto the ligands.  This extends the electron delocalisation on the ligands compared 
to what would just be the case in Ir(ppy)3, explaining the 0.4 eV shift in the PL 
peak that correlates with a approximate 0.4 eV shift in each of the MLCT 
absorption features. 
 
Electronic excited states in Ir(piq)3 have been assigned14 along similar lines to 
those features found in Ir(ppy)3 and other iridium complexes.  The lowest 
absorption feature, 575-625 nm, is assigned as the S0 → 3MLCT transition and the 
525-575 nm feature as a S0 → 1MLCT transition, with a least two further 1MLCT 
states in the 375-525 nm region before strongly optically coupled pi-pi* states are 
observed < 375 nm.  400 nm excitation will therefore directly access the 1MLCT 
manifold. 
 
6.4  Ultrafast Luminescence Dynamics of Ir(piq)3 
 
Initial investigation of Ir(piq)3 sought to establish the nature of the ultrafast 
processes that were occurring from the lowest 3MLCT state and thus 
luminescence dynamics were collected on the peak of the steady state PL 
spectrum (625 nm) and are shown in Figure 6.4. 
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Figure 6.4.    Ultrafast luminescence measurement of Ir(piq)3 measured at 625 nm 
(the peak of the steady state emission spectrum).  The dotted line indicates the 
instrument response function (260 fs FWHM) and the solid line indicates the best-
fit of time constants 230 fs (50% of the total amplitude), 3 ps (17%) and a 33% 
nanosecond offset. 
 
 
Two decay processes are observed, namely a 230 fs decay of 50% of the total 
amplitude, 3 ps decay (17%) and a long lived nanosecond offset (33%).  It can 
therefore be stated that the steady state region has the same processes occurring 
that were observed in other iridium complexes (Chapters 4 and 5), namely 
population redistribution amongst the three electronic substates of the lowest 
3MLCT state. 
 
As the same dynamics were observed on the peak of the steady state PL spectrum 
it was hence of interest to recall and implement the vibrational dissipation 
observation that was used previously with dendrimer materials15 (Chapter 5), and 
so luminescence in Ir(piq)3 was recorded at 140 meV of excess energy, which 
corresponds to a detection wavelength of 583 nm.  Kinetics at this value of excess 
energy when compared with Ir(ppy)3 are shown in Figure 6.5, with solid lines 
indicating best-fits for both datasets. 
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Figure 6.5.    Ultrafast luminescence kinetics at a detection energy of 140 meV 
above the PL peak of Ir(piq)3 (open triangles) and Ir(ppy)3 (open circles).  The 
dotted line indicates the IRF (260 fs FWHM).  The solid lines indicate the best-
fits for both datasets, with Ir(piq)3 having a 95 fs decay representing 96% of the 
total amplitude and Ir(ppy)3 having a 150 fs decay representing 88%.  The rest of 
the decay in both datasets is accounted for by a 3 ps component.  Copyright 2009 
American Chemical Society,16 reproduced with permission of the rights holder. 
 
 
It can easily be seen that the dynamics in Ir(piq)3 are faster, with the femtosecond 
component fitting to a time constant of 95 fs versus the 150 fs found in Ir(ppy)3.  
More of the decay amplitude is also represented by the femtosecond component in 
Ir(piq)3 as well, with 96% occurring via ultrafast decay compared to 88% in 
Ir(ppy)3. 
 
The advantages of Ir(piq)3, as discussed above, are the red-shifted features that 
allow access to luminescence detected from the singlet regions with upconversion 
spectroscopy – Raman signals from solvents preclude observation of 
luminescence below 480 nm in materials with limited solubility such as iridium 
cores.  Luminescence at 550 nm, on the shoulder of the assigned 1MLCT 
absorption feature is shown in Figure 6.6. 
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Figure 6.6.    Ultrafast luminescence at a detection wavelength of 550 nm of 
Ir(piq)3 – representing a detection energy of 270 meV above the PL peak.  The 
dotted line indicates the IRF (260 fs FWHM).  While the dataset is noisy the best-
fit was found to be a time constant of 70 fs (solid line) representing 100% of the 
decay.  Copyright 2009 American Chemical Society,16 reproduced with 
permission of the rights holder. 
 
 
As can be seen the recorded kinetics are of rather poor quality and have been 
fitted to give a time constant of 70 fs but the error of margin on this value would 
be quite substantive.  To obtain a better observation of fluorescence, and thus a 
better measure on the ISC rate, the upconversion setup itself was substantially 
optimised (maximising optical routing and alignment to generate maximum 
luminescence and collect and upconvert as much of it as possible), and higher 
energy fluorescence was also looked at.  The Ir(piq)3 absorption spectrum, Figure 
6.2, indicates that at higher detection energies (400-525 nm) stronger optically 
coupled MLCT transitions exist, so emission from this region should show 
stronger luminescence, and therefore give better signal/noise when recording in 
this region. 
 
Luminescence detected at 480 nm, on the peak of what is likely the second 
1MLCT state, and at 520 nm, on the red-side of that state, is shown in Figure 6.7.   
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Figure 6.7.    Ultrafast luminescence kinetics of Ir(piq)3 at detection wavelengths 
of 480 nm (open circles) and 520 nm (closed triangles) indicating that they are 
identical to each other. 
 
 
The two sets of kinetics appear to be identical, indicating they embody either 
emission from the same state or are representative of the same process.  The 
kinetics at both wavelengths were averaged to produce better signal to noise and 
enable a tighter bound on fitting errors.  The resultant kinetic trace and best-fit are 
shown in Figure 6.8. 
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Figure 6.8.    Ultrafast luminescence kinetics of Ir(piq)3 in the region 480-520 nm.  
The kinetics from the two datasets in Figure 6.7 were averaged together to 
produce one dataset representing the region (open circles).  The dotted line 
indicates the IRF (220 fs FWHM).  The solid line is the best-fit of the dataset and 
gives a decay of 65 ± 5 fs representing 98% of the total decay, the other 2% of 
amplitude being fitted as a 3 ps component.  The error in the femtosecond time 
constant was deduced from support plane analysis as discussed in the text. 
 
 
The best-fit value was found to be 65 fs (98%) with a small (2%) 3 ps decay also 
present.  The kinetics clearly have a high signal-to-noise and hence it was of 
interest to pursue a detailed error analysis to give as tight a bound as possible on 
the time constant.  This was achieved with support plane analysis.  The two 
averaged datasets (480 and 520 nm) were both acquired by averaging numerous 
scans, with standard error in the mean values calculated at each point in each 
dataset from the individual scans.  Errors from each point in both datasets were 
then added in quadrature to give a final standard error in the mean value for each 
point in the final dataset.  Fitting was then performed to find the reduced chi-
square minimum, the errors at each point in each dataset being used to calculate 
the reduced chi-square values.  Support plane analysis – the exploration of the 
reduced chi-squared (χ2R) surface – is regarded as one of the better ways of 
determining reasonable uncertainties of fitted parameters. 
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The support plane analysis was undertaken using calculated confidence intervals, 
as described by Lakowicz.17  Briefly, the confidence interval is described as the 
χ
2
R value at which the probability, P, is equal to 0.32, i.e. the value of the χ2R is 
one standard deviation away from the χ2R minimum.  This value is defined by 
equation 6.1 below:17  
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R ν
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+==           [6.1] 
 
where Fχ is the multiplier on the χ2R minimum to give the value of χ2R at one 
standard deviation of error (χ2R (par)), p is the number of fitting parameters, υ is 
the degrees of freedom and F(p,υ,P) is the F-Statistic value with p parameters, υ 
degrees of freedom and a probability, P, of 0.32.  Inputting the values found from 
the data used here, p = 4 and υ = 120 gives an F-Statistic value of ~ 1.18, which 
implies that Fχ = 1.039.  Thus given that the χ2R was found to be 1.0158, the one 
standard deviation value of χ2R is 1.0554.  Uncertainty in a parameter can 
therefore be estimated by refitting the data while fixing the value of that parameter 
(leaving all others free), recording the χ2R value and finding when this becomes 
larger than the one standard deviation value calculated above.  Visualization of the 
results of this procedure takes the form of a two dimensional plot of χ2R vs. 
parameter value, producing a parabola with a horizontal line indicating the error 
threshold, as shown in Figure 6.9. 
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Figure 6.9.    Reduced chi-square parabola with variation of τ1.  All parameters in 
the fit of the 480-520 nm dataset as shown in Figure 6.8 were left free and τ1 was 
varied with the reduced chi-square value noted at certain fixed values of τ1.  A 1σ 
confidence limit is calculated as discussed in the text, and the intersection of the 
reduced chi-square parabola and the 1σ line give the error values as quoted of ± 5 
fs. 
 
 
The values of τ1 where the 1σ line intersects with the parabola gives the error 
values for the parameter, hence τ1 can be stated to be 65 ± 5 fs. 
 
6.5  Ultrafast Transient Absorption Dynamics of Ir(piq)3 
 
Transient absorption measurements can help to identify and assign ultrafast 
excited state processes, however as has been seen with other iridium complexes 
(Chapters 4 and 5), excited state transient absorption kinetics may not show any 
imprint of the processes that are occurring due to an overlap of excited state 
features. 
 
Transient absorption kinetics in Ir(piq)3, however, show interesting dynamics on 
the ultrafast timescale.  Shown in Figure 6.10 are the observed transient kinetics 
6.  Ultrafast Intersystem Crossing in an Iridium Complex 
 
 146 
when pumping at 400 nm and probing at both 600 and 675 nm.  At all probe 
wavelengths the recorded signal is positive, representing excited state absorption. 
 
 
Figure 6.10. Recorded transient absorption signals of Ir(piq)3 with λpump = 400 
nm.  The kinetics when probing at 600 nm (open triangles) and 675 nm (open 
circles) are shown.  The dotted line indicates the instrument response function 
(185 fs FWHM) and the solid lines indicate the best fits with the time constants of 
the rise/decay as shown in the legend.  Copyright 2009 American Chemical 
Society,16 reproduced with permission of the rights holder. 
 
 
Fitting to the kinetics for 675 nm probe gives a decay of 74 ± 10 fs (33 ± 3% 
amplitude) followed by a long lived nanosecond offset.  The errors are deduced 
from the range of time constants and amplitudes that would still produce and 
acceptable fit.  At 600 nm probe the kinetics fit to a rise-time constant of 70 ± 20 
fs representing 35 ± 15% of the rise (the other 65% being instantaneous), with no 
decay being observed at all.  Transient absorption dynamics were found to be 
unchanged out to long time periods, with a stable transient signal out to 200 ps 
shown in Figure 6.11.  The transient was generally found to be unchanged out to ~ 
500 ps, which was the upper limit on the delay line scanning range.  Varying the 
probe wavelengths enables the reconstruction of the excited state absorption 
spectrum, as shown in Figure 6.12. 
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Figure 6.11. Transient absorption signal out to 200 ps of Ir(piq)3 with λpump = 
400 nm, λprobe = 630 nm.  After the initial formation of the transient, no dynamics 
are observed at all. 
 
 
 
Figure 6.12. Excited state absorption spectrum of Ir(piq)3 reconstructed from 
the transient signal values after ~ 500 fs.  The spectrum shows a strong absorption 
feature centred ~ 625 nm with a tail extending out into the infra-red. 
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The excited state absorption spectrum shows some structure, with a clear peak 
coinciding with the steady state PL spectrum (625 nm) and falling off at shorter 
and longer wavelengths. 
 
6.6  Interpretation of Ultrafast Dynamics 
 
The results presented allow the elucidation of the intersystem crossing process in 
an iridium complex to be observed and characterised for the first time.  Discussing 
the observed processes from low to high energy starting with observations of 
ultrafast luminescence from the lowest 3MLCT state (Figure 6.4), the kinetics are 
as expected and interpreted as has previously been discussed in Chapter 4.  That 
all materials looked at show the same decay process in the steady state PL region 
gives ever greater evidence that this is a process that is common to this class of 
materials and embodies population redistribution amongst the electronic substates 
of the lowest 3MLCT state. 
 
Observation of luminescence at 140 meV of excess energy, Figure 6.5, shows a 
clear and decisive conclusion when the dynamics are compared to the smaller 
Ir(ppy)3 molecule.  Dissipation of excess energy at 140 meV is facilitated by 
intramolecular vibrational redistribution (IVR) and it is found that the decay time 
constant of IVR in Ir(piq)3 is 95 fs as compared to 150 fs in Ir(ppy)3.  Looking at 
the molecular structure of the material itself the additional material in Ir(piq)3 as 
compared to Ir(ppy)3 is highlighted in red in Figure 6.13.  It can be concluded that 
the extra material on the molecule enables faster dissipation of excess energy by 
IVR.  More dissipation is found to occur by IVR (96%) when compared to 
Ir(ppy)3, (88%) as was also observed in the dendrimer materials as presented in 
Chapter 5.  While the dendrimers showed no notable increase in the rate of IVR, 
with Ir(piq)3 however, the rate also shows a clear increase.  The enhancement of 
the rate here is because the chemical additions are more strongly connected to the 
ligand.  With the dendrimers the extra material, and vibrational dissipation, was 
mediated through a single C-C bond between the ligand and the dendron.  Here, 
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however, the extra phenyl is fused onto the pyridine, creating a highly chemically 
integrated system and so the vibrational energy can redistribute unhindered within 
the extra material – indeed since the excited state will already sit on the entire 
phenylisoquinoline ligand area spatial redistribution is likely not required, just a 
redistribution from high to low frequency vibrational modes. 
 
 
Figure 6.13. Chemical structure of Ir(piq)3.  Highlighted in red are the fused 
phenyl additions that turn the prototypical Ir(ppy)3 molecule into the studied 
Ir(piq)3. 
 
 
Observation of intersystem crossing in iridium complexes, as was noted earlier, is 
not a trivial mater and has not previously been reported in any materials.  The first 
attempt at observing the 1MLCT → 3MLCT movement in Ir(piq)3 was achieved 
by looking at luminescence at a detection wavelength of 550 nm.  The absorption 
feature at this wavelength has been assigned as a 1MLCT transition,14 and thus it 
was of interest to see what the luminescence dynamics were as they should 
represent fluorescence and thus the dynamics of the population leaving the 
1MLCT state to move to the 3MLCT manifold.  Unfortunately the quality of the 
recorded luminescence at this wavelength was not especially good, Figure 6.6, 
however a best-fit on the kinetics can be made and gave a decay time constant of 
70 fs. 
 
At higher detection energies the ability to resolve fluorescence was substantially 
greater, attributed to the higher oscillator strengths of the electronic transitions as 
one moves to higher energy in the 1MLCT manifold.  The recorded kinetics, 
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Figure 6.7 and Figure 6.8, provided a much better bound on the rate of ISC.  
Deconvolution of the kinetics with the instrument response function indicates that 
the decays are not instrument limited, and best-fit to a time constant of 65 ± 5 fs 
with a support plane analysis giving the one standard deviation error values.  This 
is therefore the observed ISC time constant in Ir(piq)3, and its implications when 
viewed against other transition metal complex ISC times as discussed in Section 
6.2 suggest that the rate of ISC in an iridium complex is of the same order as has 
previously been reported – 15-40 fs being reported in ruthenium.2, 3  The 
comparable time constants further confirms the view that the there is no direct 
correlation between the mass of the central metal ion and the rate of ISC – iridium 
is heavier than ruthenium, yet ISC times are slightly slower. 
 
The time constant of ISC observed in luminescence studies is confirmed with 
complementary transient absorption measurements.  Unusual for an iridium 
complex, Ir(piq)3 shows some change of its transient absorption on ultrafast 
timescales, Figure 6.10.  Interpretation of these results, as is often the case with 
TA measurements, requires more care and thought than the obvious and direct 
assignments that can be made with luminescence measurements.  Firstly, the 
recorded positive signal indicates that excited state absorption rather than 
stimulated emission is observed.  What is then seen is that with 675 nm probe 
there is an instantaneous formation of the transient state followed by a 74 ± 10 fs 
decay.  This decay represents 33 ± 3% of the total decay amplitude with the rest 
fitted as a long lived nanosecond transient.  At 600 nm probe, however, 65% of 
the excited state forms instantaneously while the remaining 35 ± 15% forms with 
a rise-time of 70 ± 20 fs.  Once formed the transient state is then unchanged out to 
at least 500 ps. 
 
In interpreting these transient absorption dynamics it is first prudent to tie the two 
different probe wavelength kinetics together.  Both have a process occurring with 
a time constant of ~ 70 fs so it would seem fair to attribute this time constant to 
the same mechanism.  It is then a fair assumption to compare the dynamics in TA 
with those in the luminescence studies.  As has been established in Chapter 4, 
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vibrational cooling and dissipation events within an electronic state are not likely 
to show in transient absorption kinetics due to the small degrees of change – when 
small amounts of relaxation occur within an electronic state, excited state 
absorption up to higher states is likely to be little affected.  Thus the ~ 70 fs 
process observed with TA representing an electronic movement correlates well 
with the ~ 70 fs process observed in luminescence measurements that was 
assigned as ISC. 
 
If the dynamics seen in the TA measurements at 600 and 675 nm probe 
wavelengths embody ISC it is pertinent to ask why they are as they are, i.e. why 
does this manifest itself as a rise-time in the transient formation at 600 nm probe 
and a decay at 675 nm probe.  Without detailed knowledge of the excited state 
electronic structure in Ir(piq)3, which is unfortunately not available, exact 
reasoning for these processes is not possible, however excited state absorption of 
transition metal complexes with metal-ligand charge transfer excitation has been 
found to be dominated by pi-pi* absorption of the reduced ligand from 400-700 
nm.
18
  It is also found that the highest occupied molecular orbital in iridium 
complexes comprises a mixture of the 5d orbital from the iridium ion and the pi 
orbitals of the ligand.19-22  Hence upon photoexcitation with the formation of 
MLCT states there is a decrease in the electron density in the pi orbital on the 
ligand.  The electronic configuration is schematically represented in Figure 6.14. 
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Figure 6.14. Schematic representation of the frontier ligand orbitals of Ir(piq)3 
upon photoexcitation to MLCT states.  Due to the partial contribution to the 
MLCT states by pi orbitals of the ligand there is a greater probability of excited 
state absorption from the singlet MLCT state as opposed to the triplet, explaining 
the observed decay in the transient seen when probing at 675 nm. 
 
 
The dotted spin-down electron indicates that the MLCT state comprises partial pi 
electron density (the other contributor being the 5d electron from the iridium ion).  
Since excited state absorption from the MLCT states, as is observed here, has to 
occur via a fully spin-allowed pi-pi* transition there is thus a greater amount of 
excited state absorption (ESA) when in the 1MLCT manifold as compared with 
the 3MLCT.  The ~ 70 fs decay with 675 nm probe therefore embodies the 
movement of the population from the singlet to triplet MLCT state.  The ~ 70 fs 
rise-time that is observed when probing at shorter wavelengths can hence be 
interpreted as a stronger excited state absorption from the 3MLCT state. 
 
Recording the strength of the transient signals after 500 fs across multiple probe 
wavelengths enabled the reconstruction of the excited state absorption spectrum, 
Figure 6.12.  With a departure from other iridium complexes the ESA spectrum 
shows some clear structure and it was of interest to overlay this feature with the 
steady state absorption and PL spectra to give better context for what was 
recorded, as shown in Figure 6.15. 
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Figure 6.15. Excited state absorption spectrum (solid line and open triangle) of 
Ir(piq)3 displayed along with the material’s steady state absorption (dashed line) 
and PL (dotted line) spectra.  The ESA spectrum appears to follow the PL 
spectrum but this can be explained by a reduction in ESA at higher energy due to 
ground state bleaching, as indicated by the existence in the absorption spectrum at 
wavelengths < 600 nm. 
 
 
While instinctively one might correlate the ESA spectrum with that of the steady 
state PL this is likely just as a result of ground state bleaching causing a drop in 
the transient signal < 600 nm, as indicated by the steady state absorption 
spectrum.  The ESA spectrum therefore appears to actually follow the other 
investigated iridium complexes fairly closely, with a strong ESA at short 
wavelengths dropping off across the visible spectrum to leave a tail out into the 
infra-red.  The small similar ligands of all these materials likely leaves this as a 
characteristic feature, and the strong ESA therefore precludes any simple 
mechanisms for achieving optical gain in these phosphorescent materials. 
 
The work presented has therefore enabled the ultrafast evolution of the excited 
state in an iridium complex to be fully tracked for the first time.  A schematic 
outline of the observed processes in is shown in Figure 6.16. 
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Figure 6.16. General schematic of the observed ultrafast processes in Ir(piq)3.  
After initial excitation the 1MLCT state is accessed and intersystem crossing to 
the 3MLCT manifold is found to proceed with a time constant of ~ 70 fs.  
Intramolecular vibrational redistribution and vibrational cooling to the 
surrounding solvent molecules proceeds on a 95-230 fs and 3 ps timescale to 
facilitate dissipation of excess energy, leaving the relaxed population in the lowest 
3MLCT state to radiatively decay to the ground state on the microsecond 
timescale.  Copyright 2009 American Chemical Society,16 reproduced with 
permission of the rights holder. 
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6.7  Conclusions 
 
Observation of the ultrafast photophysical processes in the iridium complex 
Ir(piq)3 has allowed a detailed evolution of the excited state decay mechanisms to 
be explored for the first time in this class of materials.  The addition of a fused 
phenyl onto the pyridine of the ligand to create the isoquinoline moiety enables 
extra electron delocalisation and therefore red-shifting of optical transitions.  This 
red-shifting moves 1MLCT transitions lower in energy and therefore accessible 
for observation with upconversion spectroscopy, enabling clear observation of 
fluorescence from an iridium complex for the first time.  A time constant of the 
decay of fluorescence of 65 ± 5 fs was observed and this embodies the 1MLCT → 
3MLCT population movement, i.e. the rate of intersystem crossing.  Changes in 
the transient absorption dynamics with time constants ~ 70 fs have helped to 
support the ultrafast luminescence observations.  A time constant of 70 fs for ISC 
in iridium complexes is consistent with the very fast evolution of the excited state 
that has been observed in other transition metal complexes and indicates that the 
highly spin-mixed nature of the singlet and triplet enables very efficient 
population transfer to the 3MLCT manifold.  Once in the 3MLCT manifold the 
population is found to quickly relax to the lowest 3MLCT state.  At 140 meV of 
excess energy Ir(piq)3 shows a decay of the luminescence with a time constant of 
95 fs representing 96% of the total decay (the other 4% being 3 picosecond 
vibrational cooling to the solvent).  The 95 fs decay, embodying dissipation of 
excess energy by intramolecular vibrational redistribution is faster than when the 
decay at the same value of excess energy is monitored in Ir(ppy)3, indicating that 
the larger ligands in Ir(piq)3 enable faster dissipation of excess energy by IVR.  
Finally, once the population reaches the lowest 3MLCT state redistribution 
amongst the electronic substates is found to occur with time constants of 230 fs 
and 3 ps. 
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7 
Intramolecular Vibrational Redistribution Controls 
Internal Conversion in an Iridium Complex 
 
 
What does a scanner see? he asked 
himself. I mean, really see? Into the head? 
Down into the heart? . . . see into me – into 
us – clearly or darkly? . . . if the scanner 
sees only darkly, the way I myself do, then 
we are cursed. 
 
Philip K. Dick, A Scanner Darkly, 1977 
  
  
7.1  Introduction 
 
This chapter presents a detailed investigation of internal conversion (IC) between 
singlet metal-ligand charge transfer (MLCT) states in a deep red emitting iridium 
complex, Ir(dbfliq)2acac.  Three 1MLCT states are identified and fluorescence 
from each of them is observed using upconversion spectroscopy.  Global analysis 
of luminescence dynamics across the singlet emission region using a consecutive 
rate equation enables the time constants of IC for each state to be deduced.  Time 
constants of decay from each singlet state are found to be dependent on the value 
of vibrational energy that is stored in the molecule.  If less than 0.6 eV of energy 
is stored then IC, facilitated by intramolecular vibrational redistribution (IVR), is 
fast, 10-45 fs.  If greater than 0.6 eV of vibrational energy is stored inside the 
molecule then IC slows down to 65-75 fs.  It is therefore concluded that IVR, the 
dissipative mechanism that enables the wavepacket to reach the state crossing 
point, controls IC, as the rate of IVR dictates how quickly the population reaches 
the crossing point.  As the vibrational energy stored in the molecule increases the 
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rate of IVR slows, with more stored energy forcing redistribution to lower 
frequency, slower, vibrational modes. 
 
In Section 7.2 I provide a discussion of the process of non-radiative electronic 
decay, commonly called internal conversion, and the two main IC mechanisms 
that are identified, weak and strong coupling regimes.  In Section 7.3 the steady 
state photophysical properties of the deep red emitting material under 
investigation are presented, including optical absorption and photoluminescence 
data and spectral fitting to both.  In Section 7.4 the calculation of experimental 
transition dipole moments are shown, enabling the assignment of the identified 
spectral features.  In Section 7.5 the primary ultrafast luminescence measurements 
are shown, detailing the implemented consecutive relaxation model and 
presentation of the globally analysed luminescence data.  Decay associated 
fluorescence spectra for each of the identified singlet states are reconstructed from 
the results of global analysis and the effect of variation of the excitation energy is 
investigated.  Detailed error analysis to support the assigned time constants is 
provided.  In Section 7.6 discussion of the presented data is provided, outlining 
that IC is mediated by the amount of vibrational energy that is stored in the 
molecule and a schematic for the overall relaxation process through the three 
1MLCT states and across into the triplet manifold is shown.  Finally in Section 7.7 
the conclusions from this work are presented. 
 
7.2  Internal Conversion: Non-radiative Electronic Relaxation 
 
Internal conversion (IC) is defined as the non-radiative relaxation from one 
excited electronic state to another.  The study of IC is an entire field in its own 
right and sits at the interface between fundamental chemistry and physics.  Two 
regimes of internal conversion can be defined,1 the weak coupling limit and the 
strong coupling case. 
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In the weak coupling limit, illustrated in Figure 7.1, the potential energy surfaces 
of the two electronic states, Denoted Sn and Sn-1, are little offset in vibrational 
space, and therefore the upper state can be thought of as sitting above and 
partially inside the lower state, akin to Russian nested dolls.  A non-radiative 
electronic transition from the upper to lower state occurs due to the appropriate 
vibrational overlap between the two states – all non-radiative relaxation has to 
occur by vibrational pathways.  When a large polyatomic molecule in a 
surrounding solvent medium is defined then large degeneracies of vibrational 
states exist and so an IC event becomes essentially irreversible as it is highly 
improbable that with a large number of final states degenerate with the initial that 
the system will return to the initial state.2  IC in the weak coupling limit is 
governed by the so-called energy gap law,1 where the probability of a non-
radiative electronic transition is proportional to the energy gap, ∆E, between the 
initial and final state, hence closely spaced states have a high probability of IC, 
while significantly separated states (such as an S1 → S0 transition, greater than ~ 1 
eV) have lower probabilities. 
 
 
Figure 7.1.    Schematic representation of the weak coupling case for internal 
conversion between two electronic states, Sn and Sn-1 in vibrational space, redrawn 
from reference 1.  Sn sits inside and somewhat above Sn-1 with an energy gap, ∆E.  
Large overlap of the vibrational wavefunctions between the two states leads to 
non-radiative electronic decay. 
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In the strong coupling case, illustrated in Figure 7.2, the potential energy surface 
of the upper state, Sn, is now substantially shifted in vibrational space with regard 
to the lower state, Sn-1.  The vibrational overlap between the two states is hence 
now much reduced, and therefore weak coupling IC is unlikely.  The shift of the 
upper state, while reducing probability of weak coupling IC, has the consequence 
of creating an intersection between the upper and lower potential energy surfaces.  
Non-radiative relaxation can now occur via this intersection by strong coupling 
between the states, the intersection – or conical intersection as it is traditionally 
denoted3-7 – can enable very fast IC between the states once the population in the 
upper state reaches the crossing point as there is no barrier required for crossing, 
with the wavepacket already being in the correct place for a fast transition to the 
lower state. 
 
 
 
Figure 7.2.    Schematic representation of the strong coupling case for internal 
conversion between two electronic states Sn and Sn-1 in vibrational space, redrawn 
from reference 1.  A large vibrational offset between the two states leads to poor 
overlap of the vibrational wavefunctions.  Due to the offset between the two 
surfaces an intersection (dashed line) exists between the states, enabling fast 
internal conversion to occur. 
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A more detailed view of strong coupling IC is provided with an exemplar by Diau 
et al.8 on the S1 → S0 IC event in azulene – the results of which are schematically 
shown in Figure 7.3, as reproduced from reference 8. 
 
 
 
 
Figure 7.3.    Schematic of the conical intersection between S1 and S0 in azulene, 
the chemical structure is shown top right, reproduced from reference 8.  
Vibrational relaxation occurs within S1 to reach the crossing point, followed by 
relaxation within S0.  Bottom right is a simulation of the population in S1 when the 
excited state reaches the intersection, indicating that the population moves to S0 
with a characteristic time.  Reproduced with permission of the rights holder. 
 
 
Figure 7.3 shows the evolution of an excited state from the initially accessed 
upper state, before vibrational relaxation within the S1 state to reach the conical 
intersection.  Once at the intersection the population transfer between the states is 
modelled with a nonadiabatic dynamics simulation (inset histogram) and shown to 
have a characteristic time – the population can rapidly transfer back and forth 
between the states for some time before everything is finally in the lower state and 
relaxes down away from the intersection. 
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It is therefore obvious that the simple conventional photophysical description of 
internal conversion, as presented in a traditional Jablonski diagram, belies a very 
large and complex amount of quantum mechanical and vibrational detail that, as 
stated earlier, defines an entire field of science.  A detailed quantum mechanical 
description of such processes in large polyatomic molecules, such as conjugated 
materials with strong visible optical transitions, is extremely difficult, owing to 
the large and complex nature of the molecule which creates complex potential 
energy surfaces. 
 
The material presented here is just a qualitative overview of the two processes that 
non-radiative electronic decay can occur by.  Lengthy and complex treatments, 
primarily theoretical, of these processes have been reported9-15 and experimental 
investigations have, even in recent times, been limited to studies of relatively 
simple small polyatomic molecules such as benzene16, 17 and azulene,8 and 
generally in the gas phase, owing to the great difficulty in observing internal 
conversion processes clearly. 
 
Aside from a fundamental scientific interest in the process of internal conversion, 
the process and its mechanisms have important implications in a number of 
photophysical systems of merit.  Protection of biological molecules from UV 
radiation18, 19 relies upon fast IC to convert potentially harmful electronic energy 
into heat in DNA molecules, reducing the effects of photodamage.  Energy and 
charge transfer processes in artificial photosynthesis20-22 and solar cells23 can 
compete with IC, mediating more efficient energy conversion from higher energy 
excited states.24 
 
Internal conversion amongst excited metal-ligand charge transfer (MLCT) states 
is an almost completely unexplored area.  One study of ultrafast processes in a 
ruthenium complex25 observed three relaxation processes and assigned them as IC 
between three singlet states, however a careful and detailed presentation of the 
assignment was somewhat lacking and so it was not clear exactly what the 
identified processes truly represented.  The highly spin-mixed nature of MLCT 
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states, facilitating a very fast movement to the lowest 3MLCT state, mean that IC 
between excited states is difficult to observe with a high degree of certainty. 
 
7.3  Photophysical Properties of a Deep Red Emitting Iridium      
Complex 
 
7.3.1.  The Material Under Investigation 
 
The material chosen for studies of singlet IC processes was the deep red emitting 
heteroleptic iridium complex bis(2-(9,9-dibutylfluorenyl)-1-
isoquinoline(acetylacetonate) iridium (III), denoted as Ir(dbfliq)2acac, structure 
shown in Figure 7.4.  The material was purchased from American Dye Source Inc. 
and was used without further purification.  Ir(dbfliq)2acac was dissolved in 
tetrahydrofuran (THF) (spectrophotometric grade, Sigma Aldrich Co.) at a 
concentration of 2 mg/ml.  The red emitting spectral properties are evident just 
from looking at the chemical structure as in addition to the isoquinoline moiety 
found in Ir(piq)3 (Chapter 6), the other half of the ligand has now been 
transformed into a fluorene unit, adding more conjugated material to further 
delocalise excited states and thus red-shift electronic transitions.  Two long carbon 
butyl chains are attached to the fluorene unit and aid solubility.  In this material 
one of the ligands is tied off as an electronically inactive acetylacetonate unit 
making this a heteroleptic complex. 
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Figure 7.4.    Chemical structure of bis(2-(9,9-dibutylfluorenyl)-1-
isoquinoline(acetylacetonate) iridium (III), denoted as Ir(dbfliq)2acac, that is used 
in these ultrafast photophysical studies. 
 
 
The steady state optical absorption and photoluminescence (PL) spectra of 
Ir(dbfliq)2acac are shown in Figure 7.5. 
 
 
Figure 7.5.    Optical absorption and photoluminescence (λex = 400 nm) spectra of 
Ir(dbfliq)2acac in THF. 
 
 
Noticeable features in the steady state spectra are the deep red emission from the 
material (λpeak = 660 nm) and the substantial structure that is visible in the 
absorption spectrum in the 400-600 nm region. 
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For full photophysical characterisation it was of interest to measure the natural 
lifetime and photoluminescence quantum yield (PLQY) of Ir(dbfliq)2acac.  A 
solution was prepared with an optical density of 0.1 at a wavelength of 400 nm 
and was degassed with three freeze-pump-thaw cycles.  Measuring the PL 
spectrum of the material and comparing against a standard reference of a quinine 
sulphate solution enabled the PLQY of Ir(dbfliq)2acac to be calculated to be 25%.  
The luminescence lifetime of the material was recorded using a time-correlated 
single photon counting setup and was measured to be 1 µs.  Accordingly using 
equation 7.1 below, the radiative lifetime can be deduced, and was found to be 4 
µs. 
 
PLQY
PL
R
τ
τ =          [7.1] 
 
Ir(dbfliq)2acac therefore shows efficient deep red emission and significant 
structural features in its absorption spectrum.  It was hence of interest to employ 
spectral fitting to these features and to the PL spectrum to elucidate what likely 
transitions exist in the material and what the dominant vibrational mode is. 
 
7.3.2  Spectral Fitting 
 
Fitting can be performed on the PL spectrum to give an idea what the strongest 
vibrational mode coupled to the 3MLCT → S0 optical transition is in 
Ir(dbfliq)2acac.  Taking the PL spectrum, multiplying the signal at each 
wavelength by the wavelength squared (to correct for the wavelength dependence 
in the monochromator in the fluorimeter, which has a linear dependence of 
bandwidths in the wavelength rather than energy scales) and converting to the 
energy scale enabled spectral fitting of the main features, taking care to ensure 
that the spacing between each the Gaussians was linked to ensure a vibrational 
progression is being fitted.  Spacing between the vibronic Gaussians of 0.14 eV 
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was found to fit best.  The best-fit parameters are shown in Table 7.1 and the fit is 
graphically presented in Figure 7.6, with residuals shown beneath the spectrum. 
 
Transition Central Energy (eV) FWHM (eV) 
T1 → S0              (0-0) 1.88 0.14 
T1 → S0              (0-1) 1.74 0.15 
T1 → S0              (0-2) 1.6 0.15 
 
Table 7.1.   Fitting parameters of PL spectrum to the superposition of Gaussian 
functions, shown graphically in Figure 7.6, indicating central energy of Gaussian 
and full-width half maximum. 
 
 
 
Figure 7.6.    PL spectrum (λex = 400 nm) of Ir(dbfliq)2acac in THF (solid line).  
The fitted Gaussian functions to the PL spectrum are shown as dashed lines, 
representing the 0-0, 0-1 and 0-2 vibronic transitions, with the parameters shown 
in Table 7.1.  The summation of the Gaussians is shown as a dotted line, 
indicating the relative goodness of the fit, with the residuals plotted below. 
 
 
Fitting to the absorption spectrum can help elucidate what optical transitions exist 
in Ir(dbfliq)2acac.  As shown in Figure 7.5, the absorption spectrum shows 
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significant structure, indicative of multiple transitions, and in an effort to identify 
and assign these transitions it was desirable to fit multiple Gaussian functions to 
the data to attempt to reproduce the original spectrum.  Fitting was performed 
with the spectrum converted to an energy scale (eV) and a sensible number of 
seed Gaussians of approximate amplitude and width were placed according to a 
visual inspection of the spectrum.  Iterating to find the best-fit gave fitting 
parameters as shown in Table 7.2.  The fit is graphically demonstrated in Figure 
7.7, converted back to the wavelength scale, showing the individual Gaussians as 
solid lines and their summation as a dashed line on top of the originating 
absorption spectrum, with residuals shown below typically being ~ 1% of the total 
signal in the S1-3 region, indicating a very good fit was achieved. 
 
Transition Central Energy (eV) FWHM (eV) 
S0 → L2 3.86 0.5 
S0 → L1 3.32 0.52 
S0 → S3 2.77 0.25 
S0 → S2 2.47 0.25 
S0 → S1 2.21 0.25 
S0 → T1 1.95 0.12 
 
Table 7.2.   Fitting parameters of absorption spectrum to the superposition of 
Gaussian functions, shown graphically in Figure 7.7, indicating the central energy 
of each Gaussian and its full-width half maximum. 
 
 
 
7.  Intramolecular Vibrational Redistribution Controls Internal Conversion in an Iridium Complex 
 
 
 
170 
 
Figure 7.7.    Optical absorption spectrum (red solid line) of Ir(dbfliq)2acac in 
THF.  The fitted Gaussians are shown, with one weak triplet peak identified (T1), 
three stronger singlet peaks (S1-3) and strong ligand centred peaks moving into the 
UV (L1+), with the associated fitting parameters shown in Table 7.2.  The 
summation of the fit is shown as a black dashed line, indicating good reproduction 
of the absorption features.  The residuals of the fit are shown below, with values 
in the identified S1-3 region being ~ 1% of the total signal there. 
 
 
One very weak state is identified (labelled T1), three weak states (S1-3) and 
multiple strong states in the UV (L1+).  The S states are found to be 0.25 and 0.3 
eV apart from each other and are almost equally strong. 
 
The three identified S states became the focus of attention for this work.  Their 
position and strength would generally lead them to be identified as 1MLCT states, 
but assignment of such things normally occurs in common characterisation, 
traditionally achieved in a purely presumptive logical way, and normally under 
conditions where the true nature of the states is not of high importance to the 
characterisation that is reported.  The spectral fitting performed here is suggestive 
that there are three Gaussian features, and that the three peaks are separated by ~ 
0.25 eV, and narrower spacing, indicative of a vibronic progression of one 
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electronic state, would not produce an acceptable fit despite repeated attempts.  
This energy spacing is larger than that between vibronic peaks in the PL spectrum 
and this suggests transitions to separate distinguishable electronic states.  More 
secure assignment of these three states could be made with further evidence that 
they are indeed 1MLCT transitions, evidence that could be provided by looking at 
the transition dipole moments of the features. 
 
7.4  Calculated Transition Dipole Moments: Assignment of Spectral 
Features 
 
Transition dipole moment calculations were undertaken to help identify and 
support the assignments made to the features of the absorption spectrum.  To test 
the validity of the calculated values it is first worth testing this approach by 
comparing calculated values for the 3MLCT state – comparing the oscillator 
strength calculated from the recorded emission against the absorption feature 
assigned as the 3MLCT state (T1).  Both these values can then be compared to 
theoretical numbers. 
 
The oscillator strength, f, is defined by equation 7.2:26 
 
2
23
4 µυpi
he
mf e=         [7.2] 
 
where me is the mass of the electron, υ is the intensity weighted averaged 
emission frequency in hertz, e is the charge of an electron, ħ is planck’s constant 
divided by 2pi and µ is the transition dipole moment.  For luminescence the dipole 
moment is defined by equation 7.3:27, 28 
 
Rn
Ec
τ
piε
µ
0
334
02 3
−
=
h
        [7.3] 
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where ε0 is the vacuum dielectric constant, ħ is planck’s constant divided by 2pi, c 
is the speed of light, n0 is the refractive index of the solvent, τR is the radiative 
lifetime and 3−E  is the intensity weighted average of the luminescence 
spectrum, defined by equation 7.4: 
 
∫
∫
−
−
=
dEEI
dEEIE
E
)(
)(3
3
        [7.4] 
 
where E is the energy of the luminescence of intensity I in joules.  The PLQY of 
Ir(dbfliq)2acac is 0.25 and the radiative lifetime is 4 µs, as stated in Section 7.3.1. 
 
Hence for Ir(dbfliq)2acac, taking the recorded PL spectrum, the refractive index of 
THF of 1.4 and using the radiative lifetime of 4 µs, a dipole moment of 0.41 
debye (D) for the emitting 3MLCT state is calculated, which gives an oscillator 
strength of 1.1x10-3.  Comparing this value with the number that can be calculated 
for the absorption spectrum feature T1 identified using equation 7.5:27 
 
∫ 



×= − υ
υ
υεµ dn )(10186.9 032       [7.5] 
 
where n0 is the refractive index of the solvent and the integral is the intensity 
weighted average of the identified absorption feature area when expressed as a 
molar absorption coefficient.  The calculated value of the T1 Gaussian is therefore 
0.54 D, which gives an oscillator strength of 2.2x10-3, a number in good 
agreement with the value calculated from the PL spectrum.  These numbers are 
congruent with those reported for time dependent density functional theory 
(TDDFT) calculations by Nozaki on the prototypical Ir(ppy)3 complex,29 where an 
oscillator strength of ~ 8.5x10-4 is calculated for the highest triplet sublevel. 
 
Utilising the absorption spectrum to calculate the oscillator strengths of the 
transitions is thus a valid approach and so the three S states of interest can be 
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looked at.  Taking the three S states, S1-3, as separate entities, the experimentally 
deduced transition dipole moments and oscillator strengths, f, are calculated from 
the absorption spectrum, with calculated numbers for all transitions provided in 
Table 7.3.  The oscillator strengths for the S states are found to be on the order of 
0.05 (a transition dipole moment of 2.5 D).  If one were to treat all three features 
as representing a single electronic state, which is not thought to be the case, then 
the oscillator strength would be 0.17 (with a corresponding transition dipole 
moment of 4.22 D).  Comparing these values with the numbers that have been 
reported in theoretical TDDFT studies provides evidence and support for the 
identification of three separate singlet MLCT states.  In work by Hay30 the 
oscillator strengths of the ten lowest MLCT singlet states of the Ir(ppy)2acac 
complex are calculated, with the strongest found to be ~ 0.03 and in work by 
Jansson and co-workers,31 on Ir(ppy)3, the ten lowest singlet states are also 
calculated, with the strongest reported to be ~ 0.05.  These calculated numbers are 
in good agreement with the oscillator strengths that are found here for the 
identified Ir(dbfliq)2acac singlet states, with both homo and heteroleptic 
complexes showing similar values.  Therefore both theoretical studies find that the 
strongest singlet states are comparable with the experimental values for the S1-3 
singlet states found here, and much smaller than the 0.17 that would be expected 
should the singlet region in Ir(dbfliq)2acac be all one singlet state.  Calculations 
on numerous other iridium complexes with differing ligands all show oscillator 
strengths of the lowest singlet states to be on the order of 0.05,32-37 indicating that 
this is likely a general feature of lowest singlet MLCT states in iridium 
complexes.  Finally to confirm that the calculations performed here are within the 
expected range one can find the transition dipole moment and oscillator strength 
of the identified L1 pi-pi* ligand centred transition.  Based on the absorption 
spectrum the values found are µ = 8.04 D and f = 0.82, and are numbers that are 
correct for a fully allowed pi-pi* transition, giving confidence to the MLCT values 
above. 
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Transition Transition Dipole 
Moment (Debye) 
Oscillator 
Strength 
Assignment 
T1 → S0           
(PL) 
0.41 0.001 3MLCT 
S0 → T1        
(Abs.) 
0.54 0.002 3MLCT 
S0 → S1        
(Abs.) 
2.25 0.042 1MLCT 
S0 → S2        
(Abs.) 
2.52 0.059 1MLCT 
S0 → S3        
(Abs.) 
2.53 0.067 1MLCT 
S0 → L1        
(Abs.) 
8.04 0.815 Ligand Centered 
 
Table 7.3.   Experimental transition dipole moments and oscillator strengths 
obtained using equations 7.2-7.5 of optical transitions identified in absorption and 
PL spectra. 
 
 
The spacing and strengths of the identified S3-1 features all indicate, therefore, that 
they are separate electronic MLCT transitions.  It is anticipated that the higher 
1MLCT states identified here would be, in smaller iridium complexes such as 
Ir(ppy)3, moved to higher energy, and thus hidden amongst the much more 
strongly absorbing ligand pi-pi* features.  Hence Ir(dbfliq)2acac gives a unique 
opportunity to study multiple 1MLCT states in a transition metal complex which, 
due to their low energy and therefore accessibility with ultrafast luminescence 
spectroscopy, can give insights into the process of IC amongst singlet states. 
 
7.5  Ultrafast Luminescence Measurements 
 
7.5.1  Proposed Model: Consecutive Relaxation 
 
Ultrafast luminescence dynamics can be observed in the wavelength region across 
all three identified S states.  In consideration of the fact that three states exist and 
from an initial population in S3 it is anticipated that the population will cascade 
down through each state sequentially, a consecutive relaxation model is used, i.e. 
7.  Intramolecular Vibrational Redistribution Controls Internal Conversion in an Iridium Complex 
 
 
 
175 
S3 → S2 → S1 → T1.  A custom fitting equation was implemented for this model, 
as shown in equation 7.6 and schematically represented in Figure 7.8, derived 
from consecutive rate equations.38 
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where An and kn are the amplitude and rate-constant (reciprocal of time constant) 
of each component and the IRF represents convolution and temporal shift with 
respect to the instrument response function.  The decay time constant of one 
process is used as the rise-time constant of the next (i.e. the S3 decay is used as the 
S2 rise-time). 
 
 
 
Figure 7.8.    Schematic of the consecutive relaxation model used.  Four states are 
defined and the sequential relaxation down through them drawn, with rate 
constants as shown. 
 
 
Due to the overlap of each of the states, Figure 7.7, fitting to the luminescence 
dynamics has to take into account that emission at certain wavelengths (for 
example 530 nm) contains contributions from more than one state (for 530 nm, 
50% S2 and 50% S1).  To fit across a large number of datasets and with common 
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and co-dependent processes occurring global analysis, that is the simultaneous 
fitting of kinetics across multiple datasets to the same linked time constants, can 
help to both identify the associated time constants much quicker than manual 
iteration (swapping between datasets) and provide a better bound on the fitted 
time constant errors due to the large number of datasets. 
  
7.5.2  Global Fitting to Luminescence Data 
 
Global fitting was performed with the “Globals WE” software package developed 
at the Laboratory for Fluorescence Dynamics at the University of Illinois at 
Urbana-Champaign.39 
 
Ultrafast luminescence dynamics were observed in Ir(dbfliq)2acac across the 
range 460-660 nm, with kinetics being recorded every 10 nm, covering the steady 
state PL region and the transitions to the three separate singlet states: S1, S2 and 
S3.  With 400 nm excitation Raman signals obscured true dynamics at 
wavelengths shorter than 480 nm, so to record the kinetics at 460 nm the 
excitation was moved to 380 nm – the lack of any Raman signal at this detection 
wavelength was confirmed by observing the dynamics from a sample cell filled 
solely with THF, with no signal being found.  Global analysis with instrument 
response deconvolution was completed for 12 wavelengths across the 1MLCT 
region, 460-580 nm.  Global fitting was performed with all variables free and the 
exponential time constants linked.  Sensible seed values were given for the time 
constants and individual amplitudes and the software then iterated to find the 
global reduced chi-squared minimum.  An instantaneous formation of the 
population of the S3 state (< 10 fs) from the initially excited L1 state with 380/400 
nm excitation was assumed, and this is confirmed by the lack of any observable 
rise in kinetics in the S3 → S0 transition region.  While the custom fitting equation 
used (equation 7.6) defined three exponential decays to be used in the global fit, 
the luminescence decay at a particular wavelength could always be described by 
at most 2 exponentials.   
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The resultant global reduced chi-squared minimum fit showed τ1 to have 
instrument limited emission with a time constant of ≤ 50 fs (represented by 460 
nm dynamics in Figure 7.9) and it is shown in Section 7.5.4 that with 
consideration of emission intensity amplitudes that τ1 must be < 20 fs. 
 
 
Figure 7.9.    Ultrafast luminescence measurements of Ir(dbfliq)2acac with 380 
nm excitation and 460 nm detection.  Deconvolution with the instrument response 
function (310 fs FWHM, dotted line) indicates that the emission is instrument 
limited, fitting to a time constant of 50 fs or less (solid line). 
 
 
The lifetime of the second exponential decay, τ2, was found to be the only 
component (100%) at 500 nm, as shown in Figure 7.10, and the time constant was 
found to be 65 ± 7 fs where the stated error is the 1σ confidence level for the 
reduced chi-square error analysis (see Section 7.5.4).  The third exponential 
component, τ3, was found to be 75 ± 12 fs, and dynamics at 570 nm (Figure 7.11) 
were found to consist of solely τ3 decay (100%).   
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Figure 7.10.    Ultrafast luminescence measurements of Ir(dbfliq)2acac with 400 
nm excitation and 500 nm detection.  Upon global analysis deconvolution with the 
IRF (280 fs FWHM, dotted line) gives best-fit values of a 10 fs rise-time constant 
and a 65 fs decay time constant (solid line). 
 
 
 
Figure 7.11.    Ultrafast luminescence measurements of Ir(dbfliq)2acac with 400 
nm excitation and 570 nm detection.  Upon global analysis deconvolution with the 
IRF (280 fs FWHM, dotted line) gives best-fit values of a 65 fs rise-time constant 
and a 75 fs decay time constant (solid line). 
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From these kinetics and global fitting we can therefore deduce that emission from 
S3 decays in less than 50 fs, emission from S2, presupposing that the population is 
fed from S3, would have a rise-time constant equal to the lifetime of S3, and a 
decay time constant of 65 fs.  Emission from S1 has a rise-time constant of 65 fs 
(having been fed from S2) and a decay time constant of 75 fs.  Plots of fits with 
residuals at all wavelengths are shown in Figure 7.12 below, with a full table of 
results provided in Table 7.4. 
 
 
Figure 7.12.    Ultrafast luminescence data (closed circles), global fits (solid 
lines) and residuals (beneath each window) for all 12 wavelengths that were 
globally analysed. 
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 τ1 (fs) τ2 (fs) τ3 (fs) Global 
Rχ2 
Global Variables → 10 65 75 1.37976 
Emission 
Wavelength (nm) 
Global 
Amplitude 
A1 A2 A3 Local Rχ2 
460 0.563 1 0 0 2.13177 
480 0.88 0.462 0.538 0 1.88416 
490 1 0.085 0.915 0 0.97182 
500 0.687 0 1 0 1.71178 
510 0.599 0 0.929 0.071 2.42487 
520 0.469 0 0.727 0.273 1.98215 
530 0.3 0 0.428 0.572 0.88047 
540 0.345 0 0.318 0.682 1.29268 
550 0.248 0 0 1 1.18026 
560 0.227 0 0 1 1.02147 
570 0.169 0 0 1 0.78864 
580 0.168 0 0 1 1.01976 
 
Table 7.4.   Global Analysis best-fit parameters, overall and for each of the 12 
wavelengths included in the global fit.  The global amplitudes represent the 
multiplier on the individual amplitude components at each wavelength – all data 
as globally analysed was wavelength intensity sensitivity corrected for the 
instrument as discussed in the text. 
 
 
Luminescence dynamics, therefore, allow us to ascertain that there is a decrease in 
the rate of internal conversion in the course of the relaxation to lower MLCT 
states.  The relaxation also follows in an orderly manner, with a progression from 
higher to lower MLCT states.  The observed luminescence dynamics in 
Ir(dbfliq)2acac hence give an opportunity to obtain direct information on 
cascading relaxation processes involving several singlet MLCT states.  To that 
end, it was of strong interest to utilise the amplitude information in each decay 
component at each wavelength that is provided by the global analysis to enable 
the construction of decay associated fluorescence spectra (DAFS) to glean 
information on the processes occurring amongst the singlet states – processes that 
have hitherto been difficult to deduce. 
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7.5.3  Decay Associated Fluorescence Spectra 
 
Production of the DAFS for each decay component was carried out with 
correction for the wavelength dependence and detection sensitivity of the 
upconversion experimental setup with a white light source (Bentham IL7S), as 
detailed in Chapter 3.  Correction for variation of the excitation wavelength (data 
at 460 nm was recorded with 380 nm excitation) was achieved by the use of 
Coumarin 102 laser dye solution, with count rates at both excitation wavelengths 
being recorded and a correction factor derived.  Absorbance of the laser dye 
solution at both 380 and 400 nm was higher than 3, hence the derived correction 
factor accounted for the combined ratio in the upconversion and detection 
sensitivity when at two different excitation wavelengths.  A further correction was 
applied to account for the difference in the absorbance of Ir(dbfliq)2acac at 380 
nm compared to 400 nm.  Recording the fitted amplitudes across this wide 
spectral region based on the above parameters gives reconstructed spectra for each 
of the identified states, as shown in Figure 7.13. 
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Figure 7.13. Amplitudes of fluorescence from S3, S2 and S1 excited states 
obtained from the global fit using equation 7.6 assuming a sequential relaxation 
process (S3 → S2 → S1).  The legend shows the time constant of relaxation for 
each of the individual states.  Fluorescence intensities were corrected for the 
wavelength dependence sensitivity of the upconversion setup before fitting.  
Errors are obtained by utilising the time constant errors to produce the maximum 
and minimum amplitude values.  The dotted lines show the predicted spectra of 
the non-relaxed fluorescence from each singlet state obtained from the Gaussian 
components of the absorption spectrum by applying a frequency cube correction 
according to equation 7.7. 
 
 
For comparison with the already identified absorption features of the three singlet 
states, optical absorption and spontaneous emission can be related by Einstein’s 
relation, where Einstein’s A coefficient of spontaneous emission is related to the 
B coefficient of absorption for an electronic transition ub → la as shown in 
equation 7.7.28 
 
( ) laublaublaub BcnhA →−→→ = 3338 υpi       [7.7] 
 
where A and B are the coefficients, h is planck’s constant, n is the refractive 
index, c the speed of light and υ is the ub → la transition frequency.  It can be 
seen that the relationship between absorption and emission is dependent on the 
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transition frequency to the power of three, thus comparison of absorption and 
emission intensities requires multiplication of the central absorption frequency to 
the third power.  Plotted in Figure 7.13 along with the reconstructed emission 
spectra are the three originating absorption Gaussians for each state, appropriately 
corrected.  Errors for each emission point are also plotted and were deduced from 
the variations in the amplitude that were recorded at each wavelength when the 
associated errors in the relevant time constants were used to force the time 
constants at their extreme long/short values.  The reconstructed spectra do not 
enforce what the amplitudes are across the entire range, i.e. the signal strength 
(and hence final amplitudes) at each wavelength are independent.  The decay of 
S3, which solely from kinetics can only be said to be less than 50 fs, can be better 
defined when the S3 DAFS is analysed.  To position the S3 DAFS with a similar 
amplitude to its Gaussian absorption feature a time constant of < 20 fs is found to 
be required (10 fs is used in Figure 7.13).  DAFS plots with τ1 = 10, 20, 30 and 50 
fs are shown in Figure 7.15 in Section 7.5.4 to indicate the poor reproduction of 
the S3 spectrum with longer time constants. 
 
When reconstructed with the full sequential decay model the DAFS show good 
agreement of the spectral position, shape and amplitudes when compared with the 
S3, S2 and S1 absorption Gaussians.  Ultrafast luminescence at longer 
wavelengths, when detection moves into the steady state emission region (> 580 
nm), shows slower dynamics.  These wavelengths were not included in the global 
analysis due to the definite presence of long lived 3MLCT emission, which is not 
accounted for with a sequential relaxation model.  The decay time constants vary 
progressively, from residual 75 fs S1 emission at 590 nm to 230 fs on the peak of 
the PL spectrum, Figure 7.14.  Here emission is completely inside the 3MLCT 
manifold and this, in addition to longer lived picosecond decay dynamics 
representing vibrational cooling to the surrounding solvent molecules, have 
previously been identified in this class of materials.40 
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Figure 7.14. Ultrafast luminescence dynamics at 660 nm on the peak of the 
steady state PL spectrum for Ir(dbfliq)2acac.  The solid line indicates the fit, the 
IRF is shown as dotted line (280 fs FWHM).  The kinetics fit best to a 230 fs 
decay component (53%), 3 ps decay (27%) and a nanosecond offset (20%). 
 
 
7.5.4  Error Analysis 
 
Global analysis of the recorded luminescence spectra in the wavelength range 
460-580 nm produced a global reduced chi-square minimum with three time 
constants of < 50, 65 and 75 fs.  Evidently these three time constants are closely 
spaced and hence careful error analysis is required to support the results 
presented. 
 
Firstly the choice of three exponentials in the global fit is guided by the self-
evident nature of the three identified states in the 460-580 nm fitting region.  It is 
fully anticipated that all three states would contribute to the emission process and 
the lack of spectral overlap of the S3 and S1 Gaussians (Figure 7.7) gives guidance 
that it is unlikely that any intersection of these two states exists directly, therefore 
the excited state in S3 will have to flow through S2 before it can reach S1 (and then 
on to T1).  It is important to note that while three time constants are used, kinetics 
at any one wavelength can be best described by at most two exponential decays.  
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Global fitting across the entire wavelength range with just two time constants 
would not produce an acceptable fit – the interdependence of the consecutive 
relaxation model (decay time constant at one wavelength is rise-time constant at 
another) creates constraints on the global fit and hence restriction to just two time 
constants leads to compromises that ensure the fit does not adequately reproduce 
the kinetics found in the data. 
 
From the global fit the time constant of S3 emission, τ1, can only be said to be 
instrument limited, i.e. < 50 fs (Figure 7.9) – the global reduced chi-square value 
was relatively insensitive to what value of τ1 was used, although the best-fit was 
found to be ~ 10 fs but this did not solely provide enough support for stating this 
time constant with confidence.  A better bound on the value was found by taking 
into consideration the amplitude of the recorded luminescence (fully corrected for 
the wavelength dependence of the upconversion setup).  Requiring the S3 
emission to lie on or close to the S3 absorption Gaussian indicates that τ1 < 20 fs, 
with a value of 10 fs used in the global analysis.  The variation of the S3 amplitude 
with variation of τ1 is shown in Figure 7.15, showing the amplitudes produced for 
τ1 values of 10, 20, 30 and 50 fs. 
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Figure 7.15. DAFS with variation of τ1.  The open diamonds indicate a time 
constant of 10 fs, open triangles 20 fs, closed circles 30 fs and closed squares 50 
fs.  τ1 is thus said to be < 20 fs based on the required time constants to produce 
amplitudes that follow the S3 absorption Gaussian. 
 
 
It can be seen that poor reproduction of the S3 Gaussian exists when longer time 
constants are used. 
 
The errors on τ2 and τ3 were deduced by use of support plane analysis, using the 
same reduced chi-square (χ2R) confidence interval methodology as defined in 
Chapter 6 and elsewhere41 – global analysis can help to generate a lower degree of 
uncertainty when a support plane analysis is undertaken, as the large number of 
combined datasets helps to reduce the uncertainty threshold.  Briefly, the 
confidence interval is described as the χ2R value at which the probability, P, is 
equal to 0.32, i.e. the value of the χ2R is one standard deviation away from the 
global χ2R minimum.  With a large number of datasets used in global analysis (and 
hence a large number of degrees of freedom) the one standard deviation increase 
that is required in the χ2R value is smaller – and hence the error bounds that can be 
placed on variables is smaller.  The total number of data points across the 12 
analysed datasets totals 924 and this, coupled with the number of parameters 
being fitted (9) gives a reduced-chi square multiplier of 1.00753, i.e. the increase 
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in the global reduced chi-square value from 1.37976 to 1.39015 gives the error 
bound.  Variation of one parameter would produce a parabola with a one standard 
deviation confidence interval line; the intersection of the two would produce the 
errors.  Here, however, there are two parameters of interest and therefore fixing 
one and fitting to find the χ2R minimum for both τ2 and τ3 produces a 7x9 matrix 
of χ2R values.  This is graphically presented as a three dimensional contour plot, 
Figure 7.16.  A ring can be traced (thick black line) at the one standard deviation 
contour, and this defines the errors for the two time constants, stated as ± 7 for τ2 
and ± 12 fs for τ3. 
 
 
Figure 7.16. Contour plot of global reduced chi-square surface at τ1 = 10 fs 
when varying τ2 and τ3 with all other parameters left free.  The global minimum of 
the surface is found to be at τ2 = 65 fs and τ3 = 75 fs.  Quoted errors of ± 7 and ± 
12 fs are derived from the increase in the reduced chi-square value of 1 standard 
deviation, as defined by F-Statistics, and is indicated with the thick black line. 
 
 
In addition to providing the error bounds for τ2 and τ3 the contour plot also 
provides some supplementary evidence for the independence of these two 
variables as there is an anti-correlation in the direction of the surface.  If the two 
time constants were actually representing the same process then the reduced chi-
square surface should either show a symmetrical response or align itself with 
correlation between the two variables, i.e. the “direction” of the surface should 
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have a y=x like form so that as τ2 increases the surface supports an increase in τ3.  
Instead what is found is anti-correlation, i.e. a y=1/x direction of the surface, such 
that as τ2 increases τ3 is confined to shorter time constants. 
 
7.5.5  Variation of Excitation Wavelength 
 
To investigate how the observed decay time-constants of internal conversion 
amongst the singlet states varied with differing amounts of energy stored inside 
the molecule the excitation energy was varied and the ultrafast luminescence 
dynamics monitored.  Two variables were of interest, the time constants of S2 and 
S1 emission.  Tuneability of the excitation source enabled excitation wavelengths 
from 380 to 425 nm to be used.  S1 emission at 550 nm was observed with 425 nm 
excitation and was found to be identical to that with 400 nm excitation, Figure 
7.17, indicating that the time constant of S1 emission was unchanged at 75 fs. 
 
 
Figure 7.17. Ultrafast luminescence kinetics at 550 nm detection with variation 
of excitation wavelength: 400 nm (closed circles) and 425 nm (open circles).  The 
best-fit (solid line) is found to be the same for both datasets, with a rise-time 
constant of 65 fs and a decay time-constant of 75 fs. 
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However observing S2 emission at 500 nm with 415 nm excitation did show some 
change in dynamics.  415 nm excitation was required to enable Raman free 
observation of dynamics at 500 nm – this was confirmed by scanning a sample 
cell filled solely with THF and observing no signal.    Comparison of the 
normalised recorded dynamics for 415 nm excitation with the values found using 
400 nm excitation for 500 nm detection are shown in Figure 7.18 – the fit for the 
400 nm excitation data is also shown.  It can be seen that there is a small 
difference and kinetics with 415 nm excitation appear to be a little faster than with 
400 nm.   
 
 
Figure 7.18. Ultrafast luminescence measurements with variation of excitation 
wavelength.  Normalised kinetics with 400 nm (closed circles) and 415 nm (open 
circles) excitation at 500 nm detection.  The Solid line is the 400 nm excitation 
data best-fit decay when convolved with the IRF (FWHM 280 fs) with a rise-time 
of 10 fs (100% of the rise) and a decay time constant of 65 fs.  It can be seen that 
415 nm excitation data (open circles) appears to be faster than the 400 nm data, 
with most points sitting inside the best-fit line.  
 
 
Fitting to both datasets does show a decrease in the decay time-constant with 
longer excitation wavelength emission (65 fs down to ≤ 50 fs), but such values are 
somewhat poorly supported with single wavelength fitting due to the large 
potential error and so are not relied upon.  What can instead be utilised to help 
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define the decrease in the time constant are the actual count rates of the recorded 
signals.  Using the same method of excitation wavelength dependent correction 
factors already described above when used with 380 nm excitation, we can 
directly compare the amplitudes of 400 and 415 nm excitation emission at 500 
nm, and this is shown (fully corrected for the upconversion setup’s wavelength 
dependent sensitivity and the difference in Ir(dbfliq)2acac’s absorbance at both 
excitation wavelengths) in Figure 7.19. 
 
 
Figure 7.19. Ultrafast luminescence measurements with variation of excitation 
wavelength.  The luminescence is detected at 500 nm with detection sensitivity 
corrections applied for 400 nm (closed circles) and 415 nm (open circles) 
excitation wavelengths.  The solid lines are fits when convolved with the IRF.  
The kinetics are fully corrected for the upconversion sensitivity and excitation 
wavelength variation, hence when fitting with the same total amplitude the 415 
nm data is required to have a shorter time constant (45 fs) compared to the 400 nm 
data (65 fs). 
 
 
It can easily be seen that emission with 415 nm excitation produces a signal 
amplitude that is lower than with 400 nm excitation.  Given the same state is 
being optically excited and the same state’s emission is being recorded these 
amplitudes should be the same.  The difference can therefore be accounted for in 
the time constants.  If one requires that the fitted decay amplitudes for both sets of 
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kinetics are the same, utilising the sequential model and equations already 
discussed, then this forces the time constant of emission with 415 nm excitation to 
become shorter.  The best-fit was hence found to be 45 ± 10 fs (the error being 
derived from the error in the amplitude at 500 nm and the error in the setup’s 
wavelength dependent sensitivity correction factor). 
 
7.6  Internal Conversion: Mediated by Energy Stored In The Molecule 
 
Summarising the observed processes, the decay from the highest singlet state (S3 
to S2) is found to be fast; however the exact rate of decay was not precisely 
defined for iridium complexes, due in no small part in the difficulty of achieving 
such time resolution.  A time constant of < 20 fs is entirely congruent with the 
decay of the S3 state, which occurs by conversion of electronic energy into 
vibrational energy of high frequency vibrational modes.  In this report optical 
excitation actually initially accesses the L1 state, however, one can state that the 
L1 → S3 process will be very fast, justified by the lack of an observable rise-time 
in the S3 kinetics and the small energy difference between the states.  IC from S2 
to S1 and ISC from S1 to T1 were found to be substantially slower (65 and 75 fs 
respectively) when excited with 400 nm.  When less excitation energy was used to 
access L1 (415 nm) the observed IC time constant for S2 → S1 was found to 
decrease to 45 fs.  However if the S1 → T1 ISC time was observed with similar or 
even smaller values of excitation energy (425 nm) then it remained unchanged at 
75 fs. 
 
The rate of IC between excited electronic states of molecules can depend upon 
coupling strengths,42 the energy gap1 and the shape of potential energy surfaces 
(PES) between states3, 8, 43 as well as the active vibrational modes of the 
molecule.44  In this investigation of IC between singlet states in Ir(dbfliq)2acac it 
is anticipated that the coupling strengths, energy gap, PES shapes and active 
vibrational modes of the molecule affecting IC between the three singlet states 
should all be similar because each singlet state shows similar optical coupling to 
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the ground state (oscillator strength) and similar absorption shapes.  There must 
be, therefore, some other parameter that is controlling the rate of IC and slowing it 
down from < 20 to 75 fs over the course of its relaxation through the singlet 
states. 
 
It is illustrative to plot the relaxation time from each state as a function of 
vibrational energy stored in the molecule, as shown in Figure 7.20, assuming that 
vibrational cooling to the solvent occurs on > 1 ps time-scale.  This indicates that 
the rate of IC is fast when there is little energy stored in the molecule (bottom 
axis, < 0.6 eV) and with increasing values of stored energy the rate slows down.  
This relationship was tested when the excitation wavelength was varied, and the 
IC rates for S2 and S1 emission for 415 and 425 nm excitation respectively are 
shown as open circles.  The 415 nm excitation data is especially helpful in aiding 
our understanding as it shows that S2 → S1 IC, 65 fs with 400 nm excitation (0.62 
eV of stored energy), decreases to 45 fs (0.5 eV of stored energy) – while this 
time-constant is not as fast as the < 20 fs value observed for the S3 → S2 IC event 
(also with 0.5 eV of stored energy) it is faster than 65 fs, indicating that two 
distinct regimes can be identified, vibrationally unrestricted and restricted, where 
the amount of stored vibrational energy inside the molecule appears to control 
how fast IC events can occur.  Time constants of relaxation within the 3MLCT 
manifold are shown as open symbols and lie in the range of 150-230 fs.  These are 
expected to be slower because the amount of energy being dissipated is small (top 
axis, < 0.1 eV) and involves very low frequency vibrational modes.45 
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Figure 7.20. Relationship between the amount of vibrational energy stored in 
the molecule (λex – λdet) (bottom axis), or energy above the steady state PL peak 
(λdet – λpeak) (top axis) and the measured relaxation time constant for each state in 
Ir(dbfliq)2acac, with open circles and closed squares representing IC between 
1MLCT states.  Relaxation is facilitated by IVR and thus no energy is leaving the 
molecule, just being redistributed within it.  Errors as deduced from fitting are 
shown.  The open circles represent IC rates with variation of excitation energy as 
discussed in the text.  The open squares lying at 1.15 and 1.2 eV of stored energy 
are identified as being hot triplet relaxation and population equilibration between 
the lowest 3MLCT state’s electronic substates, respectively.  The lowest substates 
are 100 cm-1 or less apart, hence relaxation is through low frequency vibrational 
modes and hence is slower. 
 
 
The rate of internal conversion from S3 → S2 and S2 → S1 has therefore been 
found to be dependent on the amount of vibrational energy stored inside the 
molecule.  After proceeding into the S2 state the population is found to decay with 
a time constant of 65 fs with 400 nm excitation.  There therefore appears to be a 
substantial slowdown in the rate of IC from the S3 → S2 to the S2 → S1 events.  
The similar strength and shape of absorption transitions to both S3 and S2 states 
support that the potential energy surface (PES) can be only slightly shifted along 
the vibrational coordinate and there is thus little reason to presume that the rate of 
IC should change significantly.  The considerable slowdown can be explained 
when the entire relaxation process is viewed as a whole.  The S3 → S2 crossing 
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occurs by dissipation of electronic energy into high frequency vibrational modes 
of the molecule and occurs on a time-scale of < 20 fs.  The dominant vibrational 
modes of the molecule coupled to electronic transitions was found by fitting a 
vibrational progression to the PL spectrum to give a separation of 0.14 eV – this 
equates to a vibrational period of ~ 30 fs, and suggests a crossing time on the 
order of one half of a vibrational period or less.  The question therefore arises as 
to why the S2 → S1 crossing time is not just as fast.  With 400 nm excitation the 
relaxation of L1 → S3 → S2, however, has deposited ~ 0.6 eV of vibrational 
energy into high frequency vibrational modes, allowing it to occur very quickly.  
When it comes to enabling the next crossing event (S2 → S1), the high frequency 
modes of the molecule appear to be saturated, and hence IVR, the process of 
vibrational energy flow from high to low frequency modes,46, 47 is required to 
clear them for acceptance of energy to facilitate the crossing, which explains the 
65 fs time constant observed for the relaxation to S1.  This is supported when the 
excitation wavelength was moved to 415 nm and the S2 → S1 crossing event was 
observed to be 45 fs, which indicates that when there is less vibrational energy 
stored in the molecule (0.5 eV), some high frequency modes are still free to accept 
energy before requiring IVR to dissipate to lower frequency vibrational modes, 
hence the rate of IC will be faster. 
 
Whether with 400 or 425 nm excitation, the S1 → T1 ISC time constant is found to 
be 75 fs and indicates that with values of stored vibrational energy in the molecule 
> 0.6 eV the slowdown in the rate of decay plateaus at ~ 75 fs and implies that 
despite much more vibrational energy stored in the molecule (~ 0.9 eV) the rate of 
decay does not change significantly.  One might expect that the rate would 
continue to decrease, however it appears that the clearance of high frequency 
vibrational modes to lower frequency by IVR is not saturated.  This is not 
surprising with a large number of lower frequency modes that can take energy 
from the high frequency vibrational modes, hence the rate of IVR (and thus of 
ISC) remains at ~ 75 fs.  The ISC time found here is confirmed with a 
complementary transient absorption measurement, Figure 7.21, where decay of 
the excited state absorption is observed with a time constant of 75 fs. 
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Figure 7.21. Ultrafast transient absorption kinetics (λpump = 400 nm, λprobe = 800 
nm) for Ir(dbfliq)2acac.  Deconvolution of the kinetics with the IRF (dotted line) 
gives a decay of 75 fs (46% amplitude). 
 
 
Previous theoretical studies have shown that a true crossing of potential energy 
surfaces (PESs), a so-called conical intersection, enables much faster IC (by an 
order of magnitude) than an avoided surface crossing (nonadiabatic) when energy 
dissipation by IVR or cooling is included.48  A schematic of a likely conical 
intersection between singlet state PES in the system under study is shown in 
Figure 7.22.  The similar shapes and strengths of the S0 → S2 and S0 → S3 
absorption transitions suggest that their PES will be similar in shape and that there 
will only be a small displacement in the nuclear coordinate between the states, 
making the conical intersection low in Sn and high in Sn-1.  Very fast S3 → S2 
relaxation is also consistent with a conical intersection of the PES.  In work by 
Gawelda et. al. on a tris-bipyridine iron complex49 non-radiative relaxation 
between two states (in that case ISC) was proposed to occur by an avoided 
crossing, with a vibrational progression of the lowest 1MLCT state being observed 
in its absorption spectrum.  Here, however, no vibrational progression is seen – 
instead the three identified singlet electronic states appear as featureless 
Gaussians, indicating that they are significantly shifted in the vibrational co-
ordinate, consistent with a conical intersection of the PES allowing IC via strong 
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coupling rather than an avoided crossing between them via weak coupling through 
overlap of the vibrational wavefunctions. 
 
 
Figure 7.22. A sketch of two hypothetical potential energy surfaces with a 
conical intersection between them.  Both PES have similar shapes and positions of 
their minimum in the nuclear coordinate.  IC from one state to another occurs via 
a conical intersection and this was found, for the S3 → S2 event, to be < 20 fs. 
 
 
Figure 7.23 outlines the six main stages in the curve crossing events that are 
deduced from the experiments that have been undertaken with 400 nm excitation; 
each shows the proposed vibrational population distribution in the molecule, from 
high to low frequency modes at various points in the system’s excited state 
evolution.  First is panel 1, representing the system as it is in S3, showing some 
quantity of energy stored in high frequency modes (deposited there from the L1 → 
S3 crossing) but broadly free of stored energy.  Secondly, panel 2 shows the 
system immediately after the S3 → S2 crossing event (< 20 fs), where a large 
amount of excess energy has been deposited in high frequency modes to facilitate 
movement to the crossing point.  What follows after panel 2 is redistribution of 
that large amount of energy into lower frequency modes by IVR (65 fs).  This is 
required to enable the movement to the S2 → S1 crossing point, and the 
vibrational population of the system at this stage is shown in panel 3.  Once high 
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frequency modes have cleared and are able to accept new energy depositions, 
movement to the crossing point can occur and so the S2 → S1 crossing can take 
place.  We do not know how fast the actual crossing event itself is, only that it is 
less than 65 fs, however given the similarity of all of the singlet states one might 
expect it to be similar to the S3 → S2 time (i.e. < 20 fs).  Panel 4 indicates the 
vibrational population distribution as it exists after having just entered S1, with a 
large amount of high frequency modes active having received energy from the 
motion towards the S2 → S1 crossing.  Panel 5 repeats the process of IVR (75 fs) 
from the saturated high frequency modes to lower frequency modes to enable 
acceptance of more high frequency dissipation energy.  This time, however, the 
lower frequency modes are already somewhat populated; however this does not 
significantly slow the rate of IVR as there are still free accepting lower frequency 
modes available.  ISC occurs from panel 5 to 6, and saturates the high frequency 
accepting modes once again and from here the excited state population is within 
the triplet manifold. 
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Figure 7.23. Schematic of ultrafast processes occurring in Ir(dbfliq)2acac.  
Shown is a diagrammatic view of the sequential relaxation model fitted to the data 
with 400 nm excitation, where Sn* and Tn* are vibrationally hot states.  Shown in 
each bubble is the vibrational energy distribution of high (H) and low (L) 
frequency vibrational modes.  Each crossing event deposits a large amount of 
energy into high frequency modes and this is then required to be redistributed by 
IVR to lower frequency modes before the excited state can move to the next 
crossing point, thus controlling the rate of IC.  See the text for a full discussion of 
each panel. 
 
 
As one moves across from S1 into the T1 (i.e. the 3MLCT) state there is a grow-in 
of a slower femtosecond emission that is associated with relaxation from within 
the 3MLCT manifold.  It is anticipated that in reality there would be a continuum 
of relaxation time constants across the region (i.e. relaxations high within the 
3MLCT manifold would be faster; and relaxations lower would be slower).  
Finally, as detection moves to still lower energy on the peak of the steady state PL 
spectrum (660 nm) the ultrafast kinetics show similar behaviour as has been 
observed in other iridium complexes.40  Kinetics show two processes, 230 fs and 3 
ps decays, and are assigned to population redistribution amongst the three 
substates of the lowest 3MLCT excited state, facilitated by IVR and vibrational 
cooling to the bath. 
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7.7  Conclusions 
 
The results presented here have given a unique opportunity to look at internal 
conversion amongst multiple 1MLCT states in a transition metal complex for the 
first time.  The experimental results presented show that in the complex 
Ir(dbfilq)2acac the IC rate depends on the amount of vibrational energy stored in 
the molecule.  When the amount of stored energy is < 0.6 eV the rate of IC from 
either the highest singlet MLCT state (S3 → S2) or the lower state (S2 → S1) is 
found to be fast, 10-45 fs, indicating that IC is an adiabatic process and that the 
crossing point between potential energy surfaces is reached by the wavepacket 
motion along the high frequency vibrational coordinate.  Observed IC from S2 to 
S1, however, slows substantially when more vibrational energy is stored inside the 
molecule (> 0.6 eV), with a time constant of 65 fs being observed.  Here IVR will 
have to dissipate energy to enable the crossing via the high frequency coordinate.  
This is also found in ISC from the lowest singlet MLCT state to the triplet, with a 
time constant of 75 fs.  This suggests that the crossing rate depends on the 
availability of high frequency vibrational modes to accept the excess electronic 
energy.  This feature is likely to be characteristic of transition metal complexes 
with a high density of electronic states.  The wider implications of these results 
suggest that it might be possible to control rates of IC and ISC by molecular 
engineering of the chemical structure and molecular surroundings. 
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8 
Conclusions 
 
 
Freedom is the freedom to say that two 
plus two make four. If that is granted, all 
else follows. 
 
George Orwell, Nineteen Eighty-Four, 1949 
  
  
Ultrafast photophysics provides the potential to truly understand the physics of 
chemical systems at a molecular level.  Fundamental molecular processes occur 
on the femtosecond timescale, and using ultrafast tools can help to observe and 
understand these processes.  If one can understand the processes then the 
possibility arises that one could control them.1 
 
This thesis has explored the ultrafast photophysics of a series of light emitting 
iridium complexes.  Transition metal complexes can show very fast evolution of 
their excited state due to strong spin-orbit coupling and a high density of 
electronic states.  The word “cascade” has been used2 to refer to this fast 
evolution, indicating that the excited state population can be thought of as flowing 
down through these higher states, not necessarily even having time to fully 
establish itself in each one before it has reached the next.  Internal conversion 
(IC), intersystem crossing (ISC) and vibrational relaxation are the three processes 
of merit, and it is these three processes that have been studied in some detail and 
described here for a number of iridium complexes. 
 
In the ultrafast dynamics observed in different iridium complexes a commonality 
has been found, best exemplified by the themes running through Chapters 5, 6 and 
7.  The rate of intramolecular vibrational redistribution (IVR) appears to play a 
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major role in the ability of a molecule to dissipate excess energy on the ultrafast 
timescale – to the extent that the work in these three chapters indicate that IVR is 
an important, if not the most important, variable in controlling the rates of the 
evolution to the lowest excited state.  A link can therefore be formed between the 
chemical structure of a material, the rate of vibrational dissipation, and the rate of 
electronic relaxation.  This has been explored by observing the differences that 
adding dendrons (Chapter 5) or fused phenyl groups (Chapter 6) has on the 
ultrafast excited state evolution.  Variation of the amount of vibrational energy 
stored in the molecule when observing internal conversion between states 
(Chapter 7) has enabled a detailed analysis of how IVR has a role in controlling 
the rates of electronic processes. 
 
Taking the research as it has been presented, firstly the ultrafast dynamics of the 
prototypical iridium complex Ir(ppy)3 was investigated (Chapter 4).  It was 
important to look at Ir(ppy)3 as it is the starting point for all light emitting iridium 
complexes, being the first material to be used and the most efficient in light 
emitting devices.3, 4  Only one other ultrafast study on Ir(ppy)3 had been reported5 
and few firm conclusions had been drawn.  In the work completed here 
femtosecond luminescence measurements showed characteristic decay times 
across the spectral region of the steady state photoluminescence (PL) spectrum 
(representing emission from the lowest triplet metal-ligand charge transfer 
(MLCT) state) of 230 fs and 3 ps.  These time constants were found to be 
independent of the solvent that the material was dissolved in or where on the 
steady state PL spectrum one observed emission (from the peak of the PL and 
lower in energy).  Given that this emission has to be from the 3MLCT state, and 
that the state actually consists of three electronic substates (~ 100 cm-1 apart) due 
to zero-field splitting6 the conclusions were drawn that the 230 fs and 3 ps 
processes represented relaxation from the initially populated top substate to the 
two lower ones.  These decay time constants were observed in steady state PL 
measurements for all iridium complexes that were studied, suggesting that this is a 
very general process common to many iridium complexes – and if one were to 
extend the conclusion further then it would imply that the zero-field splitting in all 
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materials studied was similar, a conclusion that is commensurate with the fact that 
all materials have similar phosphorescence efficiencies (a parameter that 
correlates with zero-field splitting).7 
 
In the next chapter (Chapter 5) luminescence from Ir(ppy)3 at a higher detection 
energy (140 meV above the PL peak) was compared against emission from that 
same amount of excess energy in two Ir(ppy)3 cored dendrimers.  Dendrimers are 
large macromolecules showing self-similar branching patterns to their structure.  
They were useful materials to study in this work because they allowed chemical 
additions to be made to a light emitting core without necessarily changing any of 
its electronic properties.  Observing the emission at 140 meV of excess energy 
showed that the decays in both the core and dendrimers were best represented by 
two time constants of 150 fs, representing intramolecular vibrational redistribution 
(IVR), and 3 ps, representing vibrational cooling to the surrounding solvent 
molecules.  While there was no measurable increase in the rate of IVR with the 
addition of the dendrons, there was an observed increase in the amount of excess 
energy dissipated by IVR, from 88% in Ir(ppy)3 to 94% in the dendrimers.  No 
increase in the rate may be seen due to the connection between the core and the 
dendron, though a single C-C bond, which will limit energy flow unless it is fully 
thermally activated. 
 
The lack of any increase in the rate of IVR upon addition of material to the 
molecule with dendrimers contrasts with the observations in Ir(piq)3 (Chapter 6).  
Here the extra material is a phenyl that is fused onto the pyridine of the ligand, 
ensuring that the excited state itself also covers the new additional chemical 
material.  The time constant of IVR at 140 meV of excess energy was found to be 
95 fs and represented 96% of the total decay.  Clearly the rate of IVR has now 
increased, the fused phenyl enabling dissipation of excess energy to occur faster 
than in the smaller Ir(ppy)3 molecule. 
 
Also observed in Chapter 6 was fluorescence from an iridium complex for the 
first time.  The red emitting properties of the material enabled light emission from 
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singlet states to be recorded.  The decay time constant of fluorescence (thus 
embodying intersystem crossing) was found to be 65 ± 5 fs and was confirmed 
with complimentary transient absorption measurements which showed rise and 
decay features at a range of probe wavelengths of 70 fs.  This made Ir(piq)3 
doubly unique, as Ir(ppy)3 and the dendrimers had shown no dynamics in their 
transient absorption signals at all, indicating simply that ISC was likely to be < 
100 fs.  The ISC of 65 fs for Ir(piq)3 sits well amongst the reported values for 
other transition metal complexes who have time constants of ISC ranging from < 
20 fs in ruthenium8 to 3 ps in platinum complexes.9  There is still no absolute 
understanding of the rates of ISC, but in measuring this process in an iridium 
complex for the first time more evidence is provided to help in the process of 
understanding. 
 
What is essentially the culmination of the work on iridium complexes was 
presented in Chapter 7, looking at excited state processes in a deep red emitting 
heteroleptic material, Ir(dbfliq)2acac.  The deep red spectral properties gave a 
unique opportunity to observe higher excited states and hence this section of work 
represented a substantial investment of time and analysis due to the distinctive 
properties that the material presented.  The first piece of analysis that was 
undertaken was to assign and aid in the identification of three features in the 
absorption spectrum.  Spectral fitting and transition dipole moment calculations 
were performed to support the assignment of these three features as three separate 
1MLCT states.  This was an important ascription to make as the ultrafast emission 
was observed across the region of these features and so knowledge that three 
1MLCT states exist there was required to aid in subsequent analysis.  The ultrafast 
luminescence measurements comprised of kinetics at 12 wavelengths and so 
global analysis was employed to give a greater confidence in the fitted parameters.  
A custom fitting equation was used that modelled a sequential relaxation down 
through the three 1MLCT states.  Global analysis indicated that the decay of the 
highest energy 1MLCT state occurred with a time constant of 20 fs or less, the 
middle 1MLCT state 65 ± 7 fs and the lowest 1MLCT state was 75 ± 12 fs.  These 
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times represent the time constants of IC (and in the last case ISC) and will be 
facilitated by the dissipation of excess energy by IVR. 
 
Recasting the results on Ir(dbfliq)2acac by looking at the rate of IC with respect to 
the amount of vibrational energy stored inside the molecule gave rise to the 
conclusion that with less than 0.6 eV of stored energy the rate of decay was fast, 
10-45 fs, and with more than 0.6 eV it was slower at ~ 70 fs.  This result was 
confirmed by varying the excitation wavelength and therefore changing the 
amount of stored energy that was present in the molecule when observing IC 
between the states – all indicating therefore that the rate of IC is defined by the 
rate of IVR.  The movement of the population in a 1MLCT state to reach the 
crossing point to the lower state is facilitated by high frequency vibrational 
modes, and if these modes become saturated then IVR to lower frequency modes 
must take place before movement to the crossing point can occur. 
 
The wider implications of the work conducted during this PhD are to suggest that 
in transition metal complexes the molecule’s vibrational properties can play an 
important role in the excited state evolution.  Simple modification of a molecule 
to add new chemical components changes the vibrational properties (Chapters 5 
and 6) and in so doing, therefore changes its ability to dissipate excess energy, 
thus changing the rates of electronic transitions.  In some chemical and charge 
transfer reactions specific excited state energies and barriers are required to be 
surmounted, and so understanding of how vibrational energy controls the excited 
state evolution is important in perhaps being able to control these reactions. 
 
While this work has presented a wide ranging view of ultrafast processes in 
iridium complexes there are of course many things that could be further explored.  
The excitation energy dependence experiments that were performed in Chapter 7 
in particular have the potential to be significantly extended.  Limitations on tuning 
of the Ti:Sapphire oscillator forbade a very detailed analysis of the excitation 
dependence of the ultrafast luminescence kinetics, especially interesting excitation 
wavelengths.  For example, it would be of great interest to be able to excite 
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specifically to each of the S1-3 singlet states – monitoring the kinetics to see how 
the rates of IC and ISC vary.  Raman free observations however, would of course 
be difficult to achieve.  This highlights the second area of future work, achieving 
Raman free observations of ultrafast luminescence at detection energies close to 
the excitation energy.  Dendrimers have proven themselves capable of doing this 
(Chapter 5) and a potential area of future research would be to utilise their 
advantageous solubility to explore ultrafast dynamics – particularly deep red 
emitters, who’s properties indicate (Chapter 7) that detection of dynamics at 
higher energies can give detailed insight into dynamics and energy flow. 
 
The body of work presented here represents a significant amount of ultrafast 
measurements on iridium complexes and it is hoped that the conclusions drawn 
can aid in the desire to reach understanding of the exact nature and factors 
governing ultrafast relaxation in transition metal complexes.  As has been 
mentioned a few times, there was a surprising lack of research that had been 
conducted into the ultrafast photophysics of iridium complexes and it is hoped 
that the work reported here will motivate others to further explore these unique 
and fascinating systems. 
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 “We are all afraid - for our confidence, for the future, 
for the world. That is the nature of the human 
imagination. Yet every man, every civilization has 
gone forward because of its engagement with what 
it has set itself to do. The personal commitment of a 
man to his skill, the intellectual commitment and the 
emotional commitment working together as one, has 
made the ascent of man.” 
 
  
 
 
 
 Jacob Bronowski, The Long Childhood, The Ascent of Man, 1973  
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