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Abstract—The increasing integration of wind generation is
accompanied with a growing concern about secure and reliable
power system operation. Due to the intermittent nature of wind,
the base-load units need to cycle significantly more than they were
designed for, resulting in reduced life cycle and increased costs.
Therefore, it is becoming necessary for wind turbines to take part
in frequency control, and reduce the need for additional ancillary
services provided by conventional generators. In this paper, we
propose an optimised operation strategy for the wind farms. In
this strategy, we maximise the kinetic energy of wind turbines by
an optimal combination of the rotor speed and the pitch angle.
We exploit the wake interaction in a wind farm, and de-load
some of the up-wind turbines. We show that the kinetic energy
accumulated in the rotating masses of the WTs can be increased
compared to the base case without compromising efficiency of the
wind farm. In a specific system, we show that by implementing
this strategy, and injecting the stored kinetic energy of the WTs’
rotors into the system during a frequency dip, we can delay the
system frequency nadir up to 30 s.
Index Terms—Grid integration, wind power, frequency control,
ancillary services, inertia, kinetic energy, variable-speed wind
turbines, wake modelling, wake interaction.
I. INTRODUCTION
The dwindling fossil fuel resources, and their associated
greenhouse gas emissions that significantly contribute to global
warming, are encouraging nations to move toward renewable
energy sources (RES). Among the RES, wind is one of the
most economically viable options. In 2012, with 19% growth,
wind’s annual growth was the highest among all RES [1].
USA, the world’s largest electricity consumer, is planning
to produce 20% of its electricity from wind by 2030 [2].
Denmark, one of the pioneers of wind technology and the
country with the highest penetration of wind in its electricity
system, set the target of achieving 50% of its electricity from
wind power by 2020, and 100% renewable by 2035 [1]. In
Australia, wind is anticipated to play a major role in reaching
the 20% renewable energy target (RET) by 2020 [1]. It has
been predicted that from 2014 to 2035, under the 450ppm
scenario, US$3,027 billion will be invested in wind generation
technologies, which is the highest investment among all renew-
able and conventional generation technologies [3]. It appears
that penetration of wind energy in the power system of most
countries will keep increasing in the foreseeable future [1].
Although financially wind is one of the most viable RES,
and can compete even with some of the conventional resources
[4], technically, it is considered a less reliable resource because
of its intermittent nature. Nowadays, variable speed wind tur-
bines (VSWT), including Type III, using doubly fed induction
generators (DFIG), and Type IV, with a generator connected
through a fully rated converter (FRC), are considered the most
promising technologies because of their ability to optimise
the power extraction for over a wide wind speed range, as
well as for being able to comply with grid codes’ connection
requirements. Therefore, approximately 95% of wind turbines
(WTs) installed all around the world are either Type III or IV
[5]. Nonetheless, compared to the fixed speed wind turbines
(FSWT), VSWTs do not have inherent inertial response [6].
A study in [7] has suggested that high penetration of Type
III WTs can change the system frequency behaviour, which
is characterized by the rate of change of frequency (ROCOF)
and frequency nadir, so it is necessary for system operators
to address these issues. Therefore, to increase integration of
wind generation in power systems, wind will need to offer
frequency control ancillary services, which will in turn reduce
the pressure on conventional generators [7]–[9]. According to
[10], kinetic energy released by a WT exceeds that released by
a synchronous generator (SG), which makes wind generation
even more attractive to use for inertial contribution, including
primary frequency control. The wind speed namely doesn’t
change significantly in short durations while the primary
control is active, so the kinetic energy stored in rotors of
partially loaded WTs can be used in frequency regulation.
Due to the effective decoupling between the mechanical and
the electrical systems of a WT, this capability needs to be
emulated through appropriate control.
An obvious issue in participation of WTs in frequency
control is that it requires a WT to operate below its optimum
power output for a period of time, which negatively impacts
the efficiency of the WT. To partly overcome the negative
financial impacts associated with spilling the wind energy, we
propose to take advantage of the wake interaction within a
wind farm (WF). The extraction of energy from wind by a WT
namely results in a disturbed wind flow behind the WT, which
can cause fatigue to the down-WTs, and in turn increases
the maintenance cost as well as shortens the WT’s life-cycle.
An interesting approach how to deal with these issues has
been proposed in [11]. Using a stationary wake model, it has
been shown that partially operating up-WTs not only reduces
turbulence levels, but also improves the row efficiency of the
WF. As a result, partial de-loading of the up-WTs in a WF
not only offers frequency control ancillary services, but also
reduces turbulence levels for the down-WTs.
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Therefore, we propose an optimised operation strategy for
a WF, in which we de-load some up-WTs to maximise the
overall kinetic energy of the WF. We do this by optimising the
rotor speed ω and the pitch angle β of a WT. We implement the
optimised control approach initially proposed in [12], and the
wake model developed in [11]. For particular de-loadings, we
show that not only can the kinetic energy accumulated in the
rotating masses of the WTs be increased, but also the overall
output power of the WF does not change significantly in a
wide range of wind speeds compared to the base case. We cast
the problem as a constrained non-linear optimisation problem,
and solve it using the pattern search algorithm. Although
the optimisation problem has multiple optima, we show that
a good-quality solution can be found which can be readily
implemented in a control algorithm.
The paper is organised as follows. In Section II, we briefly
review the conventional strategies for participation of wind
power in frequency control. Wake models are introduced
in Section III. Section IV presents the proposed optimised
operation strategy for frequency control of a WF. In Section
V, the proposed control approach is implemented in a simple
test system and results are evaluated. Section VI concludes the
paper.
II. PARTICIPATION OF WIND POWER IN FREQUENCY
CONTROL
There are mainly two options for control of frequency by
WTs: inertial response and de-loaded operation [13]. Since
the stator and the rotor of a VSWT are decoupled by the power
electronic converter, an additional control loop is required
to make the WT inertia available to the system, which is
referred to as synthetic inertia in some references [14]. The
addition of this new loop can provide up to 20% extra power
to the system for up to 10 s during a frequency dip [15].
Nonetheless, this inertial response decreases the rotor speed
which consequently reduces the coefficient of performance.
To recover the coefficient of performance, the kinetic energy
of the rotor should be restored, which can result in another
frequency event [15]. Unlike synthetic inertia where no wind
is spilled, in de-loading strategy a WT needs to be permanently
de-loaded for frequency control, and operate with a lower
coefficient of performance [16]. Between the cut-in wind speed
and the wind speed where the rotor speed reaches its maximum
value, de-loading can be achieved by changing the rotor
speed in proportion to the de-loading margin (DM ). Once the
maximum rotor speed is reached, de-loading is possible only
by changing the pitch angle. Fig. 1 shows the performance
coefficient Cp as a function of the tip speed ratio λ defined as
λ = Rωv , where R is the radius of the WT blade, ω is the rotor
speed of the WT and v is wind speed. This strategy is valid
only for those wind speeds where ω < ωmax. As shown in
Fig. 1, to reduce Cp, we have to either increase λ or decrease
it. The aim is to increase the kinetic energy; therefore, we have
to select λsubhigh which corresponds to ω
sub
high > ω
opt. There is
another de-loading method which is based on the pitch control
only in all wind speeds v where vcut−in < v < vcut−out. In
C
0.5
0.45
0.4
0.3
0.2
0.35
0.25
4 6 8 10 12 14 16
Tip speed ratio (λ)
op
t
op
t


 
 
DM
Cpopt
Cpsub
p
su
b
lo
w
su
b
lo
w



su
b
hi
gh
su
b
hi
gh



Fig. 1. Power coefficient characteristic and de-Loading Strategy of Type III
WT.
this paper, the optimised control approach initially proposed
in [12], which uses both β and ω to de-load a VSWT is
implemented.
III. WAKE MODELS
Accurate modelling of wake effects in a WF is a challenging
task. Some of the factors which are considered for wake
modelling are: the distance between the WTs, the radius of
the WTs, the geography of the site and the operating points
of the WTs. Wake models fall into two broad categories: (i)
experimental and (ii) analytical. Experimental wake models
are based on measurements from the WFs, and are specific to
these WFs. Analytical wake models are based on the laws of
fluid dynamics, and are mainly classified into three subclasses
[17]: (i) kinematic models, (ii) field models and (iii) roughness
element models. Kinematic models are based on conservation
of momentum and start by modelling a single wake for a WF.
Although these models are suitable for large WFs, some of
them assume a constant value for the coefficient of thrust
CT , which makes them unreliable for accurate wake models
because CT of a WT changes in every operation points [11].
Some well-known kinematic models are: Jensen’s model [18]
and Frandsen’s model [19]. Field models give wind speed at
every point behind a WT [17], so computationally they are
more complicated to implement. Roughness element models
are subdivided into infinite cluster models and finite cluster
models. In infinite cluster models, the WF is considered as
a single element, and the effect of individual WTs are lost.
Whereas, the finite cluster models give the wind speed on each
row of the WTs. Most of these wake models are not suitable
for control purpose because either they are too complicated
or unreliable. A Stationary wake model which was recently
developed for control purposes is thus used in this paper.
This wake model requires minimum data, and its parameters
have clear representation, which makes it suitable for control
purposes [11].
v1
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Fig. 2. Row of WTs in a WF.
The stationary wake model is a suitable interaction model
for a single row of WTs with the wind speed parallel to the
row of the WTs. It maps the coefficient of thrust, which is
directly linked to the wind speed deficit, the wind speed and
the turbulence level of the up-WTs to identify their effect on
the down-WTs [11]. Considering the configuration of Fig. 2,
we can calculate the wind speed of WTi+1:
vi+1 = vi + k
′
(v1 − vi)− kv1CTi (1)
where 0 < k
′
< 1 corresponds to the recovered wind speed,
0 < k < k
′
accounts the effect of the previous WT and 0 <
CT (λ, β) < 1 is the thrust coefficient of the nearest up-WT.
Distance parameters k
′
and k are selected based on actual WF
data. In the simplest approach, we need the data from three
WTs. k can be set based on CT1 and v2, and then k
′
can be
set by having k, CT2 and v3. It is assumed that k
′
= 0.35
and k = 0.1. The coefficient of performance Cp(λ, β) and the
coefficient of thrust CT (λ, β) are defined as:
Cp =
2Pmech
ρpiR2v3
(2)
CT =
2TF
ρpiR2v2
(3)
where Pmech is the wind power transferred into mechanical
power in the WT’s rotor, ρ is the air density, R is the radius
of the WT’s rotor, wind speed is v and TF is the rotor thrust.
Considering (2) and (3), and P = ωT a direct relationship
between Cp(λ, β) and CT (λ, β) in all operation regions where
CT <
8
9 can be derived as follows [20]:
Cp =
1
2
(1 +
√
1− CT )CT (4)
where Cp can either be given in a look-up table [21], or it can
be approximated using curve-fitting [22]. The above equations
show that any changes in Cp(λ, β) cause CT (λ, β) to change
as well. Reducing Cp(λ, β) for de-loaded operation results in
a lower value of CT (λ, β), which results in less energy being
extracted from the wind, which in turn increases the wind
downstream and reduces the turbulence.
IV. OPTIMISED OPERATION STRATEGY OF WIND FARMS
FOR FREQUENCY CONTROL
A. Frequency control strategy
Fig. 3 illustrates the rotor speed, the pitch angle and the
power characteristic of a Type III WT under the optimal and
the sub-optimal (de-loaded) operation mode in four different
zones. Under the optimal operation mode, the rotor speed is
constant in Zones 1 and 3, and Cp is not optimal. In Zone 2,
Rotor speed (ω)
Power (P)
ω, P, β
ω
P
v
v
Zone 1 Zone 2 Zone 3 Zone 4
Optimal mode Sub-optimal mode
ratedvcut-in
rated
min
ωmax
Fig. 3. Power, rotor speed and pitch angle characteristic of a Type III WT.
any changes in the wind speed cause the rotor speed to change
in order to maximise Cp. In Zone 4, the rotor speed is at its
limit. Therefore, the pitch control operates to limit input the
mechanical power to its rated value.
Under the optimised sub-optimal operation mode [12] in
Zones 1 and 2, both the rotor speed ω and the pitch angle β
vary to optimise the kinetic energy of the rotor, defined as:
Ek = Hω
2 (5)
where H is the normalized inertia of the WT, and ω is the
rotor speed in the sub-optimal operation mode.
In Zones 3 and 4, since the rotor speed is maximum ωmax,
the only control variable is β, and no additional kinetic energy
can be achieved. In Zone 2 under the sub-optimal mode,
ωsubhigh > ω
opt, so Zone 2 becomes narrower as the DM
increases, and this limits the available DM [12].
B. The optimisation problem
In this paper, we optimise the total kinetic energy of a WF
by de-loading some of the up-WTs using a combination of the
rotor speed ω and the pitch angle β. We consider a WF with
a single row of identical Type III WTs, so the wake effect
of the neighbouring rows is not considered. Additionally, we
assume that the wind direction is parallel to the string of WTs.
Optimisation problem is formulated as follows:
max
n∑
i=1
Ek,i,
s.t. Pi ≤ Pmaxi ∀i ∈ {1 . . . n}
0 ≤ βsubi ≤ βmaxi ∀i ∈ {1 . . . n}
P subi = (1−DM)P opti ∀i ∈ {1 . . . n− 1}
ωmini ≤ ωopti ≤ ωsubi ≤ ωmaxi ∀i ∈ {1 . . . n}
vi+1 = vi + k
′
(v1 − vi)− kv1CTi ∀i ∈ {1 . . . n− 1}
(6)
The optimisation variables are ωi and βi, so the number of
variables is 2n, where n is the number of WTs in the WF. In
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Fig. 4. Pitch angle and rotor speed of the Type III WTs. a) DM = 0%, b) DM = 5%, c) DM = 10%.
a Type III WT, ωmin and ωmax are limited by the size of the
power electronic converter. Furthermore, the minimum rotor
speed in the sub-optimal operation mode is further limited by
the minimum rotor speed in the optimal mode. As shown in
Fig. 1, to increase the stored kinetic energy of the rotor, its
speed in the sub-optimal mode should be higher than its speed
in the optimal mode ωsub ≥ ωopt.
The resulting constrained non-linear optimisation problem is
non-convex and global, having several local optima. We solved
it with the pattern search algorithm using MATLAB Global
Optimisation Toolbox [23]. Although the optimisation problem
has multiple optima, we were able to solve it efficiently
with a good-quality solution. For a small system used in
this paper, the computational efficiency was not an issue. For
larger system, the optimisation can be performed off-line and
solutions stored in a look-up table, which can then be readily
implemented in a control algorithm.
V. CASE STUDY
We test the proposed strategy on a small test system with
high penetration of wind generation shown in Fig. 6. The
system consists of three SGs, a WF with 5 rows of WTs,
each consisting of five 5MW Type III WTs, and a 130MW
constant load. We assume that the distance between the rows
is large enough so we can ignore the wake interaction between
the neighbouring rows, which enables us to perform the
optimisation for each row independently.
We consider a 5MW NREL reference WT [21]. Using the
pattern-search algorithm with the above constraints, we can
optimise the total kinetic energy of a WF with n WTs using
the combination of ω and β in Zones 1 and 2. In Zones 3 and
4, the rotor speed is at its maximum limit; therefore, the only
control variable is β, so the kinetic energy cannot be increased
further.
A. Optimisation results
The optimisation of the kinetic energy was performed for a
WF with five Type III WTs in a row. DM for WT1 −WT4
was set to 0%, 5%, and 10% for Cases I, II, and III,
respectively. WT5 is the last WT in the WF, so we maximise
its power production without de-loading. For all three cases,
the optimisation was performed for a wind speed range of
7 ms ≤ v ≤ 12 ms , where the rotor speed varies between
ωmin ≤ ω ≤ ωmax. Fig. 4 shows the optimal rotor speeds and
the pitch angles of WT1 −WT5 in all cases. The optimised
kinetic energy and the total power of the WF is shown in
Fig. 5. In Case I, all WTs operate in the optimal mode, and
no additional kinetic energy can be stored as shown in Figs. 4a
and 5a. In Cases II and III, the results are similar for lower
wind speeds (Zones 1 and 2), and we can store considerable
amount of kinetic energy by varying both the rotor speed and
the pitch angle as shown in Figs. 4b and c. Since both Cp and
CT are functions of the rotor speed and the pitch angle, and
the operation of the down-WTs is linked to the operation of
the up-WTs by the wake equation (1), we can vary both the
rotor speed and the pitch angle of the WTs and not affect the
total power of the WF, but still be able to store considerable
amount of kinetic energy in the rotors as shown in Fig. 5a.
In Cases II and III, the rotor speed and the pitch angles
of WT1 − WT4 follow similar trends until the rated rotor
speed is reached (Zones 1 and 2). In these regions, setting the
pitch angle approximately between 1◦ and 2◦, and maintaining
the total power of the WF close to optimal, the rotor speed
increases more rapidly, thus increasing the total amount of
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and the power of the WF with different DMs.
stored kinetic energy. As shown in Fig. 5a, we can increase
the total kinetic energy of the WF by increasing the DM .
However, once the rated rotor speed is reached, no further
kinetic energy can be stored. Fig. 5a shows that for wind
speeds v ≥ 9.5 ms the rotor speeds are at their respective
maximal limits in both cases. Therefore, no additional kinetic
energy can be stored in Case III, and in this region the
optimisation of the kinetic energy is independent of the DM .
For wind speeds v ≤ 9.5 ms on the other hand, the available
kinetic energy of the rotor is directly proportional to the DM
as shown in Fig. 5a and Fig. 7.
Observe that for lower wind speeds the cumulative output
power of the WF is almost the same in all three cases. In
higher wind speeds, on the other hand, as the DM increases,
the total output power decreases. In lower wind speeds, we can
take advantage of the wake interaction to partly recuperate
the power which we lose by de-loading. For higher wind
speeds, we are unable to do this because the power that we
lose by de-loading of the up-WTs is comparatively higher,
which negatively impacts the efficiency of the WF, as shown
in Fig. 5b. A better strategy for higher wind speeds would be
to de-load fewer WTs with a higher DM, which would allow
down-WTs not only to recuperate the power which we lose
by the de-loading, but would also possibly improve the overall
efficiency of the WF. Indeed, it has been shown in [11] that in
a WF with 10 WTs, de-loading the first WT by 10% improves
the row efficiency of the WF by 3%.
B. Time domain simulations
To validate the optimisation results, we use time-domain
simulation to simulate a frequency disturbance in the simple
test system. Unlike voltage, frequency is a global variable so
we can use a copper-plate model. We assume that the free wind
speed v1 reaching WT1,1 −WT1,5 is uniform and v1 = 8 ms ,
which results in an overall output power of 39.5MW for the
WF in all three cases. The droop is set to 1% for all WTs.
Load
Wind Farm
WT1,1
WT5,1
WT1,5
WT5,5SG-3SG-2SG-1
Fig. 6. One-line diagram of the power system for simulation.
TABLE I
SETTINGS AND CHARACTERISTICS OF SYNCHRONOUS GENERATORS
SG Type Pout(MW)
Pmax
(MW)
Governor
Type [24] Droop
1 Steam 25.5 45 IEEEG1 20%
2 Gas 45 50 TGOV1 5%
3 Gas 20 25 TGOV1 5%
The characteristics and the settings of the SGs are given in
Table I.
Simulation was performed for the three cases described
in Section V.A. For all cases, we disconnect SG-3 from the
system at t = 10 s. Meanwhile, in Cases II and III, we change
the operation mode of WT1 − WT4 form sub-optimal to
optimal to release the stored kinetic energy into the system.
The system frequency response is shown in Fig. 7 and the
rotor speeds are shown in Fig. 8. Since all rows of WTs in
the WF are identical, only the rotor speeds of the first row is
shown.
In Case I, all WTs operate in the optimal mode, so there
is no additional kinetic energy. Therefore, after disconnecting
SG-3, the system frequency drops rapidly and the frequency
bottom of 49.52Hz is achieved after 6 s. It takes about 13 s for
the frequency to plateau as shown in Fig. 7. The rotor speeds
are shown in Fig. 8a. Because the wind speed is constant, and
the WTs operate in the optimal mode, the rotor speeds remain
constant.
In Cases II and III, considerable amount of kinetic energy
is available as shown in Fig. 5. Therefore, after disconnecting
SG-3, we inject this kinetic energy to the system. As a result,
for the first few seconds, the system frequency not only doesn’t
drop, but it also rises, as shown in Fig. 7. Since in Case III
the DM is higher than in Case II, WF contribution on the
primary frequency control is even higher. Fig. 7 shows that
in these two cases too much of kinetic energy is released too
soon, which results in a frequency over-shoot. A better strategy
would be to inject this energy into the system gradually, either
by using the control strategy developed in [13], or by reducing
the rate of change of the rotor speed. Figs. 8b and c illustrate
the rotor speeds of WTs in Cases II and III. Observe that
there is a significant discrepancy between the rotor speeds of
WT1 − WT4 in the sub-optimal and the optimal operation
modes, which results in a positive contribution of the WF to
the primary frequency control. On the other hand, WT5 that
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is not de-loaded, doesn’t participate in the frequency control,
and has a constant rotor speed.
VI. CONCLUSION
In this paper, we have proposed an optimised operation
strategy for de-loading operation of WFs. In this strategy, we
maximise the total stored kinetic energy of the WTs’ rotors,
which can be released into the system during a frequency
dip. We do this by optimising the rotor speeds and the pitch
angles of some up-WTs. In contrast to the traditional WF
operation based on optimally operating every individual WT,
we consider the whole WF as a single unit by taking advantage
of the wake interaction within the WF. We have shown that
not only a WF can provide primary frequency control, but
also it can possibly deliver more power. It has been shown
that by using WTs’ rotor inertia, we can delay the system
frequency nadir for up to 30 s. We have however observed
that in some scenarios too much kinetic energy could be
released into the system too soon, which indicates that more
intricate control strategies might be needed to achieve an
optimal system performance.
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