In vision and graphics, there is a sustained interest in capturing accurate 3D shape with various scanning devices. However 
Introduction
Capturing high-quality digital models is a central issue for research in computer vision and graphics. With ubiquitous use of the internet, there are an increasing number of applications for such models such as e-commerce, historical archiving, and virtual reality. Acquiring depth maps with three-dimensional scanning is a main component of systems that capture digital object models. There are several methods for range scanning or 3D scanning which are based on time of flight, depth from defocus, and projectlight triangulations. Typical methods of 3D scanning cannot fully represent the appearance of an object. There are three main problems and each of these are solved with the approach described here. The first problem in using geometry from 3D scanning for object modeling is that depth information alone is not a sufficient representation of an object. Reflectance is an equally important property and the naive approach of combining geometry with simple reflectance models yields an inaccurate object representation. The typical approach to solve this problem uses two devices (e.g. camera and range scanner as in [18] ) so that both images and geometry can be captured. However because multiple devices are used, there is an underlying registration problem. Also, a single image cannot capture the variation of surface appearance with camera and illumination direction. Studies of the bidirectional texture function (BTF) including the work of [10] [12] show the importance of representing the variation of local appearance with imaging parameters. Many modern approaches for digital model acquisition such as [6] [13] are image-based in order to capture surface detail. Bidirectional imaging is required for a complete object representation, but it's difficult to do bidirectional imaging and shape capture simultaneously. Yet this is exactly what our approach accomplishes. The bidirectional texture function (BTF) is measured with exactly the same apparatus that measures surface shape. There is no need to employ multiple cameras or multiple light sources. This novel approach eliminates the need for any post-processing registration step and therefore greatly simplifies the capture process while increasing overall accuracy.
The second difficulty with 3D scanning methods is the limited depth and spatial resolution that obstructs capturing fine-scale surface geometry. Studies of the appearance of real world surfaces including [4] [9] [8] underscore the importance of accounting for fine-scale surface texture such as roughness, fur, pits, grooves, etc. Our approach captures fine-scale geometry in a high level of detail. Figure 1 shows a rendering of a coin that was obtained using a surface normal map estimated with our method. The figure reveals the high quality depth resolution that is achieved. The overall fine geometry is clearly recovered in detail. Even the small surface scratches around the mouth and neck region are clearly visible and are consistent with visual observations of this coin. High resolution methods in the state of the art of 3D scanning include [1] , [11] , and [16] . In [1] , the range images are captured by a multi-camera stereo system which projects a striped pattern onto the target object, and achieves an intersample distance of 2 mm with a submillimeter depth accuracy. In [11] , laser-stripe triangulation is used with a sample distance of 1/4 mm along the laser stripe and depth resolution at least twice this fine. In [16] , projected structured-light triangulation is used for range scanning with the sample spacing 0.5-0.75mm. Our method achieves high spatial resolution since the sample spacing depends mostly on the stage increments and these are quite small. In Figure 1 , the horizontal and vertical intersample spacing is approximately 0.1mm and clearly the depth accuracy is submillimeter.
A third common problem that is encountered when building object models is that current scanning methods work well for matte objects but work poorly for specular objects. There are several reasons that specular objects are problematic. First of all, in light projection techniques, the pattern is expected to be affected by object shape and the change in the pattern due to a specular highlight introduces errors. Also, methods that use multiple devices or cameras have a post registration step. Image registration is based on brightness constancy and is notoriously vulnerable to errors in the presence of specularities because they violate the brightness constancy assumption. Our approach obtains shape information from the specularity and therefore is ideal for the complementary group of objects that is not well captured by existing devices. While existing methods work best for matte objects, our method works best for specular or partially specular objects.
The method we present here directly calculates the surface normal map from multi-view images. Multiview images are images of a surface point observed over a range of viewing angles. Normally such images are difficult to obtain, but by employing the bidirectional imaging device described in [3] we can instantaneously obtain the multiview observation of a point. Multiview images are obtained by scanning the surface point-by-point in the scan-line order. The spatial pixel size is controlled by the scanning step and not the CCD array, and we can achieve a spatial resolution less than 0.1 mm. There is no need for registration of geometry and images and there is no need for computing point correspondence as in stereo-based methods. The point that is imaged is exactly the same point where the surface normal is measured. Therefore our method can capture the bidirectional reflectance of the surface point and the surface normal of that same surface point simultaneously. Through scanning, the bidirectional texture function and the surface normal map is obtained. Previous work in shape from specularity such as [7] [14] uses photometric sampling and requires either multiple light sources, a moving light source or an extended light source. Our approach is fundamentally different because the curved mirror enables multiple viewing directions simultaneously. So the specularity is visible using a single light direction and the location of the specularity reveals the local surface normal.
Device Design
The device described in [3] has been adapted in this work to provide a measurement of shape as well as image texture. We summarize the main imaging components for this device. A concave parabolic mirror has the useful optical property that light parallel to the mirror axis is focused to a single point. This property enables control of illumination angle, by simply moving the incident illumination ray to a different part of the mirror. Additionally all light reflected from the surface point is collected by the mirror and diverted to a set of parallel reflected rays. As described in [3] , the device uses the concave parabolic mirror along with a beam-splitter, CCD camera, and translation stages and is illustrated in Figure 2 . The beam-splitter allows simultaneous control of the illumination and viewing direction. A concave parabolic mirror section is positioned so that its focus is coincident with the surface point to be measured. The illumination source is a collimated beam of light parallel to the global plane of the surface and passing through a movable aperture. The aperture ensures that only a spot of the concave mirror is illuminated and therefore one illumination direction is measured for each aperture position. In this approach, the problem of changing illumination direction over a hemisphere is transformed to the easier problem of translating an aperture in a plane. The light reflected at each angle is reflected from the mirror to a parallel direction and diverted by the beam-splitter to the camera. The camera is equipped with an orthographic lens that images the parallel light directly incident on the lens. In this manner, a single image corresponds to reflectance measurements from all angles in a partial hemisphere. To obtain a measurement of a surface patch for spatially varying BRDF (i.e. BTF), the concave mirror is translated along the X − Y plane. Note that the range of viewing and illumination angles can be increased by increasing the length of the parabolic mirror section. Also for shapes that are not planar, an X − Y − Z translation stage can be used to support the concave mirror and enable scanning along the surface shape. The equation for the surface of the parabolic mirror as shown in Figure 3 is
where F is parent focal length (12.7 mm for the current prototype). This function is obtained by rotating the parabolic curve y + F = age of the mirror is viewed by the camera (with telecentric lens) that is positioned so that its optical axis lies along the Y axis. The point on the mirror with coordinates x = 0, y = 0, z = 2F = 25.4 mm is the point in the center of the projected image. Since the radius of the projected image is 12.7 mm, we can easily calculate the coordinates of B in Figure 3 as
The angle θ 1 is
By the same method, the coordinates of A in Figure 3 are expressed as
The angle θ 2 is
Since θ 1 and θ 2 are less than 90
• , all angles of the hemisphere are not imaged with the current texcam prototype. By increasing the size of the parabolic mirror section both • . However, while θ 1 can be increased easily, increases in θ 2 cause a large increase in the length of the mirror section.
While this device was originally intended for capturing reflectance and texture, we now consider an adaptation for getting shape from specularity. The camera image is a circle of 25.4 mm diameter and is the view looking down the Y axis. Each pixel of the camera image corresponds to a viewing direction, and so the camera image is a multiview image of a single surface point. With proper positioning of the illumination, a specularity can be detected. Since the illumination and viewing direction are known, the position of this specularity reveals the surface normal.
Specular Surfaces
Consider the image formation process when using this device to image a specular surface. When imaging such a surface, we expect a component of specular reflection as shown in Figure 6 . Assume a specular sample is at the focus of the mirror with its global surface normal aligned with the Z axis. The intersection of the illuminating ray and the mirror is at position P given by coordinates (x, y, z). Figure  4 illustrates relevant angles. The polar angle is given by γ = arccos z
and the azimuth angle β expressed as
For a specularity, the reflected ray has the same polar angle as the incident ray, while the azimuth angle is β − π. To predict where the specularity will be for a given aperture position, (or equivalently, a given mirror intersection P ) consider how γ and β are related to the x, y, z, the coordinates of P . The equations for β and γ are 
Using Equation 1,
We now need to determine the sign of y. This sign is the same as that of sin β, so we can get rid of the absolute value function as
and
Using these relationships we can plot lines of constant γ and β on the camera image as shown in Figure 5 .
Shape Recovery
The imaging device can be used for shape recovery by first detecting the position of the specularity for a given aperture position. The specularity is found in the camera image, such as that shown in Figure 6 . First, we find the positions of the largest intensity value and then the centroid of these positions is computed. (To increase the accuracy of this step, high dynamic range imaging can be employed.)
The transformation from the coordinates shown in Figure 3 to the screen coordinates x s , y s is straightforward,
where Cx and C y are the center of the screen, for the 640×480 setting, Cx = 319, C y = 239.
By using the Equation 17, we can convert to the coordinates shown in Figure 3 from the screen coordinates of the detected specularity. Next, the polar and azimuth angle of the specular reflection direction is computed using Equations 6 and 7.
Suppose the incident light has the direction γ L and β L , and the specular reflection of the sample surface has the direction γ S and β S . The illumination vector V l is given by (18) and the specular reflection vector V s is given by
So, the vector of normal of the surface is:
From this vector, we can easily calculate the surface normal angles γ N and β N . Figure 6 . Camera image of the coin using the device shown in Figure 2 . Notice the strong specular reflection in a small region. The entire image size is 640 by 480 pixels and the circle region is 25.4mm diameter.
Results
For an initial test of the shape recovery, we determined the surface tilt of ramp objects with known surface tilt. Figure 7 shows the resulting surface tilts (actual and estimated). From this figure we see that the accuracy of the device is quite reasonable. Some sources of error that can be identified are non-ideal optical behavior of the collimated light source, the telecentric lens and the beam-splitter. In addition, optical misalignment of the components can lead to errors.
For the main result, the bidirectional texture and the finescale surface shape is measured for a coin. The shape measurement of the coin is shown in two ways. The actual surface normal estimate is shown in Figure 8 where the z component is displayed as a mesh. Figure 9 shows an additional illustration of the recovered surface shape. Here the object is rendered using a simple lambertian shading model. Given the light direction angles γ L and β L , the lambertian surface rendering equation yields the intensity I, Figure 9 shows the surface normal map rendered as an image using lambertian shading and three different illumination directions. The bidirectional texture function measured for the coin sample is illustrated in Figure 10 for a sampling of imaging parameters. Notice that this measured texture reveals a very realistic metallic reflectance that has some spatial variation due to the coin imperfections. Surface Tilt Figure 7 . Tilt measurement for a ramp object. Five known surface slants were used. The estimated and actual polar angles of the ramps is plotted for the five cases and for each case the estimated angle is close to the ground truth.
Conclusion
In summary, we present a new method for the recovery of texture and fine-scale shape. In comparing with other methods, the main advantages of our method are as follows: (1) bidirectional texture and fine-scale surface shape are recovered simultaneously by the same device, (2) the recovered surface shape is very high resolution, (3) specular surfaces can be scanned without the errors present in other range scanning devices. We demonstrate accurate results on a known test object. In addition a coin that has a complex fine-scale surface structure is captured in striking detail. Future work will include evaluating the performance of this method on weakly specular surfaces. 
