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Upper bounds for the spectral function on
homogeneous spaces via volume growth
Chris Judge and Russell Lyons
Abstract. We use spectral embeddings to give upper bounds on the
spectral function of the Laplace–Beltrami operator on homogeneous spaces
in terms of the volume growth of balls. In the case of compact manifolds,
our bounds extend the 1980 lower bound of Peter Li [17] for the smallest
positive eigenvalue to all eigenvalues. We also improve Li’s bound itself.
Our bounds translate to explicit upper bounds on the heat kernel for both
compact and noncompact homogeneous spaces.
1. Introduction
The spectrum of the (nonnegative) Laplace–Beltrami operator ∆g associated to
a compact1 Riemannian manifold (M, g) consists of a discrete set of nonnegative
eigenvalues, each with a finite-dimensional eigenspace. These eigenvalues rarely
admit explicit computation, and hence much work has been devoted to their esti-
mation (see, for example, [10, 2]). To bound the eigenvalues of ∆g in the present
paper, we adapt the method of spectral embedding that was used in [20] to es-
timate eigenvalues of the discrete Laplacian on a graph. See [23] for a history
of other uses of spectral embeddings of manifolds. In particular, we provide new
lower bounds on the eigenvalues of the Laplacian on Riemannian manifolds with
transitive isometry groups, as well as upper bounds on their heat kernels. All of
our bounds come with fully explicit constants.
The estimation of the eigenvalues of ∆g is equivalent to the estimation of the
eigenvalue counting function, N(λ). Here, N(λ) denotes the dimension of Hλ,
the direct sum of the eigenspaces with eigenvalue at most λ. Denote by V (r) the
volume of a ball of radius r in M when M is homogeneous (whether or not M is
compact). In the compact case, our main result is the following bound:
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1For us, the term “compact manifold” means that there is no boundary. Note that homoge-
neous spaces have no boundary.
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Theorem 1.1. (Theorem 3.1) If (M, g) is compact homogeneous space, then for
each α ∈ (0, pi/2),
N(λ) ≤ volg(M)∫ pi/2
0 V (θ/
√
λ) sin(2θ) dθ
≤ volg(M)
cos2 α · V (α · λ−1/2) .
Peter Li [17] showed that the first nonzero eigenvalue of a general compact
homogeneous space satisfies
(1.1)
√
λ1 >
pi
2D
,
where D is the diameter of (M, g). Thus, if α < pi/2, then λ → V (αλ− 12 ) is
decreasing for λ ≥ λ1. Consequently, Theorem 1.1 implies that if 0 < α < pi/2,
then
(1.2)
√
λk ≥ α
V −1
(
volM
(k + 1) · cos2 α
) ,
where 0 = λ0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · are the eigenvalues listed in ascending order
with multiplicity equal to the dimension of the corresponding eigenspace.
In general, for small r, we have V (r) = ωd · rd + O(rd+2), where d is the
dimension of M and ωd is the volume of the unit ball in R
d. Thus, it is natural
to assume that V (r) ≥ c · rd for r ≤ r0. In such a case, Theorem 1.1 yields the
following bound:
Corollary 1.2. Let (M, g) be a compact homogeneous space, and let r0 and c be
positive numbers. If V (r) ≥ c · rd for r ≤ r0, then for λ ≥ (pi/2r0)2, we have
N(λ) ≤ vol(M)
c ·md · λ
d/2 ,
where md :=
∫ pi/2
0
θd sin(2θ) dθ.
Explicit c and r0 can be derived from an upper bound κ on the sectional
curvatures of (M, g) and from the injectivity radius inj(M, g). Indeed, for r ≤
inj(M, g), we have V (r) ≥ Vκ(r), where Vκ(r) is the volume of the ball of radius r
in the simply connected homogeneous space of constant curvature κ [12].2 In turn,
the sectional curvatures of a homogeneous space can be computed in terms of the
Lie algebra of its isometry group (see, for example, [6]). The function Vκ(r) can,
of course, be computed explicitly; see, for example, [9, §3.H] or Section 7 here.
The bound in Corollary 1.2 should be compared to Weyl’s Law, the well-known
large-λ asymptotics of N(λ):
(1.3) lim
λ→∞
N(λ)
λd/2
=
ωd · vol(M)
(2pi)d
.
2 See also Theorem 3.10 in [9].
Upper bounds on the spectral function of homogeneous spaces 3
Since V (r) ∼ ωd · rd as r tends to zero, Corollary 1.2 yields that
(1.4) lim sup
λ→∞
N(λ)
λd/2
≤ vol(M)
ωd ·md .
If the dimension d is large, then the right-hand side of (1.4) is much larger than
the right-hand side of (1.3). Indeed, a straightforward argument shows that for
large d, we have
md ∼ pi
2
2d2
·
(pi
2
)d
,
and it is well known that ωd ∼ (dpi)− 12 (2pie/d)d/2, where e = exp(1).
On the other hand, Weyl’s law itself does not provide an upper or lower bound
on N(λ). Indeed, although the difference between the left- and right-hand sides of
(1.3) is known to be at most O(λ−
1
2 ) [15], the constant is not explicit.
Li and Yau [19] and Gromov [11] have established upper bounds on the eigen-
value counting function of general compact Riemannian manifolds of the form
N(λ) ≤ c · λ d2 for λ ≥ λ1. See Example 7.2 for a comparison of estimates in the
case that M is the standard 2-dimensional sphere.
In the present paper, we also establish the following improvement of Li’s bound
on the first nonzero eigenvalue:
Theorem 1.3. (Theorem 3.4) If (M, g) is a connected, compact, Riemannian
homogeneous space, then
√
λ1 >
pi
2D
+
1
D
arcsin
V (D/2)
2
(
volM − V (D/2)) .
If (M, g) can be realized as a quotient of a Lie group with a bi-invariant metric,
then M is called a normal homogeneous space. In theory, using the Peter–Weyl
theorem, one can compute the spectrum of the Laplacian associated to a particular
compact normal homogeneous space (see, for example, section 2 of [4]). Among
the much larger class of nonnormal compact homogeneous spaces, we are aware
of only four examples whose spectrum has been computed. These are the cubic
isoparametric minimal hypersurfaces of dimensions 3, 6, 12, and 24 that lie in
spheres [25, 26].
Theorem 1.1 is a consequence of an estimate that holds for all connected homo-
geneous spaces, including those that are not compact. In this larger setting, rather
than counting eigenvalues, we estimate the diagonal of the spectral function of
the Laplacian. The spectral function, eλ(x, y), is the smooth
3 integral kernel for
the orthogonal projection E[0, λ] onto Hλ, where E is the resolution of the identity
for ∆. In the compact case,
(1.5) eλ(x, y) =
∑
b∈Bλ
b(x) · b(y) ,
3 For us, “smooth” will always mean C∞.
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where Bλ ⊂ C∞(M) is any real orthonormal basis for Hλ. Moreover, if M is
homogeneous as well as compact, then integration gives that
(1.6) N(λ) = volg(M) · eλ(x, x)
for each x ∈M , and so the diagonal eλ(x, x) is a natural replacement for N(λ) in
the noncompact homogeneous setting.
In this larger context, our main result is the following:
Theorem 1.4. (Theorem 4.9) If (M, g) is a connected, Riemannian homogeneous
space, then for each x ∈M , α ∈ (0, pi/2), and λ > 0, we have
eλ(x, x) ≤ 1∫ pi/2
0
V (θ/
√
λ) sin(2θ) dθ
≤ 1
cos2 α · V (λ−1/2 · α) .
By making a natural assumption on the volume growth of small balls, we obtain
the following.
Corollary 1.5. Let (M, g) be a connected, Riemannian homogeneous space, and
let r0 and c be positive numbers. If V (r) ≥ c · rd for r ≤ r0, then for λ ≥ (pi/2r0)2,
we have
eλ(x, x) ≤ 1
c ·md · λ
d/2 ,
where md :=
∫ pi/2
0 θ
d sin(2θ) dθ.
Just as in the compact case, the bound in Corollary 1.5 can be compared to
the well-known large-λ asymptotics
(1.7) lim
λ→∞
eλ(x, x)
λd/2
=
ωd
(2pi)d
,
where, again, although the difference between the left- and right-hand sides of (1.7)
is known to be at most O(λ−
1
2 ) [15], the constant is not explicit.
Because bounds on the heat kernel yield bounds on the spectral function (see
Remark 5.4), most of our bounds are new only in that constants are explicit. In
addition, our proofs are very short while not using any sophisticated mathematics.
We establish our main results by analyzing the geometry of the map Fλ : x 7→
Fλx fromM to L
2(M,µ), where Fλx (y) := eλ(x, y). Here is a sketch of our argument:
When M is homogeneous, the image of Fλ lies in a sphere of radius ρ := ρλ :=∥∥Fλx ∥∥ = √eλ(x, x); we seek an upper bound on ρ. A curve in M is mapped via
Fλ to a curve in that sphere. At each x ∈ M , the norm of the gradient of Fλ is
at most
√
λ · ρ. This allows us to bound the angle ψλ(x, y) between Fλx and Fλy
in terms of dist(x, y); of course, ρ2 · cosψλ(x, y) = 〈Fλx , Fλy 〉 = Fλx (y) = eλ(x, y).
Therefore, 1 = ρ2
∫
M cos
2 ψλ(x, y) dµ(y). The gradient bound on F
λ supplies an
upper bound on ψλ(x, y) and thus a lower bound on the preceding integral. This
implies an upper bound on ρ, as desired.
We end this introduction with an outline of the remainder of the paper. In
§2, we recall basic facts about the Laplacian in the compact case, introduce the
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spectral embedding Fλx (·) = eλ(x, ·), and prove a simple gradient bound on Fλ. In
§3, we analyze the length of the image of a geodesic under Fλ to prove Theorem 1.1.
We also use our method to give a very short proof of Li’s bound (1.1) in Remark 3.3,
after which we improve Li’s bound to Theorem 1.3. In §4, we consider noncompact
homogeneous spaces and prove Theorem 1.4. Although our proofs there hold in the
compact case as well, we devote the preceding separate section to compact spaces
since the proofs for them are significantly more straightforward. In §5, we apply
Theorem 1.4 to obtain upper estimates on the heat kernel. In §6, we compare our
method to the essence of Li’s method. In §7, we consider the counting functions
of the three constant curvature space forms, as well as complex hyperbolic spaces.
Appendix A contains some basic facts about the spectral function.
We thank the referee for a careful reading of the manuscript.
2. The Laplacian and the spectral embedding
Let M be a compact, connected, smooth manifold, let g be a smooth Riemannian
metric tensor, and let µ = µg denote the associated volume measure. For each
Borel set E, let vol(E) := µ(E). Let C∞(M) denote the space of real- or complex-
valued smooth functions on M . For u, v ∈ C∞(M), define the L2 inner product
〈u, v〉 :=
∫
M
u · v dµ
and L2 norm ‖u‖ :=
√
〈u, u〉. Then L2(M) = L2(M,µ) is the completion of
C∞(M) with respect to this norm.
The Riemannian gradient ∇ = ∇g is defined implicitly by g(∇u,X) = Xu for
each u ∈ C∞(M) and vector field X on M . The Laplacian ∆ = ∆g is the unique
self-adjoint, closed operator4 on L2(M) such that for each u, v ∈ C∞(M),
(2.1) 〈∆u, v〉 =
∫
g(∇u,∇v) dµ .
Since M is compact and ∆ is elliptic, standard results give that (∆ + I)−1 is a
compact operator. It follows that the spectrum of ∆ consists of a discrete set of
eigenvalues, and each eigenspace has a finite basis of eigenfunctions. Standard
elliptic-regularity results imply that each eigenfunction is smooth. Since the op-
erator is self-adjoint, the eigenspaces are mutually orthogonal, the eigenvalues are
real, and there exists an orthonormal basis of real-valued eigenfunctions. By (2.1),
the operator is nonnegative and hence the eigenvalues are nonnegative.
Recall that in the introduction we defined eλ to be the integral kernel for the
projection E[0, λ] onto the space Hλ ⊂ L2(M). We define Fλ : M → L2(M) by
x 7→ Fλx , where
Fλx (y) := eλ(x, y) .
4 The extension is given by the Friedrichs extension. See, for example, Theorem X.23 in [24].
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Of course, the image of Fλ is contained inHλ, and by (1.5), if given an orthonormal
basis Bλ for Hλ, then the coordinates of Fλx are 〈b(x) ; b ∈ Bλ〉.
In some contexts, the function Fλ is called a spectral embedding [20].5 In
what follows, we will usually suppress from notation the dependence of Fλx on λ.
Because (x, y) 7→ Fx(y) is the kernel for the projection onto Hλ and Fx ∈ Hλ,
we have
(2.2) Fx(y) =
∫
M
Fy(z) · Fx(z) dµ(z) .
In particular,
(2.3) Fx(x) = ‖Fx‖2 ,
and by the Cauchy–Schwarz inequality,
(2.4) |Fx(y)| ≤ ‖Fy‖ · ‖Fx‖ =
√
Fy(y) · Fx(x) .
By definition, ∇Fx is the gradient of eλ(x, y) in the second variable. We will
write ∇xFx to indicate the gradient of eλ(x, y) in the first variable. For each vector
X in the tangent bundle of M , let |X | :=
√
g(X,X).
Lemma 2.1. For every λ ≥ 0, we have∫
M
‖|∇xFx|‖2 dµ(x) ≤ λ
∫
M
‖Fx‖2 dµ(x) .
Proof. Let Bλ be a real orthonormal basis forHλ. An elementary calculation shows
that
‖|∇xFx|‖2 =
∫
M
|∇xFx(y)|2 dµ(y)
=
∫
M
g
(∑
b∈Bλ
∇b(x)b(y),
∑
b˜∈Bλ
∇b˜(x)˜b(y)
)
dµ(y)
=
∑
b,˜b∈Bλ
g
(∇b(x),∇b˜(x)) · 〈b, b˜〉 = ∑
b∈Bλ
|∇b(x)|2 .
Now integrate over M and use (2.1) to see that for each b ∈ Bλ, there is λ′ ≤ λ
such that
∫
M
|∇b(x)|2 dµ(x) = λ′ ‖b‖2 ≤ λ ‖b‖2; summing gives the result. ✷
3. The upper bound in the case of compact homogeneous
spaces
In this section we assume that (M, g) is a compact Riemannian homogeneous
space,6 in other words, that for each pair (x, y) ∈ M × M , there exists a self-
isometry ι of (M, g) so that ι(x) = y. Because the Laplacian commutes with
5We do not know for which λ the map x 7→ Fλx is a topological embedding.
6Each homogeneous space is smooth, and, in fact, analytic. This follows from the solution of
Hilbert’s Fifth problem. See, for example, §2.1 in [28].
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(pull-back by) each isometry, so does each spectral projection. Also, the gradient
commutes with isometries. It follows that ‖Fx‖ and ‖|∇xFx|‖ do not depend on
x ∈M . In particular, Lemma 2.1 yields
(3.1) ‖|∇xFx|‖2 ≤ λ ‖Fx‖2
for every x ∈M .
Let B(x, r) ⊂ M denote those points whose Riemannian distance to x is less
than r. Since (M, g) is homogeneous, the volume, V (r), of B(x, r) does not depend
on x ∈M .
Theorem 3.1. If (M, g) is a connected, compact, Riemannian homogeneous space,
then for each α ∈ (0, pi/2) and each λ > 0,
(3.2) N(λ) ≤ vol(M)∫ pi/2
0 V (θ/
√
λ) sin(2θ) dθ
≤ vol(M)
cos2 α · V (λ−1/2 · α) .
If, for example, (M, g) is the circle R/Z, then the first inequality in (3.2)
gives N(λ) ≤ ⌊2
√
λ/pi⌋ for λ ≥ pi2. For comparison, the exact value of N(λ)
is 2⌊
√
λ/(2pi)⌋+ 1 for λ ≥ 0.
Proof. Fix λ > 0. Since (M, g) is homogeneous, x 7→ ‖Fx‖ is a constant function.
That is, there exists ρ > 0 such that F maps M into the sphere of radius ρ in
L2(M). Thus, since N(λ) = ρ2 · vol(M) as described in (1.6), it suffices to bound
ρ−2 from below.
Given x, y ∈ M , choose a path γ from x to y of length dist(x, y). Using (3.1)
and the chain rule, we find that F ◦ γ has length at most √λ · ρ · dist(x, y). The
distance between two points in the sphere of radius ρ equals ρ · ψ, where ψ is the
angle between the two points. In particular, if ψ(x, y) is the angle between Fx and
Fy, then ψ(x, y) ≤
√
λ · dist(x, y). Therefore, if dist(x, y) ≤ rλ := pi/(2
√
λ), then
(3.3) cosψ(x, y) ≥ cos
(√
λ · dist(x, y)
)
≥ 0 .
On the other hand, cos ψ(x, y) = 〈Fx, Fy〉/ρ2. Therefore, using (2.2) we find
that
(3.4) ρ2 = ‖Fx‖2 =
∫
M
〈Fx, Fy〉2 dµ(y) = ρ4
∫
M
cos2 ψ(x, y) dµ(y) .
By combining this with (3.3), we find that
ρ−2 ≥
∫
y∈B(x,rλ)
cos2
(√
λ · dist(x, y)) dµ(y)
=
∫ rλ
0
|∂B(x, r)| · cos2(
√
λr) dr ,(3.5)
where the latter equality is due to the coarea formula and | · | denotes hypersurface
area. A change of variable and integration by parts show that the right-hand side
equals
∫ pi/2
0
V (θ/
√
λ) · sin(2θ) dθ. The first inequality in (3.2) follows.
The second inequality of (3.2) is obtained by integrating in (3.5) only from
r = 0 to r = α/
√
λ and bounding cos2(
√
λr) from below by cos2 α. ✷
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Remark 3.2. If one were to replace Hλ with an isometry-invariant subspace H ⊆
Hλ and Fλ with the spectral embedding FH associated to the projection onto H ,
then all of the above analysis would apply to FHx with N(λ) replaced by
dim(H) =
∫
M
∥∥FHx ∥∥2 dµ(x) .
Remark 3.3. The estimate of the first nonzero eigenvalue in [17] described in (1.1)
does not follow directly from Theorem 3.1. However, this estimate follows easily
from the analysis leading to Theorem 3.1. Indeed, let H be the λ1-eigenspace. We
have cosψH(x, y) = 〈FHx , FHy 〉/ρ2, where ψH(x, y) is the angle between FHx and
FHy . Since F
H
x is orthogonal to the constants, there exists y so that F
H
x (y) < 0.
Therefore dist(x, y) ·
√
λ ≥ ψH(x, y) > pi/2 and (1.1) follows.
We now improve Li’s bound.
Theorem 3.4. If (M, g) is a connected, compact, Riemannian homogeneous space,
then
(3.6)
√
λ1 >
pi
2D
+
1
D
· arcsin
(
V (D/2)
2
(
volM − V (D/2))
)
,
where D is the diameter of (M, g).
Proof. We first remark that (3.6) is true if
√
λ1·D > 2pi/3. Indeed, if dist(x, y) = D,
then the open balls of radius D/2 centered respectively at x and y are disjoint, and
hence 2 · V (D/2) ≤ vol(M). Thus, V (D/2)/(vol(M) − V (D/2)) ≤ 1, and so the
expression on the right side of (3.6) is bounded above by 2pi/3D. Thus, we assume
for the remainder of the proof that
√
λ1 ·D ≤ 2pi/3.
Let H and FH be as in Remark 3.3. Since FHx is orthogonal to the constants,
we find from (3.3) and the coarea formula that
(3.7) 0 =
∫
M
FHx (y)
FHx (x)
dµ(y) ≥
∫ D
0
|∂B(x, r)| cos(
√
λ1r) dr .
Let f(r) := cos(
√
λ1 · r). Now f(r) is a decreasing function on [0, D]. In
particular, from (3.7) we see that f has a unique zero r0 := pi/2
√
λ1 on [0, D].
Hence we find from (3.7) that∫ D
r0
|∂B(0, r)| · |f(r)| dr ≥
∫ 2
3
·r0
0
|∂B(0, r)| · f(r) dr .
Therefore, since the minimum value of f over [0, 23r0] is 1/2 and the maximum
value of |f | over [r0, D] is |cos(
√
λ1D)|, we have
(3.8)
∣∣∣cos(√λ1D)∣∣∣ · (vol(M)− V (r0)) > 1
2
· V
(
2
3
· r0
)
.
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Since, by assumption, pi/2 <
√
λ1·D ≤ pi, we have
∣∣cos(√λ1D)∣∣ = sin(√λ1D−pi/2).
Since we have assumed that 23r0 ≤ D/2, it follows from (3.8) that
sin
(√
λ1 ·D − pi
2
)
≥ 1
2
· V (D/2)(
vol(M)− V (D/2)) ,
and the claim follows. ✷
Remark 3.5. This method also shows immediately that for any round sphere, we
have
√
λ1 ≥ pi/D: If
√
λ1 ≤ pi/D, then the inequality (3.7) holds. But since
|∂B(x, r)| = |∂B(y,D − r)| = |∂B(x,D − r)| when dist(x, y) = D, this is easily
seen to be impossible if
√
λ1 < pi/D. In the case of the circle, this is sharp since√
λ1 = pi/D.
4. General homogeneous spaces
In this section, we extend our analysis to noncompact manifolds, M . As before,
the Laplacian associated to a Riemannian metric g on M is defined implicitly by
(4.1) 〈∆u, v〉 =
∫
M
g(∇u,∇v) dµ
where, at first, the functions u, v are smooth and compactly supported. If the
metric g is complete, then ∆ has a unique extension to an unbounded self-adjoint
operator on H = L2(M,µg), which we continue to denote by ∆.7 The domain,
D(∆), of this operator can be characterized using the method of Friedrichs.8 In
particular, the sesquilinear form q(u, v) := 〈∆u, v〉+〈u, v〉 on C∞0 (M) has a unique
closed extension, still denoted q, with domain Q. Let Q′ denote the linear func-
tionals on H that are bounded with respect to the norm ‖·‖q associated to q. Since
‖ · ‖ ≤ ‖ · ‖q, we have an induced sequence of embeddings
Q
i−→ H j−→ Q′.
The Riesz representation theorem defines an isometric isomorphism B : Q → Q′
such that (Bu)(v) = q(v, u) for each v ∈ Q. The domain D(∆) is by definition
equal to i
(
B−1(j(H))) and ∆ := j−1 ◦B ◦ i−1 − I.
In general, the spectrum of ∆ is not discrete. Since ∆ is self-adjoint and
nonnegative, the spectral theorem provides a projection-valued measure E on R
such that ∆ =
∫∞
0 ν dEν . Let Eλ := E
(
[0, λ]
)
and denote by Hλ the range of Eλ.
The space Hλ consists of smooth functions, and the operator Eλ has a smooth,
symmetric integral kernel eλ that is sometimes called the spectral function. (See
Theorem A.1 in the Appendix.) As before, we will set Fλx (y) := eλ(x, y), often
suppress the superscript λ, and regard x 7→ Fx as a mapping from M to L2(M).
Using the spectral function, one defines a local version of the spectral counting
function.
7See for example [8] or [27].
8See, for example, Theorem X.23 in [24].
10 C. Judge and R. Lyons
Definition 4.1. For λ > 0, define
(4.2) Nx(λ) :=
∥∥Fλx ∥∥2 = eλ(x, x) .
Remark 4.2. If M is compact, then
∫
M
Nx(λ) dµ(x) = N(λ).
The remainder of this section is devoted to generalizing Theorem 3.1. Our
first goal is the generalization of estimate (3.1). We begin with the following facts
concerning a symmetry of the spectral function.
Proposition 4.3. If f : [0,∞) → R is a Borel, locally bounded function, then
for each (x, y) ∈ M ×M and λ > 0, we have f(∆)Fx ∈ Hλ and (f(∆)Fx)(y) =
(f(∆)Fy)(x).
Proof. If h ∈ Hλ, then h(y) = 〈h, Fy〉 and f(∆)h =
∫ λ
0 f(ν) dEν(h) ∈ Hλ. In
particular, since Fx ∈ Hλ, we have f(∆)Fx ∈ Hλ and
(f(∆)Fx)(y) = 〈f(∆)Fx, Fy〉 = 〈Fx, f(∆)Fy〉 = (f(∆)Fy)(x)
since f(∆) is symmetric. ✷
Corollary 4.4. For each (x, y) ∈ M × M , we have ∆xFx(y) = ∆yFx(y). In
particular, y 7→ ∆xFx(y) is square-integrable with respect to dµ(y).
Proof. Because the kernel eλ is symmetric, we have ∆xFx(y) = ∆xeλ(x, y) =
∆xeλ(y, x) = ∆xFy(x). By Proposition 4.3, we have ∆xFy(x) = ∆yFx(y), and
∆Fx is square-integrable. ✷
Lemma 4.5. Let (M, g) be a complete Riemannian manifold. If ι : M → M is
an isometry of the Riemannian metric g, then for each (x, y) ∈ M ×M , we have
eλ
(
ι(x), ι(y)
)
= eλ(x, y).
Proof. Let ι∗ : H → H denote the operator defined by (ι∗(u))(x) = u(ι(x)). Since
ι is an isometry, ι∗ commutes with ∆, and hence it commutes with Eλ for each
λ ∈ R. Thus, for each smooth, compactly supported u : M → R, we have∫
M
u(y)e
(
ι(x), y
)
dµ(y) = 〈u, Fι(x)〉
= ι∗(Eλ(u))(x)
= Eλ(ι
∗(u))(x)
= 〈ι∗(u), Fx〉
=
∫
M
u
(
ι(y)
) · e(x, y) dµ(y)
=
∫
M
u(z) · e (x, ι−1(z)) dµ(z) ,
where in the the last equality we used the fact that isometries preserve the Rieman-
nian measure µ. Since u is an arbitrary compactly supported function, we have
e
(
ι(x), y
)
= e
(
x, ι−1(y)
)
, and the claim follows. ✷
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Since each homogeneous space is complete, we deduce the following.
Corollary 4.6. If (M, g) is a connected, Riemannian homogeneous space, then
x 7→ Fx(x) = eλ(x, x) is constant. ✷
The next lemma asserts, in part, that for each x ∈ M , the function y 7→
|∇xFx(y)|2 is integrable with respect to dµ(y). Note that the more common state-
ment would be that y 7→ |∇yFx(y)|2 is integrable.
Lemma 4.7. If (M, g) is a connected, Riemannian homogeneous space, then for
each x ∈M , the function y 7→ |∇xFx(y)| belongs to H, and we have
(4.3)
∫
M
|∇xFx(y)|2 dµ(y) =
∫
M
Fx(y) ·∆xFx(y) dµ(y) .
Proof. A well-known formula gives
∆xF
2
x = 2Fx ·∆xFx − 2 |∇xFx|2.
By Proposition A.3 in the Appendix, the function y 7→ |∇xFx|2 is integrable with
respect to dµ(y), and by Corollary 4.4, y 7→ Fx(y) ·∆xFx(y) is integrable. Hence
y 7→ ∆xF 2x (y) is integrable with integral not depending on x by homogeneity, and
therefore, to verify (4.3), it suffices to prove that
∫
∆xF
2
x (y) dµ(y) = 0.
Let u : M → R be a compactly supported smooth function. Using Fubini’s
theorem, the fact that ∆ is self-adjoint, and the identity ‖Fx‖2 = Fx(x), we find
that∫
M
u(x)
(∫
M
∆xF
2
x (y) dµ(y)
)
dµ(x) =
∫
M
∫
M
u(x) ·∆xF 2x (y) dµ(x) dµ(y)
=
∫
M
∫
M
(∆u(x)) · Fx(y)2 dµ(x) dµ(y)
=
∫
M
∆u(x)
∫
M
Fx(y)
2 dµ(y) dµ(x)
=
∫
M
(∆u(x)) · Fx(x) dµ(x)
=
∫
M
u(x) ·∆xFx(x) dµ(x) .
Corollary 4.6 implies that the last integral equals zero. Since u is arbitrary, the
claim follows. ✷
Proposition 4.8. If (M, g) is a connected, Riemannian homogeneous space, then
for each x ∈M , we have
‖|∇xFx|‖ ≤
√
λ · ‖Fx‖ .
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Proof. Since Fx = Eλ(Fx), we have
〈Fx,∆Fx〉 =
〈∫ λ
0
dEν(Fx),
∫ λ
0
ν · dEν(Fx)
〉
=
∫ λ
0
ν · d‖Eν(Fx)‖2
≤ λ
∫ λ
0
d‖Eν(Fx)‖2
= λ · ‖Fx‖2.
The claim then follows from Lemma 4.7. ✷
We now give the general version of Theorem 3.1. Note that if (M, g) is homo-
geneous, then x 7→ Nx(λ) is constant.
Theorem 4.9. If (M, g) is a connected, Riemannian homogeneous space, then for
each x ∈M , α ∈ (0, pi/2), and λ > 0, we have
(4.4) Nx(λ) ≤ 1∫ pi/2
0 V (θ/
√
λ) sin(2θ) dθ
≤ 1
cos2 α · V (λ−1/2 · α) .
Proof. The proof is the same as the proof of Theorem 3.1 except that one replaces
inequality (3.1) with Proposition 4.8. ✷
5. An upper bound for the heat kernel
Let (M, g) be a homogeneous Riemannian manifold, and let ∆ be the associated
Laplacian. The heat kernel pt(x, y) is the integral kernel for the heat operator,
e−t∆. The heat kernel has two important interpretations: It is the integral kernel
for the solution operator for the heat equation ∂tu(x, t) = ∆xu(x, t) [18, 5]. From
the probabilistic viewpoint, the heat kernel is the transition subprobability density
of Brownian motion on (M, g), the minimal diffusion whose infinitesimal generator
is ∆.
[22] shows that there are three types of noncompact homogeneous spaces:
• M is nonamenable, Nx(λ) = 0 for some λ > 0, and there are constants
c1, c2 ∈ (0,∞) such that c1e−c2t ≤ pt(x, x) ≤ c2e−c1t for all t > 1;
• M is amenable with exponential volume growth, Nx(λ) > 0 for all λ > 0, and
there are constants c1, c2 ∈ (0,∞) such that c1e−c2t1/3 ≤ pt(x, x) ≤ c2e−c1t1/3
for all t > 1;
• M has polynomial volume growth of order d (the dimension ofM), and there
are constants c1, c2 ∈ (0,∞) such that c1t−d/2 ≤ pt(x, x) ≤ c2t−d/2 for all
t > 1.
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Furthermore, these three cases can be distinguished by their corresponding isoperi-
metric profiles. In the case of Lie groups, even more refined information is known
[29]. The results of both of these authors are difficult; we show here how to ob-
tain comparable upper bounds on the heat kernel that depend only on volume
information, as well as to provide explicit constants in those upper bounds. Note
that exponential volume growth can occur for both amenable and nonamenable
Lie groups, so that we cannot hope to obtain exponential decay of the heat kernel
merely from a bound on the volume growth.
By Proposition A.2, the heat kernel is the Laplace transform of the spectral
function (as a measure):
(5.1) pt(x, y) =
∫ ∞
0
e−λt deλ(x, y) .
It is well known that bounds on the spectral function lead to bounds on the
heat kernel. We give two illustrations. Let Γ be the classical gamma function.
Theorem 5.1. If (M, g) is a homogeneous space such that V (r) ≥ c · rβ for all
0 < r < D, then for each (x, y) ∈M ×M and t > 0,
(5.2) pt(x, y) ≤ 1
vol(M)
+
Γ(β/2 + 1) · 2 β2
c ·mβ · t
− β
2 ,
where mβ :=
∫ pi/2
0 θ
β sin(2θ) dθ. If volM =∞, then we interpret 1/ volM as 0.
Proof. From the semigroup property of the heat kernel and the Cauchy–Schwarz
inequality, one finds that
|pt(x, y)− 1/ volM | ≤
(
[pt(x, x) − 1/ volM ] · [pt(y, y)− 1/ volM ]
) 1
2 .
Hence, it suffices to prove (5.2) for x = y. In that case, since deλ(x, x) = dNx(λ),
we have
pt(x, x) =
∫ ∞
0
e−λ·t dNx(λ)(5.3)
=
1
volM
+ t
∫ ∞
0
e−λ·t ·Nx(λ) dλ .
By Corollary 1.2 (in the compact case) or Corollary 1.5 (in general), Nx(λ) ≤
c−1 ·m−1β · λ
β
2 for all λ > 0, and so
pt(x, x) ≤ 1
volM
+
t
c ·mβ
∫ ∞
0
e−λ·t · λβ2 dλ .
The claim then follows from change of variable in the definition of Γ. ✷
For our next illustration, we use the upper incomplete gamma function,
Γ(a, x) :=
∫ ∞
x
sa−1e−s ds .
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This function is useful because Γ(a, x) ≤ Γ(a) for all x and Γ(a, x) < 2xa−1e−x
for x > a − 1 [21]. Using this function, we provide heat-kernel bounds when the
volume of a ball of radius r grows exponentially for large r.
Theorem 5.2. Let c0, c1, c2 > 0 be constants. If (M, g) is a homogeneous space
such that V (r) ≥ c0 · rd for r ≤ r0 and V (r) ≥ c1 · ec2r for r > r0, then for each
(x, y) ∈M ×M and t > 0,
pt(x, y) ≤ pic2 + 2
c1
· exp
(
−c3 · t1/3
)
+
2
c0
·
(
4
pi
)d
t−d/2 · Γ(1 + d/2, pi2t/16r20) ,
where c3 := (pic2/4)
2/3. If in addition Nx(λ) = 0 for λ < λ∗, then
pt(x, y) ≤ 2
c1
e−λ∗t +
2
c0
·
(
4
pi
)d
t−d/2 · Γ(1 + d/2,max{λ∗, pi2t/16r20}) .
The first bound shows polynomial decay for small t and stretched exponential
decay for large t since the second term is less than 4d+1e−pi
2t/16r20/cdpi for t >
8dr20/pi
2. The second bound similarly shows polynomial or exponential decay.
Proof. As in the preceding proof, it suffices to consider the case x = y. Using
α = pi/4 in Theorem 1.4, we have
eλ(x, x) ≤ 2
V (λ−
1
2 · pi/4) ,
and thus using the hypothesis we find
pt(x, x) ≤ 2t
 1
c1
∫ ∞
0
exp
(
−λt− c3/23 λ−1/2
)
dλ +
4d
c0pid
∫ ∞
pi2
16r2
0
e−λtλd/2 dλ
 .
We may express the second integral above as t−1−d/2 · Γ(1 + d/2, pi2t/16r20). For
the first integral, define λ˜ = λ˜(t) := c3 · t−2/3. Using
λt+ c
3/2
3 λ
−1/2 ≥
{
λt if λ ≥ λ˜,
c
3/2
3 λ
−1/2 if λ ≥ λ˜,
we obtain ∫ ∞
0
e−λt−c
3/2
3
λ−1/2 dλ ≤
∫ λ˜
0
e−c
3/2
3
λ−1/2 dλ+
∫ ∞
λ˜
e−λt dλ
≤
∫ ∞
λ˜−1/2
2s−3e−c
3/2
3
sds+ e−λ˜t/t
≤ 2c
3/2
3 + 1
t
· e−c3t1/3 .
Putting together these bounds gives the first desired result. The second bound is
proved in a similar manner. ✷
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Remark 5.3. For compact homogeneous M , we also have a bound that expresses
both polynomial decay at short times and exponential decay at large times: with
the hypotheses and notation of Theorem 5.1,
pt(x, x) ≤ 1
volM
+
2
β
2
c ·mβ · t
− β
2 · Γ(β/2 + 1, λ∗t) .
Remark 5.4. Upper bounds on the heat kernel likewise give upper bounds on Nx.
For example, using (5.3), we find that
pt(x, x) ≥ e−λ·t
∫ λ
0
dNx(ν) = e
−λ·t ·Nx(λ) ,
and hence by setting t := 1/λ we obtain
Nx(λ) ≤ e · p1/λ(x, x)
valid for each λ > 0. For a similar result, see [7, Proposition 5.3]. Because of this
general inequality, previously known bounds on the heat kernel yield bounds on
the spectral function, though with constants that may not be explicit.
6. A comparison with the method of Li
Our geometric method requires only the L2 bound (3.1) on the gradient, rather
than an L∞ bound. Li [17] used an L∞ bound, which, in our language, is the
following:
Proposition 6.1. If (M, g) is a Riemannian homogeneous space, then for each
λ ≥ 0 and each (x, y) ∈M ×M ,
(6.1) |(∇Fλx )(y)|2 + λ · Fλx (y)2 ≤ λ · Fλx (x)2 .
[17] considered only compact spaces, but this bound holds more generally. As
it might be useful in other contexts, we provide a short proof.
Proof. We follow the method of [17, Theorem 5]. Since M is homogeneous, there
exists an isometry ι : M → M so that ι(y) = x. By Lemma 4.5, we have Fx ◦
ι−1(x) = Fx(y) = Fz(x) where z := ι(x), and moreover,
(6.2) |(∇Fx)(y)| = |(∇(Fx ◦ ι−1))(x)| = |(∇Fz)(x)| .
Homogeneity and (2.4) also imply that Fx(y) ≤ Fx(x) for each y. Therefore,
Fx achieves a maximum at x and hence (∇Fx)(x) = 0. Write
Fz = aFx + h with h ⊥ Fx .
Since h ∈ Hλ, we have h(x) = 〈h, Fx〉 = 0. Thus, Fz(x) = aFx(x), and (∇Fz)(x) =
(∇h)(x). Therefore, using (6.2), we have
(6.3) |(∇Fx)(y)|2+λFx(y)2 = |(∇Fz)(x)|2+λFz(x)2 = |∇h(x)|2+λa2Fx(x)2 .
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Lemma 6.2 (below) and (3.1) (or Corollary 4.8) together imply that
|∇h(x)|2 ≤ λ · ‖h‖2 · ‖Fx‖2 .
Since ‖h‖2 = ‖Fz‖2 − a2 ‖Fx‖2 = (1− a2) ‖Fx‖2, we deduce that
|∇h(x)|2 ≤ λ · (1− a2) · ‖Fx‖4 = λ · (1− a2) · Fx(x)2 .
By combining this with (6.3), we obtain (6.1). ✷
Lemma 6.2. If (M, g) is a complete Riemannian manifold and λ > 0, then for
each h ∈ Hλ and each x ∈M , we have
|(∇h)(x)| ≤ ‖h‖ ·
∥∥|∇xFλx |∥∥ .
Proof. Since h lies in Hλ, we have h(x) = 〈h, Fx〉. In the compact case, this
immediately yields
|∇h(x)| =
∣∣∣ ∫ h(y)∇xFx(y) dµ(y)∣∣∣ ≤ ∫ |h(y)|·|∇xFx(y)| dµ(y) ≤ ‖h‖·‖|∇xFx|‖
by the Cauchy–Schwarz inequality.
The general case requires a more elaborate argument. Let U be a normal
coordinate neighborhood about x with compact closure, and let ∂1, . . . , ∂d be the
associated coordinate vector fields. By Proposition A.3, the function y 7→ |∇xFx|
lies in H. In addition, x 7→ |∇xFx(y)| is continuous by Theorem A.1. Fatou’s
lemma thus ensures that ‖|∇xFx|‖ is bounded for x ∈ U , whence |∇xFx(y)| is
square-integrable over (x, y) ∈ U ×M . Thus, for each smooth function u : M → R
with support in U , integration by parts gives∫
M
u(x) · ∂ih(x) dµ(x) = −
∫
M
(
∂ixu(x)
) · h(x) dµ(x)
−
∫
M
div(∂i)(x) · u(x) · h(x) dµ(x) ,
where div is the divergence operator associated to the Riemannian metric, g. Using
Fubini’s theorem, integration by parts, and Fubini’s theorem again, we find that
the first term on the right-hand side equals
−
∫
M
∫
M
(
∂ixu(x)
) · h(y) · Fx(y) dµ(y) dµ(x)
=
∫
M
u(x)
∫
M
h(y) · ∂ixFx(y) dµ(y) dµ(x)
+
∫
M
u(x) · div(∂i)(x)
∫
M
h(y) · Fx(y) dµ(y) dµ(x) .
Combining the last two displays, we obtain∫
M
u(x) · ∂ih(x) dµ(x) =
∫
M
u(x)
∫
M
h(y) · ∂ixFx(y) dµ(y) dµ(x) .
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It follows that for each i, we have (∂ih)(x) = 〈h, ∂ixFx〉, and hence ∇h(x) =∫
h(y)∇xFx(y) dµ(y). Now the argument may be completed as in the compact
case. ✷
7. Examples
In this section, we compare our estimates to exact formulas in some cases where
the spectral functions are known explicitly.
Example 7.1 (Euclidean space). Using the Fourier inversion formula, one finds
that the spectral function for the Laplacian on d-dimensional Euclidean space is
given by
eλ(x, y) = (2pi)
−d
∫ √λ
0
(∫
Sd−1
cos
(
(x− y) · ρ · ω) · dσ(ω)) ρd−1 · dρ ,
where Sd−1 ⊂ Rd is the sphere of radius 1 and dσ is the measure on Sd−1 induced
from Lebesgue measure on Rd. In particular, by setting x = y, we find that
Nx(λ) =
ωd
(2pi)d
· λ d2 .
In comparison, Theorem 4.9 gives
Nx(λ) ≤ 1
ωd
∫ pi/2
0
θd · sin(2θ) dθ
· λ d2 .
(Another representation of the full spectral function is
eλ(x, y) = (2pir/
√
λ)−d/2Jd/2(r
√
λ) ,
where Jk is the Bessel function of the first kind of order k and r := ‖x− y‖.)
Example 7.2 (Spheres). The eigenvalues for the Laplacian associated to the
sphere Sd of constant curvature +1 can be explicitly computed. In particular,
the kth distinct nonzero eigenvalue is φ(k) := k · (k + d− 1) and
N
(
φ(k)
)
=
(
k + d− 1
d
)
+
(
k + d
d
)
.
In the special case when d = 2, we find that N
(
φ(k)
)
= (k + 1)2, and so
N(λ) = λ+
1
2
·
(
1 +
√
1 + 4λ
)
when λ is an eigenvalue of the Laplacian for S2.
For r ≤ pi, the injectivity radius of Sd, we have
(7.1) V (r) = vol(Sd−1) ·
∫ r
0
(sinx)d−1 dx .
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Figure 1: The estimate of the counting function for S2. The piecewise constant
function is N(x) and the other function is given by Theorem 3.1 and Remark 3.5.
Thus, after a straightforward calculation we find that when d = 2, Theorem 3.1
gives the estimate
N(λ) ≤ 8λ− 2
4λ · sin2(pi/(4√λ))− 1
for λ > 1/4. See Figure 1.
In comparison, in the case of S2, Theorem 18 of [19] gives that if λ ≥ 6, then
N(λ) ≤ 3·29·e2 ·λ, and Theorem 25 of [19] gives thatN(λ) ≤ 3·218 ·pi−3 ·exp(13pi2)·λ
for λ ≥ 2. Note that Theorem 12 of [19] gives that λ1 > 1/4, Corollary 8 of [17]
and Remark 3.5 above each give λ1 ≥ 1, whereas, in fact, λ1 = 2.
Example 7.3 (Hyperbolic spaces). Because the heat kernel is the Laplace trans-
form of the spectral measure—see (5.1)—the spectral function for a noncompact
symmetric space X can sometimes be determined if one has an exact expression
for its heat kernel.9 Note that if X is a rank-one symmetric space, then eλ(x, y)
depends only on the distance r := r(x, y) between x and y.10
For example, if d ≥ 3 is odd, then, according to [1], the heat kernel for real
hyperbolic space Hd(R) is
(7.2) pt(x, y) =
√
pi
(2pi)
d+1
2
· exp (−bd · t)√
t
·
( −1
sinh(r)
∂r
) d−1
2
exp
(−r2
4t
)
,
where bd := (d − 1)2/4 is the bottom of the spectrum. We claim that if r =
9One can also apply the inverse Fourier transform to an exact expression for the wave kernel.
See [16] for an explicit expression for the wave kernel of real hyperbolic space.
10Indeed, rank-one symmetric spaces are “two-point homogeneous”: If dist(x, y) = dist(x′, y′),
then there exists an isometry ι : M → M with ι(x) = x′ and ι(y) = y′ [13]. Thus, Lemma 4.5
implies that eλ depends only on r.
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dist(x, y) > 0, then
(7.3) eλ(x, y) =

2
(2pi)
d+1
2
( −1
sinh(r)
∂r
) d−1
2 sin(r · √λ− bd)
r
if λ ≥ bd,
0 otherwise.
Indeed, by taking the Laplace transform of deλ, making the change of variable
λ = ν + bd, and applying the identity∫ ∞
0
e−ν·t dν
(
sin(r
√
ν)
r
)
=
√
pi
2
√
t
· exp
(−r2
4t
)
,
we obtain (7.2) from (7.3). Thus, (7.3) follows from the fact that the Laplace
transform is injective on bounded functions.
One obtains an explicit expression for Nx(λ) from (7.3) by differentiating and
taking the limit as r tends to zero. For example, the values of Nx(λ) for d = 3, 5, 7
and λ ≥ bd are
(λ − 1)3/2
6pi2
,
(3(λ− 4) + 5)(λ− 4)3/2
180pi3
,
(
3(λ− 9)2 + 21(λ− 9) + 28) (λ − 9)3/2
2520pi4
.
For even-dimensional real hyperbolic spaces, a similar analysis using the explicit
formula for the heat kernel [1] gives
eλ(x, y) =
2
√
2
(2pi)(d+2)/2
∫ ∞
r
sinh s√
cosh s− cosh r ·
( −1
sinh s
∂s
) d
2 sin(s · √λ− bd)
s
ds .
It is convenient to write
sin(s · √λ− bd)
s
=
∫ √λ−bd
0
cos(s · a) da
in the preceding integral. Using Fubini’s theorem, we then obtain for d = 2 and
λ ≥ 1/4 that
Nx(λ) =
∫ √λ−1/4
0
a tanh(pia)
2pi
da ;
when d = 4, we obtain for λ ≥ 9/4 that
Nx(λ) =
∫ √λ−9/4
0
(
4a3 + a
)
tanh(pia)
32pi2
da ;
and when d = 6, we obtain for λ ≥ 25/4 that
Nx(λ) =
∫ √λ−25/4
0
(
16a5 + 40a3 + 9a
)
tanh(pia)
1024pi3
da .
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Figure 2: The lower curve is Nx for H
2(R) and the upper curve is the estimate
given by Theorem 4.9.
The volume of the ball of radius r in Hd(R) is given by
V (r) = vol(Sd−1)
∫ r
0
(sinhx)d−1 dx .
In particular, if d = 2, then Theorem 4.9 yields the estimate
Nx(λ) ≤ 4λ+ 1
2pi
(
4λ sinh2
(
pi
4
√
λ
)− 1) .
See Figure 2.
Because we could not find the spectral functions for complex hyperbolic spaces
in the literature, we give them here as well. For M = Hd(C) with d ≥ 2, using
the Laplace transform and the formula for the heat kernel [1], we obtain that for
λ ≥ d2 and dist(x, y) = r,
eλ(x, y) =
4
√
2
(2pi)d+1
∫ ∞
r
sinh s√
cosh 2s− cosh 2r ·
( −1
sinh s
∂s
)d
sin(s · √λ− d2)
s
ds .
For d = 2, this yields for λ ≥ 4 that
Nx(λ) =
∫ √λ−4
0
a3 coth(pia/2)
8pi2
da ;
for d = 3, this yields for λ ≥ 9 that
Nx(λ) =
∫ √λ−9
0
a(a2 + 1)2 tanh(pia/2)
64pi3
da ;
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and for d = 4, this yields for λ ≥ 16 that
Nx(λ) =
∫ √λ−16
0
a3(a2 + 4)2 coth(pia/2)
768pi4
da .
A. Integral kernels and the functional calculus
It is known that the spectral projection Eλ has a smooth kernel in the case of
noncompact manifolds; see, for example, [14]. However, we found it difficult to
find a complete proof in the literature, and so we provide a proof here as a courtesy
to the reader. We also prove some other facts about the kernel that we use.
The proof of smoothness relies on the standard theory of elliptic partial dif-
ferential equations. If ∆ku = v, then since ∆ is self-adjoint, we have, for each
compactly supported smooth function ψ,
(A.1) 〈∆kψ, u〉 = 〈ψ, v〉 .
That is, if we regard u and v as distributions, then Lku = v, where L is the
Laplacian acting on distributions. Here, Lk is an elliptic differential operator of
order 2k. Our assumption ∆ku = v involves a function class u ∈ H = L2(M,µ),
but we will need to show that there is a function in the class of u that has continuous
derivatives. Thus, we explain next a few facts about Sobolev spaces that we need,
which is a theory of distributions.
Let U ⊂ M be a precompact open set whose closure lies in an open set dif-
feomorphic to Rd. A function (class) v ∈ H, regarded as a distribution restricted
to U , lies in the Sobolev space H0(U). If u is a distribution with Lku = v, then
the standard theory of elliptic equations implies that u lies in the Sobolev space
H2k(U).11 Moreover, there exists a constant C = C(L,U, k) so that
(A.2) ‖u‖H2k(U) ≤ C ·
(‖v‖+ ‖u‖) .
Choose coordinates (x1, x2, . . . , xd) on U , and for each multi-index α ∈ Nd, let
∂α denote the mixed partial derivative ∂α1x1 · · ·∂αdxd . For each u : U → R such that
∂αu is continuous and bounded for each α with |α| :=∑ αi ≤ j, define
(A.3) ‖u‖Cj(U) = sup
U
|u|Cj ,
where
|u|Cj(x) := sup
|α|≤j
|∂αu(x)| .
The Sobolev embedding theorem provides constants C′ = C′(U, k, j) so that if
u ∈ H2k(U) and 2k > d/2 + j + 1, then the distribution u is represented by a
function with a continuous jth derivative, which we also denote by u, and
‖u‖Cj(U) ≤ C′ · ‖u‖H2k(U) .
Recall that E denotes the spectral resolution of ∆.
11See, for example, the proof of Theorem 1 in Chapter 4 of [3].
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Theorem A.1. Let a : [0,∞) → R be a nonnegative Borel function such that for
each nonnegative integer k, the map ν 7→ a(ν) · νk is bounded on [0,∞). Then the
operator a(∆) defined by
a(∆) =
∫ ∞
0
a(ν) dEν
maps each element of H to a smooth function, and a(∆) has a smooth, symmetric,
real-valued integral kernel.
Proof. The hypothesis implies that, for each k, the operator ∆k ◦ √a(∆) maps H
to H. Given w ∈ H, let u := √a(∆)(w) and v := ∆ku. Regarding u and v as
distributions, we have Lku = v. Given x ∈M , let U ∋ x be a precompact open set
whose closure lies in an open set diffeomorphic to Rd. By the discussion above, the
distribution u lies in H2k(U) and (A.2) holds, and if we choose 2k > d/2 + j + 1,
then
|u|Cj (x) ≤ C′ · ‖u‖H2k(U) ≤ C′ · C ·
(‖v‖+ ‖u‖) ,
and hence, since ∆k ◦ √a(∆) is a bounded linear operator, we have
(A.4)
∣∣(√a(∆))w∣∣
Cj
(x) ≤ C′ · C · (‖∆k ◦ √a(∆)w‖ + ‖w‖) ≤ C∗ · ‖w‖
for some constant C∗ = C∗(U, j, k). In particular,
√
a(∆)w is smooth.
For each x, define the linear functional fx : H → R by fx(w) := (
√
a(∆)w)(x).
From (A.4) with j = 0, we see that the functional fx is bounded, and therefore there
exists kx ∈ H so that for each w ∈ H we have 〈w, kx〉 = fx(w) = (
√
a(∆)w)(x).
We claim that kx(y) = ky(x) for almost every (x, y) ∈ M ×M . Indeed, since√
a(∆) is self-adjoint, kx is real valued and 〈
√
a(∆)w−, w+〉 = 〈w−,
√
a(∆)w+〉 for
each w−, w+ ∈ H. Hence∫
M×M
w−(x) · w+(y) · kx(y) (dµ× dµ)(x, y)
=
∫
M×M
w+(y) · w−(x) · kx(y) (dµ× dµ)(x, y) .
By switching the roles of x and y in the latter integral and subtracting, we find
that ∫
M×M
ψ(x, y) · (kx(y)− ky(x)) (dµ× dµ)(x, y) = 0 ,
where ψ(x, y) := w−(x) · w+(y). Since such ψ span a dense subspace of L2(M ×
M,µ× µ), the claim follows.
Define K : M ×M → R by
K(x, y) :=
∫
M
kx(z) · ky(z) dµ(z) .
Using the symmetry ky(z) = kz(y) µ× µ-a.e. and the fact that
√
a · √a = a, one
finds that K is an integral kernel for a(∆). To finish the proof of the theorem, it
suffices to show that K is a smooth function.
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Let α ∈ Nd be a multi-index. Let Ux and Uy be neighborhoods of x, y ∈ M .
Using (A.4), we find that the map w 7→ ∂αx (
√
a(∆)w)(x) is a bounded linear
functional on H. Hence there exists kαx ∈ H so that
〈kαx , w〉 = ∂αx (
√
a(∆)w)(x) = ∂αx 〈kx, w〉 .
Thus, we have
∂βy ∂
α
xK(x, y) = ∂
β
y ∂
α
x 〈kx, ky〉 = ∂βy 〈kαx , ky〉 = 〈kαx , kβy 〉 .
In particular, K is smooth. ✷
Let eλ(x, y) denote the kernel corresponding to the spectral projection Eλ =
1[0,λ](∆). Write F
λ
x (y) := eλ(x, y), so that F
λ
x is an element of H with norm
1. For continuous a : [0,∞) → R with support in [0, λ] and all ν ≥ λ, we have
〈a(∆)F νx , F νy 〉 = 〈a(∆)Fλx , Fλy 〉, with |〈a(∆)Fλx , Fλy 〉| ≤ ‖a‖∞ by the Cauchy–
Schwarz inequality. Therefore, λ 7→ eλ(x, y) is a function of bounded variation
and defines a bounded measure on the real line that satisfies∫ ∞
0
a(ν) deν(x, y) = 〈a(∆)Fλx , Fλy 〉
whenever a is a bounded Borel function with support in [0, λ].
Proposition A.2. Let a : [0,∞) → R be a nonnegative Borel function such that
for each nonnegative integer k, the map ν 7→ a(ν) · νk is bounded on [0,∞). Then
the kernel of a(∆) is
(x, y) 7→ Ax(y) :=
∫ ∞
0
a(λ) deλ(x, y) .
Proof. Let K be the kernel given by Theorem A.1 and Kx(y) := K(x, y). Then
for x ∈M and u ∈ Hν , we have a(∆)u ∈ Hν and
〈u,Kx〉 = a(∆)u(x) =
〈∫ ν
0
a(λ) dEλu, F
ν
x
〉
=
∫ ν
0
a(λ) d〈Eλu, F νx 〉
=
∫ ν
0
a(λ) d〈u, Fλx 〉 =
〈
u,
∫ ν
0
a(λ) dFλx
〉
= 〈u,Ax〉 .
Since 〈u,Kx〉 = 〈u,Ax〉 for such u and
⋃
ν Hν is dense in H, we obtain that
Kx = Ax, as desired. ✷
Proposition A.3. Let K be the kernel of a(∆) constructed in Theorem A.1. For
each x, the function y 7→ |∇xK(x, y)|2 is integrable.
Proof. Choose normal coordinates (x1, . . . , xd) about the point x, and let ∂i be
the associated coordinate vector fields. By (A.4), for each i, there exists kix ∈ H
so that 〈kix, u〉 = ∂i〈kx, u〉 for each u ∈ H. Thus,
|∇xK(x, y)|2 =
∑
i
|∂i〈kx, ky〉|2 =
∑
i
〈kix, ky〉2.
On the other hand, the defining property of ky yields 〈kix, ky〉 = (
√
a(∆)kix)(y).
Since
√
a(∆) maps H to H, the function y 7→ (√a(∆)kix)(y) is square-integrable.
The claim follows from summing over i. ✷
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