lack of investment and the emergence of Acquired Immunodeficiency Syndrome (AIDS, English : Acquired Immune Deficiency Syndrome). Currently, in addition to AIDS, the discovery of MDR-TB -multidrug-resistant tuberculosis, which occurs when the bacillus becomes resistant to at least RIF and ISO, and super-resistant bacteria to drugs, i.e., extremely drug-resistant tuberculosis (XDR-TB) strains that are resistant to drugs in the first and second choice, has caused serious problems in TB treatment [4, 5] . In this context, emerged the fixed-dose combination (FDC) concept, which can be defined as a formulation of two or more substances biologically active, combined in a single drug, available in certain fixed doses. Several advantages can be mentioned in favor of FDC such as reduced risk of emergence of drug resistant strains, better patient compliance, reduced cost of treatment, fewer risks of medication errors, dosages adjustment according to patient's needs and simplified drug supply management, shipping and distribution [6] . This new concept generates also new challenges to the pharmaceutical industry such as drugs stability in the association and the quality control difficulty where simultaneous quantification is required.
For simultaneous analysis of the FDC containing as association ISO, RIF and PYR, different analytical approaches based on multivariate calibration had been considered. In 1998, Benetton et al. developed methods using ultraviolet-visible (UV-Vis) spectrophotometry and first derivative for RIF and ISO analysis in commercial capsules [7] . In 1999, Goicoechea and Olivieri developed a methodology for simultaneous determination of ISO, RIF and PYR in tablets by UV-Vis spectrophotometry using partial least squares (PLS1) regression with higher precision [8] . zone electrophoresis under UV detection [11, 12] . Thus, to our knowledge, a methodology for simultaneous analysis of these four drugs by UV spectrophotometry has not been yet developed, mainly due to the low ETB molar absorptivity. However, de Oliveira group have demonstrated in a detailed study that ETB complexation with copper is instantaneous in aqueous solution of acetate buffer at pH 4.6 and present relevant molar absorptivity [13, 14] . In this context, the present work has as aim the development and optimization of a novel UV spectrophotometry methodology able to perform simultaneous analysis of ETB, ISO, RIF and PYR in 4-FDC association using multivariate calibration. 
4-DFC sample preparation
Seven tablets of 4-DFC were weighed and macerated to fine powder in a mortar. A portion of 0.021 g of this powder macerate was transferred to a 50.0 mL volumetric flask, to which was added 2.0 mmol L -1 of Brij 35 and kept in ultrasonic bath for 1 h. Then the volume was completed with deionized water and the solution was filtered using a 0.45-µm Millipore filter. An aliquot of 1.2 mL of this solution was transferred into a 10.0 mL volumetric flask, where it was added the stock solutions of Brij 35, CuSO 4 and HAc / NaAC, such that the final concentration was equal to 1.76 mmol L -1 , 0.5 mmol L -1 and 5.0 mmol L -1 , respectively. Then UV spectra were obtained in the wavelength range from 200 to 400 nm. These solutions contained concentrations close to 11.0 mg
PYR and 6.0 mg L -1 RIF. For the capillary electrophoresis analysis, an aliquot of stock solution of 5.0 mL sample was transferred to a 10.0 mL volumetric flask, which were added stock solutions of Brij 35, CuSO 4 and SPFLX (internal standard -IS), such that the final concentration was 2.0 mmol L -1 , 12.5 mmol L -1 and 30.0 mg L -1 , respectively. The procedures were performed seven times.
External calibration curve for CZE quantification
External calibration curves were prepared in triplicate from dilutions of stock solutions standards and the addition of aliquots of Brij 35, CuSO 4 and IS, to a final concentration equal to 2.0 mmol L -1 , 12.5 mmol L -1 and 30.0 mg L -1 , respectively. The concentration ranges were: from 15 to 90 mg L -1 for ETB; from 5 to 20 mg L -1 for ISO; from 10 to 55 mg L -1
for RIF and from 20 to 120 mg L -1 for PYR.
Instrumentation
The measurements of absorption spectra were performed on a double-beam UV-Vis spectrophotometer system (model UV-1800, Shimadzu, Kyoto, Japan) using quartz regular cell of 1.0 cm optical path. Each UV spectrum was obtained with resolution of 0.5 nm from 200 to 400 nm. The experiments involving separation were carried out on a CE system (HP3d CE, Agilent Technologies, Palo Alto, CA, USA) equipped with a DAD set at 262 nm, a temperature control device, maintained at 25ºC, and data acquisition and treatment software (HP ChemStation, rev A.06.01). Samples were injected hydrodynamically (30 mbar, 5 s) and the electrophoretic system was operated under normal polarity and constant voltage conditions of (+25 kV). For all experiments, a fused-silica capillary (Polymicro Technologies, Phoenix, AZ, USA) 48.5 cm (40.0 cm effective length) × 75 μm ID × 375 μm OD was used.
The dissolution of samples and standards were carried out in a Unique ultrasonic cleaner, USC (2850) model, power of 120 W (São Paulo-SP, Brazil).
Analytical procedures
Spectrophotometric measurements were performed by using aqueous solution of HAc/NaAc buffer and CuSO 4 as reference in the same concentrations used to standards and sample dilution.
Conditioning of new capillaries was carried out by a pressure flush of 1.00 mol L −1 NaOH solution (30 min), deionized water (5 min) and electrolyte solution (10 min). In between runs, the capillary was replenished with 0.200 mol L −1 NaOH solutions (2 min), deionized water (2 min) and fresh electrolyte solution (3 min, pressure flush).
Chemometric analysis
The UV spectra obtained were manipulated using a MATLAB environment. For PLS calculations the data were preprocessed using the mean center. For the calibration models using PLS, a 3 4 Box-Behnken design with triplicate in central point (three levels and four factors) was used for mixture concentration design of ETB, ISO, RIF and PYR, and the number of latent variables of the model was selected based on the root mean square error of cross-validation (RMSECV) obtained from the calibration set by leave one out procedure. Anomalous samples were discarded by the leverage and residue analysis; the occurrence of such samples among the calibration samples can produce models with a low capability of precision and, when present in the validation samples, can influence the validation results, leading to results which are indicative that the model is not adequate.The performance of the models was evaluated by the root mean square error of calibration (RMSEC) and the root mean square error of prediction (RMSEP). A comparison was performed with CZE results.
Basic statistical analysis
Basic statistical analysis such as normality test (Shapiro-Wilk test), variance homogeneity (Levene and Cochran test) and pared sample t-test were performed using SPSS 8.0 for Windows.
Results and discussion

Range selection of ingredient active content
In a first approach, a study was conducted to check the concentration level of the active ingredient to be used in multivariate calibration procedure, using standard mixtures at concentrations 20 and 25 times smaller than label claimed in 4-FDC pack of tablets usually used for treatment of patients, that is 275 mg of ETB, 75 mg of ISO, 150 mg of RIF and 400 mg of PYR. The standard solution mixtures were prepared using a range of ±15%, as indicated in Table 1 . By analyzing the UV electronic spectra of standard solutions mixtures obtained from Table 1 (Figs. 2A and 2B), it is possible to observe that drugs content ratio of 25 times smaller provided better separation of the spectra of the complex CuETB levels of -15% and +15%. In addition, for very concentrated solutions which is providing more than 2 absorbance units, the average distance between the ions or molecules absorbing species decreases to the point that each particle affects the charge distribution and thus the extent of absorption of neighboring particles. So the ratio of the drugs content in tablet by 25 was selected. Moreover, according to the American pharmacopeia the range allowed for the drugs is from 90 to 110% of the declared content [17] . An adequate model takes into account the quantification of samples within concentrations limits used during modeling step. Therefore, a range of variation of ± 15% for modeling step was selected for standard mixture in order to ensure the use of descriptive models for the drugs quantification within a safety range. Thus, a 3 4 Box-Behnken design with triplicate in central point (three levels and four factors) was used to multivariate calibration considerations, as shown in Table 2 . The factors selected were ETB, ISO, RIF and PYR, while the concentrations levels of standard mixtures were selected took into account tablet content ratio by 25, while maintaining other variables such as CuSO 4 , buffer HAc/NaAc and Brij 35, according to described in Table 1 . UV electronic spectra obtained from the 3 4 Box-Behnken design within range from 200 to 400 nm is shown in Fig. 3 .
The absorbance values of the 29 experiments for standard mixture were studied by the method of partial least squares (PLS1 and PLS2). In the present case, nine latent variables (LV) through PLS 2 approach calibration present the smallest RMSEPCV and better values for the total variance of Y block (concentrations of ETB ISO, RIF and PYR), 98.76%, and the total variance of the block X (spectral data), 99 93%. Besides, leverage and residues of Students for concentration presented results within normal range. In the present case nine LV was necessary due to nonlinear behavior of ETB and ISO, as shown in the scatter diagram of latent variables found for RMSEP (Fig. 4) . It is important to stress that, curiously, all results obtained using PLS1 modeling (not shown) were worst when compared to PLS2.
Since there was no significant difference in the UV spectra between standard mixture and 4-FDC pills the model developed was used to predict the compounds in real samples. Fig. 5 shows PLS2 fitted models for ETB, ISO, RIF and PYR, which presented RMSEP and R 2 values of 0.23 and 0.971; 0.14 and 0.731; 0.11 and 0.990 and 0.57 and 0.972 respectively. The low R 2 value obtained for ISO can be considered acceptable since ISO concentration value is very low in comparison with other compounds in 4-FDC pills.
3.2.
In order to verify if PLS2 model optimized can be useful for analysis in real sample of 4-FDC tablets, a comparison using CZE methodology recently published by de Oliveira group [14] was carried out. Thus, the quantification of the samples analyzed by CE was achieved by calibration curve using SPFLX as internal standard. The curves were performed using concentration levels for each drug in authentic triplicate through the least-square regression with internal standard approach. The linearity was evaluated by homoscedasticity (Levene and Cochran' test) and lack of fit test by priori hypotheses test (Eq. 1).
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): (0) 11.0; (+) 12.65; ): (0) 3.0; (+) 3.45; ): (0) 6.0; (+) 6.9; ): (-) 13.6; (0) Comparison between UV spectrophotometric methodology and CZE As homoscedasticity was violated by RIF, and then weighted least-square regression was used. As F calculated values obtained for lack of fit analysis were lower than F critical , showing no lack of fit in the range of 95% confidence interval according to shown in Table 3 . Besides, all F sig and determination coefficient (R 2 ) values obtained were considered satisfactory, indicating an optimal adjustment of the data [18] [19] [20] . Other statistical considerations such as precision and recovery also were considered.
Pharmaceutical formulation analysis
The optimized multivariate UV spectrophotometry analysis using PLS2 model was applied to analysis of 4-FDC pharmaceutical formulations. In validation procedure, results obtained by CZE were used for comparison with PLS2 method, taking into account seven tablets analyzed in replicates. Table 4 shows the results obtained for CZE and UV spectrophotometry analysis and references values for each compound in pill and Fig. 5 shows the electropherogram obtained for sample analysis by CZE. The EOF acronym in Fig. 6 , means the migration time of electrosmotic flow, a characteristic phenomenon in capillary electrophoresis [21] . In order to show the reliability of the PLS2 method a normality test using Shapiro-Wilk test followed by paired sample t-test was performed between reference and UV spectrophotometry associate to PLS2 method and no significant difference was found for 95% confidence interval, since p-value found were higher than α equal to 0.05.
Conclusions
In the present work we have developed and optimized a novel UV spectrophotometric methodology using multivariate approach able to perform simultaneous analysis of ETB, ISO, RIF and PYR using PLS2 model. The Box-Behnken approach associate to standard calibration showed that is not necessary to use the full formulation in calibration step. Besides, the methodology optimized presented acceptable prediction ability for all pharmaceuticals, obeying the American pharmacopeia regulation, which consider adequate range from 90 to 110% of the declared content for the drugs [17] . Finally, in the present case, the UV spectrophotometry and the multivariate calibration associated to the ethambutol copper complexation showed to be promising for use in routine analysis for quality control monitoring. Thus, this compounds analysis in pharmaceutical formulations presents lower cost, versatility and simplicity as its main advantages. 
