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THE TROPICALIZATION OF THE MODULI SPACE OF CURVES II:
TOPOLOGY AND APPLICATIONS
MELODY CHAN, SØREN GALATIUS, AND SAM PAYNE
Abstract. We study the topology of the tropical moduli space parametrizing stable
tropical curves of genus g with n marked points in which the bounded edges have total
length 1, and prove a bound on its connectivity. Using the identification of this space
with the dual complex of the boundary in the moduli space of stable algebraic curves,
we give a simple expression for the top weight cohomology of M1,n as a representation
of the symmetric group and describe an explicit dual basis in homology consisting of
abelian cycles for the pure mapping class group.
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1. Introduction
In this paper, we study the topology of a space ∆g,n that parametrizes isomorphism
classes of certain vertex-weighted metric graphs with marked points. The space ∆g,n has
several natural geometric interpretations:
(1) as the subspace of the tropical moduli space M tropg,n parametrizing tropical curves
of genus g with n marked points and total bounded edge length 1;
(2) in the absence of marked points, as the topological quotient of the simplicial
completion of Culler–Vogtmann outer space, as described in [Vog15, §2.2], by the
action of the outer automorphism group Out(Fg);
(3) as the topological quotient of Harer’s complex of curves on an n-punctured surface
of genus g by the action of the pure mapping class group; and
(4) as the dual complex of the boundary divisor in the algebraic moduli space Mg,n.
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Combining these interpretations is particularly fruitful. For instance, using interpre-
tations (1) and (4), we describe and study interesting subcomplexes of the boundary
complex of Mg,n as parameter spaces for tropical curves with specified properties, such
as the property of having repeated markings (see §8). This identification also endows the
topological invariants of ∆g,n with interpretations as algebraic invariants of Mg,n. For
instance, important to our applications is the fact that the reduced rational homology
of ∆g,n is canonically identified with the top graded piece of the weight filtration on the
rational cohomology of the complex moduli spaceMg,n. (This is one instance of a general
identification that we recall in §5.4 and the Appendix). This identification facilitates com-
putations such as Theorem 1.4, which we prove using the contractibility of the repeated
marking locus in ∆g,n (Theorem 1.1).
As another example, using the weight spectral sequence on the logarithmic de Rham
complex forMg,n and its degeneration atE2, we describe all relations among abelian cycles
for the pure mapping class group in middle homological degree in terms of coboundaries
on ∆g,n. See Theorem 7.2.
We now discuss five of our main results, starting with three about the topology of ∆g,n.
Theorem 1.1. For all g > 0 and n > 1, the subcomplex of ∆g,n parametrizing tropical
curves with repeated markings is contractible.
As one application of the contractibility of this modular subcomplex, we determine the
homotopy type of ∆1,n, as follows.
Theorem 1.2. Both ∆1,1 and ∆1,2 are contractible. For n ≥ 3, the tropical moduli space
∆1,n is homotopy equivalent to a wedge sum of (n− 1)!/2 spheres of dimension n− 1.
An analogous result for g = 0 is well-known. The moduli space ∆0,n parametrizing trees
with n marked leaves is homotopic to a wedge sum of (n− 2)! spheres of dimension n− 4
[Vog90]. Note, however, that ∆g,n is not homotopic to a wedge sum of top-dimensional
spheres in general. The complex ∆2,n can have rational homology in both of the top two
degrees [Cha15, Theorem 1.4], and can also have torsion in its integral homology [Cha15,
forthcoming].
For g > 1, the contractibility of the repeated marking locus is not enough to determine
the homotopy type of the boundary complex. Nevertheless, using Theorem 1.1, we can
deduce that the boundary complex is highly connected for large n. Recall that a topo-
logical space is k-connected if it is path-connected and its homotopy groups pii vanish for
1 ≤ i ≤ k.
Theorem 1.3. For g > 1, the tropical moduli space ∆g,n is (n− 5g + 4)-connected.
The bound given by Theorem 1.3 is not sharp in general. For instance, the first author
has shown that ∆2,n is n-connected [Cha15, Theorem 1.2].
We now discuss two applications to the topology of the complex moduli space Mg,n,
in the forms of Theorems 1.4 and 1.9 below. First, as noted above, the reduced rational
homology of ∆g,n is canonically identified with the top weight cohomology of Mg,n, so
Theorem 1.2 determines the top weight cohomology ofM1,n as a Q-vector space. With a
little more care, we can work Sn-equivariantly and compute this top weight cohomology
as a representation of the symmetric group, as follows.
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Theorem 1.4. For each n ≥ 1, the top weight cohomology of M1,n is
GrW2nH
i(M1,n;Q) ∼=
{
Q(n−1)!/2 for n ≥ 3 and i = n,
0 otherwise.
Moreover, for each n ≥ 3, the representation of Sn on GrW2nHn(M1,n;Q) induced by
permuting marked points is
IndSnDn,φ Res
Sn
Dn,ψ
sgn.
Here φ : Dn → Sn is the dihedral group of order 2n acting on the vertices of an n-gon,
ψ : Dn → Sn is the action of the dihedral group on the edges of the n-gon, and sgn denotes
the sign representation of Sn.
Note that the signs of these two permutation actions of the dihedral group are different
when n is even. Reflecting a square across a diagonal, for instance, exchanges one pair of
vertices and two pairs of edges.
Remark 1.5. An analogous result is known for g = 0. By [Vog90] and the identification
of the top weight cohomology of M0,n with the reduced rational homology of M0,n, the
top weight cohomology GrW2n−6H
∗(M0,n;Q) has rank (n − 2)!, concentrated in degree
n− 3, for n ≥ 3, and its character as a representation of Sn is computed in [RW96].
Remark 1.6. The fact that the top weight cohomology of M1,n is supported in degree
n can also be seen without tropical methods, as follows. The rational cohomology of a
smooth Deligne–Mumford stack agrees with that of its coarse moduli space, and the coarse
space M1,n is affine. To see this, note that M1,1 is affine, and the forgetful map Mg,n+1 →
Mg,n is an affine morphism for n ≥ 1. It follows that M1,n has the homotopy type of a
n-dimensional CW-complex, by [AF59, Kar77], and hence H∗(M1,n;Q) is supported in
degrees less than or equal to n. The weights on Hk are always between 0 and 2k, so the
top weight 2n can appear only in degree n.
Getzler has calculated an expression for the Sn-equivariant Serre characteristic ofM1,n
[Get99, (5.6)]. Since the top weight cohomology is supported in a single degree, it is
determined as a representation by this equivariant Serre characteristic. Nevertheless, we
do not know how to deduce the statement of Theorem 1.4 from Getzler’s formula.
On the other hand, Petersen explains that it is possible to adapt the methods from
[Pet14] to recover the fact that the top weight cohomology of M1,n has rank (n− 1)!/2.
He uses the Leray spectral sequence for M1,n → M1,1 to determine the weight zero
compactly supported cohomology dual to top weight cohomology, decomposing Rqf!Q
as a sum of local systems associated to the symmetric power representations of SL2,
computing which summands appear without Tate twists, and determining the weight
zero cohomology of each of these local systems using the Eichler–Shimura isomorphism
to compare with spaces of Eisenstein series (personal communication, October 2015).
Remark 1.7. It is tempting to try to fit the sequence of Sn-representations given by
GrW2nH
n(M1,n;Q) into the framework of representation stability from [CF13]. However,
despite the uniform description of the representations given by Theorem 1.4 there does not
seem to be any natural Sn-equivariant map H
n(M1,n;Q)→ Hn+1(M1,n+1;Q). Moreover,
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Figure 1. A marked graph G indexing a top-dimensional cell of the
boundary complex of M1,5, and the stable curve of M1,5 dual to it.
as shown in [CF13], representation stability implies polynomial dimension growth, whereas
the dimension of GrW2nH
n(M1,n;Q) grows super exponentially with n.
If we fix both k and g, then Hk(∆g,n,Q) vanishes for n  0, by Theorem 1.3. This
vanishing might be seen as an analogue of stabilization with respect to marked points
for homology of the pure mapping class group, which says that, for fixed g and k, the
sequence Hk(Mg,n,Q) is representation stable [JR11].
Remark 1.8. The weight filtration is one part of Deligne’s mixed Hodge structure on the
cohomology of an algebraic variety (or Deligne–Mumford stack). The full mixed Hodge
structure on the cohomology of Mg,n has been computed in only a few positive genus
cases, using stratifications and either exact sequences in cohomology [Loo93] or point
counting over finite fields [Tom07, BT07]. In this paper, we do not compute any full
mixed Hodge structures; instead, we focus on one graded piece of the weight filtration
that can be isolated and understood separately.
The last theorem that we state in the introduction refines Theorem 1.4 by producing
explicit cycles in M1,n whose classes form a dual basis for GrW2nHn(M1,n;Q), for n ≥ 3.
To describe these cycles, consider the (n − 1)!/2 isomorphism classes of marked cycle
graphs of length n, in which the vertices are labeled by distinct elements of {1, . . . , n}.
Each such graph is the dual graph of a loop of n smooth rational curves, with one marked
point on each component. An example is shown in Figure 1.
Notice that these curves are stable, with no automorphisms that preserve the marked
points, and the (n− 1)!/2 geometric points in M1,n corresponding to them are a proper
subset of the zero-dimensional boundary strata. In a neighborhood of the 0-stratum
corresponding to a graph G, the pair (M1,n, ∂M1,n) looks locally like Cn together with
its coordinate hyperplanes, so we can embed a real n-torus near this point and disjoint
from the boundary as the locus
TG, = {(z1, . . . , zn) ∈ Cn | |zi| =  for all i},
for some small positive . The homology class of TG, is independent of  and the choice
of coordinates (only its orientation depends on the ordering of the coordinates, which can
be fixed in terms of the cyclic ordering of the marked points), so we denote it by [tG].
We remark that the class [tG] is an abelian cycle, in the sense of [BF07, CF12], for the
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pure mapping class group of a genus 1 surface with n marked punctures, coming from an
explicit n-tuple of commuting Dehn twists. See Proposition 7.1.
As we explain in §5 and the appendix, standard computations with the logarithmic de
Rham complex and residues show that the classes [tG] are orthogonal toW2n−1Hn(M1,n;Q),
and hence pair naturally with classes in GrW2nH
n(M1,n;Q). We then show:
Theorem 1.9. For each n ≥ 3, the classes [tG] ∈ Hn(M1,n;Q) indexed by cycles with n
vertices labeled by distinct elements of {1, . . . , n} form a dual basis to GrW2nHn(M1,n;Q).
The proof of Theorem 1.9 consists of unraveling the identification of the reduced homology
of the boundary complex with top weight cohomology using the weight filtration on the
logarithmic de Rham complex, the spectral sequence associated to this filtration, and the
theory of Poincare´ residues, along the lines followed by Hacking in his work on homology
of tropical varieties [Hac08]. Similar arguments characterize the relations among abelian
cycles of middle homological degree in Mg,n in terms of coboundaries on the tropical
moduli space. See Theorem 7.2. This line of argument is standard for varieties and the
generalization to smooth Deligne–Mumford stacks is straightforward. However, lacking a
suitable reference, we provide details in the appendix.
Structure of the paper. A reader who is interested only in the topology of ∆g,n
and relations to outer space should read §2 and may proceed directly from there to the
proofs of Theorems 1.1, 1.2, and 1.3 in §8-9, skipping §3-§7 and the appendix. (The
combinatorial topological constructions in §3 may also be of interest to such readers, but
are not required for the proofs of these three theorems.) See also the proof of Theorem 1.4
in §9 for a computation of the rational homology of ∆1,n as a representation of Sn.
The basic background material on boundary complexes and top weight cohomology
reviewed in §5 allows us to interpret topological invariants of ∆g,n as algebraic invariants
of Mg,n. This is essential for the proof of Theorem 1.4.
The more refined statements involving cellular chains and cochains, residue integrals
of logarithmic forms, and torus classes, presented in §3-6 and the appendix, are key
ingredients in the proof of Theorem 1.9. In §7, we explain the identification of torus
classes in Mg,n with abelian cycles for the pure mapping class group. This applies, in
particular, to the explicit (n− 1)!/2 torus classes that give a dual basis to the top weight
cohomology of M1,n, for n ≥ 3, and allows us to describe the relations among middle
dimensional abelian cycles in terms of coboundaries on ∆g,n in Theorem 7.2.
Acknowledgments. We thank D. Abramovich, E. Getzler, R. Hain, M. Kahle, L. Miglior-
ini, D. Petersen, N. Salter, C. Simpson, O. Tommasi, and R. Vakil for helpful conversations
related to this work. MC was supported by NSF DMS-1204278. SG was supported by
NSF DMS-1405001. SP was supported by NSF CAREER DMS-1149054 and is grateful
to the Institute for Advanced Study for ideal working conditions in Spring 2015.
2. Graphs, tropical curves, and moduli
In this section, we briefly recall the construction of ∆g,n as a moduli space for tropical
curves, which are marked weighted graphs with a length assigned to each edge. We also
discuss its relationship to Culler–Vogtmann outer space and homological stability in §2.4.
6 MELODY CHAN, SØREN GALATIUS, AND SAM PAYNE
2.1. Marked weighted graphs and tropical curves. Let G be a finite graph, possibly
with loops and parallel edges. All graphs in this paper will be connected. Write V (G) and
E(G) for the vertex set and edge set, respectively, of G. A weighted graph is a connected
graph G together with a function w : V (G)→ Z≥0, called the weight function. The genus
of (G,w) is
g(G,w) = b1(G) +
∑
v∈V (G)
w(v),
where b1(G) = |E(G)| − |V (G)|+ 1 is the first Betti number of G. The core of a weighted
graph (G,w) is the smallest connected subgraph of G that contains all cycles of G and
all vertices of positive weight. So the core is nonempty if and only if g(G,w) > 0.
An n-marking on G is a map m : {1, . . . , n} → V (G). In pictures, we may think of the
marking as a set of n labeled half-edges attached to the vertices of G.
An n-marked weighted graph is a triple G = (G,m,w), where (G,w) is a weighted graph
and m is an n-marking. The valence of a vertex v in a marked weighted graph, denoted
val(v), is the number of half-edges of G incident to v plus the number of marked points
at v. In other words, a loop edge based at v counts twice towards val(v), once for each
end, an ordinary edge counts once, and a marked point counts once. We say that G is
stable if for every v ∈ V (G),
2w(v)− 2 + val(v) > 0.
Equivalently, G is stable if and only if every vertex of weight 0 has valence at least 3, and
every vertex of weight 1 has valence at least 1.
2.2. The category Jg,n. The connected stable n-marked graphs of genus g form the ob-
jects of a category which we denote Jg,n. The morphisms in this category are compositions
of contractions of edges G → G/e and isomorphisms G→G′. Because we shall need to
take colimits of functors out of Jg,n in what follows, we now give a formal and precise
definition of Jg,n.
Formally, then, a graph G is a finite set X(G) = V (G) unionsq H(G) (of “vertices” and
“half-edges”), together with two functions sG, rG : X(G)→ X(G) satisfying s2G = id and
r2G = rG and that
{x ∈ X(G) | rG(x) = x} = {x ∈ X(G) | sG(x) = x} = V (G).
Informally: sG sends a half-edge to its other half, while rG sends a half-edge to its incident
vertex. We let E(G) = H(G)/(x ∼ sG(x)) be the set of edges. The definition of n-
marking, weights, genus, and stability is as before.
The objects of the category Jg,n are all connected stable n-marked graphs of genus g.
For an object G = (G,m,w) we we shall write V (G) for V (G) and similarly for H(G),
E(G), X(G), sG and rG. Then a morphism G → G′ is a function f : X(G) → X(G′)
such that
f ◦ rG = rG′ ◦ f and f ◦ sG = sG′ ◦ f
subject to the following three requirements:
• Noting first that f(V (G)) ⊆ V (G′), we require f ◦m = m′, where m and m′ are
the respective marking functions of G and G′.
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• Each e ∈ H(G′) determines the subset f−1(e) ⊂ X(G) and we require that it
consists of precisely one element (which will then automatically be in H(G)).
• Each v ∈ V (G′) determines a subset Sv = f−1(v) ⊂ X(G) and Sv = (Sv, r|Sv , s|Sv)
is a graph; we require that it be connected and have g(Sv, w|Sv) = w(v).
Composition of morphisms G → G′ → G′′ in Jg,n is given by the corresponding compo-
sition X(G)→ X(G′)→ X(G′′) in the category of sets.
Our definition of graphs and the morphisms between them agrees, in essence, with the
definitions in [ACG11, X.2] and [ACP15, §3.2]. One feature worth noting is the involution
associated to each loop edge; if e is a loop in G, consisting of half-edges h and h′, then
flipping the loop (i.e., exchanging h and h′) gives a nontrivial automorphism of G.
Remark 2.1. We also note that any morphism G → G′ can be alternatively described
as an isomorphism following a finite sequence of edge collapses : if e ∈ E(G) there is
a morphism G → G/e where G/e is the marked weighted graph obtained from G by
collapsing e together with its two endpoints to a single vertex [e] ∈ G/e. If e is not a loop,
the weight of [e] is the sum of the weights of the endpoints of e and if e is a loop the weight
of [e] is one more than the old weight of the end-point of e. If S = {e1, . . . , ek} ⊂ E(G)
there are iterated edge collapses G → G/e1 → (G/e1)/e2 → . . . and any morphism
G→ G′ can be written as such an iteration followed by an isomorphism from the resulting
quotient of G to G′.
Let us also point out that a morphism f : G → G′ determines an injective function
H(G′)→ H(G), sending e′ ∈ H(G′) to the unique element e ∈ H(G) with f−1(e′) = {e}.
We shall write f−1 : H(G′)→ H(G) for this map and also for the induced injective map
E(G′)→ E(G). This construction determines functors H,E : Jopg,n → Sets.
Finally, we shall say that G and G′ have the same combinatorial type if they are
isomorphic in Jg,n. In order to get a small category Jg,n we shall tacitly pick one object
in each isomorphism class and pass to the full subcategory on those objects. In fact there
are only finitely many isomorphism classes of objects in Jg,n, since any object has at
most 6g − 6 + 2n half-edges and 2g − 2 + n vertices and for each possible set of vertices
and half-edges there are finitely many ways of gluing them to a graph, and finitely many
possibilities for the n-marking and weight function.
2.3. Moduli space of tropical curves. We now recall the construction of moduli spaces
of stable tropical curves, as the colimit of a diagram of cones parametrizing possible lengths
of edges for each fixed combinatorial type. The construction follows [BMV11, Cap13].
Fix integers g, n ≥ 0 with 2g− 2 +n > 0. A length function on G = (G,m,w) ∈ Jg,n is
an element ` ∈ RE(G)>0 , and we shall think geometrically of `(e) as the length of the edge
e ∈ E(G). An n-marked genus g tropical curve is then a pair Γ = (G, `) with G ∈ Jg,n
and ` ∈ RE(G)>0 , and we shall say that (G, `) is isometric to (G′, `′) if there exists an
isomorphism φ : G → G′ in Jg,n such that `′ = ` ◦ φ−1 : E(G′) → R>0. The volume of
(G, `) is
∑
e∈E(G) `(e) ∈ R>0.
We can now describe the underlying set of the topological space ∆g,n, which is the main
object of study in this paper. It is the set of isometry classes of n-marked genus g tropical
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curves of volume 1. We proceed to describe its topology and further structure as a closed
subspace of the moduli space of tropical curves.
Definition 2.2. Fix g, n ≥ 0 with 2g − 2 + n > 0. For each object G ∈ Jg,n define the
topological space
σ(G) = RE(G)≥0 = {` : E(G)→ R≥0}.
For a morphism f : G→ G′ define the continuous map σf : σ(G′)→ σ(G) by (σf)(`′) =
` : E(G)→ R≥0, where ` is given by
`(e) =
{
`′(e′) if f sends e to e′ ∈ E(G′),
0 if f collapses e to a vertex.
This defines a functor σ : Jopg,n → Spaces and the topological space M tropg,n is defined to be
the colimit of this functor.
In other words, the topological space M tropg,n is obtained as follows. For each morphism
f : G → G′, consider the map Lf : σ(G′) → σ(G) that sends `′ : E(G′) → R>0 to the
length function ` : E(G)→ R>0 obtained from `′ by extending it to be 0 on all edges of G
that are collapsed by f . So Lf linearly identifies σ(G
′) with some face of σ(G), possibly
σ(G) itself. Then
M tropg,n =
(∐
σ(G)
)/
{`′ ∼ Lf (`′)},
where the equivalence runs over all morphisms f : G→ G′ and all `′ ∈ σ(G′).
In fact, we shall sometimes regard M tropg,n as slightly more than just a topological space:
M tropg,n is an example of a generalized cone complex, as defined in [ACP15, §2]. Formally,
the projections σ(G) = RE(G)≥0 → R, one for each element of E(G), give each σ(G) the
structure of a cone.
The volume defines a function v : σ(G)→ R≥0, given explicitly as v(`) =
∑
e∈E(G) `(e),
and for any morphism G→ G′ in Jg,n the induced map σ(G)→ σ(G′) preserves volume.
Hence there is an induced map v : M tropg,n → R≥0, and there is a unique element in M tropg,n
with volume 0 which we shall denote •g,n. The underlying graph of •g,n consists of a single
vertex with weight g and containing all n marked points.
Definition 2.3. We let ∆g,n be the subspace of M
trop
g,n parametrizing curves of volume 1,
i.e., the inverse image of 1 ∈ R under v : M tropg,n → R.
Thus ∆g,n is homeomorphic to the link of M
trop
g,n at the cone point •g,n. Moreover, it
inherits the structure of a generalized ∆-complex, as we shall define in §3, from the
generalized cone complex structure on M tropg,n . See Example 3.8 and §3.4.
2.4. Relationship with outer space. It is natural to ask whether the homology of ∆g,n
can be related to known instances of homological stability for the complex moduli space
of curvesMg,n and for the free group Fg. Here, we pause for a moment to discuss briefly
the reasons that the tropical moduli space ∆g,n relates to both Mg,n and Fg.
Homological stability has been an important point of view in the understanding ofMg,n;
we are referring to the fact that the cohomology group Hk(Mg,n;Q) is independent of g
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as long as g ≥ 3k/2+1 [Har85, Iva93, Bol12]. The structure of the rational cohomology in
this stable range was conjectured by Mumford and proved by Madsen and Weiss [MW07].
There are certain tautological classes κi ∈ H2i(Mg,n) and ψi ∈ H2(Mg,n), and the induced
map
Q[κ1, κ2, . . . ]⊗Q[ψ1, . . . , ψn]→ H∗(Mg,n;Q)
is an isomorphism in the stable range.
A very similar homological stability phenomenon happens for automorphisms of free
groups. If Fg is the free group on g generators and Aut(Fg) is its automorphism group,
then Hatcher and Vogtmann [HV98] proved that the group cohomology of Hk(Aut(Fg))
is independent of g as long as g  k. Galatius proved the analogue of the theorem of
Madsen and Weiss for these groups: the rational cohomology Hk(BAut(Fg);Q) vanishes
for g  k [Gal11].
The tropical moduli space ∆g,n is closely related to both of these objects. On the one
hand its reduced rational homology is identified with the top weight cohomology ofMg,n.
On the other hand it is also closely related to Aut(Fg), as we shall now briefly explain.
One of the initial motivations for this paper was to use the tropical moduli space to
provide a direct link between moduli space of curves and automorphism groups of free
groups.
The tropical moduli space has an open subset ∆pureg,n ⊂ ∆g,n parametrizing tropical
curves with zero vertex weights. In fact ∆pureg,1 is a rational model for BAut(Fg), in the
sense that there is a map
BAut(Fg)→ ∆pureg,1
inducing an isomorphism in rational cohomology. This rational homology equivalence is
deduced from the contractibility of Culler and Vogtmann’s outer space [CV86, HV98].
(Recall that BAut(Fg) denotes the classifying space of the discrete group Aut(Fg). It
is a K(pi, 1) space whose singular cohomology is isomorphic to the group cohomology of
Aut(Fg).)
The inclusion ∆pureg,n ⊂ ∆g,n at first sight seems to give the desired direct link between
automorphism groups of free groups and moduli space of curves. For n = 1, this inclusion
induces a map in cohomology
(1) GrW6g−4H
∗(Mg,1;Q)→ H∗(BAut(Fg);Q).
It is tempting to try to form some kind of direct limit of (1) as g →∞. For n = 1, there
is indeed a map ∆g,1 → ∆g+1,1, given by taking wedge sum with a circle at the marked
point. This map fits with the stabilization map for BAut(Fg) into a commutative diagram
(2)
BAut(Fg)

'Q // ∆pureg,1

// ∆g,1

BAut(Fg+1) 'Q
// ∆pureg+1,1 // ∆g+1,1.
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For the outer automorphism group Out(Fg) there is a similar comparison diagram
BAut(Fg)

'Q // ∆pureg,1

// ∆g,1

BOut(Fg) 'Q
// ∆pureg,0 // ∆g,0,
and for n > 1 there is a similar diagram with ∆pureg,n ⊂ ∆g,n compared with the groups
Ag,n from [HW10].
In light of [MW07] and [Gal11] it is tempting to also ask for the limiting cohomology
of ∆g,1 as g → ∞. However, this limit behaves very differently from the corresponding
limits for BAut(Fg) and Mg,n. In fact, the stabilization maps ∆g,1 → ∆g+1,1 are easily
seen to be null homotopic and hence the limiting cohomology vanishes. The main result of
[Gal11] implies that the limiting rational cohomology of the subspaces ∆pureg,1 also vanishes,
but the proof is rather involved. To see that the stabilization maps ∆g,1 → ∆g+1,1 in (2)
are null homotopic, first recall that they send a tropical curve Γ ∈ ∆g,1 to Γ ∨ S1,
appropriately normalized (e.g. multiply all edge lengths in Γ by 1
2
and give the S1 length
1
2
). Continuously shrinking the volume of Γ ⊂ Γ ∨ S1 and increasing that of S1 defines
a homotopy from the stabilization map to the constant map ∆g,1 → ∆g+1,1 which sends
any weighted tropical curve Γ to a circle of length 1, whose basepoint has weight g.
3. Generalizations of ∆-complexes
In this section, we review and develop some basic notions in combinatorial topology
with a view towards understanding ∆g,n and, more generally, the dual complex of any
normal crossings divisor in a smooth Deligne–Mumford (DM) stack, as an object that we
call a generalized ∆-complex. We also present a theory of cellular chains and cochains in
this framework, which will be especially useful for applications to Mg,n. For instance, in
§6.1, we will explain how integrals of Poincare´ residues of logarithmic differential forms
on Mg,n are naturally interpreted as cellular chains on ∆g,n.
Recall that a ∆-complex can be defined as a topological space X equipped with a
collection of maps ∆p → X for varying p, where ∆p denotes the standard p-simplex,
satisfying a collection of axioms which guarantee that X can be obtained by gluing these
simplices along faces. The vertices of ∆p come with a total ordering, and the gluing maps
are required to preserve this ordering. See [Hat02, §2.1] for a precise definition along these
lines. One can also give a combinatorial definition of ∆-complexes, in terms of discrete
data recording how the simplices are to be glued. We recall such a definition in §3.1.
We discuss two generalizations of ∆-complexes. The first, which we call unordered
∆-complexes, allows distinct simplices to be glued along faces using maps that do not
necessarily preserve the ordering of the vertices. The second, which we call generalized
∆-complexes, also allows a simplex to be glued to itself along maps which permute its
vertices.
Before delving into the definitions, let us point out that the association taking a non-
negative integer p to the standard simplex ∆p can be promoted to a functor from finite
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sets to topological spaces; for a finite set S define ∆S = {a : S → [0,∞) |∑ a(s) = 1} in
the Euclidean topology and for any map of finite sets θ : S → T , define θ∗ : ∆S → ∆T by
(θ∗a)(t) =
∑
θ(s)=t
a(s).
The usual p-simplex is recovered as ∆p = ∆[p] with [p] = {0, . . . , p}.
3.1. Ordinary ∆-complexes. Let ∆inj be the category with one object [p] = {0, . . . , p}
for each integer p ≥ 0, in which the morphisms [p]→ [q] are the order preserving injective
maps. We shall take the following as the official definition of a ∆-complex.
Definition 3.1. A ∆-complex is a presheaf on ∆inj.
In other words, a ∆-complex is a contravariant functor from ∆inj to sets. When X is a
∆-complex and θ : [p]→ [q] is a morphism in ∆inj, we write θ∗ : X([q])→ X([p]) for the
induced map X(θ).
The geometric realization of a ∆-complex X is the topological space
(3) |X| =
( ∞∐
p=0
X([p])×∆p
)/ ∼,
where ∼ is the equivalence relation generated by (x, θ∗a) ∼ (θ∗x, a) for x ∈ X([q]),
θ : [p] → [q] in ∆inj, and a ∈ ∆p. Each element x ∈ X([p]) determines a map of
topological spaces x : ∆p → |X|, and these maps in turn define the cells in a CW structure
on |X|. Many sources, including [Hat02], take the official definition to be a topological
space equipped with a set of maps from simplices satisfying certain axioms. The intuition
is that X([p]) has one element for each p-simplex and the functoriality determines how
the simplices are glued together. In any case, these two different approaches produce
equivalent categories.
As is customary, we shall occasionally write Xp = X([p]). Let us also write δ
i : [p−1]→
[p] for the unique injective order-preserving map whose image does not contain i, and
di : X([p]) → X([p − 1]) for the induced map. The ∆-complex X is then determined by
the sets X([p]) for p ≥ 0 and the maps di : X([p]) → X([p − 1]) for i = 0, . . . , p. These
satisfy didj = dj−1di for i < j, and any sequence of sets X([p]) and maps di satisfying this
axiom uniquely specifies a ∆-complex.
3.2. Unordered ∆-complexes. The vertices in each simplex of a ∆-complex come with
a total ordering which is part of the structure, and the simplices are glued along maps
which preserve this ordering. Allowing gluing maps which do not preserve ordering leads
to a more general notion of cell complex which we will call unordered ∆-complex. (This
terminology is not standard, but seems reasonable to us.) The precise definition can be
given either as a topological space equipped with a set of maps from ∆p for varying p,
satisfying certain axioms, or, equivalently, by specifying the combinatorial gluing pattern
for these simplices. We again take the latter as the official definition.
Let I be the category with the same objects as ∆inj, but whose morphisms [p] → [q]
are all injective maps {0, . . . , p} → {0, . . . , q}.
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Definition 3.2. An unordered ∆-complex is a presheaf X on I such that the action of
the symmetric group Sp+1 = I([p], [p]) on X([p]) is free.
An unordered ∆-complex X has a geometric realization |X| defined by the formula (3),
just as a ∆-complex does, where the equivalence relation now uses all morphisms θ in I.
Each element x ∈ X([p]) gives rise to a map x : ∆p → |X|, but the (p+1)! elements in the
Sp+1-orbit of x gives rise to maps with the same image, and differ only by precomposing
with an automorphism of the topological space ∆p induced by permuting the vertices.
The intuition is that |X| is again built by gluing simplices along faces, but the vertices in
each simplex do not come with a preferred ordering. The set X([p]) has (p+ 1)! elements
for each p-simplex in |X|, one for each total ordering of its vertices, and the p-simplices
in |X| correspond to Sp+1-orbits in X([p]). If one chooses a representative for each orbit,
the resulting maps ∆p → |X| define a CW structure on |X|.
Note that a ∆-complex X : ∆opinj → Sets determines an unordered ∆-complex X ′ :
Iop → Sets with homeomorphic geometric realization, given by X ′([p]) = Sp+1 ×X([p]),
where an element of X ′([p]) is thought of as a simplex of X together with a re-ordering of
its vertices. In more category theoretic terms, X ′ is the left Kan extension of X along the
inclusion functor ∆inj → I. (We refer the reader to [ML98] for details on Kan extensions
and other notions from category theory.)
Remark 3.3. Recall that a ∆-complex X is regular if the maps ∆p → |X| associated
to σ ∈ X([p]) for all p ≥ 0 are all injective. This definition makes sense equally well for
unordered ∆-complexes X and is equivalent to the condition that every edge of X has
two distinct endpoints, i.e., for any e ∈ X([1]), we have d0(e) 6= d1(e).
When we discuss the dual complexes of normal crossings divisors D ⊂ X in a smooth
variety or DM stack in §5, we shall associate a generalized ∆-complex, which we are about
to define, to any such D ⊂ X. The dual complex will be a regular unordered ∆-complex
exactly when D has simple normal crossings, meaning that every irreducible component
of D is smooth.
3.3. Generalized ∆-complexes. One defect of the category of unordered ∆-complexes
is that many diagrams do not have colimits. For an explicit example, consider the un-
ordered interval defined by the representable functor I(−, [1]). The geometric realization
is homeomorphic to the interval [0, 1], but with no preferred ordering of the vertices. There
are precisely two endomorphisms of [1] ∈ I, but the resulting diagram I(−, [1])−→−→I(−, [1])
does not have a colimit in the category of unordered ∆-complexes. One can take the col-
imit X in the category of presheaves on I, but the resulting action of S2 on X([1]) is not
free. Repairing this defect is one motivation for the following generalization of unordered
∆-complexes, in the spirit of the generalized cone complexes introduced in [ACP15, §2].
(See §3.4 for a discussion of the precise relationship between generalized ∆-complexes and
generalized cone complexes.)
Definition 3.4. A generalized ∆-complex is a presheaf on I.
In other words, a generalized ∆-complex is a functor from Iop to sets. Again we define
the geometric realization |X| by the formula (3), where the equivalence relation ∼ uses
all morphisms θ in I.
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Example 3.5. A typical example of a generalized ∆-complex which is not an unordered
∆-complex is the half interval
X = lim−→(I(−, [1])−→−→I(−, [1]))
described above, given by taking X([0]) and X([1]) to be one-point sets and X([p]) = ∅
for p ≥ 2. The unique element in X([1]) gives a map ∆1 → |X| which is not injective; it
identifies |X| with the topological quotient of ∆1 by the action of Z/2Z that reverses the
orientation of the interval.
For general X, the geometric realization |X| will be built out of quotient spaces ∆p/H
for varying p and subgroups H < Sp+1. Indeed, for each element x ∈ X([p]) we have the
stabilizer subgroup Hx ⊂ Sp+1. Then x gives a map ∆p → |X| which factors through
the quotient ∆p/Hx, and whose restriction to ∂∆
p maps into the union of the images
of the maps ∆p−1 → |X| induced by the elements dix in X([p − 1]). The geometric
realization |X| is therefore filtered by closed subspaces |X|p, defined as the image of∐
i≤p ∆
i × X([i]) → |X|. We have |X|−1 = ∅ and |X|p is obtained from |X|p−1 as the
pushout of the diagram ∐
x∈X([p])
∆p/Hx ←
∐
x∈X([p])
∂∆p/Hx → |X|p−1,
where the disjoint unions are over a choice of x ∈ X([p]), one in each Sp+1-orbit and the
map
∐
x∈X([p]) ∂∆
p/Hx → |X|p−1 is induced by the face maps di : X([p]) → X([p − 1]).
(More canonically the disjoint unions can be written as (∆p×X([p]))/Sp+1 and similarly
for ∂∆p.)
The category of generalized ∆-complexes has all small colimits, and these are computed
objectwise; in other words, the set of p-simplices of the colimit is the colimit of the set of p-
simplices. In particular, any pair of parallel arrows X −→−→Y of generalized ∆-complexes has
a coequalizer Y → Z which is again a generalized ∆-complex. Note that this coequalizer
need not be an unordered ∆-complex even when X and Y are, as in Example 3.5. The
set of p-simplices of the coequalizer Z is the coequalizer in sets X([p])−→−→Y ([p])→ Z([p]).
Lemma 3.6. Let Z be the generalized ∆-complex defined as the coequalizer of X −→−→Y .
Then the natural map from the coequalizer of |X|−→−→ |Y | in topological spaces to |Z| is a
homeomorphism.
Proof. This is a special case of the more general observation that geometric realization,
as a functor from generalized ∆-complexes to topological spaces, preserves colimits over
any small indexing category whatsoever. Recall that any functor which admits a right
adjoint will automatically preserve all small colimits [ML98, V.5].
A right adjoint to geometric realization may be defined as follows. Let Z be a topological
space, and let Sing(Z) be the generalized ∆-complex which sends [p] to the set of all
continuous maps ∆p → Z. The resulting functor Sing is right adjoint to geometric
realization. Indeed, given X : Iop → Set and given a topological space Z, a natural
transformation from X to Sing(Z) amounts to a choice of a continuous map ∆p → Z for
every element of X([p]), such that the choices are compatible with the gluing data X(θ)
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for all θ ∈ Mor(I). These precisely give the data of a continuous map |X| → Z. Moreover,
the association is natural with respect both to maps X → X ′ and to maps Z → Z ′. 
Remark 3.7. The category of generalized ∆-complexes does not have all the morphisms
one might expect. For example, the geometric realization of the representable functor
I(−, [p]) is homeomorphic to ∆p, but the collapse map ∆1 → ∆0 = {∗} is not modeled
by a natural transformation I(−, [1]) → I(−, [0]) since there are no such natural trans-
formations (by the Yoneda lemma, they are in bijection with injective maps [1]→ [0]).
This could be remedied by including the category I into the category F with the
same objects but with morphisms [p] → [q] being all maps of sets, injective or not.
To a functor X : Iop → Sets is associated a functor X ′ : F op → Sets by left Kan
extension, i.e., X ′([p]) = colim[q]→[p] X([q]), where the colimit is in Sets and is indexed by
the category whose objects are morphisms θ : [q]→ [p] in F and whose morphisms θ → θ′
are morphisms φ : [q]→ [q′] in I such that θ′ ◦ φ = θ.
The passage from X : Iop → Sets to X ′ : F op → Sets loses very little information; it is
faithful and induces a bijection between isomorphisms X → Y and isomorphisms X ′ →
Y ′. Furthermore, if the geometric realization of a functor F op → Sets is again defined
using the formula (3) and all morphisms θ in F , then there is a natural homeomorphism
|X| ≈ |X ′|. Note, however, that this functor is not full. There are typically more non-
invertible morphisms X ′ → Y ′ than there are X → Y . For example the map ∆1 → ∆0 is
modeled by the unique morphism F (−, [1])→ F (−, [0]).
Example 3.8. Let us return to the tropical moduli space ∆g,n, which we defined in §2. To
illustrate how the definitions of this section work for ∆g,n, we will give two constructions
that exhibit ∆g,n as the geometric realization of a generalized ∆-complex.
Choose for each object G ∈ Jg,n a bijection τ = τG : E(G) → [p] for the appropriate
p ≥ 0. This chosen bijection shall be called the edge-labeling of G. Then a morphism
φ : G→ G′ determines an injection
[p′]
τ−1
G′−−→ E(G′) φ−1−−→ E(G) τG−→ [p],
where the middle arrow is the induced bijection from the edges of G′ to the non-collapsed
edges of G. This gives a functor F : Jopg,n → I sending G to the codomain [p] of τG, and
hence induces a functor from Jopg,n to generalized ∆-complexes, given as G 7→ I(−, F (G)),
whose colimit X = Xg,n has geometric realization homeomorphic to ∆g,n.
Basically, this is because G 7→ I(−, [p]) gives an association of a p-simplex |I(−, [p])|
to G; here, p+ 1 is the number of edges of G. Furthermore, if G′ ∈ Jg,n is an object with
p′+1 edges, then the injection of label sets [p′] to [p], determined as above by a morphism
G → G′, is the one that induces the appropriate gluing of the simplex |I(−, F (G′))| to
a face of |I(−, F (G))|. In other words, it induces the gluing obtained by restricting the
gluing of σ(G′) to a face of σ(G) in the construction of M tropg,n .
The colimit X : Iop → Sets can be described explicitly as follows. The elements of
X([p]) are edge-labelings of G ∈ Jg,n with the labels [p], up to the equivalence relation
given by the action of Aut(G) that permutes labels. Here G ranges over all objects
in Jg,n with exactly p + 1 edges; recall that we have tacitly picked one element in each
isomorphism class in Jg,n to get a small category.
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Next, for each injective map ι : [p′] → [p], define the following map X(ι) : X([p]) →
X([p′]); given an element of X([p]) represented by (G, τ : E(G)→ [p]), contract the edges
of G whose labels are not in ι([p′]) ⊂ [p], then relabel the remaining edges with labels [p′]
as prescribed by the map ι. The result is a [p′]-edge-labeling of some new object G′, and
we set X(ι)(G) to be the element of X([p′]) corresponding to it.
3.4. Generalized cone complexes and generalized ∆-complexes. We now briefly
discuss the generalized cone complexes of [ACP15, §2] and their relationship to the gen-
eralized ∆-complexes described here. We will see that the category of generalized ∆-
complexes is equivalent to the category of smooth generalized cone complexes, by which
we mean the category whose objects are generalized cone complexes built out of copies of
standard orthants in Rn, and whose arrows are face morphisms. See below for a precise
definition.
Recall that there is a category of cones σ and face morphisms σ → σ′. A cone is a topo-
logical space σ together with an “integral structure”, i.e., a finitely generated subgroup of
the group of continuous functions σ → R satisfying a certain condition. A face morphism
σ → σ′ is a continuous function satisfying another condition. We shall not recall the
details, since we shall not need the full category of all cones. The special case we need is
the standard orthant (R≥0)[p] =
∏p
0R≥0 together with the abelian group M generated by
the p+1 projections (R≥0)[p] → R onto the axes. Any injective map θ : [p]→ [q] gives rise
to an injective continuous map (R≥0)[p] → (R≥0)[q] by restricting the linear map sending
the ith basis vector to the θ(i)-th basis vector. The face morphisms (R≥0)[p] → (R≥0)[q]
are precisely the maps induced by such θ. In other words, if we write C([p]) = (R≥0)[p]
with this integral structure, we have defined a functor
I → (Cones, face morphisms)
[p] 7→ C([p]),
which is full and faithful. Let us say that a cone is smooth if it is isomorphic to C([p])
for some p ≥ 0; then the category of smooth cones and face morphisms between them is
equivalent to I.
In [ACP15, §2.6], a generalized cone complex is a topological space X together with
a presentation as colim(r ◦ F ), where F : C → (Cones, face morphisms) is a functor
from a small category C, and r denotes the forgetful functor from cones to topological
spaces. There is also a notion of morphism of generalized cone complexes. We say that a
generalized cone complex is smooth if it is isomorphic to a colimit of smooth cones.
Let X : Iop → Sets be a generalized ∆-complex. We consider the category CX , whose
objects are pairs ([p], x) consisting of an object [p] ∈ I and an element x ∈ X([p]), and
whose morphisms ([p], x)→ ([q], y) are the morphisms θ ∈ I([p], [q]) with θ∗y = x. Then
there is a forgetful functor u : CX → I, and it is easy to verify that the geometric
realization |X| is precisely the colimit of the functor
CX
u−→ I ∆•−→ Top
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obtained by composing u with [p] 7→ ∆p. If we instead take the colimit of the composition
from CX to I, to the category of cones, included into the category of generalized cone
complexes, we get the generalized cone complex ΣX associated to X.
To define a correspondence in the other direction, we first extend the notion of “face
morphism” between cones to morphisms between generalized cone complexes. If Σ is a
smooth generalized cone complex and σ is a smooth cone, let us say that a morphism
σ → Σ is a face morphism if it admits a factorization as σ → σ′ → Σ, where the second
map σ′ → Σ is one of the cones in the colimit presentation of Σ and the first map is a face
morphism of cones. If Σ and Σ′ are generalized cone complexes, a morphism Σ → Σ′ is
a face morphism if the composition σ → Σ→ Σ′ is a face morphism for all cones σ → Σ
in the colimit presentation of Σ. We may then define a functor XΣ : I
op → Sets whose
value XΣ([p]) is the set of face morphisms C([p])→ Σ.
These processes are inverse and give an equivalence of categories between generalized
∆-complexes and the category whose objects are smooth generalized cone complexes and
whose morphisms are face morphisms between such. Geometrically, if X : Iop → Sets is
a generalized unordered ∆-complex, the geometric realization |X| is the link of the cone
point in the corresponding generalized cone complex ΣX .
Remark 3.9. The notion of morphism between (smooth) generalized cone complexes
used in [ACP15, §2.6] contains many other morphisms, in addition to face morphisms.
For instance, the map C([1]) = (R≥0)2 → R≥0 = C([0]) given in coordinates as (x0, x1) 7→
x0 + x1 is a morphism of cones and hence generalized cone complexes, but is not a
face morphism. These additional morphisms are necessary to make the construction of
skeletons of toroidal varieties (and DM stacks) functorial with respect to arbitrary toroidal
morphisms.
4. Cellular chains
We now develop a theory of cellular chains and cochains for generalized ∆-complexes,
extending the usual theory of cellular chains and cochains for ordinary ∆-complexes. In
general, the cellular homology of a generalized ∆-complex does not agree with the sin-
gular homology of its geometric realization with integer coefficients (see Example 4.2).
Nevertheless, we prove a comparison theorem for rational cellular and singular homology
in Lemma 4.3. As explained in §6.1, cellular chains are the natural objects to consider
when comparing the de Rham cohomology of a smooth open variety or DM stack with
the homology of the dual complex of a normal crossings compactification using integrals
of residues of logarithmic forms. Cellular homology also offers computational advan-
tages, since the groups of cellular chains on a generalized ∆-complex typically have much
smaller rank than other natural alternatives, such as the groups of simplicial chains on
the barycentric subdivision.
WhenX is a ∆-complex, the calculation of the singular homologyH∗(|X|;Z) via cellular
chains (sometimes called simplicial chains) is well-known; see, for instance, [Hat02, §2].
In terms of the functor X : ∆opinj → Sets, the cellular chain groups are given by
Cp(X) = ZX([p]),
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the free abelian group on the set X([p]), and the boundary map is given by the alternating
sum
(4) ∂ =
p∑
i=0
(−1)i(di)∗ : ZX([p])→ ZX([p− 1]).
Cellular cochains are defined similarly and their cohomology is canonically isomorphic to
H∗(|X|;Z).
4.1. Cellular chains for generalized ∆-complexes. Similar formulas compute the
homology and cohomology (resp. rational homology and cohomology) of |X| when X is
an unordered ∆-complex (resp. generalized ∆-complex).
Let X be a generalized ∆-complex, and let Zsign denote the sign representation of the
symmetric group Sp+1 on the abelian group Z.
Definition 4.1. The group of cellular p-chains Cp(X) is the group of coinvariants
Cp(X) = (Zsign ⊗Z ZX([p]))Sp+1 ,
where ZX([p]) denotes the free abelian group on the set X([p]).
The boundary map Cp(X)→ Cp−1(X) is defined using the diagram
ZX([p])
∑
(−1)i(di)∗ //

ZX([p− 1])

Cp(X)
∂ // Cp−1(X).
Similarly, we define cellular chains with coefficients in an abelian group A as
Cp(X;A) = Cp(X)⊗Z A,
and define cochains by dualizing;
Cp(X;A) = HomZ(Cp(X), A) = (HomZ((Zsign ⊗ ZX([p]), A))Sp+1 .
Here, the superscript denotes the invariants for the group action. In other words, Cp(X;A)
is the abelian group consisting of all set maps φ : X([p]) → A which satisfy φ(σx) =
sgn(σ)φ(x) for all x ∈ X([p]) and all σ ∈ Sp+1.
When X is an unordered ∆-complex, the cellular chain complex C∗(X) computes the
singular homology of the geometric realization |X|; see Lemma 4.3(1). For arbitrary
generalized ∆-complexes, the cellular chain complex C∗(X) is not quite so well-behaved
with integer coefficients, essentially because the construction (Zsign ⊗Z −)Sp+1 does not
have good exactness properties, as in the following example.
Example 4.2. Let X be the half interval of Example 3.5, with X([0]) = {v}, X([1]) =
{e}, and X([p]) = ∅ for p > 1. Then
C1(X;Z) = (Zsign ⊗ Z·e)/〈2⊗ e〉 ∼= Z/2Z,
and ∂ : C1(X;Z)→ C0(X;Z) is zero; so H1(X;Z) = Z/2Z. In contrast, H1(|X|;Z) = 0.
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Nevertheless, we have the following comparison result for rational cellular and singular
homology of arbitrary generalized ∆-complexes, along with the integral comparison result
for unordered ∆-complexes.
Lemma 4.3. The boundary homomorphism on cellular chains satisfies ∂2 = 0. Further-
more
(1) If X is an unordered ∆-complex, there are natural isomorphisms
Hp(|X|;A) ∼= Hp(C∗(X;A), ∂), and
Hp(|X|;A) ∼= Hp(C∗(X;A), ∂),
for any abelian group A.
(2) If X is any generalized ∆-complex, there are natural isomorphisms
Hp(|X|;Q) ∼= Hp(C∗(X;Q), ∂), and
Hp(|X|;Q) ∼= Hp(C∗(X;Q), ∂).
Proof sketch. In both cases, the argument is similar to the classical proof for ∆-complexes.
We filter the geometric realization |X| by its “skeletons” |X|p, where |X|p is the image of∐p
i=0X([p])×∆i → |X|. The map X([p])×∆p → |X|p induces a homeomorphism to the
quotient space |X|p/|X|p−1 from the orbit space(
∆p ×X([p])
∂∆p ×X([p])
)/
Sp+1
and hence we have a natural map
(ZX([p])⊗Hp(∆p, ∂∆p))Sp+1 → Hp(|X|p, |X|p−1).
If the action of Sp+1 on X([p]) is free, this map is an isomorphism and H∗(|X|p, |X|p−1) = 0
for ∗ 6= p, since the quotient |X|p/|X|p−1 becomes a wedge of p-spheres, one for each Sp+1-
orbit in X([p]). If the action is not free, this argument still applies rationally, since both
sides will be a direct sum of copies of Q, one for each Sp+1-orbit of elements x ∈ X([p])
whose stabilizer is contained in the alternating group.
This proves that H∗(|X|) is calculated by a chain complex with groups
Hp(|X|p, |X|p−1) ∼= Cp(X),
and it remains to check that the boundary map is as claimed. By linearity it suffices to
verify this on generators, i.e., elements of X([p]), and any such element is in the image
of some natural transformation I(−, [p])→ X. Both the claimed formula and the actual
boundary map define natural transformations Cp(−) → Cp−1(−) and hence suffices to
prove that they agree in the case X = I(−, [p]). This case, in which |X| = ∆p, is proved
in the same way as for ∆-complexes. 
If X is an unordered ∆-complex, each element x ∈ X([p]) gives an element of Cp(X),
and as x runs through a set of representatives for Sp+1-orbits, these elements form a basis
for the free Z-module Cp(X). Different choices of orbit representatives give rise to bases
of Cp(X) which differ only by multiplying some basis vectors by −1. For generalized
∆-complexes we have the following analogous result for Cp(X).
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Lemma 4.4. Let X be a generalized ∆-complex. Then
Cp(X,Z) ∼= Zα ⊕ (Z/2Z)β,
where
(1) a basis for Zα is the set of classes [x] ∈ Cp(X) as x ∈ X([p]) runs through a set
of representatives of Sp+1-orbits whose stabilizers are contained in the alternating
group, and
(2) a basis for (Z/2Z)β is the set of classes [x] ∈ Cp(X) as x ∈ X([p]) runs through
a set of representatives of Sp+1-orbits whose stabilizers are not contained in the
alternating group.
In particular, a basis for Cp(X,Q) consists of elements [x] as x ∈ X([p]) runs through
a set of representatives of Sp+1-orbits whose stabilizers are contained in the alternating
group.
Proof. This follows from the fact that the relations defining the group of coinvariants
(Zsign⊗ZZX([p]))Sp+1 as a quotient of Zsign⊗ZZX([p]) are generated by those of the form
[x]− sgn(σ)[σx] for x ∈ X([p]). In particular, [x] + [x] is a relation if and only if x has an
odd permutation in its stabilizer. 
4.2. Cellular chains of coequalizers. We have seen that coequalizers of generalized
∆-complexes exist and commute with geometric realization. Let us discuss the behavior
of cellular chain complexes under taking coequalizer.
Lemma 4.5. Let f, g : X −→−→Y be two parallel morphisms of generalized ∆-complexes and
let Y → Z be the coequalizer in generalized ∆-complexes. Then there is an exact sequence
of cellular chain complexes
Cp(X;A)
g∗−f∗−−−→ Cp(Y ;A)→ Cp(Z;A)→ 0,
and similarly for cohomology.
Proof. The Sp+1-set Z([p]) is the coequalizer of X([p])−→−→Y ([p]). Taking free abelian
groups gives a coequalizer diagram ZX([p])−→−→ZY ([p]) → ZZ([p]) in the category of
abelian groups (because “free abelian group” is left adjoint to the forgetful functor),
which is equivalent to the exact sequence
ZX([p]) g∗−f∗−−−→ ZY ([p])→ ZZ([p])→ 0.
Tensoring this exact sequence of Z[Sp+1]-modules with Zsign, taking Sp+1-coinvariants, and
tensoring with A are all right exact functors, which gives the exact sequence claimed in
the lemma. 
Corollary 4.6. Let f, g : X −→−→Y be maps of generalized ∆-complexes. Then the rational
singular homology of the coequalizer of |X|−→−→ |Y | in topological spaces is calculated by the
chain complex defined by the degreewise cokernel of cellular chains g∗ − f∗ : C∗(X;Q)→
C∗(Y ;Q). Similarly the rational cohomology of |Z| is calculated by the degreewise kernel
of cellular cochains g∗ − f ∗ : C∗(Y ;Q)→ C∗(X;Q).
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Proof. We have seen that the coequalizer of |X|−→−→ |Y | is homeomorphic to the geometric
realization of the coequalizer Y → Z of f and g in generalized ∆-complexes. The lemma
above calculates the rational homology of Z as the homology of the degreewise cokernel
of g∗ − f∗ and similarly for rational cohomology. 
5. Boundary complexes
The theory of dual complexes for simple normal crossings divisors is well-known; these
are regular unordered ∆-complexes that have been extensively studied in algebraic geom-
etry. Many applications involve the fact that the homotopy types of boundary complexes,
the dual complexes of boundary divisors in simple normal crossings compactifications, are
independent of the choice of compactification. Boundary complexes were introduced and
studied by Danilov in the 1970s [Dan75], and have become an important focus of research
activity in the past few years, with new connections to Berkovich spaces, singularity the-
ory, geometric representation theory, and the minimal model program. See, for instance,
[Ste06, Thu07, Ste08, ABW13, Kol13, Pay13, KK14, KX16, Sim16, dFKX17].
In order to apply combinatorial topological properties of ∆g,n to study the moduli space
of curves Mg,n using the compactification by stable curves, we must account for the fact
that the boundary divisor inMg,n has normal crossings, but not simple normal crossings;
its irreducible components have self-intersections and the fundamental groups of strata
act nontrivially by monodromy on the analytic branches of the boundary.
In this section we explain how dual complexes of normal crossings divisors are natu-
rally interpreted as generalized ∆-complexes and, in particular, the dual complex of the
boundary divisor in the stable curves compactification ofMg,n is naturally identified with
∆g,n. We emphasize that the subtleties that arise come from generalizing from simple nor-
mal crossings to normal crossings divisors; passing from varieties to stacks is relatively
straightforward.
The material presented in §5.1-5.3 is primarily a reframing of the main results from
[ACP15] in the language of generalized ∆-complexes which relies, in turn, on Thuillier’s
theory of skeletons for toroidal embeddings [Thu07]. In §5.5 we prove an additional
invariance result comparing the rational homology of the boundary complex to that of
the geometric realization of the simplicial object in unordered ∆-complexes associated
to an e´tale cover by a smooth variety in which the preimage of the boundary divisor
has simple normal crossings, and in §5.4 we state the generalization to DM stacks of the
standard comparison theorem for top weight cohomology of varieties. This generalization
is proved in the appendix.
5.1. Dual complexes of simple normal crossings divisors. We begin by recalling
the notion of dual complexes of simple normal crossings divisors, using the language of
regular unordered ∆-complexes introduced in §3. In §5.2, we will explain how to interpret
dual complexes of normal crossings divisors in smooth Deligne–Mumford (DM) stacks as
generalized ∆-complexes. Here and throughout, all of the varieties and stacks that we
consider are over the complex numbers, and all stacks are separated and DM.
Let X be a smooth variety. Recall that a divisor D ⊂ X has normal crossings if it
is formally locally isomorphic to a union of coordinate hyperplanes in affine space. It
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has simple normal crossings if the irreducible components of D are smooth. Recall that
the strata of D may be defined inductively as follows. Suppose dimX = d; then the
(d− 1)-dimensional strata of D are the irreducible components of the regular locus of D;
and for each i < d − 1, the i-dimensional strata are the irreducible components of the
regular locus of D \ (Dd−1 ∪ · · · ∪Di+1), where Dj temporarily denotes the union of the
j-dimensional strata of D.
If D ⊂ X has simple normal crossings, then the dual complex ∆(D) is naturally
understood as a regular unordered ∆-complex whose geometric realization has one vertex
for each irreducible component of D, one edge for each irreducible component of a pairwise
intersection, and so on. The inclusions of faces correspond to containments of strata.
Equivalently, using our characterization of unordered ∆-complexes in terms of presheaves
on the category I given in §3.2, ∆(D) is the presheaf whose value on [p] is the set of pairs
(Y, φ), where Y ⊂ D is a stratum of codimension p, i.e., codimension p+ 1 in X, and φ is
an ordering of the components of D that contain Y , with maps induced by containments
of strata. Dual complexes can also be defined in exactly the same way for simple normal
crossings divisors in DM stacks.
Remark 5.1. In the literature, it is common to fix an ordering of the irreducible com-
ponents of the simple normal crossings divisor D. The corresponding ordering of the
vertices induces a ∆-complex structure on ∆(D). Working with dual complexes as un-
ordered ∆-complexes is more natural, since it avoids this choice of an ordering, and is a
special case of the construction of dual complexes for divisors with normal crossings (but
not necessarily simple normal crossings) as generalized ∆-complexes, given in §5.2.
5.2. Dual complexes of normal crossings divisors. We now discuss the generaliza-
tion to normal crossings divisors D in a smooth DM stack X which are not necessarily
simple normal crossings, i.e., the irreducible components of D are not necessarily smooth
and may have self-intersections. This situation is more subtle, even for varieties, due to
monodromy; the fundamental groups of strata may act by nontrivial permutations on the
local analytic branches of the boundary divisor. Note that, in the stack case, when the
boundary strata have stabilizers, this monodromy action may be nontrivial even for zero-
dimensional strata. This phenomenon appears already at the zero-dimensional strata of
Mg given by stable curves having nontrivial automorphisms, i.e., the strata corresponding
to (unweighted) trivalent graphs of first Betti number g with nontrivial automorphisms.
Let X be a smooth variety or DM stack. Recall that a divisor D ⊂ X has normal
crossings if and only if there is an e´tale cover by a smooth variety X0 → X in which
the preimage of D is a divisor with simple normal crossings. Note that this e´tale local
characterization of normal crossings divisors is the same for varieties and DM stacks.
Following [ACP15], the dual complex may be defined e´tale locally, in the following way.
Choose a surjective e´tale map X0 → X for which D0 = D ×X X0 has simple normal
crossings, set X1 = X0 ×X X0 and D1 = D×X X1, which has simple normal crossings, in
X1. The two projections D1−→−→D0 give rise to two maps of unordered ∆-complexes
(5) ∆(D1)−→−→∆(D0),
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and we define ∆(D) to be the coequalizer of those two maps, in the category of generalized
∆-complexes. It is shown in [ACP15] (in the language of generalized cone complexes) that,
up to isomorphism, the resulting generalized ∆-complex does not depend on the choice
of X0 → X. This recipe makes sense also in the more general case where X is a smooth
DM stack and D ⊂ X is a normal crossings divisor, using a sufficiently fine e´tale atlas
X0 → X, and ∆(D) is independent of the choice of X0 → X in this generality as well.
We now give an equivalent, and more direct, description of ∆(D) as a functor Iop →
Sets. Let D˜ → D be the normalization of D. Note that D˜ is smooth because D has
normal crossings. In the special case where D has simple normal crossings, D˜ is simply
the disjoint union of the irreducible components of D. Let us write D˜[p] = D˜×X · · ·×X D˜
for the (p+1)-fold iterated fiber product, and D˜([p]) ⊂ D˜[p] for the open subset consisting
of (p + 1)-tuples of distinct points whose image in D lies in a stratum of codimension p.
We then define ∆(D) to be the functor Iop → Sets which sends [p] to the set of irreducible
components of D˜([p]).
It is not difficult to show that this generalized cone complex ∆(D) agrees with the
unordered ∆-complex defined in §5.1 when D has simple normal crossings. Indeed, in
this special case, if D has smooth components D0, . . . , Dr then D˜([p]) may be indentified
with a dense open subset of the variety∐
i:[p]→[r]
Di(0) ∩ · · · ∩Di(p),
where the disjoint union is over injective maps [p]→ [r]. Each Di = Di(0)∩· · ·∩Di(p) ⊂ X
is smooth and has codimension p+ 1 in X, but need not be connected. Each component
of Di is the closure of precisely one stratum Y = Yi ⊂ D of codimension p + 1, and the
function i gives an ordering on the p + 1 components of D which contain Y . Hence we
have produced a bijection to the set of p-simplices of the unordered ∆-complex described
in §5.1, and it is easy to see that this bijection is natural with respect to maps [p′]→ [p]
in I.
Lemma 5.2. The association D 7→ ∆(D) satisfies e´tale descent in the sense that if
X0 → X is an e´tale cover, X1 = X0 ×X X0, D0 = D ×X X0, D1 = D ×X X1, then
∆(D1)−→−→∆(D0)→ ∆(D)
is a coequalizer diagram.
Proof. Let us write D˜0([p]) ⊂ D˜[p]0 and D˜1([p]) ⊂ D˜[p]1 for the corresponding construction
of D˜[p] applied to D0 ⊂ X0 and D1 ⊂ X1. Since normalization is e´tale local, we then have
three pullback squares
D˜
[p]
1
++
33

D˜
[p]
0

// D˜[p]

X1
++
33 X0 // X.
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Since D˜([p]) ⊂ D˜[p] is defined by a property verified in fibers over X, there is a similar
diagram
D˜1([p])
--
11

D˜0([p])

// D˜([p])

X1
++
33 X0 // X
in which all three squares are again pullback, all entries are smooth varieties, and the
vertical maps are immersions of codimension p + 1. Since X1 = X0 ×X X0 is also a
fiber product, the diagram may be reinterpreted as a 3-dimensional cubical diagram
(the bottom square is the fiber product defining X1), and where all sides except the
top are defined to be pullback. It follows that the top is also pullback, i.e., D˜1([p]) =
D˜0([p]) ×D˜([p]) D˜0([p]). This pullback diagram may be restricted to the generic points
of the components of D˜([p]). Since the set of generic points of components of D˜([p]) is
precisely ∆(D)([p]) and similarly for D˜0([p]) and D˜1([p]), we see that ∆(D1)([p]) surjects
onto the fiber product of sets (∆(D0)([p])) ×∆(D)([p]) (∆(D0)([p])). It follows that the
coequalizer of ∆(D1)([p])−→−→∆(D0)([p]) injects into ∆(D)([p]). It is also easy to see that
∆(D0)([p])→ ∆(D)([p]) is surjective, using that X0 → X is a surjective e´tale map. This
finishes the proof. 
As an immediate consequence, we see that the equivalence of categories between gen-
eralized ∆-complexes and smooth generalized cone complexes takes ∆(D) to the skeleton
Σ(X) associated to the toroidal structure induced by the normal crossings divisor D, as
defined in [ACP15].
Corollary 5.3. Let X be a smooth variety or DM stack with the toroidal structure induced
by a normal crossings divisor D ⊂ X. Then the dual complex ∆(D) is the generalized
∆-complex associated to the smooth generalized cone complex Σ(X).
Most important for our purposes is the special case where X = Mg,n is the Deligne–
Mumford stable curves compactification of Mg,n and D =Mg,n rMg,n is the boundary
divisor.
Corollary 5.4. The dual complex of the boundary divisor in the moduli space of stable
curves with marked points ∆(Mg,n rMg,n) is ∆g,n.
We note that the generalized ∆-complex ∆(D) associated to a normal crossings divisor
D ⊂ X may also be interpreted in the following more transcendental and geometric way.
For a point x ∈ D the local branches of D at x are the germs of locally closed smooth
analytic codimension 1 submanifolds V ⊂ X containing x and contained in D. The
codimension p stratum of D is a smooth locally closed subvariety D(p) ⊂ X which is
locally cut out by p + 1 equations, and admits a (p + 1)! sheeted cover by D˜([p]). (Note
that the points of D˜([p]) may be identified with pairs of a point x ∈ D(p) together with a
total order of the set of local branches at x.)
Identifying irreducible components with path components in the analytic topology, we
conclude that ∆(D)([p]) is in bijection with the set of equivalence classes [(x, σ)] of pairs
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where x ∈ D is a point in the codimension p stratum and σ is a total ordering of the set
of local branches at x. Two such pairs (x, σ) and (x′, σ′) are identified if there exists a
continuous path γ : [0, 1] → Dp from x to x′, together with choices of total orderings of
the local branches of D at γ(t) for all t, starting at σ and ending at σ′ and depending
continuously on t.
For (x, σ) ∈ D˜([p]) the covering space D˜([p]) → D(p) gives rise to a “monodromy”
homomorphism piet1 (D
(p), x) → Sp+1 whose image may be identified with the stabilizer
of [(x, σ)] ∈ ∆(D)([p]). Hence ∆(D) is a (non-generalized) unordered ∆-complex if and
only if all monodromy homomorphisms are trivial, i.e., D˜([p])→ D(p) is a trivial covering
space for all p.
Example 5.5. Consider the Whitney umbrella D = {x2y = z2} in X = A3 \ {y = 0},
as in [ACP15, Example 6.1.7]. Then the dual complex ∆(D) is the half segment of
Example 3.5. We will explain this calculation three times in order to demonstrate the
equivalent constructions of the boundary complex.
Let X0 ∼= A2×Gm → X be the degree 2 e´tale cover given by a base change y = u2. Then
D0 = {x2u2−z2 = 0} is simple normal crossings, and D1 = D0×XD0 ∼= D0×Z/2Z, since
D0 is degree 2 over D. Explicitly, one component of D1 parametrizes pairs (p, p) of points
in D0, and the other parametrizes pairs (p, q) with p 6= q lying over the same point of D.
So ∆(D0) is a segment and ∆(D1) is two segments, and the two maps ∆(D1)−→−→∆(D0)
differ by one flip, making the coequalizer a half segment.
Second, we have the normalization map E = A2x,u−{u = 0} sending (x, u) to (x, u2, xu).
Then F ([0]) = E, while F ([1]) is isomorphic to the 1-dimensional stratum Y = {x = z =
0} ∼= Gm in X; it has closed points ((0, u), (0,−u)) ∈ E ×X E. So F ([0]) and F ([1]) each
have a single irreducible component, which completely determines ∆(D).
Rephrased complex-analytically: the points (0, u) and (0,−u) in E correspond to the
two analytic branches along Y at the point (0, y, 0), where y = u2. The equations of
the branches are z = xu and z = −xu. So taking y around a loop around the punctured
complex plane precisely interchanges the branches. Therefore there is only one equivalence
class of pairs (x, σ) and hence, again, only one element in ∆(D)([1]). We conclude again
that ∆(D) is a half segment.
5.3. Homotopy invariance. We now focus our attention on the important special case
where the normal crossings divisor is the boundary of the compactification of a smooth
variety or stack X. In this case, the homotopy type of the geometric realization of the
boundary complex is an invariant of X itself, as we now discuss.
Let X be a smooth variety and X a compactification whose boundary ∂X = X rX is
a divisor with simple normal crossings. The boundary complex of X is the dual complex
∆(∂X) of the boundary divisor, and the homotopy type of its geometric realization de-
pends only on X itself and not the choice of compactification. There are three essentially
different proofs of the independence of homotopy type of the boundary complex, one using
resolution of singularities and the nerve of the category of irreducible varieties mapping
into the boundary [Dan75], one using Berkovich spaces and Thuillier’s deformation retrac-
tion onto skeletons of toroidal embeddings [Thu07], and one using weak factorization of
THE TROPICALIZATION OF THE MODULI SPACE OF CURVES II 25
birational maps [Ste06, Pay13]. This last approach, applying the toroidal weak factoriza-
tion theorem to the birational map between two simple normal crossing compactifications,
gives a slightly stronger result, that the simple homotopy type of the boundary complex
is independent of the choice of compactification.
We define the boundary complex of a smooth DM stack with a normal crossings com-
pactification in exactly the same way; if X is a smooth stack and X is a smooth and proper
stack containing X as a dense open substack, in which the complement D = X r X is
a divisor with normal crossings, then the boundary complex of X is ∆(D), the dual
complex of the boundary divisor. In this case also, just as for varieties, the homotopy
type of the geometric realization of the boundary complex is independent of the choice of
compactification. Note, however, that we have no suitable analogue of weak factorization
for birational maps of DM stacks. It is an open problem whether the simple homotopy
type of the boundary complex of a smooth DM stack is independent of the choice of com-
pactification. Nevertheless, the invariance of the ordinary homotopy type of boundary
complexes for DM stacks may be deduced from either of the other two methods, with
no new difficulties. In particular, Thuillier’s construction is generalized to DM stacks
without any essential changes in [ACP15].
Because the homotopy type of the geometric realization of the boundary complex does
not depend on the choice of compactification, its topological invariants gain interesting
interpretations as algebraic invariants of X . For instance, the following section explains
that the rational reduced homology of ∆(D) is naturally identified with the top weight
cohomology of X .
Note that the reduced rational homology of the generalized ∆-complex ∆(D) can be
computed using cellular chains, by Lemma 4.3. Furthermore, if we choose, for each
stratum of codimension p+ 1 on which the monodromy acts by even permutations on the
local branches of D, a point x in the stratum and an ordering of analytic branches σ at
x, then the corresponding classes [(x, σ)] form a basis for the group of rational cellular
p-chains Cp(∆(D);Q), by Lemma 4.4.
5.4. Top weight cohomology. Let X be a smooth DM stack of dimension d over C.
The rational singular cohomology of X , like the rational cohomology of a smooth variety,
carries a canonical mixed Hodge structure, in which the weights on Hk are between k
and min{2k, 2d}. Since the graded pieces GrWj H∗(X ;Q) vanish for j > 2d, we refer to
GrW2d H
∗(X ;Q) as the top weight cohomology of X . The standard identification of the
top weight cohomology of a smooth variety with the reduced homology of its boundary
complex carries through essentially without change for DM stacks. It is stated in the next
proposition. For further details and references, see the appendix.
Proposition 5.6. Let X be a smooth and separated DM stack of dimension d with a nor-
mal crossing compactification X and let D = X rX . Then there is a natural isomorphism
GrW2d H
2d−i(X ;Q) ∼= H˜i−1(∆(D);Q).
We sketch two proofs of this proposition in §A.2 and §A.4. The proof in §A.2 gives more
refined information about the existence of logarithmic forms with prescribed residues, as
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discussed in §6, and is most naturally expressed in the language of cellular chains and
cochains on generalized ∆-complexes as developed in §3.
5.5. Additional invariance properties in rational homology. We briefly pause to
discuss a different construction of a topological space whose rational homology agrees with
that of the dual complex ∆(D) for a normal crossings divisor in a smooth DM stack; this
construction is natural from the point of view of simplicial schemes, but the homotopy
type depends on the choice of an e´tale cover.
Let D ⊂ X be a normal crossings divisor in a smooth DM stack, and let V → X be
an e´tale cover in which the preimage of D has simple normal crossings. We may then
construct a simplicial scheme V• with V0 = V and Vp = V ×X · · · ×X V the (p + 1)-fold
iterated fiber product. Then Dp = D ×X Vp has simple normal crossings in Vp, and we
have a diagram of generalized ∆-complexes
. . .
////// ∆(D1)oooo //
// ∆(D0)oo // ∆(D),
in which we have defined ∆(D0) → ∆(D) to be the coequalizer of ∆(D1)−→−→∆(D0).
Passing to geometric realizations gives us a simplicial object [p] 7→ |∆(Dp)| in the category
of topological spaces. Taking geometric realization again gives us a (typically infinite
dimensional) topological space which we shall temporarily denote ‖∆(D•)‖. It comes
equipped with a map
‖∆(D•)‖ → |∆(D)|.
It is clear that the homeomorphism type of ‖∆(D•)‖, unlike that of |∆(D)|, will depend
on the e´tale cover V → X, and not just the divisor D. In fact, even the homotopy type
of ‖∆(D•)‖ will depend on the choice of e´tale cover, as the following example extracted
from [ACP15, Example 6.1.10] shows.
Example 5.7. Let X = A1 ×Gm and let D be the divisor {0} × Gm. Note that D is a
simple normal crossings divisor and |∆(D)| is a single point. If we take the identity map
as an e´tale cover, then |∆(Dp)| will be a point for all p, and the geometric realization of
the resulting simplicial space will be a point.
On the other hand, if we take as an e´tale cover the degree 2 map A1 × Gm → X
given by (z, t) 7→ (z, t2) then |∆(Dp)| is discrete and naturally identified with µp2, where
µ2 = {±1} ⊂ Gm. In fact it can be checked that the simplicial object [p] 7→ |∆(Dp)|
is isomorphic to the nerve of the group µ2 and hence ‖∆(D•)‖ is the classifying space
Bµ2 ' RP∞.
Nevertheless, the rational homology of ‖∆(D•)‖ is independent of the choice of e´tale
cover, and agrees with that of |∆(D)|.
Proposition 5.8. The natural map ‖∆(D•)‖ → |∆(D)| induces an isomorphism in ra-
tional homology.
See §A.5 for the proof of Proposition 5.8.
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6. Residue integrals and torus classes
In §5.4, we discussed the natural isomorphism between the top weight cohomology of
an open variety or stack and the reduced homology of its boundary complex. Using the
identification of ∆g,n with the boundary complex ofMg,n, this is already enough to prove
cohomological results such as Theorem 1.4, but falls short of what is needed to prove more
refined statements, such as Theorem 1.9. (Both of these theorems are proved in §9.)
In this section, we discuss the background needed to relate closed logarithmic forms and
explicit geometric cycles that we call torus classes in an open DM stack with a normal
crossings compactification to cellular chains and cochains in its boundary complex, as
required for Theorems 1.9 and 7.2.
Our approach follows Deligne’s description of the mixed Hodge structure of a smooth
variety with a simple normal crossings compactification in terms of logarithmic forms
and residues [Del71, §3] which works without any essential changes for normal crossings
compactifications of smooth DM stacks. The interpretation of residue integrals in terms
of cellular chains on the boundary complex is essentially standard in the case of simple
normal crossings (e.g., see [Hac08]), and our definition of cellular chains in the normal
crossings case, given in §4.1, is specifically chosen to be compatible with the theory of
residues; no essentially new ideas are required. Nevertheless, lacking a suitable reference
in the generality that we require for applications to moduli spaces of curves (normal
crossings compactifications of smooth DM stacks), we provide further details and proofs
in the appendix.
6.1. Residue integrals. Let X be a smooth DM stack with compactification X whose
boundary D = X \ X is a divisor with normal crossings, but not necessarily simple
normal crossings. We refer to the appendix for a brief discussion of the logarithmic de
Rham complex A•X (logD), and its weight filtration. As explained there, we have a residue
integral homomorphism
(6)
∫
D˜(k)
resD˜(k) : Γ(X ,WkA2d−kX (logD))→ Ck−1(∆(D);C),
obtained, roughly speaking, by composing the Poincare´ residue with integration of dif-
ferential forms along D˜(k), the normalization of the closure of the codimension k stratum
D(k).
By Lemma 4.4, the group of cellular chains Ck−1(∆(D);C) is isomorphic to Cα, where α
is the number of components Y in D˜(k) such that the monodromy representation pi1(Y)→
Sk, given by permutation of the local branches ofD, has image contained in the alternating
subgroup. More precisely, if we choose a point y in each such Y and an ordering σ of
the local branches of D at y, then a set of representatives for the Sk-orbits of these
[(y, σ)] ∈ ∆(D)([k]) forms a basis for the cellular chain group Ck−1(∆(D);C).
The residue integral homomorphism may be described with respect to this basis, as
follows. The Poincare´ residue resY of a form ω ∈ Γ(X ,WkA2d−kX (logD)) is a smooth
differential (2d − 2k)-form on Y with coefficients in the rank 1 local system LY given
by the sign of the monodromy representation. When this monodromy is alternating, the
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choice of an ordering of the local branches of D at a point induces a trivialization of
LY , allowing us to integrate the Poincare´ residue along Y and get a complex number.
Changing the ordering of the local branches multiplies this number by the sign of the
permutation, and it follows that the cellular chain (
∫
Y resY ω) · [(y, σ)] ∈ Ck−1(∆(D),C)
depends only on ω and Y , and not the choice of [(y, σ)]. The global residue integral∫
D˜(k) resD˜(k) is then defined by taking the sum over all irreducible components for which
the monodromy is alternating.
Example 6.1. Returning to Example 5.5 of the Whitney umbrella D = {x2y − z2 = 0}
in X = A3 \ {y = 0}, let Y = {x = z = 0} and let y ∈ Y . Let V → X be the degree 2
e´tale cover given by a base change y = u2. Then σ is a segment and monodromy acts on
σ by a flip. By Lemma 4.4 it follows that [σ] = 0 in C1(∆(D),C), and so the integral of
any twisted differential form on Y vanishes.
The main properties of the residue integral homomorphism are summarized in the
following proposition, which we prove in the appendix.
Proposition 6.2. Let X ⊂ X be as above, i.e., X is a proper smooth DM stack of
dimension 2d, and X = X \ D is the complement of the normal crossings divisor.
(i) For every F ∈ C˜k−1(∆(D);C) there exists a form ω ∈ Γ(X ,WkA2d−k(logD)) such
that dω has weight k − 1 and ∫D(k) res(ω) = F .
(ii) If F ∈ C˜k−1(∆(D);C) is a cycle, then there exists an ω ∈ Γ(X ,WkA2d−k(logD))
such that
∫
D(k) res(ω) = F and dω = 0.
(iii) F ∈ C˜k−1(∆(D);C) is a boundary, then there exists an ω ∈ Γ(X ,WkA2d−k(logD))
such that
∫
D(k) res(ω) = F and ω = dτ for some τ ∈ Γ(X ,Wk+1A2d−k−1(logD)).
6.2. Torus classes. The residue integral of a logarithmic (2d − k)-form of weight k, as
discussed in the previous section, is a cellular (k−1)-chain on ∆(D). We now focus on the
special case where k = d and present a geometric interpretation for the resulting pairing
between residue integrals of d-forms of weight d and cellular (d − 1)-cochains on ∆(D),
given by integrating along real tori mapping into the open substack X ⊂ X .
For each zero stratum x in D for which the monodromy group pi1(y) (i.e., the stabilizer
of the point x in the stack X ) acts by alternating permutation on the local branches
of D, choose an ordering σ of these branches. Then the cellular chains [(x, σ)] give a
basis for Cd−1∆(D,Q). We consider the dual basis for the group of cellular cochains
Cd−1(D,Q), and write δx for the basis cochain dual to [(x, σ)]. (Note that δx depends on
the choice of ordering σ; permuting the local branches at x will multiply δx by the sign
of the permutation.)
For each basis cochain δx, choose an e´tale neighborhood f : V → X , such that V is a
variety, x has a unique preimage y, and the preimage of D is a divisor with simple normal
crossings. Let D1, . . . , Dd be the irreducible components of f
−1(D) that contain y. Then
we can choose local holomorphic coordinates z1, . . . , zd so that Di is the vanishing locus
of zi, for 1 ≤ i ≤ d, with the ordering induced by σx.
For sufficiently small positive , the real torus
T =
{
(z1, . . . , zd) | |zi| =  for 1 ≤ i ≤ d
}
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is contained in f−1(X ). The ordering of the coordinates induces an orientation on T, and
the push forward of the fundamental class f∗[T] ∈ Hd(X ,Q) depends only on the cellular
cochain δx ∈ Cd−1(∆(D),Q), i.e., it is independent of the choice of neighborhood and the
choice of . It is also independent of the choice of ordering σ, in the sense that permuting
the branches induces multiplication by the sign of the permutation on both δx and f∗[T].
Extending linearly, we obtain a homomorphism Cd−1(∆(D);Q)→ Hd(X ,Q). We refer to
the classes in the image as torus classes and write tδ for the torus class that is the image
of δ ∈ Cd−1(∆(D);Q).
By Cauchy’s formula and the definition of Poincare´ residues, we have〈
δx,
∫
x
resx ω
〉
= 1
(2pi
√−1)d ·
∫
tδx
ω
for any logarithmic d-form ω in Γ(X ,AdX log(D)). By linearity, this gives〈
δ,
∫
D˜(d) resD˜(d) ω
〉
= 1
(2pi
√−1)d ·
∫
[tδ]
ω
for any logarithmic d-form ω and any cellular cochain δ ∈ Cd−1(∆(D);Q).
Note that, since resD˜(d) vanishes on Wd−1Γ(X ,AdX log(D)), these torus classes pair nat-
urally with GrW2d H
d(X ,C). We have the following immediate consequence of Proposi-
tions 5.6 and 6.2.
Corollary 6.3. The torus classes associated to cellular (d − 1)-cochains on ∆(D) gen-
erate GrW2d H
d(X ,Q)∨, and the torus class [tδ] vanishes in Hd(X ,Q) if and only if δ is a
coboundary.
This corollary gives a natural identification of the relations between torus cycles in middle
degree onMg,n in terms of coboundaries on ∆g,n. In §7, we reinterpret this statement in
terms of abelian cycles for the mapping class group.
Remark 6.4. We can also define torus classes below the middle degree, corresponding to
cellular cochains of degree less than (d−1), as follows. On each stratum Y of codimension
k for which piet1 (Y) acts by alternating permutations on the local branches of D, choose
a point y and an ordering σ of the local branches at y. The classes [(y, σ)] form a basis
for the group of cellular chains Ck−1(∆(D),Q). We consider the dual basis for cellular
cochains, and write
δY ∈ Ck−1(∆(D,Q))
for the basis element dual to [(y, σ)]. (Note, once again, that this cochain δY depends on
the choice of the ordering σ, up to a factor of the sign of the reordering.)
We have a natural degree k class [tδY ], depending only on the cellular cochain δY ,
constructed as follows. Choose an e´tale neighborhood f : V → X , finite over an open
subset that meets Y , such that V is a variety and f−1(D) is a divisor with simple normal
crossings, and fix a point z ∈ V that maps to y. Choose local holomorphic coordinates
z1, . . . , zd in a neighborhood of z such that f
−1(D) is the vanishing locus of z1 · · · zk, and
the ordering of z1, . . . , zk is given by σ. Then the real k-torus
T =
{
(z1, . . . , zd)
∣∣∣ |zi| = {  for 1 ≤ i ≤ k,0 for i > k, }
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is contained in f−1(X ) for  sufficiently small, the ordering of the coordinates induces an
orientation on T, and the homology class
[tδY ] = f∗[T]
depends only on the (k − 1)-cochain δY , in the sense that reordering the branches at y
multiplies both δY and f∗[T] by the sign of the permutation. Extending linearly gives
a canonical homomorphism Ck−1(∆(D),Q) → Hk(X ,Q). We refer to the classes in the
image as torus classes, and these classes pair naturally with GrW2k H
k(X ,Q).
7. Abelian cycles for the pure mapping class group
We now discuss the natural identification of torus classes inMg,n associated to cellular
cochains on ∆g,n with abelian cycles for the pure mapping class group. Using this iden-
tification, we describe all relations among abelian cycles in middle cohomological degree
in terms of cellular coboundaries in the tropical moduli space ∆g,n.
Let Y ⊂ Mg,n be a boundary stratum of codimension k, and let γ1, . . . , γk be dis-
joint simple closed curves on an oriented surface S of genus g with n marked punctures
such that the space obtained by collapsing the curves γ1, . . . , γk to nodes and filling the
punctures with marked points has the topological type of the semistable algebraic curves
parametrized by Y . Let Mod(S) be the pure mapping class group of S, i.e., the subgroup
of the mapping class group respecting the marked punctures, and let Ti ∈ Mod(S) be the
right-handed Dehn twist along γi. Since the curves γ1, . . . , γk are disjoint, the Dehn twists
T1, . . . , Tk commute, inducing a group homomorphism Zk → Mod(S). The push forward
of the fundamental class [Zk] is the abelian cycle denoted {T1, . . . , Tk} ∈ Hk(Mod(S);Q).
See [BF07, CF12] for further details and background on abelian cycles.
Suppose piet1 (Y , y) acts by even permutations on the branches of D. Note that the
ordering of the curves γ1, . . . , γk determines an ordering of the local branches of D at y.
As in Remark 6.4, these data determine a cellular cochain δY ∈ Ck−1(∆(D)) and a torus
class [tδY ] ∈ Hk(Mg,n,Q).
Proposition 7.1. The torus class [tδY ] ∈ Hk(Mg,n;Q) is identified with the abelian cycle
{T1, . . . , Tk} under the natural isomorphism H∗(Mg,n;Q)→ H∗(Mod(S);Q).
Proof. Let B be an oriented k-manifold, with f : B →Mg,n a continuous map. Under the
natural identification H∗(Mg,n;Q) ∼−→ H∗(Mod(S);Q), the class f∗[B] maps to the push
forward of the fundamental class of pi1(B) under the induced map pi1(B)→ Mod(S).
Choose an e´tale neighborhood f : V → Mg,n whose image meets Y , where V is a
smooth variety and f−1(∂Mg,n) is a divisor with simple normal crossings. Let z be a
point in the preimage of y. Consider the induced map from a k-torus T →Mg,n, as in
§6.2. The torus class [tδY ] is defined to be the push forward of the fundamental class [T],
which is identified with the push forward of the fundamental class of pi1(T) under the
induced map to Mod(S). The choice of coordinates identifies pi1(T) with the free abelian
group Zk, and we must show that the ith basis element maps to the right handed Dehn
twist Ti. In other words, we must show that the monodromy action on the universal curve
THE TROPICALIZATION OF THE MODULI SPACE OF CURVES II 31
pulled back to a small loop around the boundary divisor Di ⊂ V is a right handed Dehn
twist along the curve γi that contracts to a node as one moves toward Di.
Let Z ⊂ V be a smooth algebraic curve that meets Di transversally at z, and consider a
small disc around z in Z. Then a well-known local computation (see, for instance, [KS09,
§3.2]) shows that the pullback of the universal curve to this small disc is a Lefschetz
pencil, the vanishing cycle is [γi], and the monodromy action on a smooth fiber is the
right handed Dehn twist Ti along the vanishing cycle, as required. 
Having identified these abelian cycles with torus classes in Mg,n, we can describe all
relations among them in terms of coboundaries on the tropical moduli space.
Theorem 7.2. A linear combination of abelian cycles in H3g−3+n(Mg,n;Q) vanishes if
and only if the corresponding cellular (3g − 4 + n)-cochain on ∆g,n is a coboundary.
Proof. This is given by the special case of Corollary 6.3 where X = Mg,n and X is the
Deligne–Mumford compactification Mg,n. 
8. Contractibility of the repeated marking subcomplex
We now return to the combinatorial topology of ∆g,n and proceed with the proof of
Theorem 1.1. Let ∆repg,n ⊆ ∆g,n be the subcomplex parametrizing volume 1 tropical curves
(G, `,m,w) in which the marking function m : {1, . . . , n} → V (G) is not injective, i.e.,
some vertex has at least two of the marked points. We say that such a curve has repeated
markings, and similarly we say that G = (G,m,w) ∈ Jg,n is repeating in this situation.
The main result of this section, restated from the introduction, is the following.
Theorem 1.1. For all g > 0 and n > 1, the repeated marking subcomplex ∆repg,n is con-
tractible.
Proof. Recall from §2.1 that the core of G = (G,m,w) ∈ Jg,n is the smallest connected
subgraph of G that contains all cycles and all vertices of positive weight, and that when
g > 0, the core is necessarily nonempty.
Let ∆i be the subcomplex of ∆
rep
g,n parametrizing volume 1 curves with at most i core
edges. So ∆repg,n = ∆3g−3+n ⊇ · · · ⊇ ∆0. To prove the theorem, we will define, for each
i > 0, a map
ρi : ∆i × [0, 1]→ ∆i
that we will show is a strong deformation retraction onto ∆i−1. After showing that ρi
is a deformation retract, we will prove that ∆0 is contractible. Finally, applying each
retraction ρi in turn will give the theorem.
Let G = (G,m,w) ∈ Jg,n with core C. Then G − E(C) is a disjoint union of trees
Yv, each meeting the core at a single vertex v. Say that a core vertex v ∈ V (G) supports
a marked point α ∈ {1, . . . , n} if m(α) ∈ Yv. In other words, the vertices m(α) and
v are in the same connected component Yv of G − E(C). Then we make the following
structural observation: the tropical curves in ∆repg,n are precisely those in which some core
vertex supports more than one marking: this follows from the fact that every vertex of
Yv besides v has weight 0, so any leaf of Yv has at least two markings.
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Now for each i > 0, we will describe ∆i as follows. First, let Ti be the set of G =
(G,m,w) ∈ Jg,n such that:
• G has exactly i core edges,
• m is not injective, and
• every core vertex v of G that supports more than one marked point is incident to
exactly one non-core edge. We call that edge a distinguished bridge.
For each G ∈ Ti, let σ1(G) denote the simplex
σ1(G) = {` : E(G)→ R≥0 :
∑
`(e) = 1},
and write ∼ for the equivalence relation on ∐G∈Ti σ1(G) whose classes are fibers of the
map to ∆g,n. Then we have
∆i ∼=
( ∐
G∈Ti
σ1(G)
)
/ ∼ .
Indeed, the natural map
((∐
G∈Ti σ
1(G)
)
/∼) → ∆g,n is a continuous injection from a
compact to a Hausdorff space, so it is a homeomorphism onto its image. In fact, that
image is exactly ∆i; this follows from the observation that any tropical curve with less
than i core edges can be obtained by contractions from a graph with exactly i core edges.
We now define a continuous map
ρG : σ
1(G)× [0, 1]→ σ1(G)→ ∆i,
which we will soon use to define the desired map ρi : ∆i × [0, 1]→ ∆i.
Let ` : E(G) → R≥0 be a point in σ1(G) and t ∈ [0, 1]. Let c be the length of the
shortest core edge (it is possible that c = 0). Let j > 0 be the number of core vertices
that support more than one marked point. We define `t = ρG(`, t) : E(G) → R≥0 by
sending
`t(e) =

`(e)− tc if e is a core edge
`(e) + tci/j if e is a distinguished bridge
`(e) else.
Then ρG is evidently continuous. Note that if c = 0 then `t = ` for all t. In other words,
on the level of tropical curves, any curve with fewer than i edges in its core is fixed by
ρG for all t; while ρG sends a curve with exactly i edges in its core to the one obtained
by shortening its core edges by ct and apportioning the extra length equally among each
of the j distinguished bridges (which, for the purpose of this description, are allowed to
have zero length to begin with). In other words, the map∐
ρG :
∐
σ1(G)× [0, 1]→ ∆i
respects ∼, and so descends to a continuous map ρi : ∆i × [0, 1] → ∆i which by its
construction is evidently a strong deformation retract onto ∆i−1.
So it remains only to prove the claim that ∆0 is contractible. Let T denote the set of
objects G ∈ Jg,n in which there is a single vertex v0 of weight g which is 1-valent and has
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no marked points on it. Then
∆0 ∼=
( ∐
G∈T
σ1(G)
)
/ ∼,
where again ∼ denotes the equivalence relation whose classes are fibers of the canonical
map to ∆g,n. This is because any combinatorial type of tropical curve appearing in ∆0
may be recovered from some G ∈ T by contracting the unique edge incident to the
vertex v0 of weight g. Now for each G = (G,m,w) ∈ T , define a continuous map
ρG : σ
1(G) × [0, 1] → σ1(G) → ∆0 as follows. Let ` : E(G) → R≥0 be a point in σ1(G)
and t ∈ [0, 1], and let e0 be the unique edge incident to the weight g vertex in G. Then
we define `t = ρG(`, t) : E(G)→ R≥0 by
`t(e) =
{
(1− t)`(e) + t if e = e0
(1− t)`(e) else.
This is again evidently a continuous map, and the map
∐
ρG again descends to a con-
tinuous map ρ0 : ∆0 × [0, 1] → ∆0 which is a deformation retraction onto a point in ∆0.
Namely, the retraction is onto the tropical curve that has a single bounded edge of length
1, between a vertex of weight g and a vertex of weight 0 with all n markings. 
9. Proofs of Theorems 1.2, 1.3, 1.4, and 1.9
In this section, we apply Theorem 1.1, which identifies ∆repg,n as a large subcomplex in
∆g,n that is contractible, to prove the rest of the theorems stated in the introduction. We
begin by showing that contracting ∆rep1,n produces a bouquet of (n− 1)!/2 spheres indexed
by cyclic orderings of the set {1, . . . , n}.
Theorem 1.2. Both ∆1,1 and ∆1,2 are contractible. For n ≥ 3, the tropical moduli space
∆1,n is homotopy equivalent to a wedge sum of (n− 1)!/2 spheres of dimension n− 1.
Proof. The core of a genus 1 tropical curve is either a single vertex of weight 1 or a cycle.
Now if Γ ∈ ∆1,n \∆rep1,n then it cannot possibly contain a weight 1 vertex; if it did, then the
underlying graph of Γ is a tree, and either it has just one vertex v0 with all n markings,
or else and any leaf distinct from v0 has more than one marking on it.
So the core of Γ is a cycle with all vertices of weight zero, and each vertex supports at
most one marked point. The stability condition then ensures that each vertex supports
exactly one marked point. In other words, the combinatorial types of tropical curves
that appear outside the repeated marking locus consist of an n-cycle with the markings
{1, . . . , n} appearing around that cycle in a specified order. There are (n − 1)!/2 pos-
sible orders τ of {1, . . . , n} up to symmetry of the n-cycle, so we have (n − 1)!/2 such
combinatorial types Gτ .
Now, the case n = 2 is special: in this case, the unique cell of ∆1,2 not in ∆
rep
1,2 consists
of two vertices and two edges between them. Swapping the edges gives a nontrivial Z/2Z
automorphism on this cell, which then retracts to the repeated marking locus. So ∆1,2 is
contractible by Theorem 1.1. (The case n = 1 is even easier, as ∆1,1 is just a point.)
For n > 2, each Gτ has no nontrivial automorphisms, so the image of the interior of
σ1(Gτ ) in ∆1,n is an (n− 1)-disc whose boundary is identified with the repeated marking
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locus. Now it follows again from Theorem 1.1 that ∆1,n has the homotopy type of a wedge
of (n− 1)!/2 spheres of dimension n− 1. 
Next, we prove a connectivity bound for ∆g,n. The key technical input is Theo-
rem 1.1(1).
Theorem 1.3. For g > 1, the tropical moduli space ∆g,n is (n− 5g + 4)-connected.
Note that the bound given by Theorem 1.3 does not hold when g is 0 or 1. Indeed,
Theorem 1.2 shows that that ∆1,n is exactly (n− 2)-connected, for n ≥ 3. Similarly, ∆0,n
is exactly (n− 5)-connected, for n ≥ 5. Rational homology vanishing suggests that ∆g,n
may be even more highly connected. See Proposition 9.5.
Let J repg,n denote the full subcategory of Jg,n consisting of graphs G ∈ Jg,n with repeated
markings. Now for every G = (G,m,w) ∈ Jg,n \ J repg,n , define S(G) ⊆ E(G) to be the set
of edges e ∈ E(G) satisfying:
• e has distinct endpoints x and y, i.e. e is not a loop,
• both x and y are once-marked, and
w(x) = w(y) = 0 and valG(x) = valG(y) = 2;
• no edge is parallel to e.
Here and below, valG(x) denotes the number of half-edges incident to x in the underlying
ummarked graph G. It should not be confused with val(x), introduced in Section 2, which
counts the number of half-edges plus the number of marked points at x in the weighted,
marked graph G.
Lemma 9.1. Let g > 1. Then for any G ∈ Jg,n \ J repg,n , we have:
(i) For every ρ ∈ Aut(G) and e ∈ S(G), we have ρ · e = e.
(ii) If e, f ∈ E(G) \ S(G) are distinct, and G/e 6∈ J repg,n , then f 6∈ S(G/e), where f
denotes the image of f in G/e.
(iii) |E(G)| > |S(G)| ≥ n− 5g + 5.
Proof. Statement (i) follows from the fact that e is the only edge with the marked vertices
x and y as its endpoints. For statement (ii), we have that f 6∈ S(G), which is equivalent
to at least one of the following conditions holding:
(1) f is a loop,
(2) f = xy is a nonloop with a parallel edge f ′,
(3) f = xy is a nonloop with w(x) > 0 or w(y) > 0, or
(4) f = xy is a nonloop with valG(x) ≥ 3 or valG ≥ 3.
Moreover, if (1), (3), or (4) holds for f then (1), (3), or (4) holds for f ∈ E(G/e) as
well. If (2) holds for f then (1) or (2) holds for f ∈ E(G/e) as well. So we conclude that
f 6∈ S(G/e).
For statement (iii), fix g > 1 and fix G = (G,m,w) ∈ Jg,n \ J repg,n . First note that
S(G) ( E(G), since if S(G) = E(G) then every vertex of G would be 2-valent, once-
marked and weight zero, which is impossible for g > 1. Next, since G 6∈ J repg,n , we have
that m is injective. Thus G is obtained from some G0 ∈ Jg,0 by adding n markings at
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distinct points, either on vertices of G0 or interiors of edges of G0. More formally, the
latter operation is regarded as an introduction of a new weight zero vertex supporting
that marking. At most 2g − 2 markings appear on vertices of G0, so at least n− 2g + 2
markings appear on edges of G0. Let n1, . . . , nk > 0 be the collection of positive numbers
of marked points added on edges. Note k ≤ |E(G0)| ≤ 3g − 3. Then we have that
|S(G)| = ∑ki=1(ni − 1) ≥ (n− 2g + 2)− (3g − 3) = n− 5g + 5. 
Before proving Theorem 1.3, we fix notation for simplices and their barycentric subdi-
visions. First, for E any finite set, write
∆E = {` : E → R≥0 |
∑
`(e) = 1} ⊂ RE.
Now given any subset Z ⊆ E we may regard ∆Z as a face of ∆E. Write Zc = E \ Z.
Given ∆1 ⊆ ∆Z and ∆2 ⊆ ∆Zc , we write ∆1 ∗∆2 = conv(∆1,∆2) ⊆ ∆E for the convex
hull; note that ∆1 ∗∆2 is naturally identified with the join of ∆1 and ∆2. For example,
∆E = ∆Z ∗ ∆Zc . For any simplex ∆, write Vert(∆) for the vertex set of ∆, and for
v ∈ Vert(∆), write ∆v for the unique facet of ∆ not containing v.
For any simplex ∆, let ∆◦ denote the interior of ∆ and let ∂∆ denote the boundary
of ∆. If dim ∆ = 0, we take ∆◦ = ∆ and ∂∆ = ∅. Let Bar(∆) denote the barycentric
subdivision of ∆. Thus Bar(∆) is a collection of closed simplices forming a polyhedral
complex supported on ∆. Let c(∆) denote the central vertex of Bar(∆); that is, c(∆) is
the unique simplex of Bar(∆) which does not meet ∂∆.
Let Bar◦(∆) denote the subcollection of Bar(∆) consisting of those simplices containing
c(∆) as a vertex. Note that the members of Bar◦(∆) are still closed simplices, but Bar◦(∆)
is no longer a polyhedral complex, since not all faces of simplices in Bar◦(∆) are in
Bar◦(∆). Then we observe the equality of sets
(7)
∐
∆′∈Bar◦(∆)
(∆′)◦ = ∆◦.
Proof of Theorem 1.3. For any positive g, we note that ∆g,n is homotopy equivalent to
∆g,n/∆
rep
g,n, using Theorem 1.1. We will give ∆g,n/∆
rep
g,n a CW-complex structure with a
single 0-cell and all of whose positive dimensional cells have dimension at least n−5g+5,
which is enough to prove the theorem.
We fix a single 0-cell denoted •repg,n to be the image of ∆repg,n in ∆g,n/∆repg,n. Now, let
G ∈ Jg,n\J repg,n . Recall the definition of S(G) preceding Lemma 9.1; we will write S = S(G)
and T = E(G) \ S. Note that T 6= ∅ is guaranteed by Lemma 9.1(3). Let Σ(G) be the
collection of simplices
Σ(G) = {∆S} ∗ Bar◦(∆T ) = {∆S ∗∆′ : ∆′ ∈ Bar◦(∆T )}.
Notice every simplex of Σ(G) sits inside ∆E(G). We also record for future use the equality
of sets
(8) (∆E(G))◦ =
∐
∆′′∈Σ(G)
(∆′′)◦.
Now Aut(G) naturally acts on the points of ∆E(G); write ·∆ for this action. We now
claim the following.
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Claim 9.2. The action ·∆ of Aut(G) on the points of ∆E(G) induces an action of Aut(G)
on the finite set Σ(G), which we denote ·Σ. Then if ρ ·Σ ∆′ = ∆′ for some ρ ∈ Aut(G)
and some ∆′ ∈ Σ(G), then ρ ∈ Aut(G) ·∆ p = p for each point p ∈ ∆′. In other words, if
ρ fixes a simplex ∆′ setwise, then ρ fixes ∆′ pointwise.
Proof of Claim 9.2. By Lemma 9.1(1), the action ·∆ of Aut(G) on the points of ∆E(G)
restricts to two actions on ∆S and ∆T . The first action is trivial, while the second induces
an action of Aut(G) on the finite set Bar◦(∆T ). This latter action has the property that
if ρ ∈ Aut(G) and ρ · ∆′ = ∆′ for ∆′ ∈ Bar◦(∆T ), then ρ fixes ∆′ pointwise under ·∆,
by properties of the barycentric subdivision. Indeed, given a simplex in Bar◦(∆T ), every
vertex lies in the interior of a unique face of ∆T and all of those faces have dimensions
that are different from each other. Together these facts imply the claim. 
Now let {∆Gα } be a set of Aut(G)-orbit representatives of Σ(G). For an element ∆Gα
we let φGα be the composition of the natural maps
∆Gα ↪→ ∆E(G) → ∆g,n → ∆g,n/∆repg,n.
Let eGα = φ((∆
G
α )
◦). The following claim will finish the proof of Theorem 1.3.
Claim 9.3. As G ranges over Jg,n \ J repg,n and ∆Gα ranges over a set of Aut(G)-orbit
representatives for Σ(G), the spaces eGα , taken together with the 0-cell •repg,n, give a CW
structure on ∆g,n/∆
rep
g,n, with characteristic maps φ
G
α : ∆
G
α → ∆g,n/∆repg,n, such that every
cell except for •repg,n has dimension at least n− 5g + 5.
Proof of Claim 9.3. We verify the following statements:
(i) For each G ∈ Jg,n \ J repg,n , each φGα |(∆Gα )◦ is a homeomorphism (∆Gα )◦
∼=−→ eGα , and
dim eGα ≥ n− 5g + 5.
(ii) ∆g,n/∆
rep
g,n = {•repg,n} q
∐
eGα as sets.
(iii) Writing (∆g,n/∆
rep
g,n)
(k) for the union in ∆g,n/∆
rep
g,n of all cells of dimension at most k,
we have
φGα (∂∆
G
α ) ⊆ (∆g,n/∆repg,n)(dim ∆
G
α −1).
Proof of (i). Given G ∈ Jg,n \J repg,n and given any ∆Gα , the map φGα : ∆Gα → ∆g,n admits
a quotient factorization through
(9) ∆Gα /∼−→ ∆g,n/∆repg,n,
where ` ∼ `′ if and only if φGα (`) = φGα (`′). The map (9) is a homeomorphism onto its
image, being continuous from a compact space to a Hausdorff space. To prove (i), it
remains to verify that ∼ is trivial on (∆Gα )◦. But this was verified in Claim 9.2. Indeed,
if `, `′ ∈ (∆Gα )◦, then ` ∼ `′ if and only if there exists ρ ∈ Aut(G) with ρ(`) = `′.
In particular by the disjointness of the sets in (7), ρ sends ∆Gα to ∆
G
α , hence fixes it
pointwise by Claim 9.2. Finally, note that (∆Gα ) is a simplex with at least |S|+1 vertices,
so dim eGα ≥ |S| ≥ n− 5g + 5.
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Proof of (ii). We want to show that the natural map∐
G∈Jg,n\Jrepg,n
(∐
α
(∆Gα )
◦
)
−→ (∆g,n/∆repg,n)− {•repg,n}
yields an equality of sets. It suffices to show that for each G ∈ Jg,n \ J repg,n , the natural
map ∐
α
(∆Gα )
◦ → (∆E(G))◦/Aut(G)
yields an equality of sets. But this follows from Equation (8) and the fact that the {∆Gα }
was a choice of Aut(G)-orbit representatives for Σ(G).
Proof of (iii). We proceed by induction on dim ∆Gα . Given G ∈ Jg,n \ J repg,n and given
any ∆Gα , it suffices to check that for every vertex v of ∆
G
α , we have
(10) φGα ((∆
G
α )v) ⊆ (∆g,n/∆repg,n)(dim ∆
G
α −1).
Recall that (∆Gα )v denotes the unique facet of ∆
G
α not containing v.
Recall the definitions of S = S(G) and T = E(G) \ S(G). Recall that Lemma 9.1(3)
implies T 6= ∅. Write ∆Gα = ∆S ∗ ∆′ for ∆′ ∈ Bar◦(∆T ). Then dim ∆Gα = |S| + dim ∆′.
Let ∆′′ = ∆′c(∆T ). Note that
(11) Vert(∆Gα ) = Vert(∆
S)q Vert(∆′′)q {c(∆T )}.
Let v ∈ Vert(∆Gα ). We check the claim in (10) in each of the three cases (11). First, if
v ∈ Vert(∆S) then we have φGα ((∆Gα )v) = {•repg,n}. This is because for any e ∈ S(G), we
have G/e ∈ J repg,n .
Second, if v ∈ Vert(∆′′) then (∆Gα )v = ∆S ∗ ∆′v is Aut(G)-equivalent to some ∆Gα′ .
Clearly dim ∆Gα′ < dim ∆
G
α , so
φGα ((∆
G
α )v) ⊆ ∆(dim ∆
G
α −1)
g,n
as desired.
Finally, suppose v = c(∆T ). Let T ′′ ⊆ T be such that ∆′′ ∈ Bar◦(∆T ′′); note T ′′ is
defined uniquely by this property. (If ∆′′ = ∅ then we take T ′′ = ∅.) Note also that
T ′′ 6= T . Let T ′ = T \ T ′′, so T ′ 6= ∅. Let G′ = G/T ′; since T ′ 6= ∅, we regard ∆E(G′) as a
proper face of ∆E(G). Now if G′ ∈ J repg,n , then we have φGα ((∆Gα )v) = {•repg,n} and the claim
is proved. Otherwise, let S ′ = S(G′). By Lemma 9.1(2), we may regard S ′ as a subset of
S. Write S ′′ = S \ S ′. So E(G′) \ S ′ = S ′′ ∪ T ′′.
We have
(∆Gα )v = ∆
S ∗∆′′
= ∆S
′ ∗ (∆S′′ ∗∆′′).
Now ∆S
′′ ∗ ∆′′ ⊂ ∆S′′∪T ′′ is a simplex, of dimension dim ∆′′ + |S ′′|. Moreover, since
∆′′ ∈ Bar◦(∆T ′′), it follows that ∆S′′ ∗∆′′ ⊂ ∆S′′∪T ′′ is a union of cells in Bar◦(∆S′′∪T ′′),
each of dimension at most dim ∆′′ + |S ′′|. Recalling that S ′′ ∪ T ′′ = E(G′) \ S ′, it follows
that ∆S
′ ∗ (∆S′′ ∗ ∆′′) is a union of a subset of cells Σ′ ⊆ Σ(G′), each cell in Σ′ having
dimension at most dim ∆′′ + |S ′′| + |S ′| = dim ∆′′ + |S|. Moreover, as ∆G′α′ runs over
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a set of Aut(G)-orbit representatives of the cells in Σ′, we have dim ∆G
′
α′ < dim ∆
G
α ,
so by induction φG
′
α′ (∆
G′
α′ ) ⊆ (∆g,n/∆repg,n)(dim ∆′′+|S|). Finally, we have dim ∆′′ + |S| =
dim ∆′ + |S| − 1 = dim ∆Gα − 1 so statement (iii) is proved. 
Having proved Claim 9.3, the proof of Theorem 1.3 is complete. 
We note the following immediate consequence of Theorem 1.3.
Corollary 9.4. For g > 1, the reduced homology H˜k(∆g,n;Z) vanishes for k ≤ n−5g+4.
Thus H˜k(∆g,n;Z) is concentrated in the top 8g − 9 degrees. With rational coefficients,
vanishing in an even wider range can be seen using Harer’s computation of the virtual
cohomological dimension of Mg,n from [Har86], as follows.
Proposition 9.5. The reduced rational homology of ∆g,n is supported in the top g − δ0,n
degrees, for g ≥ 1.
Proof. Suppose g ≥ 1. By [Har86], the virtual cohomological dimension ofMg,n is 4g−4+
n− δ0,n, where δij is the Kronecker delta function. Therefore, the top weight cohomology
ofMg,n is supported in degrees {3g− 3 +n, . . . , 4g− 4 +n− δ0,n}, and hence H˜k(∆g,n,Q)
vanishes unless 2g − 3 + n+ δ0,n ≤ k ≤ 3g − 4 + n. 
Now we verify Theorem 1.4, which gives the top weight rational cohomology of M1,n
as an Sn-representation. The result is:
Theorem 1.4. For each n ≥ 1, the top weight cohomology of M1,n is
GrW2nH
i(M1,n;Q) ∼=
{
Q(n−1)!/2 for n ≥ 3 and i = n,
0 otherwise.
Moreover, for each n ≥ 3, the representation of Sn on GrW2nHn(M1,n;Q) induced by
permuting marked points is
IndSnDn,φ Res
Sn
Dn,ψ
sgn.
Here φ : Dn → Sn is the dihedral group of order 2n acting on the vertices of an n-gon,
ψ : Dn → Sn is the corresponding embedding into the permutation group on the edges of
the n-gon, and sgn denotes the sign representation of Sn.
Proof. The first statement follows from combining Theorem 1.2, Corollary 5.4, and Propo-
sition 5.6. Now let n ≥ 3. It suffices to identify the representation of Sn on the vector
space
V = Hn−1(∆1,n/∆
rep
1,n;Q)
obtained by permuting the marked points. Indeed, the compactification Mg,n ⊂ Mg,n
and the identification of ∆g,n with the dual complex of the Deligne–Mumford boundary
divisor ∆(Mg,n rMg,n) are certainly equivariant under permuting marked points, as is
the contraction of ∆repg,n studied in Theorem 1.1. Recall that V is the Q-vector space
spanned by the homology classes of the (n−1)-spheres in the wedge ∆1,n/∆rep1,n, which are
in bijection with cyclic orderings of {1, . . . , n}, by Theorem 1.2.
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Let φ : Dn → Sn be the embedding of the dihedral group as a subgroup of the permuta-
tions of the vertices {1, . . . , n} of an n-cycle. Choose left coset representatives σ1, . . . , σk,
where k = (n− 1)!/2, and write [σi] for the corresponding basis elements of V . For any
pi ∈ Sn, we have piσi = σjpi′ for some pi′ ∈ Dn. Then pi · [σi] = ±[σj], where the sign
depends exactly on the sign of the permutation on the edges of the n-cycle induced by pi′.
This is because the ordering of the edges determines the orientation of the corresponding
sphere in ∆1,n/∆
rep
1,n. Therefore the representation of Sn on V is exactly Ind
Sn
Dn,φ
ResSnDn,ψsgn,
where the restriction is according to the embedding of ψ : Dn → Sn into the group of per-
mutations of edges of the n-cycle. 
We conclude with the proof of Theorem 1.9, giving an explicit dual basis of torus classes
to the top-weight cohomology of M1,n.
Theorem 1.9. For each n ≥ 3, the classes [tG] ∈ Hn(M1,n;Q) indexed by cycles with n
vertices labeled by distinct elements of {1, . . . , n} form a dual basis to GrW2nHn(M1,n;Q).
Proof. The proof of Theorem 1.2 shows that the tropical moduli space ∆1,n has a con-
tractible subcomplex ∆rep1,n whose complement is the union of the (n− 1)!/2 open cells of
dimension n − 1 corresponding to graphs G ∈ J1,n in the set L of loops with n vertices
labeled by distinct elements of {1, . . . , n}. Contracting this subcomplex gives a homotopy
equivalence onto a bouquet of (n − 1)!/2 spheres indexed by L. Let {eG}G∈L be the
natural basis for Hn−1(∆1,n/∆
rep
1,n;Q) induced by a choice of orientation on each of these
spheres (e.g. by making a choice depending on the cyclic ordering of the markings on G),
with e′G the corresponding basis for Hn−1(∆1,n,Q).
Suppose F is a cellular (n− 1)-chain on ∆1,n whose homology class is [F ] = e′G. Then
the oriented face of ∆1,n corresponding to G appears in F with multiplicity 1, and the
faces corresponding to other loops with n distinct labeled vertices appear with coeffi-
cient zero. Therefore, by Proposition 6.2, the natural isomorphism Hn−1(∆1,n;Q)
∼−→
GrW2nH
n(M1,n;Q) maps e′G to the class of a differential form [ωG] such that
∫
[tG]
ωG =
(2pi
√−1)n and ∫
[tG′ ]
ωG = 0 for G
′ 6= G in L. In particular, the classes {[ωG]/(2pi
√−1)n}G∈L
form a basis for the top weight cohomology GrW2nH
n(M1,n;Q) and the classes {[tG]}G∈L
are a dual basis. 
Appendix A. Logarithmic forms, residues, and weight filtrations for DM
stacks
In this appendix, we briefly review logarithmic forms and weight filtrations in the
context of simple normal crossings partial compactifications of smooth varieties, following
standard constructions from [Del71, KK98, Voi02]. Using the language of generalized ∆-
complexes, the constructions naturally generalize to the case of (not necessarily simple)
normal crossings divisors from which it is easy to generalize to DM stacks. We include,
in particular, proofs of Propositions 5.6 and 6.2. For additional background, details, and
references regarding the extensions of de Rham cohomology and mixed Hodge structures
to stacks, see [Beh04] and [Tel98, Dhi06], respectively.
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A.1. Logarithmic forms and weight filtrations. Let V be a smooth variety of di-
mension d, let D ⊂ V be a divisor with simple normal crossings, and let U = V rD, with
ι : U ↪→ V the open inclusion. We shall later require V to be compact but for now it need
not be. We shall write AqU for the sheaf of complex-valued smooth (i.e., C∞) differential
q-forms on U and recall that A•U with the exterior differential forms a resolution of the
constant sheaf C by acyclic sheaves. In particular the cohomology of the induced complex
of global sections
0→ Γ(U,A0)→ · · · → Γ(U,A2d)→ 0
is canonically identified with the (sheaf cohomology and hence the) singular cohomology
H∗(U,C).
There are subsheaves WmAqV (logD) ⊂ ι∗AqU on V defined by the following local condi-
tion. If z1, . . . , zd are local holomorphic coordinates on an open subset of V , in which D
is defined by z1 · · · zk = 0, then we require the q-form in these local coordinates to be of
the form ∑
I
ωI ∧ dzi1
zi1
∧ · · · ∧ dzim
zim
,
where the sum is over all multi-indices I = (1 ≤ i1 < · · · < im ≤ d) and the ωI
are sections of Aq−mV . Adding over all q gives subsheaves WmA•V (logD) ⊂ ι∗A•U which
are closed under exterior derivative and wedge product with sections of A•V . We have
WmAqV (logD) ⊂ Wm+1AqV (logD) and we write AqV (logD) = WqAqV (logD) for the union.
It is easy to see that the inclusion A•V (logD) ↪→ ι∗AU induces a quasi-isomorphism on
stalks, and since each AqV (logD) is acyclic and AU is ι∗-acyclic (see, e.g. [KK98, §4.3]),
it induces a quasi-isomorphism on global sections. Hence the cohomology of the complex
0→ Γ(V,A0V (logD))→ · · · → Γ(V,A2dV (logD))→ 0
is canonically identified with H∗(U ;C).
The filtration of A•V (logD) by the subsheaves WmA•(logD) then gives rise to a filtra-
tion on Hq(U ;C) in which Wm+qHq(U ;C) is the image of the qth cohomology group of
Γ(V,WmA•V (logD)), i.e., it consists of the cohomology classes which admit de Rham repre-
sentatives which are global sections of WmA•(logD). We shall write GrW H•(U ;C) for the
associated graded object, i.e., GrWm+qH
q(U ;C) = Wm+qHq(U ;C))/(Wm+q−1Hq(U ;C)).
We may also pass to associated graded before taking cohomology and we shall write
GrWm Γ(V,A•V (logD)) = Γ(V,WmA•V (logD))/Γ(V,Wm−1A•V (logD)). As usual the filtered
chain complex gives rise to a spectral sequence, which in this case has
E−p,q∞ = Gr
W
q H
q−p(U ;C)
E−p,q0 = Gr
W
p Γ(V,Aq−pV (logD)),
concentrated in the region 0 ≤ p ≤ d = dimC(V ) and p ≤ q ≤ 2d + p. The differen-
tials have bidegrees dr : E
−p,q
r → E−p+r,q−r+1r and d0 is induced by exterior derivation
d : Aq−pV (logD) → Aq+1−pV (logD). This spectral sequence is called the weight spectral
sequence and it converges because the filtration has finitely many steps.
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A.2. Residues and the weight spectral sequence. The E1 page of the weight spectral
sequence may be described explicitly using the Poincare´ residue homomorphism, which
gives an isomorphism from E−p,q1 to the singular cohomology of the normalization of the
closure of the codimension p stratum D(p) ⊂ D. In the literature this is commonly defined
in the case where D ⊂ V has simple normal crossings and moreover there is chosen an
ordering D1, . . . , Dr of its irreducible components. Using the language of generalized
∆-complexes, the definition is easily generalized to arbitrary normal crossing divisors
provided we keep track of the monodromy. We briefly give the definitions.
Recall that as part of our definition of ∆(D) as a generalized ∆-complex in Section 5.2
we defined for each p ≥ 0 a smooth variety D˜([p]) → D ⊂ V , where D˜([0]) → D is
the normalization and the closed points of D˜([p]) are the (p+ 1)-tuples of distinct closed
points in D˜([0]) which lie over the same point in D. The symmetric group Sp acts freely
on D˜([p−1]) by permuting coordinates and the quotient D˜([p−1])/Sp is a smooth variety
immersing into V . In fact D˜([p − 1])/Sp may be interpreted as the normalization of the
closure of the codimension p stratum D(p) ⊂ V . We shall write Zsign for the local system
on D˜([p − 1])/Sp corresponding to the sign representation Sp → {±1} and similarly
Csign. The sheaf A•
D˜([p−1])/Sp ⊗C C
sign is then the sheaf of smooth differential forms on
D˜([p− 1])/Sp with values in the flat vector bundle Csign.
The Poincare´ residue is a homomorphism
(12)
E−p,q0
res−−→ (Γ(D˜([p− 1]),Aq−2p
D˜([p−1]))⊗C C
sign)Sp
= Γ(D˜([p− 1])/Sp,Aq−2pD˜([p−1])/Sp ⊗C C
sign),
under which the differential d0 in the spectral sequence corresponds to the exterior de-
rivative in the de Rham complex of D˜([p − 1]), defined as follows. If z1, . . . , zd are local
holomorphic coordinates on an open subset of V in which D is defined by z1 · · · zk = 0
then each equation zi = 0 determines a smooth branch of D which lifts canonically to an
open subset of F ([0]). Given distinct indices i0, . . . , ip−1 ∈ {1, . . . , k} we then obtain p
open subsets of F ([0]) whose fiber product over V defines an open subset D(zi0 ,...,zip−1 ) ⊂
D˜([p − 1]) injecting to the subset of D defined by the equation zi0 · · · zip−1 = 0. By
varying over local coordinates (z1, . . . , zd) in which D is defined by z1 · · · zk = 0, the re-
sulting open subsets D(zi0 ,...,zip−1 ) cover D˜([p− 1]). Any weight p differential (q − p)-form
ω ∈ WpΓ(V ;Aq−pV (logD)) may locally be written as
η(i0,...,ip−1) ∧
dzi0
zi0
∧ · · · ∧ dzip−1
zip−1
+ η′ +
∑
J
ηJ
dzJ
zJ
,
where η′ has weight p− 1 and the sum is over multiindices J = (1 ≤ j0 < · · · < jp−1 ≤ k)
that are not permutations of (i0, . . . , ip−1). The residue res(ω) ∈ Γ(D˜([p − 1]),Aq−2pD˜([p−1]))
may be defined by the local formula
res(ω)|D(zi0 ,...,zip−1 ) = η(i0,...,ip−1)|D(zi0 ,...,zip−1 ) ,
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which is easily seen to be well defined and to give an Sp invariant element of Γ(D˜([p −
1]),Aq−2p
D˜([p−1]))⊗C Csign.
Just as in the case of simple normal crossings, the residue homomorphism (12) sends
the d0 differential in the spectral sequence to the exterior derivative of forms, and is in
fact a quasi-isomorphism. Hence it induces an isomorphism
(13)
E−p,q1
res−−→ (Hq−2p(D˜([p− 1]);C)⊗ Zsign)Sp
= Hq−2p(D˜([p− 1])/Sp;Csign).
Since dimR(D˜([p− 1])/Sp) = dimR(V )− 2p = 2d− 2p we see that E−p,q1 = 0 for q > 2d so
there are no differentials coming into the row E−∗,2dr for r ≥ 2. Hence we obtain an edge
homomorphism
H2d−p(U ;C)  GrW2d H2d−p(U ;C) = E−p,2d∞ ↪→ E−p,2d2 .
Assuming now in addition that V is compact we can say more about the row E∗,2d2
and in fact the whole spectral sequence. Indeed, if V is compact then the smooth variety
D˜([p− 1]) is also compact, and hence we have Poincare´ duality isomorphisms
E−p,q1 = H
q−2p(D˜([p− 1])/Sp;Csign) ∼= H2d−q(D˜([p− 1])/Sp;Csign).
In particular for q = 2d we have
E−p,2d1 = H
2d−2p(D˜([p− 1])/Sp;Csign) ∼= H0(D˜([p− 1])/Sp;Csign) = C˜p−1(∆(D);C)
where Cp−1(∆(D);C) is the cellular chains of the generalized ∆-complex ∆(D), as defined
in Section 4. A diagram chase shows that the isomorphism sends the differential d1 in
the spectral sequence to the boundary map in the cellular chains, and hence induces an
isomorphism
E−p,2d2 ∼= H˜p−1(∆(D);C).
Finally, the Hodge filtration of A•V (logD) gives a mixed Hodge structure on the entire
spectral sequence, and when V is compact the rows of the E1 page are pure of different
weight. Hence the same is true for the E2 page, and since no differential can exist between
pure Hodge structures of different weight the spectral sequence must collapse on the E2
page. Hence in this case the edge homomorphism
GrW2d H
2d−p(U ;C) = E−p,2d∞ ↪→ E−p,2d2 = H˜p−1(∆(D);C)
is an isomorphism, proving Proposition 5.6.
The edge homomorphism on the E1 page of the spectral sequence described above is
induced by an explicit composition
WpΓ(V,A2d−pV (logD))  E−p,2d0 res−−→ Γ(D˜([p− 1]);A2d−2p)
∫
−→ C˜p−1(∆(D);C),
where
∫
is the following homomorphism. Recall that Cp−1(∆(D);C) is spanned over C
by symbols [Y ], where Y ⊂ D˜([p − 1]) runs through path components, subject to the
relation [σY ] = sgn(σ)[Y ] for σ ∈ Sp. Then
∫
sends a top degree differential form η
on D˜([p − 1]) the chain 1
p!
∑
Y(
∫
Y η)[Y ] ∈ Cp−1(∆(D);C), where the sum is over path
THE TROPICALIZATION OF THE MODULI SPACE OF CURVES II 43
components Y ⊂ D˜([p − 1]). For a weight p form ω ∈ Γ(V,A2d−pV (logD)) we can view
res(ω) as a top differential form on the stratum D(p) ⊂ D with values in the flat vector
bundle Csign, extending to a form on the normalization of the closure of this stratum.
Hence we shall also write ω 7→ ∫
D(p)
res(ω) ∈ Cp−1(∆(D);C) for this composition.
A.3. De Rham cohomology of smooth DM stacks. As remarked earlier, the defi-
nition of ∆(D) as a generalized ∆ complex applies equally well in the case of a normal
crossings divisor D in a proper DM stack X . The weight spectral sequence and the residue
integral isomorphism from GrWp H
q−p(X ;C) to H˜p−1(∆(D);C) are easily generalized to
this setting.
Recall that the de Rham complex of X is defined using an etale atlas V → X as the
equalizer
Γ(X ,A•X )→ Γ(V,A•V )−→−→Γ(V ×X V,A•V×XV )
and similarly for A•X and the subsheaves WmA•X (logD) ⊂ A•X ).
Just as in the special case of a variety X with a simple normal crossing divisor D,
discussed above, the sheaves A•X (logD) are acyclic, the inclusion A•X (logD) ⊂ ι∗A•(X )
is a quasi-isomorphism, and A•(X ) is ι∗-acyclic, where ι : X ↪→ X is the open immersion.
Therefore, the cohomology of the complex
0→ Γ(X ,A0X (logD))→ · · · → Γ(X ,A2dX (logD))→ 0
is naturally identified with H∗(X ,C).
With these definitions, the construction and properties of the weight spectral sequence
carries through verbatim to the case of DM stacks. To phrase the result in terms of
residue integrals, let us also recall that the integral of a compactly supported top degree
differential form ω on a global quotient stack V = [U/G], is defined as
∫
V
ω = 1|G|
∫
U
p∗ω,
where p : U → V is the quotient map. On stacks that are not global quotients the
integral is defined using partitions of unity. If V is a smooth proper DM stack of complex
dimension d, possibly with several components, the integral then gives an isomorphism
H2ddR(V ;C)→ H0(V ;C), just as in the case of varieties.
As for varieties, the spectral sequence again collapses at the E2 page and the Poincare´
residue gives an isomorphism E−p,2d1 → C˜p−1(∆(D);C), assuming of course that X is
proper. We use this to prove Proposition 6.2, as follows. The isomorphism
E−p,2d0 = Gr
W
p Γ(X ,A2d−pX (logD))
= WpΓ(X ,A2d−pX (logD))/Wp−1Γ(X ,A
2d−p
X (logD))
and the fact that E1 is the cohomology of E0, we see that any chain F ∈ C˜p−1(∆(D);C)
is of the form
∫
D(p) res(ω) for some ω which represents a class in E
−p,2d
1 , i.e., ω has weight
p but dω has weight p − 1. This proves (i). The fact that the residue integral induces
an isomorphism E−p,2d1 ∼= C˜p−1(∆(D);C) easily implies (iii). Claim (ii) is slightly more
subtle; it may be deduced from the collapse of the spectral sequence, as follows. Let
F ∈ C˜p−1(∆(D);C) be a cycle and write F =
∫
D(p) res(ω) for some ω with weight p and
dω weight p − 1. Then the class [ω] ∈ E1 survives to E2 because F is a cycle, by the
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chain isomorphism E−p,2d1 ∼= C˜p−1(∆(D);C). By construction of the spectral sequence
associated to a filtered cochain complex, the class [ω] survives to E2 if and only if there is
a representative differential form ω such that dω has weight p−2. Similarly, if we assume
inductively that [ω] survives to represent a class on the Er page, then the differential d
r[ω]
is the obstruction to choosing a representative differential form with dω having weight
p − (r + 1). Therefore the collapse of the spectral sequence implies that any [ω] which
survives to E2 survives to E∞, and hence that if F ∈ C˜p−1(∆(D);C) is a cycle, there is
no obstruction to finding a closed ω of weight p with F =
∫
D(p) res(ω), proving (ii).
A.4. Top weight cohomology with rational coefficients. We now give a second proof
of Proposition 5.6, identifying the reduced rational homology of the boundary complex
with the top weight cohomology of the stack, which does not involve logarithmic forms and
residues. Instead, we closely follow the proof for varieties given in [Pay13, Theorem 4.4].
The one additional fact needed is that the cohomology of smooth DM stack Y with
projective coarse moduli space Y is pure. To see this, note that the natural map Y → Y
induces an isomorphism H∗(Y ;Q) → H∗(Y ;Q) (see [Beh04] or [Edi13, Theorem 4.40])
and, since Y is a Ka¨hler V -manifold, its cohomology is pure [PS08, Theorem 2.43].
Proof of Proposition 5.6. After a finite sequence of blow-ups, we may assume that the
irreducible components D1, . . . ,Dr of D are smooth. Then there is a simplicial stack
whose (k − 1)-simplices are given by the disjoint union
(14)
∐
1≤i0≤···≤ik−1≤r
Di0 ×X · · · ×X Dik−1 .
The resulting spectral sequence converges to H∗(D;Q) and has Ep,q1 given by Hq(−;Q)
of (14). See [Del74, 5.2.1.1] for more details on this spectral sequence. The entire spectral
sequence preserves the weight filtration, and we obtain a spectral sequence converging to
W0H
∗(D;Q) whose Ep,q1 is given byW0Hq(−;Q) of (14). Then, since eachDi0×X · · ·×XDip
in (14) is a smooth and proper DM stack with projective coarse moduli space, its mixed
Hodge structure is pure, as noted above. In particular, the weight zero cohomology of
D is concentrated in degree zero. The spectral sequence is therefore concentrated on the
line E1∗,0, where it is isomorphic to the cellular chain complex for ∆(D). This proves
W0H
k(D;Q) ∼= Hk(∆(D);Q).
The long exact pair sequence for (X ,D) and Poincare´ duality identify W0Hk(D;Q) with
GrW2nH
2n−k−1(X ;Q), and the theorem follows. 
A.5. Rational homology of ‖∆(D•)‖. Finally, we prove Proposition 5.8, that for a
normal crossings compactification D ⊂ X, the natural map ‖∆(D•)‖ → |∆(D)| induces
an isomorphism in rational homology, where as ‖∆(D•)‖ is as discussed in §5.5.
Proof. We shall study the simplicial abelian group [q] 7→ Cp(∆(Dq);Q) for each fixed p.
There is an associated chain complex
· · · → Cp(∆(Dq);Q) ∂−→ Cp(∆(Dq−1);Q)→ · · · → Cp(∆(D0);Q)→ Cp(∆(D);Q)→ 0,
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in which ∂ =
∑q
i=0(−1)i(di)∗. It suffices to prove that this chain complex is acyclic for
each p and in fact we shall construct an explicit chain contraction.
We shall write V−1 = X and d0 : V = V0 → V−1 = X and similarly for D−1 = D. We
will use the fact that d0 : Vq → Vq−1 is an e´tale map and that Dq = Vq ×Vq−1 Dq−1 to
produce “transfer” maps
τ : Cp(∆(Dq−1);Q)→ Cp(∆(Dq);Q)
for all q ≥ 0 with the properties that d0 ◦ τ = id and di ◦ τ = τ ◦ di−1 for i = 1, . . . , q + 1.
This implies ∂ ◦ τ + τ ◦ ∂ = id giving the required chain contraction.
To construct this operation τ , let E → D be the normalization and let
D˜([p]) ⊂ E ×X · · · ×X E
be as in §5.2, with the symmetric groups Sp+1 acting by permuting the coordinates. Recall
that the Q vector space Cp(∆(D);Q) is generated by symbols [C] where C ⊂ D˜([p]) is an
irreducible component, subject to the relations [σC] = sgn(σ)[C] for σ ∈ Sp+1. Similarly
we have normalizations Eq → Dq and subvarieties D˜q([p]) ⊂ Eq×Vq · · ·×VqEq of the (p+1)-
fold fiber product and Cp(∆(Dq);Q) is generated by symbols [C] where C ⊂ D˜q([p]) is an
irreducible component. By the same argument as in the proof of Lemma 5.2, we have a
pullback diagram
D˜q([p]) //
d0

Vq
d0

D˜q−1([p]) // Vq−1,
and in particular D˜q([p]) → D˜q−1([p]) is an e´tale map between smooth (but likely dis-
connected) varieties. For each component C ⊂ D˜q−1([p]) the inverse image in D˜q([p])
is a disjoint union of smooth components C ′1, . . . , C
′
r and to each of them we attach the
number mj ∈ Z>0 defined as the degree of the field extension κ(C) ⊂ κ(C ′j) and let
wj = mj/(
∑
kmk). We then define τ : Cp(∆(Dq−1);Q) → Cp(∆(Dq);Q) by sending [C]
to
∑
wj[C
′
j].
It is then clear that d0τ([C]) = d0(
∑
wi[C
′
i]) =
∑
wi[C] = [C] and it remains to see
that diτ([C]) = τ(di−1[C]) for i > 0, which may be deduced from the pullback diagram
D˜q([p])
di //
d0

D˜q−1([p])
d0

D˜q−1([p])
di−1
// D˜q−2([p]).
Indeed, if the inverse image of C ′′ = di−1(C) ⊂ D˜q−2([p]) is the disjoint union of com-
ponents C ′1, . . . , C
′
r ⊂ D˜q−1([p]) then the inverse image of C itself is the disjoint union of
C ×C′′ C ′1, . . . , C ×C′′ C ′1 ⊂ D˜q([p]). Then τ([C]) is a weighted average of the components
of
∐
iC ×C′′ C ′i and diτ([C]) is a weighted average of their images in D˜q−1([p]) which is
a weighted average the C ′i. The class τ(di−1)([C]) = τ(C
′′) is also a weighted average of
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the C ′i and it remains to see that the weights agree. This follows from the fact that the
ring κ(C) ⊗κ(C′′) κ(C ′i) splits as a product of field extensions of κ(C) whose degrees add
up to the degree of the field extension κ(C ′′)→ κ(C ′i). 
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