In this paper, a self-organizing map (SOM) scheme for mobile location estimation in a direct-sequence code division multiple access (DS-CDMA) system is proposed. As a feedforward neural network with unsupervised or supervised and competitive learning algorithm, the proposed scheme generates a number of virtual neurons over the area covered by the corresponding base stations (BSs) and performs non-linear mapping between the measured pilot signal strengths from nearby BSs and the user's location. After the training is finished, the location estimation procedure searches for the virtual sensor which has the minimum distance in the signal space with the estimated mobile user. Analytical results on accuracy and measurement reliability show that the proposed scheme has the advantages of robustness and scalability, and is easy for training and implementation. In addition, the scheme exhibits superior performance in the non-line-of-sight (NLOS) situation. Numerical results under various terrestrial environments are presented to demonstrate the feasibility of the proposed SOM scheme.
Introduction
Mobile location estimation in cellular networks is a procedure to estimate the position of a mobile user in the geographical area covered by the networks. The location information is not only important to network resource management, but is also a practical requirement, for example Emergency 911 of the U.S. Federal Communication Commission (FCC), which requires the estimation reliability within an accuracy of 125 m for 67% of the time [1] has been asked to improve the accuracy to 40 m for 90% of the time [11] . Moreover, as the data services are growing, location-related applications and services, such as mobile yellow pages, location-specific advertising, traffic monitoring, and navigation service, are potential markets for service providers and operators in the near future.
Among many existing wireless positioning schemes, the global positioning system (GPS) can give adequate accuracy of estimation less than 50 m. The network operators, however, prefer to consider solutions based on the cellular network infrastructure in terms of cost, complexity, power consumption of handset, etc. In addition, the accuracy of GPS in an urban area may not be as accurate as in a rural area due to non-line-of-sight (NLOS) circumstance. The existing cellular network-based location tracking approaches are based on the received signal strength (RSS) [6] [7] [8] [9] [10] , angle of arrival (AOA), time of arrival (TOA) [4] , time difference of arrival (TDOA) [3, 11] , and hybrid TDOA/AOA [13] . In these approaches a mobile station (MS) whose position is being tracked basically interacts with several base stations (BSs). The AOA-based approach may need two or more BSs for measurement while TOA-, TDOA-or signal strength-based solutions need three or more BSs. The TOA or TDOA approaches can give more accurate estimation in terms of line-of-site (LOS), however, they suffer from errors of synchronization or time measurement. Approaches using the received signal strength are based on the fact that the distance between the transmitter and the receiver is a function of path loss in the propagation. They are attractive because of the low cost and the availability of many practical path loss models. The methods in References [6, 7] estimate the mobile's trajectory and speed using a semi-Markov model. However, a model-based approach may lose accuracy due to the change of the mobile movement pattern and terrestrial situation. Other research works based on RSS include multidimensional scaling [8, 9] , statistical modeling [10] , and mobility profile prediction using fuzzy logic [5] .
For direct-sequence code division multiple access (DS-CDMA) systems, the challenge for the measurement-based approach comes from multi-path propagation, shadowing, multi-access interference (MAI) [1, 2] , and non-line-of-sight (NLOS) which is common in urban. The effect of multi-path propagation can be mitigated by using a smart coherent combiner (e.g., Rake receiver) [14] . As for shadowing, besides using more precise models, as it is caused by large obstacles in the propagation path and has high correlation, a location-dependent correction term can be added to the path loss function. The MAI includes both intracell interference, which is caused by downlink signals of an MS own cell, and inter-cell interference, which is caused by signals from neighboring BSs. The intracell interference can be effectively mitigated by using orthogonal codes in the downlink and interference cancellation (IC). To reduce the interference from neighboring BSs, an idle time slot is inserted to the spread sequence of the pilot channel in each BS so that the BS can transmit pilot signal cyclically during measurement time to improve the hear-ability of the corresponding MS [11] . The effect of NLOS introduces high bias to AOA, TOA, or TDOA, due to the non-direct path measurements, and the variable attenuation to RSS in different urban areas. How to overcome the effect of NLOS is still an open issue.
In this paper, a novel location estimation scheme based on self-organizing map (SOM) is proposed. As a neural network model, the SOM sets up a set of virtual sensors within the area covered by corresponding BSs using a training course and performs a nonlinear mapping between the RSS from nearby BSs and the mobile user's location. To further reduce the computational complexity, a two-layer hierarchical SOM scheme is used, where the first layer SOM roughly locates a mobile and the second layer SOM provides accurate estimation. It is shown that the SOM scheme has the advantages of robustness, flexibility, and implementation, especially in NLOS situation. Numerical results under various terrestrial environments are presented to demonstrate the feasibility of the proposed scheme.
The rest of the paper is organized as following. In Section 2, we describe the mobile estimation model and the SOM algorithm. In Section 3, we present a two-layer hierarchical SOM scheme for estimating the mobile's position in the CDMA cellular network. In Section 4, the accuracy and feasibility of the proposed scheme is discussed. Section 5 presents the simulation results, followed by conclusions in Section 6.
System Model

Radio Network Model
Consider a cellular DS-CDMA network, where a mobile station is connected through a wireless medium to its host BS. The mobile switching center (MSC) controls several BSs through a base station controller (BSC) or radio network controller (RNC) in a terrestrial area and conducts the task of wireless network resource management, as shown in Figure 1 . At the downlink, each BS transmits a distinct pilot signal for pseudo-random noise (PN) code and carrier synchronization. The PN code and waveform of the pilot signals from all BSs are the same, and they are distinguished from one another by the phase or timing offsets of the pilot signals. The relative time-offsets for neighboring BSs are either known beforehand or broadcast to all MSs. In general, an MS receives pilot signals broadcasted with constant levels from neighboring BSs and maintains its pilot sets for possible handoff based on the signal strengths and predefined thresholds [15] . These pilot signals are measured at the mobile end, and the received strength of each pilot at one MS is reported back to the MSC, for conducting soft handoff as well as location estimation.
Wireless channel in DS-CDMA networks will introduce both long-term and short-term fading to signal propagation. The long-term channel fading is a combination of path loss, which is a function of distance between the MS and the BS, and shadowing, which is the effect of obstacles much larger than the wavelength of transmitted signal. The overall propagation loss can be expressed as [14, 16] :
where d is the distance between BS and MS, L 0 is the path loss (dB) at reference distance d 0 , is the path loss exponent, and is the effect of shadowing with Gaussian distribution Nð0; 2 Þ. There are other empirical path loss models in the literature [14] , such as the Hata-Okumura model and Cost 231 model which are particularly suited for urban area. The short-term fading (Rayleigh fading) is due to multi-path propagation and is independent of the distance between the transmitter and receiver. In addition, there is MAI for CDMA systems. The local mean (after removing the short-term fading) of the received pilot amplitude can be modeled as:
where P pilot is the constant pilot signal strength sent by the BS and I is the MAI. According to the analysis in Reference [18] , the MAI to the received pilot signal at the MS receiver can be modeled as a random variable which has zero mean and variance of VarðIÞ ¼ E b P I =ð2WÞ; where E b is the received pilot bit energy at sampling time without interference, W is the chip rate of PN code, and P I is the average power of interference at the carrier frequency. Given MAI suppression techniques [17] effectively mitigate the MAI, the output of Rake receiver can be considered as representative of local mean. 
Then r e gives the location estimation of the MS. Given the terrestrial information of a cell, the crucial problem of how to determine a suitable configuration and deployment of the set of sensors fC i ðw i ; r i Þg, motivates the employment of SOM.
Self-Organizing Map
SOM, also called Kohonen feature map, is a feedforward neural network with unsupervised or supervised and competitive learning algorithm [20, 21] . SOM is capable of arranging complex and high-dimensional data in such a way that similar inputs are mapped close to each other. Such a mapping is useful in detecting and visualizing characteristic features of the input data, and ultimately in identifying patterns in the original multi-dimensional inputs. A SOM is formed of neurons (also referred as nodes thereafter) located on a two-dimensional grid, whose topology can be defined as rectangle, hexagonal or irregular, as shown in Figure 2 . Each neuron i of the SOM is represented by an m-dimensional weight w i ¼ ½w i1 ; w i2 ; :::; w im T , where m is equal to the dimension of the input vectors. In the SOM training algorithm, after random initialization, the weights are updated during a training phase by making repeated passes over the input data set until they converge. As each input vector (data) is encountered, the weight vector with smallest Euclidean distance (i.e., the weight vector most similar to the current input vector), is allowed to adjust or 'learn' in such a way that it more closely represents the input vector. Let x ¼ fx j g 2 R m be a stochastic vector of the normalized training set. The Kohonen's learning rule is given as [20, 21] :
ðsimilarity matchingÞ ð4Þ where the neuron signified by the subscript c is the 'winning neuron' and
where i ¼ 1; . . . ; n; n is the number of neurons in the SOM; j ¼ 1; . . . ; m; k is the step index of each training; w i ¼ w i =jjw i jj is the normalized weight vector; N ðkÞ c is the neighborhood, as shown in Figure 2 , of the winning neuron c in step k and ðkÞ is the learning constant of step k. With this learning rule, updating of the weights goes to the winning neuron as well as its neighborhood. After training, the resultant weight matrix W=ðŵ 1 ; :::;ŵ n Þ reflects the implicit similarities inside the input set of training data.
An extension of Kohonen feature map is to add an associate output layer to the output of SOM [21] , as shown in Figure 3 . This output layer can be a two or more dimensional space whose elements may represent a location in the space. While SOM training is fully unsupervised, the training between SOM output and the output layer can be supervised or unsupervised. In case of the high-dimensional input, there will be an increase in the computational complexity of the SOM training. The hierarchical feature map is to reduce the complexity by setting up multiple layers where each layer consists of a number of independent SOMs [23] .
Mobile Location Estimation with SOM
Assume that a normalized vector fsg represents the RSS from M BSs and the MS sends periodically the measurement through its serving BS to the MSC which will decide the location estimation based on s. The M-dimensional signal vector s is expected to be mapped into a two-dimensional location in the selected geographical area of the M BSs.
|| As shown in Figure 4 , the area can be covered by a number of neurons that construct a two-dimensional SOM. Each neuron represents a virtual sensory unit, which can be invoked by a passing mobile whose coordinate is associated with the center of a small subarea within the coverage by these BSs. Initially, the vector set fsg is well prepared in suitably normalized range to fit the SOM. Then the map is thoroughly trained by the vector set to make the neurons evenly distributed to cover the geographical area, and locked such that each neuron with a particular weight may be associated with a position in the corresponding area. Finally, when the normalized vector of the measured signals of an unknown MS is fed to the SOM, the fired neuron gives the location estimation of this MS.
Two-Layer SOM
To reduce the computational complexity of deploying too many nodes in a large area, a two-layer hierarchical SOM is developed. The first layer, named as macro-SOM, is the map covering a large area of M BSs controlled by BSC or MSC, and the second layer, named as micro-SOMs, includes all the segmented triangular sub-areas within any three BSs in the macro-SOM. The two-layer hierarchical SOM is shown in Figure 5 , where the first layer is the area of seven cells covered by a BSC/MSC and the shaded triangle is one of the micro-SOMs in the second layer. Accordingly the macro and micro SOMs have up to seven and three (or more) dimensional inputs of RSS, respectively. The macro-SOM is expected to give a bird's eyeview of the mobile movement so that mobile devices can be roughly located if the cell range is small. The micro-SOM is expected to give a fine estimation of the mobile's location because an MS can feasibly receive at most three strong pilots continuously. If the estimation in the macro-SOM falls in the area of a micro-SOM, incorporated with the judgment of three strongest pilot signal strengths from three BSs, then a SOM in the second layer is invoked and a better estimation can be expected. If the || A location is assumed to be geographically two-dimensional although it can be three-dimensional.
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MS is slow, the mobile trajectory tracking can be conducted continuously in micro-SOM, given the MS is traced periodically in this triangle by the macrolevel SOM. The two-layer structure of SOM not only gives a clear view of the mobile movement in the cells for accurate estimation of its location, but also avoids the real time computational complexity.
SOM Location Estimation Algorithm: Training and Labeling
Training process includes the training on the macrolevel and micro-level of SOMs. As the dimension of the input is high, training the large SOM is complicated and time consuming. However, these trainings can be carried out offline by simulation or field test data. Both unsupervised and supervised learning can be used for training macro-SOM; however, supervised training is carried out for micro-SOM with thoroughly abundant training data set (input-output pairs) so that the micro-SOM provides more insight into the granularity of the location estimation in the triangular areas. The SOM training is performed by the following procedure.
Step 1: Generating training data. It is crucial to generate a rich set of training data of the terrestrial environment associated with three to seven BSs. A suitable location distribution, typically uniform distribution, is selected for producing the training set. Due to the signal attenuation by shadowing, multipath propagation and the dynamics of radio channels, the received signals at the MS are random in nature. However, it is difficult, and may be cumbersome, to acquire the characteristics of a huge amount of random data. Two methods can be used to obtain the training data. One is field testing, that is, to obtain the location/signal pair by field measurement. It is time consuming, but effective, especially in NLOS cases. The other is based on the propagation model subject to the model accuracy and the mitigation of multi-path fading and MAI, presented in the following.
It is reasonable to build the training data set using the local mean of long-term fading, plus a locationdependent correction term of shadowing. So the propagation loss function of Equation (1) 
where L 0 ðx; yÞ and ðx; yÞ are location-dependent variables, ðx; yÞ is the correction term of shadowing, and ðx; yÞ is the location to generate training data. Usually, when designing the radio cells, operators acquired rich information about the related territories and this makes it easy for them to predict the propagation loss. From Equations (2) and (6), the local mean of RSS from the ith BS, i ¼ 1; :::; M, for generating training data can be obtained as: 
where M is the number of BSs, L i is the mean propagation loss from ith BS to the MS, and I i is the interference to the pilot of BS i at the MS, which can be averaged out over time in terms of slow fading. Moreover, I i can be balanced when the RSS vector is normalized considering each of the pilots exposes similar interference because interference at the downlink mainly comes from all the neighboring BSs and the effect of switching one BS is assumed to make negligible difference.
Step 2: Determining the size of a SOM. SOM is constructed with a suitable number of neurons, which can properly represent the corresponding area with acceptable resolution. This can be imagined as a mesh that evenly covers the given area. The determination of a suitable number of neurons in SOM depends on the clear data pairs as well as the accuracy requirement of estimation.
Step 3: SOM training. Let the number of neurons be N. After the first two steps, we have V ðV > > NÞ training data pairs made up the training set ¼ fðs i ; r i Þg; where i ¼ 1; :::; V, s i is the normalized version of S i ¼ ðS 1i ; S 2i ; :::; S Mi Þ; which is obtained from Equation (7), and r i ¼ ðx i ; y i Þ is the known twodimensional coordinate corresponding to s i . The codebook W of the SOM is a matrix made up of the weight vectors of the neurons and is illustrated as W ¼ ðw 1 ; :::; w n ). Training the map is conducted by iteratively feeding the training data fs i g as inputs to the SOM by applying the Kohonen's learning rule expressed in Equations (4) and (5).
The neuron, which has the smallest distance to an input, is called best matching unit (BMU) of this input [22] . Similarly, the second BMU is the neuron with second smallest distance, and so on. In each training step, one sample vector from the input data set is chosen randomly and a similarity measure is calculated between this sample and all the weight vectors of the map to find the BMU. After finding the BMU, the weight vectors of the BMU and its neighborhood are updated. The learning rate ðkÞ of neighboring nodes in Equation (5) can be modified by multiplying a 'Gaussian' smoothing kernel [20] where h c is the position of current BMU, h is the position of corresponding neighbor unit, H is the certain radius, and both ðkÞ and H shrink monotonically with time. The learning process ends when two consecutive weight changes are small enough. As a result of training, a planar neuron map is obtained with weight matrix W coding the stationary probability density function of the pattern vectors used for training.
Step 4: SOM labeling. Labeling the SOM is essentially constructing a lookup table. For each neuron on the map, the center of the sub-area that this node represents can be decided. This leads to building a lookup table which is actually the mapping between the nodes on the map and physical locations. The table is constructed by the following rules:
1. If a node is the BMU of one or more training inputs, the average coordinates of the locations of these inputs are taken as the center that this node stands for. For example: if the input set p , and ðs i ; r i Þ p , where i ¼ 1; . . . ; P, P V, and all the elements in p invoke a neuron E , then the location associated with E is r E ¼ P P i¼1 r i =P:
2. If a node is not fired as the BMU but as the second best matching one, it can also be considered in the same way as above. 3. If a node is never fired by any training data, this node is considered as a null node. However, when it is fired by a new measured input later, a closest labeled neighboring node is invoked instead.
After training and labeling, the SOM, that is, the resultant codebook W of the weights, is locked. If a new input, which is the pilot measurement by an MS, is fed into the map, it will invoke a node that provides the location estimation of this MS. If the terrestrial environment changes, however, the training set and W should be updated accordingly.
Smoothing RSS and Trajectory
The RSS experiences a composite of slow and fast fading in the wireless channel. To obtain a smoothed trajectory, it is necessary to ease the short-term fading by using a Rake receiver or by averaging the signal over a time period (or a distance range, assuming constant velocity in this time period). When using the Rake receiver, a sufficiently large sampling period that is much larger than the fading spread (time span of multipath arrivals) is preferred [18] . On the other hand, more samples are needed to eliminate the effect of MAI over a certain time. For the averaging method, it can be expressed as [19] :
where x 0 is the distance from the BS, lðx 0 Þ is the estimated local mean, 2b is the sufficient distance to calculate the local mean, and sðxÞ is the instantaneous RSS within the range from x 0 À b to x 0 þ b. If 2b is too long, lðx 0 Þ will not describe the feature of local mean; however, if 2b is too short, some Rayleigh fading may still exist. The determination of an adequate length of 2b is discussed in Reference [19] .
For each MS, there also exists a strong correlation among the estimations at adjacent time moments if the product of the velocity and the time interval is small. Well-designed smoothers can significantly increase the accuracy of the estimation [8, 9] . In our design, linear regression smoother [8] is adopted.
Given the output estimationsr k ¼rðT k Þ ¼ ðx k ; y k Þ, k ¼ 1; :::; K, T k < T kþ1 , if the motion of the MS is linear (at least locally) with constant speed vector a,
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and it is assumed that if T 0 ¼ 0, then the true position at time instant T k is given by
where b is the position at time T 0 ¼ 0. The parameters a and b can be obtained by solving the least square minimization
The solution of (11) is
with T ¼ ð1=KÞ Á P K k¼1 T k , and " r ¼ ð1=KÞ Á P K k¼1r k . Given a and b, based on the last K estimates including the one at the time T K , the new estimate at T K by regression is given by Equation (10) . Thus the trace of r k provides the smoothed estimation track of the mobile user's movement. Note that K usually takes small values (e.g., less than 10) because the correlation time is normally short in practice.
Accuracy Analysis
In this section, the accuracy and the estimation reliability of the proposed SOM algorithm are analyzed with regard to the FCC requirement. We first introduce the reliability index [24] , and then use it to explore estimation accuracy of the proposed SOM scheme.
Second Moment Reliability Index
Consider a set of generalized random variables Z, with mean EðZÞ and covariance C Z , and a set of normalized and uncorrelated random variables X, with mean EðXÞ ¼ 0 and covariance matrix C X ¼ CovðX; X T Þ ¼ I; where I is the identity matrix. According to matrix theory, there exists a unique lowertriangular matrix A to transform Z to X , that is,
such that E½X ¼ 0 and Cov½X; X T ¼ AC Z A T ¼ I. Suppose there is a performance function gðzÞ separating Z space into two parts: successful part (gðzÞ > 0) and unsuccessful part (gðzÞ < 0), where z 2 Z. The function gðzÞ ¼ 0 is called the failed surface, denoted as L Z , because it separates the successful part from the unsuccessful part. Similarly, the failed surface of X is L X . Then, the distance from the mean point to the failed surface is given as
or equivalently,
According to Reference [24] , the smallest distance is defined as the reliability index, that is,
where z Ã is the reference point on the failure surface. Ã is also referred as second moment reliability index.
Accuracy Analysis
As a neural network model, SOM is a kind of nonlinear mapping between the input and output spaces. The essence of SOM-based location estimation is the non-linear mapping between a mean value in the signal measurement space and a mean value in the location space, which can be referred as the global mapping.
In Section 3, a number of nodes have been used to represent the input hyperspace containing all the training data, with each node representing one separate subspace including data that invoke the node. We further map the subspaces into equal size of small areas in the horizontal region between several BSs. Define the space of M-dimensional measurement variables as S-space and the two-dimension horizontal region between BSs as R-space. As a result, the measurement vector S of a sub-space in S can be mapped to the vector r of a corresponding subarea in R. This mapping between two sub-spaces can be referred as the local mapping. Since the measurement vector S (dB) in S-space is Gaussian distributed, we reasonably infer that its local mapping r in R-space is also Gaussian.
Specifically, when a mean signal measurement point S 0 associated with its subspace in S-space is mapped into a mean location point r 0 associated with its subarea in R-space, we obtain the following:
where L S is the failure surface of the subspace associated with S 0 , and
where L R is the boundary of the sub-area associated with r 0 . For simplicity, if there are enough nodes dividing each of the S and R spaces, respectively, into small subspaces of equal size, the signal subspace centered by S 0 is suitably formed as a hyper-sphere with the same radius R S from S 0 to L S , and L R is simply a circle centered by r 0 with radius R r , as shown in Figure 6 . Therefore, all ðSÞs are equal, so are the ðrÞs. Let S ¼ ðSÞ and R ¼ ðrÞ, we then interpret how Equation (19) can satisfy the listed FCC requirements. Basically, the reliability of the FCC requirement is the probability Èð R Þ, where ÈðxÞ ¼ R x 0 e x=2 dx is of normal distribution, and the radius R r ¼ r À r 0 is the error range. In case of two independent coordinate variables, Equation (19) can be rewritten as
where R is the normalized radius. Thus, given reliability requirement and range by FCC, we can obtain the required variance 2 R with respect to mean r 0 , that is, R ¼ R r = R . Moreover, from Equations (18) and (19) , let ðSÞ ¼ ðrÞ, it follows R are Gaussian variance of signals and location measurement, respectively, and jjR S jj is the Euclidean radius in the multi-dimensional hypersphere centered by S 0 .
Note that Equations (18), (19) , and (22) are mutually dependent as the neural nodes separate the R-space and S-space into same number of small identical circles and identical hyper-spheres, respectively. The R-space is the coverage of a few BSs and is decided by the radius of a cell. R r is decided by the number of nodes in R-space. S-space is limited by the transmit power as well as propagation loss.
2
S is the variance of RSS, due to the randomness of fading. From Equation (22), if no random fading, there is no location estimation error. However, given the existing 2 S , even if we pick small enough R r , due to the interdependency between R-space and S-space (i.e., R r and jjR S jj are dependent), we might not be able to get the R satisfying R ¼ R r = R . According to Equation (22) , the possible remedies of managing 2 S and jjR S jj to obtain satisfied R are: mitigating 2 S by all means; connecting to more BSs to enlarge the dimensions of hyper-sphere, so that jjR S jj is enlarged; using small cell to shrink R-space; enlarge S-space; smoothing Essentially, SOM constitutes the mean-to-mean global mapping between the input (measurement) space and the output (location estimation) space. The number of neurons determines the resolution of the output space. SOM-based global mapping is suitable in terms of various terrains. On the other hand, the analysis of the local mapping, which is the mapping between two sets of random variables associated with their mean values, indicates how the measurement reliability can be assured. In the next section, we will alleviate 2 S by averaging the signals, using small cells, applying smoother and connecting to more BSs, to improve the estimation accuracy and reliability.
Simulation Results
In this section, simulation results are presented to demonstrate the suitability of the proposed SOM location estimator. The software package of SOM training algorithm developed by T. Kohonen's research group [22] is used. Without loss of generality, training data are obtained via the simulated propagation model.
Simulation Parameters
To evaluate the overall system performance, the characteristics of environments are set for the simulation with parameters shown in Table I . The propagation loss is assumed to be bounded within [À120,À60] dB, so the RSS can be suitably normalized in [0,1]; various path loss exponent is selected to reflect the various physical channel environment; the testing data are generated assuming a mobile moving from one cell to another; training is conducted to tune the weights of each node of a 2000-node SOM; we consider the slow fading environment assuming the multi-path fading and MAI are effectively mitigated.
Simulation Results
We define the average estimation error as: Average error¼ 1 N E P N E i¼1 jjr i À r i jj, where r i is the real location andr i is its estimation and N E is the number of testing data. The accuracy probability can be defined as PrðError Þ
¼
The number of testing data such that jjr i À r i jj The total number of testing data ð23Þ
with a predefined threshold. We further define the SOM resolution as the width of a small square area (approximating a small circle) represented by each node in the corresponding terrain, for example, given 2000 nodes, the resolution of the area of seven BSs (macro-SOM) is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 7000 Â 7000=2000 p ¼ 156 m, and that of the triangle area of three BSs (micro-SOM) is 31.6 m. In the simulation, we first present the results for different terrestrial environments, and then show the comparison with TDOA in NLOS urban condition. Figure 7 shows the real track of an MS and its estimation in the 7-BS macro-SOM terrain with ¼ 2:6 and standard deviation of RSS ¼ 2. It is observed that there is a tracking zone (non-smooth, marked by ' þ ') following the mobile's movement and the smoothed trace is quite close to the real trajectory. The SOM resolution is 156 m, average location error is 74.3 m, and the estimation reliability with 150 m is 87.94%. Figure 8 illustrates the territorial variation in a 3-BS micro-SOM area, where the shaded part has assumed ¼ 3:5 and for other places ¼ 2:6. Figure 9 shows the real trajectory and its smoothed estimation in terms of the The results show the robustness of SOM in terms of various terrains. They also show the estimation accuracy improvement over References [8] and [9] , whose average mis-location errors are 70 m by Kalman filter and 60 m by linear regression, respectively, both with cell radius 1000 m. Besides using three BSs in the triangle area, we extend the RSS measurement by involving more BSs in the near to far order, in terms of ¼ 2:6 and ¼ 2. Table III shows the estimation results when an MS receiving multiple pilots from neighboring BSs. It can be seen that as the number of BSs increase, the measurement reliability is improved; however, when the amount of BSs reaches a certain number (6 in our simulation), the estimation accuracy turn to decline. This is because when an associate BS is too far, its pilot strength becomes weaker at the MS, so the normalized variance (caused by fading, etc.) turns to be larger, compared to a closer BS.
The proposed scheme also exhibits better performance, compared with the TDOA scheme when there exists NLOS, shown in Figure 10 [11] . The LOS cannot be ensured for any of the three BSs due to the irregular layout of building blocks. When a mobile user moves from A to B, he experiences larger shadowing from either BS2 or BS3 than that of BS1. In Figure 11 , the estimated trajectory of TDOA scheme by imitating [11] is highly biased due to the time delay; however, after taking into account the large shadowing in the propagation paths from BS2 and BS3, SOM gives much better estimation.
Discussion
From the simulation results, it can be observed: (1) SOM has a robust property of global convergence in training which is easy for implementation; (2) SOM is more robust to the high dimensional input subject to the variance of RSS; (3) when increases, the average error decreases. This is because larger enlarges the path loss, thus expands the signal space. In addition, SOM is tolerant to the noisy inputs.
In fact, if a measurement is corrupted by noise, although it may not invoke the desired neuron, it will invoke a neighbor of the desired one, because in the training, nodes with similar weights are clustered together. This feature shows another robust characteristic of SOM. Although regular hexagon cells and regular triangular area are applied in the discussion, since they are only used in training and testing, it means as long as the training can be conducted the SOM algorithm is applicable to any irregular shape of site or area reachable by the pilots of corresponding BSs.
Depending on the design criteria, computing ability, and training time, one can put more nodes in a small area or fewer nodes in a large area. One can also partition a large terrain into pieces and fix the number of nodes in each piece.
While the proposed approach is essentially based on RSS, an interesting fact elicited from Section 4 is that we can easily extend this scheme to TDOA and AOA. Equation (22) suggests that the increased dimension of measurement space may improve the estimation reliability. An MS is feasibly able to receive at most three pilots continuously, which can however produce up to nine measurements consisting of signal strength, time difference of arrival, and angle of arrival. Thus the potential estimation accuracy could be further improved.
Conclusions
A SOM scheme based on RSS for mobile location estimation has been explored. It is demonstrated that SOM constitutes a non-linear mapping between the measurement of RSS and the mobile's location. The advantage of SOM is that it can be used not only as the hybrid of unsupervised/supervised learning but also to convert high-dimensional input into a twodimensional spot of a map. Moreover, the learning process is fully autonomous given sufficient geographical information and can be conducted by simulation or field practice. Simulation results have shown that the SOM scheme can achieve accurate location estimation, and is more robust in terms of various terrains and NLOS. The SOM scheme is low-cost, scalable, and easy to use since training is off-line and no ruling is required for training. J. XU ET AL.
