Characterization of the post-necking strain hardening behavior using the virtual fields method  by Kim, J.-H. et al.
International Journal of Solids and Structures 50 (2013) 3829–3842Contents lists available at ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsols t rCharacterization of the post-necking strain hardening behavior using the
virtual ﬁelds method0020-7683/$ - see front matter  2013 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.ijsolstr.2013.07.018
⇑ Corresponding author. Tel.: +82 542799034; fax: +82 542799299.
E-mail address: mglee@postech.ac.kr (M.-G. Lee).J.-H. Kim a, A. Serpantié b, F. Barlat a, F. Pierron c, M.-G. Lee a,⇑
aGIFT, Pohang University of Science and Technology, San 31 Hyoja-dong, Nam-gu, Pohang, Gyeongbuk 790-784, Republic of Korea
b LMPF, Arts et Metiers ParisTech Rue Saint-Dominique, BP 508, 51006 Chalons-en-Champagne, France
c Faculty of Engineering and the Environment, University of Southampton Highﬁeld, Southampton SO17 1BJ, UK
a r t i c l e i n f o a b s t r a c tArticle history:
Received 8 May 2013
Received in revised form 24 June 2013
Available online 3 August 2013
Keywords:
Full-ﬁeld measurement
Virtual ﬁelds method
Elasto-plastic behaviour
Isotropic hardening
Inverse problem
Advanced high strength steelThe present study aims at characterizing the post-necking strain hardening behavior of three sheet met-
als having different hardening behavior. Standard tensile tests were performed on sheet metal specimens
up to fracture and heterogeneous logarithmic strain ﬁelds were obtained from a digital image correlation
technique. Then, an appropriate elasto-plastic constitutive model was chosen. Von Mises yield criterion
under plane stress and isotropic hardening law were considered to retrieve the relationship between
stress and strain. The virtual ﬁelds method (VFM) was adopted as an inverse method to determine the
constitutive parameters by calculating the stress ﬁelds from the heterogeneous strain ﬁelds. The results
show that the choice of a hardening law which can describe the hardening behavior accurately is impor-
tant to derive the true stress–strain curve. Finally, post-necking hardening behavior was successfully
characterized up to the initial stage of localized necking using the VFM with Swift and modiﬁed Voce
laws.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
Finite element (FE) simulations are indispensable in the design
stage of metal forming to reduce trial-and-error iterations in vari-
ous sheet-metal operations such as deep drawing, stamping, and
hydroforming. In order to guarantee reliable results from the sim-
ulation, ﬁrst of all, an appropriate elasto-plastic constitutive model
needs to be chosen and, second, the constitutive parameters should
be determined accurately from a set of experiments. The true
stress–strain curve describing the strain hardening behavior up
to large strains is the fundamental information among the elasto-
plastic parameters. The standard uniaxial tensile test on thin sheet
specimens with a rectangular cross-section is the most popular
method for acquiring the ﬂow curve of sheet metal materials. How-
ever, the true stress–strain curve can be achieved up to the maxi-
mum uniform elongation point using conventional measurement
techniques such as strain gauges or extensometers. Once diffuse
necking occurs, the stress and strain distributions over the necking
area become heterogeneous (Tvergaard, 1993). Then, the assump-
tion of uniformity (uniaxial state of stress) is no longer valid.
Since metal forming simulations involve large strains, the pre-
necking true stress–strain curve information is not sufﬁcient.
Therefore, usually, the available pre-necking hardening curvesare extrapolated to predict the behavior at large strains using phe-
nomenological strain hardening models (Enami, 2005). Obviously,
there is no guarantee to obtain the correct prediction of the post-
necking hardening behavior with the simple extrapolation method.
Consequently, numerous attempts have been made to characterize
the post-necking hardening behavior. Generally, these attempts
can be classiﬁed into two groups. The ﬁrst group is an approximate
approach based on Bridgman’s method (Bridgman, 1952). The
equivalent stress cannot be achieved directly from the nominal
stress (F=A, where F is the load and A the cross-sectional area)
due to stress triaxiality (Mirone, 2004). Therefore, this approach
derives analytical formulas for the equivalent stress in the necking
zone from the nominal stress by considering the geometry of the
neck, for instance, curvature proﬁle and diameter of the neck. This
approach has been applied to tensile specimens with a circular
cross section (Bridgman, 1952; Mirone, 2004) and with a rectangu-
lar cross section (Ling, 1996; Zhang et al., 1999; Cabezas and
Celentano, 2004). However, accurate measurements of the evolv-
ing geometries such as curvature radius and rectangular cross-sec-
tional area are not easy tasks in practice (Ling, 1996; Cabezas and
Celentano, 2004). The second approach is inverse methods based
on FE model updating. An estimated true stress–strain curve is
fed into the FE program and the simulated result is compared with
the experimentally measured data. The measurements needed for
comparison purposes could be the load-axial displacement curves
(Zhano and Li, 1994; Koc and Štok, 2004; Joun et al., 2008) or sur-
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zation of the discrepancy between the computed and experimental
data is carried out iteratively using a cost function. The true stress–
strain curve is achieved when the cost function reaches a termina-
tion threshold. An intensive iteration procedure is required for the
FE model updating method, which is computationally expensive
and time-consuming.
Usually, a priori known hardening laws are assumed to deter-
mine the true stress–strain curve in the latter approach. However,
several studies have been conducted to obtain the true stress–
strain curve at large strains without adopting phenomenological
hardening laws (Dunand and Mohr, 2010; Tardif and Kyriakides,
2012; Kamaya and Kawakubo, 2011; Tao et al., 2009). It is interest-
ing to note that a piecewise linear hardening model was used in
Dunand and Mohr (2010) and Tardif and Kyriakides (2012), which
can depict realistic post-necking hardening behavior since widely
used hardening models do not describe the ﬂow behavior properly
at large strains in some materials (Tardif and Kyriakides, 2012). In
addition, it was pointed out that triaxial stress state at the necking
region and the yield function (anisotropy) play important roles in
the stress–strain behavior at large strains (Dunand and Mohr,
2010; Tardif and Kyriakides, 2012).
The aim of the current study is to propose an alternative way to
characterize the post-necking hardening behavior of thin sheet
specimens by making use of full-ﬁeld measurements combined
with the virtual ﬁelds method (VFM) without utilizing the approx-
imate and FE model updating method. In order to derive the true
stress–strain curve after the uniform elongation region, simple ten-
sile tests on sheet metal specimens are performed up to failure and
heterogeneous logarithmic strain ﬁelds are measured through a
digital image correlation technique. Then, a constitutive model,
which describes the hardening behavior adequately, is chosen.
The constitutive parameters are determined using the VFM, an in-
verse analytical identiﬁcation tool applicable to heterogeneous
stress states. The VFM was applied to various materials (metals,
composites, wood, polymers and biomaterials) and the properties
were identiﬁed successfully (Pierron and Grédiac, 2012), which
proved the ability of the VFM to extract the constitutive parame-
ters from full-ﬁeld measurements. The ﬁrst application of the
VFM to the identiﬁcation of elasto-plastic constitutive coefﬁcients
was carried out with simulated full-ﬁeld kinematic data obtained
from a thin notched tensile specimen (Grédiac and Pierron,
2006). Experimental validations of the VFM in elasto-plasticity
were successfully conducted at small strains in Pannier et al.
(2006), Avril et al. (2008c) and Pierron et al. (2010)). In Pannier
et al. (2006), a simple tensile test was performed on a thin notched
specimen showing a varying cross section and only the longitudi-
nal stress component was used for the identiﬁcation. A signiﬁcant
improvement was made in Avril et al. (2008c) by reconstructing all
the heterogeneous in-plane stress components. Kinematic harden-
ing behavior in addition to isotropic hardening was investigated in
Pierron et al. (2010). The approach was recently extended to large
deformation using a thick sheet specimen with simulated data
(Rossi and Pierron, 2012). The volume strain distribution inside
the specimen was reconstructed from three-dimensional displace-
ment ﬁelds and the constitutive parameters of Swift hardening law
were identiﬁed.
Interestingly, another study (Coppieters et al., 2011) has been
carried out recently for identifying the true stress–strain curve
including the post-necking region by minimizing the difference be-
tween the internal and the external work in the necking area.
In this study, the VFM is used to determine the true stress-true
strain curve at large strains, including post-necking, for thin sheet
specimens, which are widely used in practice. The proposed meth-
odology is ﬁrst introduced and validated on a virtual test simulated
using ﬁnite elements and then, on a real test instrumented with anextensometer. Next, the complete true stress–strain curve that ex-
tends to the post-necking strain range is determined. Finally, vari-
ous aspects of the results obtained in this study are analyzed and
limitations of the current method are discussed.2. Methodology
2.1. Materials
Three kinds of sheet metals with different strain hardening
behaviors, dual-phase (DP780), transformation-induced plasticity
(TRIP780) and extra deep drawing quality (EDDQ) mild steel were
chosen in this study. DP and TRIP steels are two advanced high
strength steel (AHSS). DP steels consist of a ferritic matrix with
scattered martensitic phase islands (WorldAutoSteel, 2009). The
ductility is attributed to the soft ferritic phase while the strength
depends on the volume fraction of the hard martensitic phase.
DP steels exhibit high strength, high strain hardening and rela-
tively good ductility, making them versatile for many automotive
applications. The microstructure of TRIP steels is composed of a
ferritic matrix with martensite and/or bainite hard phases, and
more than 5% volume fraction of austenite. The austenite phase
transforms into martensite during plastic deformation, leading to
higher strain hardening at large strains and better formability com-
pared to DP steels. TRIP steels are also widely used in the automo-
tive industry. EDDQ steels mainly consist of ferrite and exhibit
relatively low tensile strength but high ductility. In uniaxial ten-
sion, the total elongation of EDDQ steel specimens is much larger
than that of DP780 and TRIP780 specimens.
2.2. Uniaxial tensile test
The tensile specimens were taken from 1.2 mm steel sheets
along the rolling direction according to JIS (Japan Industrial Stan-
dards) 13B standard. After measuring the dimensions, the speci-
mens were mounted on a 500 kN MTS tensile machine with care
given to alignment in order to avoid bending and twisting. Tensile
tests based on displacement control were performed with a con-
stant crosshead speed of 0.03 mm/s for all specimens, which corre-
sponds to an average strain rate of 4.2  104 s1 during the
uniform deformation. The tests were carried out until fracture oc-
curred. The longitudinal strain was measured using both a digital
image correlation (DIC) technique and an extensometer over a
gauge length of 50 mm. It was found that the engineering stress–
strain curves up to the maximum uniform elongation point ob-
tained from an extensometer and from DIC are exactly the same.
Therefore, the engineering curves were achieved using the DIC.
2.3. Stereo digital image correlation
The full-ﬁeld measurement system was installed in front of the
MTS test frame. During the deformation, the heterogeneous in-
plane displacements at the specimen surface were measured using
a stereo digital image correlation (SDIC) technique. SDIC is an ex-
tended version of the DIC technique (Sutton et al., 2009) with
two cameras to measure the in-plane and the out-of-plane dis-
placements simultaneously. In this study, SDIC was adopted be-
cause SDIC can decouple each component of the displacement
ﬁelds so that the effects of out-of-plane displacement due to slight
twisting and thickness change resulting from localized necking can
be removed.
In order to use DIC, a speckle pattern is required on the area of
interest (AOI) of the surface where the full-ﬁeld displacements are
measured. A random pattern was made by spraying matt white
paint as a base and black dots were applied with an airbrush to
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ber of small correlation windows (subset). For a two-dimensional
(2D) analysis, since the grayscale intensity distribution pattern in
each subset is unique, the measurement of the in-plane coordi-
nates of each subset during deformation is feasible. In the case of
SDIC, two cameras with different incidence angles are used for
the measurement of the three-dimensional (3D) coordinates of
each subset. A speciﬁc camera calibration is necessary before the
measurement to determine the imaging parameters such as cam-
era locations and relative angle between the two cameras.
The experimental implementation of the SDIC system is shown
in Fig. 1. Two 2448  2048 pixels 14 bit CCD cameras were used for
SDIC. The initial size of the AOI was 12.5 mm (width)  50 mm
(initial gauge length). The important correlation parameters used
in the analysis were; subset: 21, step: 5, image pixel size:
0.043 mm.
Before starting the test, a reference image was recorded and
sets of pictures at a constant acquisition rate (1 Hz frequency) were
taken simultaneously by the two cameras up to the specimen fail-
ure. Synchronized load data was obtained from analog output of
the tensile tester when images were taken. Polarizing ﬁlters were
attached to the lenses to maximize the contrast and to remove
excessive light reﬂection on the specimen surface. In this study,
the Vic-3D software (www.correlatedsolutions.com) was used for
the calculation of the coordinates and the deformation. It was ob-
served that the longitudinal strain is quite large in the localized
necking area for the EDDQ specimen (maximum eyy in the localized
necking zone is more than 70%). Thus, special paints, which can re-
sist large deformation, were used to prevent the speckle patterns
from cracking. The paints were applied just before the test.
Although an initial gauge length of 50 mm was used, it was dif-
ﬁcult to control the location where plastic instability initiates for
specimens with a uniform cross-section. For each material, four
specimens were tested but only two with localized necking near
the central region were selected for data processing. In order to lo-
cate the localized necking area in the middle of the AOI, a 40 mm
gauge length was ﬁnally selected for the identiﬁcation with the
VFM.2.4. Logarithmic strain
In this study, the logarithmic strain is used to deal with large
deformation and to calculate the Cauchy true stress. In order to de-
rive the logarithmic strain ﬁelds, the deformation gradient tensor F
is retrieved from the undeformed and deformed coordinates ofFig. 1. Experimental implementation of SDIC system.measurement points through the analytical procedure used in Avril
et al. (2010) and the ﬁnite deformation theory (Dunne and Petrinic,
2005).
The exact shape and size of AOI on the specimen are taken from
a FE software and the whole AOI is meshed with triangular ele-
ments using a Delaunay triangularization algorithm as shown in
Fig. 2. In the undeformed conﬁguration, the coordinates of nodal
points in each triangle element are ﬁtted from the coordinates of
scattered measurement points inside the triangle using a basis of
piecewise linear functions as used in the FE method. This process
is achieved by linear interpolation (least-squares ﬁtting). Using
the piecewise functions and the coordinates of measurement
points in the deformed conﬁguration, the coordinates of deformed
nodal points in each triangle are calculated. The ﬁtting procedure
allows the measurement of nodal coordinates at the edge area
since the data is not obtainable in the vicinity of the edge in the
DIC technique. Then, the linear relation between the nodal coordi-
nates in the undeformed and deformed triangles can be derived by
a 2D afﬁne transformation:
x ¼ a1 þ a2X þ a3Y
y ¼ a4 þ a5X þ a6Y
ð1Þ
where x; y are deformed nodal coordinates and X, Y undeformed no-
dal coordinates. For each triangle, the six coefﬁcients (a1  a6) can
be calculated from six equations (total three nodes and two equa-
tions per node). The deformation gradient in each triangle is ob-
tained using Eq. 2 assuming a plane stress state and the
incompressibility condition (det (F) = 1).
F ¼
@x
@X
@x
@Y 0
@y
@X
@y
@Y 0
0 0 1
@x
@X
@y
@Y@x@Y
@y
@X
2
664
3
775 ¼
a2 a3 0
a5 a6 0
0 0 1a2a6a3a5
2
64
3
75 ð2Þ
These assumptions are reasonable because the thickness of the
sheet metal specimen is relatively small compared to the in-planeFig. 2. Analytical procedure for calculating the deformation gradient.
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mation. Then the logarithmic strain tensor eln is derived from the
deformation gradient F through the left stretch tensor V (¼
ﬃﬃﬃﬃﬃﬃﬃ
FFT
p
)
as in Eq. (3) (Bower, 2011).
eln ¼
X3
a¼1
lnðkaÞra  ra ¼ lnðk1ÞrT1r1 þ lnðk2ÞrT2r2 þ lnðk3ÞrT3r3 ð3Þ
where ka and ra are the eigenvalues and eigenvectors of the left
stretch tensor V respectively.
It should be noted here that though the linear interpolation
method has a spatial smoothing effect of the experimental noise,
it was found that the smoothing effect is insufﬁcient in this case.
Here, a diffuse approximation method (Avril et al., 2008a) was ap-
plied to the measured coordinates before calculating the deforma-
tion gradient. The effect of spatial smoothing will be discussed
again in Section 4.3.
2.5. Constitutive model
It is essential to choose an appropriate constitutive model,
which can describe the plastic behavior in order to derive accurate
stress ﬁelds from the measured strain ﬁelds. First, a yield condi-
tion, which determines the critical stress that induces plastic
deformation, is selected. The corresponding yield surface evolves
according to a strain hardening law (Dunne and Petrinic, 2005;
Chen, 1994), which is then assumed. In this study, the plane stress
von Mises isotropic yield criterion associated to a rate independent
isotropic hardening law is considered as an initial step. The yield
condition can be written as:
f ðr; epÞ ¼ reqðrÞ  rsðepÞ ¼ 0 ð4Þ
where req is the von Mises equivalent stress, rs the current yield
stress and ep the equivalent plastic strain. The von Mises equivalent
stress req and the equivalent plastic strain ep are deﬁned as (plane
stress state):
req ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
r0ijr0ij
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2xx þ r2yy  rxxryy þ 3r2xy
q
p ¼
Z ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3
dpijd
p
ij
r
¼
Z ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3
ðdpxxÞ2 þ ðdpyyÞ2 þ ðdpzzÞ2 þ 12 ðd
p
xyÞ2
 s
ð5Þ
where the summation convention applies on repeated indices. Here,
r0ij and de
p
ij are the deviatoric stress and plastic strain increment ten-
sor, respectively.
Two different isotropic hardening laws, Swift and modiﬁed
Voce, are adopted is this study.
Swift law : rs ¼ Kðe0 þ epÞn
modified Voce law : rs ¼ Y0 þ R0ep þ Rinf ð1 expðbepÞÞ
ð6Þ
The parameters K; e0; n;Y0;R0;Rinf and b are the material parameters
to be identiﬁed.
The relationship between the stress and the strain increments
in plasticity can be derived from Hooke’s law and the total strain
decomposition assumption (total strain = elastic strain + plastic
strain).
fdrg ¼ ½Cfdeeg ¼ ½Cðfdeg  fdepgÞ ð7Þ
where fdrg is the stress increment vector, [C] the elastic stiffness
matrix and fdeg; fdeeg; fdepg are the total, elastic and plastic strain
increment vector, respectively. Here, the incremental form is used
due to the history dependent characteristic in plasticity. Stress
and strain increments are vectors with three in-plane components
only because of the plane stress assumption.
Next, the associated ﬂow rule is introduced,fdepg ¼ dk @f
@r
 
ð8Þ
which deﬁnes the plastic strain increment. In this equation, the
direction is deﬁned by f@f
@rg, derived from the yield condition, and
the magnitude is determined by the plastic multiplier dk. Hence,
fdrg ¼ ½C fdeg  dk @f
@r
  
ð9Þ
At this stage, the consistency condition, which requires the cur-
rent stress state to stay on the yield surface during plastic deforma-
tion, is used to determine the plastic multiplier.
@f
@r
 T
fdrg þ @f
@ep
dep ¼ 0 ð10Þ
By substituting the stress increment of Eq. (9) into Eq. (10), the
plastic multiplier, which includes all the unknown parameters,
becomes:
dk ¼ f
@f
@rg
T ½Cfdeg
f@f
@rg
T ½Cf@f
@rg  @f@ep
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3 f@f@rg
Tf@f
@rg
q ð11Þ
Finally, the relationship between the stress and total strain
increments may be expressed as:
fdrg ¼ ½C  ½Cf
@f
@rg
Tf@f
@rg½C
f@f
@rg
T ½Cf@f
@rg  @f@ep
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
3 f@f@rg
Tf@f
@rg
q
0
B@
1
CAfdeg ð12Þ2.6. The virtual ﬁelds method
In this study, the virtual ﬁelds method (VFM) is adopted to deal
with the full-ﬁeld measurements obtained experimentally for the
identiﬁcation of the constitutive parameters. The VFM utilizes
the principle of virtual work describing the global equilibrium of
the solid. In plasticity, the equilibrium equation can be written as
(for static loading, and in absence of volume forces):

Z
V
Z t
0
drij
dt
dt
 
eijdV|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Internal Virtual Work
þ
Z
@V
Tiui dS|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
External Virtual Work
¼ 0 ð13Þ
where dr=dt is the stress rate, V the volume of the specimen, @V the
boundary of the specimen where the tractions are applied, T the
surface tractions acting on @V ;u the virtual displacement ﬁeld
and e is the virtual strain ﬁeld derived from u.
The equilibrium equation means that the internal virtual work
(IVW) containing the stress information equals the external virtual
work (EVW) performed by the external forces. A proper choice of
kinematically admissible virtual displacement ﬁelds is needed for
the identiﬁcation of the constitutive parameters when the actual
strain ﬁelds and load information are given by an experiment.
The time integration of the stress rate is calculated by discrete
summation at each time step (loading step). The stress compo-
nents at each step are updated by minimizing the quadratic gap
between the IVW and the EVW, leading to the identiﬁcation of
the material parameters. A speciﬁc stress update algorithm known
as radial return is used (Sutton et al., 1996; Avril et al., 2008c). In
this algorithm, a trial stress increment is calculated to predict the
new stress state at each time step. If the new stress state is located
outside of the yield surface, then a plastic correction is used to take
it back onto the yield surface. The minimization is performed
through the lsqnonlin function (trust region reﬂective algorithm)
in Matlab

. The parameters are determined by an iteration proce-
dure in less than 10 min. Since the parameters are unknown, initial
estimates are provided for the identiﬁcation.
(a) (b)
Fig. 3. (a) relative errors on the identiﬁed parameters using the VFM, FE analysis (b) comparison of the calculated true stress values from the identiﬁed parameter sets as a
function of maximum eyy .
Fig. 4. Cost function values depending on the variation of each coefﬁcient.
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identiﬁcation from the experimental data including the noise. In
this study, several different virtual ﬁelds have been tested empiri-
cally using simulated data. Since no signiﬁcant difference in terms
of identiﬁcation was observed, the simplest virtual ﬁelds were cho-
sen as in Eq. 14.ux ¼ 0;uy ¼ y ) exx ¼ 0; eyy ¼ 1; exy ¼ 0 ð14Þwhere y is the vertical coordinate of the measurement points in the
deformed conﬁguration. This assumes that the same virtual ﬁelds
are used for all time steps unlike (Pierron et al., 2010).(a)
Fig. 5. Deviation between the IVW and the EV3. Results
3.1. Numerical validation
In order to validate the proposed identiﬁcation procedure, vir-
tual measurements were computed using the FE software Abaqus

.
The identiﬁcation was carried out with the same procedure as that
used in the experiments. Then, the parameters identiﬁed using the
VFM were compared to the reference values, which were the input
of the FE simulations.
A specimen geometry generating heterogeneous strain ﬁelds as
in Fig. 2 was chosen to verify the ability of the VFM to process such
heterogeneous strain ﬁelds for the identiﬁcation. The material
parameters were extracted from the central AOI. The translational
degrees of freedom were constrained at the lower edge while the
upper edge was subjected to constant vertical displacement to
simulate a tensile test. The dimensions of the specimen are
80 mm (height)  40 mm (width)  1.2 mm (thickness) and the
notch radius R is 57.5 mm. In Abaqus, it is necessary to provide
the relationship between the equivalent stress and the plastic
strain to simulate isotropic hardening behavior. This was achieved
with a Swift law approximation of the experimental true stress-
plastic strain curve for a DP780 specimen. This virtual test was
conducted using the nonlinear geometry option in Abaqus to sim-
ulate large plastic deformation.
In order to obtain a similar number of measurement points as in
the experiments, a very ﬁne mesh size was generated. Three nodes
triangular shell elements were used. After obtaining the(b)
W (a) FE analysis (b) experiment (DP780).
Fig. 6. Comparison of engineering stress–strain curves.
Fig. 7. Evolution of the three in-plane logarithmic strain ﬁelds measured by DIC (a)
stage A: uniform elongation (b) stage B: diffuse necking (c) stage C: localized
necking.
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ment points, the whole AOI was meshed with triangular elements
as depicted in Fig. 2. Then, the logarithmic strain ﬁeld of the AOI
was calculated as described in Section 2.4. It was found that if
the mesh size is too small, the noise effect increases due to the
small amount of measurement points in each triangle. However,
if the mesh size is too large, the spatial resolution decreases, result-
ing in poor identiﬁcation.
The relative errors on the identiﬁed parameters using the VFM
with Swift law is represented as a function of the maximum eyy (at
the central area of the AOI) in Fig. 3(a). It was observed that the rel-
ative error increases signiﬁcantly for e0 when the strain magnitude
increases while the relative errors for K and n are very small up to
25% of the maximum eyy (before the initiation of the deviation be-
tween IVW and EVW). The accuracy of identiﬁcation of e0 de-
creases at large strains due to the characteristic of e0, which
captures the behavior near the yield point (pre-strain). So, the ﬂow
stress information is more signiﬁcant for e0 at small strain. How-
ever, the relative errors between the calculated true stress values
from the identiﬁed parameter sets and the reference values are less
than 1% regardless of the deviation of e0 (see Fig. 3(b)). Therefore, it
is considered that e0 does not have a noticeable inﬂuence on the
ﬂow curve. The accuracy of the curve is mostly determined by K
and n. To further investigate this behavior, the inﬂuence of each
parameter on the cost function was assessed through a sensitivity
study. To this end, two parameters were ﬁxed while the other was
varied within a range of 10% of the nominal value. Then, the var-
iation of the cost function was calculated with respect to this
parameter change. The results are shown in Fig. 4, in which the
x-axis represents the parameter variation and the y-axis represents
the value of the cost function. From Fig. 4, it is obvious that the
inﬂuence of K on the cost function is the most pronounced, which
means that K is the easiest term to identify. On the other hand, the
inﬂuence of e0 on the cost function is very small.
Before proceeding further, it should be noted here that some
deviation between the IVW and the EVW is observed when the
strain magnitude is very high. The IVW and the EVW as a function
of the time step are shown in Fig. 5(a). Once the deviation occurs,
the relative errors of the identiﬁed K and n increase gradually (see
Fig. 3(a)). But, even after the deviation, the relative error between
the reconstructed true stress–strain curves from the determined
parameters and the reference curve is less than 1% as shown in
Fig. 3(b) (for the cases of 25.4% and 35.5% of maximum eyy). ATable 1
Measured material properties.
Initial yield stress (MPa) Maximum load (kN) Maximum true stre
DP780 542 12.7 955
TRIP780 500 12.7 996
EDDQ 165 4.14 369deviation between the IVW and the EVW is also found in the exper-
iment as can be seen in Fig. 5(b).3.2. Experimental results
Two specimens for each material were used for data processing.
It was found that the deviations were within a negligible range in
terms of the true stress–strain curves. Therefore, results of the
analysis for only one specimen for each material will be presented
for the sake of simplicity.3.2.1. Engineering stress–strain curves
The measured engineering stress–strain curves for the three
materials are shown in Fig. 6. The initial yield stress and the max-
imum load for three materials are listed in Table 1. The initial yield
stress is 0.2% offset yield stress.ss (MPa) Maximum true strain (%) Young’s modulus (GPa) Poisson’s ratio
12.6 203 0.30
16.0 202 0.28
26.1 210 0.29
Fig. 8. (a) thickness variation in the localized necking area (W: out-of-plane
displacement) (b) ﬁnal fracture.
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Fig. 7 shows the evolution of the three in-plane logarithmic
strain ﬁelds, measured by the DIC technique, at three different
loading stages of the DP780 specimen. The rolling and transverse
directions are denoted by y and x, respectively. The uniaxial ten-
sion tests were conducted in the rolling direction.
The three stages are shown on the engineering stress–strain
curve in Fig. 6. The strain ﬁelds are quite uniform for stage A, which
corresponds to the pre-necking region. However, exx and eyy in-
crease in the central area for stage B due to diffuse necking. At
stage C (just before failure of the specimen), a high strain concen-
tration is observed in the localized necking area with an X-shaped
pattern. The strain is the highest in the central area of the necking(a)
Fig. 9. Comparison between the pre-necking true stress–strain curves ident
(a)
Fig. 10. Curve ﬁtting of the true stress–strain curve from an extensometzone. eyy is positive (tension) and reaches a maximum magnitude
of 51% while exx is negative (compression). The shear strain exy is
negligible even in stage C (of the order of 103) compared to the
strains in the x and y directions (of the order of 101). Once local-
ized necking starts, the thickness along the necking area decreases
rapidly (Fig. 8(a)), leading to ﬁnal fracture (Fig. 8(b)).
3.2.3. True stress–strain curves
Using a conventional extensometer, the true stress–strain
curves can be acquired from the engineering stress–strain curves
only in the pre-necking region. Fig. 9 compares the pre-necking
true stress–strain curves for the three materials. In the ﬁgure,
‘extensometer’ indicates the true stress–strain curve obtained from
an extensometer. The true stress and true strain values at the max-
imum load are given in Table 1.
At this stage, it is worth noting how the hardening laws were
selected is this study. In order to choose the proper hardening
law, several of them were curve-ﬁtted to the pre-necking true
stress–strain curve obtained from an extensometer. As can be seen
in Fig. 10, the Swift and modiﬁed Voce laws describe the pre-neck-
ing hardening behavior correctly for DP780. However, discrepancy
is larger in the case of pure Voce law (R0=0 in Eq. 6) due to the char-
acteristic of a saturation model. Therefore, the Swift and modiﬁed
Voce laws are selected in the remaining of this work because they
also well describe the pre-necking hardening behavior of the other
two materials.
3.2.4. Characterization of hardening behavior using the VFM
In the VFM identiﬁcation procedure, a large number of loading
steps were used to maintain the strain increment between two
successive measurements small because of the assumption of con-
stant stress and strain rates in the stress updating algorithm (Avril
et al., 2008c; Sutton et al., 1996). The average strain increment for
DP780 in the uniform elongation region is 4.2  104 as depicted in
Fig. 11. The strain increment increases in the post-necking area,
but this is not signiﬁcant.(b) (c)
iﬁed using the VFM and extensometer (a) DP780 (b) TRIP780 (c) EDDQ.
(b) (c)
er for DP780 with (a) Swift law (b) modiﬁed Voce law (c) Voce law.
Fig. 11. Strain rate for DP780.
Table 2
Identiﬁed hardening parameters using the VFM (pre-necking).
Swift law Modiﬁed Voce law
K e0 n Y0 R0 Rinf b
DP780 1294 0.000486 0.145 506 1445 272 65.8
TRIP780 1504 0.00301 0.219 463 1085 363 28.7
EDDQ 516 0.00975 0.250 169 373 106 19.4
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required for the identiﬁcation of plastic hardening parameters.
Both elastic constants were calculated from the direct relationship
between stress and strains using the average strain values in the x
and y directions measured by the DIC technique. The identiﬁed val-
ues for E and m are presented in Table 1.
Pre-necking hardening behavior. Before characterizing the com-
plete hardening behavior including the post-necking region, the
pre-necking true stress–strain curves were identiﬁed using the
VFM and compared to those measured with an extensometer for
veriﬁcation. Fig. 9 demonstrates that these curves are in excellent
agreement both for the Swift and modiﬁed Voce laws, showing the
stability and accuracy of the VFM identiﬁcation at large strains. The(a) (b
Fig. 12. Comparison between the complete true stress–strain curves identiﬁed using the
modiﬁed Voce laws up to zone B.
(a) (
Fig. 13. Comparison between the complete true stress–strain curves identiﬁed using the
modiﬁed Voce laws up to zone B.resulting hardening parameters from the pre-necking region are
shown in Table 2. It was found that the identiﬁcation resulted in
a unique global optimum regardless of the initial estimates.
Post-necking hardening behavior. In order to determine the com-
plete hardening behavior including the post diffuse necking range,
all the data up to fracture were processed using the VFM. As men-
tioned in Section 3.1, a deviation between the IVW and the EVW
was observed at the end of the loading stages. The reason for this
deviation will be explored in Section 4.4. Therefore, identiﬁcation
was performed up to zone A (excluding the deviation, see
Fig. 5(b)) and up to zone B (including the deviation) separately.
As can be seen in Figs. 12–14, there is not much difference between
the identiﬁed curves regardless whether the deviation region is in-
cluded or not. The extension of the strain range is the only change
occurring when the identiﬁcation is carried out up to zone B.
The maximum plastic strains in Figs. 12–14 were obtained from
the average of the equivalent plastic strain (of the last measure-
ment stage) calculated using the VFM. The maximum plastic
strains are 19.7%, 21.5% and 45.9% for DP780, TRIP780 and EDDQ,
respectively. The identiﬁed parameters using the VFM for each
law and for each material are listed in Tables 3,4. It is important
to note that very satisfactory agreement between the identiﬁed
curves corresponding to the two chosen hardening laws is ob-
tained (see Figs. 12(c), 13(c), 14(c)). This is discussed further in
the next section.4. Discussion
4.1. The importance of constitutive model
Figs. 12(c), 13(c), 14(c) show the identiﬁed curves using the
VFM with the Swift and modiﬁed Voce laws. Although the identiﬁ-
cation is performed with two different hardening laws, the two
curves are very close to each other, indicating that not only the) (c)
VFM and extensometer for DP780 (a) Swift law (b) modiﬁed Voce law (c) Swift and
b) (c)
VFM and extensometer for TRIP780 (a) Swift law (b) modiﬁed Voce law (c) Swift and
(a) (b) (c)
Fig. 14. Comparison between the complete true stress–strain curves identiﬁed using the VFM and extensometer for EDDQ (a) Swift law (b) modiﬁed Voce law (c) Swift and
modiﬁed Voce laws up to zone B.
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represent the hardening behavior accurately. However, there is a
deviation at large strains in the case of Voce law (see Fig. 15),
which tends to saturate as discussed in Section 3.2.3.
This may explain the discrepancy between the identiﬁed Swift
and Voce curves in Coppieters et al. (2011). These authors assumed
that Voce depicts the hardening behavior better than Swift because
the value of the cost function is lower in the case of the Voce law.
From the observation obtained in this study, it is considered that
the ability of a hardening model to characterize the stress–strain
behavior accurately is more important than the values of the cost
function. However, the deviation may be attributed to the inability
of the hardening law to ﬁt the real behavior at very large strains
(Tardif and Kyriakides, 2012).Table 3
Identiﬁed hardening parameters using the VFM (post-necking, up to zone A).
Swift law Modiﬁed Voce law
K e0 n Y0 R0 Rinf b
DP780 1270 0.000258 0.139 520 999 300 49.6
TRIP780 1464 0.00223 0.209 466 911 386 26.4
EDDQ 515 0.00956 0.249 173 289 124 14.6
Table 4
Identiﬁed hardening parameters using the VFM (post-necking, up to zone B).
Swift law Modiﬁed Voce law
K e0 n Y0 R0 Rinf b
DP780 1263 0.000187 0.137 525 883 309 45.6
TRIP780 1446 0.00191 0.204 466 868 391 26.0
EDDQ 529 0.0142 0.269 169 346 111 18.6
(a) (
Fig. 15. Comparison between the complete true stress–strain curves identiﬁed us4.2. Extrapolation
The true stress–strain curves determined with the VFM are
compared to the curves based on extrapolation in Figs. 16–18.
Here, extrapolation means that the available pre-necking harden-
ing curve from a conventional measurement technique is extrapo-
lated using the selected hardening laws. To do so, a curve-ﬁtting
algorithm was used to ﬁnd the material parameters of the Swift
and modiﬁed Voce laws for the given pre-necking true stress–
strain curve and the post-necking hardening curve was recon-
structed using these parameters.
For DP780, the identiﬁed and extrapolated curves are in good
agreement with the Swift law, but a signiﬁcant difference is ob-
served with the modiﬁed Voce law. The extrapolated modiﬁed
Voce curve exhibits more strain hardening in the post necking re-
gion than the identiﬁed curve. This is due to the characteristic of
the modiﬁed Voce law, which asymptotically tends towards a lin-
ear hardening rate. Thus, the extrapolation with the modiﬁed Voce
law seems to be inappropriate for DP780. However, in the case of
TRIP780, the extrapolated curve with the modiﬁed Voce law is clo-
ser to the curve identiﬁed using the VFM than that with the Swift
law. For EDDQ, the extrapolated curves with both hardening laws
approximate the identiﬁed curves well. Overall, the extrapolated
curves with the Swift law describe the post-necking hardening
behavior reasonably well for the three materials. Nevertheless,
the extrapolation method should be applied carefully because the
suitability of a hardening law depends on the material.4.3. The importance of spatial smoothing
As mentioned in Section 2.4, two spatial smoothing methods
were applied to reduce the effect of noise. It was observed that,
although the source is unknown, the noise level was higher forb) (c)
ing the VFM with different hardening laws (a) DP780 (b) TRIP780 (c) EDDQ.
(a) (b)
Fig. 16. Comparison between the complete true stress–strain curves identiﬁed by the VFM and the extrapolated curves for DP780 (a) Swift law (b) modiﬁed Voce law.
(a) (b)
Fig. 17. Comparison between the complete true stress–strain curves identiﬁed by the VFM and the extrapolated curves for TRIP780 (a) Swift law (b) modiﬁed Voce law.
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applying the linear interpolation method.
During pre-necking, rxx should be almost zero because of the
characteristic of a simple tensile test. However, the unexpected
higher noise in the strain ﬁelds induces abnormal calculation of
rxx, leading to a deviation between the curves determined with
an extensometer and identiﬁed by the VFM. Thus, the diffuse
approximation (DA) method (Avril et al., 2008a) was applied to de-
crease the noise effect. The DA method performs local polynomial
regression on the full-ﬁeld displacements in order to ﬁlter out the
experimental noise. The local smoothing is done in the window
with a chosen pixel radius. The smoothed strain ﬁelds resulting
from the DAmethod with a radius of 20 are compared with the ori-
ginal strain ﬁelds in Fig. 19. The strain range in the x direction is
about 0.0034 after smoothing with the DA, whereas it is about
0.0097 before. For the strain in the y direction, the range is
0.0026 after smoothing, down from 0.0063 before. The range of
shear strain reduces from 0.0094 to 0.0031. As a consequence,
the level of rxx calculated by the VFM in the pre-necking regime
decreased signiﬁcantly with the use of the additional ﬁltering
method.(a)
Fig. 18. Comparison between the complete true stress–strain curves identiﬁed by the4.4. Deviation between IVW and EVW
As can be seen in Fig. 5(b), the IVW and the EVW curves deviate
from each other near the fracture point. After further investigation
of the strain and stress ﬁelds in the FE simulations, it was discov-
ered that the stress is calculated erroneously when very high strain
concentration occurs as shown in Fig. 20(b). The strain ﬁeld was
obtained as depicted in Section 2.4 and the stress ﬁeld was recon-
structed from the strain ﬁeld using the VFM. As a result, the IVW
curve deviates from the EVW curve during the localized necking
phase.
Although the deviation between the IVW and the EVW near the
fracture point did not affect the identiﬁed curve signiﬁcantly (see
Section 3.2.4), the stress calculation is inaccurate in this region.
Therefore, strictly speaking, the current approach is no longer valid
once the deviation between the IVW and the EVW occurs.
In order to scrutinize the initiation point of the deviation (the
limit of the validity), a full-scale 3D FE model of the dog bone-type
specimen used in the experiments was built using Abaqus stan-
dard. The virtual specimen was modeled with 8-node solid ele-
ments (C3D8R). A ﬁne mesh size (an element length of 0.2 mm)(b)
VFM and the extrapolated curves for EDDQ (a) Swift law (b) modiﬁed Voce law.
(a)
(b)
Fig. 19. Comparison of the strain ﬁelds for EDDQ (a) before applying the DA method (b) after applying the DA method.
(a)
(b)
Fig. 20. Stress calculation from heterogeneous strain ﬁelds (a) normal calculation
(b) erroneous calculation due to strain concentration (FE analysis).
Fig. 21. Deviation between the IVW and the EVW depending on the mesh size (FE
analysis).
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length  12.5 mm of width) and a coarse mesh size was applied
for the rest of the area. 8 elements were used through-the-
thickness.
The identiﬁed parameters for the DP780 specimen with the
Swift law up to zone A (excluding the deviation, see Table 3) were
employed as input data in the FE simulations. To simulate a virtual
tensile test, the upper edge was subjected to vertical displacement.
Then, the identiﬁcation was conducted with the VFM using the
same procedure as the experiments (see Section 3.1).
As can be seen in Fig. 21, it was found that the initiation point
depends on the size of the triangular mesh which is used for calcu-
lation of the logarithmic strain ﬁelds. The ﬁner mesh size retards
the initiation and also decreases the deviation. However, the mesh
size A increases the noise level signiﬁcantly in the experiments. In
this study, the mesh size B was selected as a compromise.4.5. Validation of the identiﬁed parameters with the VFM
The aim of this section is to validate the identiﬁed parameters
with two different hardening laws using the VFM in Section 3.2.4.
To do so, load–displacement curves using a gauge length of 40 mm
were obtained from simulated measurements with the 3D FE mod-
el and compared with the curve from the experiments. For the val-
Fig. 22. Comparison of load–displacement curves. Fig. 24. Variation of eyy at the center of the localized necking area as a function of
eyy at a distance sufﬁciently far from the neck and initiation of IVW and EVW
deviation (FE analysis).
Fig. 25. Evolution of each stress component during the deformation (FE analysis).
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the DP780 specimen (up to zone A, see Table 3) were fed into the
FE simulations. As can be seen in Fig. 22, the load–displacement
curves are in satisfactory agreement between the experimental
and simulated measurements up to zone A. Therefore, it can be
concluded that the hardening models chosen in this study are able
to describe the ﬂow behavior accurately up to the initiation point
of the deviation between the IVW and the EVW.
4.6. True stress–strain curves depending on gauge length
Since the strain magnitude is the largest at the central part of
the AOI during localized necking, the maximum plastic strain in
the true stress–strain curve is different depending on the gauge
length (length of the AOI). Thus, it is interesting to compare the
true stress–strain curves identiﬁed by the VFM using different
gauge lengths ranging from 40 to 5 mm.
The identiﬁcation was performed only up to zone A (excluding
the deviation, see Fig. 5(b)) with the Swift law. It can be seen that
the identiﬁed curves with different gauge lengths are very similar
to each other except with the 5 mm gauge length in Fig. 23. In this
case, the identiﬁed curve exhibits lower strain hardening com-
pared to other cases. First, it was considered that the softening
behavior was due to the fact that uncertainties increase when
the AOI size decreases. However, the exactly same behavior was
also observed in the FE simulation. The reason of softening in the
5 mm gauge length is still unclear; this should be investigated fur-
ther in the future. The maximum plastic strains calculated using a
gauge length of 10 mm are 20.9%, 22.0% and 50.9% for DP780,
TRIP780 and EDDQ, respectively.
4.7. Limitations
Before closing, it is worth discussing some limitations of the
current approach.(a)
Fig. 23. Identiﬁed true stress–strain curves using the VFM dep4.7.1. Plane stress assumption
In this study, the plane stress assumption was adopted because
the thickness is very small compared to the in-plane dimensions
and the volume integral in Eq. 13 needs to be calculated from
the measurement of surface strain (strain ﬁelds cannot be obtained
from inside the specimen using DIC). Nevertheless, the plane stress
assumption becomes a limitation of the current approach due to
the sharp thickness gradient at the localized necking area.
In order to pinpoint the limit of this approach, the variation of
the longitudinal strain (eyy) at the center of the localized necking
area (top surface) is plotted as a function of eyy at a distance sufﬁ-
ciently far from the neck (namely, 10 times the sheet thickness)
along the longitudinal direction. The strain distributions were ob-
tained from the 3D FE model. As can be seen in Fig. 24, the devia-
tion between the IVW and EVW (with the mesh size B, see Fig. 21)
just occurs when localized necking initiates. Therefore, it is tenta-
tively concluded that the current approach is valid up to the initial
stage of localized necking.(b) (c)
ending on gauge length (a) DP780 (b) TRIP780 (c) EDDQ.
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the localized necking area (mid-plane) was monitored during the
deformation using the 3D FE model. Shear stress components are
not included in Fig. 25 because those are negligible. The calculated
stress triaxiality (rm/req, where rm is the mean stress and req the
equivalent stress) at the initiation point of the deviation was
0.46. However, this might just indicate that the stress state inside
the localization area is moving towards plane strain, i.e., the local-
ization mode. More interestingly, the initiation point is indeed con-
sistent with the appearance of the normal stress rzz. Since the IVW
is calculated from the in-plane stress components, the IVW devi-
ates from the EVW as the normal stress appears. Once the normal
stress develops, the plane stress assumption used in this study
ceases to be valid.
However, this issue may be overcome with the development of
bulk full-ﬁeld measurement techniques. The ﬁrst extension of the
VFM to 3D full-ﬁeld displacement data from MRI technique has
been presented in Avril et al. (2008b).
4.7.2. Anisotropy
In this study, anisotropic plastic behavior was not considered
for characterizing post-necking hardening behavior because the
materials used in this study are quite isotropic in terms of the ini-
tial yield stress. However, even for an isotropic material, the von
Mises yield condition is not likely to be optimum for these materi-
als. Moreover, the true stress–strain curve may be altered even by a
small amount of plastic anisotropy (Dunand and Mohr, 2010; Tar-
dif and Kyriakides, 2012).
One strategy for identifying all the anisotropic parameters from
simple tensile tests is to use a sheet metal specimen having a com-
plex geometry. In such a case, the geometry should provide very
heterogeneous stress state so that the test can yield sufﬁcient het-
erogeneous information for each parameter. Hill (1948) or YLD
2000-2D yield criterions (Barlat et al., 2003) in combination with
isotropic hardening may be used instead of von Mises. The initial
step is to ﬁnd an appropriate specimen geometry. Due to the in-
creased number of parameters to identify, more attention should
be paid on the selection of the virtual ﬁelds and on the optimiza-
tion algorithm.
4.7.3. Strain range
Although the current approach allows the identiﬁcation of the
true stress–strain curve up to the initial stage of the localized neck-
ing, the maximum strain range is still insufﬁcient for metal form-
ing simulations. For instance, the maximum plastic strain
obtained with the VFM is 20.9% (12.6% with an extensometer) for
DP780. The maximum strain attained in various sheet-metal form-
ing operations is likely to exceed 21%.
Though the applied stress state is different (Nasser et al., 2010),
a good alternative of the uniaxial tensile test is the hydraulic bulge
test, which can yield much higher strains under a biaxial state of
stress (maximum strain is more than 30% for DP780). To possibly
increase this range further, it will be worth analyzing the bulge test
using the VFM in a future investigation.5. Concluding remarks
In the present study, a full-ﬁeld measurement technique com-
bined with the virtual ﬁelds method (VFM) was utilized to charac-
terize the post-necking strain hardening behavior of thin sheet
specimens subjected to uniaxial tension. The von Mises yield crite-
rion associated to isotropic hardening was adopted for the consti-
tutive description. The VFM was used as an inverse procedure to
take advantage of the full-ﬁeld strain ﬁelds determined from the
digital image correlation technique for the identiﬁcation. Thedetermination of the true stress–strain curves was conducted suc-
cessfully for three types of sheet metals, namely, DP780, TRIP780
and EDDQ up to the initial stage of localized necking. The main
observations and conclusions of the present work are as follows:
	 A proper choice of a hardening law that accurately describes the
hardening behavior is essential for a successful identiﬁcation of
the constitutive parameters. The true stress–strain curves iden-
tiﬁed using the VFM with the Swift and modiﬁed Voce laws are
very close to each other even in the post-necking region for the
selected materials. However, the identiﬁcation with the pure
Voce law deviates from the experimental data at large strains
because of the characteristic of the saturation model.
	 For DP780, when the pre-necking true stress–strain curve
obtained from an extensometer is extrapolated with the Swift
law, it is in good agreement with the curve identiﬁed by the
VFM. However, the curve extrapolated with the modiﬁed Voce
law deviates signiﬁcantly from the VFM curve. For TRIP780,
the curve extrapolated with the modiﬁed Voce law is in better
agreement with the identiﬁed curve than that with the Swift
law. For EDDQ, the curves extrapolated with both hardening
laws ﬁt the identiﬁed curves satisfactorily. Thus, the extrapola-
tion method should be selected carefully because the suitability
of a hardening law depends on the material under investigation.
	 A deviation between the internal and external virtual works
was observed near fracture due to inaccurate stress calculations
in the area of high strain concentration. Although there is no
signiﬁcant difference between the curves identiﬁed with the
VFM regardless whether the data in the deviation region are
eliminated or not, the current approach is valid up to the initi-
ation point of the deviation. From the 3D FE analysis, it was
found that the deviation occurs when localized necking initiates
or, alternately when the normal stress through-the-thickness
develops.
	 The maximum plastic strain in the true stress–strain curve is
different depending on the gauge length (length of the AOI)
because the strain magnitude is the largest at the central part.
The maximum equivalent strains obtained with a 10 mm gauge
length are 20.9%, 22.0% and 50.9% for DP780, TRIP780 and
EDDQ, respectively. However, these maximum strains are
12.6%, 16.0% and 26.1% for the curves obtained using an
extensometer.
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