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AVERAGE CASE TRACTABILITY OF ADDITIVE RANDOM
FIELDS WITH KOROBOV KERNELS
JIA CHEN, HEPING WANG
Abstract. We investigate average case tractability of approximation of ad-
ditive random fields with marginal random processes corresponding to the
Korobov kernels for the non-homogeneous case. We use the absolute error
criterion (ABS) or the normalized error criterion (NOR). We show that the
problem is always polynomially tractable for ABS or NOR, and give sufficient
and necessary conditions for strong polynomial tractability for ABS or NOR.
1. Introduction
LetXj(t), t ∈ [0, 1], j ∈ N be a sequence of independent random processes, where
N = {1, 2, · · · }. Suppose that every random element Xj(t) has zero mean and a
covariance function KXj (t, s), t, s ∈ [0, 1]. Let KXj be the covariance operator
with the covariance kernel KXj for every j ∈ N. Then for any f ∈ L2([0, 1]) and
t ∈ [0, 1], we have
KXjf(t) =
∫
[0,1]
KXj (t, s)f(s)ds.
We consider the random field
(1.1) Yd(t) :=
d∑
j=1
Xj(tj), t = (t1, · · · , td) ∈ [0, 1]
d,
with the following zero-mean covariance function
(1.2) KYd(t, s) =
d∑
j=1
KXj (tj , sj),
and covariance operator
(1.3) KYdf(t) =
∫
[0,1]d
KYd(t, s)f(s)ds,
where f ∈ L2([0, 1]
d), t = (t1, · · · , td), s = (s1, · · · , sd), t, s ∈ [0, 1]
d. This random
field is called an additive random field. There are many papers which investigated
this random field, see [1, 3, 4, 5].
In this paper, we investigate the average case approximation of Yd(t), t ∈ [0, 1]
d,
as a random element of the space L2([0, 1]
d) equipped with inner product (·, ·)2,d
and norm ‖ · ‖2,d, by a finite rank random field.
The nth minimal 2-average case error, for n ≥ 1, is defined by
eYd(n) := inf
{(
E‖Yd − Y
(n)
d ‖
2
2,d
)1/2
: Y
(n)
d ∈ A
Yd
n
}
.
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2Here AYdn is the class of all linear algorithms with rank ≤ n defined by
AYdn :=
{ n∑
m=1
(Yd, ϕm)2,d ψm : ϕm, ψm ∈ L2([0, 1]
d)
}
.
The so-called initial average case error is given by
eYd(0) :=
(
E‖Yd‖
2
2,d
)1/2
.
We use either the absolute error criterion (ABS) or the normalized error cri-
terion (NOR). For any ε ∈ (0, 1), we study information complexity nYd,Z(ε) of
approximation of the random fields Yd, d ∈ N defined by
nYd,Z(ε) := min{n ∈ N : eYd(n) ≤ εCRId},
where Z ∈ {ABS,NOR},
CRId :=
{
1, for Z = ABS,
eYd(0), for Z = NOR.
Let Y = {Yd}d∈N. First we consider average case tractability of Y . Various
notions of tractability have been discussed for multivariate problems. We recall
some of the basic tractability notions (see [7, 8, 9, 10]).
For Z ∈ {ABS, NOR}, say Y is
• strongly polynomially tractable (SPT) iff there exist non-negative numbers C
and p such that for all d ∈ N, ε ∈ (0, 1),
nYd,Z(ε) ≤ C(ε−1)p;
The infimum of p satisfying the above inequality is called the exponent of strong
polynomial tractability and is denoted by pstr−avg.
• polynomially tractable (PT) iff there exist non-negative numbers C, p and q
such that for all d ∈ N, ε ∈ (0, 1),
nYd,Z(ε) ≤ Cdq(ε−1)p.
• quasi-polynomially tractable (QPT) iff there exist two constants C, t > 0 such
that for all d ∈ N, ε ∈ (0, 1),
nYd,Z(ε) ≤ C exp(t(1 + ln ε−1)(1 + ln d));
• uniformly weakly tractable (UWT) iff for all s, t > 0,
lim
ε−1+d→∞
lnnYd,Z(ε)
(ε−1)s + dt
= 0;
• weakly tractable (WT) iff
lim
ε−1+d→∞
lnnYd,Z(ε)
ε−1 + d
= 0.
This paper is devoted to studying average case tractability of the additive ran-
dom field Y = {Yd}d∈N under ABS and NOR. For additive random fields similar
problems were investigated in [2, 5, 6, 11] in various settings for the homogeneous
case and in [3, 4] for the non-homogeneous case. Here, the homogeneous case means
that approximated additive random fields are constructed (in a special way) from
copies of one marginal process, while the non-homogeneous case means that the
random fields are composed of a whole sequence of marginal random processes
3with generally different covariance functions. Specifically, the authors in [3] ob-
tained the growth of nYd,NOR(ε) for arbitrary fixed ε ∈ (0, 1) and d → ∞ for
the non-homogeneous case and gave application to the additive random fields with
marginal random processes corresponding to the Korobov kernels.
It should be noted, however, that all these works deal only with NOR. In this
paper, we consider average case tractability of the problem B = {Bd}d∈N of the
additive random fields with marginal random processes corresponding to the Ko-
robov kernels under ABS and NOR. We shall show that the problem B is always
polynomially tractable for ABS or NOR. Obviously, PT implies all QPT, UWT,
WT. We also give sufficient and necessary conditions for which B is SPT for ABS
or NOR.
The paper is organized as follows. In Section 2 we give preliminaries about
the additive random fields with marginal random processes corresponding to the
Korobov kernels and introduce main results, i.e., Theorems 2.1-2.3. Section 3 is
devoted to proving Theorems 2.1-2.3.
2. Preliminaries and main results
Let us consider the sequence of additive random fields Yd(t), t ∈ [0, 1]
d, d ∈
N, defined by (1.1). Let
{
(λ
Xj
k , ψ
Xj
k )
}
k∈N
be the sequence of eigenpairs of the
covariance operator KXj of Xj. Under the additive structure (1.2), the eigenvalues
λd,k, k ∈ N, are generally unknown or not easily depend on λ
Xj
k , k ∈ N, j =
1, 2, · · · , d. However, under the following condition, we can explicitly describe the
eigenvalues λd,k, k ∈ N.
For every j ∈ N there exist ψ0 ∈ {ψ
Xj
1 , ψ
Xj
2 , · · · , ψ
Xj
k , · · · } such that ψ0(t) = 1
for all t ∈ [0, 1]. We denote by λ¯
Xj
0 the eigenvalues corresponding to eigenvector
1. Let {λ¯
Xj
k }k∈N and {ψ¯
Xj
k }k∈N be the non-increasing sequence of the remaining
eigenvalues and the corresponding sequence of eigenvectors of KXj , respectively. It
is known that the family of eigenvectors
1 ∪ {ψ¯
Xj
k (tj) : k ∈ N, j = 1, · · · , d}, t = (t1, · · · , td) ∈ [0, 1]
d,
is an orthogonal system in L2([0, 1]
d) for every d ∈ N, see [3]. Hence the identical
1 is an eigenvector of KYd with the eigenvalue λ¯Yd0 :=
∑d
j=1 λ¯
Xj
0 , and the pairs
(λ¯
Xj
k , ψ¯
Xj
k ), for all k ∈ N and j = 1, · · · , d, are the remaining eigenpairs of K
Yd .
Let {λd,j}j∈N and {ψd,j}j∈N be the non-increasing sequence of the eigenvalues
and the corresponding sequence of eigenvectors of KYd defined by (1.3). Then the
average case information complexity nYd,Z(ε) can also be described in terms of
eigenvalues λd,j , j ∈ N of K
Yd by
(2.1) nYd,Z(ε) := min{n ∈ N :
∞∑
j=n+1
λd,j ≤ ε
2CRI2d},
where
CRId =
{
1, for Z = ABS,(∑∞
j=1 λd,j
)1/2
, for Z = NOR,
see [7].
Particularly, we study additive random fields with marginal random processes
corresponding to the Korobov kernels. Let Bα,β,σ(x), x ∈ [0, 1] be a zero-mean
4random field with the following covariance function
Kα,β,σ(x, y) = α+ 2β
∞∑
k=1
k−σ cos(2pik(x− y)), x, y ∈ [0, 1].
Here α ≥ 0, β > 0 and σ > 1. Let KBα,β,σ be the covariance operator with kernel
Kα,β,σ of Bα,β,σ, and for any L2([0, 1]) and x ∈ [0, 1],
KBα,β,σf(x) :=
∫
[0,1]
Kα,β,σ(x, y)f(y)dy.
The eigenpairs of the covariance operator KBα,β,σ are known, see [7]. The iden-
tical 1 is an eigenvector of KBα,β,σ with the eigenvalue λ¯
Bα,β,σ
0 = α. The other
eigenpairs of KBα,β,σ have the following form:
λ¯
Bα,β,σ
2k−1 = λ¯
Bα,β,σ
2k =
β
kσ
, ψ¯
Bα,β,σ
2k−1 (x) = e
−i2pikx, ψ¯
Bα,β,σ
2k (x) = e
i2pikx,
for any k ∈ N, x ∈ [0, 1].
Suppose that Bj(x), x ∈ [0, 1], j ∈ N is a sequence of independent zero-mean ran-
dom fields with covariance functions Kαj ,βj,σj , respectively. Let Bd(x) =
∑d
j=1Bj(xj),
x ∈ [0, 1]d, d ∈ N, be the sequence of zero-mean random fields with the covariance
functions
KBd(x,y) =
d∑
j=1
Kαj ,βj,σj (xj , yj),
where x = (x1, x2, · · · , xd) ∈ [0, 1]
d, y = (y1, y2, · · · , yd) ∈ [0, 1]
d, and the parame-
ters αj ≥ 0, βj > 0 for all j ∈ N, and infj∈N σj > 1.
Let KBd be the covariance operator of Bd. We have
KBdf(x) =
∫
[0,1]d
d∑
j=1
Kαj ,βj,σj (xj , yj)f(yj)dy,
for any f(x) ∈ L2([0, 1]
d) and x ∈ [0, 1]d. Then the identical 1 is an eigenvector of
KBd with the eigenvalue
(2.2) λ¯Bd0 =
d∑
j=1
αj
and the remaining eigenvalues and eigenvectors are
(2.3) λ¯Bd2k−1 = λ¯
Bd
2k =
βj
kσj
, k ∈ N, j = 1, . . . , d,
and
ψ¯Bd2k−1(xj) = e
−i2pikxj , ψ¯Bd2k (xj) = e
i2pikxj , x ∈ [0, 1]d, k ∈ N, j = 1, . . . , d,
respectively. Let {λd,j}
∞
j=1 be the sequence of non-increasing rearrangement of the
eigenvalues of KBd . Then we have
(2.4)
∞∑
j=1
λd,j =
d∑
j=1
αj + 2
d∑
j=1
∞∑
k=1
βj
kσj
=
d∑
j=1
αj + 2
d∑
j=1
βjζ(σj),
5and for any τ ∈ (0, 1) and τσj > 1, j = 1, . . . , d,
(2.5)
∞∑
j=1
λτd,j =
( d∑
j=1
αj
)τ
+ 2
d∑
j=1
∞∑
k=1
βτj
kτσj
=
( d∑
j=1
αj
)τ
+ 2
d∑
j=1
βτj ζ(τσj),
where ζ(p) =
∑∞
k=1 k
−p, p > 1, is the Riemann zeta-function.
In the sequel we always assume that the sequences αj , βj, σj satisfy
(2.6) αj ≥ 0, 1 ≥ β1 ≥ β2 ≥ · · · > 0, 1 < σ1 ≤ σ2 ≤ · · · .
In this paper, we consider the tractability of the problem
B = {Bd : L2([0, 1]
d)→ L2([0, 1]
d)}
under ABS and NOR, where the sequences αj , βj , σj satisfy (2.6). Our main results
can be formulated as follows.
Theorem 2.1. Let the sequences αj , βj , σj satisfy (2.6). Then the problem B
(i) is always PT for ABS or NOR;
(ii) is SPT for ABS iff
(2.7) A∗ := lim
d→∞
ln 1βd
ln d
> 1.
The exponent of SPT is
(2.8) pstr−avg = max
{ 2
A∗ − 1
,
2
σ1 − 1
}
.
In order to investigate the strong polynomial tractability of the problem B for
NOR, we consider two cases.
Theorem 2.2. Let αj , βj , σj satisfy (2.6) and
0 ≤ αj ≤ cβj , for all j ∈ N,
where c > 0 is a constant. Then for NOR the problem B is SPT iff
A∗ := lim
d→∞
ln 1βd
ln d
> 1.
The exponent of SPT is
pstr−avg = max
{ 2
A∗ − 1
,
2
σ1 − 1
}
.
Theorem 2.3. Let αj , βj , σj satisfy (2.6). Further assume that
0 < r1 ≤ · · · ≤ rj ≤ rj+1 ≤ · · · , where rj =
αj
βj
, j ∈ N,
and there exists a constant c > 0 such that for every d ∈ N,
d∑
j=1
αj ≤ cdαd.
Then the problem B is SPT for NOR iff
(2.9) B∗ := lim
d→∞
ln αdβd
ln d
> 0.
6The exponent of SPT is
(2.10) pstr−avg = max
{ 2
B∗
,
2
σ1 − 1
}
.
In particular, if αj = 1 for j ∈ N, then the problem B is SPT for NOR iff
A∗ := lim
d→∞
ln 1βd
ln d
> 0.
Remark 2.4. In [3], Khartov and Zani investigated nBd,NOR(ε) for arbitrary fixed
ε ∈ (0, 1) and d→∞ of the above problem B with the parameters
(2.11) βj ∼ cj
−s, αj/βj → r, σj → +∞, j →∞,
where c > 0, s > 0, and 0 ≤ r ≤ ∞. They obtained the following results.
(1) For c > 0 and either s > 1, 0 ≤ r ≤ ∞ or 0 ≤ s ≤ 1, r =∞. Then
sup
d∈N
nBd,NOR(ε) <∞, for every ε ∈ (0, 1).
(2) For c > 0, 0 ≤ s < 1 and 0 ≤ r <∞,
nBd,NOR(ε) ∼ 2Q(ε) · d, d→∞, for every ε ∈ (0, ε0),
where
Q(ε) =
(
1− (ε/ε0)
2
) 1
1−s , ε0 = (1 + r/2)
−1/2.
(3) For c > 0, s = 1 and 0 ≤ r <∞, then
lnnBd,NOR(ε) =
(
1− (ε/ε0)
2
)
· ln d+ o(ln d), d→∞, ε ∈ (0, ε0).
We remark that in some sense the above results give the tractability results of
the problem B for NOR under the condition (2.11). Specifically, the above result
(1) corresponds to SPT of B for NOR, and results (2) and (3) relate to PT of B for
NOR, but more explicitly. Comparing with [3], we obtain the tractability of the
problem B with general parameters αj , βj , σj satisfying (2.6) for ABS and NOR.
Also we get the exponent of SPT for ABS and NOR.
Remark 2.5. For the above problem B = {Bd}d∈N, let B˜d be the additive random
fields with marginal random processes corresponding to the Korobov covariance
functions
KB˜d(x,y) =
d∑
j=1
Kα˜j ,β˜j,σ˜j (xj , yj), x,y ∈ [0, 1]
d,
with parameters α˜j , β˜j , σ˜j satisfying
α˜j = 0, β˜j = βj , σ˜j = σj , j ∈ N.
Let {λd,j}
∞
j=1 and {λ˜d,j}
∞
j=1 be the sequences of non-increasing rearrangement
of the eigenvalues of the covariance operators KBd and K B˜d , respectively. Then for
some j0 ∈ N,
λd,j0 =
d∑
j=1
αj ,
and
λ˜d,j = λd,j if j < j0, and λ˜d,j = λd,j+1 if j ≥ j0.
7From the above equalities we obtain that
λd,j ≥ λ˜d,j ≥ λd,j+1, j ∈ N.
It follows from (2.1) and the inequality λd,j ≥ λ˜d,j that for ε ∈ (0, 1),
nBd,ABS(ε) ≥ nB˜d,ABS(ε).
On the other hand, we note that for ε ∈ (0, 1),
∞∑
j=n0+1
λ˜d,j ≤ ε
2,
where n0 = n
B˜d,ABS(ε). This gives that
∞∑
j=n0+2
λd,j ≤
∞∑
j=n0+1
λ˜d,j ≤ ε
2,
which means that
nBd,ABS(ε) ≤ n0 + 1 = n
B˜d,ABS(ε) + 1.
Hence we have for ε ∈ (0, 1),
nB˜d,ABS(ε) ≤ nBd,ABS(ε) ≤ nB˜d,ABS(ε) + 1.
It follows that the problems
Bd : L2([0, 1]
d)→ L2([0, 1]
d) and B˜d : L2([0, 1]
d)→ L2([0, 1]
d), d ∈ N,
have the same tractability for ABS and the same exponent of SPT for ABS if the
problem B˜ is SPT for ABS.
Remark 2.6. Let the sequences αj , βj, σj satisfy (2.6). If the problem B is SPT
(or PT) for ABS, then it is also SPT (or PT) for NOR.
Indeed, it follows from (2.4) that
∞∑
j=1
λd,j =
d∑
j=1
αj + 2
d∑
j=1
βjζ(σj) ≥ 2β1 > 0.
By (2.1) we have
nBd,ABS(ε(2β1)
1/2) = min
{
n ∈ N :
∞∑
j=n+1
λd,j ≤ 2β1ε
2 ≤ ε2
∞∑
j=1
λd,j
}
,
which means
nBd,NOR(ε) ≤ nBd,ABS(ε(2β1)
1/2).
Therefore if the problem B is SPT (or PT) for ABS, then it is also SPT (or PT)
for NOR.
83. Proofs of Theorems 2.1-2.3
Proof of Theorem 2.1.
(i) From Remark 2.6, it is sufficient to show that B is PT for ABS. By Remark
2.5 we get that B is PT for ABS iff B˜ is PT for ABS. Hence it suffices to prove that
B˜ is PT for ABS.
We note ( ∞∑
j=1
λ˜τd,j
) 1
τ
=
(
2
d∑
j=1
βτj ζ(τσj)
) 1
τ ,
and
(3.1) 1 ≤ ζ(τσj) ≤ ζ(τσ1) < +∞, for τ ∈ (
1
σ1
, 1).
It follows that for τ ∈ ( 1σ1 , 1),( ∞∑
j=1
λ˜τd,j
) 1
τ
≤
(
2ζ(τσ1)
) 1
τ
( d∑
j=1
βτj )
1
τ ≤
(
2ζ(τσ1)
) 1
τ d
1
τ ,
where in the last inequality we used βj ≤ 1 for all j ∈ N. This forces
sup
d∈N
( ∞∑
j=1
λ˜τd,j
) 1
τ
d−
1
τ ≤
(
2ζ(τσ1)
) 1
τ < +∞.
Due to [7, Theorem 6.1] we obtain that B˜ is PT for ABS. Therefore the problem B
is always PT for ABS or NOR.
(ii) From Remark 2.5, it is sufficient to prove that the problem
B˜ = {B˜d : L2([0, 1]
d)→ L2([0, 1]
d)},
is SPT for ABS iff (2.7) holds, and that the exponent of B˜ satisfies (2.8).
Assume that (2.7) holds, i.e.,
A∗ = lim
d→∞
ln 1βd
ln d
> 1.
We want to prove that B˜ is SPT for ABS. Indeed, by (3.1) we have for any τ ∈
( 1σ1 , 1), ( ∞∑
j=1
λ˜τd,j
) 1
τ
=
(
2
d∑
j=1
βτj ζ(τσj)
) 1
τ
≤
(
2ζ(τσ1)
) 1
τ
( d∑
j=1
βτj
) 1
τ
≤
(
2ζ(τσ1)
) 1
τ
( ∞∑
j=1
βτj
) 1
τ .(3.2)
Next, we shall prove that for any τ ∈ ( 1A∗ , 1),( ∞∑
j=1
βτj
) 1
τ < +∞.
9Indeed, for such τ ∈ ( 1A∗ , 1), there exists a δ ∈ (0, 1) for which
τ =
1
A∗ (1− δ)
.
Since
A∗ = lim
d→∞
ln 1βd
ln d
> 1,
there exists a d0 ∈ N such that
ln 1βd
ln d
≥ (1− δ/2)A∗ for d > d0,
which means
βd ≤ d
−(1−δ/2)A∗ for d > d0.
It follows that
∞∑
j=1
βτj ≤
d0∑
j=1
βτj +
∞∑
d0+1
j−
1−δ/2
1−δ ≤ d0 +
∞∑
j=1
j−
1−δ/2
1−δ < +∞,
for any τ > 1A∗ . Hence we obtain
sup
d∈N
( ∞∑
j=1
λ˜τd,j
) 1
τ
< +∞,(3.3)
for any τ ∈
(
max{ 1σ1 ,
1
A∗
}, 1
)
. We note that τ ∈
(
max{ 1σ1 ,
1
A∗
}, 1) is equivalent to
2τ
1− τ
>
2
σ1 − 1
and
2τ
1− τ
>
2
A∗ − 1
,
due to the monotonicity of the function
ϕ(x) =
x
1− x
, x ∈ (0, 1).
It follows from [7, Theorem 6.1] that if (2.7) holds, then B˜ is SPT for ABS, and
the exponent of SPT satisfies
(3.4) pstr−avg ≤ inf
{ 2τ
1− τ
∣∣ τ satisfies (3.3)} ≤ max{ 2
A∗ − 1
,
2
σ1 − 1
}
.
On the other hand, assume that B˜ is SPT for ABS. Then there exist positive
C, C1, and τ ∈ (0, 1) such that
+∞ > C := sup
d∈N
( ∞∑
j=⌈C1⌉
λ˜τd,j
) 1
τ
= sup
d∈N
( ∞∑
j=1
λ˜τd,j −
⌈C1⌉−1∑
j=1
λ˜τd,j
) 1
τ
= sup
d∈N
(
2
d∑
j=1
βτj ζ(τσj)−
⌈C1⌉−1∑
j=1
λ˜τd,j
) 1
τ
≥ sup
d∈N
(
2
d∑
j=1
βτj − (⌈C1⌉ − 1)β
τ
1
) 1
τ
≥ sup
d∈N
(
2dβτd − ⌈C1⌉+ 1
) 1
τ
,(3.5)
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where we used
1 ≥ β1 ≥ · · · > 0, λ˜d,j ≤ β1 ≤ 1, ζ(τσj) ≥ 1
in the above inequalities. Obviously, by (3.5) we have
τ >
1
σ1
.
It follows from (3.5) that
dβτd ≤ C2,
where C2 :=
Cτ+⌈C1⌉−1
2 > 0, which yields that
ln 1βd
ln d
≥
1
τ
−
lnC2
τ ln d
,
Letting d→∞ we get
A∗ = lim
d→∞
ln 1βd
ln d
≥
1
τ
> 1.
which means
τ ≥
1
A∗
.
Hence if B˜ is SPT for ABS, then we have
A∗ = lim
d→∞
ln 1βd
ln d
> 1,
and the exponent of SPT satisfies
pstr−avg = inf
{ 2τ
1− τ
∣∣ τ satisfies (3.5)} ≥ max{ 2
A∗ − 1
,
2
σ1 − 1
}
.
Therefore B is SPT for ABS iff
A∗ := lim
d→∞
ln 1βd
ln d
> 1,
and the exponent of SPT is
pstr−avg = max
{ 2
A∗ − 1
,
2
σ1 − 1
}
.
Theorem 2.1 is proved. 
Proof of Theorem 2.2.
From Remark 2.6, we note that if B is SPT for ABS, then it is SPT for NOR.
If A∗ > 1 holds, by Theorem 2.1 we get that B is SPT for ABS, and hence is SPT
for NOR. It suffices to prove that if B is SPT for NOR, then A∗ > 1.
Assume that B is SPT for NOR. Then by [7, Theorem 6.2] there exists a τ ∈ (0, 1)
such that
C := sup
d∈N
(∑∞
j=1 λ
τ
d,j
) 1
τ∑∞
j=1 λd,j
= sup
d∈N
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βjζ(σj)
< +∞.
It follows that
τ >
1
σ1
.
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Using (3.1) and 0 ≤ αj ≤ cβj for all j ∈ N, we get
+∞ > C ≥
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βjζ(σj)
≥
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ
(c+ 2ζ(σ1))
∑d
j=1 βj
≥
2
1
τ
(∑d
j=1 β
τ
j
) 1
τ
(c+ 2ζ(σ1))
∑d
j=1 βj
.(3.6)
Assume that
∑∞
j=1 βj = +∞. Then for the above τ ∈ (0, 1) we have( ∞∑
j=1
βτj
) 1
τ ≥
( ∞∑
j=1
βj
) 1
τ = +∞.
By the Stolz theorem we get
lim
d→∞
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 βj
= lim
d→∞
(∑d
j=1 β
τ
j
) 1
τ −
(∑d−1
j=1 β
τ
j
) 1
τ
βd
= lim
d→∞
Sτ,d−1
((
1 + ( βdSτ,d−1 )
τ
) 1
τ − 1
)
βd
,(3.7)
where
Sτ,d =
( d∑
j=1
βτj
) 1
τ .
Since
0 ≤
βd
Sτ,d−1
≤
β1
Sτ,d−1
→ 0, as d→∞,
and
(1 + x)α − 1 ∼ αx, as x→ 0
for any α > 0, we have(
1 +
( βd
Sτ,d−1
)τ) 1τ
− 1 ∼
1
τ
( βd
Sτ,d−1
)τ
, as d→∞,(3.8)
where f(x) ∼ g(x) as g(x)→ 0 means that lim
g(x)→0
f(x)
g(x) = 1. Substituting (3.8) into
(3.7) yields
lim
d→∞
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 βj
= lim
d→∞
Sτ,d−1 ·
1
τ
(
βd
Sτ,d−1
)τ
βd
= lim
d→∞
1
τ
(Sτ,d−1
βd
)1−τ
= +∞,
contrary to (3.6).
Hence we have
∑∞
j=1 βj < +∞, and thence C1 :=
(∑∞
j=1 β
τ
j
) 1
τ < +∞. It follows
that
dβτd ≤
d∑
j=1
βτj ≤
∞∑
j=1
βτj = C
τ
1 .
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We obtain further
ln 1βd
ln d
≥
1
τ
−
lnC1
ln d
.
This gives
A∗ = lim
d→∞
ln 1βd
ln d
≥
1
τ
> 1,
which implies τ ≥ 1A∗ . Hence we conclude that if B is SPT for NOR, then
A∗ = lim
d→∞
ln 1βd
ln d
> 1,
and the exponent of SPT for NOR satisfies
pstr−avg ≥ max
{ 2
A∗ − 1
,
2
σ1 − 1
}
.
Theorem 2.2 is proved. 
Proof of Theorem 2.3.
First we assume that SPT holds for NOR. By [7, Theorem 6.2] there exists a
τ ∈ (0, 1) such that
C := sup
d∈N
(∑∞
j=1 λ
τ
d,j
) 1
τ∑∞
j=1 λd,j
= sup
d∈N
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βjζ(σj)
< +∞.
It follows that
τ >
1
σ1
.
We get for all d ∈ N,
+∞ > C ≥
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βjζ(σj)
≥
2
1
τ
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 αj + 2ζ(σ1)
∑d
j=1 βj
≥
(∑d
j=1 β
τ
j
) 1
τ(
1 + 2ζ(σ1)r1
)∑d
j=1 αj
≥
d1/τβd
c
(
1 + 2ζ(σ1)r1
)
dαd
,
where we used
1 ≤ ζ(tσj) ≤ ζ(tσ1), for any t ∈ (0, 1], j ∈ N,
and 1 ≥ β1 ≥ β2 ≥ · · · ≥ 0 in the last inequality. It follows that
αd
βd
≥ C1d
1/τ−1 with C1 :=
1
Cc
(
1 + 2ζ(σ1)r1
) .
This means
ln αdβd
ln d
≥
1
τ
− 1 +
lnC1
ln d
.
Letting d→∞ we get
B∗ = lim
d→∞
ln αdβd
ln d
≥
1− τ
τ
> 0.
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Hence if B is SPT for NOR, then we have B∗ = lim
d→∞
ln
αd
βd
ln d > 0, and the exponent
of SPT for NOR satisfies
pstr−avg ≥ max
{ 2
B∗
,
2
σ1 − 1
}
.
On the other hand, we assume
B∗ = lim
d→∞
ln αdβd
ln d
> 0.
Then for any τ ∈ (max{ 1σ1 ,
1
1+B∗
}, 1) we shall prove
sup
d∈N
(∑∞
j=1 λ
τ
d,j
) 1
τ∑∞
j=1 λd,j
< +∞.
Indeed, we have(∑∞
j=1 λ
τ
d,j
) 1
τ∑∞
j=1 λd,j
=
((∑d
j=1 αj
)τ
+ 2
∑d
j=1 β
τ
j ζ(τσj)
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βjζ(σj)
≤
2
1
τ
(∑d
j=1 αj +
(
2ζ(τσ1)
) 1
τ
(∑d
j=1 β
τ
j
) 1
τ
)
∑d
j=1 αj + 2
∑d
j=1 βj
≤ 2
1
τ + 2
2
τ ζ
1
τ (τσ1)
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 αj + 2
∑d
j=1 βj
≤ 2
1
τ + 2
2
τ ζ
1
τ (τσ1)
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 αj
,
where in the first inequality we used
(3.9) a+ b ≤
(
aτ + bτ
) 1
τ ≤ 2
1
τ (a+ b), a, b ≥ 0, τ ∈ (0, 1),
and (3.1). It suffices to prove that
sup
d∈N
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 αj
< +∞, for τ ∈ (
1
1 +B∗
, 1).
We suppose that τ = 11+B∗ ·
1
1−δ0
for some δ0 ∈ (0, 1). Since
B∗ = lim
d→∞
ln αdβd
ln d
= lim
d→∞
ln rd
ln d
> 0, where rd =
αd
βd
,
there exists a d0 ∈ N such that
ln rd
ln d
≥ (1− δ0)B∗ =: γ, d > d0.
It follows that
r−1d ≤ d
−γ , d > d0.
Note that
κ :=
τγ
1− τ
=
B∗ −B∗δ0
B∗ −B∗δ0 − δ0
> 1.
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Hence we get
∞∑
j=1
r
− τ
1−τ
j ≤
d0∑
j=1
r
− τ
1−τ
j +
∞∑
j=d0+1
j−
τγ
1−τ
≤ d0r
− τ
1−τ
1 +
∞∑
j=1
j−κ <∞.
It follows from the Ho¨lder inequality that
sup
d∈N
(∑d
j=1 β
τ
j
) 1
τ∑d
j=1 αj
= sup
d∈N
(∑d
j=1 α
τ
j r
−τ
j
) 1
τ∑d
j=1 αj
≤ sup
d∈N
( d∑
j=1
r
− τ
1−τ
j
) 1−τ
τ
=
( ∞∑
j=1
r
− τ
1−τ
j
) 1−τ
τ
<∞.
Hence for any τ ∈ (max{ 1σ1 ,
1
1+B∗
}, 1) we have
sup
d∈N
(∑∞
j=1 λ
τ
d,j
) 1
τ∑∞
j=1 λd,j
< +∞,
which means that SPT holds with the exponent of SPT for NOR satisfying
pstr−avg ≤ max
{ 2
B∗
,
2
σ1 − 1
}
.
Therefore SPT holds for NOR iff
B∗ = lim
d→∞
ln αdβd
ln d
> 0
and the exponent of SPT for NOR is
pstr−avg = max
{ 2
B∗
,
2
σ1 − 1
}
.
The proof of Theorem 2.2 is finished. 
Acknowledgments
The authors were supported by the National Natural Science Foundation of
China (Project no. 11671271), the Beijing Natural Science Foundation (1172004).
References
[1] X. Chen, W. V. Li, Small deviation estimates for some additive processes, Proceedings of the
Conference on High Dimensional Probability III, Progress in Probability, 55 (2003) 225-238.
[2] F. J. Hickernell, G. W. Wasilkowski, H. Woz´niakowski, Tractability of linear multivariate
problems in the average-case setting, in: A. Keller, S. Heinrich, H. Niederreiter (Eds.), Monte
Carlo and Quasi-Monte Carlo Methods 2006, Springer, Berlin, 2008, pp. 461-493.
[3] A. A. Khartov, M. Zani, Asymptotic analysis of average case approximation complexity of
additive random fields, J. Complexity 52 (2019) 24-44.
[4] A. A. Khartov, M. Zani, Approximation complexity of sums of random processes, J. Com-
plexity, in press.
[5] M. A. Lifshitsa, M. Zani, Approximation complexity of additive random fields, J. Complexity
24 (2008) 362-379.
15
[6] M. A. Lifshits, M. Zani, Approximation of additive random fields based on standard infor-
mation: Average case and probabilistic settings, J. Complexity 31 (5) (2015) 659-674.
[7] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Volume I: Liner Informa-
tion, EMS, Zu¨rich, 2008.
[8] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Volume II: Standard
Information for Functionals, EMS, Zu¨rich, 2010.
[9] E. Novak, H. Woz´niakowski, Tractability of Multivariate Problems, Volume III: Standard
Information for Operators, EMS, Zu¨rich, 2012.
[10] P. Siedlecki, Uniform weak tractability, J. Complexity 29 (6) (2013) 438-453.
[11] G. W. Wasilkowski, H. Woz´niakowski, Polynomial-time algorithms for multivariate linear
problems with finite-order weights: average case setting, Found. Comput. Math. 9 (2009)
105-132.
School of Mathematical Sciences, Capital Normal University, Beijing 100048, China.
E-mail address: jiachencd@163.com; wanghp@cnu.edu.cn.
