The absence of long sub-daily rainfall records can hamper development of continuous streamflow forecasting systems run at sub-daily time steps. We test the hypothesis that simple disaggregation of daily rainfall data to hourly data, combined with hourly streamflow data, can be used to establish efficient hourly rainfall-runoff models. The approach is tested on four rainfall-runoff models and a range of meso-scale catchments (150e3500 km 2 ). We also compare our disaggregation approach to a method of parameter scaling that attains an hourly parameter-set from daily data.
Introduction
Many streamflow forecasting systems operate at sub-daily time steps to give adequate detail of streamflows, for example about the timing and magnitude of floods (e.g. Thielen et al., 2009; Demargne et al., 2014) . Operating a sub-daily streamflow forecasting system requires the availability of both sub-daily forcing data (rainfall, potential evaporation) and response data (streamflows) in realtime. In addition, long records of historical data are required for forecasting systems that rely on continuous hydrological modelling, as the hydrological models have to be calibrated to reasonably long historical periods to capture variability in streamflow (e.g., Merz et al., 2009 , recommended using a minimum of 5 years' data).
Catchments where sub-daily streamflow records are available without accompanying sub-daily rainfall records are common in Australia and in many other regions, particularly in developing countries. Sub-daily rainfall records require expensive monitoring (e.g. tipping bucket rain gauges), data logging and telemetry systems to adequately cover rainfall variability over a catchment. Conversely, a single streamflow gauge is often sufficient to establish a forecasting system. A sub-daily hydrological forecasting service cannot be easily extended to a catchment that has long streamflow records if there are no existing sub-daily rainfall records, even if there is a strong need for such a service. However, daily rainfall records are available over much wider geographical areas and/or for much longer periods for two reasons: i) daily rainfall can be recorded manually with simple rain gauges, and are accordingly more common than sub-daily records (see, e.g., Nalbantis, 1995) ; and ii) the increasing availability of daily precipitation data products (e.g. the European Climate Assessment & Dataset project, http://www.ecad.eu/).
A number of studies have shown that calibrating conceptual hydrological models to different time steps can produce markedly different parameter values (e.g., Schaake et al., 1996; HolmanDodds et al., 1999; Littlewood and Croke, 2008; Wang et al., 2009) . This makes it difficult to transfer daily parameters directly to hourly models without a substantial drop in performance. Accordingly, few attempts have been made to use daily rainfall to inform the calibration of streamflow models run at an hourly time step in a forecasting context. The most notable of these is the study by Nalbantis (1995) , who considered the case where a few hourly rainfall observations for flood events are available to supplement a more comprehensive set of daily rainfall observations. He amalgamated two sets of hydrological model parameters: 1) a parameter set calibrated at a daily time step using all daily rainfall records available and 2) a parameter set calibrated to an hourly time step for events where hourly rainfall records were available. In order to amalgamate the two parameter sets, parameters that changed with time step were standardised with theoretically derived scaling factors so they could be applied at either the daily or hourly time step. The amalgamated model markedly improved event-based and continuous forecasts generated by the hydrological model calibrated only to daily calibration data.
In this study, we consider a slightly different scenario: a catchment with an hourly streamflow record is targeted for the development of a continuous streamflow forecasting system, and rainfall gauges that monitor hourly rainfall are to be installed in the catchment. Before these hourly rain gauges are installed, only daily rainfall data are available. The scenario is not simply an academic exercise: the Bureau of Meteorology in Australia is facing similar cases as it seeks to extend its System for Continuous Hydrological Ensemble Forecasting (SCHEF - Bennett et al., 2014) to a wider range of catchments, a number of which have short sub-daily rainfall records.
We attempt to answer the question: can a simple disaggregation of daily rainfall data be used to establish hydrological models suitable for a continuous sub-daily streamflow forecasting system? To answer this question, we disaggregate daily rainfalls to hourly rainfalls. To offer the sternest test of this hypothesis, we use the simplest method of disaggregation available (simple division), though we note that more complex disaggregation methods exist (e.g., Koutsoyiannis and Onof, 2001; Segond et al., 2006) . We test the disaggregation for a variety of catchments (Section 2), and use these with hourly streamflow data to calibrate and validate hydrological models in a series of experiments (Section 3). We assess the disaggregated rainfall on a range of conceptual rainfall-runoff models, and compare the results to alternative methods of deriving parameter sets for models run at an hourly time step (Section 4). We discuss our findings in the context of streamflow forecasting in Section 5, and summarise and conclude our study in Section 6.
Our experiments consider hydrological simulations forced by observed rainfall (i.e. not with forecast rainfall) Forecast rainfall may be biased (Shrestha et al., 2013) , and contains errors with respect to observations (Shrestha et al., 2015) , meaning rainfallrunoff models are likely to perform worse when forced with forecast rainfall than with observations. However, it is common practise in forecasting to calibrate rainfall-runoff models to observations, meaning our study is directly relevant to forecasting applications.
Study sites and data
We select seven catchments on the following bases: i) the availability of high-quality hourly rainfall and streamflow data of at least 5 years' duration, and ii) that catchments cover a diverse range of climatic and hydrological conditions. Catchment locations are shown in Fig. 1 , and catchment characteristics are listed in Table 1 . We define the catchments in this study as meso-scale (between 100 km 2 and 3500 km 2 in area). Three of the catchments had more than one streamflow record available, and we analyse a total of 17 streamflow records. We divide each catchment into subareas in order to run semidistributed hydrological models. Except for the Forth River catchment, the catchment delineations employed in this study are to be used in a deterministic forecasting service provided by the Bureau. Catchment delineations follow recommendations by the Bureau of Meteorology to i) ensure all subareas within a catchment are of a similar size and ii) to simulate flow at significant points-of-interest (e.g. gauge sites, reservoirs, etc.). Rainfall and streamflow data for all catchments except the Forth River were quality controlled by the Bureau of Meteorology (http:// www.bom.gov.au/waterdata/). Hydro Tasmania supplied qualitycontrolled streamflow data for the Forth River. Hydro Tasmania also supplied rainfall data for the Forth River catchment that were not quality controlled. We quality control rainfall data for the Forth River catchment by comparing rainfall records to nearby gauges and gridded precipitation data from the Australian Water Availability Project (AWAP, http://www.bom.gov.au/jsp/awap), then marking suspect values as null .
Area-average hourly rainfalls are compiled for each subarea by applying a simple inverse-distance-squared weighting to gauged rainfalls, where distance is calculated from the gauge to the centroid of the subarea. Rainfall gauges occasionally have missing/ null data, and in these cases the inverse-distance squared weighting is re-calculated and applied only to gauges without missing data. In no cases are rainfall data missing from all gauges, and the subarea rainfalls for all catchments are serially complete for the periods listed in Table 1 .
Evaporation data are taken from the AWAP dataset, which uses the Priestley and Taylor (1972) method to calculate potential evaporation from observed solar radiation.
Methods

Rainfall disaggregation
Our first step is to aggregate the hourly subarea rainfall time series to daily data, through simple summing. This establishes daily rainfall records at each subarea (where each day commences at 0:00 AM local time), and we consider these equivalent to rainfall records that have been assembled from rain gauges that measure only daily rainfall. Daily subarea rainfall is then disaggregated to hourly rainfall through simple division: that is, we divide daily rainfall totals by 24. We refer to these as disaggregated rainfall, and parameter sets derived from these rainfalls as disaggregated parameter sets. We choose this very simple disaggregation method in the first instance to test the hypothesis that even the simplest interpolation of hourly rainfalls from daily data can provide a useful basis for calibrating hourly hydrological models.
Experimental setup
We run three calibration experiments: 1) Disaggregated e Models are calibrated with the disaggregated rainfall, described above, and hourly streamflow data. This is the new method we are presenting and assessing in this paper. 2) Parameter scaling e parameters are identified using daily streamflow and daily rainfalls, but scaled to attempt to account for changes in the characteristics of daily and hourly streamflow. This method has a long basis in theory and practice (see, e.g., Kavetski et al., 2011; Nalbantis, 1995) . The methods of scaling are described in Section 3.5. 3) Control e observed hourly rainfall and runoff model data are used to identify model parameters. This method would usually be employed if long records of hourly rainfall are available, and because it makes use of both high resolution rainfall and streamflow data we expect it to produce the best performance.
Rainfall-runoff models
We test the disaggregation method in four widely used rainfall runoff models: GR4J (G enie Rural a 4 param etres Journalier, Perrin et al., 2003) , AWBM (the Australian Water Balance Model, Boughton, 2004) , PDM (the Probability Distributed Model, Moore, 2007) and the Sacramento soil moisture accounting model (Burnash et al., 1973) . All are simple conceptual rainfall runoff models that use various conceptual soil moisture stores and routing algorithms to simulate discharge. The basic characteristics of each model are summarised in Table 2 ; a conceptual diagram and description of parameters for each model is given in Appendix A.
Note that for each experiment the models are validated at the hourly time step, and to do this we configure each model to run at an hourly time step. For Sacramento and PDM, this required no changes to the configurations described in the source literature; for GR4J and AWBM (both originally designed to run at a daily time step) we apply the parameter scaling described in Section 3.5 to run them at an hourly time step. We do this so that parameter values are in the units described in the source literature, and it has no other effect on the results of our study.
Channel routing model
Hydrological models are implemented in semi-distributed form: catchments are divided into a number of subareas, and runoff is generated at each subarea. Streamflows are routed from upstream to downstream subareas with the linear Muskingum channel routing algorithm first described by Gill (1978) . Storage in a reach is calculated by
and
where I is inflow to the reach, O is outflow, L is the length of the reach, and the parameters are x m (a translation parameter) and a (lag coefficient). Channel routing in semi-distributed models is designed to simulate lag in streamflows due to storage of water in the river channel, a process that is distinct from the conversion of rainfall to runoff. This should free the rainfall-runoff model to concentrate on simulating the process of runoff generation.
Parameter scaling
Nalbantis (1995) provided a succinct mathematical description of the scaling of parameters that depend directly on time step in rainfall-runoff models. In conceptual models, water exchange between storages, Q tþDt , over time interval ½t; t þ Dt is sometimes described by
where C Dt is a parameter that describes the maximum possible water exchange and f ðS t Þ is a function of the water contents of the model reservoirs, S t . Nalbantis (1995) showed that if converting from a longer time step, e.g. Dt 1 ¼ 24 h, to a shorter time step, e.g. Dt 2 ¼ 1 h, C Dt should be scaled by:
Output from simple linear reservoirs of the form
where S t is the quantity of water in the reservoir and K Dt is a constant that governs depletion, is commonly used in conceptual rainfall-runoff models to describe discharge from conceptual stores. To change time steps with these reservoirs, Nalbantis (1995) showed K Dt should be scaled by:
Note that these scaling factors are only required in instances where fluxes have been calculated over the time step by approximate solution of the integral by the rectangle method (for more discussion of numerical implementations of water fluxes in conceptual models, see Kavetski et al., 2011) . In instances where fluxes have been calculated over the time step with an exact analytical solution (as occurs, e.g., in the cascade of linear reservoirs in PDM and AWBM) parameter scaling is much simpler, and parameters Table 2 Characteristics of rainfall-runoff models used in this study. We use equations (4) and (6) to scale parameters and constants in all four rainfall-runoff models and the channel routing model (see Appendix B).
Model
Model calibration
Rainfall-runoff and routing parameters are jointly calibrated by maximising the average of four objectives:
F NSE is the well-known NasheSutcliffe efficiency (NSE), F lnðNSEÞ is the NSE of log flows, F Corr is correlation and F Bias is a symmetrical measure of bias first described by Wang et al. (2011) . All objectives range from 1 (perfect) to -∞. The objectives reflect the multiple purposes for which forecasts are often used: for flood warning and high flows (F NSE and F Corr ), for management of environmental requirements during periods of low flow (F lnðNSEÞ ) and for apportioning water for irrigation (F Bias ).
Model parameters are optimised with the Shuffled Complex Evolution algorithm (Duan et al., 1994) , which attempts to find a globally optimal parameter set.
For catchments containing more than one gauge we estimate parameters for each gauge independently. That is, we simply ignore the existence of upstream gauge sites when calibrating to a particular gauge site. This simplifies our experiments, so that a given performance metric at each gauge site relates only to one parameter set.
3.7. Model validation 3.7.1. Cross-validation All parameter sets are validated by being forced with observed hourly rainfall data, using split-sample cross-validation. The procedure is as follows:
1. The first year of data is used to warm up hydrological model states 2. The hydrological model is calibrated on the first half of the data available (less the first year) 3. Hydrological model states are warmed up with the first year of data available and data used for calibration at Step 2 4. The hydrological model is validated on the second half of the data available (less the first year)
The procedure is then reversed: calibration is performed on the second half of the data (less the first year) and validated on the first half (less the first year). Thus for a given performance metric we have two data points for each streamflow gauge. Except for the objective function values described in Section 5, all results presented in this study are cross-validated.
The cross-validation procedure means that in the Tully catchment calibration is carried out on little more than two years of data -a fairly small sample size. The effects of the small sample size on the results of the Tully are unknown, but are unlikely to be pronounced because of relatively low variability of rainfall in this catchment (it is the wettest region in Australia, and receives very consistent rainfall). For the remaining catchments, models are calibrated to a minimum of 5 years' data.
Performance measures
We test model performance with Pearson's correlation, relative bias, and the Nash-Sutcliffe efficiency (NSE). These are wellestablished measures to describe residual error and how well the models preserve patterns in observations (Bennett et al., 2013) . In forecasting applications, it is often particularly desirable for large streamflow events to be simulated well. We test this with a recently developed diagnostic called Series Distance (Ehret and Zehe, 2011) . Bennett et al., 2013 classified Series Distance as belonging to the family of performance scores that measure how well data patterns are preserved by models. Series Distance emulates the process of visual inspection of event hydrographs by trained hydrologists, and gives a summary of timing and magnitude errors for simulations of larger flow events. For a given event, each data point in the simulated and observed hydrographs is categorised as being on a rising limb, a falling limb, at a peak or in a trough. The hydrographs are then smoothed with a moving average, and each point in the observed hydrograph is matched to a corresponding point in the simulated hydrograph. The vertical distance (flow magnitude) and horizontal distance (timing error) for each point can then be calculated. Vertical and horizontal distances can then be aggregated to mean absolute vertical distance, q (m 3 s
À1
), and mean absolute timing distance, t (hours). Series Distance tends to be quite sensitive to the method of event selection. Here we apply a simple method: we define events as observed flows exceeding a threshold, defined at each gauge as the observed flow with a 10% exceedance probability. q and t can only be calculated for events where the simulated flows exceed the threshold within the duration of the observed event. An additional requirement, then, is to check how often observed events are not registered by simulations, and vice versa. We do this with the Critical Success Index (CSI; sometimes called the Threat Score). CSI is defined as
where a is the number of hits (an event is observed and an event is simulated), b is the number of misses (an event is observed but not simulated) and c is the number of false alarms (an event is simulated but not observed). CSI ranges from 0 (poorest performance) to 1 (perfect). Because CSI takes into account both false alarms and missed events, it provides a balanced measure of a model's ability to simulate an event.
Results
Fig. 2 summarises overall performance characteristics under cross-validation with box-plots of correlation, relative bias, and NSE derived from all 17 gauge sites. As we expect, the control simulations are least biased (i.e., tend to be closer to zero) and have the highest (i.e., best)correlation and NSE scores of all models. The control simulations from all four models show reasonably robust performance: GR4J tends to attain slightly higher NSE values than other models, however all models achieve a median NSE of >0.7.
Somewhat surprisingly, the disaggregated parameter sets perform almost as well as the control parameter sets. Correlations for disaggregated simulations are very similar to the control simulations for all models. NSE and bias of disaggregated simulations are also similar to those of the control simulations, albeit slightly poorer for some models: NSE of the Sacramento model shows the greatest (though still modest) drop in performance from the control simulations, while GR4J calibrated with disaggregated rainfalls tends to be somewhat more positively biased than the control simulations. In those instances where performance deteriorates, there are no clear patterns associated with either catchment area or climate (not shown).
The performance of the parameter sets derived from parameter scaling is generally poorer than the disaggregated parameter sets, though this depends on the hydrological model. Parameter scaling worked least well for the GR4J and (especially) the Sacramento models. For GR4J, this may be because parameter scaling factors are partly empirical, as we discuss when describing GR4J parameters, below. For Sacramento, we hypothesise that the relatively poor performance of parameter scaling is due to overfitting of the model due to the large number of parameters, which we discuss further in Section 5.
In forecasting, higher temporal resolution is often particularly desirable for larger flow events where end users may require detailed information about how rapidly, and when, a hydrograph is likely to rise or fall. To illustrate the effects of the different calibration methods we show events from two catchments with distinct hydrological characteristics: the temperate South Esk What is noteworthy in all cases is how closely the simulations generated with the disaggregated daily parameter sets agree with those from the control simulations. In contrast, the parameter sets generated from daily rainfall datasets, with and without parameter scaling, tended to differ markedly from the control simulation for most hydrological models. (AWBM is again an exception, showing that it is highly stable irrespective of how parameter sets are attained.).
We can show that this is generally true for a range of larger events with a recently developed diagnostic called Series Distance (Ehret and Zehe, 2011) .
River (Fig. 3 ) and the tropical Tully River (Fig. 4) . The South Esk River tends to rise more slowly than the Tully River, due in part to its larger catchment area and in part to the characteristics of rain storms in this temperate region, which tend to be less intense than the tropical rain storms in the Tully River. As might be expected, the different hydrological models vary in their ability to simulate these particular events. What is noteworthy in all cases is how closely the disaggregated simulations agree with the control simulations. Figs. 3 and 4 illustrate that simulations generated with parameter scaling also tended to agree reasonably well with the control simulations for the AWBM, GR4J and PDM models, but usually not to the same degree as the disaggregated simulations. As already noted, parameter scaling did not work as well for the Sacramento model, shown by the discrepancy between hydrographs generated by parameter scaling and the control for this model. (Note that for Sacramento, parameter scaling offered the best fit to observations for the examples in both in both Figs. 3 and 4. It is possible for parameter scaling to outperform the control for isolated events, but this not commonplace as shown by Fig. 2.) For larger events, there is generally strong agreement between .9] intervals, points show extrema. "Control" refers to models calibrated to hourly rainfall and hourly streamflow data, "Disaggregated" refers to models calibrated to disaggregated rainfall and hourly streamflow data, "Param Scaling" refers to models calibrated to daily streamflow and daily rainfall data with parameter scaling (see text for details).
the disaggregated simulations and the control simulations. Fig. 5 shows Series Distance scores for parameter sets derived from disaggregated rainfalls in comparison to the control simulations. Magnitude (q) and timing (t) errors for disaggregated parameter sets are similar to errors in the control simulations for all models.
There is a slight decline in CSI in the disaggregated parameter sets in comparison to the control, but overall Series Distance shows that the disaggregated simulations perform very similarly to the control simulations. Fig. 6 compare Series Distances for parameter sets derived from disaggregated rainfalls and parameter scaling for the example of the GR4J model. Mean absolute magnitude errors (q) for parameters sets derived from daily rainfalls with parameter scaling are similar to those of the disaggregated parameter sets. However, the parameters derived from parameter scaling tend to have larger timing errors (t) and are less able to discriminate events (CSI) than simulations made with the disaggregated parameter sets.
The similarities between disaggregated parameter sets and the control parameter sets are shown for GR4J in Fig. 7 (see Appendix C for the same analysis of the other models). The parameters controlling the production store (X1), groundwater exchange (X2) and reservoir routing (X3) in the disaggregated parameter sets are quite similar to those in the control simulation. In most cases the control parameter values are more similar to the disaggregated parameter values than to the parameter values calibrated with parameter scaling. There are some discrepancies between control and disaggregated values of the X4 parameter that controls the time-base of the two unit hydrographs (X4). Even here, however, the control parameters tend to be much closer to the disaggregated parameter sets than to the parameter scaling method. The scaling of the unit hydrograph exponent was calculated from empirical data (from French catchments) by Mathevet (2005) , rather than theoretical scaling factors (see Appendix B). It is possible that this empirical scaling does not function well for the Australian catchments, resulting in the discrepancies in X4 parameter values between the parameter scaling method and the control. Whatever the case, calibrating with disaggregated rainfalls avoids the problem of estimating such empirical scaling factors in the first place.
Note that the other rainfall-runoff models have parameters that are more difficult to identify (in particular Sacramento e Appendix C). For these models neither the disaggregated parameters nor the scaled parameters will necessarily agree with the control parameter values, due to equifinality. We discuss this problem further in Section 5, below.
Discussion and further analyses
The effectiveness of the disaggregation method can be explained in two ways. First, the variance of rainfall inputs to rainfall-runoff models is often damped inside the model to replicate the processes of water transport through soil moisture stores. This makes modelled streamflow less sensitive to temporal variations in rainfall than might be at first supposed. Second, the disaggregated rainfall allows models to be optimised at the (higher) temporal resolution at which they will be used. This means that if the rainfall runoff models are not highly sensitive to temporal variations in rainfall, the optimisation function will tend to force the control models and the disaggregated rainfall models to behave alike.
We can show this by comparing model errors used to construct the objective function. The objective function can be converted to an error score by
where F obj is the objective function defined in Equation (3). The error score for a given set of parameters, q, but different rainfall forcings, can be related by ESðq; p*Þ ¼ ESðq; pÞ þ DES;
where p is hourly rainfall forcing, p* is disaggregated rainfall data, and DES ¼ ESðq; p*Þ À ESðq; pÞ;
If DES is small, then Equation (11) becomes ESðq; p*ÞzESðq; pÞ:
We compare ESðq; pÞ and DES in Table 3 . In all instances ESðq; pÞ is larger than DES, usually by an order of magnitude or more, showing the approximation in Equation (12) generally holds. Therefore, minimising ESðq; p*Þ is mostly about minimising ESðq; pÞ. This explains why we can use disaggregated rainfall to calibrate a hydrological model to good effect.
Even if, as we have shown, we can achieve very similar objectives with p and p*, it does not necessarily follow that each parameter derived from p will be similar to its counterpart derived from p*, due to the well-known problem of equifinality. Equifinality is prevalent in models.
where when one parameter replicates the function of one or more other parameters. This tends to occur in models with large numbers of parameters, e.g. Sacramento. For models with readily identifiable parameters, like GR4J, individual parameters derived from p will tend to be similar to those derived from p*, as we show in Fig. 7 . Conversely, for models where parameters are difficult to identify, a small change in the value of the objective function can result in quite different parameter values (Appendix C). However, this is not an inherent weakness of the use of the disaggregated rainfall calibration approach we describe here. Rather, it is a general weakness of models with a high degree of interference between parameters, and tends to make them less stable under changed forcings.
We have used an extremely simple method to disaggregate daily rainfall, but of course more complex methods exist (see, e.g., Koutsoyiannis and Onof, 2001 ; among many others). It is doubtful, however, if a more complex disaggregation method would have yielded substantially better results for the catchments in our study. We attempted a more complex disaggregation method that accounted for the diurnal cycle in rainfall (omitted from this paper for brevity), under the expectation that this would improve model performance in regions with a prominent diurnal rainfall pattern (e.g. the subtropical Stanley catchment). This more complex disaggregation method yielded no improvement in hydrological models under cross-validation over the simple method presented here. Again, this can be explained by the tendency of all hydrological models to smooth the temporal variability of rainfall.
We strongly caution against extrapolating the findings we present in this study to catchments that are either much smaller or more prone to rapid streamflow responses than those presented here. In small catchments e particularly those where streamflows rise and fall in only a few hours in response to rainfall e it is quite possible that our method will not work because information from sub-daily rainfall is likely to play an important role in the identification of model parameters. Given the results we have presented for larger catchments, however, we speculate that even in very small or flashy catchments our method would work at least as well as parameter scaling (even though neither method may work well).
Finally, we note that our results are not unprecedented in one sense: other studies have shown that rainfall-runoff models can cope remarkably well with deterioration in the quality of rainfall information in space (Andr eassian et al., 2001; Vaze et al., 2011) . We contend that rainfall-runoff models can cope with some deterioration in the temporal quality of rainfall as well, at least in the meso-scale catchments we have tested here.
Summary and conclusions
We have shown that parameter sets for hourly hydrological simulations can be derived from a simple disaggregation of daily rainfalls combined with hourly streamflow data. This simple disaggregation method produces parameter sets that perform nearly as well as parameter sets derived from hourly rainfall and hourly streamflow data (the control). This holds true for a range of runoff models and a range of meso-scale catchments. Larger events simulated using disaggregated parameter sets are similarly accurate to the control. The strength of the results for disaggregated parameter sets is surprising, and we argue that this method is a simple solution to the problem of sub-daily rainfall data scarcity when sub-daily streamflow data are available.
The disaggregated parameter sets tend to perform slightly better than parameter sets derived from daily rainfall and streamflow data with parameter scaling. This can be partly explained by the simple fact that we are giving the models more information e i.e., hourly streamflow data e when we calibrate with disaggregated rainfalls. As we have shown, this causes the disaggregated rainfalls to have a similar influence on the calibration objective function as hourly rainfalls. Nonetheless, we are unaware of the use of such a simple disaggregation scheme elsewhere in the literature. In addition, parameter scaling factors need to be derived theoretically (Nalbantis, 1995) and sometimes honed through empirical experimentation (e.g. GR4J as used in this study). We contend that our disaggregation method is much simpler and easier to implement, and can be used with existing 'black-box' rainfall-runoff modelling software (e.g. eWater Source e www.ewater.org.au) that does not allow easy manipulation of rainfall-runoff model algorithms.
The success of the disaggregation means that it could be applied to establish sub-daily operational streamflow forecast systems more quickly than might previously have been possible in mesoscale catchments. The method is wholly reliant on the existence of sub-daily streamflow data, as we have already described. Where only daily streamflow records exist, using parameter scaling methods to transfer parameters from a daily streamflow model to an hourly streamflow model can also address the problem. In our experience, however, streamflow data are often available at subdaily time steps, making our method broadly useful. While we have explored this approach only for hydrological models, it may well prove useful for other environmental models where the response variable is available at higher temporal resolution than forcing variables. Meteorology) assisted in supplying data for the remaining catchments. Jean-Michel Perraud (CSIRO) configured models for the Murray catchment. We thank David Post (CSIRO) for comments and corrections to the manuscript. Catchment maps in Fig. 1 are generated from the Bureau of Meteorology Geofabric (http://www. bom.gov.au/water/geofabric/). We are grateful to four anonymous referees, whose constructive and thorough reviews helped improve the paper substantially.
Appendices 9.1 Appendix A 
where G is the level of the groundwater store. When we implement AWBM calibrated to a daily time step, Dt 1 ¼ 24 h, at an hourly time step Dt 2 ¼ 1 h, we scale K b according to Equation (6):
No other parameters require scaling. The parameters for the cascade of two linear reservoirs do depend on time step, but Moore (2007) provided an exact analytical solution over the time step so that the scaling of these parameters is implicit.
GR4J.
To convert daily parameters from GR4J to be suitable for hourly modelling, a number of parameter and constants need to be scaled (following Mathevet, 2005) . GR4J features two reservoirs whose outflows follow the general non-linear relation
where S is the level of the reservoir, and k and a are constants. When we integrate the change of storage over the time step, outflow from this reservoir can be expressed as
where
is the general form of outflow from the two GR4J reservoirs. Because Equation B4 is integrated over the time step and has an exact analytical solution, k can simply be scaled according to Equation (4), meaning for a change in time step we have
For GR4J, a ¼ 5, and for the production store
where x 1 is the size of the production store (the 9 4 is empirically derived.) From Equation B6, to run GR4J at the hourly time step we have 
For the routing store:
meaning for GR4J we have
x 3 x2:21x 3 :
GR4J allows losses/gains to/from ground water from the routing store and from the quick flow pathway using:
where R is the level of the routing store, and x 2 and x 3 are GR4J parameters. Equation B11 is of the form described by Equation (3), meaning it can simply be scaled following Equation (4), which yields:
Finally, GR4J applies an exponent to the S-curves of its two unit hydrographs equal to 5
2 . An empirical investigation by Mathevet (2005) found that an exponent of 5 4 functioned better at the hourly time step, and accordingly for GR4J we use 5 4 .
PDM. Moore (2007) provided an exact analytical solutions for almost all of the fluxes in the PDM model, meaning that the algorithms are implicitly scaled for time step. The one exception was the recharge to groundwater, described by:
where SðtÞ is the level of the surface store that is being drained, the constant S t is the soil tension water capacity (a parameter), the constant k g is the groundwater recharge time constant (a parameter). Equation B13 follows the general form of Equation (5), meaning that k g can be scaled by:
We scale k gDt 2 when calibrating to daily data (rather than scaling k gDt 1 when running at an hourly time step), because units of PDM parameters are given in hours.
Sacramento. Three parameters are scaled in Sacramento, UZK, LZSK and LZPK, using Equation (6), as described in Nalbantis (1995) .
Muskingum Channel Routing. The Muskingum parameter k m is implicitly scaled according to equation Equation (4). 
