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vABSTRACT
Peer-to-Peer (P2P) detection by Machine Learning (ML) classification is
affected by the quality and recency of training dataset. Hence, to classify P2P
traffic on-line requires the removal of these limitations. In this research work, a
novel practical training dataset generation and automatic retraining mechanism for
on-line P2P traffic classification are proposed. These two proposals are integrated in
a system that removes the limitations of ML classification and makes them suitable
for on-line P2P traffic classification. For the first part, a novel two-stage training
dataset generation is proposed by combining a 3-class heuristic and a 3-class statistical
classification to accurately generate training dataset. In the heuristic stage, traffic is
classified as P2P, nonP2P or unknown. In statistical stage, a dual-Decision Tree (DT)
is built based on dataset generated in heuristic stage to classify unknown traffic into
three classes in order to reduce the amount of classified unknown traffics. The final
training dataset is generated based on all flows which are classified in these two stages.
In the second part of the system, an automatic retraining mechanism is proposed
to satisfy the needs of retraining ML classifier by detecting the changes of traffic
behavior and updating the on-line ML classifier with recent accurate training dataset.
This mechanism evaluates the accuracy of the on-line ML classifier based on flows
labeled by the two-stage training dataset generation. The on-line ML classifier is
retrained if its accuracy falls below a predefined threshold. The proposed system
has been evaluated on traces captured from the Universiti Teknologi Malaysia (UTM)
campus network between October and November 2011. The overall results shows
that the two-stage training dataset generation can generate accurate training dataset by
classifying more than 95% of total flows with high accuracy (98.59%) and low false
positive (0.91%). The on-line ML classifier which is built based on (J48) algorithm
and training dataset generated by the two-stage training dataset generation classifies
traffic with high accuracy (99%) by using the 25 feature extracted from first 5 packets
of each flow. The results also show that using automatic retraining mechanism allow
the on-line ML classifier able to maintain its accuracy above a set threshold over time.
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ABSTRAK
Pengesanan jaringan rakan-ke-rakan (P2P) oleh klasifikasi jenis Pembelajaran
Mesin (ML) dipengaruhi oleh kualiti dan pembaharuan dalam set data latihan. Oleh
itu, untuk mengelaskan trafik P2P secara on-line kelemahan-kelemahan ini harus
dihapuskan. Dalam kerja penyelidikan ini, kaedah generasi set data latihan yang
baru dan praktikal serta mekanisme latih-semula automatik bagi klasifikasi trafik P2P
on-line dicadangkan. Kedua-dua cadangan disatukan dalam sistem untuk mengatasi
kelemahan klasifikasi ML dan menjadikannya sesuai untuk klasifikasi trafik on-line
P2P. Untuk bahagian pertama, kaedah dua-peringkat generasi set data latihan yang
baru dicadangkan dengan menggabungkan heuristik kelas-3 dan klasifikasi kelas-3
statistik untuk menjana set data latihan dengan tepat. Pada peringkat heuristik, trafik
dikelaskan kepada P2P, bukan-P2P atau tidak-diketahui. Pada peringkat statistik,
Pepohon dwi-Keputusan (DT) dibina berdasarkan set data yang dijana dalam peringkat
heuristik untuk mengelaskan lalu lintas yang tidak diketahui kepada tiga kelas untuk
mengurangkan jumlah lalu lintas yang dikelaskan sebagai tidak-diketahui. Set
data latihan akhir yang dihasilkan adalah berdasarkan kepada semua aliran yang
dikelaskan dalam kedua-dua peringkat ini. Dalam bahagian kedua sistem, mekanisme
latih-semula automatik adalah dicadangkan untuk memenuhi keperluan latih-semula
pengelas ML dengan mengesan perubahan tingkah laku lalu lintas dan mengemaskini
pengelas on-line ML dengan set data latihan yang tepat dan terbaru ini. Mekanisme
ini akan menilai ketepatan pengelas on-line ML yang berdasarkan aliran yang dilabel
oleh generasi set data latihan dua peringkat. Pengelas on-line ML dilatih semula jika
ketepatan jatuh di bawah tahap yang dipratentukan. Sistem yang dicadangkan telah
dinilai berdasarkan data yang diperoleh dari rangkaian kampus Universiti Teknologi
Malaysia (UTM) dari bulan Oktober hingga November 2011. Keputusan keseluruhan
menunjukkan bahawa generasi set data latihan dua peringkat boleh menjana set data
latihan yang tepat dengan mengklasifikasikan lebih daripada 95% jumlah aliran dengan
ketepatan tinggi (98.59%) dan kadar false positive yang rendah (0.91%). Pengelas ”on-
line” ML yang dibina berdasarkan algoritma (J48) dan set data latihan yang dihasilkan
oleh kaedah generasi set data latihan dua peringkat berjaya mengklasifikasikan lalu
lintas dengan ketepatan yang tinggi (99%) dengan menggunakan 25 ciri-ciri yang
diekstrak dari 5 paket pertama dalam setiap aliran. Keputusan juga menunjukkan
bahawa penggunaan mekanisme latih-semula automatik membenarkan pengelas on-
line ML mampu mengekalkan ketepatan melebihi tahap yang dipratentukan dalam
jangka masa tertentu.
