Abstract. We describe the use of two-graphs and skew (oriented) twographs as isomorphism invariants for translation planes and m-systems (including ovoids and spreads) of polar spaces in odd characteristic.
Introduction
Two-graphs were rst introduced by G. Higman, as natural objects for the action of certain sporadic simple groups. They have since been studied extensively by Seidel, Taylor and others, in relation to equiangular lines, strongly regular graphs, and other notions; see Se1] , Se2] , SeT] . The analogous oriented two-graphs (which we call skew two-graphs) were introduced by Cameron Cam] , and there is some literature on the equivalent notion of switching classes of tournaments.
Our exposition focuses on the use of two-graphs and skew two-graphs as isomorphism invariants of translation planes, and caps, ovoids and spreads of polar spaces in odd characteristic. The earliest precedent for using two-graphs to study ovoids and caps is apparently due to Shult Sh] . The degree sequences of these two-graphs and skew two-graphs yield the invariants known as ngerprints, introduced by J. H. Conway (see Charnes Ch1] , Ch2]). Two desirable properties of an isomorphism invariant are that it be (i) easy or fast to compute, and (ii) complete, i.e. able to distinguish between any two inequivalent examples. Our two-graphs and skew two-graphs, and their ngerprints, are easily computed in polynomial time. It is not known whether two translation planes of order n 1 mod 4 with the same two-graph or ngerprint must be equivalent (isomorphic or polar), although for n 49 this is true (see Charnes Ch2] , Mathon and Royle MR] , and Section 5). For translation planes of order 27, however, the skew two-graph and ngerprint invariants are not complete (see Dempwol D] and Section 5). The question of completeness of two-graph and ngerprint invariants for ovoids in O + 2r (q) (for q odd) is open for r 3, although false for r = 2 (Theorem 7.3).
Studies of two-graphs have traditionally emphasised the special class of regular twographs. However, most of our two-graphs and skew two-graphs will not be regular. This is fortunate when using two-graphs and skew two-graphs as isomorphism invariants of translation planes or ovoids, since the more varied their degree sequences are, the more successful they will be in distinguishing non-isomorphic objects.
There are several indications that these invariants are natural. They may be constructed both combinatorially (using even vs. odd permutations) and algebraically (using squares vs. nonsquares). Certain in nite families of regular two-graphs and skew twographs, including those of Paley, unitary and Ree types, are naturally constructed from ovoids (cf. Se1]). We also show that two-graphs of caps provide a natural approach to questions in certain geometric settings, including BLT-sets and families of doubly intersecting circles in certain classical circle geometries.
In even characteristic, the two-graph and ngerprint of a translation plane or ovoid is trivial, and so cannot distinguish between any inequivalent examples of the same size.
It remains an open problem to nd invariants of translation planes and orthogonal ovoids in even characteristic, which are as fast to compute as two-graphs or ngerprints, while being as e ective in distinguishing isomorphism types as in odd characteristic.
Graphs and Two-Graphs
We summarise here only those de nitions and properties of two-graphs required in later sections. For a broader introduction to two-graphs, see Se1] .
Let X be a set of cardinality v 3. A two-graph on X is a pair ( ; X) (or simply , if no confusion is likely) where ? X 3 (the set of all 3-subsets of X) such that every 4-subset of X contains an even number (i.e. 0, 2 or 4) of triples from . The trivial two-graphs are the empty two-graph and the complete two-graph is also a two-graph. Often we shall be more concerned with the unordered pair e := f ; g, which amounts to a partition of ? X 3 into two special subsets.
The degree of a 2-subset fx; yg X is the number of triples fx; y; zg 2 containing fx; yg. We say is regular if every 2-subset of X has the same degree; equivalently, when is a 2-(v; 3; ) design for some .
Let ? be an ordinary graph with vertex set X. For each subset X 1 X, a graph ?(X 1 ) with vertex set X is obtained from ? by replacing all edges (respectively, nonedges) The degree sequence of is the sequence (n 0 ; n 1 ; : : :; n v?2 ) where n is the number of 2-subsets fx; yg X of degree in . Thus P n = v(v ? 1)=2, and has degree sequence (n v?2 ; n v?1 ; : : :; n 0 ). Now let jAA > j denote the matrix obtained by replacing each entry of AA > by its absolute value. Then the multiset of entries of jAA > j is seen to be 0 2n r?1 2 2n r?2 +2n r 4 2n r?3 +2n r+1 (2r ? 2) 2n 0 +2n 2r?2 (2r ? 1) 2r if v = 2r, or 1 2n r?1 +2n r 3 2n r?2 +2n r+1 5 2n r?3 +2n r+2 (2r ? 1) 2n 0 +2n 2r?1 (2r) 2r+1 if v = 2r + 1. This denotes the fact that 0 occurs 2n r?1 times in jAA > j for v = 2r, etc. This multiset clearly depends only on the unordered pair e = f ; g. We call this multiset the ngerprint of (or of ), following Conway, who introduced such invariants for projective planes (see Section 5). We suppress the writing of entries whose frequency is zero; thus for example if is regular of degree k, its ngerprint is j2k ? 2r + 2j 2r(2r?1) (2r ? 1) 2r if v = 2r, or j2k ? 2r + 1j 2r(2r+1) (2r) 2r+1 if v = 2r + 1.
Tournaments and Skew Two-Graphs
As before, X is a set of cardinality v 3. Let Sym(X) be the group of all permutations of X, and let T (X) be the set of all 3-cycles in Sym(X), so that jT (X)j = v(v ? 1)(v ? 2)=3. A skew (oriented) two-graph on X (cf. Cam] ) is a subset r T (X) such that (i) for any 2 T (X), exactly one of ; ?1 belongs to r; and (ii) for any 4-subset fx; y; z; wg X, r contains an even number (i.e. 0, 2 or 4) of the 3-cycles (x y z), (x w y), (x z w), (y w z).
(The latter is a conjugacy class of Alt fx; y; z; wg.) The complement of r, r := T (X)
. . . . . . . . . . . . . . . . r = f ?1 : 2 rg is also a skew two-graph. We denote the unordered pair e r := fr; rg.
Unlike the situation for two-graphs, by virtue of property (i) above, there is no`trivial' skew two-graph. The degree of an ordered pair (x; y) (where x; y are distinct elements of X) is the number or z 2 X such that (x y z) 2 r. We say that r is regular if every pair (x; y) has the same degree (necessarily (v ? 2)=2).
A tournament on X is an orientation of the complete graph with vertex set X. If T is a tournament and X 1 X, a tournament T(X 1 ) is obtained from T by reversing the orientation of all edges between X 1 and X . . . . . . . . . . . . . . . . X 1 . We say two tournaments T; T 0 are switching-equivalent if T 0 = T(X 1 ) for some X 1 X. This is an equivalence relation. The (0; 1)-adjacency matrix of T with respect to an ordering x 1 ; : : :; x v of X, is the v v matrix A whose (i; j)-entry is 0 if i = j; ?1 if (x i ; x j ) 2 T; and 1 otherwise. We shall also call A a (0; 1)-tournament matrix; the usual tournament matrix for T is the (0; 1)-matrix 1 2 (J ?I?A). A tournament T 0 is switching-equivalent to T i the (0; 1)-adjacency matrix of T 0 equals DAD for some 1-diagonal matrix D. De ne r(T) to be the set of all 3-cycles (x y z) such that T contains an odd number (i.e. 1 or 3) of the directed edges If n is the number of ordered pairs (x; y) (where x 6 = y in X) of degree in r, then the degree sequence (n 0 ; n 1 ; : : : ; n v?2 ) is palindromic (i.e. n = n v?2? ) and coincides with the degree sequence of r. Note that P n = v(v ? 1). (1; q) . The isometry group G = Sp(V; f) = Sp(2; q) = SL(2; q) acts 2-transitively on O, and has two orbits on ordered triples (hui; hvi; hwi) of distinct points in O; these orbits are distinguished according to whether or not f(u; v)f(v; w)f(w; u) is a square in F. If q 1 mod 4, then (O) = q := ffhui; hvi; hwig : f(u; v)f(v; w)f(w; u) is a square in Fg is a regular two-graph of degree (q ? 1)=2, admitting G=Z(G) = PSL(2; q).
The two-graph isomorphism q = q is obtained using a similarity. If q 3 mod 4, then r(O) = r q := f(hui hvi hwi) : f(u; v)f(v; w)f(w; u) is a square in Fg is a regular skew two-graph of degree (q ? 1)=2. Again, G=Z(G) = PSL(2; q) acts 2-transitively on r q , and r q = r q by a similarity.
The 2-transitive two-graphs have been classi ed by Taylor Ta2] . It is easy to see that the only 2-transitive skew two-graphs are those of Paley type:
4.2 Theorem. If (r; X) is a 2-transitive skew two-graph, then X may be identi ed with PG(1; q) for some q 3 mod 4, in such a way that r = r q (of Paley type).
Proof. Let G = Aut(r), and let g 2 G be an involution. If g xes a point x 2 X, then g interchanges two elements (x y z), (x z y) 2 T (X), only one of which belongs to r, a contradiction. Hence g xes no point of X. By Bender Be] , there are only two cases to consider. In the rst case, G PSL(2; q), jXj = q + 1 where q 3 mod 4 and the conclusion follows from the remarks above. In the second case, G AGL(1; q), jXj = q = 2 e . Since AGL(1; 4) and PSL(2; 3) have equivalent actions on 4 points, we may assume that q 8, and a contradiction ensues just as in the case of two-graphs; see the proof of Theorem 1 of Taylor Ta2 ].
The 2-transitive ovoids have been classi ed by Kleidman Kl] . Clearly, their associated two-graphs and skew two-graphs are 2-transitive and hence regular, although possibly trivial. In Table 1 we list all 2-transitive ovoids in odd characteristic and having at least three points, and we indicate which of the corresponding two-graphs are trivial. Our construction of the unitary two-graph from the U(3; q) ovoid follows Se1]. The nontriviality of (O) for the last four entries, follows from Theorem 7.4; hence by Ta2], these are the usual unitary and Ree two-graphs. All remaining cases are covered by remarks above and Theorems 7.2 and 7. 4.3 Theorem. Let P be an orthogonal polar space in PG(V ) = PG(s; F), s 2, with associated quadratic form Q on V . Then the number of orbits of P (V; Q) on ordered 3-caps in P is (i) 1, if q is even and s is odd;
(ii) 2, if q is odd and P 6 = O + (4; q) (the orbit containing (hui; hvi; hwi) being determined by whether f(u; v)f(v; w)f(w; u) is a square or a nonsquare in F); or (iii) 4, if q is odd and P = O + (4; q) (as described below).
The number of orbits under PO(V; Q) is 1, 2, 2 respectively.
(Here O(V; Q) is the full linear isometry group, and (V; Q) is the subgroup de ned in Ta1]. We suppose q and s are not both even; otherwise P would be a symplectic polar space, which is treated by Theorem 4.4 below.)
Proof. Let (hui; hvi; hwi), ( This leaves only the case P = O + (4; q). If q is even and g = 2 (V; Q), replace g by g 2 (V; Q) where is a transvection xing hu 0 ; v 0 ; w 0 i pointwise. Hence we may assume q is odd. We may identify V = V 1 V 2 where V i = F 2 , such that the points hv 1 v 2 i of P are those points of PG(V ) represented by the pure tensors v = v 1 v 2 2 V . The symmetric bilinear form satis es f(u 1 u 2 ; v 1 v 2 ) = f 1 (u 1 ; v 1 )f 2 (u 2 ; v 2 ) where f i is a nondegenerate alternating form on V i . Note that P = P 1 P 2 where P i is the Sp(2; q)-polar space (V i ; f i ), and P (V; Q) = PSp(2; q) PSp(2; q) Aut(P), where the i-th factor PSp(2; q) = PSL(2; q) acts on the q + 1 points of P i in the usual way. Therefore two ordered 3-caps (hui; hvi; hwi) and (hu 0 i; hv 0 i; hw 0 i) are in the same P (V; Q)-orbit 4.4 Theorem. Consider a symplectic polar space P of type Sp(2r; q) embedded in PG(V ) = PG(2r ? 1; F), with associated alternating bilinear form f on V . Then the number of orbits of PSp(V; f) on ordered 3-caps in P is (i) 1, if q is even and r = 1;
(ii) 2, if q is odd and r = 1 (the orbit containing (hui; hvi; hwi) being determined by whether f(u; v)f(v; w)f(w; u) is a square or a nonsquare in F); (iii) 2, if q is even and r 2 (the collinear and noncollinear 3-caps); or (iv) 4, if q is odd and r 2 (collinear with f(u; v)f(v; w)f(w; u) a square or a nonsquare, and noncollinear with f(u; v)f(v; w)f(w; u) a square or a nonsquare).
Proof. It is clear that the number of orbits is at least 1, 2, 2 or 4 respectively. If r = 1 then PSp(V; f) = PSL(2; q) is 3-transitive for q even, but has two orbits on ordered triples for q odd. Hence assume r 2. For collinear triples, PSp(V; f) induces PSL(2; q) on every hyperbolic line, and the result follows as before. So let (hui; hvi; hwi) and (hu 0 i; hv 0 i; hw 0 i) be two ordered 3-caps in P, such that hu; v; wi and hu 0 ; v 0 ; w 0 i are planes in PG(V ). If q is odd, assume that f(u; v)f(v; w)f(w; u)=(f(u 0 ; v 0 )f(v 0 ; w 0 )f(w 0 ; u 0 )) = 2 for some 2 F; if q is even, then such an exists automatically. Then we construct g 2 Sp(V; f) such that hu g i = hu 0 i, hv g i = hv 0 i and hw g i = hw 0 i, just as in the proof of Theorem 4.3.
By contrast, for unitary polar spaces, the number of orbits of PSU(V; f) on ordered 3-caps is an unbounded function of V .
Invariants of Projective Planes
The following invariants of nite projective planes, due to J. H. Conway, are described in Ch1], Ch2].
Let be a projective plane of order n, and let (C;`) be an anti ag (nonincident pointline pair) in . Label the points on`as E 1 ; E 2 ; : : :; E n+1 ; then the lines through C are m i := CE i , i = 1; 2; : : :; n + 1. Label the points on m i as C i;1 =C; C i;2 ; : : : ; C i;n+1 =E i . Dually, label the lines through E i as`i ;1 =`;`i ;2 ; : : : ;`i ;n+1 =m i . Now let i 6 = j. Each point C j;k lies on a unique line`i ; ij (k) through E i , for some permutation ij 2 S n+1 . De ne the sign matrix A to be the (n + 1) (n + 1) matrix whose (i; j)-entry is sgn( ij ); also the (i; i)-entry of A is 0. A change of labels has the e ect of replacing A by an equivalent sign matrix A 0 = DPAP > D 0 for some permutation matrix P and 1-diagonal matrices D; D 0 . Therefore the matrix AA > (computed in characteristic zero) depends on the triple ( ; C;`) only to within conjugation by a 1-monomial matrix (i.e. a product DP as above). The ngerprint of ( ; C;`) is the multiset of all entries in jAA > j, in the notation of Section 2. Here the term` ngerprint' is applied in a more general setting than in Sections 2 and 3, since A need not be equivalent to either a symmetric or skew-symmetric matrix (we have shown this for certain anti ags in the Hughes plane of order 9). Clearly, the ngerprint is an isomorphism invariant of the triple ( ; C;`). (A variation of the above, using square matrices of size n 2 + n + 1, gives an invariant of itself; see Ch2] .)
The ngerprint of ( ; C;`) is most useful when has a canonical choice of anti ag (C;`), so that the ngerprint depends only on . For example, if is a translation plane, we de ne the ngerprint of to be the ngerprint of ( ; O;`1) where`1 is the line at in nity, and O is any a ne point. Since any nite non-Desarguesian translation plane has a unique translation line`1 and the a ne points are equivalent under the translation group, it follows that isomorphic translation planes have the same ngerprint. Moreover, we will show (Theorem 5.2) that in the case is a translation plane, the sign matrix A is equivalent to a symmetric or skew-symmetric matrix; this gives a complementary pair of two-graphs e ( ) or of skew two-graphs e r( ) whose ngerprint is that of . (This fails for more general triples ( ; C;`), as mentioned above.) We require: 5.1 Lemma. Let M 2 GL(r; F), r 1, F = GF(q). Let and be the permutations induced by M on the vectors, and on the one-dimensional subspaces of V , respectively. Then sgn( ) = sgn(det M) and sgn( ) = (sgn(det M)) r?1 .
Proof. Assume that (r; q) 6 = (2; 2), so that SL(r; F) is the derived subgroup of G := GL(r; F). (The case GL (2; 2) Given a translation plane with spread set fM i g, then the transposed matrices fM > i g form a spread set for a translation plane , called the polar translation plane of . Viewing as a spread of PG(2r ? 1; q), then is the image of under a polarity of PG(2r ? 1; q). If = , we say is self-polar; otherwise, f ; g is a polar pair. By Theorem 5.2, and yield the same e or the same e r, according as q 6 3 or q 3 mod 4. It is not known whether two translation planes of order q 1 mod 4 with the same ngerprint must be either isomorphic or polar, although for q 49 this is the case. However, there do exist nonisomorphic (and non-polar) translation planes of order 27 with isomorphic skew two-graphs. We proceed to describe the cases q 49.
There are precisely two translation planes of order 9, namely AG(2; 9) and Hall(9).
We have e (AG(2; 9)) = f Pet ; Pet g where Pet = Pet corresponds to the switching class of the Petersen graph, is regular of degree 4, and has ngerprint 0 90 9 10 . However, e (Hall(9)) = f Hall ; Hall g, where Hall has (n 2 =40; n 8 =5) and corresponds to the switching class of the graph j j j j j , with ngerprint 2 80 8 10 9 10 .
There are exactly 21 isomorphism types of translation planes of order 25, including one polar pair and 19 self-polar planes; see Czerwinski and Oakden CO] , Cz]. From this list, Charnes Ch2] has determined that two translation planes of order 25 with the same ngerprint are necessarily either isomorphic or polar. A similar conclusion holds for the translation planes of order 49, of which there are 1347 isomorphism types, including 374 polar pairs and 599 self-polar classes; see Mathon and Royle MR] .
The situation for translation planes of order 3 modulo 4 seems to be quite di erent. Dempwol D] has shown that there are exactly 7 isomorphism classes of translation planes of order 27, each of which is self-polar. Three of these (Desarguesian (I), a generalised twisted eld plane (II), and a ag transitive plane (IV)) have the same ngerprint, while the remaining four ngerprints are distinct. Using the graph isomorphism package nauty Mc] , we have found that the planes (I), (II) and (IV) in fact have isomorphic skew twographs; this is the Paley skew two-graph r 27 . Dempwol 's classi cation D] uses a new isomorphism invariant, his Kennvector, which is a complete invariant for translation planes of order 27, but is more expensive to compute than the ngerprint. q 2r?1 + 1; P = U(2r; q 2 ); q 2r+1 + 1; P = U(2r + 1; q 2 ).
If jMj attains the upper bound of Theorem 6.1, M is called an m-system. A 0-system is the same as an ovoid; a partial 0-system is a cap; and an (r ? 1)-system is a spread of P, i.e. a collection of generators which partition the point set of P. 6.2 Theorem. Let M be an m-system or partial m-system in P.
(i) Suppose P is of orthogonal or unitary type, or of symplectic type with q m+1 6 3 mod 4. Then the collection of all 3-subsets f ; 0 ; 00 g of M such that sgn( ; 0 )sgn( 0 ; 00 )sgn( 00 ; ) = ?1, de nes a two-graph ( (M); M). If q is even, this two-graph is empty.
(ii) Suppose P is of symplectic type with q m+1 3 mod 4. Then the collection of all 3-cycles ( 0 00 ) 2 T (M) such that sgn( ; 0 )sgn( 0 ; 00 )sgn( 00 ; ) = ?1, de nes a skew two-graph (r(M); M).
The associated two-graph or skew two-graph is invariant under isometries. The associated pair e = f ; g or e r = fr; rg, and the ngerprint, are invariant under similarities.
Alternative de nitions of the above two-graphs and skew two-graphs are possible, in the combinatorial spirit of Conway's description for planes (Section 5); we present just one as an example. Let P be an Sp(4; q) polar space (generalised quadrangle). For each line of P, choose an ordering of its q + 1 points. Let`;`0 be two disjoint lines of P, whose points have been numbered (say) P i ; P 0 i , i = 1; 2; : : :; q + 1. Each point P 0 i 2`0 is collinear in P (i.e. perpendicular) to a unique point P `;`0 (i) 2`, where `;`0 2 S q+1 . Now suppose M is a partial spread of P, i.e. a collection of mutually disjoint lines, jMj q 2 + 1. Clearly, the collection of all 3-subsets f`;`0;`0 0 g of M such that sgn( `;`0 `0;`0 0 `0 0 ;`) = ?1 de nes a two-graph Comb (M), independent of the above choice of ordering of points.
6.3 Theorem. To within complementation, the two-graphs Comb (M), (M) and (O) coincide, where O is a cap of O 5 (q) identi ed with M by a duality. In particular, all these two-graphs have the same ngerprint.
Proof. We may suppose q is odd. Consider triples f`;`0;`0 0 g consisting of three mutually disjoint lines of P. Let S be the collection of such triples for which sgn(`;`0)sgn(`0;`0 0 )sgn( 00 ;`) = , and let S Comb be the collection of such triples for which sgn( `;`0 `0;`0 0 `0 0 ;`) = . Moreover, O is a BLT-set in P i equality holds in (i) or in (ii).
Proof. It su ces to show that if hui, hvi, hwi are three singular points, then hu; v; wi ? is an elliptic line i ?2 f(u; v)f(v; w)f(w; u) is a nonsquare in F, where f(x; y) = Q(x + y) ? Q(x) ? Q(y). To see this, suppose that u; v; w are linearly independent, and let fx; yg be a basis for hu; v; wi ? . Computing the discriminant of Q with respect to the basis fu; v; w; x; yg of V , we see that a 2 = 2f(u; v)f(v; w)f(w; u)disc ? Qj hx;yi where a 6 = 0; furthermore, the line hx; yi is elliptic i ?disc ? Qj hx;yi is a nonsquare in F. The result follows. Now suppose O is any cap contained in a hyperplane of O 5 (q), such that (O) is trivial. One may show that jOj q + 1 by Theorem 7.1; better yet, it is possible to characterise those cases for which equality occurs, using parallel results of Blokhuis Bl] and Carlitz Car] . It may be seen that these results rephrase two theorems of Thas Th2] concerning ocks whose planes share a common point. To prove the converse, we may suppose that Q(x) = x 0 x 1 ? x 2 2 + "x 2 3 and O = fh(0; 1; 0; 0)ig fh(1; 2 i ? " 2 i ; i ; i )i : 1 i qg where " 2 F is a xed nonsquare. If (O) is trivial, then for all i 6 = j, the expression ( i ? j ) 2 ? "( i ? j ) 2 is either always a nonzero square, or always a nonsquare, in F. Consider a quadratic extension E = F( ) where 2 = ". For x; y 2 F, the element x + y is a square in E i its norm, x 2 ? "y 2 , is a square in F. Therefore the di erences of the elements i + i are always squares, or always nonsquares in E. By Bl] , there exist a; b; c 2 F, where (a; b) 6 = (0; 0), such that a i + b i + c = 0 for all i. Then O consists of all singular points in the plane cx 0 + ax 2 + bx 3 = 0.
Next we classify those (q + 1)-caps (i.e. ovoids) in O + 4 (q) with trivial two-graphs. Let P be the hyperbolic quadric x 0 x 3 ? x 1 x 2 = 0 in PG(3; q), q = p e odd. Then P has (q + 1)! ovoids, these being the transversals of a (q + 1) (q + 1) grid. For more general polar spaces, we will obtain the following weaker bound for caps with trivial two-graphs.
7.4 Theorem. Let P be a polar space naturally embedded in PG(n; q), where q = p e is odd. If O is a cap in P whose two-graph (O) is trivial, then jOj ? n+(p?1)=2 n e + 1.
The latter bound is a consequence of the following. Let S be a set of s := (q n+1 ? 1)=(q ? 1) vectors in V = F n+1 , which represent the s distinct points of PG(n; F), F = GF(q), q = p e . Let M be the s s matrix with entries m x;y := (x 0 y 0 + + x n y n ) (q?1)=2 where x = (x 0 ; : : :; x n ), y = (y 0 ; : : :; y n ) 2 S. Proof of Theorem 7.4. Let be the polarity of PG(V ) corresponding to P. Let Note that Theorem 7.4 can be improved slightly in some cases, since rank F (J ? I) = k whenever k 6 1 mod p. For example, this gives jOj ? n+(p?1)=2 n e whenever n (p ? 1)=2.
Intersecting Circles in Laguerre Planes
Let M = (P; C) be a classical Laguerre plane of odd order q. Thus M is an incidence system having point set P consisting of the q(q + 1) points of a quadratic cone in PG(3; q) distinct from the vertex, and set C of blocks (`circles') consisting of the conics which are plane sections of the cone. A family of doubly intersecting circles in M is a subset C 0 C such that jC \ C 0 j = 2 for any two distinct circles C; C 0 2 C 0 . We ask how large such a family C 0 can be. Our`cheap' upper and lower bounds are analogues of the corresponding results for Miquelian inversive planes, due to Blokhuis and Bruen BB].
8.1 Theorem. M has a family of (3q ? 1)=2 doubly intersecting circles.
Proof. Let M be constructed from the cone X 2 0 = X 1 X 2 in PG(3; q), and let C 0 consist of the intersections of the cone with the planes X 3 = 0, X 3 = ! i X 0 , X 3 = ! i (X 1 ? X 0 ), X 3 = ! i (X 2 ? X 0 ) for i = 0; 1; to check that C 0 has the required properties.
Note that the following upper bound in fact holds for arbitrary (not necessarily classical) Laguerre planes (these are de ned axiomatically in KK]).
8.2 Theorem. jC 0 j 1 2 (q 2 + 1).
Proof. Fix a circle C 2 C 0 . Counting the number of pairs (P; C 0 ) such that P 2 C 0 \ C and C 6 = C 0 2 C 0 , we have 2(jC 0 j ? 1) (q + 1)(q ? 1), from which the result follows.
Computer searches suggest that the true upper bound for jC 0 j is much closer to (3q ? 1)=2 than (q 2 + 1)=2. For q = p e where p 7, we obtain a signi cantly improved upper bound, using the results of Section 7. Proof. Let (V; Q) be an O 5 (q) space, and let hx 0 i be a singular point of (V; Q). The singular points of the projective 3-space PG(x ? 0 ) form a quadratic cone. Realise C 0 as the set of intersections of planes 1 ; 2 ; : : :; m x ? 0 with this cone. Each ? i is a hyperbolic line in V , containing exactly two singular points, hx 0 i and (say) hx i i. Since i \ j contains two singular points of x ? 0 whenever i 6 = j, we see that hx 0 ; x i ; x j i ? is a hyperbolic line, i.e. ?2 f(x 0 ; x i )f(x i ; x j )f(x j ; x 0 ) is a nonzero square in F, where = disc(Q) and f(x; y) is the bilinear form associated to Q (this follows from the proof of Theorem 7.1). It follows that ?2 f(x i ; x j )f(x j ; x k )f(x k ; x i ) is a nonzero square for any 3-subset fi; j; kg f0; 1; 2; : : :; mg, so that fhx i i : 0 i mg is a cap in O 5 (q) with trivial 
