Let P be the probability distribution of a sample without replacement of size n from a finite population represented by the set N = {1,2,..., N}. For each r = 0,1,..., an approximation P r is described such that the uniform norm \\P -P r \\ is of order (n 2 /N)
Introduction
A finite population of size N will be represented by the set N = {1,2, . . . , # } . A sample of size n will be denoted by x = (x x ,..., x n ) (with x, e N). The set X = N" is the set of all sample realizations associated with sampling with replacement; the corresponding probability measure will be denoted by P o . The set X o = { x e X: all x, different} is the set of all sample realizations associated with sampling without replacement; the corresponding probability measure will be denoted by P. Clearly P 0 (x) = 1/N" for all x e X and P(x) = l/ [N] n if x e X o , P(x) = 0 if x € X o ; here we have used [z] n as a symbol for the downward factorial z(z -1) • • • (z -n + 1). Finally, if Q is a signed measure on X, we shall denote by \\Q\\ its uniform norm, that is, ||g|| = ms^A\Q{A)\. [2 ] It is clear that if N is much larger than n, the two probability measures P and P o should not differ much. D. Freedman proved in fact in [3] that The proof of (1) is so simple that it is worth repeating it here: For the signed measure Q = P -P o we have so that the corresponding Hahn decomposition of X is
A + = {x: Q(x) >0} = X o , A~= {x: Q(x) < 0} = X-X o .

As Q(X) = 0, \\Q\\ = Q(A + ) = \Q(A~)\ and Q(A + ) = 1 -[N] n /N
n . This proves (1) .
We may consider P o as an approximation of P with the maximum error of order O(^). In the next section we shall derive an improved approximation P 1 and show that its maximum error is of order O((JJ) 2 ). In Section 3, an approximation with maximum error of order 0((i£) r+1 ) is presented for an arbitrary r = 0,1,2,
The proof concerning the general case may be found in Section 4. It utilizes certain results from the theory of partition lattices and applies to any r = 0,1, A direct elementary proof demonstrated for r = 1 in Section 2 becomes more and more complicated as r increases and would not be feasible as a general proof. where Z stands for terms containing at least one z, in higher power. Further
Second order approximation
N"
IN]. [tĤ ence
Equating the coefficients at z 1 z 2 • • • z n on both sides we get where The (signed) measure P x corresponding to this generating function can be described in the following way. For any subset {/, j) of { 1 , 2 , . . . , « } put X.f -j = {x = (Xj,..., x n ) e X: x, = Xj) and let /*{,-,_,-} be the uniform probabil- (3) . Let X l be the set of all x = (x u ...,x n )^X with exactly one tie among the *,, that is-, with the x t assuming exactly (n -1) distinct values. The signed measure Q = P -P x satisfies
N"
Hence,
This proves that X x = A~= the negative part of the Hahn decomposition for Q if {" 2 )/N < 1 and we have again Q(x) = 0. Hence From this (3) follows easily.
The general case
Several results from [1] will be quoted later and, therefore, we shall use the notation of [1] whenever possible. For any natural number n, ^(n) will denote the set of all partitions IT = { A r ,..., A b } of the set n = { 1 , 2 , . . . , « } . The subsets A t will be called blocks. For any m e ^( n ) , 6(77) will denote the number of blocks in m and ^,.(n) = {w G ^>(«): fc(ir) = « -/ } . We shall say that w = {A v A 2 
Obviously, all «,-(") a r e nonnegative (in fact strictly positive if n > 2) and they satisfy the recursion They are also related to the Stirling numbers S(n, i) of the second kind by The measures P o and P l defined by this formula agree with those of Sections 1 and 2. For r = 2 we get
We accept P r as the rth approximation to P and we shall prove the following theorem.
THEOREM.
The proof of the theorem is based on three lemmas. The following notation is used: For j = 0 , 1 , . . . , n -1,
. . , x n ) e X: the x, assume exactly n -j distinct values} and A + , A ~ is the Hahn decomposition of X for the signed measure P -P r .
LEMMA 1. For each r = 0 , 1 , . . . , P r ( X) = 1.
LEMMA 2. For sufficiently small n 2 /N, Lemmas 1 and 2 will be proved in Section 4. Lemma 3 is an easy consequence of Lemmas 1 and 2. Explicit formulae for P r {Xj), involving Stirling numbers, may be written down and we may then prove the main theorem using well-known asymptotic formulae for Stirling numbers. For more details, see the end of Section 4.
Proofs
For any it, a from @>(n) we shall write m < a if and only if m is a refinement of a. With this partial ordering, &(n) is a lattice; its least element (= the finest partition) will be denoted by 0. The function f will be defined by
f ( f f ' 7 r )~\ 0 otherwise, and ju will denote the corresponding Mobius function (ju = f "\ see [1] , page 141). By a formula in [1] , page 163,
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700029785 
where * denotes convolution and S is the Kronecker symbol. This follows from
The following asymptotic formulae hold for each fixed / = 0,1,
These relations follow from the well-known asymptotic formulae for Stirling numbers (see, for example, [2] , page 293), but they may be also derived directly. The sequences n,(n)/n 2 ' and w t (n)/n 2 ' (/ = 0,1,...) have generating functions F n (z/n 2 ) and G n (z/n 2 ) respectively and these converge (as n -> oo) to e z/1 and e~z /1 respectively.
For each T £ # ( n ) , w e shall put and
The numbers w,-(n,w) are in fact the /th level numbers for the sublattice { a e ? ( n ) : a^v r } and this sublattice is isomorphic to the product latticê
Using this fact we can show through a simple calculation that The set X = N" is the set of all maps x: n -> N and, therefore, ker x (the kernel of the map x) is well defined (see, for example, [1] , page 5). It is a partition of n such that x is constant on each block of ker x and assumes distinct values on distinct blocks. We shall write b(x) = 6(ker x); b(x) is the number of distinct values in the image of x. We shall also write Rj(x) = /?^(ker JC) and use Rj as a symbol for the measure defined by Rj x).
The sets X t and X^ of Section 3 and the probability measure P w may be now re-defined as follows: X t , = {x e X: b(x) = n -/}, X r = {x e X; IT < ker x) and P v (x) = ^yf(w,kerx).
Using this, we may write down another formula for P r , namely PROOF OF LEMMA 1. Using second part of (5), (7), (8) and P n (X) = 1 we get 
. there exists a constant C, (independent ofn) such that \Rj(v)\<C,
for all] and for all ir G »,{n\ n = 1,2,.... 
PROOF OF (d). If m G & t (n), then m(a) < 21, b(a) < / and (c) applies. (e) Let a sequence of partitions <n n G 9>(n) be such that d(ir
If d = sup p d{v p ) < 00, then sup p \Rj{w p )\ < 00 by (15) and (c). This together with \Rj(ir p )\>l contradicts (16).
If d = 00, we may assume without loss of generality that d{ir p ) -* 00. Then, by
(e), \Rj(ir p )/R r (ir p )\ -» 0 contradicting again (16).
In the next assertion, it is important that all inequalities hold uniformly with respect to all n, N. Therefore, we shall write A'/" JV) instead of X, to stress the dependence on n, N. We shall also use the fact that Rj(x) = Rj{kerx) does not depend on N and that x e X{"' N) if and only if kerx e @,{n). Lemma 2 follows now from (g). Lemma 3 is an easy consequence of Lemmas 1 and 2, however to deduce the main theorem from Lemma 3, we must find the asymptotic behaviour of (P -P r )(A-0 ) and of P r (X,) for / > 1. To conclude the proof of the main theorem of Section 3, assume first that r is even. Then, by Lemma 3, (21) and (22)
The proof for r odd would be similar.
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An application of the approximate distributions
The approximations P r defined by (5) might seem more complicated than the exact distribution P. The purpose of this section is to show that, in spite of this, they do sometimes provide reasonably simple formulae for evaluating certain probabilities while the exact distribution does not.
As an example consider the distribution of the sum of n random variables, which have been randomly sampled from a population of N random variables. Such a distribution often underlies frequency data. For instance, a cohort study of the etiology of a certain disease might begin by selecting a random sample of size n from a population of N 25-year old people and end twenty years later by recording the number of people in the sample who contracted the disease. This number is the sum of n Bernoulli variables randomly selected from a population of N Bernoulli variables.
In general let the jth individual bear a random variable Yj. The random variables Y l ,...,Y N are assumed independent although not identically distributed; the probability distribution of Yj will be denoted by Qj. 
h{x)M(x)+ £ h(x)M(x)
A'
\\P -P r \\.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700029785 [ 14 ] There is n o simple formula for i> (S) . However for r = 0,1,2 we get 
= 1
The Oth approximation P^S ) is a proper probability distribution. This is not necessarily true for P r (5) with r > 1, as some very small exact probabilities might become negative, but the error of replacing these negative probabilities by 0s cannot exceed the overall error of the approximation and is therefore neghgible. A similar comment applies to the complementary events, the ""probabilities" of which become slightly greater than 1; it is always true that P} S) (R) = 1. If the random variables Yj have finite expectations, say ntj, then it is easy to see that the exact probability distribution P (S) has the expectation nm, where m = (l/Nfc^mj.
Exactly the same holds for each P r (S \ For r = 0,1,2, this may be proved in the following way. The probability distributions Q, Q 2 
where B n _ w denotes the binomial probabihty function with parameters n, w. The distribution P ( S ) arises from two sources of stochastic variation, random sampling in the first place and Bernoulli variation in the second. When the second source is eliminated and each w y is 0 or 1, P (S) (/c) is the hypergeometric probability The Oth approximation P^ is the same in both examples; the higher approximations are much closer to the respective exact distributions P (S \ In the first example, calculating the exact distribution poses no problem. On the other hand, calculating the exact distribution i* (S) in the second example required considerable computer time while calculating the corresponding approximations is as easy as in the first example.
