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Pre´face
Au cours de l’e´te´ 1998 j’avais acheve´ un livre portant le meˆme titre que celui-ci et je
l’avais envoye´ a` l’e´diteur Diderot Multime´dia de Paris. J’avais ensuite corrige´ plusieurs jeux
d’e´preuves, donne´ le bon a` imprimer, et attendu que mon livre paraisse. L’imprimeur avait
apparemment pre´pare´ les cliche´s, mais il ne les imprimait pas, en attendant que l’e´diteur re´glaˆt
des comptes en suspens. Passe`rent ainsi plusieurs mois au cours desquels l’e´diteur modifia,
je crois, sa raison sociale. Finalement, au cours de l’automne 1999, l’impression fut acheve´e
et le livre apparut affichant le copyright « c© 1999 Diderot Multime´dia-EDL ». J’en eus
quelques copies, d’autres furent envoye´es a` des colle`gues, quelques unes parvinrent a` quelques
libraires parisiens et d’autres encore furent remises a` un libraire vendant par internet. La
grande majorite´ des copies e´taient pourtant encore stocke´es chez le distributeur, lorsque ce
dernier de´cida d’ouvrir une proce´dure judiciaire vis-a`-vis de l’e´diteur et bloqua la distribution.
L’e´diteur fut mis en administration controˆle´e et cessa de facto son activite´, pendant que ces
copies restaient enferme´es au fond d’un magasin. Je demandai a` plusieurs reprises la re´siliation
du contrat qui me liait a` un e´diteur qui n’exerc¸ait plus ses fonctions, et je demandai de meˆme a`
reprendre les copies restantes de mon livre. Le contrat fut re´silie´ en 2002, mais ces copies sont
encore, a` ce que je sache, enferme´es au fond du meˆme magasin, en attente, sans doute, d’eˆtre
pilonne´es (c’est du moins ce que j’espe`re et de´sormais demande au distributeur).
Celle que je pre´sente ici est donc la deuxie`me e´dition d’un livre dont la premie`re e´dition
n’est de facto jamais parue. C’est un livre e´crit il y a six ou sept ans, et que je n’ai pour
l’occasion repris que localement, en corrigeant quelques erreurs que j’ai entre temps repe´re´es ou
que des amis m’ont signale´es, et en ajoutant quelques re´fe´rences bibliographiques a` des œuvres
re´centes.
La partie de la pre´sente pre´face qui suit ces quelques remarques est tire´e de la pre´face
a` l’e´dition de 1998. Je me suis contente´ a` supprimer certains passages et a` en mettre a` jour
d’autres.
∗ ∗ ∗
Lorsque j’ai e´te´ nomme´ a` l’universite´ de Nantes, en 1993, en qualite´ de maˆıtre de confe´rences,
au programme de la premie`re anne´e de philosophie, figurait de´ja` un cours de mathe´matiques.
Pendant des anne´es, Jean-Louis Gardies avait e´te´ charge´ de ce cours. Il venait alors de prendre
sa retraite. On me demandait alors de prendre le relais, et d’enseigner ce cours. Quand, quelques
anne´es plus tard, j’eus la chance de connaˆıtre personnellement Jean-Louis Gardies, je compris
quelle e´norme responsabilite´ on m’avait confie´e. Sur le coup, je ne pensai qu’au de´fit didactique
d’une telle entreprise et, il faut l’avouer, au divertissement intellectuel que me procurerait un
tel de´fi. J’acceptai ainsi la proposition et commenc¸ai a` re´fle´chir au contenu que j’aurais pu
donner a` mon cours et a` la manie`re dont il pouvait eˆtre enseigne´.
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Imme´diatement, une chose m’apparut claire : ce n’e´tait pas question de tromper mes e´tudiants.
Bien que nombre d’entre eux auraient sans doute pre´fe´re´ se de´barrasser de cette corve´e — a`
laquelle ils ne s’attendaient certes pas quand ils avaient de´cide´ de s’inscrire en philosophie —,
en se contentat d’e´couter quelques-unes de nombreuses anecdotes qu’on raconte au sujet des
mathe´matiques et de leur histoire, ou, tout au plus, en abordant un cours d’introduction a`
la philosophie des mathe´matiques, il n’e´tait pas question de leur faire croire qu’on peut faire
des mathe´matiques, meˆme au niveau le plus e´le´mentaire, sans avoir affaire a` des contenus
techniques. Il s’agissait donc de pre´senter quelques uns de ces contenu, mais de le faire d’une
manie`re adapte´e aux exigences propres a` des e´tudiants de philosophie.
Aucun cours de mathe´matiques traditionnel, fuˆt-ce d’alge`bre, d’analyse ou de ge´ome´trie,
ne pouvait ainsi faire l’affaire. A` l’instar de nombreux textes de vulgarisation, j’aurais pu
se´lectionner un ensemble significatif de re´sultats fondamentaux et essayer de les exposer sans
entrer ne´cessairement dans les de´tails de leurs de´monstrations. De cette manie`re, il m’aurait
e´te´ possible de donner une image informelle de quelque secteur des mathe´matiques modernes,
en espe´rant susciter une curiosite´ qui aurait pu amener quelques-uns de mes e´tudiants a` des
e´tudes supple´mentaires. Deux raisons me convainquirent de l’inopportunite´ de cette solution.
Elle aurait aussi pu ge´ne´rer une ide´e fausse des mathe´matiques, en suscitant la croyance qu’on
peut extraire de ces dernie`res des grandes ide´es directrices, dont la puissance et le charme
seraient finalement inde´pendants de toute possibilite´ de re´duction technique, celle-ci e´tant, au
fond, une taˆche secondaire et inessentielle. Cette premie`re raison e´tait, si possible, renforce´e par
la seconde : en m’interrogeant sur l’utilite´, ou plus ge´ne´ralement sur le roˆle d’un enseignement
des mathe´matiques dans la formation d’un philosophe, je ne savais assigner aucun roˆle essentiel
a` une information sommaire comme celle que mes e´tudiants auraient pu tirer d’un cours conc¸u
de cette manie`re.
Il s’agissait alors, avant de commencer a` pre´parer mon cours, de re´pondre a` la ques-
tion suivante : quel roˆle peut jouer, dans la formation d’un philosophe, un enseignement des
mathe´matiques ? J’avais, et j’ai encore, deux re´ponses a` cette question.
La premie`re tient a` ce simple constat : depuis l’antiquite´, une grande partie de la re´flexion
philosophique porte sur la nature de la connaissance. Or, comprendre la nature des mathe´matiques
est une partie essentielle de cet effort, et cela n’est possible qu’a` condition de se rapporter aux
the´ories mathe´matiques et d’en chercher les raisons d’eˆtre. Comment comprendre, pour ne
donner qu’un exemple parmi les plus faciles, la nature logique d’une construction hypothe´tico-
de´ductive, sans explorer de l’inte´rieur quelques syste`mes axiomatiques, parmi ceux que les
mathe´maticiens ont, en des e´poques fort diffe´rentes, su construire ? Cette recherche a` propos
de la nature de la connaissance n’est d’ailleurs, a` mon sentiment, qu’un aspect d’un effort
plus ge´ne´ral, qui caracte´rise la tradition philosophique occidentale, et qui vise l’individuation
des cate´gories a` employer pour de´crire et expliquer toute re´alite´ a` laquelle nous, les hommes,
participons d’une manie`re ou d’une autre. Cette mission essentielle, qui inte`gre la re´flexion phi-
losophique a` toute sorte d’entreprise scientifique, rend par ailleurs cette re´flexion directement
solidaire des buts de toute the´orie mathe´matique. C’est la raison profonde de l’entrelacement,
constant dans l’histoire, de proble´matiques issues respectivement de la tradition philosophique
et de l’e´volution des mathe´matiques. La nature de l’espace ou la caracte´risation de la continuite´
ne sont que deux exemples de cet entrelacement que personne ne saurait nier. Il est donc naturel
de penser qu’un enseignement de mathe´matiques doit en premier lieu donner a` des philosophes
des informations, mais surtout des outils techniques, indispensables aussi bien pour comprendre
et e´valuer des moments cruciaux de l’histoire de la philosophie, que pour continuer a` poursuivre
une des missions essentielles de la re´flexion philosophique.
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La deuxie`me re´ponse est plus ge´ne´rale. Aucune forme de raisonnement, quel que soit le
contenu auquel ce raisonnement s’applique, ne peut e´viter la contrainte de la rigueur dans
l’argumentation. On ne peut pas raisonner par images, par me´taphores, ou par e´motions. Les
images, les me´taphores et les e´motions sont certainement une partie importante de notre vie,
mais elles ne sont pas les ingre´dients de nos raisonnements. Raisonner signifie associer l’un a`
l’autre des contenus propositionnels, et le faire selon des contraintes qui ne peuvent pas eˆtre
arbitraires. Or, la philosophie est essentiellement un exercice de raisonnement, et ne peut pas,
comme telle, e´viter de se plier a` la discipline de la rigueur dans l’argumentation. Un cours de
mathe´matiques peut et doit servir a` habituer de jeunes e´tudiants a` cette discipline, dans un
contexte ou` elle manifeste de manie`re la plus explicite sa ne´cessite´.
Ces deux re´ponses ont oriente´ mon choix : il s’agissait de construire un cours qui visait
a` de´voiler la raison d’eˆtre de quelques the´ories mathe´matiques e´le´mentaires, a` mettre a` jour
l’organisation interne de ces the´ories, et a` montrer a` l’ œuvre les modalite´s argumentatives qui
fonctionnent dans ces the´ories, sans aucun souci d’e´viter une technicite´ ne´cessaire. Naturelle-
ment, pour re´aliser ce programme, dans un cours de premie`re anne´e, il e´tait ne´cessaire de limiter
les sujets aborde´s, visant devantage a` l’explication de´taille´e qu’a` l’ampleur de l’information.
Mon livre est une version corrige´e et augmente´e des notes de cours qui ont guide´ mon
enseignement pendant toute ma pe´riode nantaise, c’est-a`-dire de 1993 a` 2002.
Le choix des sujets aborde´s correspond a` un programme qui devrait apparaˆıtre clairement
au vu du titre et de la table des matie`res : e´clairer la manie`re dont les mathe´matiques mo-
dernes traitent, aux niveaux les plus e´le´mentaires, des nombres. J’ai pourtant exclu de mon
programme les nombres complexes, car il m’a semble´ qu’un expose´ satisfaisant de la the´orie de
ces nombres, meˆme de ses contenus les plus e´le´mentaires, ne pouvait pas faire l’e´conomie d’un
expose´ pre´alable, ou` j’aurais duˆ faire entrer au moins des e´le´ments de ge´ome´trie analytique
et de the´orie des e´quations alge´briques, ce qui aurait trop e´largi mon sujet. Naturellement,
ce n’e´tait pas le seul choix possible, ni le seul qui correspondit aux contraintes que je m’e´tais
donne´es. Il a sans doute e´te´ guide´ par des gouˆts et des compe´tences personnelles, mais aussi par
l’espoir de pouvoir aborder, un jour, avec le meˆme esprit et selon la meˆme approche, d’autres
sujets dont le traitement pourrait eˆtre fonde´ sur ce premier expose´.
II
Bien que le but de mon livre soit essentiellement didactique, que les re´sultats qui y sont ex-
pose´s soient tous parfaitement connus de tout mathe´maticien — car ils font partie du contenu
disciplinaire le plus fondamental et e´le´mentaire des mathe´matiques modernes —, et que les
arguments qui justifient ces re´sultats soient, eux aussi, tous assez standard, le choix et l’organi-
sation de mon propos refle`tent une conception des mathe´matiques, une manie`re de comprendre
et de penser ces dernie`res, qui n’est sans doute pas partage´e par la totalite´ des mathe´maticiens,
des historiens et des philosophes des mathe´matiques. Il n’est certainement pas question ici de
pre´senter et de justifier mes vues en la matie`re. Il suffira d’insister sur deux points, en rendant
explicites deux convictions qui m’ont guide´e tout au long de la re´daction de mon texte, dans le
seul espoir que cette explicitation de mes pre´suppose´s puisse servir au lecteur pour mieux faire
la part des choses entre ce qui, dans mon exposition, rele`ve d’une connaissance acquise, partage´e
par l’ensemble de la communaute´ mathe´matique, et ce qui n’est par contre que l’expression de
mes conceptions.
Mon premier point est le suivant : je conside`re les mathe´matiques comme une activite´
humaine qui se de´roule au cours du temps. Avant d’avoir une histoire, les mathe´matiques sont
donc, elles-meˆmes, une histoire.
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Si on peut parler, sans contresens, d’histoire des mathe´matiques, ce n’est qu’a` condition
d’utiliser le terme «mathe´matiques » aussi dans un autre sens : pour indiquer non pas l’activite´
humaine que je reconnais comme le re´fe´rant du terme «mathe´matiques » employe´ dans le
premier sens, mais les traces laisse´es par cette activite´, les constructions auxquelles elle a
conduit. Ces deux sens du terme «mathe´matiques » sont forcement confondus dans mon expose´
et ils me semblent aussi qu’ils sont confondus dans la plupart des discours tenus autour de ce
que l’on appelle justement «mathe´matiques ». Il ne s’agit pas ici de fournir un crite`re pour
de´cider auquel de ces deux sens se re´fe`re chaque occurrence de ce terme. Le lecteur n’aura
aucune difficulte´ a` comprendre par lui-meˆme dans quel sens le terme «mathe´matiques » est, ici
ou la`, utilise´.
Personne, a` ma connaissance, n’a jamais nie´ que les the´ories mathe´matiques dont nous
disposons nous ont e´te´ le´gue´es par des hommes, graˆce a` une activite´ qui s’est de´roule´e au
cours du temps ; et je ne saurais imaginer que quiconque niaˆt jamais cette e´vidence. Ce n’est
donc pas parce que j’affirme ceci que mon approche diffe`re des autres. Le point sur lequel
je veux insister est un autre : les hommes qui, a` des e´poques diverses, nous ont le´gue´ les
the´ories mathe´matiques dont nous disposons, les ont aussi e´difie´es, en poursuivant des buts, et
en obe´issant a` des raisons ; ils ne se sont pas limite´s a` les lire pour nous dans un livre cache´
qu’ils ont, de quelque manie`re que ce soit, su ouvrir ; en d’autres termes, l’activite´ humaine
qui conduit a` la donation d’une the´orie mathe´matique n’est pas un de´voilement, elle est une
constitution. Une fois constitue´es, les the´ories mathe´matiques obe´issent a` une logique interne
qui, en tant que telle, est inde´pendante de leurs origines de´termine´es, qui rend meˆme possibles
des de´couvertes a` l’inte´rieur d’elles, et qu’il est indispensable de saisir si on veut apprendre ces
the´ories et en rechercher les origines, dans un mouvement de reconstruction qui est le travail
propre de l’historien des mathe´matiques. Pourtant, si on veut comprendre ces the´ories pour le
roˆle qu’elles acquie`rent dans l’e´difice de la connaissance pris dans son ensemble, on ne peut pas
se limiter a` en saisir la logique interne, qui apparaˆıt d’ailleurs souvent plus clairement lorsqu’on
la retrouve comme issue d’une constitution re´pondant a` des buts et des raisons. S’il n’est pas
toujours ne´cessaire pour cela d’aller tre`s loin dans une recherche proprement historique, il
me semble qu’une telle compre´hension d’un syste`me de re´sultats mathe´matiques doit inte´grer
la reconstruction et, pour ainsi dire, la prise de conscience du processus qui a conduit a` la
constitution de ce syste`me, sous la forme minimale d’une explicitation des buts auxquels cette
construction est cense´e re´pondre, des proble`mes qu’elle est cense´e re´soudre, en un mot, de ses
raisons d’eˆtre et d’eˆtre telle ou telle.
L’expose´ qui suit est entie`rement issu d’un effort d’e´claircissement de ces buts. Quel que soit
le sujet aborde´, j’ai tenu a` joindre a` l’exposition de chaque re´sultat que j’ai de´cide´ de pre´senter
dans mon texte un e´clairage (le lecteur jugera s’il est suffisant ou non) de ses raisons d’eˆtre et
d’eˆtre tel qu’il est. Il me semble d’ailleurs que l’absence de tout effort d’explication de ces raisons
est l’obstacle le plus important auquel un lecteur de´pourvu d’une culture mathe´matique suffi-
sante, est confronte´ lorsqu’il aborde un texte de mathe´matique courant. Cet effort d’e´clairage
est ainsi un des aspects par lesquels mon livre diffe`re des manuels a` l’usage des e´tudiants en
mathe´matiques et/ou des mathe´maticiens professionnels.
Mon second point est le suivant : je comprends l’activite´ mathe´matique essentiellement
comme la construction de syste`mes d’objets. Certes, un mathe´maticien e´nonce des proposi-
tions et, dans la plupart des cas, les accompagne de preuves, qui ne sont a` leur tour que des
enchaˆınements d’autres propositions. Si on ne reste qu’a` la surface des choses, on peut dire
que son activite´ est une performance linguistique. Il me semble pourtant que pour comprendre
les raisons d’eˆtre et d’eˆtre telle qu’elle est de cette performance, il est ne´cessaire de penser ces
propositions soit comme des moyens de fixer la re´fe´rence d’autres propositions, c’est-a`-dire de
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de´finir ou plus ge´ne´ralement d’introduire des objets sur lesquels d’autres propositions porteront
ensuite, soit comme des manie`res de parler de ces objets, d’en e´noncer des proprie´te´s. Pour eˆtre
bref, je dirais simplement que ces objets correspondent a` des formes saillantes des phe´nome`nes
qui nous entourent. La capacite´ et le but du mathe´maticien sont justement d’isoler ces formes
de leur contenu et de trouver une manie`re de les pre´senter, les manipuler et les e´tudier comme
telles, comme des objets. Pourtant, comme chaque philosophe devrait le savoir, la distinction
entre forme et contenu n’est jamais rigide ; elle n’est pas fixe´e d’elle-meˆme de`s qu’est fixe´ l’objet
ou le phe´nome`ne duquel on dira plus tard qu’une certaine forme rele`ve. La de´termination de
cette forme et sa se´paration du contenu qu’elle enveloppe est de´ja` un acte d’interpre´tation qui
fait partie du processus de construction ou, si on pre´fe`re, de de´finition de la forme en tant
qu’objet.
Or, la de´finition d’un objet rele`ve essentiellement (meˆme si je ne crois pas qu’elle ne consiste
qu’en ceci, comme on le dit souvent) de la de´termination d’un crite`re d’identite´, c’est-a`-dire de
la fixation des conditions sous lesquelles on peut dire d’un objet qu’il se manifeste d’une certaine
manie`re, qu’il est ou qu’il n’est pas le meˆme objet qui s’e´tait manifeste´ ou se manifestera a`
nouveau d’une autre manie`re. On peut imaginer que pour ce faire, il soit ne´cessaire de savoir
pre´alablement distinguer entre objets et formes de manifestation de ces objets. Il me semble
pourtant que cette distinction n’est pas pre´alable, mais est plutoˆt partie du processus de fixation
des crite`res d’identite´ d’un objet. Ceci est particulie`rement e´vident lorsque la fixation de ce
crite`re d’identite´ tient a` la de´finition d’une relation d’e´quivalence entre formes de manifestation,
ou si on pre´fe`re utiliser un vocabulaire kantien, entre repre´sentations. Les objets mathe´matiques
ne sont pas les seuls qu’on peut caracte´riser de cette manie`re et celle-ci n’est pas la seule
manie`re par laquelle on peut parvenir a` caracte´riser ces objets. En mathe´matiques, les choses
vont cependant souvent ainsi : on dispose d’un domaine d’objets pre´alables, disons de niveau
un (qu’on sait distinguer entre eux), et on de´cide de penser ces objets comme des formes de
manifestation, des repre´sentations, d’autres objets, disons de niveau deux ; pour ce faire, ou a` la
suite de cette de´cision, on de´finit une relation d’e´quivalence sur les objets dont on dispose et on
suppose que deux objets distincts, mais e´quivalents, de niveau un valent comme des formes de
manifestation du meˆme objet de niveau deux. Celle qui n’est donc, par rapport aux objets du
niveau un, qu’une relation d’e´quivalence quelconque devient, par rapport aux objets de niveau
deux, une relation d’identite´, c’est-a`-dire une relation d’e´quivalence fort particulie`re.
Ce mode de caracte´risation sera constamment a` l’œuvre dans mon expose´. Cela revient a`
dire que la de´finition des objets mathe´matiques dont il y sera question reposera d’une manie`re
ou d’une autre sur la de´finition d’une relation d’e´quivalence propre a` un domaine d’objets
pre´alables et sur son emploi pour de´finir une relation d’identite´ donnant lieu a` un nouveau
domaine d’objets.
Lorsqu’on pre´sente une the´orie mathe´matique de´ja` constitue´e, on a tendance, pour sim-
plifier les choses et e´viter une re´gression laborieuse, a` pre´senter la relation d’identite´ comme
e´tant elle-meˆme de´ja` donne´e. C’est alors, en ge´ne´ral, cette relation qu’on note par le symbole
«=». Ce symbole intervient alors entre deux autres symboles et indique que ces deux sym-
boles de´notent le meˆme objet. Par ailleurs, l’usage actuel de la communaute´ mathe´matique
e´tant de pre´senter toute the´orie mathe´matique par le truchement de la the´orie des ensembles,
tout objet mathe´matique se pre´sente en dernie`re analyse comme un ensemble particulier et la
relation d’identite´ qui se rapporte a` cet objet prend la forme d’une identite´ ensembliste. Dans
la plupart des manuels modernes de mathe´matiques, le symbole «=» est utilise´ pour de´noter
cette relation et il indique que les deux symboles entre lesquels il intervient de´notent le meˆme
ensemble (ou` la signification de la notion ‘eˆtre le meˆme ensemble’ est fixe´e par l’axiomatique de
la the´orie des ensembles). A` coˆte´ du symbole «=», on introduit ensuite d’autres symboles, tels
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que les symboles «≡», «≈», ou «∼=», pour indiquer d’autres relations d’e´quivalence distinctes
de l’identite´.
Cette pre´sentation, sans doute tre`s approprie´e a` beaucoup d’e´gards, a le de´faut de ca-
cher le processus qui donne origine a` une the´orie mathe´matique. Elle ne peut donc pas eˆtre
adopte´e lorsqu’on veut insister sur les raisons d’eˆtre et d’eˆtre telle qu’elle est d’une the´orie
mathe´matique. Pour cela, il faut en effet choisir un ordre d’exposition pour ainsi dire ge´ne´tique.
Comme de´finir un objet revient, en dernie`re instance, a` en fixer le concept, je qualifierai cet
ordre de « ge´ne´tique des concepts ». Le choix de cet ordre d’exposition m’a conduit a` adopter
une approche diffe´rente de celle que je viens de de´crire, qui ne re´cuse pourtant pas la possibilite´
d’utiliser de notions ensemblistes au cours de l’exposition (tout en pensant l’axiomatisation de
la the´orie des ensembles comme la de´finition d’un domaine d’objets mathe´matiques parmi les
autres). Je traiterai dans la suite la relation d’e´galite´ indique´e par le symbole «=» comme une
relation d’e´quivalence distincte, en ge´ne´ral, de l’identite´ (encore que tout objet sera e´videment
conc¸u comme e´tant e´gal a` lui-meˆme, quelle que soit la manie`re dont on de´finisse la relation
d’e´galite´), et qui sera introduite a` chaque fois a` nouveau, lorsqu’on en viendra a` des nouveaux
domaines d’objets. Aucun niveau pre´alable ou universel n’est donc cense´ supporter la significa-
tion du symbole «=» comme un symbole d’identite´. Dans certains contextes, et en particulier,
apre`s qu’on eut de´cide´ de de´finir un objet comme une classe d’e´quivalence sous la relation
d’e´galite´, ce symbole servira a` indiquer une identite´, car il pourra par exemple exprimer le fait
que deux objets de niveau un appartiennent a` une meˆme classe d’e´quivalence, constituant un
objet de niveau deux, et sont donc, tout en e´tant distincts en tant qu’ objets du niveau un,
des formes de manifestation du meˆme objet de niveau deux. Et comme souvent la logique du
raisonnement mathe´matique inte`gre une sorte d’oubli ne´cessaire de l’objectivite´ originaire, cela
reviendra a` dire que deux symboles distincts (la distinction des symboles demeurant comme
la trace d’une distinction objectale oublie´e) de´notent le meˆme objet. Cette identite´ ne devra
pourtant pas eˆtre pense´e, dans le contexte de mon exposition, comme une identite´ universelle.
Elle ne sera que la conse´quence d’une de´finition d’objets, faite par abstraction, a` partir de la
donation d’un domaine d’objets pre´alables.
Une conse´quence plus particulie`re du choix de suivre, dans mon exposition, l’ordre ge´ne´tique
des concepts, est que l’ensemble des nombres re´els ne sera de´fini qu’a` l’issu de mon chemine-
ment, alors que la plupart des manuels modernes de mathe´matiques e´le´mentaires de´finissent cet
ensemble au tout de´but. Cet usage qui renverse autant l’ordre historique, que l’ordre ge´ne´tique
des concepts, leur permet de disposer d’emble´e d’un contexte tre`s confortable pour ope´rer
alge´briquement et d’e´viter beaucoup des restrictions que caracte´risent en revanche mon ex-
pose´. Si j’ai choisi de ne traiter des nombres re´els qu’a` la fin, c’est qu’il m’a semble´ que les
avantages ope´ratoires de l’ordre d’exposition habituel (qui suppose les the´ories mathe´matiques
expose´es comme e´tant de´ja` donne´es) ont souvent pour prix l’incompre´hension du processus
intellectuel qui conduit a` la construction de la the´orie mathe´matique des nombres re´els, dont
pre´cise´ment l’exposition est le point culminant de mon discours.
Apre`s avoir de´fini l’ensemble des nombres re´els, la plupart des manuels de mathe´matiques ne
traitent les nombres rationnels et les nombres naturels que comme des nombres re´els particuliers,
dont la nature est conside´re´e comme e´tant connue. Il est en particulier assez rare de trouver,
dans les nombreux volumes qui occupent une bibliothe`que d’un de´partement de mathe´matiques,
une exposition du processus qui conduit a` la construction de l’ensemble des nombres naturels
et a` la de´finition, sur cet ensemble, des relations et des ope´rations habituelles. Cette exposition
est en revanche le point de de´part de mon expose´ et occupe les deux premiers chapitres de mon
livre. On pourra trouver le chapitre 2, ou au moins certaines de ses parties, assez fastidieux du
fait qu’on y utilise des de´marches formelles pour de´montrer des re´sultats qui font partie de la
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culture mathe´matique la plus e´le´mentaire. Mon but, dans ce chapitre, est de montrer comment
cette culture e´le´mentaire peut eˆtre re´duite a` un syste`me d’axiomes qui exprime une forme
universelle. Il ne s’agit pas, par exemple, d’enseigner que l’addition sur les nombres naturels est
commutative, mais de montrer comment la commutativite´ de l’addition sur les nombres entiers
se rattache a` un syste`me d’axiomes et de de´finitions dicte´ par l’effort de fixer la nature logique
d’une progression.
III
Lorsqu’il e´tait question pour moi de de´cider de m’engager dans la re´daction d’un manuel, un
colle`gue m’invita a` re´fle´chir sur une circonstance que je n’avais pas conside´re´e. Il est possible,
me dit-il, que beaucoup d’e´tudiants, se reposant sur la possibilite´ de consulter ton texte, ne
viennent plus a` ton cours. Cette observation, sans doute conforme a` la re´alite´, loin de me
dissuader, me convainquit au contraire d’e´crire mon livre.
Souvent les e´tudiants universitaires pre´parent leurs examens sur les notes de cours et uni-
quement sur celles-ci, sans se donner la peine d’acque´rir et lire des livres. La remarque de mon
colle`gue me fit comprendre soudainement que ce n’e´tait pas seulement de leur faute. C’est que
souvent le syste`me universitaire est pense´ pour re´duire au strict indispensable l’e´tude indi-
viduelle et pour maintenir les e´tudiants le plus longtemps possible sous l’aile protectrice des
enseignants. Il y a de nombreuses raisons, historiques, politiques, sociologiques et meˆme psy-
chologiques pour ceci. Il ne s’agit pas ici de les discuter. Une formule suffira pour re´sumer
la situation : les universite´s sont souvent conc¸ues comme un lieu d’enseignement plutoˆt que
comme un lieu d’e´tudes.
Le livre est le symbole et l’outil principal d’un e´tude et en particulier de cette forme fonda-
mentale et ine´vitable d’e´tude qu’est l’e´tude individuelle. J’ai toujours accompagne´ mes cours
d’indications de lecture et cherche´ a` e´viter de distribuer des photocopies, symbole ne´faste d’une
lecture remise a` jamais. Mais pour mon cours de mathe´matique pour e´tudiants de philosophie
j’e´tais en difficulte´ : quels livres conseiller ? Ce n’est pas qu’il n’y ait pas de livres d’introduction
aux mathe´matiques, plus ou moins spe´cialement adresse´s a` des philosophes ou a` des e´tudiants
de philosophie. Il y en a meˆme plusieurs : des plus classiques — comme ceux de F. Wais-
mann (Einfu¨hrung in das mathematische Denken, Wien, 1936), de R. Courant et H. Robbins
(What is Mathematics, Oxford 1941 ; deuxie`me e´dition re´vise´e par I. Steward, Oxford 1996),
de T. Dantzig (Numbers. The Language of Sciences. A critical Survey Written for the Cultured
Non-Mathematicians, 3rd ed., London, 1947), ou de D. E. Littlewood (The Skeleton Key of
Mathematics, London, 1949) — aux plus re´cents — comme ceux de M. Kline (Mathematics for
Liberal Arts, Reading, Mass., 1967), de I. Steward (Concepts of Mathematics, Harmondsworth,
Middlesex, 1975), ou de K. Jacobs (Resultate : Ideen und Entwicklungen in der Mathematik,
Braunschweig und Wiesbaden, 1987 ; ou de D. M. Davis, The Nature and Power of Mathema-
tics, Princeton, 1993). Mais aucun de ces livres (envers lesquels je nourris des sentiments fort
varie´s) n’est traduit en franc¸ais, et, malgre´ mes incitations a` lire, en anglais, le chef d’œuvre
de Courant et Robbins — un livre magnifique dont je conseille la lecture a` tous —, tre`s peux
parmi mes e´tudiants ont montre´ d’eˆtre en condition de le faire. J’ai ainsi saisi l’occasion et j’ai
e´crit, a` ma manie`re, mon propre livre.
En principe, il devrait pouvoir eˆtre lu par n’importe qui, meˆme si, pour le choix du langage
et le style de l’argumentation, il s’adresse prioritairement a` des lecteurs qui posse`dent une
culture et une sensibilite´ philosophique minimale. Cette vise´e ne m’a pas pousse´, pour autant,
a` faire l’e´conomie de de´veloppements techniques ne´cessaires.
Norbert Wiener fut un grand mathe´maticien, mort en 1964. On raconte que son pe`re, Leo
Wiener, soutenait que les enfants ne savent pas qu’il sont des enfants mais l’apprennent parce
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que les adultes les traitent comme tels. Il suffit de les traiter comme des adultes et de leur parler
en conse´quence, pour leur e´viter de perdre du temps pre´cieux avec l’enfance et l’adolescence.
Leo Wiener appliquait cette the´orie a` son fils : d’abord, il s’occupa personnellement de sa
formation, puis l’envoya au lyce´e a` l’aˆge de neuf ans ; a` onze ans Norbert Wiener eu son
baccalaure´at, et a` dix-neuf il obtint son PhD a` l’universite´ de Harvard. Le pe`re de Norbert
Wiener avait certainement tort, dans l’ensemble, et il fit probablement de son fils un homme
malheureux, mais sur un point il avait raison : souvent les ignorants et les idiots ne le sont que
parce qu’on les a toujours traite´s comme tels. Moi, je ne me suis pas permis de traiter mes
lecteurs en ignorants ou en idiots : ce n’est pas sous le pre´texte de sa difficulte´ que j’ai e´vite´
de pre´senter un argument, une notion, un re´sultat qui m’a semble´ essentiel dans l’e´conomie de
mon expose´.
Cela n’empeˆche pas que j’ais toujours cherche´ a` expliquer de la manie`re la plus claire, au
prix parfois de quelques longueurs, tout ce qui m’a semble´ pouvoir poser proble`me, sans recourir
a` des banalisations, ou re´pe´ter des simplifications usuelles : je me suis efforce´ de ne jamais dire
de choses fausses ou impre´cises, en m’appuyant sur ne´cessite´s de la simplicite´ ; si je l’ai fait,
c’est simplement que je me suis trompe´ et j’espe`re alors qu’on me corrigera.
VI
Ma formation est celle d’un philosophe. Mes compe´tences mathe´matiques e´le´mentaires me
viennent certes d’une e´tude individuelle, mais aussi, et surtout, de la fre´quentation de plu-
sieurs amis qui ont e´te´, pour des raisons diverses et en des temps diffe´rents, des maˆıtres pour
moi. C’est un plaisir pour moi de reconnaˆıtre la dette que j’ai envers eux et de les remercier.
Je voudrais d’abord rappeler Ernest Coumet : ceux qui ont eu le privile`ge de le connaˆıtre
ne peuvent que se sentir plus pauvres apre`s qu’il nous a quitte´. Puis : Luis Carlos Arboleda,
Michel Blay, Manuel Carpintero, Karine Chemla, Jose´ Diaz, Jean Dhombres, Paolo Freguglia,
Massimo Galuzzi, Jean-Louis Gardies, Giulio Giorello, Enrico Giusti, Angelo Guerraggio, Nic-
colo` Guicciardini, Giorgio Israel, Carlos Lopez-Beltran, Antoni Malet, Susanna Marietti, Rafael
Martinez, Domenico Napoletani, Michael Otte, Jean Petitot, Jean-Claude Pont, Roshdi Rashed
et Daniele Struppa. Je dois en outre des remerciements particuliers aux nombreux amis, parmi
lesquels beaucoup devraient aussi apparaˆıtre dans la liste pre´ce´dente, avec lesquels j’ai discute´
de passages de mon livre, et qui m’ont aide´ de manie`res diverses, au cours de sa re´daction,
avec des conseils, des informations, des explications, des critiques et d’autres services varie´s.
C’est, entre autres, le cas de : Jose´ Alfredo Amor, Alejandro Bravo, Roberto Casati, Salva-
dor Barbera`, Be´atrice Daille, Chantal Enguehard, Jean-Louis Fournel, Vincent Jullien, Anila
Karadumi, Jan Lacki, Michelle Lemaitre, Se´bastien Maronne, Lilliana Morandi, Gloria Origgi,
Francesco, Laura et Mario Panza, David Rabouin, Jean-Michel Salanskis, Franc¸ois Schmitz,
Farid Si Moussa, Rossana Tazzioli, et Benoˆıt Timmermans. Ma dette est encore plus grande
envers Carlos Alvarez, Silvia Annaratone, Brigitte Cicognini, Fernand Doridot, Denis Robin,
Lo¨ıc Lamy, Sabine Rommevaux et Rodolphe The´venot, qui ont relu patiemment de grandes
parties, ou meˆme la totalite´ de mon manuscrit, ont avance´ des critiques et m’ont conseille´ des
corrections, aussi bien mathe´matiques que linguistiques. L’aide de Franc¸ois Loget a e´te´ enfin
fondamentale : sans lui je n’aurais jamais e´crit mon livre.
Je remercie en outre le conseil d’administration de la Socie´te´ franc¸aise d’histoire des csiences
et des techniques, et en particulier son pre´sident Bernard Joly, pour avoir suivi le conseil de
Vincent Jullien et avoir accepte´ de faire paraˆıtre mon livre parmi les Cahiers d’histoire et de
philosophie des sciences.
Mon remerciement s’adresse aussi a` tous mes e´tudiants, dont les re´ussites aussi bien que
les e´checs m’ont beaucoup appris. Je remercie en particulier cet e´tudiant, dont je ne connais
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pas le nom, qui dans une copie d’examen a soutenu qu’un ensemble non de´nombrable est un
ensemble dont les e´le´ments « sont caracte´rise´s plus par leur degre´ d’absence que par leur degre´
de pre´sence. » Il a largement contribue´ a` me convaincre de la ne´cessite´ d’e´crire mon livre.
Mon dernier remerciement est enfin pour ma femme Annalisa Coliva, pour sa pre´sence, son
exemple et ses conseils.
Varese, Italie, Aouˆt 1998 et Avril 2004.
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Avertissements
Mon expose´ comporte trois niveaux, clairement distingue´s par l’usage de caracte`res typo-
graphiques distincts.
Le premier niveau est constitue´ par la pre´sentation des the´ories mathe´matiques qui font
l’objet principal de mon discours. Au deuxie`me niveau appartiennent des remarques qui ont
pour but d’accompagner cette pre´sentation par des commentaires ou des e´clairages. Le lecteur
qui voudra e´viter de lire ces remarques ne devrait pas avoir de peine a` suive le fil de mon expose´,
tout en e´tant prive´ d’un outil qui m’a semble´ utile pour aider a` parvenir a` une compre´hension
moins superficielle. Le troisie`me niveau est enfin constitue´ par des notes historiques qui four-
nissent a` mon discours des supports exte´rieurs. La lecture de ces notes peut sans doute eˆtre
e´vite´e. Elle sera ne´anmoins utile pour donner un cadre plus vivant aux the´ories conside´re´es.
Chaque note historique est accompagne´e d’indications bibliographiques. Certains des textes
cite´s, encore que mentionne´s une seule fois, rele`vent de sujets traite´s dans plusieurs parties du
livre et, pris dans leurs ensemble, devraient pre´senter au lecteur qui voudra le consulter un
panorama assez large d’ou` il pourra tirer une compre´hension plus profonde des ces sujets et
d’autres connecte´s a` ceux-ci.
Dans certains cas, surtout dans les notes historiques, j’ai e´te´ oblige´ a` e´voquer rapidement
des notions que je n’ai e´claircies que plus tard, en suivant le fil de mon expose´. Le lecteur
est dans ce cas invite´ a` revenir apre`s coup sur les passages concerne´s. Cette ne´cessite´ d’un
aller-retour mise a` part, mon livre devrait eˆtre autocompre´hensif, au moins en ce qui concerne
les notions mathe´matiques sur lesquelles il porte. Comme il a e´te´ e´crit en premier lieu pour
des e´tudiants de philosophie, je n’ai, en revanche e´voque´ qu’ici et la` des notions philosophiques
e´le´mentaires que ces derniers devraient connaˆıtre. En particulier, j’ai parfois conside´re´ comme
acquises des notions de logique qui devrait constituer le contenu d’un cours prope´deutique a`
cette discipline. En d’autres occasions j’ai pris le temps d’e´claircir d’autres notions analogues,
qui m’ont semble´ eˆtre plus profonde´ment imbrique´es a` mon expose´. Pourtant je ne l’ai jamais
fait en logicien, mais toujours du point de vue, pour ainsi dire concret, du mathe´maticien.
Parfois, je me suis abstenu de donner la preuve de quelques the´ore`me. Surtout vers la fin du
livre, en supposant mes lecteurs plus entraˆıne´s, je les ai explicitement invite´s a` re´diger par eux-
meˆmes ces preuves en guise d’exercices. En d’autres cas, je me suis limite´ a` de´clarer ces preuves
faciles. Une preuve facile ne doit pourtant pas eˆtre confondue avec une preuve non ne´cessaire.
En mathe´matiques il n’y a pas de preuves non ne´cessaire : tout the´ore`me en exige une. Si une
preuve est ne´glige´e dans un expose´, ce n’est pas que le the´ore`me auquel elle devrait se rapporter
est e´vident. C’est simplement que la manie`re dans laquelle elle pourrait eˆtre re´dige´e est facile
a` imaginer. Bien que quelques textes de philosophie des mathe´matiques fassent une distinction
entre ces termes, j’ai utilise´ toujours les termes «preuve» et «de´monstration» comme des
synonymes parfaits.
Les guillemets doubles, a` la franc¸ais, indiquent soit une mention — d’un terme, d’une
expression, d’un symbole, ou d’un e´nonce´ —, soit une citation. J’ai rarement utilise´ des italiques.
J’y eu recours pour indiquer un terme ou une expression faisant l’objet d’une de´finition sans
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apparaˆıtre sous la forme d’une mention (on dit que c¸a et c¸a lorsque ceci et ceci). La diffe´rence
entre usage et mention devrait faire partie du bagage indispensable et meˆme pre´ventif de
tout e´tudiant de philosophie. Pour aider rapidement ceux qui ne la connaissent pas, je dirai
simplement qu’on parle de mention, par exemple d’un terme, lorsque ce terme est employe´
pour re´fe´rer a` lui-meˆme, en tant que terme ; on parle en revanche d’usage d’un terme lorsque
ce terme re´fe`re a` quelque chose de distinct de lui meˆme et qui constitue sa signification. Voici
un exemple de mention : le terme «Paris» est compose´ par cinq lettres. Ce n’est e´videmment
pas de la ville de Paris qu’il est ici question, mais du mot employe´ pour la de´signer.
Les guillemets simples, a` l’anglaise, servent par contre pour circonscrire des expressions et
indiquer qu’elles doivent eˆtre prises comme un tout fonctionnant comme un nom propre. Je les
ai ne´anmoins utilise´es tre`s rarement.
Bien qu’il soit principalement adresse´ a` des e´tudiants de philosophie, mon livre devrait
pouvoir profiter, lorsqu’ils le lisent a` un autre niveau, a` des philosophes professionnels, et, du
moins pour certaines de ses parties, a` des e´tudiants de sciences. J’espe`re enfin que, a` un troisie`me
niveau de lecture, il puisse eˆtre utile pour un public plus ge´ne´ral de non-mathe´maticiens de´sireux
d’acque´rir quelques connaissances mathe´matiques e´le´mentaires.
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CHAPITRE 1
Nombres entiers positifs : une the´orie empirique
Ceux que nous appelons aujourd’hui «nombres entiers positifs» ou quelquefois «nombres
naturels» ou meˆme «nombres cardinaux», sont de´signe´s par Euclide tout simplement comme
«nombres » : Euclide appelle ge´ne´riquement «nombres » des objets qu’il de´nomme en particu-
lier «un», «deux», « trois», etc., et qui se comportent, relativement les uns aux autres et par
rapport a` la pratique du comptage, comme le font nos nombres naturels. Pourtant, Euclide ne
de´finit ses nombres que tre`s rapidement, comme «multitudes d’unite´s» : il en parle dans les
livres VII a` IX des E´le´ments et les emploie dans les autres livres comme s’ils e´taient des objets
de´ja` connus, dote´s de proprie´te´s e´galement connues. La manie`re dont il aurait pu les de´finir
peut pourtant eˆtre imagine´e assez facilement. Je vais l’exposer dans le paragraphe suivant.
Note Historique 1.1. Les deux premie`res de´finitions du livre VII des E´le´ments
sont les suivantes : «Est unite´ ce selon quoi chacune des choses existantes est dite
une» ; «Et un nombre est la multitude compose´e d’unite´s ».
Euclide ne se re´clame jamais de ces deux de´finitions dans les de´monstrations
des propositions qui les suivent. Ceci n’est pas un cas isole´ dans les E´le´ments, qui
sont au contraire assez riches en de´finitions qui semblent ne pas participer de la
structure de´ductive de ce meˆme traite´ ; c’est le cas, par exemple, des de´finitions du
point, de la droite et du plan, au livre I. On a qualifie´ souvent ces de´finitions de
«me´taphysiques », en soulignant qu’elles n’ont d’autre but que d’enraciner les the´ories
mathe´matiques d’Euclide dans certaines traditions philosophiques. Il faut pourtant
observer que si, d’un point de vue moderne, on peut penser que la taˆche de fixer les
objets sur lesquels portent ces the´ories est remplie, dans le livre I, par les postulats
(qui, en e´nonc¸ant les re`gles en accord avec lesquelles on travaille sur les objets de
la ge´ome´trie bidimensionnelle, de´finissent implicitement ces objets [sur la notion de
de´finition implicite, cf. la note historique II.5]), l’absence de postulats propres au
livre VII, et ge´ne´ralement aux livres arithme´tiques des E´le´ments, fait retomber une
telle responsabilite´ sur les seules e´paules des de´finitions. Si Euclide peut donc e´viter
de se re´clamer, lors de ses de´monstrations, des de´finitions de l’unite´ et du nombre,
c’est que ces de´monstrations portent sur des objets qu’il peut supposer comme de´ja`
donne´s avec leurs proprie´te´s fondamentales. Les de´finitions pre´ce´dentes remplissent
ainsi, entre autres, sinon la taˆche d’exhiber ces objets, du moins celle de pre´ciser de
quels objets on parle, et d’indiquer, ne serait-ce que sommairement, le point de vue
selon lequel ces objets sont conside´re´s.
On a souvent souligne´ qu’en de´finissant l’unite´ (µoνα´ς, litte´ralement : «monade» )
a` partir de l’un (τ o` ε´ν), et le nombre (αριθµo´ς), a` partir de la multitude (πλη˜θoς)
d’unite´s, Euclide (qui dans le livre VII semble exposer une the´orie due en fait a`
The´e´te`te) ait voulu mettre au cœur de son arithme´tique l’opposition platonicienne
de l’intelligible (l’unite´ et le nombre) et du sensible (l’un, dit d’une chose existante,
et la multitude des choses existantes, dont le nombre, en tant que multitude d’unite´s,
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est, en quelque sorte, la forme universelle). Cette interpre´tation est d’ailleurs a` l’ori-
gine du choix, de´sormais canonique, de traduire le neutre pluriel « τα` o´ντα », qui
apparaˆıt dans la premie`re de´finition, par « choses existantes ». Plutoˆt que d’insister
sur les colorations me´taphysiques que l’opposition platonicienne assigne ainsi a` l’ex-
pose´ d’Euclide, il me semble inte´ressant d’observer que les de´finitions pre´ce´dentes
sugge`rent une re´duction, au moins ope´ratoire, de l’unite´ et du nombre aux choses
sensibles et a` leurs collections. Tout en restant, en tant que tels, des objets abstraits,
l’unite´ et les nombres se font ainsi reconnaˆıtre dans des objets empiriques, car ils
sont pense´s, en dernie`re instance, non pas comme des principes universels expliquant
l’univers par le biais d’une re´duction au transcendant, mais comme des formes d’ob-
jets d’expe´rience, qui n’acquie`rent leur autonomie que par un processus d’abstraction.
Derrie`re la citation platonicienne se dessine ainsi une rupture forte et fe´conde avec la
tradition pythagoricienne qui restait largement vivante chez Platon.
Tout en de´finissant les nombres de cette manie`re, Euclide les repre´sente sou-
vent, dans ses de´monstrations, par des segments. Ces derniers servent pourtant plus
a` repre´senter des relations parmi les nombres ou des ope´rations sur ceux-ci, que les
nombres eux-meˆmes ; ils interviennent dans les arguments d’Euclide lorsqu’il est jus-
tement question de relations et ope´rations entre et sur les nombres analogues aux
relations qui se trouvent entre les segments et aux ope´rations qui s’appliquent a`
ceux-ci. Cette pratique d’Euclide revient ainsi a` souligner que nombres et segments
partagent des proprie´te´s relationnelles : ce sont ces proprie´te´s qui font des uns et des
autres des quantite´s.
Il reste a` observer que des de´finitions pre´ce´dentes, il resulte que l’unite´ n’est pas
un nombre. Le plus petit des nombres euclidiens est donc deux. Meˆme si la termino-
logie adopte´e par Euclide, tout au long de ses livres arithme´tiques, est parfaitement
conse´quente a` cette limitation, cela n’empeˆche pas Euclide de comprendre qu’entre
l’unite´ et les nombres il y a une relation qui fait que ces derniers ne peuvent eˆtre
e´tudie´s que par rapport a` la premie`re. L’exclusion de l’unite´ du domaine des nombres
n’a donc pas, d’un point de vue ope´ratoire, de conse´quences majeures. Dans l’ex-
pose´ qui suit, on se conformera aux usages courants, et on traitera l’unite´ comme un
nombre parmi les autres.
Lectures possibles : B. Vitrac, «Notice sur les Livres arithme´tiques », in Eu-
clide, Les E´le´ments, traduction et commentaires par B. Vitrac, vol. II, PUF, Paris,
1994, pp. 269-289.
∗ ∗ ∗
Bien que les E´le´ments soient le livre de mathe´matiques le plus e´dite´ et e´tudie´ de
l’histoire, on ne connaˆıt a` peu pre`s rien de son auteur, Euclide, et, a` eˆtre pre´cis, on
n’est meˆme pas suˆrs que les E´le´ments soient l’œuvre d’un seul homme, exposant et
organisant a` sa manie`re, dans un seul traite´, divise´ en plusieurs livres (treize, si on fait
confiance aux reconstructions juge´es aujourd’hui les plus soigne´es), diffe´rentes the´ories
mathe´matiques, dont certaines assure´ment dues a` des mathe´maticiens pre´ce´dents.
En s’appuyant sur les rares te´moignages dont on dispose, on conjectur e qu’Euclide
enseigna a` Alexandrie au de´but du IIIe`me sie`cle av. J.C., ou` on peut croire qu’il
fut attire´ par Ptole´me´e, lors de la fondation du Muse´e et de la Bibliothe`que. On
peut penser qu’Euclide e´crivit les E´le´ments pour ses e´tudiants, et qu’il y exposa le
contenu de ses cours d’introduction aux mathe´matiques. D’autres te´moignages nous
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font penser qu’Euclide ait fait partie de l’Acade´mie, meˆme si rien ne nous assure qu’il
fut un disciple direct de Platon, son fondateur.
Les E´le´ments ne sont pas le seul traite´ mathe´matique qu’on attribue a` Euclide.
Parmi les autres, un seul nous est parvenu. Il s’agit des Donne´es, une re´colte de
propositions ge´ome´triques ou`, en partant de l’hypothe`se que certains e´le´ments d’une
figure ge´ome´trique sont connus (donne´s), on conclut que d’autres peuvent a` leur
tour eˆtre de´termine´s (et sont donc a` leur tour donne´s, meˆme s’ils le sont seulement
indirectement). D’autres traite´s, attribue´s a` Euclide, sont en revanche perdus, et on
ne peut qu’en conjecturer le contenu. Parmi ceux-ci : un traite´ sur les divisions des
figures, un autre consacre´ aux arguments fallacieux, une re´colte de Porismes (fort
probablement un ensemble de proble`mes de ge´ome´trie non e´le´mentaire), un traite´ de
coniques, pre´ce´dant celui d’Appollonius, un traite´ consacre´ aux lieux ge´ome´triques,
une œuvre d’astronomie, ge´ne´ralement de´nomme´e «Les Phe´nome`nes », une Optique,
une Section du Canon, et meˆme une Me´canique.
Lectures possibles : M. Caveing, « Introduction ge´ne´rale», Euclide, Les E´le´ments,
traduction et commentaires par B. Vitrac, vol. I, PUF, Paris, 1990, pp. 13-148.
1. Les nombres entiers positifs en tant que corre´lats de l’acte de compter
Imaginons qu’on sache distinguer dans notre univers sensible des collections d’objets,
c’est-a`-dire qu’on sache distinguer un objet d’un autre, et qu’on sache ordonner les objets
(mate´riellement ou mentalement) de manie`re a` savoir distinguer ceux qui appartiennent a` un
certain groupe d’objets de ceux qui appartiennent a` un autre groupe. Peu importe la raison
qui nous ame`ne a` faire ces distinctions ; l’important est que nous les fassions.
Qu’on prenne alors une collection d’objets distincts et qu’on l’appelle « C ». Conside´rons lun
apre`s lautre les objets de cette collection et de´plaons-les (mentalement ou physiquement, peu
importe), de sorte a´ former progressivement une collection nouvelle constitue´e par les objets
qui on a de´ja´ t de´place´s. On dira qu’en faisant ceci on compte les objets de C, ou, pour faire
plus simple, qu’on compte C elle meˆme. Imaginons maintenant que la collection C soit telle que,
au bout d’un certain temps, en re´pe´tant toujours la meˆme ope´ration, on parvienne a` de´placer
tous les objets dont elle est compose´e de sorte que la collection des objets qu’on a de´ja´ de´place´s
soit identique a` la collection qui avait d’abord e´te´ donne´e. On dira alors que la collection C a
e´te´ e´puise´e, ou meˆme qu’on l’a comple`tement compt’ee. Qu’on remarquer la diffe´rence entre
compter une collection et l’avoir comple`tement compte´e : on peut compter une collection sans
jamais parvenir a` l’avoir comple`tement compte´e. Une collection qui peut eˆtre e´puise´e, c’est-a`-
dire qu’au bout d’un certain temps on peut parvenir a` l’avoir comple`tement compte´e est dite
«finie». Dore´navant, au cours du pre´sent chapitre, on ne parlera de collections d’objets que
pour se re´fe´rer a` des collections finies. L’ope´ration de comptage ainsi de´finie ne demande pas
qu’on sache ce que sont les nombres entiers positifs, ni qu’on connaisse leurs noms. Au contraire,
c’est parce qu’on sait accomplir cette ope´ration (repe´rer/de´placer) qu’on sait reconnaˆıtre ce que
sont les nombres (entiers positifs).
Prenons maintenant une collection d’objets Cα et, avant de commencer a` en compter les
objets, qu’on en prenne une autre Cβ . On peut apprendre facilement a` compter ces collections
alternativement : d’abord on conside`re un objet de Cα et on le de´place ; ensuite on conside`re
un objet de Cβ et on le de´place a` son tour ; on revient ensuite a` Cα dont on de´palce un autre
objet, puis a` Cβ , et ainsi de suite jusqu’a` e´puisement de l’une ou l’autre de ces collections. Cette
ope´ration (ou proce´dure) sera dite dans la suite « ope´ration de comptage alterne´».
Imaginons maintenant que Cα et Cβ soient telles que, lorsqu’on a e´puise´ Cα, Cβ n’est
pas encore e´puise´e, mais qu’elle le soit de`s qu’on a de´place´ l’objet conside´re´ imme´diatement
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apre`s qu’on a e´puise´ Cα. Comme on avait commence´ a` compter Cα, on pourra dire que les
collections Cα et Cβ s’e´puisent en meˆme temps sous l’ope´ration de comptage alterne´. On peut
alors introduire une premie`re de´finition.
De´finition 1.1. Quand les collections Cα et Cβ sont telles qu’elles s’e´puisent en meˆme
temps, sous l’ope´ration de comptage alterne´, on dit qu’elles ont le meˆme nombre d’objets.
Remarque 1.1. Le but de cette de´finition est de fixer la signification de l’expression
« avoir le meˆme nombre d’objets». Il devrait eˆtre clair que cette signification est ainsi
fixe´e avant qu’on ait assigne´ une quelconque signification au terme «nombre». Loin de faire
de´pendre la signification de l’expression « avoir le meˆme nombre d’objets» de la signification
du terme «nombre», l’on fera ici de´pendre la signification du terme «nombre» de celle de
l’expression « avoir le meˆme nombre d’objets». En ge´ne´ral, ceci revient a` faire de´pendre la
de´finition d’un ou plusieurs objets de celle d’une relation. C’est une proce´dure courante en
mathe´matiques.
Un univers d’objets pre´alable e´tant donne´, il s’agit de de´finir sur ces objets une rela-
tion d’e´quivalence et de de´finir ensuite de nouveaux objets graˆce aux classes d’e´quivalence
associe´es a` cette relation.
On reviendra plusieurs fois par la suite sur la notion de relation d’e´quivalence et l’on
la de´finira pre´cise´ment dans le chapitre 2. Ici, il suffira de dire, fort informellement, qu’une
relation d’e´quivalence entre deux objets a et b est une relation qui s’e´tablit entre ces objets
lorsqu’ils sont tels que, si on ne les conside`re que sous un certain aspect, alors ils ne peuvent
pas eˆtre distingue´s. La de´finition d’une telle relation revient ainsi a` fixer l’aspect sous lequel
ces objets doivent eˆtre conside´re´s. Si la de´finition est suffisamment claire, elle permet, lors-
qu’un objet a du domaine pre´alable est donne´, de former la classe de tous les objets de ce
domaine qui sont impossibles a` distinguer de l’objet donne´ sous l’aspect conside´re´ — et sont
donc e´quivalents a` celui-ci —, et de faire ceci de telle sorte que si on conside`re un autre objet
a˜ de ce meˆme domaine pre´alable qui n’appartient pas a` cette classe, alors la classe des objets
du domaine pre´alable qui sont e´quivalents a` a˜ n’a aucun e´le´ment en commun avec la classe
des objets de ce domaine qui sont e´quivalents a` a. Les classes ainsi construites s’appellent
« classes d’e´quivalence » et sont telles que leur intersection sur le domaine d’objets pre´alable
est nulle et que leur union correspond a` ce domaine lui-meˆme. Lorsque la de´finition d’une
relation d’e´quivalence a permis d’ope´rer une telle partition du domaine d’objets pre´alable,
on dira qu’on a de´fini des classes d’e´quivalence sur ce domaine par cette relation. On pourra
alors conside´rer les diffe´rentes classes d’e´quivalence ainsi de´finies comme de nouveaux ob-
jets, qui pourraient eˆtre directement les objets qu’on voulait de´finir, ou participer a` leur
de´finition. Quelques fois on appelle les de´finitions de cette sorte «de´finitions par abstrac-
tion a` la Frege». La de´finition des nombres entiers positifs qu’on va donner par la suite est
justement une de´finition par abstraction a` la Frege.
Note Historique 1.2. En 1884 apparaˆıt a` Breslau un court essai de G. Frege
(Wismar, 1848 ; Bad Kleinen, 1925) dont le titre — Die Grundlagen der Arithmetik—
e´nonce, a` lui tout seul, un programme fort ambitieux : fournir une re´ponse pre´cise
et exacte a` la question : « qu’est-ce qu’un nombre (entier positif) ?». La re´ponse
avance´e par Frege de´pend, pour l’essentiel, d’une conception philosophique concernant
la nature de l’objectivite´ mathe´matique qui est loin d’eˆtre ge´ne´ralement partage´e.
D’apre`s Frege, les nombres sont des objets de´termine´s, qui existent inde´pendamment
de toute activite´ humaine, et sont donc pre´alables a` la mise en place de toute the´orie
mathe´matique ; le but des Grundlagen est de dire de quels objets il s’agit. Cette
conception de l’objectivite´ mathe´matique n’est pas la mienne. Pourtant, il me semble
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que la de´finition propose´e par Frege pour les nombres entiers positifs, une fois libe´re´e
des implications ontologiques auxquelles elle se rattache, est riche de suggestions
inte´ressantes, et que rien ne s’oppose a` pre´senter l’arithme´tique a` partir de de´finitions
proches de celles de Frege. L’exposition des e´le´ments fondamentaux de l’arithme´tique
que je propose dans le pre´sent chapitre s’apparente d’ailleurs, sous plus d’un aspect,
a` la construction de Frege.
En particulier, et c’est le point sur lequel il me semble ne´cessaire d’insister,
Frege pense que pour dire ce qu’est un nombre, il faut d’abord fixer une relation
d’e´quinume´ricite´ qui, d’apre`s lui, porte sur des concepts. Pour Frege, savoir re´pondre
a` la question « qu’est-ce qu’un nombre ?» signifie savoir assigner une signification aux
termes nume´raux qui interviennent aussi bien dans notre langage quotidien que dans
les propositions de l’arithme´tique, et le faire de sorte que cette signification soit la
meˆme dans un cas comme dans l’autre. Frege commence donc par se demander : a´
propos de quoi affirme-t-on quelque chose, lorsqu’on e´nonce un jugement nume´rique
qui attribue un nombre a` quelque chose ? Sa re´ponse est la suivante : l’attribution
d’un nombre contient toujours une affirmation a` propos d’un concept. Dire de Ve´nus
qu’elle posse`de ze´ro satellites c’est dire quelque chose du concept ‘satellite de Ve-
nus’. En particulier, ce qu’on dit de ce concept lorsqu’on dit que Venus posse`de ze´ro
satellites, c’est qu’il n’y a aucun objet qui tombe sous ce concept.
On pourrait penser que cette analyse de la proposition «Venus posse`de ze´ro
satellites » est circulaire, car elle semble conduire a` expliquer le terme « ze´ro » par le
terme « aucun». Pourtant si on regarde la chose de pre`s, on voit que ce n’est pas le
cas. L’analyse de Frege ne vise pas a` expliquer le terme « ze´ro », mais a` montrer le
roˆle que ce terme joue dans la proposition en question. La conclusion a` laquelle cette
analyse parvient est donc la suivante : une proposition dans laquelle intervient un
terme nume´ral doit eˆtre pense´e comme l’assignation d’un nombre a` un concept. Par
exemple, la proposition « le carrosse de l’empereur est tire´ par quatre chevaux» doit
eˆtre analyse´e ainsi : « au concept ‘chevaux qui tirent le carrosse de l’empereur’ est
attribue´ le nombre quatre». De la`, il s’ensuit que, dans le langage quotidien, de meˆme
que dans les propositions de l’arithme´tique, les termes nume´raux peuvent eˆtre conc¸us
comme noms d’objets. Une proposition dans laquelle intervient un terme nume´ral
doit donc eˆtre pense´e comme l’association d’un objet (un nombre) a` un concept.
Comme on dira qu’une proposition qui assigne le nombre n au concept F est vraie
si et seulement si le nombre n s’applique au concept F , il s’agit alors de comprendre
ce que signifie qu’un nombre n s’applique a` un concept F . Pour re´pondre a` cette
question, Frege s’appuie sur la notion d’extension d’un concept et de la de´finition
d’une relation d’e´quinume´ricite´ entre concepts. Pour aller vite, on pourra dire d’abord
que l’extension d’un concept est l’ensemble des objets qui tombent sous ce concept,
ou, si on pre´fe`re : l’extension du concept F est l’ensemble des objets qui, mis a` la
place de x, rendent vraie la proposition «x est F ». Deux concepts F et G sont alors
e´quinume´riques si et seulement si leurs extensions respectives sont en bijection, c’est-
a`-dire (comme on le verra ci-dessous) qu’il est possible d’associer a` chaque e´le´ment de
la premie`re extension un et un seul e´le´ment de la deuxie`me extension, de telle sorte
que, de cette manie`re, chaque e´le´ment de la deuxie`me extension se trouve associe´ a`
son tour a` un et un seul e´le´ment de la premie`re extension.
Or, d’apre`s Frege, un nombre est l’extension d’un concept, c’est-a`-dire un en-
semble. Le nombre qui s’applique au concept F est, en particulier, l’extension du
concept ‘e´quinume´rique au concept F ’, qui peut eˆtre pense´ comme un concept de
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deuxie`me niveau construit a` partir du concept F , de telle sorte que son extension,
qui, comme on vient de le dire est justement un nombre, est un ensemble d’extensions
et donc un ensemble d’ensembles. Dire ainsi que le carrosse de l’empereur est tire´ par
quatre chevaux signifie dire que l’extension du concept ‘e´quinume´rique au concept
‘chevaux qui tirent le carrosse de l’empereur» est le nombre quatre.
Cette dernie`re de´finition n’est naturellement pas encore une de´finition conve-
nable du nombre quatre, et rien dans ce qui pre´ce`de ne nous fournit de de´finition
convenable des diffe´rents nombres. Pour passer de la de´finition pre´ce´dente de la re-
lation ‘n s’applique a` F ’, ou` n est un nombre et F un concept, a` la de´finition des
nombres, Frege ne fait que fixer des concepts paradigmatiques fonctionnant comme
parame`tres de´finitionnels pour les diffe´rents nombres. Il parvient a` cela en observant
que l’extension d’un concept auto-contradictoire tel que ‘(eˆtre) diffe´rent de soi-meˆme’
est ne´cessairement vide. L’extension du concept ‘e´quinume´rique au concept ‘(eˆtre)
diffe´rent de soi-meˆme » est ainsi l’ensemble de tous les ensembles vides. Frege identi-
fie alors le nombre ze´ro a` cet ensemble. Pour continuer, il suffit ensuite d’observer que,
d’apre`s cette de´finition, un objet est le nombre ze´ro si et seulement s’il est l’extension
du concept ‘e´quinume´rique au concept ‘(eˆtre) diffe´rent de soi-meˆme’ ’, en sorte que
sous le concept ‘(eˆtre) identique a` ze´ro’ tombe l’extension du concept ‘e´quinume´rique
au concept ‘(eˆtre) diffe´rent de soi-meˆme’ ’ et aucun autre objet. Frege identifie alors le
nombre a` l’extension du concept ‘e´quinume´rique au concept ‘(eˆtre) identique a` ze´ro’ ’.
On pourrait penser que cette de´finition du nombre un nous fournit un mode`le
qui peut eˆtre applique´ a` tout nombre entier positif. On dirait alors que le nombre
deux est l’extension du concept ‘e´quinume´rique au concept ‘(eˆtre) identique a` ze´ro ou
a` un’ ’ ; le nombre trois est l’extension du concept ‘e´quinume´rique au concept ‘(eˆtre)
identique a` ze´ro, un ou deux’ ’ ; et ainsi de suite. Cependant cette dernie`re clause « et
ainsi de suite» de´nonce que de cette manie`re la de´finition de l’ensemble des nombres
entiers positifs, conc¸u comme e´tant un ensemble infini (cf. la note 2.3 et la remarque
qui la pre´ce`de), de´pendrait de l’hypothe`se qu’on a la capacite´ de re´pe´ter inde´finiment
le meˆme geste de´finitoire et que cette capacite´ de re´pe´tition inde´finie vaut comme
condition suffisante pour admettre qu’il y a une infinite´ de nombres de la sorte. Frege
avait plusieurs raisons pour refuser cette de´marche e´minemment constructive et pour
lui pre´fe´rer une de´marche corre´lative (cf. la note 1.4). Une de celles-ci de´pendait du
fait que par sa de´finition il visait a` montrer que l’arithme´tique peut eˆtre re´duite a` la
logique et il ne pouvait de ce fait se rendre a` la ne´cessite´ d’une de´finition du pre´dicat
‘(eˆtre) un nombre entier positifs’ de´pendant d’une supposition extra-logique, telle
l’acceptation d’une capacite´ a` re´pe´ter un certain geste. C’est la raison pour laquelle,
avant de de´finir le nombre un, il de´finit la relation de successeur dans la suite des
nombres qui s’appliquent a` des concepts comme e´tant la relation qui lie entre eux
le nombre qui s’applique a` un certain concept F dont l’extension n’est pas vide et
comprend un certain objet x et le nombre qui s’applique au concept ‘tomber sous F ,
mais eˆtre diffe´rent de x’, le second de ces nombres e´tant le successeur du second. Il
montre ensuite que le nombre un, de´fini comme on l’a dit, est le successeur du nombre
ze´ro dans la suite des nombres qui s’appliquent a` des concepts. Puis il de´finit le relation
‘suivre en une succession’ comme on de´finit aujourd’hui l’ancestrale d’une certaine
relation (cf. ci-dessous, p. 62) et caracte´rise enfin, parmi les nombres qui s’appliquent a`
des concepts, ceux qui suivent ze´ro dans la succession de ces nombres, en les qualifiant
de finis. Ceux-ci sont justement les nombres qu’on qualifie habituellement de nombres
entiers positifs.
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Lectures possibles : G. Frege, Les fondements de l’arithme´tique, Seuil, Paris,
1970.
∗ ∗ ∗
La de´finition des nombres entiers positifs propose´e par Frege est fort inge´nieuse,
mais elle tombe sous une difficulte´ cruciale. Si G est un concept dont l’extension n’est
pas vide, alors l’extension du concept ‘e´quinume´rique au concept G’ est, pour ainsi
dire, trop grande pour pouvoir eˆtre traite´e comme un ensemble. En particulier, il
est aise´e de montrer qu’il est possible d’associer a` tout ensemble donne´ un ensemble
diffe´rent qui soit e´quinume´rique au concept G et tombe ainsi sous cette extension.
Imaginons par exemple que G soit le concept ‘(eˆtre) identique a` ze´ro’ de sorte que
son extension ne contienne que l’objet ‘ze´ro’. Si F est un ensemble quelconque, pour
lui associer un ensemble qui soit e´quinume´rique au concept G, il suffit de lui associer
l’ensemble dont cet meˆme ensemble F est le seul e´le´ment. Il y aura donc au moins
autant d’ensembles e´quinume´riques au concept G qu’il y a d’ensembles. Admettre
ainsi que l’extension du concept ‘e´quinume´rique au concept G’ puisse eˆtre traite´e
comme un ensemble e´quivaut a` rendre possible le surgissement de paradoxes similaires
a` celui de Russell (cf. la note 1.6). Mais dans sa de´finition, Frege traite justement une
telle extension comme un ensemble. Donc cette de´finition est inacceptable.
Re´cemment il a e´te´ cependant montre´ qu’il est possible d’obtenir une de´finition
parfaitement acceptable des nombres entiers positifs en se limitant a` postuler un
principe que Frege avait employe´ dans son entreprise en l’attribuant a` Hume et qui
est aujourd’hui ge´ne´ralement appele´ «principe de Hume». Ce principe affirme que
le nombre qui s’applique a` un concept F est le meˆme que le nombre qui s’applique
au concept G si et seulement si F et G sont e´quinume´riques. Une fois ce principe
admis (et a` condition d’admettre que les concepts peuvent eˆtre traite´s a` leur tour
comme des objets, ce qui revient, en termes techniques, a` faire usage de celle qu’on
qualifie habituellement de logique du deuxie`me ordre : une logique ou` l’on admet
qu’un e´nonce´ du type «pour toute proprie´te´ P , il est le cas que. . . » ait un sens),
il est ensuite possible de de´finir l’ensemble des nombres entiers positifs (finis) sans
dire explicitement ce que chaque nombre est (avec la seul exception du nombre ze´ro
de´fini comme le nombre qui s’applique au concept ‘(eˆtre) diffe´rent de soi meˆme’),
ou, si l’on pre´fe`re, en traitant chaque nombre entier positifs (fini) comme une classe
d’e´quivalence de´finie sur le domaine des concepts par la relation ‘e´quinume´rique avec’
de´finie a` son tour sur ce domaine. Cette de´finition constitue la pierre de touche d’un
programme philosophique, dit «ne´o-logicisme », qui cherche aujourd’hui de re´affirmer,
en les amendant convenablement, les conceptions de Frege.
Lectures possibles : C. Wright, Frege’s Conception of Numbers as Objects,
Aberdeen University Press, Aberdeen 1983 ; G. Boolos(1987), «The consistency of
Frege’s Foundations of arithmetic », On being and Saying : Essays in Honor of Ri-
chard Cartwright, J. Thomson e´d., MIT Press, Cambridge (Mass.), 1987, pp. 3-20 ; C.
Wright, B. Hale, ‘ Reasons’s Proper Study. Essays Towards a Ne´o-Fregean Philosophy
of Mathematics, Oxford University Press, Oxford 2001.
Il est facile de voir que l’ope´ration de comptage alterne´ associe a` chaque objet de la col-
lection Cα un objet (et un seul) de la collection Cβ . En particulier, elle associe a` tout objet
x appartenant a` Cα l’objet y appartenant a` Cβ qu’on de´place, en suivant la proce´dure de
comptage alterne´, tout de suite apre`s avoir de´place´ l’objet x. Il est alors facile de de´montrer le
the´ore`me suivant :
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The´ore`me 1.1. Si les collections Cα et Cβ ont le meˆme nombre d’objets, alors on peut
associer a` chaque objet de Cα un et un seul objet de Cβ, de sorte que tout objet de Cβ soit de
cette manie`re associe´ a` un et un seul objet de Cα.
Preuve La manie`re la plus simple de re´aliser une telle association entre les objets de Cα
et de Cβ est justement d’exploiter l’association fournie par l’ope´ration de comptage alterne´.
Comme pour prouver le the´ore`me il suffit de montrer qu’une telle association est possible, cette
re´alisation est une preuve du the´ore`me 1.1. 
Remarque 1.2. Comme on le voit, cette preuve ne fait re´fe´rence qu’a` la de´finition 1.1
et ne de´pend en aucune manie`re de nos ide´es pre´alables sur ce que sont les nombres, ou sur
ce que signifie que des collections ont le meˆme nombre d’objets. Ceci est un trait distinctif
des preuves mathe´matiques : elles ne se re´clament de rien qui n’ait e´te´ explicitement pose´
dans le cadre de la the´orie a` laquelle elles appartiennent. Ainsi, si quelqu’un parmi les
lecteurs pense que le the´ore`me 1.1 est e´vident a` lui tout seul et qu’il ne ne´cessite pas d’eˆtre
de´montre´, qu’il re´fle´chisse sur ceci : cette e´vidence ne viendrait-elle pas de la pre´supposition
de quelques connaissances pre´alables sur les nombres et l’e´galite´ ? Comme l’objectif de ma
de´marche est justement de parvenir a` justifier ces croyances, cette e´vidence ne pourrait alors
eˆtre accepte´e qu’au prix de tomber dans un cercle vicieux.
Une de´finition nous permettra d’eˆtre plus brefs par la suite :
De´finition 1.2. Si les collections Cα et Cβ sont telles que tout objet de Cα peut eˆtre associe´
a` un et un seul objet de Cβ, de sorte que tout objet de Cβ soit de cette manie`re associe´ a` un
et un seul objet de Cα, alors on dit que les collections Cα et Cβ sont entre elles en bijection.
L’association en question est appele´e a` son tour « bijection ».
Le the´ore`me 1.1 pourra alors se formuler ainsi :
The´ore`me 1.2. Si les collections Cα et Cβ ont le meˆme nombre d’objets, alors elles sont
en bijection entre elles.
Imaginons maintenant qu’on ne sache pas si les collections Cα et Cβ ont ou non le meˆme
nombre d’objets, mais que l’on sache par contre qu’elles sont entre elles en bijection. On pourra
alors appliquer a` ces collections la proce´dure du comptage alterne´ en passant de chaque objet
de Cα a` l’objet de Cβ qui lui est associe´ par la bijection. Il est alors clair qu’en comptant
alternativement de cette manie`re, on ne pourra qu’e´puiser ces collections en meˆme temps. Cela
de´montre la re´ciproque du the´ore`me 1.2. On aura donc le the´ore`me suivant :
The´ore`me 1.3. Les collections Cα et Cβ ont le meˆme nombre d’objets si et seulement si
elles sont entre elles en bijection.
Remarque 1.3. Avant de continuer, les lecteurs sont invite´s a` re´fle´chir sur la diffe´rence
entre le the´ore`me 1.2 et le the´ore`me 1.3. Affirmer que si la condition A est satisfaite, alors
la condition B l’est aussi ce n’est pas la meˆme chose que d’affirmer que si la condition
B est satisfaite, alors la condition A l’est aussi, ou que la condition A est satisfaite si et
seulement si la condition B l’est aussi. Il n’y a pas de doute, par exemple, que si je parle
en franc¸ais, alors je parle, mais rien ne m’assure que si je parle, alors je parle en franc¸ais.
D’autre part, si les conditions A et B sont telles que si la condition A est satisfaite, alors la
condition B l’est aussi, il s’ensuit que si la condition B n’est pas satisfaite, alors la condition
A ne peut pas l’eˆtre non plus, car si elle l’e´tait, alors la condition B devrait l’eˆtre aussi.
Donc, pour que la condition A soit satisfaite, il faut que la condition B le soit aussi, ou
bien : la condition A est satisfaite seulement si la condition B l’est aussi. Dire que si la
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condition A est satisfaite, alors la condition B l’est aussi, est alors la meˆme chose que de
dire que la condition A est satisfaite, seulement si la condition B l’est aussi. Dire que la
condition A est satisfaite si la condition B l’est aussi est d’autre part la meˆme chose que
de dire que si la condition B est satisfaite, alors la condition A l’est aussi. Ainsi dire que la
condition A est satisfaite si et seulement si la condition B l’est aussi e´quivaut a` dire en meˆme
temps : i) que si la condition A est satisfaite, alors la condition B l’est aussi ; et ii) que si la
condition B est satisfaite, alors la condition A l’est aussi. Il sera alors facile de comprendre
que pour prouver qu’une condition A est satisfaite si et seulement si une autre condition
B l’est aussi, il faut de´montrer se´pare´ment et successivement deux choses : d’une part que
si la condition A est satisfaite, alors la condition B l’est aussi, et, d’autre part, que si la
condition B est satisfaite, alors la condition A l’est aussi. Pour ce faire, on suppose d’abord
que la condition A est satisfaite et on cherche a` de´montrer, a` partir de cette supposition,
que la condition B est satisfaite. Ensuite, on suppose que la condition B est satisfaite et on
cherche a` de´montrer, encore a` partir de cette supposition, que la condition A est satisfaite.
Si les deux preuves sont e´tablies, alors on aura justement de´montre´ que la condition A est
satisfaite si et seulement si la condition B l’est aussi.
Souvent en mathe´matiques, pour indiquer les meˆmes circonstances, on utilise un langage
diffe´rent de celui que je viens d’employer. Si les conditions A et B sont telles que si la
condition A est satisfaite, alors la condition B l’est aussi, on dit que A est une condition
suffisante de B, ou que B est une condition ne´cessaire de A. Ainsi, si les conditions A et
B sont telles que la condition A est satisfaite si et seulement si la condition B l’est aussi,
on dira que A est une condition ne´cessaire et suffisante de B, ou, ce qui est e´videmment la
meˆme chose d’un point de vue logique, que B est une condition ne´cessaire et suffisante de
A. Les conside´rations pre´ce´dentes devraient suffire pour justifier aux yeux des lecteurs ces
conventions terminologiques.
Finalement, il est aussi fre´quent de dire, lorsque la condition A est satisfaite si et seule-
ment si la condition B l’est aussi, que ces deux conditions sont e´quivalentes. E´videmment,
il s’agit la` d’une e´quivalence de nature purement logique, qui peut reveˆtir une asyme´trie
e´piste´mologique fondamentale, car il est bien possible que, meˆme si les conditions A et B
sont e´quivalentes, elles soient telles que, lorsqu’on les conside`re se´pare´ment, il est bien plus
facile de prouver, ou de se rendre compte, qu’une de ces conditions, disons A, est satisfaite,
plutoˆt que de prouver ou de se rendre compte que l’autre l’est. Si on se trouve dans un cas
comme celui-ci, et qu’on sait de surcroˆıt prouver que les conditions A et B sont e´quivalentes,
alors, on peut ajouter l’une a` l’autre les deux preuves, celle qui nous assure que la condi-
tion A est satisfaite et celle qui nous assure que les conditions A et B sont e´quivalentes,
et produire ainsi une preuve qui nous assure que la condition B est aussi satisfaite, chose
qu’il aurait e´te´ par contre bien plus difficile de prouver se´pare´ment. On dira alors que la
condition A est un crite`re de satisfaction de la condition B, car pour savoir si la condition
B est satisfaite ou non, il suffit de s’assurer que la condition A l’est ou ne l’est pas. En
revanche si la condition A et la condition B ne sont pas e´quivalentes, mais sont seulement
telles que si la condition A est satisfaite, alors la condition B l’est aussi, alors, pour s’assurer
que la condition B est satisfaite, il suffit de s’assurer que la condition A l’est aussi, mais il
ne suffit pas, e´videmment, de s’assurer que la condition A n’est pas satisfaite pour s’assurer
que la condition B ne l’est pas non plus. On n’a donc pas la` un crite`re, mais seulement,
comme on l’a dit, une condition suffisante.
Si, en conside´rant les collections Cα et Cβ , nous ne sommes inte´resse´s qu’a` savoir si elles
sont ou non en bijection, il n’est pas ne´cessaire de faire attention a` la nature particulie`re
des objets qui composent ces collections. La seule chose qui importe est de savoir distinguer
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leurs objets les uns des autres. Chacun de ces objets peut alors eˆtre repre´sente´ par un symbole
conventionnel, par exemple un trait vertical : « |». Il est facile de comprendre que cette ope´ration
de repre´sentation conduit a` construire, lorsqu’une collection C est donne´e, une autre collection
C′ de traits verticaux, qui est en bijection avec la collection C donne´e. Or, comme toutes les
collections qui sont en bijection entre elles ont le meˆme nombre d’objets, il en re´sulte que si
nous ne sommes inte´resse´s qu’a` savoir si les collections Cα et Cβ ont ou non le meˆme nombre
d’objets, nous pouvons nous borner a` conside´rer, non pas les collections Cα et Cβ comme telles,
mais les collections de traits verticaux C′α et C
′
β qui sont en bijection avec celles-ci : le fondement
de cette possibilite´ est donne´ par le the´ore`me suivant :
The´ore`me 1.4. Les collections Cα et Cβ ont le meˆme nombre d’objets (c’est-a`-dire qu’elles
sont en bijection) si et seulement si elles sont en bijection avec la meˆme collection de traits
verticaux.
Il est facile de comprendre comment un tel the´ore`me peut eˆtre de´montre´. En employant
un langage plus libre, on dira donc que cette meˆme collection de traits verticaux repre´sente,
ou pourrait repre´senter autant la collection Cα que la collection Cβ (lorsqu’il ne s’agit que de
compter leurs e´le´ments). Selon qu’on veuille insister sur le fait qu’elle repre´sente la collection
Cα, ou qu’elle est en bijection avec celle-ci, ou qu’elle repre´sente la collection Cβ , ou qu’elle est
en bijection avec celle-ci, on appelle cette collection « C′α » ou « C
′
β ».
Conside´rons maintenant des collections distinctes de traits verticaux, C′ et C˜′. On peut
introduire la de´finition suivante :
De´finition 1.3. Les collections C′ et C˜′ de traits verticaux sont dites « e´gales » entre elles
(en symboles : C′ = C˜′) si et seulement si elles sont en bijection.
Le the´ore`me 1.4 pourra alors eˆtre formule´ ainsi :
The´ore`me 1.5. Les collections Cα et Cβ ont le meˆme nombre d’objets (c’est-a`-dire qu’elles
sont en bijection), si et seulement si :
C′α = C
′
β
Telle qu’elle vient d’eˆtre de´finie dans la de´finition 1.3, la relation d’e´galite´ qui a lieu entre
deux collections de traits verticaux est naturellement une relation d’e´quivalence, de´finie sur
le domaine pre´alable des collections de traits verticaux. Ainsi, graˆce a` la de´finition 1.3 et au
the´ore`me 1.4, l’e´criture « C′α = C
′
β » peut s’interpre´ter de deux manie`res : soit elle indique
que les collections de´signe´es par « C′α » et « C
′
β » sont distinctes tout en e´tant en bijection ;
soit elle indique que « C′α » et « C
′
β » sont des noms distincts de la meˆme collection de traits
verticaux. Lorsqu’on ne conside`re pas comme ses objets les diverses collections distinctes de
traits verticaux qu’on peut tracer sur un bout de papier, un tableau noir ou une plage, a`
Nantes, a` Washington ou en Nouvelle-Ze´lande, mais plutoˆt les classes d’e´quivalence de ces
collections sous la relation d’e´galite´ (ce qui signifie qu’on de´cide de prendre deux collections
distinctes, mais e´gales, de traits verticaux comme la meˆme collection), la diffe´rence entre ces
deux interpre´tations de l’e´criture « C′α = C
′
β » devient fortuite : il n’y aura plus d’inte´reˆt a`
distinguer entre le cas ou` les noms « C′α » et « C
′
β » re´fe´rent a` la meˆme collection de traits
verticaux et le cas ou` ils re´fe´rent a` deux collections distinctes (mais e´gales) de traits verticaux.
Cette situation est typique en mathe´matique et on aura souvent du mal a` comprendre un
raisonnement mathe´matique si on ne s’y conforme pas.
Note Historique 1.3. En commenc¸ant un de ses articles les plus connus, U¨ber
Sinn und Bedeutung, publie´ en 1892, G. Frege s’interroge sur la nature logique de
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la relation d’e´galite´. Le terme « e´galite´ » apparaˆıt de`s la premie`re ligne de cet ar-
ticle et il est d’entre´e accompagne´ d’une note, ou` Frege pre´cise que ce terme est
utilise´ pour indiquer une identite´, de sorte que le contenu d’une proposition telle
que « a = b » pourrait aussi eˆtre exprime´ en disant que a est le meˆme que b ou
que a et b co¨ıncident. Frege veut donc distinguer d’emble´e entre l’e´galite´ entendue
de cette manie`re, et identifie´e de ce fait avec l’identite´, et une relation d’e´quivalence
quelconque qui pourrait eˆtre exprime´e en utilisant le meˆme symbole. Dans l’introduc-
tion au pre´sent livre, j’ai de´ja` indique´ mes vues a` propos des rapports entre identite´,
e´galite´ et e´quivalence. Ici je vais re´sumer l’argument que Frege avance en faveur d’une
interpre´tation de la relation d’identite´ qui me semble eˆtre parfaitement correcte et
qui est en ge´ne´ral accepte´e dans les discussions philosophiques contemporaines.
Frege conside`re d’abord la possibilite´ d’interpre´ter la relation d’identite´ comme
une relation entre noms (ou signes) d’objets. L’argument qui semble sugge´rer cette
interpre´tation est le suivant : si on conside´rait la relation indique´e par la proposition
« a = b » comme une relation entre les objets indique´s par les symboles « a» et
« b », il n’y aurait plus aucune manie`re d’expliquer la diffe´rence essentielle entre les
contenus des deux propositions « a = b » et « a = a » ; autant la premie`re que la
deuxie`me de ces propositions exprimeraient en effet le meˆme rapport entre un objet
et lui-meˆme.
Pourtant, a` cet argument, purement ne´gatif, on pourrait en opposer un autre :
si on conside´rait la relation indique´e par la proposition « a = b » comme une relation
entre les symboles « a» et « b », et pre´cise´ment comme la relation qui s’instaure entre
ces deux symboles lorsqu’ils de´signent le meˆme objet, alors le rapport d’identite´ serait
totalement arbitraire, car il est possible de prendre n’importe quel symbole comme
une de´signation de n’importe quel objet. Le contenu de la proposition « a = b » ne
concernerait alors que la manie`re avec laquelle nous choisissons et utilisons nos sym-
boles et, ajoute Frege, cette proposition n’exprimerait ainsi aucune connaissance.
Naturellement, l’efficacite´ de cet argument de´pend de la disponibilite´ a` voir, derrie`re
une proposition, une re´alite´ non linguistique dont cette proposition nous parlerait. En
l’absence de cette disponibilite´, cet argument ne serait pas valable et l’interpre´tation
pre´ce´dente de l’identite´ pourrait eˆtre maintenue. De mon point de vue, cette dispo-
nibilite´ est pourtant hors discussion et le consensus assez large qui, depuis plus d’un
sie`cle, est accorde´ a` l’analyse de Frege sugge`re qu’elle est largement admise.
Si on accepte le contre-argument pre´ce´dent, on doit donc conclure que la seule
manie`re pour assurer a` la proposition « a = b » un contenu de connaissance et dis-
tinguer ce contenu de celui de la proposition « a = a» est de penser que, tout en
de´signant le meˆme objet, les deux symboles distincts « a» et « b » de´signent cet ob-
jet de manie`re diffe´rente et qu’il sont justement distincts, ou, pour eˆtre plus pre´cis,
qu’ils interviennent comme distincts dans la proposition « a = b », car ils de´signent
cet objet de deux manie`res distinctes.
Cette observation est a` l’origine d’une distinction que Frege introduit quelques
lignes plus loin et qui est aujourd’hui un pre´suppose´ habituel des discussions philo-
sophiques : celle entre Sinn, c’est-a`-dire sens, ou intension, et Bedeutung, c’est-a`-dire
signification ou extension. La signification d’un terme est ce que ce terme de´signe ; si
ce terme est un nom d’objet, sa signification est l’objet de´signe´ par ce terme. Le sens
d’un terme est par contre la manie`re avec laquelle ce terme de´signe ce qu’il de´signe.
Pour exprimer la meˆme ide´e d’une fac¸on un peu diffe´rente de celle choisie par Frege,
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on pourrait dire que le sens d’un nom est le mode par lequel ce nom nous permet de
parvenir a` l’individuation de l’objet dont il est le nom.
Faisons un exemple. Conside´rons la proposition «Paris est la capitale de la
France». Selon l’analyse de Frege, cette proposition exprime le contenu suivant :
la ville qui a e´te´ baptise´e du nom «Paris» est la meˆme ville que celle qui a e´te´ choi-
sie comme capitale de la France ; ou si on veut dire les choses diffe´remment : le nom
«Paris» a e´te´ assigne´ a` la ville qu’on pourrait aussi caracte´riser en disant qu’elle est
la capitale de la France. On voit d’emble´e que, lue de cette manie`re, la proposition
pre´ce´dente nous dit quelque chose d’essentiellement distinct des propositions «Paris
est Paris» ou «La capitale de la France est la capitale de la France».
Naturellement, pour pouvoir accepter comme le´gitime la distinction de Frege
et l’interpre´tation de l’identite´ qu’elle comporte, il faut accepter l’ide´e qu’un nom
de´signe un objet d’une certaine manie`re. Dans un langage qui est le mien, plutoˆt que
celui de Frege, cela signifie qu’un nom de´signe un objet en caracte´risant cet objet au
moyen d’une certaine structure de concepts qui permet de l’identifier comme tel.
Une fois qu’on a compris ceci, revenons aux deux symboles « C′α » et « C
′
β » dont
on a parle´ auparavant. Si Frege a raison et si on interpre`te le symbole «=» comme
indiquant une identite´, alors la proposition « C′α = C
′
β » pourrait s’interpre´ter ainsi :
la collection de traits verticaux qui est en bijection avec la collection Cα est la meˆme
collection de traits verticaux que celle qui est en bijection avec la collection Cβ ;
c’est-a`-dire que les collections Cα et Cβ sont en bijection avec la meˆme collection de
traits verticaux. Cette interpre´tation de la proposition « C′α = C
′
β » n’est pourtant
possible qu’une fois qu’on a accepte´ d’employer la relation d’e´quivalence ‘eˆtre en bi-
jection’ de´finie sur les collections empiriquement (c’est-a`-dire spatio-temporellement)
distinctes comme la base pour une de´finition d’une collection de traits verticaux en
tant qu’objet non empirique, conc¸u justement comme une classe d’e´quivalence de
collections empiriques de traits verticaux (cf. le nume´ro II de la pre´face).
Lectures possibles : G. Frege, E´crits logiques et philosophiques, Paris, Seuil,
1971.
Arrive´ a` ce point, on peut de´finir les nombres entiers positifs comme corre´lats de l’acte de
compter. Qu’on conside`re, pour ce faire, une collection d’objets Cα quelconque. On appellera
«nombre de Cα » la forme commune a` Cα et a` toute collection d’objets Cβ qui est en bijection
avec Cα. Si on appelle ce nombre «n », on dira alors que la collection Cα, ainsi que toute
autre collection d’objets Cβ qui est en bijection avec Cα, « est compose´e de n objets» ou bien
« contient n objets ».
On pourra penser que cette de´finition est vague, car elle repose sur la notion impre´cise de
« forme commune ». C’est la raison pour laquelle je ne l’ai pas nume´rote´e. A` cette objection
je re´ponds en disant que c’est justement pour la rendre moins vague que je me suis re´clame´
ci-dessus des collections de traits verticaux.
Remarque 1.4. Ce qui importe en mathe´matiques (mais aussi souvent dans la vie quo-
tidienne), ce n’est pas de savoir ce que les nombres sont vraiment, mais plutoˆt comment
ils sont repre´sente´s ou exprime´s dans tel ou tel syste`me ope´rationnel, et comment ils se
comportent les uns par rapport aux autres. On peut meˆme eˆtre plus radical : l’attitude du
mathe´maticien revient a` affirmer que la question de la nature des nombres est de´nue´e de sens
pre´cis, et que le seul proble`me consiste a` de´finir une famille d’objets qui se comportent les
uns par rapport aux autres comme nous pensons que les nombres doivent se comporter. Le
mathe´maticien appellera alors «nombres » les e´le´ments de cette famille d’objets et laissera
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au (mauvais) philosophe le soin de se demander si ces objets sont vraiment des nombres ou
non. Ceci fait, le mathe´maticien pourra dire avoir « objective´» la notion pre´-mathe´matique
de nombre et avoir construit, a` partir de cette notion, un « objet mathe´matique». Naturel-
lement, il y a beaucoup de manie`res d’objectiver une notion pre´-mathe´matique et dans le
pre´sent chapitre on n’en conside´rera qu’une seule parmi les nombreuses manie`res d’objec-
tiver la notion pre´-mathe´matique de nombre. Une autre manie`re, radicalement diffe´rente,
sera pre´sente´e dans le chapitre 2.
Si on accepte de se re´clamer des collections de traits verticaux, alors on peut substituer a`
la vague de´finition pre´ce´dente la de´finition suivante : on appellera «nombre de Cα » (Cα e´tant
une collection quelconque d’objets) la forme commune a` Cα et a` toute collection d’objets Cβ
qui est en bijection avec Cα, a` condition que cette forme soit repre´sente´e par la collection C
′
α
de traits verticaux qui est en bijection avec Cα (et par conse´quent avec toute collection Cβ qui
est bijection avec Cα).
On peut supposer que cette de´finition est, elle-aussi, trop vague, et en effet je ne l’ai
pas nume´rote´e non plus. Pour l’e´claircir, il faudrait indiquer les proprie´te´s des nombres des
collections d’objets qui sont aussi les proprie´te´s d’une collection de traits verticaux, c’est-a`-dire
qu’il faudrait e´clairer les modalite´s selon lesquelles une collection de traits verticaux repre´sente
la forme d’une collection quelconque. Mais il est plus facile de fixer une famille d’ope´rations
possibles sur les collections de traits verticaux et de dire que la proprie´te´ d’une collection de
traits verticaux est la proprie´te´ d’un nombre si et seulement si elle re´sulte d’une ou de plusieurs
de ces ope´rations. Et on pourra meˆme aller plus vite et identifier carre´ment les nombres des
collections d’objets avec les collections de traits verticaux. E´videmment, cette identification ne
devra pas eˆtre pense´e comme une re´ponse a` la question me´taphysique ge´ne´rale « qu’est-ce que le
nombre ?» (pour peu que cette question ait un sens), mais simplement comme la de´termination
d’une famille d’objets qui se comportent comme les nombres devraient se comporter, pourvu
qu’on ne conside`re que le comportement de ces objets par rapport a` une certaine classe bien
de´termine´e d’ope´rations. Les de´finitions pre´ce´dentes pourraient alors eˆtre reformule´es ainsi :
De´finition 1.4. On appellera « nombre de Cα » (Cα e´tant une collection quelconque d’ob-
jets) la collection C′α de traits verticaux qui est en bijection avec Cα (et par conse´quent avec
toute collection Cβ qui est bijection avec Cα).
Graˆce a` cette de´finition, on sait enfin ce qu’on doit entendre par nombre d’une collection
d’objets : ce n’est qu’une autre collection d’objets choisie convenablement. Il sera alors facile
de dire, a` partir de la`, ce qu’on doit entendre par nombre entier positif :
De´finition 1.5. n est un nombre entier positif si et seulement s’il est le nombre d’une
collection quelconque Cα d’objets.
Pour aller plus vite, on parlera dore´navant, et tout au long de ce chapitre, de «nombres » pour
de´signer seulement les nombres entiers positifs, dans le sens fixe´ par la de´finition 1.5. Voici alors
un nombre : {
|, |, |, |, |, |
}
Il ne reste qu’a` pre´ciser (s’il y en avait encore besoin) que l’identification entre nombres
et collections de traits verticaux ne vaut que dans le contexte ope´rationnel fixe´ dans les para-
graphes qui suivent, ce qui nous empeˆche de conclure, du fait que la collection de traits verticaux
qu’on vient d’exhiber est imprime´e en noir, que le nombre qu’on exhibe ainsi est aussi noir.
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2. Ordre des nombres
Selon les de´finitions pre´ce´dentes, si les collections C′ et C˜′ de traits verticaux sont en
bijection entre elles, alors elles sont des repre´sentations du meˆme nombre, ou, pour eˆtre plus
clairs, elles sont le meˆme nombre. Ainsi, pour conclure que C′ et C˜′ sont des repre´sentations
du meˆme nombre, ou mieux qu’elles sont le meˆme nombre, il suffit de ve´rifier qu’elles sont en
bijection, c’est-a`-dire que C′ = C˜′. Plus ge´ne´ralement, on dira que les noms de nombres «n » et
«m» sont des noms du meˆme nombre lorsqu’ils indiquent soit la meˆme collection de traits
verticaux, soit des collections e´gales de traits verticaux. Comme on l’a de´ja` dit, cela revient a`
conside´rer toutes les collections de traits verticaux qui sont entre elles en bijection comme le
meˆme nombre. On n’aura donc des collections distinctes de traits verticaux qu’a` condition que
ces collections ne soient pas en bijection.
Soient alors C′ et C˜′ des collections (non vides) de traits verticaux qui ne sont pas en
bijection (C′ 6= C˜′). En comptant alternativement ces collections, on parvient facilement a`
associer des objets (des traits verticaux) de l’une a` des objets (encore des traits verticaux)
de l’autre. Comme ces collections ne sont pas en bijection, on ne pourra pas les e´puiser en
meˆme temps au moyen de cette ope´ration. Imaginons alors qu’on parvienne d’abord a` e´puiser
la collection C′. Cela signifie qu’apre`s avoir de´place´ un certain objet de la collection C˜′ (en
admettant que l’on ait commence´ par la collection C′), on ne trouvera plus d’objet de C′ a`
de´placer, lorsqu’il restera encore des objets de C˜′ a` de´placer. L’ope´ration de comptage alterne´
aura alors associe´ a` tout objet distinct de C′ un et un seul objet distinct de C˜′ , mais cette
association ne sera pas telle que tout objet de C˜′ soit par la`-meˆme associe´ a` un et un seul objet
de C′.
Il est alors facile de comprendre que les collections C′ et C˜′ satisfont a` une des conditions
qui permettent de dire qu’elles sont en bijection, mais qu’elles ne satisfont pas a` l’autre. Elles
ne sont donc pas en bijection. La condition satisfaite est pourtant remarquable et me´rite une
de´finition :
De´finition 2.1. Si les collections Cα et Cβ sont telles que tout objet de Cα peut eˆtre
associe´ a` un et un seul objet de Cβ de manie`re qu’il n’y ait pas d’objets distincts de Cα qui
soient associe´es au meˆme objet de Cβ (sans que cela entraˆıne ne´cessairement que tout objet de
Cβ soit associe´ a` un et un seul objet de Cα), alors on dira que Cα est en injection sur Cβ et
que l’association en question est une injection.
Remarque 1.5. Bien que la notion d’injection soit une des notions fondamentales des
mathe´matiques modernes, les textes de mathe´matiques n’utilisent pas, a` ce que je sache,
l’expression « eˆtre en injection sur», et se limitent a` qualifier d’injectives (ou carre´ment d’in-
jections) certaines relations, associations ou fonctions. Il m’a semble´ pourtant utile d’intro-
duire ici cette expression de´sue`te pour pouvoir disposer d’un correspondant de l’expression
« eˆtre en bijection avec » que j’ai employe´e ci-dessus.
Le the´ore`me suivant est alors imme´diat, et il pourrait eˆtre de´montre´ comme exercice :
The´ore`me 2.1. Si Cα et Cβ sont en bijection, alors Cα est en injection sur Cβ et Cβ est
en injection sur Cα .
Il est pourtant clair que, du fait que Cα est en injection sur Cβ , on ne peut pas conclure
que Cα et Cβ sont en bijection. Le cas e´voque´ ci-dessus des collections C
′ et C˜′ est justement
un cas ou` une injection ne s’accompagne pas d’une bijection. Il est clair qu’il y a un sens a` dire
que, dans ce cas, C˜′ contient plus d’objets (de traits verticaux) que C′. Cela nous permet de
de´finir un ordre sur les nombres.
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De´finition 2.2. On dira que le nombre n pre´ce`de le nombre m (ou bien que n est plus
petit que m ; en symboles : n < m), lorsque n est en injection sur m, n et m n’e´tant pas en
bijection.
En indiquant l’association par une fle`che, le diagramme
{ | , | , | , | , | } = n
↓ ↓ ↓ ↓ ↓
{ | , | , | , | , | , | , | , | } = m
indique alors que n < m.
Imaginons maintenant que le nombre n pre´ce`de le nombre m et qu’il n’y ait aucun nombre
p tel qu’on ait a` la fois n < p et p < m. Il est facile de voir quand cette condition est ve´rifie´e.
Conside´rons deux collections C′ et C˜′, et comptons-les alternativement ; que la collection C′ soit
telle que, apre`s avoir de´place´ un certain objet de C˜′, eˆtre revenu a` C′ et avoir constate´ qu’il n’y
a plus d’objets de C′ a` de´placer, on trouve un nouvel objet de C˜′ dont le de´placement entraˆıne
ipso facto l’e´puisement de C˜′ par l’ope´ration de comptage alterne´. Le sche´ma suivant illustre
cette situation :
{ | , | , | , | , | } = n
↓ ↓ ↓ ↓ ↓
{ | , | , | , | , | , | } = m
Il s’agit d’une situation remarquable qui me´rite une de´finition :
De´finition 2.3. Si n et m sont des nombres et n < m et qu’il n’y a pas de nombre p
tel que n < p et p < m, alors on appelle m « successeur de n » et on le note par le symbole
«σ(n) ».
Ainsi formule´e, cette de´finition peut geˆner, car elle repose sur un fait qu’il pourrait eˆtre
difficile de ve´rifier : l’« inexistence » du nombre p (ou meˆme, tout simplement, parce qu’elle
s’appuie sur la notion d’inexistence, qui peut apparaˆıtre ardue). Pour e´viter cette objection, on
peut chercher une nouvelle formulation apte a` remplacer la de´finition 2.3. Pour cela, observons
que si Cα est en injection sur Cβ (Cα n’e´tant pas vide), alors il y aura dans Cβ des objets
qui, pris ensemble, formeront une sous-collection de Cβ (notons-la « Cβ \ Cα » ), qui sera en
bijection avec Cα. On peut le ve´rifier en comptant alternativement Cα et Cβ jusqu’a` e´puisement
de Cα, et en ne conside´rant que les objets de Cβ ainsi de´place´s (naturellement, on devra aussi
conside´rer l’objet de Cβ qui est de´place´ tout de suite apre`s avoir de´place´ le dernier objet de Cα
). Le the´ore`me suivant est alors facile a` de´montrer :
The´ore`me 2.2. Si C′ et C˜′ sont des nombres tels que C′ < C˜′, alors C˜′ \ C′ = C′.
Imaginons alors que C′ et C˜′ soient des nombres tels que C′ < C˜′. Conside´rons la sous-
collection C˜′ \ C′ de C˜′ de´finie comme ci-dessus et e´liminons-la de C˜′. Il en restera une collection
de traits verticaux, c’est-a`-dire un nombre qu’on pourra noter par le symbole « C˜′ \ C′ ». La
de´finition qui remplacera la de´finition 2.3 sera alors la suivante :
De´finition 2.4. Si n et m sont des nombres tels que
(i): n < m ;
(ii): n \ m = {|} ;
alors on appelle m « successeur de n » et on le note par le symbole «σ(n) ».
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Or, il est clair, d’apre`s la de´finition 2.2, qu’aucune collection (non vide) de traits verticaux
ne peut pre´ce´der la collection {|}. E´tant donne´e cette collection, il est en revanche facile de
construire une collection de traits verticaux qui soit le nombre successeur de {|}. Ce nombre
est {|, |}. En continuant, il est facile d’exhiber, dans leur ordre de succession, des nombres qui
pre´ce`dent tous les autres nombres. Comme l’ope´ration qui permet de passer d’un nombre a`
son successeur n’est pas seulement facile, mais peut aussi eˆtre re´alise´e en toutes circonstances,
on ne saurait imaginer un nombre qui n’ait pas de successeur, et il suffit ainsi d’ajouter des
points de suspension, indiquant une suite inde´finie, pour obtenir une repre´sentation de tous les
nombres, dans leur ordre de succession :
(1)
{|}
{|, |} = σ({|})
{|, |, |} = σ({|, |}) = σ(σ{|}))
{|, |, |, |} = σ({|, |, |}) = σ(σ({|, |})) = σ(σ(σ({|})))
. . .
Pourtant, on n’a la` qu’une repre´sentation, et non pas une exhibition, car ce sche´ma ne fait
que nous sugge´rer les nombres qui suivent {|, |, |, |} ; il nous pousse tout au plus a` les imaginer.
Et il ne servirait a` rien de rajouter d’autres collections de traits verticaux avant les points de
suspension : il y aura toujours des nombres qu’on ne pourra qu’imaginer. De surcroˆıt, nous
ne pouvons imaginer qu’un nombre manquant a` la fois, jamais tous les nombres manquants
ensemble. Nous devrons donc, apre`s un certain temps, nous arreˆter d’imaginer de nouvelles
collections, et laisser la place a` l’imagination (ou a` la conviction) de pouvoir toujours continuer
la construction.
C’est une caracte´ristique typique et essentielle de toute de´finition constructive, telle que la
de´finition 1.5 : elle permet d’exhiber les nombres un par un seulement ; donc elle ne permet pas
d’exhiber ensemble tous les nombres.
Note Historique 1.4. Jean-Michel Salanskis a attire´ l’attention, dans plusieurs
de ses travaux, sur la distinction entre deux modalite´s distinctes de de´finition, ou plus
ge´ne´ralement de donation, des objets mathe´matiques, la modalite´ constructive et la
corre´lative. En accord avec cette distinction, on dit qu’un objet mathe´matique est
donne´ constructivement s’il est de´fini singulie`rement, graˆce a` une construction expli-
cite finie et reproductible. On dit, en revanche, qu’il est donne´ corre´lativement s’il est
de´fini a` l’aide d’un ensemble de conditions qu’il doit respecter, soit singulie`rement soit
en tant qu’e´le´ment d’un certain ensemble ; l’objet, ou l’ensemble auquel il appartient,
n’est alors caracte´rise´ que comme ce qui respecte ces conditions. Si, constructivement,
on ne peut que de´finir les objets mathe´matiques les uns apre`s les autres, ou, tout au
plus, les reconnaˆıtre collectivement comme des objets d’une certaine nature, qu’on
suppose pouvoir exhiber singulie`rement, lorsque les circonstances l’exigent, la moda-
lite´ corre´lative permet de de´finir d’un seul coup une infinite´ d’objets, dont certains
pourront ensuite eˆtre de´note´s par des noms ou des symboles particuliers. La de´finition
des nombres entiers positifs qui fait l’objet du pre´sent chapitre est un exemple ty-
pique de de´finition constructive, la de´finition de ces meˆmes nombres (qu’a` l’occasion
on appellera plutoˆt «nombres naturels» ) qui fera l’objet du prochain chapitre est
en revanche un exemple typique de de´finition corre´lative.
Un objet ne peut e´videmment eˆtre donne´ constructivement qu’a` condition qu’on
dispose d’un point de de´part pour la construction qui l’exhibe. Ce point de de´part
peut eˆtre un objet mathe´matique primitif, propre a` la the´orie a` laquelle participent
les objets qui seront ensuite construits a` partir de ce meˆme objet (comme c’est le cas
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de la collection {|}, si on suppose qu’un nombre, de´fini comme une collection de traits
verticaux, est construit par adjonction successive de traits verticaux a` cette collection
de de´part) ; un tel objet primitif devra alors eˆtre suppose´ comme e´tant donne´ avant
toute construction, graˆce a` une clause constructive fort particulie`re, qui apparaˆıt, en
dernie`re instance, comme assez proche d’une donation corre´lative. Mais il pourrait
aussi eˆtre un objet e´tranger a` la the´orie de laquelle participent les objets qui seront
ensuite construits a` partir de ce meˆme objet (comme c’est le cas d’une collection
quelconque d’objets, si on suppose qu’un nombre, de´fini comme une collection de
traits verticaux, est construit en construisant la collection de traits verticaux qui est
en bijection avec une collection d’objets donne´s) ; l’objet primitif sera alors un objet
dont on dispose pre´alablement, et l’acte de naissance de la the´orie portant sur les
objets qui seront ensuite construits sera justement la de´termination de la proce´dure
qui permet de passer des objets pre´alables a` cette the´orie aux objets mathe´matiques
dont cette the´orie va traiter.
Historiquement, la modalite´ corre´lative de donation des objets mathe´matiques ne
s’est impose´e comme habituelle parmi les mathe´maticiens qu’a` partir de la deuxie`me
partie du XIXe`me sie`cle. Avant cette date, les mathe´maticiens ne semblent caracte´riser
corre´lativement que des objets conside´re´s comme inconnus, dont la de´termination
constructive constitue la solution d’un proble`me. Il me semble que ce changement
d’attitude marque un tournant de´cisif dans l’histoire des mathe´matiques.
Lectures possibles : J.-M. Salanskis, «Platonisme et philosophie des mathe´matiques»,
in L’objectivite´ mathe´matique. Platonisme et structures formelles, M. Panza et J.-M.
Salanskis e´ds., Masson, Paris, 1995, pp. 179-212 ; M. Panza, «Quelques distinctions
a` l’usage de l’historiographie des mathe´matiques», in F. Rastier, J.-M. Salanskis et
R. Scheps (e´ds.), Herme´neutique : textes, Sciences, P.U.F, Paris, 1997, pp. 357-388.
3. Quelques proprie´te´s des nombres
Les de´finitions pre´ce´dentes permettent de conclure que les nombres ont, entre autres, les
proprie´te´s qu’on va pre´senter ci-apre`s et qui jouent, comme on le verra dans le chapitre 2, un
roˆle particulier dans la construction d’une axiomatique pour les nombresdits «naturels».
On aura d’abord le the´ore`me suivant, qu’on peut conside´rer comme ayant e´te´ de´ja` de´montre´ :
The´ore`me 3.1. {|} est un nombre.
Si on conside`re aussi, parmi les diffe´rentes collections possibles, la collection vide, note´e
« ∅», et qu’on l’imagine, pour ainsi dire, comme vide de traits verticaux, rien ne nous empeˆche
d’ajouter cette collection a` la succession (1). Naturellement, cette collection pre´ce´dera alors la
collection {|} qui sera son successeur, de sorte qu’on aura la succession de nombres :
∅
{|} = σ(∅)
{|, |} = σ(σ(∅))
{|, |, |} = σ(σ(σ(∅)))
{|, |, |, |} = σ(σ(σ(σ(∅))))
. . .
Par extension, on pourra alors e´noncer le the´ore`me suivant :
The´ore`me 3.2. ∅ est un nombre.
La de´finition 2.4 et l’argument qui la suit, a` propos de la possibilite´ de construire le suc-
cesseur de tout nombre, nous conduisent ensuite au the´ore`me suivant :
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The´ore`me 3.3. Si n est un nombre, alors il a un successeur σ (n) qui est un nombre et,
quel que soit le nombre n, si p = σ (n) et q = σ (n), alors p = q ; tout nombre n a donc un et
un seul successeur.
Ensuite, il est clair que si on ne conside`re pas ∅ comme une collection, alors le nombre {|}
pre´ce´dera tout autre nombre. On aura donc le the´ore`me suivant :
The´ore`me 3.4. Il n’y a pas de nombre n tel que : {|} = σ (n)
En revanche, si on admet que ∅ est une collection, ce the´ore`me doit eˆtre remplace´ par le
suivant :
The´ore`me 3.5. Il n’y a pas de nombre n tel que : ∅ = σ (n).
La de´finition 2.4 et celles qui la pre´ce`dent permettent ensuite de s’assurer que chaque
nombre ne peut eˆtre le successeur que d’un seul nombre. On pourra alors e´noncer le the´ore`me
suivant :
The´ore`me 3.6. Si n et m sont des nombres et σ (n) = σ (m), alors n = m.
Imaginons maintenant que S soit une collection de nombres, que le nombre {|} appartienne
a` S et que la collection vide ne soit pas conside´re´e comme une collection. Imaginons aussi qu’on
posse`de une preuve — ou plus ge´ne´ralement un argument conside´re´ comme correct — qui nous
assure, quel que soit le nombre n, que si n appartient a` S, alors σ (n) appartient aussi a` S.
Alors, comme {|} appartient a` S, on pourra conclure que {|, |} = σ ({|}) appartient aussi a`
S. En raisonnant de la meˆme manie`re, on admettra aussi que {|, |, |} = σ ({|, |}) = σ (σ ({|}))
appartient a` S. En continuant, on pourra conclure que si n est un nombre, alors il appartient
a` S, c’est-a`-dire que tout nombre appartient a` S.
Ce raisonnement prouve que les nombres posse`dent la proprie´te´ e´nonce´e par le the´ore`me
suivant, dite «proprie´te´ de re´currence» :
The´ore`me 3.7. Si S est une collection de nombres telle que :
(i): {|} appartient a` S ;
(ii): du fait qu’un nombre quelconque n appartient a` S, il suit que le nombre σ (n)
appartient a` S ;
alors tout nombre appartient a` S.
Si en revanche, on conside`re ∅ comme une collection, des pre´misses (i) et (ii) on pourra
conclure seulement que tout nombre m tel que ∅ < m appartient a` S, c’est-a`-dire que tout
nombre appartient a` S, a` l’exclusion e´ventuelle de ∅. Pour savoir si ∅ appartient a` S, il faut
un argument supple´mentaire. Imaginons que l’on posse`de cet argument (et donc qu’on sait
que ∅ appartient a` S). Du coup on n’a pas besoin d’un autre argument pour s’assurer que {|}
appartient a` S, car la pre´misse (ii) permet de s’en assurer par le seul fait que ∅ appartient a`
S. Ainsi, a` la place du the´ore`me 3.7, on aura le the´ore`me suivant :
The´ore`me 3.8. Si S est une collection de nombres telles que :
(i): ∅ appartient a` S ;
(ii): du fait qu’un nombre quelconque n appartient a` S, il suit que le nombre σ (n)
appartient a` S ;
alors tout nombre appartient a` S.
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Note Historique 1.5. Dans un article tre`s ce´le`bre, paru dans le deuxie`me vo-
lume (1894) de la Revue de me´taphysique et de morale, sous le titre «Sur la na-
ture du raisonnement mathe´matique», Henri Poincare´ se proposait de re´soudre ce
qui lui apparaˆıt comme un paradoxe : si les mathe´matiques ne proce`dent pas par
de´duction, alors elles ne peuvent pas eˆtre rigoureuses ; par contre si elles proce`dent
par de´duction, alors elles ne peuvent consister en rien d’autre que dans une formula-
tion, sous les formes les plus diverses, du contenu de leurs axiomes (qui constituent
le point de de´part de la de´duction). Si on suppose que les mathe´matiques avancent
par de´duction et si on pense que leurs axiomes expriment des ve´rite´s empiriques,
il s’ensuit que les mathe´matiques ne font que redire ces ve´rite´s ; en revanche, si on
pense que les axiomes des mathe´matiques se re´duisent, en dernie`re instance, au prin-
cipe de non-contradiction, il s’ensuit que les mathe´matiques se re´duisent, elles-aussi,
dans leur totalite´, a` ce principe. Pour sortir des difficulte´s, nous dit Poincare´, il faut
donc, ou bien reconnaˆıtre dans les axiomes autre chose que l’affirmation de ve´rite´s
empiriques ou l’expression du principe de non-contradiction, ou bien reconnaˆıtre dans
le raisonnement mathe´matique «une sorte de vertu cre´atrice» qui le «distingue du
syllogisme ». On sait que, pour ce qui est de la ge´ome´trie, Poincare´ pensait que le
paradoxe pouvait eˆtre re´solu de la premie`re manie`re (c’est la the`se du convention-
nalisme ge´ome´trique de Poincare´, sur laquelle on a tant e´crit). Dans l’article dont
il est question, il argumente en revanche en faveur de la deuxie`me possibilite´, pour
ce qui est de l’arithme´tique. Cette dernie`re se fonderait en fait sur un mode de rai-
sonnement qui, d’apre`s Poincare´, est « irre´ductible» aux re`gles de la de´duction. Ce
mode de raisonnement serait justement celui qui nous a conduits aux deux derniers
the´ore`mes e´nonce´s ci-dessus : on prouve que le nombre 0 posse`de une certaine pro-
prie´te´ ; on prouve ensuite que lorsqu’un nombre quelconque posse`de cette proprie´te´,
alors son successeur la posse`de aussi ; on en conclut que tous les nombres posse`dent
cette proprie´te´. Cet argument se fonde sur un principe, dit «de re´currence ». D’apre`s
Poincare´, le caracte`re essentiel de cet argument est qu’il contient, condense´e dans
une seule formule, une infinite´ de syllogismes, qu’on ne pourra donc jamais ve´rifier
un par un. Ce principe est donc un ve´ritable jugement synthe´tique a priori. Bien
que, comme on le verra dans le prochain chapitre, on puisse fixer ce principe par le
biais d’un axiome, il intervient au cours de l’argumentation mathe´matique comme
un principe d’infe´rence, qui n’est donc pas, d’apre`s Poincare´, strictement de´ductif.
Voici une citation qui illustre fort bien le point de vue de ce dernier : «Pourquoi [...]
ce jugement s’impose-t-il a` nous avec une irre´sistible e´vidence ? C’est qu’il n’est que
l’affirmation de la puissance de l’esprit qui se sait capable de concevoir la re´pe´tition
inde´finie d’un meˆme acte de`s que cet acte est une fois possible. L’esprit a de cette
puissance une intuition directe et l’expe´rience ne peut eˆtre pour lui qu’une occasion de
s’en servir et par la` d’en prendre conscience». On se rendra compte dans la suite du
roˆle absolument central du principe de re´currence dans l’e´dification de l’arithme´tique.
Lectures possibles : H. Poincare´, La science et l’hypothe`se, Flammarion, Paris,
1902 (nombreuses re´e´ditions successives).
∗ ∗ ∗
Ne´ a` Nancy, le 29 avril 1854 et mort a` Paris, le 17 juillet 1912, Henri Poincare´
fut un mathe´maticien total : ses contributions fondamentales concernent a` peu pre`s
tous les domaines de recherche en mathe´matiques et en physique mathe´matique : de
la the´orie des fonctions re´elles et complexes, a` la me´canique ce´leste, en passant, entre
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autres, par la the´orie des nombres, la topologie alge´brique, l’alge`bre et la the´orie des
groupes, les ge´ome´tries non euclidiennes, la ge´ome´trie diffe´rentielle et alge´brique, la
the´orie des e´quations diffe´rentielles et aux de´rive´es partielles, la the´orie de la lumie`re,
celle de la propagation e´lectromagne´tique, et celle de la stabilite´ de l’univers. Il fut ca-
pable de surcroˆıt de saisir des liens profonds entre the´ories mathe´matiques diffe´rentes ;
le cas de l’emploi des fonctions fuchsiennes (une sorte particulie`re de fonctions a`
variable complexe) pour fournir un fondement aux ge´ome´tries non euclidiennes est
souvent cite´ comme paradigmatique.
Provenant d’une famille appartenant a` la bourgeoisie lorraine, cousin de Ray-
mond Poincare´, qui fut pre´sident de la Re´publique Franc¸aise pendant la premie`re
guerre mondiale, Henri Poincare´ fut un e´le`ve de l’E´cole Polytechnique, puis de l’E´cole
des Mines ; professeur aux universite´s de Caen et de Paris, il entra a` trente-trois ans
a` l’Acade´mie des Sciences et fut e´lu plus tard a` l’Acade´mie Franc¸aise. Parmi ses in-
nombrables inte´reˆts intellectuels, il re´serva une place non ne´gligeable a` la philosophie
des mathe´matiques et en particulier aux re´flexions sur la nature de l’espace et sur les
processus cognitifs qui nous ame`nent a` la construction d’une ge´ome´trie a` partir des
donne´es sensibles.
Lectures possibles : A.-F. Schmid, Une philosophie de savant. Henri Poincare´
et la logique mathe´matique, Maspero, Paris, 1978 ; T. Dantzig, Henri Poincare´ Critic
of Crisis, Greenwood Press Pub., New York, 1954.
4. Ope´rer sur les nombres : l’addition et la multiplication
Ayant de´fini les nombres comme des collections de traits verticaux, il sera facile de de´finir
l’ope´ration fondamentale qui porte sur eux et qu’il est d’usage d’appeler « addition».
Remarque 1.6. Ici on entend par « ope´ration sur D » (D e´tant un certain domaine
d’objets) une association qui associe a` certains couples d’objets de D, e´ventuellement a` tout
couple d’objets de D, un objet du meˆme domaine D. A` proprement parler, celle-ci est une
« ope´ration binaire» (car elle porte sur un couple d’objets de D) mais, comme on ne traitera
dans la suite que d’ope´rations binaires, on peut l’appeler « ope´ration» tout-court.
Voici la de´finition de l’addition :
De´finition 4.1. On appelle « addition » (sur les nombres ci-avant de´finis comme collec-
tions de traits verticaux) l’ope´ration qui associe aux collections de traits verticaux n et m
(quelles que soient ces collections) la collection de traits verticaux contenus dans ces collec-
tions. Si n et m sont donc des nombres, on note leur addition par le symbole «n+m ».
A` cette de´finition il faut en ajouter une autre :
De´finition 4.2. Si n et m sont des nombres, on appelle « somme de n et m » la collection
de traits verticaux contenus dans ces collections, ce qu’on pourrait aussi qualifiar de re´sultat de
l’addition n+m.
Remarque 1.7. Bien que les concepts d’addition de deux nombres et de somme de ces
nombres soient distincts entre eux, ainsi que les concepts plus ge´ne´raux de l’ope´ration ∗
applique´e a` un couple d’objets x et y d’un certain domaine D d’objets, et de l’objet de D,
associe´ a` de couple d’objets de D, ou re´sultat de cette ope´ration, les mathe´maticiens sont
habitue´s a` noter les objets correspondants a` ces concepts de la meˆme manie`re, en employant
le symbole «x ∗ y » dans un cas comme dans l’autre. Le lecteur n’aura pas de difficulte´s,
par la suite, a` distinguer les diffe´rents usages de ce symbole.
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De la de´finition 4.1, il est clair que l’addition est une ope´ration sur les nombres qui associe
un nombre a` tout couple de nombres. Il sera alors naturel de chercher un crite`re pour savoir si
un nombre p est ou non la somme de deux nombres quelconques donne´s, n et m. Compte-tenu
des remarques faites au de´but du paragraphe 2, ce crite`re peut eˆtre donne´ sous forme d’un
the´ore`me de´duit des de´finitions 4.1 et 4.2 :
The´ore`me 4.1. Si n, m et p sont des nombres, alors
n+m = p
si et seulement si p est en bijection avec la collection des traits verticaux contenus dans les
collections n et m.
Parmi les illustrations de ce the´ore`me, il y a par exemple la suivante :
{|, |, |}+ {|, |} = {|, |, |, |, |}
car
{| , | , |} ; {| , |}
↓ ↓ ↓ ↓ ↓
{| , | , | , | , |}
Le the´ore`me suivant est aussi facile a` de´montrer :
The´ore`me 4.2. Si n, m et p sont des nombres, alors :
(i): n+m = p si et seulement si p \ n = m ;
(ii): n+m = p si et seulement si p \ m = n.
Remarque 1.8. Ce the´ore`me pourrait sugge´rer des de´finitions de l’addition et de la
somme, diffe´rentes de celles donne´es dans les de´finitions 4.1 et 4.2, et qui se re´clameraient de
l’ope´ration sur les collections d’objets qu’on a note´e « \». Ces de´finitions auraient pourtant
un de´faut majeur : elles permettraient bien suˆr de savoir si p est ou non la somme de n et
m, mais ne permettraient pas de calculer directement p a` partir de n et m. C’est la raison
pour laquelle on ne les adoptera pas.
Une conse´quence remarquable du the´ore`me 4.1, dont la preuve serait e´galement facile a`
obtenir, est la suivante :
The´ore`me 4.3. Si n est un nombre, alors :
n+ {|} = σ (n) et n+ ∅ = n
Et de la`, il suit :
The´ore`me 4.4. Si n et m sont des nombres, alors :
m = σ (n) si et seulement si n+ {|} = m
Il sera aussi facile de prouver le the´ore`me suivant :
The´ore`me 4.5. Si n, m et p sont des nombres et n et m ne sont pas ∅, alors :
si n+m = p, alors
{
n < p
m < p
De la de´finition 4.1, il suit de surcroˆıt que l’addition sur les nombres posse`de deux proprie´te´s
remarquables : la commutativite´ et l’associativite´. C’est ce que nous disent les deux the´ore`mes
suivants :
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The´ore`me 4.6. [Commutativite´ de l’addition] Si n et m sont des nombres, alors :
n+m = m+ n
The´ore`me 4.7. [Associativite´ de l’addition] Si n, m et p sont des nombres, alors :
n+ (m+ p) = (n+m) + p
Remarque 1.9. L’e´nonce´ de ce dernier the´ore`me fait un usage des parenthe`ses qui,
bien qu’il soit courant et facile a` comprendre et a` justifier, n’a pas encore e´te´ pre´cise´ ici.
Si le symbole « ∗» indique une ope´ration portant sur des couples d’objets d’un domaine
D, et si x, y et z sont des objets convenables de ce domaine, alors les symboles « z ∗ (x ∗
y)» et « (z ∗ x) ∗ y » intervenant dans l’e´nonce´ de ce the´ore`me de´notent respectivement :
le re´sultat de l’ope´ration ∗ applique´e au couple forme´ par l’objet z et par le re´sultat de
l’ope´ration ∗ applique´e aux objets x et y ; et le re´sultat de l’ope´ration ∗ applique´e au couple
forme´ par le re´sultat de l’ope´ration ∗ applique´e aux objets z et x et par l’objet y. Il est
alors clair que l’associativite´ d’une ope´ration ∗ est une condition ne´cessaire et suffisante
pour que la re´ite´ration de l’application de cette ope´ration ne comporte aucune ambigu¨ıte´
quant au re´sultat obtenu, c’est-a`-dire que l’e´criture «x ∗ y ∗ z∗...», ou` x, y , z, ... sont des
objets convenables d’un domaine D, de´note un et un seul objet de ce meˆme domaine. Ceci
explique le roˆle central que la proprie´te´ d’associativite´ d’une ope´ration prendra au cours des
paragraphes et des chapitres qui suivent.
Bien que les the´ore`mes 4.6 et 4.7 soient tre`s faciles a` prouver, je vais en exposer ici des
de´monstrations possibles (le lecteur pourra facilement en trouver d’autres par lui-meˆme).
Preuve du the´ore`me 4.6 Selon le the´ore`me 4.2, pour de´montrer ce the´ore`me, il suffit de
ve´rifier que
(m+ n) \ n = m
Or, (m+ n) \ n n’est rien d’autre que le re´sultat de l’addition des collections m et n, puis de
l’e´limination de la collection (m+ n) \ n. Mais, si m n’est pas ∅, du the´ore`me 4.5, il suit que n
est plus petit que m+ n, et donc, selon le the´ore`me 2.2, (m+ n) \ n = n et donc (m+ n) \ n
est le re´sultat de l’e´limination de n de la somme de m et n, ce qui nous rame`ne au nombre m,
et le the´ore`me est donc prouve´. En revanche, si n est ∅, alors, (m+ n) \ n = m+ n = m, et le
the´ore`me est e´galement prouve´. 
Preuve du the´ore`me 4.7 La preuve est analogue, car il est facile de ve´rifier que
[(n+m) + p] \ n = m+ p
ce qui conclut la preuve. 
Bien qu’on ait choisi de conside´rer toutes les collections de traits verticaux qui sont en
bijection comme la meˆme collection, et que donc on ne peut pas avoir de nombres a` la fois
distincts et e´gaux (ce qui signifie que l’e´criture «n + m = p » doit eˆtre comprise comme
signifiant que «n+m » et « p» sont des noms distincts du meˆme nombre), rien n’empeˆche de
conside´rer le meˆme nombre plusieurs fois et de l’additionner a` lui-meˆme autant de fois que l’on
veut. On a alors une addition d’un type particulier qu’on appelle «multiplication». Voici sa
de´finition :
De´finition 4.3. On appelle «multiplication » (sur les nombres de´finis comme ci-avant)
l’ope´ration qui associe a` des collections de traits verticaux n et m la collection des traits ver-
ticaux contenus dans les collections de traits verticaux qui appartiennent a` la collection de
collections de traits verticaux dont les e´le´ments sont des collections de traits verticaux, toutes
e´gales a` n (c’est-a`-dire des re´pe´titions de la collection n), et qui est en bijection avec m. Si n
et m sont des nombres, on note leur multiplication par le symbole «n ·m ».
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Remarque 1.10. Pour bien comprendre cette de´finition, on doit observer qu’une col-
lection de traits verticaux est un objet comme un autre. Une collection C de collections
de traits verticaux est donc une collection d’objets et elle peut bien eˆtre en bijection avec
une collection C′ de traits verticaux, chaque collection de traits verticaux de la collection
C e´tant de cette manie`re associe´e a` un et un seul trait vertical de la collection C′, de sorte
que tout trait vertical de C′ soit de cette manie`re associe´ a` une et une seule collection de
traits verticaux appartenant a` C. En parlant un langage un peu plus technique, ceci revient
a` dire que les collections d’objets, et en particulier les collections de traits verticaux et les
collections de collections de traits verticaux, doivent eˆtre traite´es comme des ensembles et
non pas comme n’importe quels agre´gats d’objets. Pour caracte´riser un agre´gat d’objets, il
peut suffire d’en fixer les limites, sans pre´juger au pre´alable de la nature de ses e´le´ments,
ceux-ci peuvant varier selon notre capacite´ d’analyse et nos modalite´s de classifications. Les
e´le´ments d’une bibliothe`que pouvant eˆtre, par exemple, soit les volumes qui y sont conserve´s,
soit les tomes qui composent ces volumes, ou les pages de ces tomes. Pour de´finir un en-
semble, il faut, en revanche : ou bien fixer la nature de ses e´le´ments, de´terminer a priori la
condition a` laquelle un objet doit satisfaire pour pouvoir eˆtre conside´re´ comme un e´le´ment
de cet ensemble ; ou bien indiquer de manie`re explicite ces e´le´ments. Ainsi, une bibliothe`que
n’est un ensemble que lorsque l’on a de´termine´ si elle est compose´e par des volumes, des
tomes ou des pages. Dans notre cas, si les e´le´ments d’une collection de traits verticaux sont
bien des traits verticaux, les e´le´ments d’une collection de collections de traits verticaux ne
peuvent gue`re eˆtre des traits verticaux ; ils sont force´ment, et de manie`re univoque, des col-
lections de traits verticaux, de sorte qu’aucun trait vertical n’appartient a` cette collection.
Dit d’une autre manie`re, la collection {|, |, |, |, |} est essentiellement distincte de la collection
{{|, |} , {|, |, |}}, et ces deux collections ne sont meˆme pas en bijection, bien que la collection
des traits verticaux contenus dans les collections qui appartiennent a` la deuxie`me de ces
collections soit en bijection avec la premie`re, et soit de ce fait la meˆme collection.
Note Historique 1.6. Bien que la notion d’ensemble puisse apparaˆıtre comme
parfaitement simple, et que de nombreux philosophes des mathe´matiques, en com-
menc¸ant par Frege et Russell, aient soutenu que la re´duction de toutes les mathe´matiques
a` la the´orie des ensembles corresponde a` une fondation des mathe´matiques sur des
principes «purement logiques», l’histoire nous enseigne que l’e´tat actuel de la the´orie
des ensembles est le re´sultat d’acquisitions difficiles qui ne concernent pas seulement
les aspects les plus sophistique´s de cette the´orie, portant sur des ensembles infinis,
mais aussi ses fondements les plus e´le´mentaires.
Lorsque, vers la fin du XIXe`me sie`cle, Frege et Cantor commence`rent, entre
autres, a` parler d’ensembles, ils le firent d’abord dans des contextes bien distincts.
Pour Cantor, la notion d’ensemble e´mergeait d’un effort de ge´ne´ralisation visant la
compre´hension de certains phe´nome`nes propres a` une branche de l’analyse. En ef-
fet, Cantor n’avait d’abord d’autres buts que de re´soudre des proble`mes connus et
difficiles a` propos des se´ries de Fourier (des sommes infinies, dont les termes sont
des fonctions trigonome´triques d’arcs multiples ; les notions de fonction et de se´rie
seront e´claire´es par la suite, quant aux notions de fonction trigonome´trique et d’arcs
multiples, le lecteur pourra se rapporter a` n’importe quel manuel d’analyse), des
proble`mes qu’il commenc¸a a` formuler en parlant justement de certains ensembles de
points ou de nombres. Bientoˆt, Cantor comprit que ses ensembles de points ou de
nombres pouvaient eˆtre pense´s comme des exemplifications particulie`res d’une notion
plus ge´ne´rale, et se rendit compte des avantages de´rivant d’une e´tude de cette notion
ge´ne´rale, prise en tant que telle. Ses re´flexions le porte`rent ainsi d’emble´e a` e´tudier
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des ensembles infinis, a` conside´rer ces ensembles du point de vue de leur cardinalite´
(cf. les chapitres 4 et 6), et a` les regarder comme des domaines d’objets sur lesquels
on avait de´fini, ou on pouvait de´finir, des relations, des fonctions ou des ope´rations
(cf. le chapitre 2). Pour Frege, la notion d’ensemble participait en revanche d’un ef-
fort d’e´claircissement de la nature logique et du fonctionnement du langage. Bien que
la vise´e de Frege, fuˆt en dernie`re instance de fournir un fondement ultime pour les
mathe´matiques, son approche n’e´tait pas celle d’un mathe´maticien engage´, comme
Cantor, dans des recherches de pointe, mais celle d’un observateur en quelque sorte
exte´rieur, qui cherchait a` comprendre les me´canismes logiques et/ou linguistiques qui
ope`rent a` l’inte´rieur des the´ories mathe´matiques e´le´mentaires.
Autant Cantor que Frege comprirent rapidement la diffe´rence entre un ensemble
et un simple agre´gat d’objets, c’est-a`-dire qu’ils comprirent qu’un ensemble n’est
de´termine´ comme tel que lorsqu’on a caracte´rise´ de manie`re pre´cise ses e´le´ments.
Il ressort qu’un certain ensemble peut eˆtre de´fini en donnant la liste comple`te de
ces e´le´ments, mais il peut aussi eˆtre de´fini en fixant une proprie´te´, disons P , et en
supposant qu’un objet est un e´le´ment de cet ensemble si et seulement s’il jouit de
cette proprie´te´. On aura alors l’ensemble de tous les x tels que P (x). De cette manie`re
on ne de´cide pas a priori quels sont les e´le´ments de l’ensemble en question, mais on
fournit un crite`re univoque pour e´tablir, pour chaque objet donne´, s’il est ou pas un
e´le´ment de cet ensemble.
Cela ne revient pas a` dire, pourtant, que, quelle que soit la proprie´te´ P , on peut
de´finir l’ensemble de tous les objets qui jouissent de cette meˆme proprie´te´. C’e´tait
la conviction de Frege, qui l’avait traduite dans un axiome ce´le`bre (ge´ne´ralement
dit « axiome de compre´hension » ) affirmant que, pour toute proprie´te´ P , il existe
l’ensemble de tous les objets qui jouissent de P . Si on accepte cet axiome, il n’est
pourtant pas difficile d’en de´river des paradoxes. Le plus ce´le`bre fut communique´ a`
Frege par Russell, dans une lettre date´e du 16 juin 1902. Pour l’obtenir, il suffit de
conside´rer la proprie´te´ ‘ne pas appartenir a` soi-meˆme’ et d’e´tudier les proprie´te´s de
l’ensemble pre´sume´ de tous les ensembles qui n’appartiennent pas a` eux-meˆmes. Si cet
ensemble pre´sume´ appartenait a` lui-meˆme, alors il n’appartiendrait pas a` lui-meˆme,
et s’il n’appartenait pas a` lui-meˆme, alors il appartiendrait a` lui-meˆme. Donc, un tel
ensemble devrait en meˆme temps appartenir et ne pas appartenir a` lui-meˆme.
On dit souvent que la cause de ce paradoxe re´side dans l’autore´fe´rencialite´ de la
proprie´te´ ‘ne pas appartenir a` soi-meˆme’. Ceci e´tait aussi la conviction de Russell qui
e´labora une the´orie assez complexe (la the´orie des types) pour indiquer les conditions
auxquelles l’application de l’axiome de compre´hension ne portait pas a` des paradoxes.
On peut pourtant penser, a` mon avis bien plus correctement, que la cause du paradoxe
de Russell est en meˆme temps plus profonde et plus simple : c’est que la notion
d’ensemble ne peut pas eˆtre identifie´e en ge´ne´ral avec l’ide´e informelle de collection
d’objets qui jouissent d’une certaine proprie´te´. La manie`re la plus simple d’e´viter
tout paradoxe, et de fournir en meˆme temps une base convenable pour la the´orie
des ensembles, est alors de caracte´riser en ge´ne´ral la notion d’ensemble, graˆce a` un
syste`me d’axiomes qui fixent le contexte ope´rationnel de cette the´orie. Ceci fut l’objet,
dans les anne´es 1920, de nombreuses recherches qui aboutirent a` la de´termination de
l’axiomatique dite «de Zermelo-Fraenkel », qui est aujourd’hui ge´ne´ralement accepte´e
comme le contexte minimal a` l’inte´rieur duquel il est possible de parler d’ensembles
de manie`re correcte et pre´cise.
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Lectures possibles : C. Mangione et S. Bozzi, Storia della logica : da Boole ai
nostri giorni, Garzanti, Milano, 1993.
∗ ∗ ∗
Ne´ le 19 fe´vrier 1845 a` St. Petesbourg, G. Cantor (sur lequel cf. aussi la note histo-
rique 6.16) ve´cut son adolescence a` Francfort et e´tudia les mathe´matiques, la physique
et la philosophie a` l’universite´ de Berlin, ou` il fut l’e´le`ve de Weierstrass, Kummer et
Kronecker. Ce fut justement Weierstrass qui sugge´ra au jeune Cantor de se consa-
crer au proble`me de la repre´sentativite´ des fonctions par des se´ries trigonome´triques,
proble`me qui le conduira plus tard a` la cre´ation de la the´orie des ensembles. A` partir
de 1872, il fut professeur a` l’universite´ de Halle, ou` il resta jusqu’a` sa mort, surve-
nue en 1918. Ses efforts pour rentrer a` Berlin furent toujours contre´s par son ancien
maˆıtre Kronecker, duquel il fut se´pare´ par une longue et ce´le`bre dispute.
Lectures possibles : W. Purkert und H. J. Ilgauds, Georg Cantor, 1845-1918,
Birkhau¨ser Verlag, Basel, Boston, Stuttgart, 1987 ; A. Kerte´sz, Georg Cantor, 1845-
1918, Scho¨pfer der Mengenlehre, nume´ro 15 (1983) de Acta Historica Leopoldina.
Comme dans le cas de l’addition, a` la de´finition 4.3, il faut en adjoindre une autre :
De´finition 4.4. Si n et m sont des nombres, on appelle « produit de n et m » la collec-
tion des traits verticaux contenus dans les collections de traits verticaux qui appartiennent a`
la collection de collections de traits verticaux dont les e´le´ments sont des collections de traits
verticaux, toutes e´gales a` n, et qui est en bijection avec m, ce qu’on pourrait aussi qualifiar de
re´sultat de la multiplication n ·m.
De la de´finition 4.3, apparaˆıt clairemment que la multiplication est une ope´ration sur les
nombres qui associe un nombre a` tout couple de nombres. Suivant cette de´finition, l’exe´cution
d’une multiplication entre des nombres donne´s, n et m, demande une e´tape interme´diaire. Si
les collections de traits verticaux n et m sont donne´es : d’abord, on construit la collection
{n, n, ..., n} qui est en bijection avec la collection m ; ensuite on additionne les e´le´ments de
cette collection ; le produit de la multiplication n ·m est justement le re´sultat de cette addition.
Ainsi le crite`re pour savoir si un nombre p est ou non le produit des nombres donne´s n et m
est celui qui est e´nonce´ par le the´ore`me suivant :
The´ore`me 4.8. Si n, m et p sont des nombres, alors
n ·m = p
si et seulement si p est est en bijection avec la collection de traits verticaux contenus dans les
diffe´rents e´le´ments d’une collection de collections des traits verticaux toutes e´gales a` n, qui soit
en bijection avec m.
Il est clair que ce the´ore`me, ainsi que la de´finition 4.3, ne sont intelligibles que parce qu’on
vient de prouver que l’addition sur les nombres est associative, ce qui, comme on l’a de´ja`
remarque´, permet de comprendre, sans aucune ambigu¨ıte´, et a` partir de la seule de´finition 4.1,
ce qui est la somme d’autant de nombres n,m, p, q, ... qu’on veut :
n+m+ p = (n+m) + p = n+ (m+ p)
n+m+ p+ q = (n+m+ p) + q = n+ (m+ p+ q)
etc.
Ce point e´claire´, il est ensuite aise´ de de´duire du the´ore`me 4.8 une foule de the´ore`mes
portant sur des nombres particuliers. Un de ces the´ore`mes est par exemple illustre´ par le
diagramme suivant :
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{|, |, |} · { | | | | } =
↓ ↓ ↓ ↓
= { | | | }+ { | | | }+ { | | | }+ { | | | }
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
= { | | | | | | | | | | | | }
ou bien
{|, |, |} · {|, |, |, |} =

|, |, |,
|, |, |,
|, |, |,
|, |, |

Pour passer a` des the´ore`mes ge´ne´raux, on voit d’abord que de la de´finition 4.4, suivent les
the´ore`mes suivants, que le lecteur pourra de´montrer aise´ment :
The´ore`me 4.9. Si n est un nombre, alors :
n · {|} = n et n · ∅ = ∅
et, si m est e´galement un nombre et n n’est pas ∅, alors :
n ·m = n si et seulement si m = {|}
The´ore`me 4.10. Si n, m et p sont des nombres, et n et m ne sont pas ∅, alors :
si n ·m = p, alors
{
n < p ou n = p (lorsque m = {|} )
m < p ou m = p (lorsque n = {|} )
Comme l’addition, la multiplication sur les nombres est commutative et associative. Il est
en fait facile de de´montrer les the´ore`mes suivants :
The´ore`me 4.11. [Commutativite´ de la multiplication] Si n et m sont des nombres,
alors :
n ·m = m · n
The´ore`me 4.12. [Associativite´ de la multiplication] Si n et m sont des nombres,
alors :
n · (m · p) = (n ·m) · p
Voici des preuves possibles de ces the´ore`mes.
Preuve du the´ore`me 4.11 Si n et m sont des nombres, alors ils sont des collections de
traits verticaux, disons, respectivement, les suivantes :
{| , | , | , . . . |} et {| , | , . . . |}
En vertu de la de´finition de la multiplication, on aura alors
n ·m =

| , | , | , . . . |,
| , | , | , . . . |,
...
| , | , | , . . . |

m · n =

| , | , . . . |,
| , | , . . . |,
| , | , . . . |,
...
| , | , . . . |

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Conside´rons ces collections. Il est facile de ve´rifier que, en accord avec la de´finition 4.3, chaque
ligne de la collection n ·m est en bijection avec chaque colonne de la collection m ·n, tandis que
chaque colonne de la collection n ·m est en bijection avec chaque ligne de la collection m · n.
Les deux collections sont donc en bijection. 
Preuve du the´ore`me 4.12 Conforme´ment au the´ore`me pre´ce´dent, on aura
n · (m · p) = (m · p) · n
(n ·m) · p = (m · n) · p
donc, si
n = {| , . . . |}
m = {| , | , . . . |}
p = {| , | , | , . . . |}
de la de´finition de la multiplication il suivra :
n · (m · p) = (m · p) · n =

| , | , . . . |,
| , | , . . . |,
| , | , . . . |,
...
| , | , . . . |
, ...,
| , | , . . . |,
| , | , . . . |,
| , | , . . . |,
...
| , | , . . . |

(n ·m) · p = (m · n) · p =

| , | , . . . |,
...
| , | , . . . |,
,
| , | , . . . |,
...
| , | , . . . |,
,
| , | , . . . |,
...
| , | , . . . |,
, ...,
| , | , . . . |,
...
| , | , . . . |,

On peut alors raisonner sur ces collections comme pre´ce´demment, en conside´rant les lignes et
les colonnes qui ont la collection m comme e´le´ment. Il est facile de voir que ce raisonnement
ve´rifie le the´ore`me et cloˆture la preuve. 
Prises ensemble, l’addition et la multiplication be´ne´ficient d’une autre proprie´te´ remar-
quable : la distributivite´ de la multiplication sur l» addition. C’est le contenu du the´ore`me
suivant :
The´ore`me 4.13. [Distributivite´ de la multiplication sur l’addition] Si n, m et p
sont des nombres, alors :
n · (m+ p) = (n ·m) + (n · p)
Preuve Si n, m et p sont comme dans la preuve pre´ce´dente, alors
n · (m+ p) = (m+ p) · n =

| , | , . . . | ; | , | , | , . . . | ,
...
| , | , . . . | ; | , | , | , . . . |

et
(n ·m) + (n · p) =

| , . . . | ,
| , . . . | ,
...
| , . . . |
+

| , . . . | ,
| , . . . | ,
| , . . . | ,
...
| , . . . |

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et le the´ore`me de´coule donc imme´diatement de la de´finition de l’addition, en observant que
| , . . . | ,
| , . . . | ,
...
| , . . . |
 =

| , | , . . . |
...
| , | , . . . |

et 
| , . . . | ,
| , . . . | ,
| , . . . | ,
...
| , . . . |

=

| , | , | , . . . | ,
...
| , | , | , . . . |

a` cause de la bijection entre lignes et colonnes. 
Remarque 1.11. Bien qu’on puisse re´sumer le contenu des the´ore`mes 4.6, 4.7, 4.11,
4.12 et 4.13 en disant que l’addition et la multiplication sur les nombres sont des ope´rations
commutatives et associatives, et que la premie`re est distributivesur la deuxie`me, il est im-
portant de rendre explicite ce que j’ai de´ja` implicitement dit dans la remarque qui a suivi le
the´ore`me 4.7 : ces proprie´te´s de l’addition et de la multiplication sur les nombres de´pendent
de l’identification de certaines sommes et produits plutoˆt que de l’identification de certaines
applications de l’addition ou de la multiplication. Si nous utilisons les termes « addition de
x et y » et «multiplication de x et y » pour nous re´fe´rer a` des applications particulie`res des
ope´rations de´finies dans les de´finitions 4.1 et 4.3, alors nous pouvons nous exprimer ainsi :
en disant que la multiplication sur les nombres est commutative, nous ne disons nullement
— pour ne faire qu’un seul exemple — que la multiplication de n’importe quels nombres n
et m s’identifie a` la multiplication des nombres m et n, tout ce que nous disons est que ces
multiplications (qui restent, quant a` elles, distinctes, car multiplier le nombre n au nombre
m n’est nullement la meˆme chose que de multiplier le nombre m au nombre n) donnent le
meˆme re´sultat.
5. Ope´rations inverses : la soustraction et la division
Conside´rons un domaine D d’objets et supposons que ∗ soit une ope´ration commutative sur
D, et x et y deux objets de D, tels qu’il y ait en D un et un seul objet z tel que x∗y = y ∗x = z
et que si x˜ est diffe´rent de x et qu’il y a en D un et un seul objet z˜ tel que x˜ ∗ y = y ∗ x˜ = z˜,
alors z˜ est diffe´rent de z. On pourra alors associer aux objets z et x l’objet y et aux objets z et
y l’objet x. Cette association correspondra a` une nouvelle ope´ration sur D, disons ⊛, qui sera
alors de´finie en termes de l’ope´ration ∗ pre´alablement donne´e. On dira que l’ope´ration ⊛ ainsi
de´finie est l’ope´ration inverse de ∗ sur D.
Si les objets x et y sont donne´s, et qu’on sait de´terminer un et un seul objet z de D, tel
que x ∗ y = y ∗ x = z, alors cette de´finition nous conduira sur le champ aux e´galite´s
z ⊛ x = y
z ⊛ y = x
Mais si les objets donne´s sont y et z ou les objets x et z, alors rien ne nous assure qu’il y ait en
D respectivement un et un seul objet x, et un et un seul objet y tels que x∗y = y∗x = z, meˆme
si ∗ est une ope´ration qui associe un objet de D a` tout couple d’objets de D. Ainsi, s’il suffit
qu’il y ait en D des objets x, y et z tels que x ∗ y = y ∗x = z pour que l’on puisse de´finir sur D
l’ope´ration inverse de ∗, il ne suffit pas que l’ope´ration ∗ associe un objet de D a` tout couple
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d’objets de D pour que son ope´ration inverse associe un objet de D a` tout couple d’objets de
D. Cela n’est justement pas le cas de l’addition et de la multiplication sur les nombres. La
de´finition de leurs ope´rations inverses doit ainsi tenir compte de cette situation. Voici d’abord
une de´finition de la soustraction :
De´finition 5.1. On appelle « soustraction » (sur les nombres de´finis comme ci-avant)
l’ope´ration qui consiste a` passer des nombres n et m (pris dans cet ordre) au nombre p, tel
que :
p+m = m+ p = n
chaque fois que m et n sont tels qu’il y a un et un seul nombre p qui satisfasse a` cette condition.
Si n et m sont donc des nombres de telle sorte, on note leur soustraction par le symbole
«n−m », et on appelle « diffe´rence » le re´sultat p de cette ope´ration.
De´finition 5.2. On appelle « division » (sur les nombres de´finis comme ci-avant) l’ope´ration
qui consiste a` passer des nombres n et m (pris dans cet ordre) au nombre p, tel que :
p ·m = m · p = n
chaque fois que m et n soient tels qu’il y ait un et un seul nombre p qui satisfait a` cette
condition. Si n et m sont donc des nombres, on note leur division par le symbole «n : m », et
on appelle « quotient » le re´sultat p de cette ope´ration.
Il est alors facile de voir que ni la soustraction, ni la division ne sont commutatives.
En revanche, la commutativite´ de l’addition et de la multiplication permet de de´montrer
imme´diatement le the´ore`me suivant :
The´ore`me 5.1. Si n, m et p sont des nombres, alors :
(i): n+m = p si et seulement si p− n = m ;
(ii): n+m = p si et seulement si p−m = n ;
(iii): n ·m = p si et seulement si p : n = m, pourvu que n 6= ∅ ;
(iv): n ·m = p si et seulement si p : m = n, pourvu que m 6= ∅.
De cela on peut ensuite conclure aise´ment que :
p− n = m si et seulement si p−m = n
et
p : n = m si et seulement si p : m = n, pourvu que n,m 6= ∅
Une conse´quence imme´diate des the´ore`mes 4.5 et 5.1 est le the´ore`me suivant, que le lecteur
de´montrera a` titre d’exercice :
The´ore`me 5.2. Si n, m et p sont des nombres et m n’est pas ⊘, alors :
(i): si n−m = p, alors p < n ;
(ii): si n : m = p, alors p < n ou p = n ;
La confrontation des the´ore`mes 4.5 4.10 et 5.1 permet de de´montrer un autre the´ore`me :
The´ore`me 5.3. Si n, m sont des nombres, alors :
(i): il y a un nombre p tel que n −m = p seulement si m < n ou m = n (et dans ce
dernier cas, p = ∅) ;
(ii): il y a un nombre p tel que n : m = p seulement si ∅ < m < n ou m = n 6= ∅ ou
m 6= n = ∅ ; et si m = n 6= ∅, alors p = {|}, tandis que si m 6= n = ∅, alors p = ∅.
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Demandons-nous maintenant si ces conditions ne´cessaires sont aussi suffisantes. La re´ponse
diffe`re dans les deux cas ; pour la soustraction vaut le the´ore`me suivant :
The´ore`me 5.4. Si n et m sont des nombres, alors il y a un nombre p tel que n−m = p
si et seulement si m < n ou m = n.
Preuve Une fois de´montre´ le the´ore`me 5.3(i), il suffit de de´montrer que
Si m < n ou m = n, alors il existe un nombre p tel que n−m = p
Pour cela il faut raisonner de la manie`re suivante : conforme´ment a` la de´finition 2.2, si m < n,
alors m est en injection sur n, et m et n ne sont pas en bijection. Donc il y a une collection,
qu’on pourra appeler « p», telle que p +m = n, ce qui en vertu de la de´finition 5.1 entraˆıne
que n −m = p. En revanche, si m = n, alors n et m sont en bijection, mais alors il suffit que
p = ∅ pour que p+m = m = n. 
L’argument utilise´ pour cette preuve ne s’applique pas au cas de la division. On peut au
contraire de´montrer le the´ore`me suivant :
The´ore`me 5.5. Si n et m sont des nombres tels que m < n, alors (meˆme lorsque m 6= ∅)
il se peut qu’il n’y ait pas un nombre p tel que n : m = p.
Preuve Si m = ∅, alors on est dans le cas du the´ore`me 5.3 (ii). En revanche, si m 6= ∅ et
si un nombre p tel que n : m = p existait, alors on aurait, en vertu du the´ore`me 5.1 (iii et iv),
n = p ·m = m · p. On pose :
m = {| , | , . . . |}
Si pour tout couple de nombres n et m, tels que m < n, il y avait un nombre p, tel que
n : m = p, alors il devrait y avoir une collection p = {| , | , | , . . . |} telle que
n =

| , | , | , . . . |,
| , | , | , . . . |,
...
| , | , | , . . . |

Mais si on prend par exemple m 6= {|} et n = m+ {|}, il est facile de ve´rifier que cela n’est pas
possible. 
Remarque 1.12. Cette dernie`re preuve suit un sche´ma typique : pour de´montrer qu’une
certaine condition A n’est pas toujours satisfaite, il suffit d’exhiber une situation particulie`re
(une seule, et construite comme l’on veut) dans laquelle cette condition n’est pas satisfaite.
Il s’agit d’une preuve ne´gative par construction d’un contre-exemple. Les preuves de cette
sorte sont courantes en mathe´matiques.
Pour re´sumer les re´sultats auxquels on est parvenu, on posera la de´finition suivante :
De´finition 5.3. Si D est un domaine d’objets et ∗ une ope´ration de´finie sur les objets de
D, alors on dira que D est ferme´ relativement a` ∗ lorsque : si x et y sont des objets de D,
alors il y a en D un et un seul objet z tel que x ∗ y = z, c’est-a`-dire que l’ope´ration ∗ sur D
associe un e´le´ment de D a` tout couple d’e´le´ments de D. En revanche, s’il y a en D des objets
x et y tels qu’il n’y ait pas en D d’objet z, tel que x ∗ y = z, alors on dira que D est ouvert
relativement a` ∗.
En employant cette de´finition, on aura le the´ore`me suivant :
The´ore`me 5.6. Le domaine des nombres est ferme´ par rapport a` l’addition et a` la multi-
plication, mais il est ouvert par rapport a` la soustraction et a` la division.
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6. Noms et symboles des nombres
Jusqu’ici on n’a pas e´prouve´ le besoin d’assigner aux diffe´rents nombres des noms spe´cifiques
et on ne les a indique´s que par des symboles ge´ne´riques, sauf quand on a fait re´fe´rence au
nombre {|} ou au nombre ∅ et a` leurs successeurs imme´diats. En principe, on n’a besoin de
rien d’autre pour construire une the´orie des nombres, une « arithme´tique» comme disent les
mathe´maticiens. Mais si on n’assigne pas un nom a` chaque nombre et qu’on se contente (comme
on l’a fait jusqu’a` pre´sent) de caracte´riser tout nombre autre que {|} ou ∅ comme le successeur du
successeur. . . du successeur de {|} ou de ∅, il sera difficile de formuler des the´ore`mes particuliers
portant sur les proprie´te´s des diffe´rents nombres par rapport aux ope´rations qu’on a de´finies
sur eux. De surcroˆıt, il sera difficile de se re´fe´rer aux nombres en parlant des collections d’objets
que nous rencontrons dans la vie quotidienne et dont nous avons envie de parler.
L’assignation de noms aux nombres re´pond essentiellement a` ces exigences : elle doit donc
se faire de manie`re a` faciliter l’e´nonce´ (et la preuve) de the´ore`mes portant sur des nombres
particuliers et la re´fe´rence aux nombres dans la vie quotidienne. Ainsi, si en principe rien ne
nous empeˆche de de´signer les nombres par des noms quelconques (comme le fait Funes dans la
nouvelle de Borges, Funes el memorioso), cela ne re´pond pas aux exigences qui nous poussent
a` assigner des noms aux nombres. Certes, quel que soit notre choix, les noms des nombres
resteront des conventions terminologiques, mais on peut songer a` relier ces conventions par
d’autres conventions relationnelles, de manie`re a` soulager notre me´moire et du meˆme coup a`
rendre aise´e l’identification de tout nombre une fois que l’on connaˆıt son nom.
Une fac¸on de proce´der est d’assigner des noms e´le´mentaires et inde´pendants a` un petit
groupe de nombres et de construire tous les autres noms de nombres en combinant ces noms.
Ceci fait, on pourra dire qu’on a construit un syste`me de de´nomination des nombres base´ sur les
nombres auxquels on a assigne´ un nom particulier. Naturellement, pour que ce syste`me re´ponde
a` des exigences pratiques, il faut choisir la quantite´ des noms e´le´mentaires en fonction de l’usage
qu’on veut faire de ce meˆme syste`me. En laissant de coˆte´ pour l’instant les emplois spe´ciaux
(comme ceux qui tiennent a` l’informatique), supposons que notre syste`me de de´nomination
doive eˆtre conc¸u pour les usages de la vie quotidienne. Il faut alors que les noms e´le´mentaires
ne soient pas en grande quantite´ (pour e´viter des efforts de me´moire trop importants), mais aussi
qu’ils ne soient pas trop peu nombreux (pour ne pas devoir recourir trop toˆt a` des noms trop
compose´s). De surcroˆıt, en associant a` chaque nom un symbole convenable (c’est-a`-dire un autre
nom, sans contenu phone´tique particulier, consistant en un signe), on pourra espe´rer faciliter
les ope´rations sur ces noms : elles pourraient en effet se faire directement sur ces symboles et
conduire a` des preuves faciles pour les the´ore`mes portant sur des nombres particuliers. On dira
que le syste`me de ces symboles, associe´s en meˆme temps aux nombres et a` leurs noms, est un
syste`me de nume´rotation.
Dans l’histoire de l’humanite´, diffe´rents syste`mes de de´nomination des nombres et de
nume´rotation ont e´te´ adopte´s, re´pondant plus ou moins bien a` ces exigences et a` ces prin-
cipes. Dans la plupart d’entre eux, la composition des noms et des symboles e´le´mentaires suit
des conventions positionnelles, c’est-a`-dire que chaque nom ou symbole e´le´mentaire prend une
signification diffe´rente selon la position qu’il occupe dans les noms compose´s. Ce principe est
aussi largement adopte´ dans les syste`mes de nume´rotation. Par exemple, dans la notation la-
tine, le symbole « I» indique des choses diffe´rentes dans les symboles compose´s «VI » et « IV ».
Dans le premier il indique qu’il faut additionner {|} au nombre note´ «V», dans le deuxie`me
cas, qu’il faut le soustraire.
Cet exemple montre toutefois une convention positionnelle qui s’est re´ve´le´e peu satisfai-
sante. Une convention plus satisfaisante a e´te´ de´couverte en Inde et importe´e en Europe par
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les Arabes. Elle consiste a` construire les symboles compose´s a` partir du seul principe de l’ad-
dition et a` assigner a` chaque symbole e´le´mentaire, non seulement une signification diffe´rente,
mais aussi une valeur diffe´rente, selon sa position dans un symbole compose´. En outre, les In-
diens comprirent la facilite´ de notation de´rivant de l’introduction d’un symbole indiquant une
absence, renvoyant a` une addition avec la collection vide.
Note Historique 1.7. Bien qu’aujourd’hui on distingue soigneusement entre
les nombres, les noms qui les de´signent et les symboles qui les indiquent, l’histoire de
l’acquisition de la notion de nombre est en meˆme temps l’histoire de la mise au point
des syste`mes de repre´sentation, puis de de´nomination et expression symbolique des
diffe´rentes e´tapes d’un comptage. C’est en partie graˆce a` la disponibilite´ des formes
archa¨ıques de repre´sentation, puis de de´nomination que l’homme est progressivement
passe´ de la capacite´ de compter a` la conception des nombres comme objets abstraits
et se´parables de l’acte de compter.
Il semble qu’on commenc¸a par repre´senter les invariants qu’on reconnaˆıtra plus
tard comme des nombres par des collections d’objets particuliers, en les de´signant
par le biais des noms de ces collections : le soleil pour un, les yeux pour deux, le tre`fle
pour trois, pour ne conside´rer que des exemples possibles. Probablement, vint ensuite
le tour de descriptions de genres, indiquant des gestes qui pouvaient donner origine
a` des collections d’objets dans lesquelles on reconnaissait l’invariante qu’on voulait
indiquer, ou de la re´fe´rence a` des parties du corps aptes a` e´voquer ou repre´senter des
collections convenables, par exemple la main, ou les diffe´rents doigts. Avec le temps,
les noms de ces objets ou collections d’objets commence`rent a` de´signer directement
les nombres, sans la ne´cessite´ d’aucun interme´diaire mate´riel ; ils commence`rent a`
former des successions de termes indiquant la suite des nombres.
Un tournant de´cisif dans ce processus fut la de´couverte de la possibilite´ d’utiliser
des bases pour se re´fe´rer aux diffe´rents nombres, des groupements privile´gie´s servant
comme des sortes d’e´chelles permettant une re´partition hie´rarchise´e des nombres.
Cette possibilite´ apparut d’abord comme une aide pre´cieuse dans la formation des
noms des nombres et fut ensuite applique´e a` la construction des syste`mes aptes a` four-
nir une expression symbolique e´crite des nombres, permettant des calculs. Diffe´rentes
bases et diffe´rents syste`mes de de´nomination et d’expression symbolique furent choi-
sis par des civilisations diffe´rentes. Les Sume´riens adopte`rent la base 60 (meˆme si les
noms sume´riens pour des nombres infe´rieurs a` soixante sont souvent compose´s) ; les
E´gyptiens la base 10 ; les Mayas la base 20. Les Grecs et les Romains employe`rent des
lettres de leurs alphabets pour exprimer des nombres. Les Indiens, qui adopte`rent la
base 10, introduisirent les premiers les symboles qui, par transformations successives,
et apre`s avoir e´te´ importe´s en Occident par les Arabes, donne`rent origine aux chiffres
modernes. Ils introduisirent aussi un symbole pour indiquer le ze´ro. Bien qu’ils ne
fussent probablement pas les premiers a` concevoir le nombre ze´ro et a` l’exprimer
symboliquement, ils surent l’employer comme un ope´rateur arithme´tique, ce qui leur
permit de construire un syste`me de nume´rotation positionnel particulie`rement puis-
sant et agile qui est, au fond, celui que nous utilisons aujourd’hui.
Lectures possibles : G. Ifrah, Histoire universelle des Chiffres, Laffont, Paris,
1994 ; E. Cousquer, La fabuleuse histoire des nombres, Diderot e´diteur, Paris, 1998.
Voici le principe ge´ne´ral du syste`me de nume´rotation indien, qui est celui qui est aujourd’hui
adopte´ (presque) universellement. Pour en faire comprendre le fonctionnement profond, au-
dela` des conventions notationnelles auxquelles nous sommes habitue´s, je choisirai d’abord des
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symboles non usuels. En choisissant les nombres ∅, {|}, {|, |} {|, |, |} comme les seuls auxquels on
va assigner de symboles e´le´mentaires, mon exemple portera sur les conventions notationnelles
suivantes (le symbole a` droite servira comme une notation du nombre a` gauche) :
∅ −→ ♥ {|, |} −→ ♣
{|} −→ ♦ {|, |, |} −→ ♠
Pour assigner un symbole aux autres nombres, on suppose ce qui suit. Le successeur du nombre
qui a rec¸u le dernier nom e´le´mentaire est choisi comme base. Cela signifie que, dans un symbole
nume´rique compose´, construit comme une suite, allant de la droite vers la gauche, des symboles
e´le´mentaires, chacun des symboles «♥», «♦», «♣», «♠» indique respectivement :
— les produits
{|} · ∅
{|} · {|}
{|} · {|, |}
{|} · {|, |, |}
si ces symboles sont positionne´s a` l’extreˆme droite de la suite ;
— les produits
{|, |, |, |} · ∅
{|, |, |, |} · {|}
{|, |, |, |} · {|, |}
{|, |, |, |} · {|, |, |}
s’ils sont positionne´s imme´diatement a` gauche du symbole qui commence la suite, en partant
de la droite ;
— les produits
{|, |, |, |} · {|, |, |, |} · ∅
{|, |, |, |} · {|, |, |, |} · {|}
{|, |, |, |} · {|, |, |, |} · {|, |}
{|, |, |, |} · {|, |, |, |} · {|, |, |}
s’ils sont positionne´s imme´diatement a` gauche du symbole qui est positionne´ imme´diatement a`
gauche du symbole qui commence la suite, en partant de la droite ;
— les produits
{|, |, |, |} · {|, |, |, |} · {|, |, |, |} · ∅
{|, |, |, |} · {|, |, |, |} · {|, |, |, |} · {|}
{|, |, |, |} · {|, |, |, |} · {|, |, |, |} · {|, |}
{|, |, |, |} · {|, |, |, |} · {|, |, |, |} · {|, |, |}
s’ils sont positionne´s imme´diatement a` gauche du symbole qui est positionne´ imme´diatement
a` gauche du symbole qui est positionne´ imme´diatement a` gauche du symbole qui commence la
suite, en partant de la droite ;
— et ainsi de suite.
Cela e´tabli, il suffit d’ajouter que la suite ainsi construite indique le nombre qui re´sulte
de l’addition de tous les produits indique´s par les symboles e´le´mentaires qui la composent. Il
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sera alors aise´ de de´montrer qu’apre`s les associations e´le´mentaires donne´es ci-dessus, on aura
les suivantes :
♦♥ −→ {|, |, |, |} = {|, |, |, |} · {|}+ {|} · ∅
♦♦ −→ {|, |, |, |, |} = {|, |, |, |} · {|}+ {|} · {|}
♦♣ −→ {|, |, |, |, |, |} = {|, |, |, |} · {|}+ {|} · {|, |}
♦♠ −→ {|, |, |, |, |, |, |} = {|, |, |, |} · {|}+ {|} {|, |, |}
♣♥ −→ {|, |, |, |, |, |, |, |} = {|, |, |, |} · {|, |}+ {|} · ∅
♣♦ −→ {|, |, |, |, |, |, |, |, |} = {|, |, |, |} · {|, |}+ {|} · {|}
... ... ...
Un tel syste`me de nume´rotation permet de re´duire toute addition et toute multiplication
entre nombres a` des additions et des multiplications entre les nombres auxquels sont associe´s les
symboles e´le´mentaires. Le principe de base de cette re´duction est celui de l’ope´ration en colonne.
Il s’agit d’ope´rer des additions sur des colonnes en reportant sur la colonne imme´diatement a`
gauche de la colonne conside´re´e un symbole indiquant le nombre de fois qu’on atteint le nombre
choisi comme base, et en recommenc¸ant a` partir de ∅, a` chaque fois qu’on atteint ce nombre.
Graˆce a` cette pratique, toute addition entre les nombres indique´s par des symboles compose´s
appartenant au syste`me symbolique de base {|, |, |, |}, qu’on a choisi pour notre exemple, peut
eˆtre re´duite a` des additions sur les nombres ∅, {|} , {|, |}, {|, |, |}. Celles-ci seront des additions
e´le´mentaires, dont le re´sultat peut eˆtre calcule´ en ope´rant sur des collections de traits verticaux.
Les re´sultats de ces additions e´le´mentaires sont donne´s par la table suivante (qui est e´videmment
syme´trique, a` cause de la commutativite´ de l’addition) :
+ ♥ ♦ ♣ ♠
♥ ♥ ♦ ♣ ♠
♦ ♦ ♣ ♠ ♦♥
♣ ♣ ♠ ♦♥ ♦♦
♠ ♠ ♦♥ ♦♦ ♦♣
Cette table e´tant pose´e, voici comment on calcule par exemple la somme de ♠♦♥♣♠ et de
♦♠♣♠♥, en utilisant, e´videmment, l’associativite´ de l’addition :
♠ ♦ ♥ ♣ ♠ +
♦ ♠ ♣ ♠ ♥ =
♥ ♥ ♣ ♦ ♠ +
ւ ւ ւ
♦ ♦ ♦ =
♦ ♦ ♥ ♠ ♦ ♠
Pour ce qui est de la multiplication, il est facile, en se souvenant de la distributivite´ de la
multiplication sur l’addition, de trouver une proce´dure analogue. Dans notre exemple, la table
de multiplication e´le´mentaire (e´tablie en ope´rant sur des collections de traits verticaux) est la
suivante :
· ♥ ♦ ♣ ♠
♥ ♥ ♥ ♥ ♥
♦ ♥ ♦ ♣ ♠
♣ ♥ ♣ ♦♥ ♦♣
♠ ♥ ♠ ♦♣ ♣♦
(qui, en vertu de la commutativite´ de la multiplication, est elle-aussi, syme´trique). Cette table
e´tant donne´e, si on veut par exemple multiplier ♣♠♦ par ♦♣♠, on peut raisonner comme suit.
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On note d’abord que, a` cause des conventions constituant notre syste`me de nume´rotation, on
a
♣♠♦ = ♣ · [(♦♥) · (♦♥)] +♠ · [♦♥] +♦ · [♦]
♦♣♠ = ♦ · [(♦♥) · (♦♥)] +♣ · [♦♥] +♠ · [♦]
et donc, a` cause de la distribution de la multiplication sur l’addition :
(♣♠♦) · (♦♣♠) =

(♣ · [(♦♥) · (♦♥)]) · [♦ · [(♦♥) · (♦♥)] +♣ · [♦♥] +♠ · [♦]]
+ (♠ · [♦♥]) · [♦ · [(♦♥) · (♦♥)] +♣ · [♦♥] +♠ · [♦]]
+ (♦ · [♦]) · [♦ · [(♦♥) · (♦♥)] +♣ · [♦♥] +♠ · [♦]]
De la` il est facile d’aboutir a` la re`gle suivante : pour multiplier entre eux deux nombres n et
m, indique´s respectivement par deux suites de symboles e´le´mentaires, on multiplie d’abord le
nombre indique´ par le premier symbole e´le´mentaire a` droite, dans la suite qui indique un des
nombres a` multiplier, disons m, successivement par tous les nombres indique´s par les symboles
e´le´mentaires de l’autre nombre, disons n, en formant des colonnes et en reportant a` gauche de
celle qu’on est en train de former des symboles indiquant le nombre de fois qu’on a atteint,
au cours de cette ope´ration, le nombre choisi comme base, et en recommenc¸ant a` partir de ∅,
a` chaque fois qu’on atteint ce nombre ; on de´cale d’une colonne a` gauche et on fait la meˆme
chose, sur une autre ligne, relativement au nombre indique´ par le symbole e´le´mentaire suivant a`
gauche le premier, dans le symbole donne´ qui indique le nombrem ; on continue de cette manie`re
jusqu’a` e´puiser les symboles e´le´mentaires intervenant dans le symbole compose´ qui indique le
nombrem ; on additionne enfin les lignes ainsi obtenues selon la proce´dure par colonnes expose´e
auparavant. Dans le cas de notre exemple, on a ainsi :
♣ ♠ ♦ ·
♦ ♣ ♠ =
♣ ♦ ♠ +
ւ ւ
♦ ♣ +
♥ ♣ ♣ +
ւ ւ
♦ ♦ +
♣ ♠ ♦
♠ ♦ ♠ ♠ ♠ +
ւ ւ
♦ ♦ =
♦ ♥ ♣ ♠ ♠ ♠
Le passage de cet exemple a` la notation habituelle a` base {|, |, |, |, |, |, |, |, |, |} est facile. Les
symboles et les noms e´le´mentaires seront, comme chacun sait :
∅ −→ 0 −→ ze´ro
{|} −→ 1 −→ un
{|, |} −→ 2 −→ deux
{|, |, |} −→ 3 −→ trois
. . .
{|, |, |, |, |, |, |, |, |} −→ 9 −→ neuf
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Donc en reprenant les meˆmes exemples, on aura
♠♦♥♣♠ = 3 · (44)+ 1 · (43)+ 0 · (42)+ 2 · (4) + 3 · (1)
♦♠♣♠♥ = 1 · (44)+ 3 · (43)+ 2 · (42)+ 3 · (4) + 0 · (1)
♣♠♦ = 2 · (42)+ 3 · (4) + 1 · (1)
♦♣♠ = 1 · (42)+ 2 · (4) + 3 · (1)
ou`, si n et m sont des nombres, le symbole «nm » indique le produit
n · n · n · . . . · n︸ ︷︷ ︸
m fois
ce qui entraˆıne
44 = 4 · 4 · 4 · 4 = (16) · 4 · 4 = (64) · 4 = 256
43 = 4 · 4 · 4 = (16) · 4 = 64
42 = 4 · 4 = 16
Et de la`, il est facile de tirer :
♠♦♥♣♠ = 3 · (256) + 1 · (64) + 0 · (16) + 2 · (4) + 3 · (1) = 843
♦♠♣♠♥ = 1 · (256) + 3 · (64) + 2 · (16) + 3 · (4) + 0 · (1) = 492
♣♠♦ = 2 · (16) + 3 · (4) + 1 · (1) = 45
♦♣♠ = 1 · (16) + 2 · (4) + 3 · (1) = 27
Et les pre´ce´dentes ope´rations en colonnes peuvent eˆtre notte´es ainsi de la manie`re suivante :
8 4 3 +
4 9 2 =
2 3 5 +
ւ ւ
1 1 =
1 3 3 5 = 1 · (103) + 3 · (102) + 3 · (10) + 5 · (1)
= 1.000 + 300 + 30 + 5
et
4 5 ·
2 7 =
8 5 +
ւ ւ
2 3 +
8 0 − +
ւ
1 +
1 1 5 +
ւ ւ
1 1 =
1 2 1 5 = 1 · (103)+ 2 · (102)+ 1 · (10) + 5 · (1)
= 1000 + 200 + 10 + 5
Apre`s ces exemples, il n’est pas ne´cessaire d’insister davantage sur la signification des sym-
boles nume´raux dans notre syste`me de nume´ration a` base 10, ni de fournir l’exemple d’autres
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syste`mes. Il sera clair que si les symboles e´le´mentaires sont «α0 », «α1 », «α2 », «α3 » . . . ,
«αn » avec n ≥ 5, le symbole compose´
αmαnαpαqαrαs
indiquera par exemple le nombre
αm (α1α0)
α
5 + αn (α1α0)
α
4 + αp (α1α0)
α
3 + αq (α1α0)
α
2 + αr (α1α0)
α
1 + αs (α1)
qu’il sera facile d’additionner et de multiplier a` d’autres nombres, note´s dans le meˆme syste`me
de nume´rotation, avec les algorithmes pre´ce´dents.
Remarque 1.13. Quels que soient les nombres n et m l’e´criture «nm » indique, comme
on l’a dit auparavant, le produit de la multiplication n · n · n · . . . · n︸ ︷︷ ︸
m fois
, qui est dite «puissance
m-ie`me de n ».
Il reste a` comprendre ce que signifient, dans le langage quotidien, des propositions telles
que : « il y a 5 pommes dans mon panier», « il y a trois femmes dans ma vie » ou « il y a 3 jours
de plus dans le mois de janvier que dans le mois de fe´vrier». Rapporte´es a` l’expose´ pre´ce´dent
du syste`me des nombres, ces propositions signifient respectivement que :
— la collection des pommes qui sont dans mon panier est en bijection avec la collection de
traits verticaux qui constitue le nombre indique´ par le symbole « 5» ;
— la collection de femmes qui sont dans ma vie est en bijection avec la collection de traits
verticaux qui constitue le nombre indique´ par le nom « trois» ;
— la collection de jours du mois de fe´vrier est en bijection avec une collection de traits
verticaux qui, soustraite a` la collection de traits verticaux avec laquelle est en bijection la
collection des jours du mois de janvier, produit la collection de traits verticaux indique´e par le
symbole « 3» ;
Sur la base de ces exemples, il sera facile de comprendre quelle signification il faut donner
a` toute proposition du langage quotidien contenant des termes nume´raux. Ceux qui ont lu les
Grundlagen der Arithmetik (1884) de Frege pourraient observer que la premie`re des affirmations
ci-dessus pourrait aussi s’e´noncer ainsi :
— la collection de traits verticaux qui est en bijection avec la collection de pommes qui
sont dans mon panier est celle qui constitue le nombre indique´ par le symbole « 5» ;
ou si l’on pre´fe`re ains :
— la collection de traits verticaux qui est en bijection avec la collection de pommes qui
sont dans mon panier est le nombre 5.
Note Historique 1.8. Comme on l’a de´ja` remarque´ dans la note historique I.2,
Frege sugge´ra, dans les Grundlagen der Arithmetik, d’entendre une proposition dans
laquelle intervient un terme nume´ral comme l’association d’un objet, identifie´ avec
un nombre, a` un concept. L’analyse qu’on vient de donner de la proposition « il y
a 5 pommes dans mon panier» concorde avec la suggestion de Frege : selon cette
analyse, une telle proposition dit du concept ‘pommes qui sont dans mon panier’
qu’il est associe´ au nombre 5. Cela signifie que, dans cette proposition, le symbole
« 5» (mais on aurait pu dire la meˆme chose du terme « cinq» s’il e´tait apparu dans
une telle proposition) se re´fe`re a` un objet, est le nom d’un objet.
Comme on l’a aussi remarque´ dans la note I.3, cette conclusion permet, d’apre`s
Frege, d’assigner aux termes (et aux symboles) nume´raux la meˆme signification, qu’ils
interviennent dans des propositions arithme´tiques ou qu’ils interviennent dans des
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propositions du langage quotidien : ces termes sont dans les deux cas des noms d’ob-
jets. Frege pense que la possibilite´ de garantir cette identite´ de signification est une
condition a` laquelle toute philosophie plausible de l’arithme´tique doit satisfaire : si
cela n’e´tait pas le cas, on comprendrait mal comment l’arithme´tique peut pre´tendre a`
une application dans la vie quotidienne. Je crois que Frege a, a` ce propos, parfaitement
raison.
Dire qu’un terme nume´ral est un nom d’objet n’est pas exactement la meˆme chose
que de dire qu’un nombre est un objet. Pour passer de la premie`re a` la deuxie`me the`se,
il faut disposer d’une explication plausible de l’identification entre nombres et objets
qui ne renvoie pas, tout simplement, au fonctionnement logique du langage. Bien qu’il
n’y ait aucun doute que Frege ait soutenu dans les Grundlagen la premie`re de ces
the`ses, certains doutent qu’il ait aussi soutenu la deuxie`me. Bien que la distinction
entre les deux the`ses soit parfaitement claire, il me semble pourtant que la manie`re
avec laquelle Frege soutient la premie`re rend sa philosophie totalement redevable non
seulement de la deuxie`me the`se, mais aussi d’une the`se bien plus forte : les nombres
sont des objets qui existent inde´pendamment de nos constructions the´oriques et de
notre langage ; les propositions portant sur les nombres sont vraies ou fausses de ces
objets, et leur valeur de ve´rite´ est donc inde´pendante de toute preuve (dire d’une
proposition arithme´tique qu’elle a e´te´ prouve´e ou qu’elle est prouvable ce n’est pas
la meˆme chose que de dire qu’elle est vraie). Cette the`se plus forte est ge´ne´ralement
connue sous le nom de «platonisme arithme´tique», et Frege est ge´ne´ralement pre´sente´
comme le champion du platonisme arithme´tique.
Naturellement, l’arithme´tique n’est pas la seule branche des mathe´matiques par
rapport a` laquelle il est possible d’e´noncer la the`se platoniste. Ce qu’on vient de
dire des nombres peut bien eˆtre dit de tout autre entite´ mathe´matique. Le plato-
nisme mathe´matique serait alors la the`se qui affirme l’existence pre´alable d’un do-
maine d’objets mathe´matiques, que nos the´ories mathe´matiques ne font que de´crire,
tant bien que mal. Cette the`se est accepte´e par un bon nombre de philosophes des
mathe´matiques contemporains et elle est tout naturellement accepte´e par la majo-
rite´ des mathe´maticiens. Elle comporte pourtant de graves proble`mes et des am-
bigu¨ıte´s non secondaires. Le de´bat autour des avantages et des difficulte´s du pla-
tonisme mathe´matique a e´te´ tre`s vif depuis la fin du XIXe`me sie`cle et il est loin
d’eˆtre termine´. Il me semble pourtant que ce de´bat pourrait eˆtre bien plus productif
si on savait distinguer la the`se radicale, ou ontologique, que je viens de pre´senter,
d’autres the`ses qui, tout en concordant avec celle-ci quant a` l’interpre´tation des
the´ories mathe´matiques comme des the´ories d’objets, sauraient e´viter les de´rives on-
tologiques et me´taphysiques de cette position. Pour ce faire, il me semble possible et
souhaitable de se tourner du coˆte´ d’une conception phe´nome´nologique de l’objectivite´.
Lectures possibles : M. Dummet, Frege. Philosophy of Mathematics, Duck-
worth, London 1991 ; M. Panza et J.-M, Salanskis (e´ds.), L’objectivite´ mathe´matique.
Platonisme et structures formelles, Masson, Paris, 1995.
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CHAPITRE 2
Nombres entiers positifs : une the´orie axiomatique
Dans l’expose´ pre´ce´dent, on n’a eu aucun besoin de se re´fe´rer a` des axiomes, c’est-a`-dire
a` des propositions non de´montre´es qui fournissent un point de de´part pour une the´orie. La
raison en est que la the´orie des nombres (entiers positifs) qui y est pre´sente´e traite d’objets
empiriques tels que les collections de traits verticaux. Cela ne signifie pas qu’elle fasse l’objet
d’une confirmation expe´rimentale ou qu’elle puisse eˆtre re´fute´e par l’expe´rience. Comme toute
the´orie empirique, elle construit ses objets par abstraction en les identifiant a` des entite´s qui
sont en meˆme temps sensibles et universelles. Le caracte`re sensible de ces entite´s vient du fait
qu’elles ne se pre´sentent que sous la forme d’objets, de´termine´s dans le temps et l’espace, dont
les proprie´te´s sensibles (ou certaines des proprie´te´s sensibles) de´cident des proprie´te´s de ces
meˆmes entite´s ; leur caracte`re universel vient en revanche de ce qu’on de´cide d’en conside´rer les
diffe´rentes pre´sentations comme des manifestations du meˆme objet, et qu’on limite et codifie
l’ensemble des proce´dures juge´es aptes a` fournir des renseignements sur cet objet. Tout au plus,
on aurait pu se re´clamer d’un syste`me d’axiomes pour fixer ces proce´dures. Mais on a pre´fe´re´
le faire diffe´remment, en se re´clamant de notre capacite´ de distinguer l’acte de compter de tout
autre acte portant sur une collection d’objets.
Ce qui est particulier a` la the´orie expose´e dans le chapitre 1, par rapport aux autres
the´ories empiriques, c’est qu’elle fixe a priori et une fois pour toutes, aussi bien les pratiques
portant sur les pre´sentations de ses objets et aptes a` fournir des renseignements sur eux, que les
proce´dures permises pour parvenir a` une pre´sentation de ces objets. Ainsi, aucune re´futation
n’est possible et la the´orie qu’on a expose´e peut eˆtre reconnue a` la fois comme empirique et
comme mathe´matique, et donc (en tant que telle) infalsifiable par l’expe´rience.
Les de´monstrations qui interviennent dans cette the´orie se fondent ainsi, en dernie`re ins-
tance, sur des pratiques re´gle´es, portant sur des objets sensibles tels que les collections de traits
verticaux. Il suffit, pour valider de telles de´monstrations, de s’assurer qu’elles ne de´pendent pas
de la nature particulie`re des objets sensibles sur lesquels elles portent, et peuvent donc eˆtre
re´pe´te´es sur n’importe quelles autres collections de traits verticaux (et meˆme sur n’importe
quelles autres collections d’objets). Mais, si on ne doute pas que ces preuves soient correctes,
on peut penser qu’elles ne font pas e´merger la logique strictement formelle qu’on voudrait trou-
ver a` la base de la plus fondamentale des the´ories mathe´matiques, celle des nombres entiers
positifs. C’est la raison qui a conduit plusieurs mathe´maticiens, vers la fin du XIXe sie`cle, a`
chercher une the´orie formelle de ces nombres, c’est-a`-dire un syste`me logique dans lequel on
puˆt retrouver (convenablement re´interpre´te´s) tous les the´ore`mes connus portant sur les nombres
entiers positifs.
Note Historique 2.1. D’apre`s l’historiographie courante, une crise profonde,
concernant les fondements meˆmes des mathe´matiques, s’est abattue sur cette disci-
pline, entre la fin du XIXe`me sie`cle et le de´but du XXe`me. Pour soutenir ce jugement,
on se re´clame d’abord de la naissance des ge´ome´tries non euclidiennes ; on cite en-
suite les paradoxes de l’infini, ceux apparus a` l’inte´rieur de la the´orie des fonctions
de variable re´elle, et enfin ceux qui concerne`rent la the´orie des ensembles. Tout cela
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aurait montre´ aux mathe´maticiens qu’une grande partie des convictions qu’ils avaient
maintenues pendant des sie`cles, parfois des mille´naires, n’e´taient fonde´es que sur des
sentiments d’e´vidence qui se re´ve´laient trop faibles pour soutenir l’attaque inexorable
des raisons de la logique.
Meˆme si la lecture d’un tel fragment de l’histoire des mathe´matiques qui se
re´clame d’une opposition entre l’intuition et la logique me paraˆıt largement insa-
tisfaisante, il n’y a pas de doute que ces phe´nome`nes conduisirent les mathe´maticiens
a` repenser les modalite´s de fondation de leurs the´ories, et meˆme a` aborder en ge´ne´ral
la question des crite`res de le´gitimite´ tant des pre´misses d’une the´orie mathe´matique
que des preuves accepte´es a` l’inte´rieur de ces the´ories. La fondation de l’arithme´tique
propose´e par Frege dans ses Grundlagen, dont on a parle´ dans le chapitre 1, et celles
de Dedekind et Peano, dont on va parler dans la suite, sont, du moins en partie, des
filles directes de cette re´flexion.
En restant a` un niveau de ge´ne´ralite´ plus e´leve´, on distingue habituellement entre
trois approches dans les re´ponses qui furent donne´es a` ces proble`mes : l’approche logi-
ciste, inaugure´e par Frege, tendant a` une re´duction des mathe´matiques a` la the´orie des
ensembles et, plus ge´ne´ralement, a` la logique ; l’approche intuitionniste, ge´ne´ralement
associe´e au nom du mathe´maticien hollandais L. E. J. Brouwer (cf. note 6.4), affir-
mant qu’une the´orie mathe´matique ne pouvait faire confiance qu’a` des arguments
finitaires et constructifs ; et l’approche formaliste, qui, apre`s avoir e´te´, en quelque
sorte, annonce´e par les travaux de Dedekind et Peano, aurait e´te´ finalement codifie´e
par David Hilbert, qui, dans les anne´es 1920 sie`cle, consacra plusieurs me´moires a` la
question des fondements des mathe´matiques.
Malheureusement, la plupart des textes historiques et philosophiques non consacre´s
explicitement a` une analyse des conceptions de Hilbert, pre´sentent le formalisme en
termes presque caricaturaux, souvent pour rendre plus facile la taˆche de la critique.
On dit souvent que l’ambition formaliste est de re´duire les mathe´matiques a` un pur
jeu formel, dans lequel n’interviendraient que des successions et des transformations
de symboles. A` en croire ces caricatures, le mathe´maticien formaliste ne ferait que
jongler avec des symboles, auxquels il n’aurait attache´ aucune signification diffe´rente
de celle qui leur est assigne´e par les re`gles syntactiques qui pre´sident a` leurs combi-
naisons.
Mais, naturellement, ni Hilbert, ni aucun mathe´maticien ou philosophe des mathe´matiques
se´rieux, n’a jamais soutenu une telle absurdite´. La conviction de Hilbert e´tait plutoˆt
que les enchaˆınements logiques, non directement constructifs et finitaires, propres a`
une the´orie mathe´matique, doivent eˆtre aptes a` eˆtre traduits en preuves formelles,
conduites a` l’inte´rieur de syste`mes, dont on devait pouvoir de´montrer finitairement
et constructivement la cohe´rence (le fait que pour tout e´nonce´ p formulable dans le
syste`me, p et non-p ne sont pas en meˆme temps des the´ore`mes) et la comple´tude
syntactique (le fait que pour tout e´nonce´ p formulable dans le syste`me, ou bien c’est
un the´ore`me p, ou bien c’est un the´ore`me non-p). On sait qu’en de´montrant que tout
syste`me formel cohe´rent, assez riche pour pouvoir contenir l’arithme´tique, est syntac-
tiquement incomplet (c’est le ce´le`bre the´ore`me d’incomple´tude de Go¨del, de´montre´
par ce dernier en 1931), Go¨del rendit vaines les espe´rances de Hilbert.
Cela ne conduit pourtant pas les mathe´maticiens a` abandonner l’ide´e que la for-
malisation d’une preuve ou d’une the´orie pouvait apporter, plutoˆt qu’un fondement
certain, au moins une clarification des relations logiques inhe´rentes a` cette preuve
ou the´orie, et une explicitation de ses conditions et de ses pre´misses. C’est sous cette
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forme que l’ide´al formaliste reste vivant parmi les mathe´maticiens (meˆme si, en partie
sous la pousse´e de nouvelles exigences d’application et de la plus large capacite´ de cal-
cul induite par l’ave`nement des ordinateurs, on a aujourd’hui une tendance toujours
plus forte a` travailler a` l’inte´rieur de the´ories non formalise´es) ; le formalisme n’est
jamais pense´ par un mathe´maticien autrement que comme une forme de pre´sentation
et/ou une modalite´ d’objectivation d’ide´es profondes, concernant la structure d’un
monde que le mathe´maticien vise, par ses efforts, a` interroger et a` comprendre. C’est
aussi de cette manie`re qu’on doit e´tudier et comprendre les the´ories formelles : non
pas comme des syste`mes ferme´s et de´pourvus de toute raison exte´rieure, mais comme
le re´sultat de l’effort de compre´hension d’une re´alite´ pre´alable.
Lectures possibles : F. Gonseth, Les mathe´matiques et la re´alite´, Alcan, Paris,
1936 (re´imprime´ par Blanchard, Paris, 1974) ; P. Benacerraf and H. Putnam (ed. by),
Philosophy of Mathematics. Selected readings, Cambridge Univ. Press, Cambridge,
London, New York, New Rochelle, Melbourne, Sydney, 2nd ed., 1983 ; J.-C. Pont,
«Aux sources du conventionnalisme», Les savants et l’e´piste´mologie vers la fin du
XIXe`me sie`cle, M. Panza et J.-C. Pont, e´ds., , Blanchard, Paris, 1995, pp. 109-144.
∗ ∗ ∗
Ne´ a` Ko¨nigsberg en 1862, David Hilbert e´tudia les mathe´matiques a` l’univer-
site´ de sa ville natale, ou` il fut nomme´ professeur en 1892. En 1895 il se transfe´ra a`
Go¨ttingen, ou` il resta jusqu’a` la fin de sa carrie`re, pour rentrer enfin a` Ko¨nigsberg, ou`
il mourut en 1943. Avec Poincare´ (cf. note 1.5), Hilbert fut probablement le dernier
mathe´maticien universel de l’histoire. Ses contributions fondamentales concernent
pratiquement la totalite´ des domaines des recherches mathe´matiques. Outre les tra-
vaux qu’on a e´voque´s ci-dessus, les philosophes des mathe´matiques citent souvent
pour ses e´tudes sur les fondements de la ge´ome´trie euclidienne, dans lesquels, en
meˆme temps qu’il inaugura la longue saison de l’axiomatisation ge´ome´trique, il par-
vint a` de´voiler les directrices profondes des de´veloppements de cette discipline, a`
partir d’Euclide jusqu’a` Descartes et a` la naissance de la ge´ome´trie projective.
Dans le deuxie`me congre`s international de mathe´matiques, tenu a` Paris en 1900,
on demanda a` Hilbert de pre´voir les lignes de de´veloppement des mathe´matiques pour
le sie`cle qui s’annoncait selon lui. Hilbert re´pondit en e´nonc¸ant vingt-trois proble`mes
ouverts qui, a` son opinion, auraient occupe´ les mathe´maticiens des ge´ne´rations suc-
cessives. Un sie`cle plus tard, on ne peut que rester e´tonne´ de la capacite´ de pre´vision
qu’il de´montra a` cette occasion : ces proble`mes furent et, sont encore en partie, au
centre des recherches mathe´matiques. Si, a` l’aube du XXIe`me sie`cle, on voulait faire
de meˆme, on ne saurait pas trouver de mathe´maticien capable du meˆme exploit. Ce
que Hilbert fit a` lui tout seul, il y a un sie`cle, ne pourrait eˆtre fait aujourd’hui que par
une e´quipe relativement large de mathe´maticiens, avec des spe´cialisations diffe´rentes.
Lectures possibles : C. Reid, Hilbert, Springer Verlag, Berlin, Heidelberg, New
York, 1970 ; P. Cassou-Nogue`s, Hilbert, Les Belles Lettres, Paris, 2001 ; J. Gray, Le
De´fi de Hilbert. Un sie`cle de mathe´matiques, Dunod, Paris, 2003.
Parmi ces tentatives, deux me´ritent une attention particulie`re : celle du mathe´maticien
allemand R. Dedekind et celle du mathe´maticien italien G. Peano. Ces deux the´ories ont natu-
rellement des affinite´s, mais elles diffe`rent aussi sur beaucoup d’aspects. Tandis que Dedekind
construit, a` partir de la donne´e pre´alable d’un ensemble infini, la succession infinie des nombres
entiers positifs comme une chaˆıne satisfaisant a` certaines conditions, et peut donc de´montrer
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les principales proprie´te´s des nombres entiers positifs comme des proprie´te´s des e´le´ments de la
chaˆıne, Peano ne part que de cinq axiomes fixant les proprie´te´s d’un ensemble pre´sente´ d’emble´e
comme l’ensemble des nombres entiers positifs (ou naturels, comme on dira dans la suite). Ici
je me limite a` pre´senter la the´orie de Peano, sans doute plus simple et plus abordable que
celle de Dedekind, sous la forme qui m’apparaˆıt la plus convenable (qui n’est d’ailleurs pas, a`
strictement parler, celle choisie par Peano lui-meˆme). Je ferai l’hypothe`se que le lecteur soit
familier avec quelques notions e´le´mentaire, qui font l’objet d’un premier cours de logique, meˆme
si, de temps a` autre, j’introduirai des pre´cisions qui me paraˆıtront eˆtre utiles.
Note Historique 2.2. Entre 1884 et 1891, quatre auteurs essaye`rent, en par-
tant de points de vues diffe´rents, de fournir des fondements pour l’arithme´tique.
D’abord Frege, avec ses Grundlagen de 1884, dont on a parle´ dans la chapitre 1,
ensuite Richard Dedekind, en 1888, avec le me´moire Was sind und was sollen die
Zahlen ?, et Giuseppe Peano, une anne´e plus tard, avec ses Arithmetices Principia,
nova methodo exposita, et enfin Edmund Husserl, en 1891, avec sa Philosophie der
Arithmetik. Si les motivations de Frege concernaient surtout l’analyse logique du lan-
gage et celles de Husserl visaient plutoˆt une recherche sur les origines psychologiques
des concepts nume´raux, Dedekind et Peano avaient en vue une ve´ritable fondation
mathe´matique de l’arithme´tique.
Comme Frege, Dedekind pensait que pour fonder l’arithme´tique il faut se re´clamer
de la notion d’ensemble. Mais, tandis que Frege semble prendre cette notion comme
une notion logique primitive, en se contentant de contribuer a` sa clarification philo-
sophique, Dedekind fut un des premiers, avec G. Cantor, a` concevoir une ve´ritable
the´orie mathe´matique des ensembles. D’apre`s lui, l’arithme´tique doit eˆtre pense´e
comme une the´orie de certaines sortes d’ensembles qualifie´s de « chaˆınes », et ca-
racte´rise´s comme on le verra ci-dessous.
On de´finira par la suite, avec plus de pre´cision, la notion d’application. Pour
l’instant on peut se limiter a` penser une application comme une loi qui associe tout
e´le´ment d’un ensemble A donne´ a` un e´le´ment d’un ensemble B e´galement donne´,
e´ventuellement co¨ıncidant avec A, de telle sorte que si a est un e´le´ment de A qui
est associe´ par cette loi a` un e´le´ment b de B, alors il n’est associe´ qu’a` cet e´le´ment
de B, de sorte qu’aucun e´le´ment de A n’est associe´ par cette loi, en meˆme temps,
a` deux ou plusieurs e´le´ments de B. Si les deux ensembles A et B co¨ıncident, alors
l’application est une application de cet ensemble sur lui-meˆme et associe des e´le´ments
d’un ensemble A donne´ a` des e´le´ments de ce meˆme ensemble, de telle sorte qu’aucun
e´le´ment de A n’est associe´ en meˆme temps a` deux ou plusieurs e´le´ments de A. Soit
alors S un ensemble donne´, Φ une application de S sur lui-meˆme et K un sous-
ensemble (non vide) de S, tel que l’application Φ associe a` tout e´le´ment de K un
e´le´ment de S. On dira que K est une chaˆıne de S, et en particulier une Φ-chaˆıne
de S, si l’ensemble Φ(K) de tous les e´le´ments de S qui sont associe´s par Φ a` des
e´le´ments de K est inclus dans K. Imaginons maintenant que T soit un sous-ensemble
non vide quelconque d’un ensemble S donne´, et conside´rons toutes les Φ-chaˆınes de
S qui contiennent T . L’intersection de ces Φ-chaˆınes ne sera e´videmment pas vide
et elle sera dite «Φ-chaˆıne de T ». Si T se re´duit a` un seul e´le´ment x de S, alors
la Φ-chaˆıne de T sera dite aussi «Φ-chaˆıne de x». Soit maintenant N un ensemble
tel qu’il existe une application F de N sur lui-meˆme, qui est a` son tour telle que
N co¨ıncide avec la Φ-chaˆıne d’un e´le´ment n de N qui n’appartient pas a` l’ensemble
Φ(N) de tous les e´le´ments de N qui sont associe´s par Φ a` des e´le´ments de N . On dira
que l’ensemble N est « simplement infini». D’apre`s Dedekind, l’arithme´tique n’est
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rien d’autre que la the´orie d’un ensemble simplement infini quelconque. Le lecteur
motive´ pourra prouver a` lui tout seul, une fois qu’il aura pris connaissance de la
de´finition de progression qu’on donnera ci-dessous, qu’un ensemble est simplement
infini si et seulement s’il est une progression. Cela lui montrera que la formalisation
de l’arithme´tique propose´e par Dedekind est logiquement e´quivalente a` celle propose´e
par Peano.
Plutoˆt que de chercher, comme Dedekind, a` construire explicitement des en-
sembles ve´rifiant les lois de l’arithme´tique, Peano e´tait inte´resse´ a` e´noncer des axiomes
a` partir desquels tous les the´ore`mes de l’arithme´tique pouvaient eˆtre de´duits par l’ap-
plication de lois d’infe´rence purement logiques. Convaincu de la ne´cessite´ de pre´ciser
le langage des mathe´matiques, et de re´duire tout argument mathe´matique a` une pure
de´duction formelle conduite a` l’inte´rieur d’un langage pre´alablement donne´, Peano
conc¸ut l’oeuvre de fondation de l’arithme´tique comme un effort de formalisation. Il
fut de cette manie`re un des pionniers de la logique moderne ; on raconte que sa ren-
contre avec Russell fut a` l’origine du tournant qui porta ce dernier a` abandonner
ses conceptions ide´alistes et transcendantales, et a` se consacrer aux recherches qui
le conduisirent a` la re´daction, avec A. P. Whitehead, des Principia Mathematica.
Son texte de 1889 est en latin ; plus tard, Peano inventera meˆme une longue toute
nouvelle — le latino sine flexione — pre´nant la forme d’un latin simplifie´, dans le
but de libe´rer la communication et l’exposition scientifique des impre´cisions et des
suppositions implicites qui affectent les langues vernaculaires.
Lectures possibles : D. Gillies, Frege, Dedekind and Peano on the Foundations
of Arithmetic, Van Gorcum, Assen, 1982 ; J.-P. Belna, La notion de nombre chez
Dedekind, Cantor, Frege, Vrin, Paris, 1996.
∗ ∗ ∗
Richard Dedekind naquit a` Brunswick en Allemagne, le 6 octobre 1831, et mou-
rut e´galement a` Brunswick, le 12 fe´vrier 1916. Il e´tudia a` l’universite´ de Go¨ttingen ou`
il rencontra Bernhard Riemann et devint un e´le`ve du «prince des mathe´matiques »,
Friedrich Gauss. Apre`s avoir e´te´ assistant de Dirichlet, le successeur de Gauss, il
fut nomme´ en 1858 comme professeur a` l’E´cole Polytechnique de Zurich et en 1862,
il retourna a` Brunswick comme professeur a` l’E´cole Polytechnique, ou` il resta jus-
qu’a` la fin de sa vie. Ses contributions les plus importantes aux de´veloppements des
mathe´matiques concernent la the´orie des nombres, les fondements de l’arithme´tique
et de l’analyse, en particulier la de´finition des nombres re´els et la caracte´risation
mathe´matique de la notion de continuite´, sur lesquels on reviendra dans le chapitre 6.
Lecture possibles : P. Dugac, Richard Dedekind et les fondements des mathe´matiques,
Vrin, Paris, 1976.
∗ ∗ ∗
Ne´ a` Spinetta, pre`s de Cuneo en Italie, le 27 aouˆt 1858 et mort a` Turin le 20
avril 1932, Giuseppe Peano fit ses e´tudes a` l’universite´ de Turin, ou` il fut nomme´
professeur a` l’aˆge de trente-deux ans. Bien qu’il soit surtout connu pour ses travaux
de pionnier en logique formelle et par son essai sur les fondements de l’arithme´tique,
il consacra la plupart de ses recherches mathe´matiques a` des questions d’analyse et
a` la mise en place d’un « calcul ge´ome´trique». En 1891, il fonda la Rivista di Mate-
matica, autour de laquelle il re´unit un groupe de jeunes collaborateurs dont certains
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devinrent, comme Pieri et Burali-Forti, des mathe´maticiens de premie`re envergure.
En 1895 il publia la premie`re e´dition de ce qu’il avait conc¸u comme son chef d’oeuvre,
le Formulario, une exposition, selon les normes d’une de´duction purement formelle et
e´crite dans un langage purement logique, de l’ensemble des mathe´matiques connues.
Peano en pre´para cinq e´ditions successives, mais le Formulario ne connut toutefois
pas le succe`s que son auteur avait espe´re´. De meˆme que le latino sine flexione, le for-
malisme de Peano, mis a` part quelques symboles isole´s, comme le symbole «∈» indi-
quant l’appartenance d’un e´le´ment d’un ensemble, disparut graduellement de la sce`ne
mathe´matique internationale, et ne surve´cut pas a` son auteur.
Lectures possibles : H. C. Kennedy, Peano. Life and Works of Giuseppe Peano,
Reidel Pub. Comp., Dordrecht, Boston, London, 1980 ; G. Heinzmann, Poincare´,
Russell, Zermelo et Peano. Textes de la discussion (1906-1912) sur les fondements
des mathe´matiques : des antinomies a` la pre´dicativite´, Blanchard, Paris, 1986.
1. L’ensemble des nombres naturels : les cinq axiomes de Peano
0n va commencer notre exposition par la de´finition suivante :
De´finition 1.1. On appelle « progression » un ensemble P non vide, sur lequel est de´finie
une relation binaire note´e «P », telle que chaque e´le´ment de P est dans la relation P avec un
et un seul e´le´ment de P distinct de lui-meˆme, et :
(i): en P il y un e´le´ment, disons α, tel qu’aucun e´le´ment de P n’est dans la relation P
avec α (c’est-a`-dire qu’il n’y a pas de x appartenant a` P tel que xPα) ;
(ii): il n’y a aucun e´le´ment de P, tel que plusieurs e´le´ments distincts de P soient dans
la relation P avec lui (c’est-a`-dire que si y et z sont des e´le´ments distincts de P, alors
il n’y pas en P un e´le´ment x, tel que yPx et zPx) ;
(iii): pour chaque e´le´ment x de P, on peut passer, par une succession finie d’e´tapes, de
α a` x, en passant a` chaque e´tape de l’e´le´ment conside´re´ a` celui avec lequel cet e´le´ment
est dans la relation P (ainsi, si x est l’e´le´ment de P tel que αPx, on passe d’abord
de α a` x, et si y est l’e´le´ment de P tel que xPy, on passe ensuite de x a` y, et ainsi
de suite).
Remarque 2.1. Qu’on observe que la notion de relation, ainsi qu’elle est de´finie en
logique moderne, et ainsi qu’on l’emploie ici, est telle que le fait qu’un objet x est en une
certaine relation avec un objet y est bien diffe´rent du fait que l’objet y est en cette meˆme
relation de avec l’objet x. Une relationR peut bien suˆr eˆtre syme´trique, c’est-a`-dire que pour
tout couple d’objets x et y, si xRy alors yRx. Tel est par exemple le cas de la relation ‘eˆtre
concitoyen de’. Ceci n’est pourtant pas le cas de toute relation, et, en particulier, ce n’est
pas le cas de la relation P de´finie sur P. En outre, meˆme si R est une relation syme´trique,
l’eˆtre de x dans la relation R avec y n’est pas la meˆme chose que l’eˆtre de y dans la relation
R avec x. Ainsi, il est bien possible que tout e´le´ment d’un ensemble E soit dans une relation
R avec un autre e´le´ment de E, et qu’il y ait en E un certain e´le´ment x, tel qu’aucun autre
e´le´ment de E ne soit dans la relation R avec x. Ceci est justement le cas pour l’ensemble
P, l’objet α et la relation P qui interviennent dans la de´finition pre´ce´dente.
La de´finition 1.1 permet de de´montrer aise´ment le the´ore`me suivant :
The´ore`me 1.1. L’ensemble des nombres entiers positifs (tels qu’ils ont e´te´ de´finis dans le
chapitre 1) est une progression.
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Preuve Il s’agit de ve´rifier que l’ensemble {{|} , {|, |} , {|, |, |} , . . .} (ou e´ventuellement l’en-
semble {∅, {|} , {|, |} , {|, |, |} , . . .}) satisfait a` toutes les conditions intervenant dans la de´finition
1.1, ce qui est facile a` faire en prenant le nombre {|} (ou e´ventuellement le nombre ∅) pour
l’e´le´ment α de cet ensemble et en identifiant la relation P avec la relation qui intervient entre
tout nombre (entier et positif) n et son successeur σ (n). 
S’il est facile d’aboutir a` cette preuve, il est e´galement facile de prouver que, a` partir de
l’ensemble des nombres entiers positifs (tels qu’ils ont e´te´ de´finis dans le chapitre 1), il est
possible de construire d’autres progressions, distinctes de cet ensemble. Un exemple imme´diat
est donne´ par l’ensemble {1, 3, 5, . . .} dans lequel on prend encore α = 1 et on identifie la
relation P avec la relation qui intervient entre tout nombre (entier et positif) n et le successeur
σ(σ (n)) de son successeur. La construction d’autres exemples ne comporterait aucune difficulte´
et est laisse´e au lecteur comme exercice.
Remarque 2.2. Le the´ore`me 1.1 n’est pas une conse´quence quelconque de la de´finition
1.1 ; dans un sens, il est sa raison d’eˆtre meˆme. Cette dernie`re de´finition a e´te´ en effet conc¸ue
de manie`re a` exprimer la structure logique de l’ensemble des nombres entiers positifs, tels
que nous les apprenons avant toute formalisation de l’arithme´tique. On a la` un exemple
typique d’une dialectique intrinse`que a` toute sorte de formalisation. Si les de´finitions et
les axiomes qui fournissent la base d’un syste`me formel sont, par rapport au de´roulement
des de´ductions a` l’inte´rieur de ce meˆme syste`me, des points de de´part non justifie´s, des
pre´misses impose´es par un acte the´tique parfaitement libre du mathe´maticien, ils sont aussi
impose´s par le but ultime de l’acte de formalisation, qui est ge´ne´ralement celui de retrouver,
comme conse´quences de ces pre´misses, des the´ore`mes bien connus a` l’avance. Si, dans un
sens, rien n’oblige a` choisir une de´finition ou un axiome plutoˆt qu’un autre (pourvu qu’on
reste cohe´rent), aucun mathe´maticien ne saurait exploiter cette liberte´ pour construire des
the´ories parfaitement arbitraires. Aucune construction mathe´matique ne peut eˆtre comprise
sans tenir compte du but qu’elle poursuit, qui est ge´ne´ralement celui d’exprimer, au moyen
d’un syste`me abstrait et ge´ne´ral, des connexions de´ja` observe´es sous une forme ou un aspect
particulier. L’hostilite´ que certains e´prouvent face aux mathe´matiques et a` leur formalisme
de´pend, dans la plupart des cas, de l’incompre´hension de cette dialectique, et de la conviction
profonde´ment errone´e, souvent induite par un mauvais enseignement, que les pre´misses et les
modes d’enchaˆınement d’une the´orie mathe´matique sont des commandements indiscutables,
dicte´s par une autorite´ externe, dont la volonte´ et les raisons sont totalement insaisissables.
La de´finition 1.1 nous permet aussi de prouver un the´ore`me qui justifie a priori toute la
construction de Peano :
The´ore`me 1.2. Un ensemble H est une progression si et seulement s’il remplit les condi-
tions suivantes :
P.1): H n’est pas vide et il contient en particulier un e´le´ment, note´ «x0 », qui satisfait
aux conditions (P.3) et (P.5) ;
P.2): sur H est de´finie une application Φ, associant tout e´le´ment x de H a` un (et un
seul) e´le´ment Φ (x) du meˆme H, c’est-a`-dire que Φ est telle que :
si x appartient a` h, alors Φ (x) appartient a` h.
P.3): il n’y a pas d’e´le´ment x de h tel que :
x0 = Φ(x)
P.4): si x et y appartiennent a` h et Φ (x) = Φ(y), alors x = y ;
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P.5): si S est un sous-ensemble de h tel que :
(i) x0 appartient a` S ;
(ii) si x appartient a` S, alors Φ(x) appartient a` S ;
alors S co¨ıncide avec H (c’est-a`-dire que chaque x appartenant a` H appartient a`
S).
Remarque 2.3. On note que la condition d’unicite´ indique´e entre parenthe`ses dans la
condition (P.2) est implicite dans la notion meˆme d’application, car on appelle « application» toute
association entre deux ensembles qui associe chaque e´le´ment du premier ensemble a` un
et un seul e´le´ment du deuxie`me. On de´note ge´ne´ralement une application par le symbole
«ϕ : A → B », ou` «ϕ » est le nom de l’application et A et B sont deux ensembles, dits
respectivement « ensemble de de´part » et « ensemble d’arrive´e» de ϕ, l’application ϕ e´tant
dite, de ce fait, « application de A vers B ». L’e´le´ment y de B qui re´sulte associe´, par une
application ϕ, a` un e´le´ment x de A est dit « image de x selon ϕ » et est ge´ne´ralement note´
«ϕ(x)», de sorte que l’e´galite´ « y = ϕ(x)» nous dit justement que y est l’image de x se-
lon ϕ. On observe qu’il n’est pas ne´cessaire que A et B soient des ensembles distincts. Le
meˆme ensemble peut servir en effet aussi bien d’ensemble de de´part que d’ensemble d’ar-
rive´e pour une application. Si A est cet ensemble, alors on appelle l’application en question
« application de A sur lui-meˆme ». Ceci est le cas de l’application Φ intervenant dans le
the´ore`me pre´ce´dent, qui est justement une application de H sur lui-meˆme.
Une application est ainsi un type particulier de fonction, car on appelle « fonction» toute
association entre deux ensembles (dit respectivement « ensemble de de´part » et « ensemble
d’arrive´e» de la fonction) qui associe chaque e´le´ment d’un sous-ensemble quelconque du
premie`re ensemble (e´ventuellement chaque e´le´ment du premier ensemble) a` un et un seul
e´le´ment du deuxie`me. Si f est une fonction et A et B sont respectivement son ensemble de
de´part et son ensemble d’arrive´e (ce qu’on note e´galement par le symbole « f : A→ B » ),
alors on dit, comme dans le cas plus restraint d’une application, que l’e´le´ment y de B qui
re´sulte associe´e par f a` l’e´le´ment x de A est l’image de x selon f et on le note par le symbole
« f(x)».
Comme la de´finition pre´ce´dente le dit, il n’est donc pas ne´cessaire qu’une fonction f
associe tout e´le´ment de son ensemble de de´part a` un (et un seul) e´le´ment de son ensemble
d’arrive´e. Pour avoir une fonction de A vers B, il suffit que chacun parmi certains e´le´ments
de A soit associe´ a` un (et un seul) e´le´ment de B. Par exemple si on prend comme ensemble
de de´part et d’arrive´e l’ensemble des nombres entiers positifs (tels qu’on les a de´finis dans
le chapitre 1), et comme loi d’association celle qui associe a` un nombre entier positif x
le nombre entier positif x − 27, il est clair que seulement les nombres entiers plus grands
ou e´gaux a` 27 sont associe´s par cette fonction a` un (et un seul) nombre entier positif. Le
sous-ensemble de l’ensemble de de´part d’une fonction f forme´ par tous les e´le´ments de cet
ensemble qui re´sultent associe´s par f a` un (et un seul) e´le´ment de l’ensemble d’arrive´e est
dit «domaine de f » (ou, quelque fois, «domaine de de´finition de f » ).
Ainsi, une application n’est rien d’autre qu’une fonction dont l’ensemble de de´part
co¨ıncide avec le domaine de de´finition. Ceci e´tant dit, notons que rien n’oblige une fonction
ou, plus en particulier, une application a` eˆtre telle que tout e´le´ment de son ensemble d’arrive´e
soit tel qu’un e´le´ment de son ensemble de de´part lui soit associe´ par cette meˆme fonction
ou application. Si on prend encore comme ensemble de de´part et d’arrive´e l’ensemble des
nombres entiers positifs, et comme loi d’association une fonction qui associe a` un nombre
entier positif x le nombre entier positif x+27, il est clair que seulement les nombres entiers
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plus grands ou e´gaux a` 27 sont images selon f d’un autre nombre entier positif. Le sous-
ensemble de l’ensemble d’arrive´e B d’une fonction ou d’une application f forme´ par toutes
les images des e´le´ments de l’ensemble de de´part de f est dit « image du domaine de f ».
Une fonction ou application f qui associe tout e´le´ment de son domaine a` un e´le´ment
distinct de son ensemble d’arrive´e (de sorte que chaque e´le´ment de l’image de son domaine
re´sulte eˆtre associe´ par f a` un et un seul e´le´ment de son domaine) — de sorte que si x et
y sont deux e´le´ments distincts du domaine de f , alors les images de x et y selon f sont
aussi distinctes — est dite « injective» ou meˆme directement « injection». Une fonction
ou application f dont l’ensemble d’arrive´e co¨ıncide avec l’image de son domaine est dite
« surjective » ou simplement « surjection». Enfin, une fonction ou application qui est en
meˆme temps injective et surjective est dite «bijective» ou simplement «bijection». Il sera
facile de ve´rifier que ces de´finitions s’accordent aux de´finitions des expressions « eˆtre en bi-
jection» et « eˆtre en injection» donne´es — dans un cas particulier — dans le paragraphe 1,
une fois qu’on a de´cide´ de conside´rer l’association qui associe entre eux les e´le´ments de deux
collections d’objets comme une application, dont ces collections sont respectivement l’en-
semble de de´part et l’ensemble d’arrive´e. Finalement, il ne sera pas difficile de comprendre
que l’application Φ qui intervient dans le the´ore`me pre´ce´dent est de´finie comme une appli-
cation de H sur H l’image de son domaine e´tant l’ensemble H− x0 forme´ en soustrayant de
H l’e´le´ment x0. Cette application sera donc injective, mais elle ne sera pas surjective et elle
ne sera donc non plus bijective.
La preuve du the´ore`me 1.2 est longue, mais non difficile. Il s’agit de montrer que tout
ensemble qui satisfait aux conditions intervenant dans la de´finition 1.1 remplit aussi les condi-
tions (P.1)-(P.5) et, re´ciproquement, que tout ensemble qui satisfait aux conditions (P.1)-(P.5)
satisfait aussi aux conditions intervenant dans la de´finition 1.1. Il faut faire bien attention au
fait que j’aie dit « tout ensemble » et non «un ensemble». La diffe´rence entre les deux formula-
tions est claire : si on se contentait de la deuxie`me, on devrait conclure que pour de´montrer le
the´ore`me 1.2, il suffit d’exhiber une progression qui satisfasse aux conditions (P.1)-(P.5). Or, le
the´ore`me 1.1 nous assure justement que l’ensemble des nombres entiers positifs, tels qu’ils ont
e´te´ de´finis dans le chapitre 1, est une progression. Il suffirait donc de se fonder sur les re´sultats
atteints dans le paragraphe 3 pour conclure qu’un tel ensemble satisfait aussi aux conditions
(P.1)-(P.5), et pre´tendre ainsi avoir de´ja` de´montre´ le the´ore`me. Le vice de cet argument tient
a` ce qu’il est possible que les raisons qui font que l’ensemble des nombres entiers positifs —tels
qu’ils ont e´te´ de´finis dans le chapitre 1— est une progression, ne co¨ıncident pas avec celles qui
font que ce meˆme ensemble satisfait aux conditions (P.1)-(P.5). En utilisant un tel argument, on
montrerait alors seulement que l’ensemble des nombres entiers positifs, tels qu’ils ont e´te´ de´finis
dans le chapitre 1, est une progression, et qu’il satisfait aux conditions (P.1)-(P.5), mais non
pas qu’un ensemble est une progression si et seulement s’il satisfait a` ces dernie`res conditions.
Ceci e´tant dit, voyons la preuve du the´ore`me 1.2 :
Preuve du the´ore`me 1.2 Je partage cette preuve en deux parties qui prouvent respec-
tivement les deux directions de la double implication qu’il faut prouver (je rappelle que pour
prouver que A si et seulement si B, il faut prouver que si A alors B et que si B alors A) :
(a) Imaginons d’abord qu’une progression P soit donne´e. E´tant justement une progression,
P n’est pas vide et posse`de un e´le´ment α qui se comporte comme la de´finition 1.1 le prescrit.
Rien ne nous empeˆche ainsi de noter cet e´le´ment α de P par le symbole «x0 ». Pour montrer
que P satisfait a` la condition (P.1), il suffira donc de montrer que α satisfait aux conditions
(P.3) et (P.5), ce qu’on va faire ci-apre`s. Comme P est une progression, alors pour chaque
e´le´ment x de P il y a un e´le´ment y de P tel que xPy, P e´tant telle qu’elle respecte toutes les
conditions de la de´finition 1.1. Pour de´finir sur P une application Φ qui satisfasse a` la condition
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(P.2), il suffit alors de poser, pour tout e´le´ment x de P, la convention :
y = Φ(x) si et seulement si xPy
Comme cette de´finition est toujours possible, P satisfait a` la condition (P.2). Il est de meˆme
facile de ve´rifier que, graˆce a` cette de´finition et en vertu des conditions (i) et (ii) de la de´finition
1.1, P satisfait aussi aux conditions (P.3) et (P.4). Reste la condition (P.5). Remarquons d’abord
que, selon la de´finition pre´ce´dente de Φ, pour chaque x appartenant a` P, l’image Φ(x) est unique
et elle est distincte de x. Prenons maintenant un e´le´ment quelconque z de P et construisons le
sous-ensemble de P qui contient tous les e´le´ments de P appartenant a` la chaˆıne permettant
de passer dans P de x0 (qui n’est autre que α) a` z. Il est clair que x0 appartient a` cette chaˆıne
et que si x lui appartient, alors son image Φ(x) lui appartiendra aussi, en vertu de la de´finition
de Φ, et que c’est le cas quel que soit z. Imaginons maintenant que S soit un sous-ensemble
de P, que x0 appartienne a` S et que S soit tel que si x lui appartient, alors son image Φ(x)
lui appartient aussi. Ceci dit, conside´rons encore un e´le´ment quelconque z de P. Si z = x0,
alors il appartient a` S. En revanche, si z 6= x0, alors, en vertu de ce qui vient d’eˆtre dit, il sera
l’image d’un e´le´ment de P qui est l’image d’un autre e´le´ment de P qui est l’image d’un autre
e´le´ment de P et ainsi de suite. A` l’issue d’un nombre fini d’e´tapes, on arrivera ainsi a` x0. Donc,
z appartient a` S et S co¨ıncide avec P, car tout e´le´ment z de P appartient a` S, et S est, par
hypothe`se, un sous-ensemble de P. L’ensemble P satisfait donc aussi a` la condition (P.5). Ici
s’ache`ve la premie`re partie de la preuve.
(b) Construisons maintenant un ensemble H qu’on ne caracte´risera que par le fait qu’il
satisfait aux conditions (P.1)-(P.5). Cet ensemble n’est pas vide, en vertu de (P.1). Si l’on
en reste a` (P.2), il pourra ne contenir qu’un e´le´ment x0, pourvu qu’on ait Φ (x0) = x0. Le
diagramme suivant (ou` la fle`che indique l’association induite par l’application Φ) illustre cette
situation :
Premie`re Figure p. 88
Pourtant, si c’e´tait le cas, notre ensemble ne pourrait satisfaire a` la condition (P.3). Il doit
donc contenir au moins un autre e´le´ment x1 6= x0. Si on en restait la`, il serait possible pourtant
que notre ensemble soit compose´ seulement des e´le´ments x0 et x1, pourvu que x1 = Φ(x1). Le
diagramme suivant (ou` les fle`ches indiquent a` nouveau les associations induites par l’application
Φ) illustre cette situation :
Seconde Figure p. 88
Mais, encore une fois, si c’e´tait le cas, notre ensemble ne pourrait pas satisfaire a` la condition
(P.4), car on aurait Φ (x0) = Φ (x1) et x0 6= x1. Il est clair que, pour la meˆme raison, on ne
pourra jamais comple´ter notre ensemble en lui ajoutant des e´le´ments distincts des pre´ce´dents
et en s’arreˆtant la`. Donc, notre ensemble devra contenir une chaˆıne ouverte d’e´le´ments com-
menc¸ant par x0 et contenant des images distinctes pour chacun de ses e´le´ments. Mais il pourrait
aussi contenir, a` coˆte´ de la chaˆıne de ces e´le´ments, d’autres e´le´ments, constituant une ou plu-
sieurs chaˆınes, se´pare´es les unes des autres. Et ces chaˆınes, ne contenant pas x0, pourraient
eˆtre aussi bien line´aires, et ouvertes, soit d’un coˆte´, soit des deux, que circulaires, comme le
montre le diagramme suivant (ou` les fle`ches indiquent encore une fois les associations induites
par l’application Φ) :
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H =

x0 → x1 → x2 → ... xν′′
ր ց
xν → xµ → xλ → ...
... xµ′′
տ ւ
... → xν′ → xµ′ → xλ′ → ... xλ′′

Mais si c’e´tait le cas, notre ensemble contiendrait au moins un sous-ensemble S qui ne satisferait
pas a` (P.5). Donc la chaˆıne ouverte commenc¸ant par x0, c’est-a`-dire
x0 → x1 = Φ(x0)→ x2 = Φ(x1) = Φ (Φ (x0))→ . . .
doit co¨ıncider avec l’ensemble H. A` ce point, il suffit de montrer qu’un ensemble de la sorte est
une progression, en re´pe´tant un raisonnement semblable a` celui qui a permis de de´montrer le
the´ore`me 1.1. Ceci ache`ve la preuve. 
Remarque 2.4. Qu’on observe que, lors de la deuxie`me partie de la de´monstration
pre´ce´dente, on a prouve´, en passant, que tout ensemble qui satisfait aux conditions (P.1)-
(P.4) intervenant dans le the´ore`me 1.2 (et donc, a fortiori, tout ensemble qui satisfait
aux conditions (P.1)-(P.5) intervenant dans ce meˆme the´ore`me) est infini. Comme un en-
semble de cette sorte est ne´cessairement une progression, cela signifie qu’une progression est
ne´cessairement un ensemble infini, bien qu’il y ait e´videmment beaucoup d’ensembles infinis
qui ne sont pas des progressions. Ici, on conside`re les notions d’ensemble fini et d’ensemble
infini comme acquises. On pourrait de´finir pourtant un ensemble infini comme un ensemble
non fini, et un ensemble fini comme un ensemble qui satisfait a` ce que C. S. Peirce appelait,
en suivant De Morgan, le « syllogisme de la quantite´ transpose´e ».
L’exemple choisi par Peirce pour illustrer ce syllogisme est fort joli. Imaginons qu’il n’y
ait pas plus de jeunes franc¸aises que de jeunes franc¸ais. On sait (c’est Balzac qui l’observe
dans la Physiologie du mariage) que chaque jeune franc¸ais se vante d’avoir se´duit au moins
une jeune franc¸aise. Comme, au sens propre, une femme ne peut eˆtre se´duite qu’une fois, le
syllogisme de la quantite´ transpose´e nous conduit a` conclure que, a` en croire les vanteries des
jeunes franc¸ais, aucune jeune franc¸aise n’est vierge. Cette conclusion n’est pourtant correcte
qu’a` condition qu’il n’y ait qu’un nombre fini de jeunes franc¸aises. En inversant l’argument,
on pourrait ainsi appeler un ensemble «fini», lorsqu’il est tel qu’il satisfait a` une infe´rence
comme celle-ci.
Lorsqu’on ge´ne´ralise l’exemple de Peirce, on s’aperc¸oit qu’il porte sur la conside´ration
d’une fonction surjective, celle qui associe chaque jeune franc¸aise qui ne soit plus vierge
au jeune franc¸ais qui l’a se´duite. L’ensemble de de´part de cette fonction est l’ensemble
des jeunes franc¸aises, son ensemble d’arrive´e est celui des jeunes franc¸ais. Notre conclusion
e´quivaut ainsi a` affirmer que l’ensemble de de´part de cette fonction correspond a` son domaine
de de´finition : cette fonction est donc une application. Imaginons alors que deux jeunes
franc¸aises aient e´te´ se´duites par le meˆme jeune franc¸ais. Il en suivrait qu’il y a plus de
jeunes franc¸aises que de jeunes franc¸ais, contre notre hypothe`se. L’application en question
doit donc eˆtre non seulement surjective, mais aussi injective, c’est-a`-dire qu’elle doit eˆtre
une bijection.
Conside´rons alors un ensemble quelconque et une application bijective quelconque de
cet ensemble vers un de ses sous-ensembles. La question est la suivante : est-il possible
que l’ensemble d’arrive´e (qui correspond par de´finition a` l’image du domaine) de cette
application soit une partie propre de son domaine (c’est-a`-dire, un sous-ensemble de cet
ensemble qui ne co¨ıncide pas avec ce meˆme ensemble) ? On pourra raisonner comme dans
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le cas de l’exemple de Peirce : si la re´ponse est ne´gative, alors on dira que notre ensemble
est fini, si elle est positive, on dira qu’il est infini. On obtiendra une de´finition qui, depuis
l’e´poque de Peirce, est devenue classique : un ensemble est infini s’il peut eˆtre mis en bijection
avec une de ses parties propres, autrement il est fini. Il est facile alors de ve´rifier qu’une
progression est un ensemble infini, car l’application Φ de´finie sur H comme ci-dessus est bien
une bijection dont le domaine est H et l’image du domaine est H− x0 qui est e´videmment
une partie propre de H.
Informellement, cette belle de´finition e´quivaut a` celle-ci : un ensemble est infini s’il
contient autant d’e´le´ments qu’une de ses parties propres. Inversant l’implication et en ac-
ceptant de savoir a priori ce qu’est un ensemble infini, on pourra dire qu’un ensemble infini
contient autant d’e´le´ments que certaines de ses parties propres. Voici un exemple facile : il
y a autant de nombres entiers positifs que de nombres pairs, car l’ensemble des nombres
entiers positifs peut eˆtre mis en bijection avec l’ensemble des nombres pairs (en associant
0 a` 0, 2 a` 1, 4 a` 2, 6 a` 3, et ge´ne´ralement 2i a` i, quel que soit le nombre entier positif i).
Si on re´fle´chit bien on comprendra aussi que, dans ce meˆme sens, il y a autant de nombres
entiers positifs que de nombres entiers positifs plus grands que 27, que 100, ou que 1315.
La de´finition de progression vise, entre autres, a` caracte´riser ge´ne´ralement un ensemble qui
posse`de cette remarquable proprie´te´.
Note Historique 2.3. L’exemple de Peirce se trouve dans un article intitule´
«The law of Mind», publie´ dans la revue The Monist en 1892 et il est ge´ne´ralise´ dans
la troisie`me de ses Cambridge Conferences, prononce´es a` Cambridge (U.S.A.) en 1898.
Voici ce que Peirce e´crivit a` cette occasion : «Les multitudes finies se caracte´risent
ainsi : s’il y a une relation dans laquelle chaque individu dans un tel syste`me se tient
par rapport a` quelque autre mais aucun tiers ne se tient par rapport a` cet autre,
alors, par rapport a` chaque individu du syste`me, quelque autre individu se tient dans
cette relation ». Dit en d’autres termes : si du fait qu’on peut de´finir sur les e´le´ments
d’un ensemble une relation R, telle que, pour chaque e´le´ment x de cet ensemble, il y
a un e´le´ment y de ce meˆme ensemble, distinct de x, tel que xRy, cette relation e´tant
telle que, quel que soit y, si xRy et zRy, alors x = z, il suit que pour chaque e´le´ment
y de cet ensemble il y a un e´le´ment x de ce meˆme ensemble, distinct de y, tel que
xRy, alors cet ensemble est fini.
Pour comprendre la situation, conside´rons l’ensemble {0, 1, 2, 3} et supposons que
chaque e´le´ment de cet ensemble soit dans une relation R avec un autre e´le´ment de ce
meˆme ensemble, cette relation e´tant telle que deux e´le´ments distincts de cet ensemble
ne peuvent pas eˆtre dans la relation R avec le meˆme e´le´ment de ce meˆme ensemble.
Imaginons que 0 est dans la relation R avec 1 (0R1), 1 avec 2 (1R2), et 2 avec 3
(2R3). Il est clair alors que les conditions qu’on a suppose´es ne sont satisfaites qu’a`
condition que 3 soit dans la relation R avec 0 (3R0). Il en re´sulte que pour tout
e´le´ment de l’ensemble, il y a en un autre qui est dans la relation R avec lui. Cet
ensemble est donc fini. L’ensemble {0, 1, 2, 3, 4, ...} est en revanche tel qu’il y a une
relation, la relation ‘eˆtre successeur de’, qui satisfait a` toutes les conditions qu’on a
suppose´es, et qui est ne´anmoins telle qu’un des e´le´ments de l’ensemble, e´videmment
0, est tel qu’aucun autre e´le´ment de cet ensemble n’est dans cette relation avec lui.
Cet ensemble est donc infini. Dans le premier cas, la relation R correspond a` une
bijection de l’ensemble {0, 1, 2, 3} sur lui-meˆme, tandis que dans le deuxie`me cas, la
relation ‘eˆtre successeur de’ correspond a` une bijection de l’ensemble {0, 1, 2, 3, 4, ...}
vers sa partie propre {1, 2, 3, 4, ...}.
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L’ide´e de Peirce de de´finir le fini en termes de satisfaction du syllogisme de la
quantite´ transpose´e, ou, ce qui est e´quivalent, de l’impossibilite´ pour un ensemble
d’eˆtre en bijection avec une de ses parties propres, tient e´videmment a` une inversion
de l’ordre logique le plus naturel, qui est d’ailleurs, en meˆme temps, l’ordre historique.
Historiquement, les mathe´maticiens ont commence´ par reconnaˆıtre l’implication in-
verse : un ensemble infini peut eˆtre mis en bijection avec une de ses parties propres.
Ils le firent d’abord, depuis l’antiquite´, en conside´rant cette proprie´te´ comme para-
doxale et en e´prouvant un certain malaise a` son e´gard. Le premier a` observer que cette
proprie´te´ correspond a` un fait mathe´matique indiscutable et a` la traiter comme une
proprie´te´ caracte´ristique et parfaitement formulable des ensembles infinis fut B. Bol-
zano, qui lui consacra le paragraphe 20 de son pamphlet Paradoxien des Unendlichen
(Paradoxes de l’infini), publie´, trois ans apre`s la mort de son auteur, en 1851.
Pour affirmer qu’un ensemble infini peut eˆtre mis en bijection avec une de ses
parties propres, il faut cependant avoir de´fini a priori ce qu’est un ensemble infini,
et cela ne semble faisable qu’en se re´clamant de quelque chose comme la dimension
de cet ensemble, ou sa ge´ne´rativite´. L’ide´e de Peirce, d’invertir l’implication et de
l’utiliser comme une de´finition des ensembles infinis, revient donc a` re´duire l’ide´e
d’infinite´ a` un comportement relationnel des e´le´ments d’un ensemble, les uns par
rapport aux autres, de sorte a` e´viter, dans la de´finition des ensembles infinis, toute
re´fe´rence aux ide´es, souvent vagues, de dimension et de ge´ne´rativite´. On verra, plus
loin, en particulier dans les chapitres 4 et 6, comment, a` partir de la reconnaissance
du caracte`re infini de l’ensemble des nombres entiers positifs, il est ensuite possible
de de´finir une hie´rarchie d’infinite´s qui permet de donner un sens pre´cis a` la notion
de dimension, en passant par celle de cardinalite´.
Lectures possibles : S. Peirce, Le raisonnement et la logique des choses. Les
confe´rences de Cambridge (1898), e´d. du Cerf, Paris, 1995 ; B. Bolzano, Paradoxes de
l’infini, Seuil, Paris, 1993.
∗ ∗ ∗
Charles Sanders Peirce fut le deuxie`me des cinq enfants de Benjamin Peirce,
professeur d’astronomie et de mathe´matiques a` Harvard, un des intellectuels et des
politiciens les plus influents des jeunes E´tats Unis d’Ame´rique. Il naquit le 10 sep-
tembre 1839 a` Cambridge et grandit dans une maison fre´quente´e par la plus illustre
socie´te´ ame´ricaine. Apre`s une carrie`re scolaire plutoˆt me´diocre, en de´pit du ge´nie
que lui reconnaissait son pe`re, il entra en 1867 a` l’Institut Ge´ode´sique Fe´de´ral, ou` se
dernier travaillait aussi. Quitte´ par son e´pouse, il eut le tort, aux yeux de plusieurs
bien-pensants, d’aller vivre avec une autre femme, avant d’avoir obtenu le divorce. Ce
fut un scandale qui marqua toute la vie de Peirce : sur le point d’obtenir une chaire
de logique a` l’universite´ John Hopkins de Baltimore, ou` il avait enseigne´ longtemps
comme lecteur, il fut renvoye´ du monde acade´mique, qu’il avait coˆtoye´ depuis son
enfance. Apre`s la mort de son pe`re, en 1890, il abandonna l’Institut Ge´ode´sique et se
retira, avec sa seconde femme, dans une maison de campagne en Pennsylvanie, ou` il
se consacra a` des e´tudes de plus en plus isole´es, dans une situation mate´rielle de plus
en plus de´grade´e. Apre`s sa mort, en 1914, on trouva dans sa maison quelques 80.000
feuillets de notes qui s’ajoutaient aux nombreux articles qu’il avait publie´s. L’e´tude
de ces notes, qui furent depuis publie´es partiellement et dans le plus grand de´sordre,
dans les Collected Papers of C. S. Peirce, n’est pas encore termine´e, bien que leur
influence ait e´te´ de´ja` tre`s grande. Loin des communaute´s acade´miques, Peirce sut
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forger des conceptions qui, un sie`cle plus tard, montrent encore leur extraordinaire
originalite´.
Lectures possibles : C. Hookway, Peirce, Routledge & Kegan Paul, London,
Boston, Melbour, Henley, 1985 ; C. Tiercelin, La pense´e-signe. E´tude sur C.S. Peirce,
Chambon, Nıˆmes, 1993 ; S. Marietti, Icona e diagramma. Il segno matematico in
Charles Sanders Peirce, LED, Milano, 2001.
Graˆce au the´ore`me 1.2, on sait non seulement que l’ensemble des nombres entiers positifs
(tels qu’ils ont e´te´ de´finis auparavant), remplit les conditions (P.1)-(P.5) — ce que d’ailleurs
on savait de´ja` —, on sait aussi que toute progression satisfait a` ces conditions. L’acte fonda-
teur de la the´orie de Peano consiste justement a` identifier les nombres entiers positifs, qu’on
appellera dore´navant «nombres naturels», avec les e´le´ments d’une progression particulie`re,
c’est-a`-dire avec un certain ensemble qui re´pond aux conditions (P.1)-(P.5), ainsi promues au
rang d’axiomes de la the´orie des nombres naturels. Il n’est naturellement pas ne´cessaire de
caracte´riser davantage un tel ensemble ; il suffit de nommer convenablement ses e´le´ments de
manie`re a` les distinguer, a` l’occasion, des e´le´ments de toute autre progression — qui, de toute
fac¸on, sera en bijection avec cet ensemble et pourra par conse´quent, lorsqu’elle sera conside´re´e
se´pare´ment, eˆtre identifie´e avec lui. On pourra exprimer la meˆme ide´e en d’autres termes : la
ne´cessite´ de distinguer l’ensemble des nombres naturels d’une autre progression, quelle qu’elle
soit, ne se pre´sente que lorsqu’on veut conside´rer en meˆme temps diffe´rentes progressions, dis-
tinctes les unes des autres, et identifier une et une seule de celles-ci a` cet ensemble ; dans ce
cas, il suffira pourtant d’identifier une progression quelconque a` l’ensemble des nombres natu-
rels, et de caracte´riser les autres progressions en fonction de celle-ci. Les nombres naturels ne
seront alors que les e´le´ments d’une progression quelconque, et donc l’arithme´tique ne sera que
la the´orie d’une progression quelconque.
Si on note par le symbole «N » l’ensemble des nombres naturels, les axiomes de Peano
pourront alors eˆtre formule´s comme suit :
Axiomes de Peano
Axiome 1, α est un nombre naturel ; en symboles :
α ∈ N
Axiome 2. Si x est un nombre naturel, alors il y a un et un seul nombre naturel x′ qui est
son successeur ; en symboles :
x ∈ N⇒ ∃!y ∈ N tel que y = x′
Axiome 3. Il n’y a pas de nombre naturel dont α est le successeur ; en symboles :
¬∃x ∈ N tel que x′ = α
Axiome 4. Chaque nombre naturel qui soit le successeur d’un (autre) nombre naturel est
le successeur d’un seul nombre naturel ; en symboles :
x, y ∈ N⇒ [x′ = y′ ⇒ x = y]
Axiome 5. Si S est un ensemble de nombres naturels (c’est-a`-dire un sous-ensemble de
N), si α appartient a` S, et si du fait que x appartient a` S, il suit que x′ appartient a` S, alors
S contient tous les nombres naturels ; en symboles :
S ⊆ N⇒ ([(α ∈ S) ∧ (x ∈ S ⇒ x′ ∈ S)]⇒ [x ∈ N ⇒ x ∈ S])
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Le lecteur n’aura aucune difficulte´ a` ve´rifier que ces axiomes correspondent aux conditions
(P.1)-(P.5), lorsqu’on de´cide d’identifier x0 avec α, de nommer l’image Φ (x) de x « successeur
de x», et de la noter par le symbole «x′ ».
Remarque 2.5. Bien que fort commode, la repre´sentation symbolique des axiomes
pre´ce´dents n’est e´videmment pas essentielle. Elle n’a d’autre but que de rendre explicite
la structure logique de la condition qu’elle exprime. Les symboles «¬», «⇒», «∧», «∃»,
«∈» et «⊆» qui y interviennent peuvent eˆtre pense´s comme des constantes logiques, c’est
a` dire des symboles qui restent invariants en passant d’une the´orie particulie`re a` une autre
n’appartenant qu’au langage logique ge´ne´ral dans lequel cette the´orie est exprime´e. Je fais ici
l’hypothe`se que le lecteur soit familier avec ces symboles. Si cela n’e´tait pas le cas, il pourrait
comprendre leur signification en comparant l’expression symbolique des axiomes pre´ce´dents
avec leur e´nonce´ discursif. Pour l’aider, je dirais seulement que «¬» est le symbole de
ne´gation qui traduit l’expression «non ...», «⇒» est le symbole d’implication qui traduit
l’expression « si ... alors ... », «∧» est le symbole de conjonction qui traduit l’expression « ...
et ...», «∃» est le symbole d’existence qui traduit l’expression « il y a un ...», «=» est le
symbole d’e´galite´, valant ici comme une identite´, traduisant l’expression « ... est le meˆme que
...» ou « ... est identique a` ...», «∈» est le symbole d’appartenance qui traduit l’expression
« ... appartient a` ...», et enfin «⊆» est le symbole d’inclusion qui traduit l’expression « ...
est inclus dans ...». Dans la suite, on trouvera, a` coˆte´ de celles-ci, deux autres constantes
logiques : «∨» et «⇔», indiquant respectivement la disjonction inclusive « ou ... ou ... ou
les deux » et la double implication « ... si et seulement si ...». Quant au symbole «∃!» est
le symbole, il est ge´ne´ralement utilise´ pour indiquer la condition d’existence et unicite´.
L’e´criture «∃!yA(y)» nous dit donc qu’il existe un et un seul y qui satisfait a` la condition
indique´e par «A(y)». Naturellement, ce symbole n’est pourtant pas primitif, et peut donc
eˆtre e´limine´. Au lieu de «∃!yA(y)», on e´crira alors «∃yA(y) ∧ [(A(y) ∧ A(z))⇒ y = z]».
L’e´criture «∃!yA(y)» n’est donc rien d’autre qu’une abre´viation commode d’une e´criture
plus longue et complexe.
Certains lecteurs pourraient eˆtre surpris de ne pas trouver parmi ces symboles, et dans
l’expression symbolique des axiomes de Peano, le symbole «∀» d’universalisation, tradui-
sant d’habitude l’expression «pour tout ...». Si je ne l’ai pas employe´, et je ne l’emploierai
pas non plus dans la suite, c’est pour souligner ce qui, de mon point de vue, est une ca-
racte´ristique profonde des mathe´matiques. En mathe´matiques, une proposition universelle
n’est en ge´ne´ral que l’expression d’une condition suffisante. Elle ne dit jamais, a´ la rigueur,
que tout x satisfait a` la condition A, mais plutoˆt que tout x qui satisfait a` la condition B,
satisfait aussi a` la condition A. Mais dire ceci signifie dire qu’il suffit que x satisfasse a` la
condition B pour qu’il satisfasse aussi a` la condition A. C’est d’ailleurs sous cette dernie`re
forme, que les logiciens identifient avec une formule ouverte (car elle pre´sente une variable
libre, c’est-a`-dire une variable qui n’appartient au rang d’aucun quantificateur), qu’une pro-
position universelle est, en dernie`re instance, ge´ne´ralement de´montre´e en mathe´matique.
Ainsi, s’il est souvent discursivement commode d’adopter des expressions telles que «pour
tout ...» ou « quel que soit ...», la structure logique des conditions universelles dans l’e´nonce´
desquelles entrent ces expressions est celle d’une implication ouverte. De ce fait, je ne peux
pas personnellement comprendre la raison qui pousse la plupart des logiciens a` penser qu’une
formule ouverte n’a pas, a` proprement parler, de sens et de valeur de ve´rite´. Il me semble au
contraire que les mathe´matiques font un usage essentiel des formules ouvertes. Dans la suite
de mon expose´, je m’en tiendrai a` cette conviction, qu’il m’a semble´ ne´cessaire d’expliciter.
A` coˆte´ des constantes logiques dont on vient de parler, les axiomes de Peano font
aussi usage de trois termes propres a` la the´orie des nombres naturels, qui, lorsque ces
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axiomes sont pris comme points de de´part d’une the´orie, ne font l’objet d’aucune de´finition
pre´ce´dente. Ces termes, qui sont dits de ce fait «primitifs», sont e´videmment «α », «nombre
naturel» et « successeur ». La de´finition de ces termes est pourtant donne´e, implicitement,
par les axiomes de Peano eux-meˆmes. En effet, tirer des conse´quences de ces axiomes signifie,
en dernie`re instance, montrer comment ces termes peuvent se combiner entre eux, une fois
que leurs combinaisons exprime´es par ces axiomes sont accepte´es.
Note Historique 2.4. D’un point de vue logique, on peut de´crire une the´orie
formelle comme un syste`me de´ductif caracte´rise´ par : un langage fixe´, donnant la
liste comple`te des symboles qu’on utilise pour e´crire les e´nonce´s de la the´orie ; des
re`gles de bonne formation de ces e´nonce´s, spe´cifiant quelles combinaisons de symboles
peuvent valoir comme e´nonce´s de la the´orie ; des axiomes, c’est-a`-dire des e´nonce´s
qu’on suppose comme points de de´parts de toute de´duction ; des re`gles d’infe´rence,
fixant les transformations symboliques qu’on peut ope´rer sur des e´nonce´s donne´s, et
qui valent comme de pas de´ductifs. On distingue ge´ne´ralement deux sortes d’axiomes :
les axiomes logiques et les axiomes propres. Les axiomes logiques ne portent que sur
les constantes logiques qui interviennent dans le langage, et ne de´pendent donc pas
de la nature particulie`re de la the´orie ; a` des e´quivalences pre`s, leur variation ne
de´pend ainsi que du choix de la logique qu’on veut faire ope´rer dans la the´orie (ce
point sera plus clair apre`s la lecture de la note 6.4). Les axiomes logiques portent en
revanche sur les constantes individuelles, pre´dicatives, relationnelles et fonctionnelles,
intervenant dans le langage, c’est-a`-dire les symboles de ce langage qui sont cense´s
se re´fe´rer respectivement aux objets particuliers de la the´orie, a` leurs proprie´te´s, aux
relations que ces objets entretiennent entre eux, et aux fonctions de´finies sur ceux-
ci. Ces axiomes varient donc avec la the´orie et on peut meˆme dire qu’ils servent
a` caracte´riser la the´orie a` laquelle ils participent. Dans certaines pre´sentations, il
est possible de substituer aux axiomes propres et aux re`gles d’infe´rence des re`gles
dites «d’introduction» et «d’e´limination», fixant les modalite´s par lesquelles on
peut former des e´nonce´s, a` partir d’autres e´nonce´s donne´s, en introduisant ou en
e´liminant des constantes logiques. On dit alors qu’on travaille dans un syste`me de
de´duction naturelle. Il n’est pas difficile de montrer l’e´quivalence entre les deux formes
de pre´sentation.
Souvent, dans les textes mathe´matiques, meˆme quand il s’agit de pre´senter une
the´orie formelle, on e´vite de spe´cifier pre´alablement le langage de cette the´orie, en
introduisant ses symboles au fur et a` mesure que cela est ne´cessaire, on suppose
connaˆıtre a priori les re`gles de bonne formation, et on donne pour acquises les pro-
prie´te´s (ou, si on pre´fe`re, la signification) des constantes logiques. La pre´sentation
d’une the´orie formelle se re´duit ainsi a` la spe´cification des axiomes propres, dans les-
quels on devra alors faire intervenir toutes les constantes non logiques primitives de la
the´orie (on dit qu’une constante non logique d’une the´orie n’est pas primitive si elle est
introduite par le biais d’une de´finition explicite qui introduit cette constante comme
une abre´viation d’une combinaison de symboles dont on dispose pre´alablement). Ces
constantes ne peuvent e´videmment faire l’objet d’aucune de´finition pre´alable aux
axiomes dans lesquels elles apparaissent, car chaque de´finition demanderait de dispo-
ser pre´alablement d’un definiens, c’est-a`-dire d’une structure symbolique qu’on pour-
rait faire entrer dans la de´finition comme ce en fonction de quoi on de´finit la nouvelle
constante, et ceci porterait a` une re´gression ad infinitum. Les seules de´finitions ac-
ceptables pour les constantes non logiques primitives d’une the´orie formelle sont donc
des de´finitions implicites.
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Les cinq axiomes de Peano sont e´videmment des axiomes propres. La formu-
lation pre´ce´dente de ces axiomes re´pond pourtant plus qu’a` un ide´al de pre´cision
formelle, a` une exigence de transparence conceptuelle. Si on analyse soigneusement
ces axiomes, ainsi qu’on les a e´nonce´s ci-dessus, on se rend compte en effet qu’ils font
re´fe´rence a` une notion pre´alable qui ne fait l’objet d’aucune de´finition implicite. Il
s’agit e´videmment de la notion d’ensemble. Si on voulait se libe´rer de cette notion
pre´alable, on devrait soit fournir d’autres axiomes propres servant a la carate´riser sous
forme d’une constante non logique (ce qui revient a´ immerger les axiomes de Peano
en la the´orie formelle des ensembles), soit pre´senter ces derniers axiomes comme de
pures se´quences de symboles. Ces axiomes ne seraient alors que les points de de´part
d’une de´duction. Au lieu d’e´crire «α ∈ N », on devrait e´crire par exemple «N(α)»,
les symboles « (» et « )» valant comme constantes logiques, et les symboles «N » et
«α » comme constantes non logiques primitives, respectivement pre´dicative et indi-
viduelle, a` coˆte´ desquelles on devra successivement introduire l’autre constante non
logique, primitive et fonctionnelle, « ′ ».
Au sens strict, la the´orie des nombres naturels qu’on pre´sente ici n’est donc
pas encore une the´orie formelle, au sens dans lequel la notion de the´orie formelle
est pre´sente´e dans les textes de logique. Il est pourtant difficile de trouver un texte
mathe´matique qui respecte jusqu’au bout les contraintes e´nonce´es dans ces textes.
L’ide´e de formalisation propre aux mathe´matiques vivantes est en effet assez diffe´rente
de celle fixe´e par les prescriptions de la logique formelle.
Lectures possibles : A. Tarski, Introduction to Logic and to the Methology of
Deductive Sciences, Oxford Univ. Press, New York, 2nd ed., 1946 ; Rene´ David, Karim
Nour, Christophe Raffali, Introduction a` la logique. The´orie de la de´monstration.
Cours et exercices corrige´s, Dunod, Paris, 2001.
Remarque 2.6. Les axiomes de Peano e´tant pose´s, la the´orie des nombres naturels
ne sera constitue´e que par les the´ore`mes qui en seront de´duits. Avant de passer a` la
de´monstration de quelques-uns de ces the´ore`mes (qui correspondront aux the´ore`mes e´nonce´s
dans le chapitre 1, meˆme si leur preuve ne pourra qu’eˆtre tout autre), il est bon de faire une
dernie`re observation. Bien que l’on ait, pour e´viter trop de distinctions pre´alables, appele´ N
« ensemble », il est a` proprement parler plus qu’un ensemble, au sens ou` il ne consiste pas
en la simple collection de certains e´le´ments. La caracte´risation de N fait intervenir d’emble´e
une application (−)′ de´finie sur ses e´le´ments, a` partir de laquelle il sera facile, comme on le
verra dans le paragraphe suivant, de de´finir un ordre pour ces e´le´ments. Pourtant, une fois
que N a e´te´ caracte´rise´ par le biais des cinq axiomes de Peano, on peut faire abstraction de
l’application (−)′ et ne conside´rer que l’ensemble de ses e´le´ments, inde´pendamment de toute
fonction ou relation de´finie sur eux. Pour plus de clarte´, on pourrait noter «N » l’ensemble
des e´le´ments de N, conside´re´s sans e´gard a` l’application (−)′ de´finie sur eux, en re´servant
l’usage du symbole «N » pour indiquer la donne´e de cet ensemble et de l’application (−)′
de´finie sur ses e´le´ments.
2. Ordre des nombres naturels
Dans le chapitre 1, on a parle´ d’une manie`re informelle d’ordre, en se bornant a` sugge´rer
l’ide´e que les nombres entiers positifs forment un syste`me ordonne´, parce que pour tout couple
de nombres entiers positifs distincts, n et m, on peut dire lequel pre´ce`de l’autre. On a aussi
parle´, de manie`re e´galement informelle, de classes d’e´quivalence. Ici, il faut commencer a` eˆtre
plus pre´cis. On va d’abord poser les de´finitions suivantes :
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De´finition 2.1. Une relation binaire R est dite « relation d’e´quivalence » sur un ensemble
E, si et seulement si :
(i): elle est re´flexive sur E ; c’est-a`-dire que pour tout x appartenant a` E, xRx ;
(ii): elle est syme´trique sur E ; c’est-a`-dire que pour tout x et y appartenant a` E : si
xRy alors yRx ;
(iii): elle est transitive sur E, c’est-a`-dire pour tout x, y, z appartenant a` E : si xRy
et yRz, alors xRz.
L’identite´ est e´videmment une relation d’e´quivalence, meˆme si elle n’est pas la seule. Dans
le chapitre 1 (p. 4), on a observe´ qu’une relation d’e´quivalence est une relation qui s’e´tablit
entre des objets lorsque ceux-ci sont tels qu’ils ne peuvent pas eˆtre distingue´s lorsqu’ils ne
sont conside`re´s que sous un certain aspect. On peut meˆme dire que des objets sont entre eux
dans une relation d’e´quivalence lorsqu’ils peuvent eˆtre au moins partiellement caracte´rise´es en
faisant re´fe´rence a` une identite´, par example lorsqu’ils partagent une meˆme proprie´te´ ou sont
en la meˆme relation avec le meˆme objet. La de´finition de relation d’e´quivalence ne fait ainsi que
ge´ne´raliser les conditions logiques propres a` la relation d’identite´ qui est sous-jacente a` toute
relation d’e´quivalence.
De´finition 2.2. Une relation binaire R est dite « relation d’ordre strict » sur un ensemble
E, si et seulement si :
(i): elle est anti-re´flexive sur E ; c’est-a`-dire qu’il n’y a pas de x appartenant a` E, tel
que xRx ;
(ii): elle est transitive sur E.
Remarque 2.7. On observe que si, pour quelques x et y appartennant a` E, on avait en
meˆme temps xRy et yRx, R e´tant une relation d’ordre strict, alors, graˆce a` la transitivite´
de cette relation, on aurait aussi xRx, ce qui ne peut pas eˆtre le cas, car une relation d’ordre
strict est anti-re´flexive. Il s’ensuit qu’une relation d’ordre strict est ne´cessairement telle que
pour tout x et y appartenant a` E, si xRy, alors il n’est pas le cas que yRx.
Il est facile de voir que la relation < de´finie dans la de´finition 2.2 du chapitre 1 est une
relation d’ordre strict.
Conside´rons maintenant l’ensemble des nombres entiers strictement positifs, et les relations
< et = de´finies sur cet ensemble, et de´finissons, a` partir de ces relations, une troisie`me relation
«≤», telle que lorsque x et y appartiennent a` cet ensemble, alors x ≤ y si et seulement si : soit
x = y, soit x < y. Il n’est pas difficile de ve´rifier qu’une telle relation est re´flexive et transitive
sur l’ensemble des nombres entiers strictement positifs, et qu’elle est telle que si x et y sont
deux e´le´ments de cet ensemble tels que x ≤ y, et y ≤ x, alors x = y. On l’appellera « relation
d’ordre».
Pour ge´ne´raliser la de´finition, imaginons qu’une relation d’ordre strict ≺ soit de´finie sur
les e´le´ments d’un ensemble E, et que cette relation soit telle que pour tout couple d’e´le´ments
distincts de E, x et y, si ce n’est pas le cas que x ≺ y, alors il est le cas que y ≺ x (qu’on
note que comme des conditions y ≺ x et x ≺ y il s’ensuivrait, d’apre`s la transitivite´ de ≺, que
y ≺ y, contre la condition de anti-re´flexivite´ de ≺, de la il s’ensuit aussi que si y ≺ x, alors
ce n’est pas le cas que x ≺ y). On peut alors de´finir, a` partir de cette relation, une relation
d’e´quivalence ≈ de la manie`re suivante : si x et y sont deux e´le´ments de E, alors x ≈ y si et
seulement s’il n’est le cas ni que x ≺ y, ni que y ≺ x. Le lecteur pourra ve´rifier par lui-meˆme
que la relation ≈ ainsi de´finie est une relation d’e´quivalence. Une fois qu’on a de´finie ainsi la
relation d’e´quivalence ≈ sur E, on peut e´noncer la condition d’anti-syme´trie comme il suit :
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une relation R est anti-syme´trique sur E lorsque, pour tout x et y appartenant a` E, si xRy et
yRx alors x ≈ y.
Si l’ensemble E sur lequel on travaille est tel qu’on ait de´finit sur lui, inde´pendamment de
tout relation d’ordre strict, une relation d’e´galite´ (qui peut e´ventuellement co¨ıncider avec une
simple identite´) note´e «=», et que l’on estime qu’une relation d’ordre puisse eˆtre de´finie sur E
a` partir de cette e´galite´, alors on pourra de´finir la condition d’anti-syme´trie pour une relation
de´finie sur E, inde´pendamment de la conside´ration de toute relation d’ordre strict de´finie sur
E. Cela se fera ainsi : une relation R est anti-syme´trique sur E lorsque, pour tout x et y
appartennant a` E, si xRy et yRx alors x = y.
Cette deuxie`me de´marche est celle ge´ne´ralemment utilise´e par les mathe´maticiens. Dans
un cas comme dans l’autre, la caracte´risation de la condition de anti-syme´trie pour une relation
de´finie sur E permet de dire en ge´ne´ral ce qu’on entend comme une relation d’ordre sur un
ensemble E :
De´finition 2.3. Une relation binaire R est dite « relation d’ordre » sur E, si et seulement
si :
(i): elle est re´flexive sur E ;
(ii): elle est anti-syme´trique sur E ;
(iii): elle est transitive sur E.
On conclura alors que la relation ‘< ou =’ (note´e ge´ne´ralement «≤» ), de´finie sur l’ensemble
des nombres entiers positifs (tels qu’ils ont e´te´ de´finis dans le chapitre 1) est une relation d’ordre.
En se re´clamant des de´finitions 2.1 et 2.3, on peut pre´ciser ce qu’on entend par « ensemble
ordonne´». On dit ge´ne´ralement qu’un ensemble E est ordonne´ s’il est muni d’une relation
d’ordre. Cependant, l’expression « eˆtre muni d’une relation d’ordre» peut apparaitre am-
bigue¨ ou vague. Ce que cette de´finition rend pourtant clair est que la proprie´te´ d’eˆtre ordonne´,
pre´dique´e d’un ensemble, ne de´pend pas tout simplement de la nature de cet ensemble. Un
ensemble ne re´sulte ordonne´ que si l’on a de´fini sur les e´le´ments de cet ensemble une relation
d’ordre, dont la donne´e n’est ge´ne´ralement pas concomitante a` la donne´e de l’ensemble lui-
meˆme. Conside´rons l’ensemble des nombres entiers positifs tels qu’ils ont e´te´ de´finis dans le
chapitre 1. Bien que la manie`re par laquelle ces nombres ont e´te´ de´finis rende tre`s naturel de
de´finir sur ces meˆmes nombres une relation d’ordre, ce n’est qu’apre`s que cette relation ait e´te´
de´finie, et relativement a` cette meˆme relation, que cet ensemble est ordonne´. Quelque chose
de similaire peut eˆtre dit pour l’ensemble des nombres naturels, bien que les e´le´ments de cet
ensemble ne soient pas donne´s un a` la fois — comme cela a e´te´ en revanche le cas des e´le´ments
de l’ensemble des nombres entiers positifs, en tant qu’ils ont e´te´ de´finis dans le chapitre 1
— mais tous a` la fois et en se re´clamant de l’application (−)′. En effet, ce ne sera qu’apre`s
qu’on a de´fini, en se re´clamant de l’application (−)′, une relation d’ordre sur les nombres natu-
rels, qu’on pourra dire que l’ensemble des nombres naturels est ordonne´, relativement a` cette
relation d’ordre. La manie`re la plus simple pour exprimer cette situation sans ambigu¨ıte´ est
de conside´rer un ensemble ordonne´ comme un couple donne´ par un ensemble et d’une rela-
tion d’ordre de´finie sur cet ensemble. Pour exprimer la fait que un certain ensemble E et une
certaine relation d’ordre R forment un ensemble ordonne´e, on dira alors que E est ordonne´
relativement a` R, ou meˆme que le couple < E,R > est un ensemble ordonne´, ou enfin que R
est un ordre sur E. On aura alors, pour plus de pre´cision, la de´finition suivante :
De´finition 2.4. Un ensemble E est dit « ordonne´ relativement a` la relation R » (ou un
couple < E,R > est dit un « ensemble ordonne´ », ou R un « ordre » sur E) si et seulement si
la relation R est une relation d’ordre sur E ; et, pour tout couple d’e´le´ments de E x et y, il est
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possible de dire si xRy ou non, en symboles :
x, y ∈ E ⇒ [(xRy) ∨ ¬ (xRy)]
Cette de´finition ne re`gle pas encore la question, car il est clair que quand nous pensons
a` l’ordre des nombres entiers positifs nous pensons a` une condition plus forte : nous pensons
que si x et y sont des nombres entiers positifs, distincts entre eux, alors, soit x pre´ce`de y, soit
y pre´ce`de x. Nous sommes donc amene´s a` distinguer entre les deux notions dont rele`vent les
de´finitions suivantes :
De´finition 2.5. Un ensemble E est dit « totalement ordonne´ relativement a` la relation
R » (ou un couple < E,R > est dit un « ensemble totalement ordonne´ », ou R un « ordre total
sur E » ) si et seulement si la relation R est une relation d’ordre sur E ; et, pour tout couple
d’e´le´ments de E x et y, soit xRy, soit yRx, en symboles :
x, y ∈ E ⇒ [(xRy) ∨ (yRx)]
De´finition 2.6. Un ensemble E est dit « partiellement ordonne´ relativement a` la relation
R » (ou un couple < E,R > est dit un « ensemble partiellement ordonne´ », ou R un « ordre
partiel sur E » ) si et seulement si la relation R est une relation d’ordre sur E ; et il y a en E
un couple d’e´le´ments x et y, tel que xRy, et un couple d’e´le´ments v et w, tel que ni vRw, ni
wRv, en symboles :
∃x, y, v, w ∈ E tels que [(xRy) ∧ ¬ (vRw) ∧ ¬ (wRv)]
Remarque 2.8. Une relation d’ordre habituelle en logique et en mathe´matiques est
la relation d’inclusion entre ensembles, note´e ge´ne´ralement par le symbole «⊆» : elle a
lieu entre deux ensembles D et E si et seulement si D est inclus dans E (qu’on note la
diffe´rence entre le fait d’eˆtre inclus dans un ensemble et le fait d’appartenir a` un ensemble :
x appartient a` l’ensemble E si et seulement si x est un e´le´ment de E, tandis qu’un ensemble
D est inclus dans un ensemble E si et seulement si D est un sous-ensemble de E). Soit alors
E un ensemble d’ensembles, par exemple l’ensemble compose´ par les ensembles X = {a, b},
Y = {a, c, d} et Z = {b}, c’est-a`-dire :
E =

X = {a, b}
Y = {a, c, d}
Z = {b}

ou` a, b, c, d sont des objets quelconques. Il est facile de voir que le couple < E,⊆> est un
ensemble partiellement ordonne´, car : Z ⊆ X et ni Z ⊆ Y, ni Y ⊆ Z.
Si E est un ensemble quelconque, dont les e´le´ments ne sont pas des nombres entiers
positifs, tels qu’ils ont e´te´ de´finis dans le chapitre 1, alors le couple < E,≤> (ou` ≤ est
la relation d’ordre qu’on a de´finie dans le chapitre 1, relativement aux nombres entiers
positifs), n’est pas un ensemble ordonne´. En revanche, si N est l’ensemble des nombres
entiers positifs, tels qu’ils ont e´te´ de´finis dans le chapitre 1, alors le couple < N,≤> est un
ensemble totalement ordonne´.
Ci-dessus, on a dit que, en se re´clamant de l’application (−)′ qui intervient dans les axiomes
de Peano, il est facile de de´finir une relation d’ordre sur l’ensemble N des nombres naturels.
Les de´finitions pre´ce´dentes nous permettent de comprendre ce que cela signifie : l’application
(−)′ induit tout naturellement un ordre, et en particulier un ordre total sur l’ensemble des
objets qu’elle contribue a` de´finir (c’est-a`-dire les nombres naturels). En fait, si x est un nombre
naturel, alors il peut s’e´crire sous la forme (...((α)
′)′...)
′, c’est-a`-dire qu’il est le successeur du
successeur, du successeur,... de α. Ainsi, il est facile (et naturel) d’associer tout nombre naturel
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a` une chaˆıne de nombres naturels, et en particulier a` la chaˆıne induite par l’application (−)′,
qui commence par α et qui termine avec ce nombre. La chaˆıne associe´e au nombre ((α′)′)′ sera
par exemple celle-ci : {α, α′, (α′)′, ((α′)′)′}. Si n est un nombre naturel, on notera la chaˆıne des
nombres naturels qui lui est associe´e par le symbole «Sn ». Il est alors clair que toute chaˆıne
de´finie de cette manie`re est un ensemble de nombres naturels. La de´finition suivante est alors
imme´diate :
De´finition 2.7. On dira que le nombre naturel n est infe´rieur ou e´gal au (ou plus petit ou
e´gal que le) nombre naturel m, ce qu’on notera «n ≤ m » (ou que le nombre naturel m est plus
grand ou e´gal au nombre naturel n, ce qu’on notera «m ≥ n » ) si et seulement si n appartient
a` la chaˆıne Sm associe´e a` m ; en symboles :
n,m ∈ N⇒ [(n ≤ m)⇔ (n ∈ Sm)]
Il est facile de voir que cette de´finition est e´quivalente a` la suivante :
n,m ∈ N⇒ [(n ≤ m)⇔ (Sn ⊆ Sm)]
qui, au lieu de s’appuyer sur la relation d’appartenance entre un e´le´ment et un ensemble,
s’appuie sur la relation d’inclusion entre deux ensembles.
Remarque 2.9. Qu’on remarque l’usage particulier qu’on fait ici de la constante lo-
gique «⇔». A` gauche de cette constante on fait apparaˆıtre une expression dont on ne
connaˆıt pas encore la signification et qui est justement de´finie par la relation de double im-
plication qui la lie a` l’expression qui apparaˆıt a` droite de cette constante. La syme´trie logique
de la double implication s’accompagne donc ici d’une asyme´trie e´piste´mologique, car, si le
symbole «⇔» assure l’e´quivalence des conditions exprime´es par les deux expressions qui se
rangent de ses deux coˆte´s, d’un point de vue e´piste´mologique ces conditions sont essentielle-
ment distinctes : celle de gauche est celle qu’on doit de´finir, et qu’on est justement en train
de de´finir — le definiendum, comme on le dit d’habitude en se re´clamant d’un ge´rondif latin
— celle de droite est celle qui fournit cette de´finition — le definiens, comme on l’appelle,
en se re´clamant cette fois d’un participe latin. Dans certains textes, on souligne cette situa-
tion en employant dans ces cas, a` la place du symbole «⇔», le symbole «=df » qu’on lit
ge´ne´ralement « ... est e´gal par de´finition a` ...». Lorsque la de´finition en question fait partie
d’une exposition discursive d’une the´orie, cette deuxie`me convention est certainement plus
propre. Mais si la de´finition sert comme pre´misse pour des de´ductions formelles faisant in-
tervenir la syntaxe habituelle des constantes logiques, alors une telle convention ne garantit
une de´finition convenable qu’a` condition qu’on s’accorde pour substituer (au moins menta-
lement) au symbole «=df » le symbole «⇔», lors de la de´duction. Elle rele`ve donc d’une
distinction qui demande a` eˆtre e´limine´e tout de suite apre`s avoir e´te´ introduite.
Cette diffe´rence entre exposition discursive et de´duction formelle de´pend de la nature
propre d’une de´duction formelle : en tant que telle, celle-ci ne porte pas en effet sur les
conditions que les symboles qui y interviennent expriment, mais sur ces symboles eux-
meˆmes ; comme on le dit habituellement, elle rele`ve de la syntaxe de ces symboles et non
pas de leur se´mantique. Et, si ceci est le cas, comme ce sera souvent le cas par la suite,
la diffe´rence e´piste´mologique qu’on a remarque´e cesse d’eˆtre pertinente. C’est pourquoi j’ai
pre´fe´re´ utiliser ici le symbole «⇔», plutoˆt que le symbole «=df ».
En partant de la de´finition 2.7, il est facile de de´montrer le the´ore`me suivant :
The´ore`me 2.1. La relation ≤ est une relation d’ordre sur N.
Preuve Supposons que n, m et p sont trois nombres naturels.
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i) Comme n ∈ Sn, il s’ensuit que n ≤ n et la relation ≤ est ainsi re´flexive sur N.
ii) Supposons que n 6= m et n ≤ m. Alors n ∈ Sm et donc :
Sm = {α, α′, ..., n, ...,m}
Sn = {α, α′, ..., n}
Mais si on suppose aussi que m ≤ n, ceci est impossible, car de cette dernie`re condition il
s’ensuit que m ∈ Sn et donc
Sn = {α, α′, ...,m, ..., n}
Donc, si n et m sont deux nombres distincts, il n’est pas possible qu’il soit en meˆme temps le
cas que n ≤ m et m ≤ n. Donc si n ≤ m et m ≤ n, alors n = m et la relation ≤ est ainsi
anti-syme´trique sur N.
iii) si n ≤ m et m ≤ p, alors n ∈ Sm et m ∈ Sp et donc n ∈ Sp et par conse´quent n ≤ p ;
la relation ≤ est donc transitive sur N. 
Remarque 2.10. Le symbole «x 6= y » intervient ici et dans la suite, quels que soient
x et y, comme une abre´viation, pour indiquer qu’il n’est pas le cas que x = y. La relation
6= ne doit donc pas eˆtre prise comme une relation nouvelle qu’on n’aurait pas de´finie.
Le the´ore`me 2.1 sugge`re la de´finition suivante :
De´finition 2.8. On dira que le nombre naturel n est infe´rieur au (ou plus petit que le)
nombre naturel m, ce qu’on notera :«n < m », (ou que le nombre naturel m est plus grand que
le nombre naturel n, ce qu’on notera «m > n » ) si et seulement si n ≤ m et n 6= m.
De la de´finition 2.8, il est facile de de´montrer le the´ore`me suivant, dont la preuve est laisse´e
comme exercice au lecteur :
The´ore`me 2.2. La relation < est une relation d’ordre strict sur N.
Le the´ore`me 2.1 ayant e´te´ de´montre´, il sera aussi facile de prouver le the´ore`me suivant :
The´ore`me 2.3. N est totalement ordonne´ relativement a` ≤ (ou, si on pre´fe`re : < N,≤>
est un ensemble totalement ordonne´ ; ou encore : ≤ est un ordre total sur N).
Preuve Le the´ore`me 2.1 nous assure que ≤ est une relation d’ordre sur N. Il suffit alors
de montrer que pour tous n et m appartenant a` N, soit n ≤ m, soit m ≤ n. On fait alors
l’hypothe`se que ce ne soit pas le cas que n ≤ m, c’est-a`-dire que n n’appartienne pas a` Sm.
Pour prouver le the´ore`me, il suffit alors de montrer que m appartient a` Sn et donc m ≤ n.
Or, il est clair que si n n’appartient pas a` Sm, alors on peut arriver a` m, en partant de α,
et en passant a` chaque e´tape du nombre conside´re´ a` son successeur, sans passer par n. Mais
comme les nombres naturels forment une progression relativement a` la relation de successeur,
cela signifie que pour arriver a` n, en partant de α et en passant a` chaque e´tape du nombre
conside´re´ a` son successeur, il faut passer par m, donc : m ∈ Sn. 
Remarque 2.11. La preuve pre´ce´dente fait e´videmment usage de l’e´quivalence entre la
condition A ∨B et la condition ¬A⇒ B, quelles que soient les conditions A et B.
Si le the´ore`me 2.3 nous garantit que pour n’importe quel couple de nombres naturels n
et m, soit n ≤ m soit m ≤ n, il ne nous dit pas, deux nombres naturels quelconques n et m
e´tant donne´s, si n ≤ m ou m ≤ n. La de´finition 2.8 est pourtant telle qu’il n’est pas difficile
de de´terminer, dans chaque cas particulier, laquelle de ces deux conditions est satisfaite. Il sera
d’abord facile de de´montrer le the´ore`me suivant :
The´ore`me 2.4. Si n et m sont des nombres natreturels, alors :
60
(i): α ≤ n ;
(ii): si n ≤ m, alors n < m′.
Preuve Pour ce qui est de (i), il suffit d’observer que, quel que soit le nombre naturel n,
α ∈ Sn et donc α ≤ n. La preuve n’est pas plus difficile pour (ii), car si n ≤ m, alors n ∈ Sm,
mais, quel que soit le nombre naturel m,
Sm = {α, α′, (α′)′, ...,m}
Sm′ = {α, α′, (α′)′, ...,m,m′}
et donc Sm ⊆ Sm′ , et, par conse´quent, n ∈ Sm′ , c’est-a`-dire n ≤ m′. D’autre part, si n = m′,
alors n n’appartient pas a` Sm et donc il n’est pas le cas que n ≤ m, de sorte que si n ≤ m,
alors il n’est pas le cas que n = m′ et donc, par la de´finition, 2.8, n < m′. 
En exploitant ce the´ore`me, il est ensuite facile de de´cider, pour tout couple de nombres
naturels n et m si n ≤ m ou m ≤ n. Par exemple, il suffit de poser n = α′, pour tirer de ce
the´ore`me que α < α′. De la`, comme α′ ≤ α′, il s’ensuit que α < α′ < (α′)′ et, donc, par la
transitivite´ de <, α < (α′)′. En continuant a` raisonner de cette manie`re on parviendra aise´ment
a` la conclusion suivante :
(2) α < α′ < (α′)′ < ((α′)′)′ < (((α′)′)′)′ < ...
d’ou` il est facile de conclure que, quel que soit le nombre naturel n, n < n′. On arrive e´galement
a` cette meˆme conclusion en raisonnant par l’absurde (des conside´rations ge´ne´rales sur la nature
logique et la le´gitimite´ des preuves par l’absurde seront pre´sente´es dans le chapitre 6). Imaginons
que ce n’est pas le cas que n < n′, alors, d’apre`s la clause (ii) du the´ore`me 2.4, ce ne peut pas
eˆtre le cas que n ≤ n, mais n = n et donc n ≤ n. Il s’ensuit qu’il n’est pas possible que ce ne
soit pas le cas que n < n′, donc, quel que soit le nombre naturel n, il faudra que n < n′.
De´montrer le the´ore`me suivant sera e´galement facile :
The´ore`me 2.5. Si n est un nombre naturel, alors il n’y a pas de m ∈ N tel que n < m < n′.
Preuve Quels que soient les nombres naturels n et m, si n < m, alors n ∈ Sm et n 6= m et
si m < n′, alors m ∈ Sn′ et m 6= n′. Or,
Sm = {α, α′, (α′)′, ...,m}
Sn′ = {α, α′, (α′)′, ..., n, n′}
et ainsi, si n < m, alors
Sm = {α, α′, (α′)′, ..., n, ...,m}
et si m < n′
Sn′ = {α, α′, (α′)′, ...,m, ..., n′}
Mais, comme n′ suit imme´diatement n dans toutes les chaˆınes qui contiennent n et n′, ce ne
peut eˆtre le cas, et donc ce n’est pas possible, quels que soient les nombres naturels n et m,
que n < m < n′. 
Dans le chapitre 4, on verra que cela revient a` dire que l’ensemble N n’est pas «dense » rela-
tivement a` la relation ≤ : ce n’est pas vrai qu’on puisse, pour tout couple de nombres naturels,
trouver un nombre naturel autre que ceux-ci, qui soit compris entre ces deux nombres selon la
relation ≤. On comprendra plus tard la signification profonde de cette circonstance.
Remarque 2.12. La manie`re dans laquelle on a de´fini ci-dessus la relation ≤ sur N peut
paraˆıtre insatisfaisante dans le contexte d’une the´orie axiomatique telle qu’est celle que l’on
vise ici a` pre´senter. Quel que soit le nombre naturel n, on ne peut en effet supposer que
l’on ait bien de´finie la chaˆıne Sn qui lui est associe´e qu’a` condition d’admettre qu’on sache
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raisonner sur le syste`me forme´ par les conse´quences des axiomes de Peano. Si on ne savait
pas douter qu’on sache le faire, on peut vouloir se limiter, dans la pre´sentation d’une the´orie
axiomatique des nombres entiers, a` ne conside´rer que des relations parmi ces nombres qui
peuvent eˆtre de´finies en restant a` l’inte´rieur de ce syste`me. Il y a diffe´rentes manie`res de
satisfaire cette exigence.
Une de celles-ci, emprunte´e a` la de´finition des nombres entiers positifs donne´e par Frege
(cf. la note 1.2), fait usage de ce qu’on qualifie en logique d’ancestrale d’une relation donne´e.
SiR est une relation binaire dont on suppose qu’elle a de´ja` e´te´ de´finie, on qualifie d’ancestrale
de cette relation une autre relation binaire, habituellement note´e «R∗ », de´finie a` partir de
R, et telle que que xR∗y si et seulement si y posse`de toutes les proprie´te´s R-he´re´ditaires qui
x posse`de, c’est-a`-dire que du fait qu’une proprie´te´ est R-he´re´ditaire et que x la posse`de, il
s’ensuit que y la posse`de aussi. Une proprie´te´ est dite a` son tourR-he´re´ditaire ou he´re´ditaire
relativement a` R si tout couple d’objets x et y sur lesquels R est de´finie, qui soient tels que
xRy, sont aussi tels que du fait que x posse`de cette proprie´te´ il s’ensuit que y la posse`de
e´galement. Prenons la relation ‘(eˆtre) pe`re’ et supposons que Jean soit le pe`re de Pierre.
Du fait que Jean est un humain, il s’ensuit que Pierre l’est aussi. Donc la proprie´te´ ‘(eˆtre)
humain’ est he´re´ditaire relativement a` la relation ‘(eˆtre) pe`re’. Elle n’est pas la seule ; la
proprie´te´ ‘(eˆtre) bipe`de’ est par exemple he´re´ditaire relativement a` la relation ‘(eˆtre) pe`re’.
Supposons maintenant que y soit tel que du fait qu’une proprie´te´ soit R-he´re´ditaire et que
Jean la posse`de, il s’ensuit que y la posse`de aussi. Jean est alors lie´ a` y par l’ancestrale de
la relation ‘(eˆtre) pe`re’, qu’on pourrait vraissemblablement identifier avec la relation ‘(eˆtre)
anceˆtre’ (d’ou` le terme « ancestrale » de´rive par synecdoque).
L’ide´e est alors de de´finir la relation d’ordre stricte < sur les nombres naturels comme
l’ancestral de la relation ‘(eˆtre) pre´de´cesseur’, c’est-a`-dire la relation qui lie tout nombre
naturel n a` son successeur n′, puis passer de la` a` la relation d’ordre ≤ en ajoutant la
condition d’e´galite´. On commence alors par de´finir la relation ‘(eˆtre) pre´de´cesseur’ sur N
comme il suit : si n,m ∈ N alors n est le pre´de´cesseur de m (en symboles : nPm) si et
seulement si m = n′. Puis on de´finit l’ancestrale de cette relation comme il suit : si n,m ∈ N
alors nP∗m si et seulement si
G ⊆ N⇒
[(
µ ∈ N⇒ [nPµ⇒ µ ∈ G]∧
ν, µ ∈ N⇒ [(νPµ ∧ ν ∈ G)⇒ µ ∈ G]
)
⇒ n ∈ G
]
Enfin, on de´finit la relation d’ordre ≤ comme il suit : si n,m ∈ N alors n ≤ m si et seulement
si nP∗m ou n = m. Le lecteur motive´ pourra s’exercer a` montrer que de cette de´finition
suivent les the´ore`mes 2.1-2.5.
Si dans la pre´sentation pre´ce´dente on n’a pas suivi ce parcours ce n’est que pour e´viter
d’introduire trop des difficulte´s. C’est pourtant du fait qu’un tel parcours, ou d’autres ana-
logues, sont possibles qu’il s’en suit que le parcours qu’on a suivi est le´gitime et tant que
raccourci d’un parcours plus difficile, mais plus propre.
Remarque 2.13. Avant de conclure le pre´sent paragraphe, deux remarques me semblent
ne´cessaires. D’abord, il convient de noter que dans la the´orie de Peano, on a suivi l’ordre
inverse de celui de la the´orie des nombres entiers positifs expose´e dans le chapitre 1. Tandis
que dans cette dernie`re the´orie on est passe´ de la relation d’ordre strict < a` la notion de
successeur, on est passe´ ici de la relation de successeur a` la relation d’ordre ≤. Ensuite, on
observera que dans le chapitre 1, on n’a parle´ de l’ensemble des nombres entiers positifs que
pour se re´fe´rer a` un ensemble d’objets d’une nature particulie`re (l’ensemble des collections
de traits verticaux, ou, pour eˆtre plus pre´cis, de leurs classes d’e´quivalence sous la relation
d’e´galite´), dont on a exhibe´ certains exemplaires. Ici on a en revanche pre´sente´ l’ensemble
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N avant de spe´cifier la nature de ses e´le´ments (et meˆme sans spe´cifier du tout cette nature)
et avant d’en exhiber un seul (car il est clair que, pris isole´ment, le symbole «α » ne ren-
voie pas a` un nombre naturel et n’est qu’un symbole vide de signification). Il me semble
possible de re´sumer ces deux observations dans l’affirmation suivante : la pre´sentation des
nombres entiers positifs re´alise´e dans le chapitre 1 est une pre´sentation constructive, et ne
demande pas que l’ensemble de ces nombres soit pre´sente´ d’emble´e comme un ensemble
sur lequel est de´finie une application qui, comme on l’a vu, induit un ordre ; en revanche,
la pre´sentation des nombres naturels selon l’axiomatique de Peano est une pre´sentation
corre´lative et, comme telle, elle exhibe d’emble´e l’ensemble des nombres naturels, et l’ex-
hibe comme un ensemble sur lequel est de´finie une application qui, comme on l’a vu, induit
un ordre (cf. note 1.4). Si l’on insiste sur le deuxie`me aspect de cette distinction, on dira
alors que l’exposition du chapitre 1 pre´sente les nombres entiers positifs comme des cardi-
naux, tandis que l’axiomatique de Peano pre´sente directement les nombres naturels comme
des ordinaux.
3. L’addition et la multiplication sur les nombres naturels et leurs ope´rations
inverses
D’apre`s la de´finition donne´e ci-dessus, les nombres naturels ne sont que les e´le´ments d’une
certaine progression qu’on ne caracte´rise que par l’acte consistant a` nommer son e´le´ment
ge´ne´rateur et l’application qui induit la ge´ne´ration. On ne pourra donc de´finir aucune ope´ration
sur ces nombres, en se re´clamant de la nature particulie`re de ses e´le´ments, comme on l’a fait
dans le chapitre 1, pour les nombres entiers positifs. La seule possibilite´ que nous ayons est de
de´finir l’addition et la multiplication sur les nombres naturels, en nous re´clamant de l’applica-
tion (−)′ qui conduit de chaque nombre naturel a` son successeur.
Avant de montrer comment cela est possible, une pre´misse est ne´cessaire : la recherche
d’une de´finition de l’addition et de la multiplication ne vise, dans le contexte de la the´orie de
Peano, qu’a` de´finir sur N deux applications de N2 —l’ensemble de tous les couples possibles
d’e´le´ments de N — vers N lui-meˆme, qui se comportent relativement aux nombres naturels
exactement comme l’addition et la multiplication, de´finies sur les nombres entiers positifs tels
qu’ils ont e´te´ de´finis dans le chapitre 1, se comportent relativement a` ces derniers nombres.
Cela signifie que si n, m et p sont trois collections de traits verticaux et χ(n), χ(m) et χ(p) sont
les nombres naturels associe´s a` n, m et p par une bijection χ qui conserve toutes les proprie´te´s
d’ordre, alors il faut que l’addition et la multiplication de´finies sur N soient telles que :
(3)
χ(n) + χ(m) = χ(p) si et seulement si n+m = p
χ(n) · χ(m) = χ(p) si et seulement si n ·m = p
Ces conditions ne peuvent cependant pas entrer dans la de´finition cherche´e, car cela conduirait
a` de´finir des ope´rations sur N en fonction des proprie´te´s d’autres ope´rations de´finies sur les
collections de traits verticaux, ce qui rendrait la the´orie de Peano de´pendante de la the´orie
de´veloppe´e dans le chapitre 1. Les conditions (3) ne doivent donc eˆtre pense´es que comme des
conse´quences auxquelles les de´finitions donne´es doivent conduire, et ne pourront eˆtre ve´rifie´es
qu’a posteriori, une fois qu’on pourra comparer les deux the´ories comple`tement constitue´es.
Remarque 2.14. Voici un autre bel exemple de ce qu’on a ci-dessus qualifie´ de dialec-
tique intrinse`que a` toute formalisation
Les nombreuses remarques contenues a` ce propos dans le chapitre 1 devraient avoir convaincu
le lecteur des avantages pratiques qui de´rivent du fait qu’on conside`re la collection vide comme
un nombre et qu’on inclut donc le ze´ro dans l’ensemble des nombres entiers positifs. Cela incite
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a` se demander s’il est possible d’inte´grer dans l’ensemble des nombres naturels un nombre qui
se comporte face aux autres nombres naturels comme se comporte la collection vide face aux
autres collections de traits verticaux. C’est facile : il suffit de conside´rer l’e´le´ment α de N comme
le correspondant, dans cet ensemble, de la collection vide. Cela nous sugge`re de poser d’emble´e
les conditions suivantes :
(4)
n ∈ N⇒ n+ α = n
n ∈ N⇒ n · α = α
Observons maintenant que dans la preuve du the´ore`me 1.1 on a identifie´ la relation P
qui intervient dans la de´finition d’une progression P avec la relation qui intervient entre tout
nombre entier et positif n et son successeur σ(n) et qu’ensuite, pour montrer, lors du the´ore`me
1.2, que toute progression satisfait aux conditions qui nous ont donne´es les cinq axiomes de
Peano, on a de´fini l’application (−)′ comme une application qui associe tout e´le´ment x de P
a` l’e´le´ment y de P tel que xPy. Cela nous sugge`re d’ajouter aux conditions (4) les conditions
suivantes, attestant que l’addition et la multiplication sur N se comportent relativement a` α′
comme l’addition et la multiplication sur l’ensemble des nombres entiers positifs, tels qu’ils ont
e´te´ de´finis dans le chapitre 1, se comportent relativement a` σ(∅) = {|} :
(5)
n ∈ N⇒ n+ α′ = n′
n ∈ N⇒ n · α′ = n
On pourrait espe´rer que ces conditions suffisent pour de´finir l’addition et la multiplication sur la
totalite´ des nombres naturels, par re´currence, c’est-a`-dire en exploitant les possibilite´s conce´de´es
par l’axiome 5 de Peano. Il est pourtant facile de voir qu’il n’en est pas ainsi. L’argument qui
suit nous montre comment on peut raisonner pour se convaincre de cette insuffisance ; je ne
conside`re ici que l’exemple de l’addition ; pour la multiplication, on pourra raisonner de manie`re
analogue. Qu’on observe pourtant que cet argument n’est pas encore une preuve d’une telle
insuffisance. Il ne fait que nous sugge´rer de suivre un autre chemin.
On a vu dans le chapitre 1 que si on appelle « 1» le nombre {|} et que n et m sont des
collections quelconques de traits verticaux, alors
n+ σ(m) = n+ (m+ 1) = (n+m) + 1 = σ(n+m)
Il faudrait alors que, en exploitant les conditions (4) et (5 ) et l’axiome 5, on puisse parvenir a`
de´montrer l’implication suivante :
(6) n,m ∈ N⇒ n+m′ = (n+m)′
Si c’e´tait le cas, on en aurait termine´, car de (4), (5) et (6), il serait facile de tirer les conse´quences
suivantes :
(7) n ∈ N⇒

n+ α = n
n+ α′ = n′
n+ (α′)′ = [n+ α′]′ = (n′)′
n+ ((α′)′)′ = [n+ (α′)′]′ = ((n′)′)′
etc.
et on aurait ainsi de´fini par re´currence l’addition entre tout nombre naturel n et tout autre
nombre naturel. Ensuite, il serait facile de de´montrer que l’addition, ainsi de´finie, est commuta-
tive et associative et montrer ainsi, a posteriori, que la condition (3) est respecte´e relativement
a` l’addition.
Remarque 2.15. Comme on l’a dit, de´finir l’addition et la multiplication sur N se
re´duit a` de´finir une application qui associe a` tout couple d’e´le´ments de N un e´le´ment de
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N. Or, comme dans les implications 7, le nombre n est quelconque et qu’il est additionne´
successivement a` tous les nombres naturels, cette implication fournit l’image de tout couple
d’e´le´ments de N selon l’application a : N2 → N , qui de´finit l’addition :
n ∈ N⇒

a(< n,α >) = n
a(< n,α′ >) = n′
a(< n, (α′)′ >) = (n′)′
a(< n, ((α′)′)′ >) = ((n′)′)′
etc.
Elle est donc une de´finition parfaitement convenable de l’addition sur N.
Il est pourtant ne´cessaire d’observer que, quel que soit n, une telle implication ne nous
fournit l’image du couple < n,m >, c’est-a`-dire le re´sultat de l’addition n + m, m e´tant
un nombre naturel quelconque, qu’en fonction des images de tous les couples < n,α >,
< n,α′ >, < n, (α′)′ >, ..., < n, p >, p e´tant le nombre naturel tel que p′ = m. Ce
qui nous assure que, en proce´dant de cette manie`re, on peut obtenir le re´sultat de toute
addition n +m, quels que soient les nombres m et n, est pre´cise´ment le cinquie`me axiome
de Peano, qui, comme on l’a vu dans la preuve du the´ore`me 1.2, e´quivaut a` la condition (iii)
qui intervient dans la de´finition 1.1. Cet axiome nous assure en effet que la chaˆıne α, α′,
((α)′)′,... co¨ıncide avec N. Une de´finition de cette sorte, s’appuyant en dernie`re instance sur
le cinquie`me axiome de Peano, est ge´ne´ralement dite « re´cursive ». Meˆme si on ne l’a pas note´
explicitement, on s’est ci-dessus de´ja` re´clame´ d’un argument re´cursif lors des observations
qui ont suivi la preuve du the´ore`me 2.4. Par la suite, on verra comment on peut se fonder
sur une proce´dure re´cursive pour de´montrer des the´ore`mes qui peuvent eˆtre formule´s de
manie`re a` e´noncer que tout nombre naturel jouit d’une certaine proprie´te´. Comme a` chaque
proprie´te´ qu’on peut pre´diquer d’un nombre naturel, on peut associer l’ensemble des nombres
naturels qui satisfont a` cette proprie´te´, qui n’est rien qu’un sous-ensemble de N, il suffira,
pour conclure la de´monstration, de de´finir cet ensemble et de montrer que α lui appartient
et que si un nombre naturel x quelconque lui appartient — ce qu’on qualifie en ge´ne´ral
d’hypothe`se inductive —, alors le nombre x′ lui appartient aussi. En effet, a` partir de ces
pre´misses, le cinquie`me axiome de Peano nous permettra de conclure que le sous-ensemble
de N compose´ des nombres naturels qui satisfont a` la proprie´te´ en question co¨ıncide avec
N, ce qui signifie, e´videmment, que tout nombre naturel appartient a` ce sous-ensemble et
satisfait ainsi a` la proprie´te´ en question.
Voyons alors s’il est possible de passer de (4) et (5) a` (6), en exploitant l’axiome 5 (ou
tout autre axiome de Peano). De´finissons d’abord un sous-ensemble S de N comme suit : pour
chaque p appartenant a` N, p appartient a` S si et seulement si, pour tout n appartenant a` N,
on a
n+ p′ = (n+ p)′
Il s’agirait alors de montrer que l’ensemble S, ainsi de´fini, co¨ıncide avec N. Voyons d’abord
si α appartient a` S ou non. Il suffit pour cela de ve´rifier si pour tout n appartenant a` N,
n + α′ = (n + α)′. C’est facile, car les conditions (5) et (4) nous assurent respectivement que
n+ α′ = n′ et n+ α = n, d’ou` il suit justement que
(n+ α)′ = n′ = n+ α′
donc α appartient a` S. Il suffirait alors de montrer, pour s’assurer que S co¨ıncide avec N, que,
s e´tant un nombre quelconque, si s ∈ S alors s′ appartient a` S. Supposons alors que s soit un
nombre naturel, et que pour tout n appartenant a` N, on ait n + s′ = (n + s)′. En exploitant
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les conditions (4) et (5), il faudrait alors de´duire de la` que
(8) n+ (s′)′ = (n+ s′)′
Or, de (5), il suit que
n+ (s′)′ = n+ (s′ + α′)
et
(n+ s′)′ = (n+ s′) + α′
Si on pouvait se re´clamer de l’associativite´ de l’addition, on pourrait tirer de la` que n+(s′)′ =
(n+s′)′, comme il s’agirait justement de de´montrer, et on pourrait le faire meˆme sans employer
la supposition n+s′ = (n+s)′. On serait alors en mesure d’affirmer que S co¨ıncide avec N. Ainsi,
s’il e´tait le´gitime de s’appuyer sur l’associativite´ de l’addition, la 6 pourrait aussi se de´montrer
sans se re´clamer du cinquie`me axiome de Peano, car de cette proprie´te´ et des conditions (4) et
(5), il suit, quel que soit le nombre naturel s, que n+s′ = n+(s+α′) = (n+s)+α′ = (n+s)′.
Mais on ne peut pas se re´clamer de l’associativite´ de l’addition sans tomber dans une e´vidente
circularite´, car celle-ci est justement une des proprie´te´s de l’addition qu’on voudrait pouvoir
de´duire de notre de´finition de cette ope´ration et ni (4) ni (5) ne nous assurent que l’addition
est associative. On pourrait alors espe´rer pouvoir de´montrer 8, en exploitant aussi l’hypothe`se
inductive n + s′ = (n + s)′, outre (4) et (5). Il est pourtant facile de voir que cette condition
supple´mentaire ne nous aide pas, car, en associant celle-ci a` (5), on tire tout au plus que, quel
que soit le nombre naturel n, si s ∈ S, alors :
n+ s′ = n+ (s+ α′) = (n+ s)′ = (n+ s) + α′
ce qui nous dit seulement que si un certain nombre naturel s appartient a` S, alors, quel que
soit le nombre naturel n,
n+ (s+ α′) = (n+ s) + α′
ce qui ne nous est d’aucun secours lorsqu’on sait tout simplement que α appartient a` S, et
qu’on ne dispose d’aucune pre´misse fournissant, quel que soit le nombre naturel s, le re´sultat
de l’addition n+ s.
On pourrait alors chercher a` prouver qu’e´galement α′ appartient a` S. Pour cela, il faudrait
prouver que pour tout nombre naturel n
n+ (α′)′ = (n+ α′)′
Mais de (5), on conclut tout au plus que, quel que soit le nombre naturel n,
n+ (α′)′ = n+ (α′ + α′)
et
(n+ α′)′ = (n+ α′) + α′
et encore un fois, on ne pourrait conclure qu’a` condition de pre´supposer que l’addition est
associative sur N.
Cela nous convainc de la ne´cessite´ d’ajouter d’autres conditions aux conditions (4) et
(5). La voie la plus simple serait de stipuler d’emble´e que l’addition et la multiplication sont
commutatives et associatives dans N et que la multiplication y est distributive sur l’addition.
Ceci nous conduirait a` la de´finition suivante :
De´finition 3.1. On appelle respectivement « addition » et «multiplication » sur N les
ope´rations (binaires), note´es «+ » et « · », qui respectent les conditions suivantes, pour tout
triplet de nombres naturels n, m et p :
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i) n+ α = n n · α = α ;
ii) n+ α′ = n′ n · α′ = n ;
iii) n+m = m+ n n ·m = m · n ;
iv) n+ (m+ p) = (n+m) + p n · (m · p) = (n ·m) · p ;
v) n · (m+ p) = (n ·m) + (n · p).
Une telle de´finition, bien qu’elle soit adopte´e a` pre´sent par plusieurs traite´s d’arithme´tique,
a pourtant un de´faut majeur : elle se re´clame d’un nombre inutilement e´leve´ de conditions, dont
on devrait d’ailleurs de´montrer, si on voulait eˆtre rigoureux, qu’elles ne sont pas contradictoires
et qu’elles de´finissent respectivement deux ope´rations uniques.
Une de´finition beaucoup plus e´le´gante et essentielle fut choisie par Peano lui-meˆme. Elle
pourrait eˆtre formule´e comme suit :
De´finition 3.2. On appelle respectivement « addition » et «multiplication » sur N les
ope´rations (binaires), note´es «+ » et « · », qui respectent les conditions suivantes, pour tout
couple de nombres naturels n et m :
i) n+ α = n n · α = α ;
ii) n+m′ = (n+m)′ n ·m′ = (n ·m) + n.
C’est a` cette de´finition qu’on va se re´fe´rer dans la suite.
De´montrons, d’abord, a` partir de cette de´finition, les proprie´te´s fondamentales de l’addi-
tion :
The´ore`me 3.1. Si n, m et p appartiennent a` N, alors :
(i): n+ α′ = n′ ;
(ii): n+ (m+ p) = (n+m) + p [associativite´ de l’addition dans N] ;
(iii): n+m = m+ n [commutativite´ de l’addition dans N].
Preuve La preuve de ce the´ore`me se compose naturellement de trois preuves distinctes,
dont chacune rele`ve d’une clause parmi les trois que comporte le the´ore`me. Les preuves de
(ii) et (iii) se font par re´currence, c’est-a`-dire qu’elles exploitent l’axiome 5 de Peano. Parmi
celles-ci, la preuve de (iii) est assez longue, mais n’est gue`re difficile. La preuve de (i) est par
contre imme´diate. Voici ces trois preuves.
(i) De la clause (ii) de la de´finition 3.2, on tire, en posant m = α,
n+ α′ = (n+ α)′
mais selon la clause (i) de la meˆme de´finition, on a n+ α = n, et de la` il suit ainsi
n+ α′ = n′
Remarque 2.16. On observe que ce que nous venons de de´montrer est que si on se
re´clame de la de´finition 3.2, il n’est pas ne´cessaire de pre´supposer la premie`re des conditions
5, car elle suit comme un the´ore`me de cette meˆme de´finition, qui se sert en revanche de la
premie`re des conditions 4.
(ii) On conside`re le sous-ensemble S de N, compose´ par tous les nombres naturels p, tels
que, quel que soient les nombres naturels n et m, on ait
(9) n+ (m+ p) = (n+m) + p
et on de´montre que α ∈ S et que si s est un nombre naturel quelconque, alors
s ∈ S ⇒ s′ ∈ S
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d’ou` on conclut, en exploitant l’axiome 5 de Peano, que S co¨ıncide avec N, c’est-a`-dire que
l’e´galite´ (9) a justement lieu pour tout triplet de nombres naturels n, m et p. Voici comment
on proce`de :
(a) Si dans (9) on pose p = α, on a
n+ (m+ α) = (n+m) + α
qui, selon la clause (i) de la de´finition 3.2, e´quivaut a`
n+m = n+m
ce qui est sans doute le cas. Donc α ∈ S.
(b) De la clause (ii) de la de´finition 3.2, il suit, quels que soient les nombres naturels n, m
et s, que
(10) n+ (m+ s′) = n+ (m+ s)′ = [n+ (m+ s)]′
et
(11) (n+m) + s′ = [(n+m) + s]′
Mais, si s ∈ S, alors
n+ (m+ s) = (n+m) + s
et donc de (10) et de (11), il suit que
n+ (m+ s′) = [(n+m) + s]′ = (n+m) + s′
et donc si s ∈ S, alors s′ ∈ S. S co¨ıncide donc avec N, ce qui conclut la preuve de (ii).
(iii) On proce`de de la meˆme manie`re qu’au cours de la preuve de (ii), en conside´rant
l’ensemble S des nombres naturels m, tels que, quel que soit le nombre naturel n, on ait
n+m = m+ n
La preuve est pourtant, dans ce cas, un peu plus laborieuse que pre´ce´demment. On prouve
d’abord les lemmes suivants :
Lemme 1 Pour tout nombre naturel n, α+ n = n.
Lemme 2 Pour tout nombre naturel n, n+ α′ = α′ + n.
Pour prouver le lemme 1, on ope`re encore par re´currence, en conside´rant l’ensemble T des
nombres naturels q tels que
α+ q = q
On pourra prouver que :
(a.1) α ∈ T , car la clause (i) de la de´finition 3.2 nous assure que
α+ α = α
(b.1) si t est un nombre naturel quelconque, alors
t ∈ T ⇒ t′ ∈ T
car, si t ∈ T , alors α+ t = t et donc, pour la clause (ii) de la de´finition 3.2,
α+ t′ = (α+ t)′ = t′
de sorte que T co¨ıncide avec N, ce qui conclut la preuve du lemme 1.
On ope`re par re´currence aussi pour prouver le lemme 2. On conside`re l’ensemble T des
nombres naturels q tels que
q + α′ = α′ + q
et on prouve que :
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(a.2) α ∈ T , car de la clause (i) de la de´finition 3.2, il suit
α′ + α = α′
tandis que du lemme 1 (ou de la clause (i) du pre´sent the´ore`me qu’on a prouve´ ci-dessus), il
suit que
α+ α′ = α′
d’ou` il suit que α′ + α = α+ α′ ;
(b.2) si t est un nombre naturel quelconque, alors
t ∈ T ⇒ t′ ∈ T
car si t ∈ T , alors t+ α′ = α′ + t et donc
t′ + α′ = (t′)′ par la clause (i) du pre´sent the´ore`me
= (t+ α′)′ par la meˆme clause
= (α′ + t)′ car on a fait l’hypothe`se que t ∈ T
= α′ + t′ par la clause (ii) de la de´finition 3.2
de sorte que T co¨ıncide avec N, ce qui conclut la preuve du lemme 2.
Ces deux lemmes une fois prouve´s, la preuve de (iii) est fort simple. En effet :
(a) α ∈ S, car la clause (i) de la de´finition 3.2 nous assure que, quel que soit le nombre
naturel n, on a n+ α = n et donc, pour le lemme 1, n+ α = α+ n ;
(b) quel que soit le nombre naturel s
s ∈ S ⇒ s′ ∈ S
En fait, si s ∈ S, alors, quel que soit le nombre naturel n, on aura
n+ s = s+ n
et donc :
n+ s′ = (n+ s)′ par la clause (ii) de la de´finition 3.2
= (s+ n)′ car on a fait l’hypothe`se que s ∈ S
= s+ n′ par la clause (ii) de la de´finition 3.2
= s+ (n+ α′) par la clause (i) du pre´sent the´ore`me
= s+ (α′ + n) par le lemme 2
= (s+ α′) + n par la clause (ii) du pre´sent the´ore`me
= s′ + n par la clause (i) du pre´sent the´ore`me
et S co¨ıncide donc avec N, ce qui termine la preuve de (iii) et du the´ore`me. 
Remarque 2.17. Les mathe´maticiens appellent « lemme » un the´ore`me qui n’a pas
d’inte´reˆt en tant que tel, mais intervient dans la preuve d’un autre the´ore`me, qui est en
revanche conside´re´ comme e´tant un re´sultat mathe´matique inte´ressant. On dira alors que
le premier the´ore`me est un lemme dans la preuve du deuxie`me. Ils appellent en revanche
« corollaire» un the´ore`me qui peut eˆtre de´duit aise´ment a` partir d’un autre the´ore`me. Ce
sera alors un corollaire de ce the´ore`me. Il est clair que la diffe´rence entre the´ore`mes propre-
ment dits, lemmes et corollaires n’est pas de nature logique ; elle est plutoˆt une distinction
pragmatique, et peut varier selon les situations, les points de vue et les contextes. Dans
l’histoire des mathe´matiques, il n’est par rare de trouver le cas de lemmes qui ont joue´,
apre`s avoir e´te´ de´montre´s, un roˆle bien plus important que le the´ore`me auquel ils avaient
originairement conduit.
Prouvons maintenant que la multiplication (autant a` gauche qu’a` droite) est distributive
sur l’addition dans N :
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The´ore`me 3.2. Si n, m et p appartiennet a` N, alors :
(i): n · (m+ p) = (n ·m) + (n · p)
(ii): (n+m) · p = (n · p) + (m · p)
Avant de prouver ce the´ore`me, on observe que les deux clauses qui le composent ne sont
e´quivalentes qu’a` condition que la multiplication soit commutative sur N, chose que nous n’avons
pas encore de´montre´ mais que nous de´montrerons ci-dessous, en nous re´clamant justement de
la clause (ii) de ce the´ore`me. Ceci explique la raison de la distinction entre multiplication a`
droite et multiplication a` gauche.
Preuve du the´ore`me 3.2 On prouve les deux clauses successivement, en raisonnant dans
les deux cas par re´currence. Voici respectivement les deux preuves.
(i) Conside´rons l’ensemble S des nombres naturels p, tels que, quels que soient les nombres
naturels n et m, on ait
n · (m+ p) = (n ·m) + (n · p)
Il n’est pas difficile de montrer que :
(a) α ∈ S, car de la clause (i) de la de´finition 3.2, il suit aussi bien
n · (m+ α) = n ·m
que
(n ·m) + (n · α) = (n ·m) + α = n ·m
(b) si s est un nombre naturel quelconque, alors
s ∈ S ⇒ s′ ∈ S
car, si s ∈ S, alors
n · (m+ s) = (n ·m) + (n · s)
et donc :
n · (m+ s′) = n · (m+ s)′ par la clause (ii) de la de´finition 3.2
= [n · (m+ s)] + n par la meˆme clause
= [(n ·m) + (n · s)] + n car on a fait l’hypothe`se que s ∈ S
= (n ·m) + [(n · s) + n] par la clause (ii) du the´ore`me 3.1
= (n ·m) + (n · s′) par la clause (ii) de la de´finition 3.2
et S co¨ıncide donc avec N, ce qui termine la preuve de la clause (i).
(ii) La preuve de la clause (ii) est analogue. On conside`re l’ensemble S des nombres naturels
p, tels que, quels que soient les nombres naturels n et m, on ait
(n+m) · p = (n · p) + (m · p)
Il n’est pas difficile de montrer que :
(a) α ∈ S, car de la clause (i) de la de´finition 3.2, il suit autant
(n+m) · α = α
que
(n · α) + (m · α) = α+ α = α
(b) si s est un nombre naturel quelconque, alors
s ∈ S ⇒ s′ ∈ S
car, si s ∈ S, alors
(n+m) · s = (n · s) + (m · s)
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et donc :
(n+m) · s′ = (n+m) · s+ (n+m) par la clause (ii) de la de´finition 3.2
= [(n · s) + (m · s)] + (n+m) car on a fait l’hypothe`se que s ∈ S
= [[(n · s) + (m · s)] + n] +m par la clause (ii) du the´ore`me 3.1
= [(n · s) + [(m · s) + n]] +m par la meˆme clause
= [(n · s) + [n+ (m · s)]] +m par la clause (iii) du the´ore`me 3.1
= [[(n · s) + n] + (m · s)] +m par la clause (ii) du the´ore`me 3.1
= [(n · s) + n] + [(m · s) +m] par la meˆme clause
= (n · s′) + (m · s′) par la clause (ii) de la de´finition 3.2
et S co¨ıncide donc avec N, ce qui termine la preuve de la clause (ii) et du the´ore`me. 
Passons maintenant aux proprie´te´s de la multiplication :
The´ore`me 3.3. Si n, m et p appartiennet a` N, alors :
(i): n · α′ = n ;
(ii): n · (m · p) = (n ·m) · p [associativite´ de la multiplication dans N] ;
(iii): n ·m = m · n [commutativite´ de la multiplication dans N].
Preuve La preuve de ce the´ore`me se compose e´galement de trois preuves, dont chacune
rele`ve d’une clause distincte parmi les trois que comporte le the´ore`me. Et encore une fois, les
preuves de (ii) et (iii) se font par re´currence. Voici ces trois preuves.
(i) Quel que soit le naturel n, on a :
n · α′ = (n · α) + n par la clause (ii) de la de´finition 3.2
= α+ n par la clause (i) de la de´finition 3.2
= n+ α par la clause (iii) du the´ore`me 3.1
= n par la clause (i) de la de´finition 3.2
ce qui prouve (i).
Remarque 2.18. On a ainsi de´montre´ que si l’on se re´clame de la de´finition 3.2, il
n’est plus ne´cessaire de pre´supposer la deuxie`me des conditions 5, car elle suit comme un
the´ore`me de cette meˆme de´finition qui se sert en revanche de la deuxie`me des conditions 4.
(ii) On conside`re le sous-ensemble S de N, compose´ par tous les nombres naturels p, tels
que, quels que soient les nombres naturels n et m, on ait
n · (m · p) = (n ·m) · p
On peut prouver facilement que :
(a) α ∈ S, car de la clause (i) de la de´finition 3.2, il suit aussi bien
n · (m · α) = n · α = α
que
(n ·m) · α = α
(b) si s est un nombre naturel quelconque, alors
s ∈ S ⇒ s′ ∈ S
car, si s ∈ S, alors
n · (m · s) = (n ·m) · s
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et donc :
n · (m · s′) = n · [(m · s) +m] par la clause (ii) de la de´finition 3.2
= [n · (m · s)] + [n ·m] par la clause (i) du the´ore`me 3.2
= [(n ·m) · s] + [n ·m] car on a fait l’hypothe`se que s ∈ S
= (n ·m) · s′ par la clause (ii) de la de´finition 3.2
et donc S co¨ıncide avec N, et ceci conclut la preuve de (ii).
(iii) Dans ce cas aussi, il faut d’abord prouver deux lemmes :
Lemme 1 Pour tout nombre naturel n, α · n = α.
Lemme 2 Pour tout nombre naturel n, α′ · n = n.
Pour prouver le lemme 1, on ope`re encore par re´currence, en conside´rant l’ensemble T des
nombres naturels q, tels que
α · q = α.
On pourra prouver que :
(a.1) α ∈ T , car la clause (i) de la de´finition 3.2 nous assure que
α · α = α
(b.1) si t est un nombre naturel quelconque, alors
t ∈ T ⇒ t′ ∈ T
car, si t ∈ T , alors α · t = α et donc, pour les clauses (ii) et (i) de la de´finition 3.2 :
α · t′ = (α · t) + α = α+ α = α
de sorte que T co¨ıncide avec N, ce qui conclut la preuve du lemme 1.
La preuve du lemme 2 se conduit aussi par re´currence. On conside`re l’ensemble T des
nombres naturels q tels que
α′ · q = q
et on prouve que :
(a.2) α ∈ T , car de la clause (i) de la de´finition 3.2, il suit
α′ · α = α
(b.2) si t est un nombre naturel quelconque, alors
t ∈ T ⇒ t′ ∈ T
car si t ∈ T , alors α′ · t = t et donc
α′ · t′ = (α′ · t) + α′ pour la clause (ii) de la de´finition 3.2
= t+ α′ car on a fait l’hypothe`se que t ∈ T
= t′ pour la clause (i) du the´ore`me 3.1
de sorte que T co¨ıncide avec N, ce qui conclut la preuve du lemme 2.
Ces deux lemmes ayant e´te´ prouve´s, la preuve de (iii) est assez facile. On conside`re l’en-
semble S des nombres naturels m, tels que
n ·m = m · n
et on prouve que :
(a) α ∈ S, car la clause (i) de la de´finition 3.2 nous assure que, quel que soit le nombre
naturel n, on a n · α = α et le lemme 1 nous dit que α · n = α ;
(b) quel que soit le nombre naturel s
s ∈ S ⇒ s′ ∈ S
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En fait, si s ∈ S, alors, quel que soit le nombre naturel n, on aura
n · s = s · n
et donc :
s′ · n = (s+ α′) · n par la clause (i) du the´ore`me 3.1
= (s · n) + (α′ · n) par la clause (ii) du the´ore`me 3.2
= (s · n) + n par le lemme 2
= (n · s) + n car on a fait l’hypothe`se que s ∈ S
= n · s′ par la clause (ii) de la de´finition 3.2
et donc S co¨ıncide avec N, ce qui termine la preuve de (iii) et du the´ore`me. 
Pour ce qui est des relations qui s’instaurent entre l’addition et la multiplication de´finies
sur N et la relation d’ordre ≤ qui fait de N un ensemble totalement ordonne´, il n’est gue`re
difficile de de´montrer le the´ore`me suivant :
The´ore`me 3.4. Si n, m, p et q appartiennet a` N, alors :
(i): si n < m, alors n+ p < m+ p ;
(ii): si m 6= α, alors n < n+m ;
(iii): si n < m et p < q, alors n+ p < m+ q ;
(iv): si n < m et p 6= α, alors n · p < m · p.
Preuve La preuve de ce the´ore`me se compose encore de quatre preuves distinctes. Les
voici
(i) Conside´rons l’ensemble S des nombres naturels p, tels que
n < m⇒ (n+ p < m+ p)
On peut prouver que :
(a) α ∈ S, car, selon la clause (i) de la de´finition 3.2, n+ α = n et m+ α = m ;
(b) pour tout nombre naturel s,
s ∈ S ⇒ s′ ∈ S
Pour prouver cette dernie`re implication, il faut naturellement prouver que si s ∈ S et n < m,
alors, quels que soient les nombres naturels s, n et m,
n+ s′ < m+ s′
Pour ce faire, on suppose d’abord que s ∈ S et n < m. De la` il suit que
n+ s < m+ s
mais, comme on l’a prouve´ a` la fin du paragraphe 2 ,
m+ s < (m+ s)′
de sorte qu’on aura
n+ s < m+ s < (m+ s)′
Il s’agit d’inse´rer (n + s)′ dans cette se´quence en sachant que n + s < (n + s)′. On suppose
d’abord que (n+ s)′ est diffe´rent aussi bien de (m+ s) que de (m+ s)′. Alors de la clause (ii)
du the´ore`me 2.5, il suit que ni les ine´galite´s
n+ s < m+ s < (n+ s)′ < (m+ s)′
ni les ine´galite´s
n+ s < m+ s < (m+ s)′ < (n+ s)′
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ne sont possibles. Donc la seule possibilite´ est la suivante
n+ s < (n+ s)′ < m+ s < (m+ s)′
d’ou` il suit que
(n+ s)′ < (m+ s)′
et donc, selon la clause (ii) de la de´finition 3.2,
n+ s′ < m+ s′
ce qu’il s’agissait de de´montrer. Il ne reste donc qu’a` conside´rer les cas (n + s)′ = m + s et
(n+ s)′ = (m+ s)′. Dans le premier cas, on aurait encore
(n+ s)′ < (m+ s)′
car on sait que m+ s < (m+ s)′. Dans le deuxie`me cas, on aurait, par l’axiome 4 de Peano,
n+ s = m+ s
contre l’hypothe`se d’apre`s laquelle s appartient a` S. Ce dernier cas n’est donc pas possible.
Ainsi S co¨ıncide avec N et cela cloˆture la preuve de (i).
(ii) De la clause (i) de la de´finition 3.2 et de la clause (iii) du the´ore`me 3.1, il suit que,
quel que soit le nombre naturel n
n = α+ n
tandis que du the´ore`me 2.4, il suit que, quel que soit le nombre naturel m,
α ≤ m
Donc (ii) est un corollaire de (i), car si m 6= α , alors α < m et donc, selon la clause (iii) du
the´ore`me 3.1,
α+ n = n < m+ n = n+m
ce qui prouve (ii).
(iii) De la clause (i) du pre´sent the´ore`me, il suit que, quels que soient les nombres naturels
n, m, p et q, si n < m , alors n + p < m + p et si p < q, alors p +m < q +m. Mais, par la
clause (iii) du the´ore`me 3.1, m+ p = p+m et q +m = m+ q, donc
n+ p < p+m
p+m < m+ q
et donc, graˆce a` la transitivite´ de <,
n+ p < m+ q
ce qu’il fallait de´montrer.
(iv) On conside`re maintenant l’ensemble S des nombres naturels p tels que
n < m⇒ n · p < m · p
Il est clair que α n’appartient pas a` S, car, quels que soient les nombres naturels n et m, de la
clause (i) de la de´finition 3.2, il suit que n · α = m · α = α. Si on prouve toutefois que α′ ∈ S
et que, quel que soit le nombre naturel s,
s ∈ S ⇒ s′ ∈ S
on aura prouve´ que S co¨ıncide avec l’ensemble N prive´ de l’e´le´ment α. Pour le comprendre,
il suffit d’observer que l’ensemble N prive´ de l’e´le´ment α satisfait aux axiomes 1-5 de Peano,
lorsqu’on aura pose´ x0 = α
′, car cet ensemble est justement une progression. La preuve se
de´roule alors comme toutes les preuves par re´currence ci-dessus, et se compose des deux parties
suivantes :
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(a) α′ ∈ S, car, selon la clause (i) du the´ore`me 3.3, quels que soient les nombres naturels
n et m, on a n · α′ = n et m · α′ = m ;
(b) quel que soit le nombre naturel s, si s ∈ S, alors s′ ∈ S. Pour prouver cette implication,
il faut prouver que, pour tout couple de nombres naturels n et m, si s ∈ S et n < m, alors
n · s′ < m · s′. Mais, si s ∈ S et n < m, alors n · s < m · s et donc, selon la clause (iii) du pre´sent
the´ore`me,
n · s+ n < m · s+m
ce qui, selon la clause (ii) de la de´finition 3.2, e´quivaut justement a`
n · s′ < m · s′
ce qu’il fallait de´montrer. 
Les de´finitions de la soustraction et de la division, et la preuve de leurs proprie´te´s fonda-
mentales, sont maintenant tre`s faciles. Il suffit d’e´lever au rang de de´finition le the´ore`me 5.1 :
De´finition 3.3. On appelle respectivement « soustraction » et « division » sur N les ope´rations
(binaires), note´es «− » et « : », qui, quels que soient les nombres naturels n, m et p, satisfont
aux conditions suivantes :
(i): n−m = p si et seulement si n = p+m ;
(ii): n : m = p si et seulement si n = p ·m, pourvu que m 6= 0.
Graˆce a` la commutativite´ de l’addition et de la multiplication, il est ensuite facile de
de´montrer que cette de´finition entraˆıne la conse´quence suivante :
The´ore`me 3.5. Si n, m et p appartiennet a` N, alors :
(i): n−m = p si et seulement si m = n− p ;
(ii): n : m = p si et seulement si m = n : p.
La preuve est laisse´e au lecteur a` titre d’exercice.
A` ce point, la preuve de re´sultats analogues a` ceux expose´s dans le paragraphe 1 est facile
et on peut e´galement la laisser comme exercice pour le lecteur.
Remarque 2.19. Avant de conclure le pre´sent paragraphe, il me semble ne´cessaire de
re´fle´chir sur les re´sultats qu’on a atteints et sur la nature des arguments qui nous ont permis
de les de´montrer. Apre`s avoir explore´ la possibilite´ de de´finir l’addition et la multiplication
sur N par le biais des conditions 4 et 5, on a finalement choisi (en suivant la suggestion
originaire de Peano) la de´finition 3.2. Cette de´finition est essentiellement diffe´rente de celles
qu’on a donne´es dans le chapitre 1 pour l’addition et la multiplication sur les nombres entiers
positifs : au lieu d’indiquer des proce´dures effectives aptes a` produire un nombre a` partir
de la donne´e de deux nombres, elle ne fait qu’indiquer les proprie´te´s fondamentales d’une
application de´finie sur les e´le´ments d’un ensemble. Les the´ore`mes 3.1-3.5 ne sont que des
conse´quences de la de´termination de ces proprie´te´s. Bien que, pour e´viter un expose´ trop
abstrait, j’aie pre´fe´re´ adopter une pre´sentation largement discursive, il est clair que le cœur
des preuves de ces the´ore`mes consiste en de´rivations formelles ne se re´clamant que de la
syntaxe induite par la de´finition 3.2, par les axiomes de Peano (en particulier le cinquie`me)
et par la logique propositionnelle e´le´mentaire. C’est exactement pour rendre possible cette
sorte d’arguments que la construction de Peano a e´te´ originairement conc¸ue (et c’est pour
montrer cette forme d’argumentation a` l’œuvre que j’ai de´cide´ d’introduire dans mon expose´
la preuve des the´ore`mes 3.1-3.5 a` partir de la de´finition 3.2 et des axiomes de Peano).
Cela ne doit pourtant pas induire le lecteur a` penser que l’objectif d’une formalisation
comme celle de Peano puisse eˆtre de transformer les mathe´matiques en un pur jeu formel.
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L’objectif d’une formalisation est plutoˆt de montrer la structure relationnelle sous-jacente
a` une ou plusieurs the´ories mathe´matiques, ces dernie`res n’e´tant que l’e´tude de certains
objets abstraits, exprimant des formes invariantes que l’œil du mathe´maticien est capable
de saisir dans le monde qui l’entoure. Ainsi, pour ne prendre qu’un exemple, si la preuve
de la commutativite´ de l’addition consiste dans la de´duction de l’e´galite´ «n +m = m + n
», a` partir des e´galite´s exhibe´es dans la de´finition 3.2, il ne faut pas croire que le but de
la the´orie de Peano, quant a` la commutativite´ de l’addition, soit de parvenir finalement
a` e´crire cette e´galite´. Le but de cette the´orie est plutoˆt de montrer la nature logique de
l’ope´ration d’addition, de disse´quer cette ope´ration et de retrouver ses proprie´te´s comme
des conse´quences des proprie´te´s fondamentales que l’on a cru pouvoir reconnaˆıtre en elle. Si
on refuse d’apprendre a` jouer le jeu du formalisme, on se condamne a` ne pas pouvoir disposer
d’un outil essentiel du mathe´maticien, mais si on croit pouvoir re´duire les mathe´matiques
a` l’exercice de ce jeu, on se condamne a` ne pas comprendre le but qu’elles poursuivent et a`
rester e´tranger a` la dynamique de leur de´veloppement.
4. Noms et symboles des nombres naturels et the´ore`mes particuliers concernant
ces nombres
Dans le pre´sent chapitre, de meˆme que dans le chapitre 1, la question de la repre´sentation
et de la de´nomination des nombres ne se pre´sente qu’a` la fin, lorsque la the´orie des nombres
naturels a e´te´ comple`tement e´difie´e. Elle ne re´pond qu’a` une exigence pratique. Comme on a
de´montre´ dans les paragraphes pre´ce´dents que les nombres naturels se comportent, relative-
ment les uns aux autres, comme les nombres entiers positifs, tels qu’ils ont e´te´ de´finis dans
le chapitre 1, le lecteur n’aura aucune difficulte´ a` comprendre que les meˆmes syste`mes de
de´nomination et de nume´rotation s’appliquent aussi bien a` ceux-ci qu’a` ceux-la`. Simplement,
le re´fe´rent des meˆmes noms et des meˆmes symboles n’est pas le meˆme dans les deux cas : dans
un cas, ces noms et ces symboles se re´fe`rent a` des collections de traits verticaux, dans l’autre
ils se re´fe`rent aux e´le´ments d’un ensemble totalement ordonne´ formant une progression. Pour
e´viter des confusions, il est pourtant souhaitable que les objets distincts qui, dans les deux
cas, fournissent la signification du meˆme terme, jouent dans les deux syste`mes le meˆme roˆle.
C’est parce que cette condition est respecte´e que dans les applications de l’arithme´tique on
n’a jamais besoin de spe´cifier la nature des objets qui constituent la signification des termes
nume´raux employe´s. De plus : le respect de cette condition permet d’assigner, dans les deux
cas, la meˆme signification aux termes compose´s en fonctions des termes e´le´mentaires. Ainsi,
si on accepte d’employer, par exemple, le syste`me de´cimal habituel de nume´rotation et no-
tation symbolique, le nombre note´ « 5.423» est dans les deux cas le re´sultat de la somme
5 · (103) + 4 · (102) + 2 · (10) + 3 · 1. Il est donc clair que les algorithmes d’addition, de multipli-
cation, de soustraction et de division des nombres repre´sente´s par des symboles compose´s sont
les meˆmes dans les deux cas ; il n’est gue`re ne´cessaire de les exposer ici a` nouveau.
Qu’on accepte donc d’emble´e le syste`me de nume´rotation de´cimale habituel. On aura alors
les repre´sentations et les de´nominations suivantes :
α −→ 0 −→ ze´ro
α′ = 0′ −→ 1 −→ un
(α′)′ = (0′)′ = 1′ −→ 2 −→ deux
((α′)′)′ = ((0′)′)′ = (1′)′ = 2′ −→ 3 −→ trois
... ... ...
8′ −→ 9 −→ neuf
(8′)′ = 9′ −→ 10 −→ dix
... ... ...
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Soient maintenant n et m deux nombres naturels repre´sente´s dans ce syste`me de nume´rotation
par deux symboles compose´s
ρp...ρ2ρ1ρ0 et τq...τ2τ1τ0
ou` les symboles « ρp », ..., « ρ0 » et « τq »,...,« τ0 » repre´sentent des nombres naturels compris
entre 0 et 9. Il est clair que ces deux nombres pourront aussi se repre´senter ainsi :
ρp · (10p) + ...+ ρ2 · (102) + ρ1 · (10) + ρ0
τq · (10q) + ...+ τ2 · (102) + τ1 · (10) + τ0
p et q e´tant des nombres naturels. Graˆce a` la commutativite´ et a` l’associativite´ de l’addition
et a` la distributivite´ de la multiplication sur l’addition, leur somme pourra alors se repre´senter
ainsi
ρp · (10q) + τq · (10p) + ...+ [ρ2 + τ2] · (102) + [ρ1 + τ1] · (10) + [ρ0 + τ0]
Cela montre bien que pour chaque couple de nombres naturels, dont un au moins se laisse
repre´senter par un symbole compose´ dans le syste`me de nume´rotation choisi, la somme de ces
nombres peut eˆtre calcule´e en re´duisant leur addition a` des additions entre nombres repre´sente´s
par des symboles e´le´mentaires. Il est facile de voir qu’il en est de meˆme pour le produit, la
diffe´rence et le quotient. Le passage des nombres comme collections de traits verticaux aux
nombres naturels ne produit donc pas de changements a` cet e´gard.
Un changement profond intervient en revanche en ce qui concerne l’addition et la multi-
plication entre nombres qui sont repre´sente´s, dans le syste`me de nume´rotation choisi, par des
symboles e´le´mentaires, car dans la the´orie axiomatique de Peano, il n’est pas possible de calcu-
ler les re´sultats de ces ope´rations en se re´clamant des collections de traits verticaux, comme on
l’a fait pourtant dans le chapitre 1. Il se pose alors le proble`me de comprendre comment un tel
calcul peut eˆtre fait. La re´ponse est e´vidente : ce calcul ne peut se faire qu’en s’appuyant sur
les proprie´te´s formelles des ope´rations sur les nombres naturels e´nonce´es ci-dessus. Dans le cas
extreˆme, ou` le syste`me de nume´rotation choisi ne comporterait que deux noms e´le´mentaires,
0 = α et 1 = α′, il ne s’agirait que de justifier les e´galite´s
(12)
α+ α = 0 + 0 = α = 0 α · α = 0 · 0 = α = 0
α+ α′ = 0 + 1 = α′ = 1 α · α′ = 0 · 1 = α = 0
α′ + α′ = 1 + 1 = (α′)′ = 10 α′ · α′ = 1 · 1 = α′ = 1
qu’on a de´ja` de´montre´es dans le paragraphe pre´ce´dent. On pourrait donc songer a` transfor-
mer toute addition et multiplication entre nombres repre´sente´s par des symboles e´le´mentaires,
dans n’importe quel syste`me de nume´rotation, en additions et multiplications entre nombres
repre´sente´s dans le syste`me binaire de nume´rotation ; et re´duire ensuite ces additions et mul-
tiplications aux six ope´rations e´le´mentaires (12). Cela re´duirait au strict minimum les calculs
dont le re´sultat devrait eˆtre justifie´ en ne se re´clamant que des proprie´te´s formelles de l’addi-
tion et de la multiplication. En dehors de l’informatique (ou` une telle re´duction de tout nombre
a` un nombre repre´sente´ dans un syste`me de nume´rotation binaire est indispensable, car un
ordinateur n’est rien d’autre qu’une machine travaillant, en dernie`re instance, sur l’alternative
0-1, c’est-a`-dire une machine dite «de Turing», en l’honneur du mathe´maticien anglais A. Tu-
ring, qui fut le premier a` concevoir logiquement un ordinateur), cette re´duction ennuyeuse n’est
pourtant pas ne´cessaire, car les proprie´te´s formelles de l’addition et de la multiplication per-
mettent de calculer toutes les sommes et tous les produits qu’on veut. Voici, en guise d’exemple,
comment la somme 7+ 5 et le produit 5 · 4 peuvent eˆtre calcule´s en ne se re´clamant que de ces
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proprie´te´s. Les meˆmes proce´de´s, qui sont essentiellement dus a` Leibniz, peuvent naturellement
s’appliquer a` tout autre exemple.
Note Historique 2.5. Ne´ a` Londres le 23 juin 1912, Alan M. Turing e´tudia
les mathe´matiques dans cette meˆme ville, au King’s College, ou` il fut nomme´ fellow
en 1935. Ce fut dans les anne´es 1936-1938 que, en profitant d’un se´jour d’e´tude a`
l’universite´ de Princeton, ou` il put travailler avec A. Church, l’un des plus illustres et
fe´conds logiciens de l’e´poque, il fut en mesure de mener les e´tudes qui le conduisirent,
entre autre, a` publier, en 1937, l’article «On Computable Numbers, With an Appli-
cation to the Entscheidungsproblem». C’est dans cet article qu’il de´finit une machine
ide´ale (dite ensuite «machine de Turing» ), dont le fonctionnement devait, dans ses
intentions, imiter les proce´dures computationnelles du cerveau humain.
Turing suppose que sa machine travaille par e´tapes et posse`de une me´moire infi-
nie, c’est-a`-dire qu’elle se comporte a` chaque e´tape d’une certaine manie`re plutoˆt que
d’une autre, en fonction du comportement qu’elle a eu dans les e´tapes pre´ce´dentes,
a` partir du de´but de la computation, quel que soit le nombre de ces e´tapes. La ma-
chine travaille sur un ruban, lui aussi suppose´ infini, divise´ en cases et peut, a` chaque
e´tape, observer une case de ce ruban et se comporter de l’une des quatre manie`res sui-
vantes : de´placer le ruban d’une case a` droite ; de´placer le ruban d’une case a` gauche ;
imprimer un symbole (choisi parmi un ensemble fini de symboles qu’on peut bien
imaginer n’eˆtre compose´ que par deux e´le´ments) sur la case qu’elle observe ; effacer le
symbole e´ventuellement imprime´ sur cette case. On peut ainsi de´finir l’activite´ d’une
telle machine (qui n’est rien d’autre qu’une computation) comme une successions de
quadruplets,
< qiaiAiqj >
ou` qi est l’e´tat interne de la machine dans l’i-ie`me e´tape de son calcul (qui correspond
e´videmment a` la me´moire de son comportement dans les e´tapes pre´ce´dentes), ai est
le symbole imprime´ dans la case qu’elle observe a` cette e´tape (l’absence de symboles
est e´videmment traite´e comme un symbole, de meˆme que l’espace blanc est traite´ en
typographie comme un caracte`re), Ai est l’acte qu’elle accomplit a` l’e´tape en question,
et qj est le nouvel e´tat interne de la machine apre`s l’accomplissement de cet acte.
Chacun de ces quadruplets peut ainsi eˆtre conc¸u comme l’expression d’un e´le´ment
atomique d’une computation.
En 1939, Turing retourne auKing’s College, qu’il abandonne pourtant bientoˆt, car
il est employe´ au de´partement de communication du Foreign Office, ou` il s’occupera,
pendant la deuxie`me guerre mondiale, de de´crypter les messages code´s des ennemis
de son pays. En 1945 il inte`gre le staff du Laboratoire Physique National, et en 1952
il est nomme´ a` l’universite´ de Manchester. Il meurt a` Wilmslow, le 7 juin 1954, d’un
empoisonnement : malgre´ les apparences (la mort ayant e´te´ cause´e par l’ingestion
d’une pomme ayant mace´re´ dans le cyanure), on a souvent doute´ qu’il s’agˆıt d’un
suicide.
Lectures possibles : A. Hodges, Alan Turing ou l’e´nigme de l’intelligence,
Payot, Paris, 1988 ; J. Lasse`gue, Turing, Les Belles Lettres, Paris, 1998 ; R. Herken
(ed. by), The Universal Turing Machine. A Half-Century Survey, Springer Verlag,
Wien, New York, 1994.
The´ore`me 4.1 (Calcul de 7 + 5). Dans le syste`me de nume´rotation de´cimale, la somme
des nombres note´s « 7 » et « 5 » est le nombre note´ « 12 » .
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Preuve Qu’on se rappelle d’abord les conventions notationnelles suivantes
(13)
8 = 7′ 1 = 0′ = α′
9 = 8′ 2 = 1′
10 = 9′ 3 = 2′
11 = 10′ 4 = 3′
12 = 11′ 5 = 4′
En usant de ces conventions et des trois clauses du the´ore`me 3.1, il sera facile de conduire la
de´duction suivante
7 + 5 = 7 + 4′ = 7 + (4 + 1) = 7 + (1 + 4) =
= (7 + 1) + 4 = 7′ + 4 = 8 + 4 =
= 8 + 3′ = 8 + (3 + 1) = 8 + (1 + 3) =
= (8 + 1) + 3 = 8′ + 3 = 9 + 3 =
= 9 + 2′ = 9 + (2 + 1) = 9 + (1 + 2) =
= (9 + 1) + 2 = 9′ + 2 = 10 + 2 =
= 10 + 1′ = 10 + (1 + 1) =
= (10 + 1) + 1 = 10′ + 1 = 11 + 1 =
= 11′ = 12

The´ore`me 4.2 (Calcul de 5 · 4). Dans le syste`me de nume´rotation de´cimale le produit des
nombres note´s « 5 » et « 4 » est le nombre note´ « 20 » .
Preuve Les conventions notationnelles a` rappeler sont e´nonce´es parmi les (13). Une fois
qu’elles ont e´te´ pose´es, la clause (ii) de la de´finition 3.2 et les the´ore`mes 3.1 et 3.3 permettent
la de´duction suivante :
5 · 4 = 5 · 3′ = 5 · 3 + 5 =
= (5 · 2′) + 5 = [(5 · 2) + 5] + 5 = (5 · 2) + (5 + 5) =
= (5 · 1′) + (5 + 5) = [(5 · 1) + 5] + (5 + 5) =
= (5 + 5) + (5 + 5)
Il suffit a` ce point de raisonner comme dans la preuve du the´ore`me pre´ce´dent pour calculer la
somme de 5 + 5, ce qui donne naturellement 5 + 5 = 10, et ensuite d’ope´rer en colonne comme
il suit
1 0 +
1 0 =
1′ 0 = 2 · (10) + 0 = 2 · (10) = 1 0 ·
2 =
2 0
ce qui termine la preuve. 
Note Historique 2.6. Les Nouveaux essais sur l’entendement humain sont,
comme on le sait, la re´ponse de Leibniz a` l’Essay concerning human understanding
de Locke. Ils prennent la forme d’un dialogue entre Philale`te, exposant les ide´es de
Locke et lisant de longues parties de son texte, et The´ophile, discutant ces ide´es et
exprimant le point de vue critique de Leibniz. On est au paragraphe 10 du chapitre
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VII du quatrie`me livre, lorsque Philale`te lit ce passage de l’Essay : « Je voudrais bien
demander a` ces Messieurs, qui pre´tendent que toute [...] connaissance [qui ne soit pas
une connaissance de fait] de´pend des principes ge´ne´raux inne´s et e´vidents par eux-
meˆmes, de quel principe ils ont besoin pour prouver que deux et deux est quatre ? car
on connaˆıt la ve´rite´ de ces sortes de propositions sans le secours d’aucune preuve».
La re´ponse de The´ophile (Leibniz) ne se fait pas attendre. La voici : «Ce n’est pas
une ve´rite´ tout a` fait imme´diate que deux et deux sont quatre, suppose´ que quatre
signifie trois et un. On peut donc la de´montrer, et voici comment : De´finitions : 1)
Deux est un et un. 2) Trois est deux et un. 3) Quatre est trois et un. Axiome . Mettant
des choses e´gales a` la place, l’e´galite´ demeure. De´monstration : 2 et 2 est 2 et 1 et 1
(par la de´f. 1) [...] 2 et 1 et 1 est 3 et 1 (par la de´f. 2) [...] 3 et 1 est 4 (par la de´f. 3).
Donc (par l’axiome) 2 et 2 est 4. Ce qu’il fallait de´montrer».
Il est facile de comprendre que, formule´e de cette fac¸on, la preuve de Leibniz n’est
pas tout a` fait correcte. Ce dernier n’observe pas, en effet, que la deuxie`me e´tape de
son argument demande la condition d’associativite´ de l’addition, qui aurait donc
duˆ eˆtre ajoute´e parmi les pre´misses. Malgre´ cette impre´cision, la preuve de Leibniz
est reste´e dans l’histoire de la philosophie des mathe´matiques, comme un argument,
souvent re´pe´te´, contre la the`se de Kant (que Locke avait, en un certain sens, anticipe´e)
d’apre`s laquelle les « jugements » arithme´tiques sont non seulement a priori, mais
aussi synthe´tiques en tant que synthe´tiques a priori . Cette preuve montrerait en
effet, selon les opposants de Kant, que ces jugements de´rivent du principe d’identite´
et d’un ensemble plus ou moins large de de´finitions convenables. Ils seraient donc,
certes a priori, mais aussi analytiques. L’erreur de Kant viendrait ainsi du fait de ne
pas avoir pris en compte les possibilite´s de´ductives de la logique formelle, que Leibniz
avait de´ja`, quant a` lui, pre´conise´es. Le de´bat autour de ce point fut particulie`rement
vif entre la fin du XIXe`me sie`cle et le de´but du XXe`me, quand les opinions oppose´es
furent soutenues respectivement par Couturat et Cassirer. La reconstruction, meˆme
sommaire, de ce de´bat n’est pas possible ici. Il devrait pourtant eˆtre clair que le fait
d’avoir utilise´ la preuve de Leibniz ne signifie pas que j’accepte l’argument pre´ce´dent
contre la the`se de Kant. Cet argument ne de´pend pas, en effet, de la correction de
cette de´monstration, qui (mis a` part l’oubli de la condition d’associativite´) est hors de
discussion, mais de l’interpre´tation de cette preuve et de l’e´valuation e´piste´mologique
du contexte the´orique dans lequel elle s’inse`re.
Lectures possibles : E. Cassirer, «Kant und die moderne Mathematik», Kantstu-
dien, 12, 1907, pp. 1-49 ; L. Couturat, «La philosophie des mathe´matiques de Kant»,
appendice de : L. Couturat, Les principes de mathe´matiques, F. Alcan, Paris, 1905,
pp. 235-308.
Un dernier proble`me reste ouvert : celui de la signification des termes nume´raux dans le
langage quotidien. Si on pense que le terme « trois» se re´fe`re a` un e´le´ment de N (et en particulier
au successeur du successeur du successeur de α), que signifie qu’il y a trois pommes dans mon
panier ? La re´ponse n’est pas si facile et dans un sens, elle n’est pas naturelle. C’est justement
ce qui a convaincu Frege qu’une axiomatisation comme celle de Peano (ou une construction
comme celle de Dedekind) ne re´solvait qu’en partie le proble`me consistant a` se demander ce que
sont les nombres. Quant a` moi, je ne suis pas suˆr que le proble`me soit bien formule´, meˆme si je
conviens avec Frege que la question « que signifie qu’il y trois pommes dans mon panier ?» est
une bonne question, et meˆme qu’il est crucial de savoir y re´pondre de manie`re satisfaisante.
Je conc¸ois plusieurs re´ponses possibles a` cette question, parmi lesquelles la suivante :
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— Dire qu’il y a trois pommes dans mon panier signifie dire que la collection des pommes
qui sont dans mon panier est en bijection avec l’ensemble des e´le´ments de la chaˆıne S3−1
associe´e, dans la the´orie de Peano, au nombre dont le nombre dit « trois» est le successeur.
D’aucuns trouveront cette re´ponse trop baroque ; ils seront peut-eˆtre plus convaincus qu’elle
est le´gitime en observant qu’elle est e´quivalente a` la suivante :
— Dire qu’il y a trois pommes dans mon panier signifie dire que la collection des pommes
qui sont dans mon panier est en bijection avec la collection des nombres naturels plus petits
que le nombre dit « trois».
Si cette re´ponse est encore juge´e trop abstraite, on pourrait enfin se re´soudre a` une
autre strate´gie qui, pace Frege, ne me paraˆıt pas pre´judiciable a` l’avenir de la philosophie
des mathe´matiques. Elle repose sur la constatation que diffe´rentes the´ories, portant sur des ob-
jets qui se comportent entre eux de la meˆme manie`re, sont possibles. Cette simple constatation
me semble sugge´rer que rien ne nous oblige a` nous re´clamer toujours de la meˆme the´orie, et
encore moins de pre´tendre que cette the´orie puisse nous dire ce que les nombres sont, et soit la
seule a` nous dire cela. On pourrait alors re´pondre a` la question pre´ce´dente, comme on l’a fait
dans le chapitre 1, tout en reconnaissant que le terme « trois» renvoie, quand il est conside´re´
relativement a` la the´orie de Peano, a` l’e´le´ment de N qui se comporte dans N comme la collection
{|, |, |} se comporte dans l’ensemble des collections de traits verticaux, dans la the´orie expose´e
dans le chapitre 1.
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CHAPITRE 3
Quelques re´sultats a` propos de sommes remarquables de
nombres naturels de´montre´s par re´currence
Dans le paragraphe 3, on a de´montre´ plusieurs the´ore`mes en appliquant une me´thode dite
«par re´currence», ou parfois par « induction comple`te», qui se rapporte au cinquie`me axiome
de Peano. Le lecteur devrait donc eˆtre familiarise´ avec cette me´thode tre`s puissante. Elle sert a`
prouver des the´ore`mes ge´ne´raux, qu’on peut e´noncer en affirmant que tous les nombres naturels
(ou, plus ge´ne´ralement, tous les e´le´ments d’une progression, et donc aussi tous les nombres
naturels plus grands qu’un nombre naturel donne´, par exemple ze´ro, ou tous les nombres pairs,
ou toutes les fractions de l’unite´, 11 ,
1
2 ,
1
3 ,... et ainsi de suite) jouissent d’une proprie´te´ (qui
dans la plupart des cas peut eˆtre exprime´e par une formule). Le de´faut principal d’une telle
me´thode vient de sa faiblesse heuristique : pour de´montrer que «P (n)» est un the´ore`me pour
tout nombre naturel n (ou pour tout e´le´ment n d’une certaine progression) — ce qui revient a`
dire que le sous-ensemble de N, constitue´ par les nombres naturels n, tels que P (n), co¨ıncide
avec N — il faut partir de la conjecture «n ∈ N⇒ P (n)», c’est-a`-dire qu’il faut imaginer un
certain re´sultat pour pouvoir ensuite le prouver. Ainsi, cette me´thode ne re´sout les proble`mes
qu’a` condition qu’on sache en imaginer la solution correcte. Quelquefois, cette solution a de´ja`
e´te´ de´montre´e. La me´thode d’induction comple`te ne fait alors que fournir une nouvelle preuve
du meˆme re´sultat. En d’autres cas, on ignore si la solution qu’on a imagine´e est correcte ou pas ;
alors la me´thode d’induction comple`te peut nous assurer que notre supposition e´tait correcte.
Naturellement ces derniers cas sont les plus inte´ressants. Pourtant, pour exercer le lecteur a`
cette me´thode de´monstrative fondamentale, je proposerai ci-dessous quelques proble`mes faciles,
qu’on peut re´soudre aussi bien par une preuve directe (c’est-a`-dire sans avoir besoin d’imaginer
la solution au pre´alable) que par induction comple`te, en invitant le lecteur a` re´fle´chir sur les
preuves que je vais exposer. D’autres exemples, un peu plus complexes, montreront ensuite la
me´thode de´monstrative par induction comple`te a` l’œuvre dans des cas ou` il serait bien plus
difficile de donner une preuve directe.
1. Somme partielle d’une se´rie arithme´tique quelconque
Proposons-nous d’abord de rechercher la somme de l’addition suivante :
0 + 1 + 2 + 3 + ...+ n
ou` n est un nombre naturel quelconque.
Commenc¸ons par introduire quelques notations convenables. On indique par la lettre « i» une
variable qui varie sur l’ensemble N des nombres naturels, c’est-a`-dire qui peut prendre la va-
leur de tout nombre naturel ; autrement dit, on de´note par la lettre « i» un nombre naturel
inde´termine´ qui rec¸oit, dans des circonstances diverses, diffe´rentes de´terminations. On note en-
suite «ui » une quantite´ (c’est-a`-dire quelque chose qu’on peut se limiter a` penser ici comme
une entite´ additionnable a` d’autres entite´s du meˆme type : un nombre naturel, un nombre re´el,
un segment, un carre´, un angle, etc.) e´galement inde´termine´e et variable, qui se de´termine de`s
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que la variable i est de´termine´e. On dira que ui est une fonction de i, i e´tant ge´ne´ralement
qualifie´ d’« indice» de ui. Dans la plupart des cas inte´ressants, on a une manie`re tre`s simple
d’indiquer le lien qui unit ui a` i, en exprimant ui par une formule explicite dans laquelle in-
tervient le symbole « i» (e´ventuellement a` coˆte´ d’autres symboles qui expriment des quantite´s
de´termine´es). Ainsi, si on pose
ui = 2i+ 3
on veut signifier que si i = q, alors ui = uq = 2q + 3 (q e´tant un nombre naturel de´termine´
quelconque, par exemple 27, ce qui donne ui = u27 = 2 · 27 + 3 = 57). Et si on pose, tout
simplement
ui = i
on veut signifier que si i = q, alors ui = uq = q (de sorte que, pour en rester a` notre exemple,
on aura u27 = 27).
Remarque 3.1. Bien que, au sens strict, le terme « fonction» indique, de meˆme que le
terme « application», une association qui associe des e´le´ments d’un certain ensemble a` un
et un seul e´le´ment d’un autre ensemble, les mathe´maticiens ont pris l’habitude d’employer
ce meˆme terme en un sens plus large. Imaginons que X soit un certain ensemble, et qu’on
le conside`re comme ensemble de de´part d’une fonction f de X vers Y . Si x est un e´le´ment
de X et si f est telle qu’elle associe a` cet e´le´ment un (et un seul) e´le´ment y de Y , alors on
dira que la fonction f est de´finie en x. Soit alors X˜ ⊆ X le sous-ensemble de X compose´ par
tous les e´le´ments de x de X tels que f est de´finie en x. X˜ sera alors le domaine de f . Au lieu
de conside´rer x comme un e´le´ment quelconque mais de´termine´ de X, on peut le conside´rer
comme une variable qui varie sur X. X˜ pourra alors eˆtre pense´ comme la partie du domaine
de variation de la variable sur laquelle la fonction est de´finie. Si l’on fait l’hypothe`se que
x varie sur X˜, le symbole « f(x)» peut alors eˆtre employe´ en meˆme temps pour de´noter :
l’image de x selon la fonction f — qui sera ge´ne´ralement une variable y qui varie sur Y , ou,
pour eˆtre plus pre´cis, sur la partie de Y qui constitue l’image du domaine de f—, ou la loi de
l’association f elle-meˆme. De meˆme, le terme « fonction» pourra eˆtre employe´ pour de´noter
autant cette loi d’association, que la variable y, qui sera dite alors « fonction de x», et qui
est de ce fait souvent de´note´e par le symbole « yx ». Dire que ui est une fonction de i revient
donc a` dire qu’il est l’image, ge´ne´ralement variable, de la variable i, qui varie sur l’ensemble
N des nombres naturels, selon une fonction qu’on pourrait de´noter ainsi «u : N→ E », E
e´tant un ensemble convenable.
Dans les exemples qu’on vient de conside´rer N est autant l’ensemble de de´part que le
domaine de u et il co¨ıncide e´galement avec l’ensemble d’arrive´e de cette fonction et, dans
le deuxie`me exemple, aussi avec l’image de son domaine. L’image du domaine de u est
en revanche constitue´e, dans le premier exemple, par l’ensemble des nombres impairs plus
grands ou e´gaux a` 3, car, si i est un nombre naturel, la somme 2i + 3 ne peut qu’eˆtre un
nombre impair plus grand ou e´gal a` 3, et si i varie sur tout N, ui = 2i+3 variera justement
sur la totalite´ de l’ensemble des nombres impairs plus grands ou e´gaux a` 3. Dans la suite
du pre´sent chapitre on ne conside´rera que des fonction ui de N sur N, mais il m’a semble´
utile de souligner que la meˆme notation peut eˆtre employe´e pour indiquer toutes sortes de
fonctions u : N→ E, quel que soit l’ensemble E. Pourtant, comme cette notation est souvent
employe´e pour indiquer les termes successifs d’une addition, on peut faire l’hypothe`se qu’on
ait de´fini sur E une ope´ration dite « addition» et de´note´e par le symbole «+», qui a toutes
les proprie´te´s formelles de l’addition de´finie sur N. Evidemment, si E ne co¨ıncide pas avec N,
ou, plus en ge´ne´ral, s’il n’est pas une progression (ou n’est pas directement reconnu comme
une progression, c’est-a`-dire que ses e´le´ments ne sont pas distingue´s et caracte´rise´s en tant
84
qu’e´le´ments successifs d’une progression — le lecteur comprendra mieux ce que j’entends
une fois qu’il aura lu le chapitre 4) l’addition sur E ne pourra pas eˆtre de´finie comme, dans le
chapitre 2, on a de´fini l’addition sur N. Dans les chapitres suivants on rencontrera plusieurs
exemples de de´finition d’une addition sur des ensembles diffe´rents de N.
Pour terminer, il faut observer que les notions de variable qui varie sur un ensemble et
d’e´le´ment inde´termine´ de cet ensemble ne sont pas e´quivalentes. On peut en fait imaginer
avoir choisi un e´le´ment de cet ensemble, sans pourtant spe´cifier de quel e´le´ment il s’agit. Ainsi
l’e´galite´ « i = q » qu’on a employe´e ci-dessus, indique que la variable i a e´te´ fixe´e, meˆme si elle
souligne le fait qu’il n’est pas ne´cessaire de dire quelle valeur de´termine´e ou constante, comme
on dit d’habitude, on lui a assigne´. Naturellement la distinction entre variable et constante
n’est pas absolue et ne de´pend que des conventions et des conditions qui caracte´risent le
proble`me ou le domaine d’objets conside´re´. Pour comprendre cette diffe´rence en profondeur,
il serait pourtant ne´cessaire d’esquisser certaines notions fondamentales d’analyse, comme
on appelle ge´ne´ralement la the´orie des fonctions d’une variable qui varie sur des ensembles
continus. Mais cela nous porterait trop loin du but restreint du pre´sent expose´. Ici il suffira
de conside´rer une variable comme un e´le´ment inde´termine´ d’un ensemble spe´cifie´ qui est
susceptible de recevoir diffe´rentes de´terminations, ou meˆme qui exprime a` la fois toutes les
de´terminations possibles qui de´rivent de son identification a` chaque e´le´ment de cet ensemble ;
une constante sera par contre conside´re´e comme un e´le´ment de´termine´ de cet ensemble, ou du
moins susceptible d’une seule de´termination possible, qu’il n’est pas, en ge´ne´ral, ne´cessaire
de de´terminer a` son tour. Si je parle de de´termination d’une de´termination ce n’est pas le
fait d’un lapsus. En effet, on peut supposer avoir de´termine´ un e´le´ment d’un ensemble sans
de´terminer comment il a e´te´ de´termine´. Ceci est par exemple le cas, lorsqu’on dit que q (ou
n) est un nombre naturel de´termine´, ou meˆme un nombre naturel quelconque : on suppose
que c’est un nombre naturel de´termine´, mais on ne dit pas de quel nombre naturel il s’agit,
et on laisse meˆme entendre que chaque nombre naturel pourrait faire l’affaire.
On note ensuite par le symbole «
q∑
i=p
ui » (p et q e´tant deux nombres naturels de´termine´s,
tels que p ≤ q) la somme up+up+1+up+2+ ...+uq−1+uq, ce qui fournit l’e´galite´ notationnelle
suivante
q∑
i=p
ui = up + up+1 + up+2 + ...+ uq−1 + uq
En appliquant ces conventions notationnelles, notre proble`me revient a` de´terminer la somme
de l’addition
n∑
i=0
i = 0 + 1 + 2 + ...+ (n− 1) + n
quel que soit le nombre naturel n. Si on pense
n∑
i=0
i, plutoˆt que comme une addition, directement
comme une somme, alors il s’agira de trouver comment la valeur de
n∑
i=0
i peut eˆtre calcule´e
lorsque le nombre naturel n est fixe´ d’une manie`re quelconque. Une fac¸on de re´pondre a` cette
question est de trouver une formule explicite, ou` apparaˆıt le symbole «n », indiquant le calcul
qui doit eˆtre accompli pour parvenir a` la de´termination de cette valeur, une fois que la valeur
de n a e´te´ fixe´e. On pourrait penser que la formulation du proble`me contient de´ja` la re´ponse,
car « 0 + 1 + 2 + ... + (n − 1) + n » est justement une formule explicite du type de celles
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qu’on cherche. Pourtant si on pose, par exemple, n = 7.655.760, le calcul indique´ par cette
formule est tre`s long, et il est meˆme assez long pour un ordinateur (qui, pour calculer la somme
0+1+2+ ...+7.655.760 passe normalement par la formule qu’on va de´terminer ci-dessous). Il
convient donc de trouver une autre formule qui exhibe un calcul plus imme´diat et plus simple.
C’est pre´cise´ment notre proble`me. Voici comment on peut le re´soudre directement.
On suppose que
n∑
i=0
i = Un
Comme, il est clair que
n∑
i=0
(n− i) = n+ (n− 1) + (n− 2) + ...+ [n− (n− 1)] + (n− n) =
n∑
i=0
i
on aura :
n∑
i=0
i = 0 + 1 + 2 + ... + (n− 1) + n = Un
n∑
i=0
(n− i) = n + (n− 1) + (n− 2) + ... + 1 + 0 = Un
et donc, en additionnant ces deux sommes terme a` terme,
2Un = n+ n+ n+ ...+ n︸ ︷︷ ︸
n+1 fois
= (n+ 1)n
d’ou` on n’aura pas de difficulte´ a` conclure que :
Un =
n∑
i=0
i = [n(n+ 1)] : 2
ou, comme on l’e´crit habituellement, en employant la notation qu’on introduira dans le prochain
chapitre, pour les nombres fractionnaires,
(14)
n∑
i=0
i =
n(n+ 1)
2
n(n+1)
2 e´tant justement le quotient de la division [n(n+ 1)] : 2.
Ainsi, si on pose par exemple n = 7.655.760, on aura, assez rapidement :
7.655.760∑
i=0
i =
7.655.760 · 7.655.761
2
=
58.610.668.833.360
2
= 29.305.334.416.680
L’argument pre´ce´dent donne directement la solution de notre proble`me, quel que soit le
nombre naturel n, c’est-a`-dire qu’il la donne sans qu’on ait imagine´ cette solution au pre´alable.
Il n’est pourtant pas le seul argument possible pour de´montrer que (14) est correcte. Si on
fait la conjecture que (14) est correcte, un argument par re´currence peut eˆtre employe´ pour
de´montrer le the´ore`me suivant :
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The´ore`me 1.1. Si n est un nombre naturel quelconque, alors :
n∑
i=0
i =
n(n+ 1)
2
Preuve (par induction comple`te) La preuve se conduit en deux e´tapes :
(a) On prouve d’abord que c’est le cas pour n = 0. Ceci est banal, car si n = 0, on a
n∑
i=0
i =
0∑
i=0
i = 0
n(n+ 1)
2
=
0 · 1
2
= 0
(b) On prouve ensuite que si s est un nombre naturel quelconque, alors
s∑
i=0
i =
s(s+ 1)
2
⇒
s′∑
i=0
i =
s′(s′ + 1)
2
Pour ce faire, on suppose que :
s∑
i=0
i =
s(s+ 1)
2
Comme s′ = s+ 1, on aura alors
(15)
s′∑
i=0
i =
s+1∑
i=0
i =
s(s+ 1)
2
+ (s+ 1)
Pour continuer la preuve, il faudrait maintenant savoir calculer la somme s(s+1)2 + (s + 1),
quel que soit le nombre naturel n. Or, meˆme si le quotient s(s+1)2 est sans doute un nombre
naturel (car un des deux nombres naturels s et s+1 est ne´cessairement pair, et donc le produit
s(s + 1) est aussi pair — vu que, pour tout couple de nombres naturels h et k on a, a` cause
de l’associativite´ de ·, (2 · h) · k = 2 · (h · k)), ce calcul ne peut se faire en ge´ne´ral (c’est-a`-
dire lorsqu’on ne connaˆıt pas ce produit) si on ne dispose pas de l’algorithme d’addition des
nombres fractionnaires. On montrera comment de´terminer cet algorithme dans le chapitre 4.
Pour l’instant le lecteur devra faire appel a` ses souvenirs de colle´gien pour tirer de (15) les
e´galite´s suivantes :
s′∑
i=0
i =
s(s+ 1) + 2(s+ 1)
2
=
s2 + s+ 2s+ 2
2
=
(s+ 1)(s+ 2)
2
=
s′(s′ + 1)
2
qui cloˆturent la preuve. 
Remarque 3.2. Avant de poser un nouveau proble`me, interrogeons-nous sur les diffe´rences
entre les deux preuves pre´ce´dentes. Une diffe´rence est claire et a de´ja` e´te´ remarque´e : la
premie`re est une preuve directe, c’est-a`-dire qu’elle ne demande pas que le re´sultat qu’on
veut obtenir soit de´ja` connu, et meˆme pas qu’on avance une conjecture e´nonc¸ant ce re´sultat ;
la deuxie`me est une preuve indirecte, c’est-a`-dire qu’elle part d’une hypothe`se e´nonc¸ant ce
re´sultat. Ce n’est pourtant pas la seule diffe´rence. Une autre re´side dans le fait que dans
la premie`re preuve, on ope`re sur un symbole, a` savoir «Un », avant de savoir quel nombre
il repre´sente, et meˆme avant de savoir comment calculer raisonnablement ce nombre, une
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fois que n a e´te´ de´termine´. Dit d’une autre manie`re, on suppose connu le re´sultat cherche´,
on l’indique par un symbole convenable et on ope`re sur ce re´sultat, en exploitant le fait
que (a` cause de la fermeture de N relativement a` l’addition) ce re´sultat est sans doute un
nombre naturel et doit donc se comporter comme tous les nombres naturels se comportent.
Depuis Aristote, les philosophes appellent « analyse» ce type de proce´dure : dans l’analyse
on suppose connu ce qui est cherche´ et on ope`re sur celui-ci comme s’il e´tait donne´. Les
mathe´maticiens utilisent souvent des proce´dures de cette sorte, meˆme s’ils ne remarquent
plus leur caracte`re analytique.
Note Historique 3.1. La distinction entre analyse et synthe`se, ou entre ana-
lytique et synthe´tique, a accompagne´ les mathe´matiques depuis l’antiquite´. Elle a
pourtant pris, dans divers contextes historiques et mathe´matiques, des significations
si diffe´rentes qu’on est tente´ de croire qu’en employant ces termes on ait voulu et
on veuille se re´fe´rer a` diffe´rentes distinctions qui n’ont entre elles rien ou presque
rien en commun. Mon opinion est cependant fort diffe´rente. Bien que je reconnaisse
la grande varie´te´ de significations qui se cachent derrie`re ces termes, il me semble
que ces diffe´rentes significations se re´clament toutes d’un noyau commun et qu’il est
meˆme possible, avec un peu de patience, de reconstruire le parcours historique qui a
conduit a` l’e´mergence de ces significations a` partir d’une meˆme origine historique.
Cette origine historique correspond, il me semble, a` la the´orie aristote´licienne
de l’analyse. Le terme « analyse » est utilise´ par Aristote pour indiquer une forme
d’argumentation, un certain type de cheminement de la pense´e. Ce qui caracte´rise
une analyse est, d’apre`s Aristote, le fait que le point de de´part de l’argument n’est pas
donne´, mais qu’il est plutoˆt a` atteindre. Un argument analytique suppose, imagine
que ce qu’il faut atteindre est donne´, et, en partant de cette supposition, cherche a`
de´terminer, a` rebours, le processus qui conduit de ce qui est effectivement donne´,
a` ce qui ne l’est pas encore. L’argument analytique s’arreˆte apre`s avoir indique´ un
point de de´part possible pour ce processus, et avoir sugge´re´ des moyens pour le
mettre en marche et le conduire. A` ce point, si on veut atteindre le but qu’on s’est
donne´, il faut changer d’attitude, agir ou penser d’une autre manie`re. La nature
de cette phase deuxie`me, qui suit l’analyse, apparaˆıt a` Aristote diffe´rente selon les
divers cas auxquels un argument analytique peut s’appliquer. En suivant une habitude
qui e´tait probablement installe´e parmi les mathe´maticiens de son temps, et dont on
retrouve des exemples dans le Traite´ sur la sphe`re et le cylindre d’Archime`de, Aristote
utilise (une seule fois) le terme « synthe`se » pour indiquer cette phase deuxie`me,
qui suit une analyse, seulement pour se re´fe´rer aux constructions ge´ome´triques qui
suivent une analyse applique´e a` la de´termination des proce´dures constructives qui
ame`nent a` l’exhibition d’un objet ge´ome´trique satisfaisant a` une certaine de´finition
ou a` certaines conditions. Dans ce cas, le terme « synthe`se » pouvait en effet eˆtre utilise´
dans sa signification habituelle, pour indiquer une composition, une construction. Ce
fut probablement Pappus qui, autour du IVe`me sie`cle av. J.C., commenc¸a a` utiliser le
terme « synthe`se » pour se re´fe´rer en ge´ne´ral a` toute proce´dure qui suit une analyse
et est sugge´re´e par celle-ci : une proce´dure ou` on ne peut que partir de ce qui est
donne´ et travailler sur ceci, pour parvenir enfin a` atteindre ce qui est cherche´.
Pappus utilisa donc les termes « analyse» et « synthe`se » pour se re´fe´rer a` une
me´thode ge´ne´rale en deux phases distinctes et successives (l’analyse et la synthe`se).
Cette me´thode pouvait, d’apre`s lui, s’appliquer autant a` la solution de proble`mes
qu’a` la de´monstration de the´ore`mes. Ce fut a` partir du de´but du XVIIe`me sie`cle que,
graˆce aux acquisitions, entre autres, de Vie`te et Descartes, on commenc¸a a` penser que
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la phase analytique, dans la solution d’un proble`me ge´ome´trique, pouvait prendre la
forme d’un calcul formel, employant les notations et les re`gles de l’alge`bre, et consis-
tant d’abord en une succession d’e´quations se transformant les unes en les autres,
et puis en la solution formelle d’une de ces e´quations. Dans l’ide´e de Vie`te et de
Descartes, cette solution finale devait servir a` sugge´rer une synthe`se, c’est-a`-dire une
construction ge´ome´trique apte a` re´soudre le proble`me donne´. Graduellement, la phase
analytique de cette me´thode acquit son autonomie. On commenc¸a a` envisager et a`
formuler des proble`mes nouveaux, qui pouvaient eˆtre conc¸us comme e´tant re´solus lors-
qu’on avait exhibe´ une e´quation ou qu’on l’avait re´solue formellement. C’est l’origine
de l’analyse comme the´orie mathe´matique, une origine dont le pronoteur principal
fut probablement Newton.
Pour comprendre comment, a` partir des conceptions d’Aristote, on est arrive´ aux
autres nombreuses significations des termes « analyse» et « synthe`se », il faudrait se
pencher sur un grand nombre de textes et de questions. Je ne peux ici qu’indiquer au
lecteur combien cette recherche pourrait eˆtre instructive et fascinante.
Lectures possibles : B. Timmermans, La solution des proble`mes de Desartes
a` Kant, PUF, Paris, 1995 ; M. Otte et M. Panza, e´ds., Analysis and Synthesis in
Mathematics. History and Philosophy, Kluwer A. P., Dordrecht, Boston and London,
1997 ; J.-L. Gardies Qu’est-ce que et pourquoi l’analyse ? Essai de de´finition, Vrin,
Paris, 2001.
Remarque 3.3. On pourrait penser que ce qui vient d’eˆtre dit du nombre Un vaut
aussi pour les nombres s ou
s∑
i=0
i de la deuxie`me preuve. Ceci est en un sens vrai, meˆme
s’il faut remarquer que Un est un nombre suppose´ connu (ou dont on suppose connue la
relation ope´rationnelle cherche´e, qui le lie au nombre n), que s est une variable inde´pendante
(car aucune de´termination pre´alable n’est susceptible de la fixer), et enfin que
s∑
i=0
i est une
variable qui de´pend d’une autre variable, justement de s, par une relation ope´rationnelle
qu’on connaˆıt parfaitement. Pourtant, au-dela` de ces diffe´rences, une analogie profonde
demeure entre les deux proce´dures, au point que certains philosophes pourraient croire que
la deuxie`me aussi est au fond une proce´dure analytique. Cette analogie peut eˆtre vue sous un
autre angle : les deux preuves parviennent a` de´montrer un re´sultat ge´ne´ral — un the´ore`me
qui s’applique a` n’importe quel nombre naturel n, c’est-a`-dire a` tout nombre naturel et
meˆme a` tous les nombres naturels — en ne conside´rant que des arche´types de ces nombres,
sous la forme de quelques symboles litte´raux convenables. C’est une possibilite´ typique des
mathe´matiques que d’ope´rer sur des structures symboliques individuelles qui expriment des
formes. Ceci permet de travailler sur des formes a` l’aide d’objets parfaitement concrets et
de´termine´s. Kant a caracte´rise´ cet aspect saillant des mathe´matiques en disant que celles-ci
ope`rent sur l’universel in concreto. Je ne connais rien de plus profond et fondamental qu’un
philosophe ait dit pour guider notre effort de compre´hension du phe´nome`ne mathe´matique.
Note Historique 3.2. Lors de la se´ance du 28 mai 1761, la classe de philoso-
phie de l’Acade´mie de Berlin, proposa, pour le prix de 1763, la question suivante :
«On demande si les ve´rite´s de la me´taphysique en ge´ne´ral et, en particulier, les pre-
miers principes de la the´ologie naturelle et de la morale sont susceptibles de la meˆme
e´vidence que les ve´rite´s mathe´matiques et, au cas qu’elles n’en seraient pas suscep-
tibles, quelle est la nature de leur certitude, a` quel degre´ elles peuvent parvenir, et si
ce degre´ suffit a` la conviction ».
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En 1761, Kant avait trente-sept ans et il e´tait privatdocent a` l’universite´ de Ko¨nis-
berg, sa ville natale, ou` il enseignait les sujets les plus divers, des mathe´matiques, aux
sciences naturelles, a` la ge´ographie physique, jusqu’a` la the´ologie et a` la philosophie ;
il avait de´ja` postule´ deux fois, sans succe`s, pour obtenir, a` la meˆme universite´, la
chaire de logique et me´taphysique, qu’il obtiendra enfin en 1770. Le sujet du prix de
l’Acade´mie e´tait tout a` fait adapte´ a` ses inte´reˆts et a` ses compe´tences, et il de´cida de
participer au concours, avec un me´moire auquel il donna le titre suivant : «Recherche
sur l’e´vidence des principes de la the´ologie naturelle et de la morale». Comme il ar-
rive souvent, ce ne fut pas le meilleur qui obtint le prix de l’Acade´mie, qui alla a`
Moses Mendelssohn. Kant obtint ne´anmoins une mention, ce qui le poussa a` publier
son essai en 1764.
Cet essai est divise´ en quatre « conside´rations», dont la premie`re concerne une
« comparaison ge´ne´rale entre la manie`re de parvenir a` la certitude dans la connais-
sance mathe´matique et celle d’y parvenir en philosophie». Kant y discute quatre
diffe´rences entre les de´marches des mathe´matiques et de la philosophie : les mathe´matiques
parviennent a` leurs de´finitions synthe´tiquement, la philosophie y parvient analytique-
ment ; les mathe´matiques conside`rent le ge´ne´ral in concreto, la philosophie le conside`re
in abstracto ; en mathe´matiques, il y a un petit nombre de concepts inanalysables
et de propositions inde´montrables, en phylosopie il y en a beaucoup ; l’objet des
mathe´matiques est simple et facile, celui de la philosophie est difficile et complexe.
Comme on le voit, ce sont des ingre´dients fondamentaux de ce qui deviendra plus
tard la philosophie des mathe´matiques de Kant. Cependant, dans l’essai de 1763, ce
dernier a encore du mal a` relier entre eux ces ingre´dients et, meˆme dans la Critique
de la raison pure, la manie`re selon laquelle il pensera un objet, l’empeˆchera, il me
semble, de saisir le lien profond entre la deuxie`me diffe´rence et la nature synthe´tique
des jugements mathe´matiques.
Voici, comment, dans l’essai de 1763, il expose cette deuxie`me diffe´rence : «Dans
[...] [l’arithme´tique] sont d’abord pose´s, a` la place des choses meˆmes, leurs signes
avec la de´signation particulie`re de leur accroissement ou de leur diminution, de leurs
rapports, etc., et on proce`de ensuite, avec ces signes, selon des re`gles simples et
certaines [...] de telle manie`re que les choses signifie´es elles-meˆmes y sont laisse´es
entie`rement en dehors de la pense´e, jusqu’a` ce qu’a` la fin, dans la conclusion, la
signification de la conse´quence soit de´chiffre´e. [...] en ge´ome´trie, pour connaˆıtre, par
exemple, les proprie´te´s de tous les cercles, on en trace un dans lequel, a` la place
de toutes les lignes possibles qui se coupent a` l’inte´rieur de celui-ci, on en tire deux
d’entre elles. On de´montre les rapports de ces lignes et l’on conside`re en ceux-ci la
re`gle ge´ne´rale des rapports des lignes qui se croisent dans tous les cercles in concreto.
Si l’on compare a` ce proce´de´ celui de la philosophie, on le trouvera entie`rement
diffe´rent. Les signes qu’utilise la re´flexion philosophique ne sont jamais autre chose
que des mots qui ne font pas voir, dans leur assemblage, les concepts partiels dont
est constitue´e l’ide´e comple`te de´signe´e par le mot, ni ne peuvent exprimer, dans leur
combinaison, les rapports des pense´es philosophiques».
Dans la Critique de la raison pure, Kant sera bien plus clair : «Que l’on donne
a` un philosophe le concept d’un triangle, et qu’on le laisse de´couvrir a` sa manie`re le
rapport de la somme des angles de ce triangle a` l’angle droit. Il n’a rien que le concept
d’une figure renferme´e entre trois lignes droites, et dans cette figure le concept d’un
nombre e´gal d’angles. Cela e´tant, il aura beau re´fle´chir sur ce concept aussi longtemps
qu’il voudra, il n’en tirera rien de nouveau. Il peut analyser et e´claircir le concept de
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la ligne droite, ou celui d’un angle, ou celui du nombre trois, mais non pas arriver
a` d’autres proprie´te´s qui ne se trouvent pas du tout dans ces concepts. Mais que le
ge´ome`tre s’attaque a` cette question, il commence aussitoˆt par construire un triangle.
Comme il sait que deux angles droits pris ensemble valent exactement autant que les
angles adjacents qui peuvent eˆtre trace´s a` partir d’un point pris sur une ligne droite,
il prolonge un coˆte´ de son triangle et obtient ainsi deux angles adjacents qui sont
e´gaux a` deux droits. Il partage ensuite l’angle externe, en tirant une ligne paralle`le
au coˆte´ oppose´ du triangle, et il voit qu’il en re´sulte un angle externe adjacent qui
est e´gal a` un angle interne, etc. De cette fac¸on, il arrive par une chaˆıne d’infe´rences,
toujours guide´ par l’intuition, a` une solution parfaitement e´vidente et en meˆme temps
universelle de la question».
Naturellement, ce que Kant veut dire ce n’est pas simplement que les mathe´matiques
font usage, a` la diffe´rence de la philosophie, de symboles et de re`gles aptes a` soulager
l’entendement, comme avait dit Leibniz. Le point de Kant est plutoˆt que ces symboles
et ces re`gles exhibent en meˆme temps un objet particulier et spatio-temporellement
de´termine´, sur lequel on peut travailler, pour ainsi dire a` la main, et une entite´ uni-
verselle (Kant ne dira jamais, malheureusement, un objet pur), dont les proprie´te´s se
lisent directement a` partir du re´sultat de ces ope´rations concre`tes. Cela n’est pas seule-
ment une facilite´ que les mathe´matiques se conce`dent. C’est une possibilite´ qui de´rive
de la nature et des modalite´s de donation des objets mathe´matiques. Et c’est juste-
ment en observant cette possibilite´, qui caracte´rise essentiellement les mathe´matiques,
que Kant me semble avoir apporte´, par sa re´flexion, une contribution majeure a` la
compre´hension de cette nature et de ces modalite´s.
Lectures possibles : I. Kant, «Recherche sur l’e´vidence des principes de la
the´ologie naturelle et de la morale», E. (sic !) Kant, Œuvres philosophiques, Galli-
mard, Paris, vol. I, 1980, pp. 205-249 ; M. Panza, «Mathematics acts of reasoning
as synthetic a priori», in M. Otte and M. Panza (ed.), Analysis and synthesis in
Mathematics, Kluwer, Dordrecht, Boston, London, 1997, pp. 273-326.
Du the´ore`me 1.1 on peut tirer un re´sultat qui est, au moins apparemment, encore plus
ge´ne´ral. Ce re´sultat est exprime´ par le the´ore`me suivant :
The´ore`me 1.2. Si n, p et q sont trois nombres naturels quelconques, alors :
n∑
i=0
(p+ iq) =
(n+ 1)(2p+ nq)
2
Preuve Graˆce a` la commutativite´ et l’associativite´ de l’addition et a` la distributivite´ de
la multiplication sur l’addition, ces ope´rations e´tant de´finies sur N, on aura
n∑
i=0
(p+ iq) = (p) + (p+ q) + (p+ 2q) + ...+ (p+ nq)
= (n+ 1)p+ (0 + 1 + 2 + ...+ n)q
= (n+ 1)p+
[
n∑
i=0
i
]
q
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De la`, suivant le the´ore`me 1.1 et l’algorithme d’addition des nombres fractionnaires de´ja` employe´
ci-dessus, on conclut aise´ment que :
n∑
i=0
(p+ iq) = (n+ 1)p+
[
n(n+ 1)
2
]
q
=
2(n+ 1)p+ n(n+ 1)q
2
=
(n+ 1)(2p+ nq)
2
ce qu’il s’agissait justement de de´montrer. 
Il est clair que si p = 0 et q = 1, ce re´sultat est le meˆme que celui exprime´ par le the´ore`me
1.1, qui n’est qu’un cas particulier du the´ore`me 1.2.
Si on analyse l’e´nonce´ du the´ore`me pre´ce´dent et la preuve correspondante, on comprend
facilement que les trois nombres naturels n, p et q y jouent des roˆles fort diffe´rents. Si n y
fonctionne en effet comme un indice qui de´termine le nombre des termes qu’on additionne l’un
a` l’autre, p et q n’y interviennent que comme des termes quelconques qui s’additionnent entre
eux et se multiplient par 1, 2, ..., n, n + 1. Ainsi, si on substitue a` n un e´le´ment quelconque,
disons x, d’un ensemble quelconque E distinct de N (et de tout sous-ensemble de N), on ne
sait plus quelle signification il faut donner a` l’e´criture «
x∑
i=0
(p + iq)» qui re´sultera de cette
substitution, et notre proble`me perdra ainsi son sens. Au contraire, si on substitue a` p et
q deux e´le´ments a et b d’un ensemble E distinct de N, sur lequel on a de´fini une addition
associative et commutative et telle que, pour tout nombre naturel m, si x est un e´le´ment de E,
alors x+ x+ ...+ x︸ ︷︷ ︸
m fois
= m · x, de sorte que cette multiplication entre un nombre naturel et un
e´le´ment de E est distributive sur l’addition de´finie sur E, alors toutes les e´tapes de la preuve
pre´ce´dente peuvent eˆtre re´pe´te´es, et la nouvelle de´monstration portera e´videmment au meˆme
re´sultat que ci-dessus :
n∑
i=0
(a+ ib) =
(n+ 1)(2a+ nb)
2
Plus particulie`rement, on peut supposer que a et b soient des quantite´s quelconques ; des
temps, des segments, des angles, ou, plus ge´ne´ralement, des nombres re´els (sur lesquels on
viendra dans le chapitre 6). Il ne sera pas ne´cessaire ici de donner une de´finition plus pre´cise du
terme « quantite´ quelconque» ; on reviendra sur ce point dans les chapitres 5 et 6. Ici, il suffit
d’accepter que les quantite´s se comportent relativement a` l’addition et a` la multiplication avec
des nombres naturels comme l’on vient de dire que les e´le´ments de E se comportent. Il n’est
pas difficile de comprendre que ce doit eˆtre le cas quelles que soient ces quantite´s. S’il s’agit,
par exemple, d’additionner 3 minutes a` 4 minutes, on ne s’inte´ressse pas aux minutes, mais aux
nombres 3 et 4 ; il en sera de meˆme pour des segments ou des angles e´gaux. Ainsi si γ est un
certain temps, un segment ou un angle, ou n’importe quelle autre quantite´, il est certain que
trois γ plus quatre γ font sept γ : 3γ + 4γ = (3 + 4)γ = 7γ.
Le the´ore`me 1.2 pourra alors se formuler ainsi
The´ore`me 1.3. Si n est un nombre naturel quelconque et a et b sont deux quantite´s
quelconques, alors :
n∑
i=0
(a+ ib) =
(n+ 1)(2a+ nb)
2
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Il est clair que ce the´ore`me se prouvera exactement comme le the´ore`me 1.2, en substituant
a` « p » et « q » respectivement « a» et « b ». Ce dernier the´ore`me re´sulte ainsi n’eˆtre, en dernie`re
instance, qu’un corollaire du the´ore`me 1.1.
Ceci nous montre qu’en mathe´matiques, on peut parfois ge´ne´raliser de fac¸on puissante un
re´sultat particulier en ne s’appuyant que sur des remarques tre`s simples. Nous comprenons
du coup que la relation entre le particulier et le ge´ne´ral n’est pas la meˆme en mathe´matiques
qu’ailleurs. Souvent un re´sultat mathe´matique tre`s ge´ne´ral ne contient d’essentiel que ce qui
est de´ja` contenu dans un de ses cas particuliers. Le lecteur saisira lui-meˆme que ceci de´pend
du fait, de´ja` note´, qu’un re´sultat mathe´matique peut s’exprimer souvent par une formule qui
est en meˆme temps l’objet d’un calcul et l’expression d’une forme.
Ceci n’empeˆche pas pourtant qu’une ge´ne´ralisation obtenue de cette manie`re soit plus
informative que le cas particulier a` partir duquel elle est de´montre´e. C’est le cas du re´sultat
e´nonce´ dans le the´ore`me 1.2, qui nous fournit la formule de sommation de n’importe quelle
re´duite partielle d’une se´rie arithme´tique quelconque. Pour comprendre ceci, concentrons notre
attention sur l’addition
n∑
i=0
(a+ ib), plutoˆt que sur la recherche de sa somme. Il est clair que si
on pose ui = a+ ib, on aura, quel que soit le nombre naturel i,
ui′ − ui = ui+1 − ui = a+ (i+ 1)b− a− ib = b
L’addition
n∑
i=0
(a+ib) est donc telle que pour passer d’un quelconque de ses termes au terme qui
le suit imme´diatement, il suffit d’additionner au terme donne´ un terme constant. Si le premier
terme de cette somme est a et le terme constant est b, alors le deuxie`me sera a+ b, le troisie`me
(a+ b)+ b = a+2b, le quatrie`me (a+2b)+ b = a+3b, etc. Une telle addition, re´ite´re´e a` l’infini,
est dite par les mathe´maticiens « se´rie arithme´tique». L’addition qui fait l’objet du the´ore`me
1.2 est ainsi la re´duite partielle d’ordre n d’une se´rie arithme´tique et sa somme est la somme
partielle d’une telle se´rie.
Remarque 3.4. Pour indiquer qu’une addition u0+u1+u2+etc. est re´ite´re´e a` l’infini,
c’est-a`-dire qu’on imagine d’additionner les unes aux autres toutes les valeurs de ui, donne´es
par toutes les positions i = 0 , i = 1, i = 2, ..., les mathe´maticiens utilisent le symbole
«
∞∑
i=0
ui », le symbole «∞» e´tant habituellement utilise´ pour indiquer l’infini (le lecteur
comprendra mieux l’ide´e d’une addition infinie apre`s avoir lu le paragraphe 2).
Il est facile de comprendre que toute se´rie arithme´tique peut s’e´crire sous la forme «
∞∑
i=0
(a+
ib)», pourvu que a et b soient des quantite´s — dites respectivement «base » et « raison» de
la se´rie arithme´tique — qu’on peut de´terminer comme on veut, car la seule condition qu’une
addition infinie
∞∑
i=0
ui (c’est-a`-dire une se´rie) doive respecter pour eˆtre une se´rie arithme´tique
est que pour tout i, on ait
ui′ = ui + b
b e´tant une constante quelconque. Ainsi, une se´rie arithme´tique est comple`tement de´termine´e
de`s qu’on connaˆıt sa base et sa raison. Le the´ore`me 1.2 nous fournit de`s lors la somme d’une
re´duite partielle d’ordre quelconque d’une se´rie arithme´tique quelconque, et sa preuve nous
montre que cette somme peut toujours eˆtre exprime´e dans les termes de la somme des premiers
n+ 1 nombres naturels.
93
Remarque 3.5. Pour ce qui est de la somme d’une se´rie arithme´tique quelconque, le
lecteur est renvoye´ au paragraphe 2.
2. Somme partielle d’une se´rie ge´ome´trique quelconque
A` coˆte´ des se´ries arithme´tiques, d’autres se´ries ont pour les mathe´maticiens un inte´reˆt
particulier. Il s’agit des se´ries dites « ge´ome´triques », c’est-a`-dire des additions
∞∑
i=0
ui, telles
que, pour tout i, on ait
ui′ = ui+1 = ui · b
b e´tant encore un terme constant, diffe´rent de 1. Il est facile de voir que toute se´rie ge´ome´trique
peut s’e´crire sous la forme ge´ne´rale
∞∑
i=0
(
a · bi) = a+ ab+ ab2 + ab3 + ...+ abn + ...
(ou`, quel que soit le nombrem, bm = b · b · ... · b︸ ︷︷ ︸
m fois
), de sorte que si
∞∑
i=0
ui est une se´rie ge´ome´trique,
on aura, pour tout i, ui = ab
i, avec a = u0 la «base » de la se´rie ge´ome´trique et b 6= 1 sa
« raison». Supposons d’abord que a et b soient des nombres naturels, qu’on notera respective-
ment par « p » et « q ». On aura alors le the´ore`me suivant :
The´ore`me 2.1. Si n et p sont des nombres naturels quelconques et q un nombre naturel
diffe´rent de 1, alors :
n∑
i=0
(
p · qi) = p1− qn+1
1− q
Avant de prouver ce the´ore`me, il faut remarquer que si dans la somme p 1−q
n+1
1−q de la re´duite
partielle d’ordre n d’une se´rie ge´ome´trique quelconque, on posait q = 1, on aurait le produit p 00 ,
et 00 non seulement n’est pas un nombre naturel (d’apre`s le the´ore`me 5.3) mais n’est meˆme pas
(comme on le verra dans le chapitre 4), une quantite´ de´termine´e et de´terminable. Ceci explique
la demande que q soit diffe´rent de 1. D’ailleurs, si q = 1, l’addition
n∑
i=0
(
p · qi) se transforme
en
n∑
i=0
p = (n + 1)p qui non seulement est facile a` calculer, mais est aussi la re´duite partielle
d’ordre n d’une se´rie arithme´tique de base p et de raison 0. La position q 6= 1 ne re´duit donc
pas la ge´ne´ralite´ du the´ore`me 2.1.
Comme dans le cas pre´ce´dent, on donnera ici deux preuves de ce the´ore`me, la premie`re
directe, et la deuxie`me indirecte et par induction comple`te. Les voici.
Preuve du the´ore`me 2.1 On fait l’hypothe`se que
n∑
i=0
(
p · qi) = Un
De la` il suit que
q
[
n∑
i=0
(
p · qi)] = q · Un
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et donc
n∑
i=0
(
p · qi)− q [ n∑
i=0
(
p · qi)] = Un − qUn = (1− q)Un
Mais, en explicitant les additions, on aura naturellement
n∑
i=0
(
p · qi)− q [ n∑
i=0
(
p · qi)] = { (p+ pq + pq2 + ...+ pqn)−
q · (p+ pq + pq2 + ...+ pqn)
=
{
p+ (pq − pq) + (pq2 − pq2)+
...+ (pqn−1 − pqn−1)− pqn+1
= p− pqn+1 = p(1− qn+1)
donc :
(1− q)Un = p(1− qn+1)
et, si q 6= 1,
Un = p
1− qn+1
1− q
ce qu’il fallait de´montrer. 
Preuve du the´ore`me 2.1 (par induction comple`te) La preuve a naturellement deux
e´tapes :
(a) Si n = 0, on aura (car, comme l’on le verra, q0 = 1, pour tout q) :
n∑
i=0
(
p · qi) = 0∑
i=0
(
p · qi) = p
p
1− qn+1
1− q = p
1− q
1− q = p
et la conjecture
n∑
i=0
(
p · qi) = p 1−qn+11−q est ve´rifie´e dans ce cas.
(b) Il ne nous reste donc qu’a` prouver que, quel que soit le nombre naturel s, on a
[
s∑
i=0
(
p · qi) = p1− qs+1
1− q
]
⇒
 s′∑
i=0
(
p · qi) = p1− qs′+1
1− q

Or,
s′∑
i=0
(
p · qi) = s+1∑
i=0
(
p · qi) = [ s∑
i=0
(
p · qi)]+ pqs+1
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et donc, si
s∑
i=0
(
p · qi) = p1− qs+1
1− q , alors (suivant l’algorithme d’addition des nombres frac-
tionnaires)
s′∑
i=0
(
p · qi) = p1− qs+1
1− q + pq
s+1
= p
(
1− qs+1)+ (1− q) qs+1
1− q
= p
1− qs+1 + qs+1 − qs+2
1− q
= p
1− qs+2
1− q = p
1− qs′+1
1− q
ce qui conclut la preuve 
Le the´ore`me 2.1 ayant e´te´ prouve´, voyons sous quelles conditions les nombres naturels p
et q peuvent eˆtre remplace´s (autant dans l’e´nonce´ que dans la preuve de ce the´ore`me) par des
e´le´ments d’un ensemble E distinct de N. Il est facile de ve´rifier que, a` diffe´rence que dans le
the´ore`me 1.2, les nombres p et q ne sont pas seulement additionne´s entre eux et multiplie´s par
des nombres naturels. Ils sont aussi multiplie´s entre eux. Or, si on pense la multiplication comme
une addition re´ite´re´e, il apparaˆıt difficile de comprendre ce que pourrait signifier multiplier deux
quantite´s (par exemple deux segments, deux angles ou deux temps) entre elles. Rien n’empeˆche,
e´videmment, de de´finir formellement sur E une multiplication en de´finissant une application
de E2 a` E. Evidemment, si E n’est pas une progression, on ne pourra proce´der par re´currence,
mais rien ne nous pousse a` penser qu’une telle de´finition ne soit pas possible. Pourtant, si on ne
sait pas assigner un sens informel a` la multiplication entre deux quantite´s, un sens qu’une telle
de´finition formelle devrait viser a` exprimer, cette dernie`re de´finition apparaˆıtra, quelle qu’elle
soit, comme arbitraire. Ceci a e´te´ pendant plusieurs sie`cles un obstacle de taille a` la possibilite´
de de´velopper une alge`bre des grandeurs ge´ome´triques.
Note Historique 3.3. Imaginons que n et m soient deux nombres entiers posi-
tifs. D’apre`s la de´finition 4.3, la multiplication n·m correspond a` la somme n+ n+ ...+ n︸ ︷︷ ︸
m fois
.
Comme on l’a de´ja` observe´, elle est donc une ope´ration essentiellement distincte de
la multiplication m · n, qui correspond plutoˆt a` la somme m+m+ ...+m︸ ︷︷ ︸
n fois
. Si on
passe de la the´orie des nombres entiers positifs, de´finis comme collections de traits
verticaux, a` la the´orie des nombres naturels, et que l’on suppose la de´finition 3.1 avec
sa conse´quence donne´e par le the´ore`me 3.3, cette diffe´rence disparaˆıt. Pourtant, j’ai
souvent insiste´ ci-dessus sur le fait que les axiomes et les de´finitions de la the´orie des
nombres naturels n’ont d’autre but que de permettre de retrouver comme the´ore`mes
les proprie´te´s de´ja` connues des nombres entiers positifs, de´finis comme collections de
traits verticaux. La commutativite´ de la multiplication de´finie sur les nombres na-
turels exprime donc l’identite´ entre les produits des multiplications n · m et m · n,
re´fe´re´es aux nombres entiers positifs de´finis comme collections de traits verticaux. En
exprimant cette identite´, une telle condition cache pourtant la diffe´rence essentielle
entre ces deux multiplications. Or, cette diffe´rence met bien en e´vidence le fait sui-
vant : dans la multiplication n ·m, les nombres entiers positifs n et m ne jouent pas
le meˆme roˆle : le premier est le terme d’une addition, tandis que le deuxie`me indique
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combien de fois cette addition doit eˆtre re´ite´re´e. Si on peut multiplier deux nombres
entiers positifs entre eux (et obtenir comme produit un nombre entier positif) ce n’est
donc que parce que le terme de l’addition qu’on veut re´ite´rer est, dans ce cas, tel qu’il
peut aussi indiquer combien de fois cette addition doit eˆtre re´ite´re´e.
Soit maintenant a une quantite´ quelconque. Il est clair qu’on peut additionner a a`
elle-meˆme autant de fois qu’on veut, disons n fois. Cette addition re´ite´re´e pourra eˆtre
conc¸ue comme une multiplication de la quantite´ a par le nombre entier positif n. Cela
donne un sens a` la multiplication a ·n. On peut certes de´cider, lorsque a n’est pas un
nombre entier positif, de supposer par convention que l’e´criture «n·a» est e´quivalente
a` l’e´criture « a · n », mais on ne peut pas penser que cette dernie`re e´criture indique
une addition re´ite´re´e du nombre entier positif n un nombre a de fois. On comprend
alors que si a et b ne sont pas des nombres entiers positifs, l’e´criture « a · b » ne peut
pas indiquer une addition re´ite´re´e. Si on veut donc donner un sens a` cette e´criture, il
faut abandonner l’espoir de faire reposer ce sens sur le sens de l’ope´ration d’addition
de´finie sur des quantite´s telles que a et b, de la meˆme manie`re que le sens de l’e´criture
«n ·m» repose sur le sens de l’ope´ration d’addition de´finie sur les nombres entiers
positifs. Le lien qui subsiste entre l’addition et la multiplication, lorsqu’on a` faire
avec les nombres entiers positifs, ne peut donc pas continuer a` subsister dans ce
cas : addition et multiplication apparaissent comme deux ope´rations essentiellement
distinctes.
Dans les mathe´matiques grecques, la multiplication entre deux quantite´s autres
que des nombres entiers positifs n’e´tait simplement pas de´finie. Plus tard, on com-
menc¸a a` utiliser l’e´criture multiplicative re´fe´re´e a` des segments pour indiquer le rec-
tangle construit sur ces segments. La raison est assez simple a` comprendre. Si les
deux segments a et b ont une mesure commune, c’est-a`-dire qu’il y a un segment c
tel que les segments a et b sont respectivement e´gaux aux produits c · n et c ·m, n
et m e´tant deux nombres entiers positifs convenables, alors le rectangle construit sur
les segments a et b est compose´ de n ·m carre´s de coˆte´ c.
Dans la note historique 4.3 on discutera les de´finitions donne´es par Euclide,
dans les E´le´ments, de la relation de proportionnalite´, respectivement re´fe´re´e a` quatre
nombres entiers et positifs et a` quatre quantite´s quelconques, en particulier a` quatre
grandeurs (ou quantite´s continues). On observera qu’en accord avec la premie`re de ces
de´finitions, dire de quatre nombres entiers positifs qu’ils sont en proportion e´quivaut
a` affirmer une e´galite´ dont les deux termes sont donne´s chacun par un produit de
deux nombres entiers positifs. Dans ce cas, il est donc aise´ de passer d’une proportion
a` une e´quation. En revanche, dire de quatre grandeurs qu’elles sont en proportion
n’e´quivaut nullement, en accord avec la deuxie`me de ces de´finitions, a` affirmer une
e´galite´ entre deux produits. Dans ce cas, le passage d’une proportion a` une e´quation
est donc impossible. C’est pour cette raison que, jusqu’au XVIIe`me sie`cle la the´orie
des e´quations se de´veloppa de manie`re inde´pendante de la the´orie des proportions, la
premie`re se re´fe´rant aux nombres entiers positifs et la deuxie`me aux grandeurs.
L’objectif d’une unification de la the´orie des nombres entiers positifs et de celle
des grandeurs, en une seule the´orie des quantite´s fut finalement atteint, apre`s maints
efforts, par Descartes qui donna, le premier, dans sa Ge´ome´trie de 1637, une de´finition
satisfaisante de la multiplication entre grandeurs. On comprendra que cette unifica-
tion fut en meˆme temps une re´duction de la vieille the´orie des proportions entre
grandeurs a` une nouvelle the´orie des e´quations portant sur n’importe quelle sorte de
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quantite´s. Ce sera justement cette the´orie qui donnera origine, un peut plus tard, a`
l’analyse et, a` l’inte´rieur de celle-ci, au calcul infinite´simal.
Lectures possibles : V. Jullien, Descartes, la Ge´ome´trie de 1637, PUF, Paris,
1996.
Dans les chapitres 4 et 6, on verra comment on peut de´finir non arbitrairement une multi-
plication sur les ensembles Q et R respectivement des nombres rationnels et des nombres re´els.
Pour l’instant, il suffira de supposer que a et b sont deux e´le´ments d’un ensemble E, sur lequel
sont de´finies une addition et une multiplication associatives et commutatives, telles que la multi-
plication est distributive sur l’addition. On n’aura alors qu’a` supposer que n·x = x+ x+ ...+ x︸ ︷︷ ︸
n fois
pour pouvoir poser a et b a` la place de p et q, autant dans l’e´nonce´ que dans la preuve du
the´ore`me 2.1, ce qui nous permettra d’obtenir sur le champ le the´ore`me suivant, qui fournit la
somme partielle de n’importe quelle re´duite partielle d’une se´rie ge´ome´trique :
The´ore`me 2.2. Si n est un nombre naturel quelconque, a une quantite´ quelconque et b
une quantite´ quelconque diffe´rente de 1, alors
n∑
i=0
(
a · bi) = a1− bn+1
1− b
3. Sommes des premiers n+ 1 carre´s et des premiers n+ 1 cubes
Dans les exemples donne´s par les the´ore`mes 1.1 et 2.1, la preuve par induction comple`te
n’intervient qu’en deuxie`me instance, lorsqu’une autre preuve a de´ja` assure´ la validite´ du
the´ore`me. Les deux preuves n’ont e´te´ donne´es que pour montrer des inductions comple`tes
a` l’œuvre. Comme on l’a de´ja` vu dans le chapitre 2, il y a pourtant des cas ou` une preuve
par induction comple`te est ne´cessaire, faute de mieux, ou du moins ou` elle est plus simple et
rapide qu’une preuve directe. Dans le chapitre 2, on a utilise´ des preuves par induction comple`te
pour s’assurer de certaines proprie´te´s des ope´rations d’addition et de multiplication qu’on avait
de´finies auparavant de manie`re a` leur confe´rer ces proprie´te´s. La conjecture que la preuve par
induction comple`te transformait en the´ore`me se pre´sentait ainsi tout naturellement a` l’esprit :
elle faisait partie en quelque sorte d’un programme fixe´ a` l’avance.
Dans d’autres cas, c’est plutoˆt la conside´ration des proprie´te´s des premiers nombres naturels
qui sugge`re une conjecture qui sera valide´e plus tard par une preuve par induction comple`te.
Dans ce cas, deux sortes d’inductions participent a` la meˆme taˆche : d’abord une induction simple
sugge`re une ge´ne´ralisation ; ensuite une induction comple`te transforme cette ge´ne´ralisation en
the´ore`me. Deux exemples sont donne´s par les the´ore`mes qui fournissent respectivement la
somme des premiers n+ 1 carre´s et des premiers n+ 1 cubes.
La signification du symbole « pq », ou` p et q sont deux nombres entiers naturels, a e´te´
donne´e dans le chapitre 1. E´videmment, rien ne change si on conside`re p et q comme des
nombres naturels. Ici, on ajoutera que si q = 2 on appelle cette puissance un « carre´ », et si
q = 3 on l’appelle un « cube», de sorte que les symboles « p2 » et « p3 » indiquent respectivement
le carre´ de p et le cube de q. La raison de cette convention linguistique n’est gue`re difficile a`
imaginer, ainsi que son origine ge´ome´trique.
Les proble`mes de la somme des premiers n+1 carre´s et des premiers n+1 cubes consistent
ainsi respectivement a` rechercher deux formules qui, lorsque la valeur du nombre n a e´te´ fixe´e,
permettent de calculer rapidement la valeur des sommes
n∑
i=0
i2 et
n∑
i=0
i3. Voici comment l’on
proce`de.
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En posant respectivement n = 0, 1, 2, 3, 4 on obtient ;
0∑
i=0
i2 = 02 = 0
0∑
i=0
i3 = 03 = 0
1∑
i=0
i2 = 0 + 1 = 1
1∑
i=0
i3 = 0 + 1 = 1
2∑
i=0
i2 = 0 + 1 + 4 = 5
2∑
i=0
i3 = 0 + 1 + 8 = 9
3∑
i=0
i2 = 0 + 1 + 4 + 9 = 14
3∑
i=0
i3 = 0 + 1 + 8 + 27 = 36
4∑
i=0
i2 = 0 + 1 + 4 + 9 + 16 = 30
4∑
i=0
i3 = 0 + 1 + 8 + 27 + 64 = 100
Or, on peut ve´rifier que :
2∑
i=0
i2 = 5 =
2 · 3 · 5
6
2∑
i=0
i3 = 9 =
(2 · 3)2
4
=
36
4
3∑
i=0
i2 = 14 =
3 · 4 · 7
6
3∑
i=0
i3 = 36 =
(3 · 4)2
4
=
144
4
4∑
i=0
i2 = 30 =
4 · 5 · 9
6
3∑
i=0
i4 = 100 =
(4 · 5)2
4
=
400
4
Comme il est clair que
(16)
0∑
i=0
i2 =
0∑
i=0
i3 = 0 =
0 · 1 · 1
6
=
(0 · 1)2
4
1∑
i=0
i2 =
1∑
i=0
i3 = 1 =
1 · 2 · 3
6
=
(1 · 2)2
4
cela nous permet d’avancer les conjectures suivantes :
n∑
i=0
i2 =
n(n+ 1)(2n+ 1)
6
n∑
i=0
i3 =
[
n(n+ 1)
]2
4
qu’on espe`re valides pour tout nombre naturel n. Deux preuves par induction comple`te nous
assurent que c’est bien le cas et nous permettent d’e´noncer le the´ore`me suivant :
The´ore`me 3.1. Si n est un nombre naturel quelconque, alors :
n∑
i=0
i2 =
n(n+ 1)(2n+ 1)
6
et
n∑
i=0
i3 =
[n(n+ 1)]
2
4
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Preuve Il s’agit e´videmment de deux preuves inde´pendantes, les deux e´tant par re´currence.
La premie`re e´tape de ces deux preuves est fournie par la (16). Il ne nous reste donc qu’a` prouver
respectivement que pour tout nombre naturel s on a :
[
s∑
i=0
i2 =
s(s+ 1)(2s+ 1)
6
]
⇒
 s′∑
i=0
i2 =
s′(s′ + 1)(2s′ + 1)
6

et [
s∑
i=0
i3 =
[s(s+ 1)]
2
4
]
⇒
 s′∑
i=0
i3 =
[s′(s′ + 1)]
2
4

Ce n’est pas bien difficile. Pour la premie`re implication, il suffit d’observer que si
s∑
i=0
i2 =
s(s+ 1)(2s+ 1)
6
alors (suivant l’algorithme d’addition des nombres fractionnaires) :
s′∑
i=0
i2 =
s+1∑
i=0
i2 =
(
s∑
i=0
i2
)
+ (s+ 1)2
=
s(s+ 1)(2s+ 1)
6
+ (s+ 1)2
=
s(s+ 1)(2s+ 1) + 6(s+ 1)2
6
=
(s+ 1) [s(2s+ 1) + 6(s+ 1)]
6
=
(s+ 1)
[
2s2 + 7s+ 6
]
6
=
(s+ 1)(s+ 2)(2s+ 3)
6
=
(s′)(s′ + 1)(2s′ + 1)
6
Quant a` la deuxie`me implication, il suffit d’observer que, si
s∑
i=0
i3 =
[s(s+ 1)]
2
4
alors, d’apre`s l’algorithme d’addition et de multiplication des nombres fractionnaires, en obser-
vant que, quels que soient les nombres naturels p, q et m,
(p · q)m = (p · q) · (p · q) · ... · (p · q)︸ ︷︷ ︸
m fois
= (p · p · ... · p︸ ︷︷ ︸
m fois
) · (
undersetm foisq · q · ... · q︸ ︷︷ ︸) = pm · qm
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il sera facile de tirer :
s′∑
i=0
i3 =
s+1∑
i=0
i3 =
(
s∑
i=0
i3
)
+ (s+ 1)3
=
[s(s+ 1)]
2
4
+ (s+ 1)3
=
s2(s+ 1)2 + 4(s+ 1)3
4
=
(s+ 1)2
(
s2 + 4s+ 4
)
4
=
(s+ 1)2 (s+ 2)
2
4
=
[(s+ 1) (s+ 2)]
2
4
=
[s′ (s′ + 1)]
2
4
ce qui conclut la preuve. 
Si on compare les the´ore`mes 1.1 et 3.1, on peut eˆtre tente´ de penser qu’ils ne sont que
deux exemples d’un re´sultat plus ge´ne´ral, fournissant la somme de toutes les premie`res n +
1 puissances impaires. Cela nous ame`nerait a` conjecturer que pour tout couple de nombres
naturels n et m on ait
n∑
i=0
i2m+1 =
[n(n+ 1)]
m+1
2m+1
Si ceci e´tait effectivement le cas, on aurait un the´ore`me bien plus puissant et ge´ne´ral que les
the´ore`mes 1.1 et 3.1, qui n’en seraient que des cas particuliers. Pourtant la faible induction
simple base´e sur les seuls cas m = 0 et m = 1 nous e´gare dans ce cas. Pour le voir, il suffit de
poser par exemple m = 2 et n = 3. Si la conjecture pre´ce´dente e´tait correcte, on aurait
3∑
i=0
i5 = 0 + 1 + 32 + 243 = 276 =
(3 · 4)3
23
= 63 = 216
ce qui n’est manifestement pas le cas.
Cela nous apprend que, si les mathe´maticiens proposent souvent des ge´ne´ralisations auda-
cieuses, ils ne peuvent pas se limiter a` faire confiance a` ces ge´ne´ralisations et doivent toujours
les accompagner, non seulement de quelques ve´rifications, mais aussi d’une preuve de´ductive.
Remarque 3.6. Il y a un autre enseignement plus particulier qui est contenu dans
cet e´chec. On voit par la` que la taˆche de ge´ne´raliser les the´ore`mes 1.1 et 3.1, en donnant
une formule simple, exprimant la somme
n∑
i=0
im pour tout n et m naturels, n’est pas si
simple (on reviendra sur ce proble`me a` la fin du paragraphe 4). C’est un exemple facile
d’une circonstance que les mathe´maticiens connaissent fort bien : derrie`re la structure si
simple et re´gulie`re de N se cachent des irre´gularite´s qu’il est souvent difficile d’expliquer,
ou, si on pre´fe`re le dire ainsi, des re´gularite´s si profondes qu’il est souvent fort difficile de
les de´couvrir. La recherche de ces re´gularite´s profondes ou, si on veut, d’une explication
des irre´gularite´s apparentes, fait l’objet d’une des plus anciennes et fascinantes des the´ories
mathe´matiques : la the´orie dites «des nombres ». Les re´sultats surprenants et les proble`mes
encore ouverts dans cette the´orie (c’est-a`-dire les proble`mes qu’on sait formuler, mais qu’on
ne sait pas re´soudre) ont passionne´ les mathe´maticiens de tous les temps et les passionnent
encore. L’exemple peut-eˆtre le plus connu d’un proble`me ouvert (et tre`s difficile, si difficile
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qu’on peut penser qu’il restera ouvert encore tre`s longtemps), qui avait de´ja` attire´ l’attention
d’Euclide, et pour lequel on attend donc une re´ponse depuis plus de deux mille ans, est celui
de la distribution des nombres premiers (nombres naturels qui ne sont divisibles, dans N,
que par 1 et par eux-meˆmes, c’est-a`-dire qu’ils n’ont dans N aucun diviseur non banal) :
comment peut-on calculer l’n-ie`me nombre premier lorsque la valeur de n est fixe´e, quelle
que soit cette valeur ? On ne le sait pas. Un exemple de proble`me en the´orie des nombres
qui a e´te´ finalement re´solu, apre`s une recherche longue de plus de quatre cents ans, est
celui du grand the´ore`me (comme on peut enfin l’appeler avec raison) de Fermat, que le
mathe´maticien anglais Andrew Wiles a tout re´cemment prouve´ : si n est un nombre naturel
plus grand que 2, alors il n’y a aucun triplet < x, y, z > de nombres naturels diffe´rents de
0, tels que xn + yn = zn (ou, si l’on pre´fe`re, il n’y a aucun couple de nombres rationnels
p
q et
h
k diffe´rents de 0, tels que
(
p
q
)n
+
(
h
k
)n
= 1 ; car : si c’e´tait le cas, on aurait aussi(
pk
qk
)n
+
(
hq
kq
)n
= 1 et donc (pk)n + (hq)n = (kq)n et le triplet < pk, hq, kq > contredirait
le the´ore`me ; et si, pour tout pq ,
h
k et n,
(
p
q
)n
+
(
h
k
)n 6= 1, alors (pkqk)n+(hqkq)n 6= 1 et donc,
pour tout pk, hq, kq, et n, (pk)n + (hq)n 6= (kq)n). La difficulte´ de la preuve de Wiles et la
complexite´ des diffe´rentes the´ories mathe´matiques qu’elle emploie est telle que le seul fait
d’e´voquer ses ide´es maˆıtresses demanderait qu’on re´dige plusieurs traite´s de mathe´matiques
fort sophistique´s.
Note Historique 3.4. De´ja` Euclide avait de´montre´ (E´le´ments, livre IX, prop.
20) qu’il y a une infinite´ de nombres premiers, ou, pour s’exprimer comme lui, que « les
nombres premiers sont plus nombreux que toute multitude de nombres premiers pro-
pose´e », c’est-a`-dire que pour tout ensemble fini de nombres premiers, il y a un nombre
premier qu’il n’est pas compris en cet ensemble. La preuve d’Euclide est simple et
e´le´gante et me´rite d’eˆtre expose´e. Soit {p0, p1, . . . pn} un ensemble fini quelconque de
nombres premiers. Il est certainement possible de multiplier entre eux les e´le´ments
de cet ensemble. Soit P le produit obtenu de cette manie`re. Comme chaque nombre
premier est un nombre naturel, P sera lui aussi un nombre naturel. Conside´rons alors
l’autre nombre naturel P +1. Si P +1 e´tait a` son tour premier, alors il serait certain
qu’il y ait un nombre premier qui n’est pas compris en {p0, p1, . . . , pn}, car P + 1
est certainement plus grand que le plus grand des nombres compris en cet ensemble.
Si P + 1 n’e´tait pas premier a` son tour, alors il serait divisible par un nombre pre-
mier, disons p. Si l’ensemble {p0, p1, . . . , pn} comprenait tous les nombres premiers,
alors p devrait eˆtre un des ses e´le´ments et il serait donc un facteur de P . Donc p de-
vrait diviser en meˆme temps P et P + 1, et il devrait donc diviser aussi la diffe´rence
P − (P −1) = 1. Mais aucun nombre premier ne peut diviser 1. Donc, si P +1 n’e´tait
pas premier, p ne serait pas compris en {p0, p1, . . . , pn}, et il y aurait donc, a` nouveau,
un nombre premier qui n’est pas compris dans cet ensemble. Donc, que P + 1 soit
premier ou qu’il ne soit pas premier, il y a un nombre premier qui n’est pas compris
dans l’ensemble {p0, p1, . . . , pn}. Qu’on observe que si l’on suppose, comme l’on a
l’habitude de le faire, que cet ensemble comprenne la totalite´ des nombres premiers
plus petits au e´gaux a` pn (ou a` n’importe quel autre de ses e´le´ments), de la` il s’ensuit
imme´diatement qu’il y a un nombre premier plus grand que pn.
Apre`s Euclide, de nombreux mathe´maticiens ont donne´ des preuves diffe´rentes de
ce the´ore`me. Le but de ces preuves n’e´tait pas de corriger ou perfectionner la preuve
pre´ce´dente dont la correction et l’e´le´gance sont indiscutables. Le but essentiel de ces
nouvelles de´monstrations e´tait plutoˆt de montrer des connexions entre le the´ore`me
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d’Euclide et d’autres re´sultats mathe´matiques, aptes a` sugge´rer une manie`re pour
de´terminer la fonction π(i) de N sur N, associant a` chaque nombre naturel i l’i-
ie`me nombre premier. L’inte´reˆt de la de´termination de cette fonction ne re´side pas,
a` son tour, dans le fait que la connaissance de cette fonction permettrait de calculer
autant de nombres premiers qu’on veuille (aujourd’hui le nombre de nombres premiers
connus est assez remarquable, le plus grand parmi ceux-ci e´tant e´gal a` 220 996 011 − 1
et comporte, en nume´rotation de´cimale, 6 320 430 chiffres). Ce qui fait l’inte´reˆt de la
fonction π(i) est le fait que si elle e´tait connue, elle exprimerait la distribution des
nombres premiers sur l’ensemble des nombres naturels.
Parmi les diffe´rentes de´monstrations du the´ore`me d’Euclide affirmant l’existence
d’une infinite´ de nombres premiers, une place particulie`re est occupe´e par celle donne´e
par Euler en 1737. Il n’est pas possible ici, en ne se fondant que sur les notions
mathe´matiques introduites ci-dessous, de donner une ide´e ne fuˆt-ce que tre`s vague
de la preuve d’Euler. On dira seulement qu’elle fait intervenir une se´rie a` partir de
laquelle Euler de´finit une fonction sur l’ensemble des nombres re´els (cf. le chapitre 6),
qui deviendra ensuite ce´le`bre sous le nom de « fonction zeˆta». Un sie`cle plus tard,
Bernhard Riemann eut l’ide´e d’e´tendre cette fonction au corps des nombres complexes
(pour la notion de corps, cf. le chapitre 5 ; pour e´clairer la notion de nombre com-
plexe, le lecteur devra en revanche s’adresser a` d’autres textes moins e´le´mentaires)
en montrant que la de´termination de certaines des valeurs qui annulent cette fonc-
tion ainsi e´tendue (les ze´ros non banals de la fonction zeˆta de Riemann) fournirait
une connaissance de la distribution des nombres premiers sur l’ensemble des nombres
naturels.
Bien qu’on dispose aujourd’hui d’approximations apparemment assez pre´cises de
la fonction π(i), et que l’on connaisse plusieurs de ses proprie´te´s, la de´termination
de cette fonction est un but qu’on n’a pas encore atteint. Les recherches les plus
prometteuses dans cette direction se re´clament de l’e´tude de la fonction zeˆta de Rie-
mann. Pour essayer de re´soudre un proble`me qui apparemment ne rele`ve que des
nombres naturels, les mathe´maticiens contemporains mobilisent ainsi des notions re-
levant de the´ories, telles que l’analyse complexe, apparemment tre`s e´loigne´es de la
simplicite´ originaire de la notion de nombre naturel. C’est un exemple des relations
tre`s profondes qui lient les diffe´rents domaines des mathe´matiques modernes,
Lectures possibles : P. Ribenboim, Nombres premiers : myste`res et records,
PUF, Paris, 1994.
∗ ∗ ∗
Ne´ a` Breselenz en Allemagne en 1826, deuxie`me fils d’un pasteur de l’e´glise protes-
tante, et mort a` Selasca en Italie, en 1866, Bernhard Riemann fut sans doute un
des mathe´maticiens les plus novateurs de tous les temps. Non seulement ses travaux
et ses ide´es ouvrirent des horizons nouveaux dans plusieurs domaines des recherches
mathe´matiques ; ils montre`rent surtout que des the´ories, jusqu’alors conside´re´es comme
distinctes, pouvaient collaborer a` la de´termination de notions nouvelles de´finissant de
nouvelles directions dans l’e´volution des mathe´matiques. Encore maintenant les ide´es
de Riemann sont des sources d’inspiration fondamentales pour les recherches de plu-
sieurs mathe´maticiens. Bien que dans sa courte vie, il travaillaˆt sur un nombre tre`s
grand de proble`mes mathe´matiques et physico-mathe´matiques, son nom est parti-
culie`rement lie´ a` la the´orie de l’inte´gration, au de´veloppement de l’analyse complexe
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et a` la naissance de la ge´ome´trie moderne, en particulier a` l’e´laboration d’une concep-
tion nouvelle de l’espace.
Lectures possibles : D. Laugwitz, Bernhard Riemann, 1826-1866 : Wenden-
punkte in der Auffassung des Mathematik, Birkhau¨ser, Basel, Boston, Berlin, 1996.
∗ ∗ ∗
L’histoire du grand the´ore`me de Fermat commence au troisie`me sie`cle de notre e`re
quand Diophante— le mathe´maticien alexandrin auteur des Arithme´tiques, le traite´
qui constitue le point culminant de l’arithme´tique grecque et marque l’origine de
l’alge`bre et de la the´orie des e´quations (encore aujourd’hui on appelle «diophantiennes» les
e´quations a` coefficients entiers, dont on cherche les solutions entie`res) — posa, juste-
ment dans les Arithme´tiques, le proble`me consistant a` diviser un carre´ en deux autres
carre´s. De´ja` les pytaghoriciens connaissaient certains nombres entiers positifs carre´s
qui re´sultent de la somme des deux autres nombres positifs carre´s, par exemple 25, le
carre´ de 5, qui re´sulte de la somme de 16 et 9, respectivement les carre´s de 4 et de 3.
Diophante cherchait une me´thode pour trouver, s’ils existent, les deux nombres dont
la somme des carre´s est e´gale au carre´ d’un nombre donne´. Si on invertit le proble`me,
il n’est pas difficile d’en trouver une solution, car, quels que soient les nombres na-
turels distincts p et q, diffe´rents de ze´ro, le produit 2pq, la diffe´rence p2 − q2 et la
somme p2 + q2 sont tous des nombres naturels diffe´rents de ze´ro, et, comme
(p2 − q2)2 = p4 − 2p2q2 + q4
(p2 + q2)2 = p4 + 2p2q2 + q4
il suffit de poser
x = 2pq ; y = (p2 − q2) ; z = (p2 + q2)
pour avoir
x2 + y2 = z2
Fermat lut le traite´ de Diophante, quatorze cents ans plus tard. Parvenu au point
ou` Diophante pose ce proble`me, il ecrivit en latin, en marge de sa copie du texte, la
note suivante : «De´composer un cube en deux autres cubes, une quatrie`me puissance,
et ge´ne´ralement une puissance quelconque en deux puissances de meˆme nom, au
dessus de la seconde puissance, est une chose impossible et j’en ai assure´ment trouve´
l’admirable de´monstration. La marge trop exigue¨ ne la contiendrait pas».
Depuis que cette remarque de Fermat a e´te´ rendue publique, le reˆve de tout
historien des mathe´matiques a e´te´ de retrouver une note de Fermat donnant sa
de´monstration pre´sume´e. Personne n’a pourtant rien trouve´ de plus, parmi les papiers
de Fermat, qu’une preuve, en ve´rite´ assez simple, de´rivant de la solution qu’on vient
de donner du proble`me original de Diophante, de l’affirmation de Fermat pour n = 4.
En 1753, Euler de´montra cette affirmation pour n = 3 et en 1847 Kummer la prouva,
a` condition que l’exposant n appartienne a` une large classe de nombres premiers.
Les recherches des mathe´maticiens ont en outre mis en lumie`re un fait qui semble
rendre hautement improbable l’hypothe`se que Fermat posse´daˆt effectivement une
preuve correcte de son affirmation. En effet, les proce´dures alge´briques dont se servait
Fermat sont toutes applicables, non seulement aux nombres naturels, mais aussi a`
d’autres structures distinctes de N, bien que construites a` partir de N ; et il n’est pas
difficile de construire des structures de cette sorte, dans lesquelles l’affirmation de
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Fermat admet des contre-exemples. De la`, il s’ensuit qu’aucune preuve e´le´mentaire
n’est possible pour cette affirmation.
Le reˆve des historiens ayant e´te´ brise´, il en restait un autre, qui a e´te´ pendant
longtemps le reˆve de tout mathe´maticien : trouver une preuve correcte de l’affirmation
de Fermat. Les recherches dans cette direction ont e´te´ innombrables et il n’est pas
possible ici d’en donner un aperc¸u. On se limitera a` conclure l’histoire en re´pe´tant
que ce reˆve a e´te´ finalement re´alise´ en 1994 par Andrew Wiles.
Lectures possibles : Yves Hellegouarch, Invitation aux mathe´matiques de Fer-
mat-Wiles, Masson, Paris, 1997 ; S. Singh, Le dernier the´ore`me de Fermat, J.-C.
Latte`s, s.l., 1998 ; W. et F. Ellison, «The´orie des nombres », J. Dieudonne´, d., Abre´ge´
d’histoire des mathe´matiques, 1700-1900, nouv. e´d., Hermann, Paris, 1986, pp. 151-
236.
∗ ∗ ∗
Ne´ a` Beaumont de Lomagne en 1601 et mort a` Castres en 1665, Pierre de Fermat
passa la grande majorite´ de sa vie a` Toulouse, ou` il fut parlementaire et homme de
loi. Les mathe´matiques ne furent pour lui qu’un loisir qui pourtant l’accompagna
tout au cours de sa vie. Bien qu’aucun de ses e´crits ne fˆıt destine´ a` la publication,
il acquit une importante re´putation parmi les mathe´maticiens de son e´poque, graˆce
a` une assez large correspondance. Ses lettres et ses papiers furent publie´s pour la
premie`re fois apre`s sa mort, en 1679, et sont aujourd’hui disponibles graˆce aux quatre
volumes des Œuvres de Fermat (e´d. par C. Henry et P. Tannery). Ses recherches en
ge´ome´trie vise`rent en particulier les proble`mes de la recherche des tangentes et du
calcul des aires : sa me´thode pour la de´termination des maximus et des minimus d’une
courbe constitua l’une des acquisitions fondamentales qui amene`rent a` l’invention du
calcul diffe´rentiel et fut l’une des sources d’inspiration fondamentales de Newton.
Au contraire, ses ide´es et conjectures en the´orie des nombres reste`rent pratiquement
inconnues ou sans aucune influence jusqu’au XVIIIe`me sie`cle. Euler fut le premier a`
se rendre compte de l’inte´reˆt des suggestions de Fermat dans ce domaine.
Lectures possibles : M. Mahoney, The Mathematical Career of Pierre de Fer-
mat, 1601-1665, 2nd ed., Princeton Univ. Press, Princeton, 1994.
4. Le de´veloppement binomial pour un exposant naturel quelconque
Les pre´ce´dentes preuves par re´currence sont toutes assez simples. On ne doit pas pour au-
tant croire qu’il est toujours facile de de´montrer un the´ore`me par re´currence. Quand on conduit
une telle preuve, on doit surtout prendre garde au fait que la de´monstration de l’implication
qui va de n = s a` n = s′ soit valide pour toute valeur de s plus grande ou e´gale a` la valeur
choisie comme base de l’induction.
Remarque 3.7. Un exemple amusant d’un argument re´cursif errone´ parce que cette
clause essentielle n’est pas observe´e est le suivant.
On veut de´montrer que si dans une assemble´e il y a au moins une femme, alors tous les
membres de l’assemble´e sont des femmes. On proce`de par induction comple`te sur le nombre
n des membres de l’assemble´e. Si on pose n = 1, la conjecture est banalement ve´rifie´e, car
si l’assemble´e n’est compose´e que par un membre et qu’il y a parmi ses membres au moins
une femme, alors le seul membre de l’assemble´e est une femme, et donc tous les membres
de l’assemble´e sont des femmes. Imaginons maintenant que la conjecture soit ve´rifie´e pour
n = s, c’est-a`-dire que si dans toute assemble´e de s membres il y a au moins une femme,
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alors tous les membres d’une telle assemble´e sont des femmes. Ce qu’on doit alors prouver
est que si ceci est le cas, alors c’est aussi le cas que si dans une assemble´e de s′ = s + 1
membres il y a une femme, alors tous les membres de cette assemble´e sont des femmes.
Prenons une assemble´e, disons A, de s + 1 membres, parmi lesquels il y a au moins une
femme, disons Elisabeth. Choisissons un membre de cette assemble´e autre que Elisabeth,
disons a, et e´liminons-le. On retourne ainsi a` une assemble´e a` s membres ou` il y a au moins
une femme, justement Elisabeth. L’hypothe`se qu’on a pose´e nous assure ainsi que tous les
membres de cette assemble´e sont des femmes. Si on replace dans cette assemble´e le membre
a de A qu’on avait d’abord e´limine´, on obtient a` nouveau l’assemble´e A de de´part. Parmi
ses s+ 1 membres il y en aura donc s qui sont sans doute des femmes et un, a, dont on ne
sait pas encore s’il est une femme ou non. Il s’agit justement de montrer que c’est, lui aussi,
une femme. Pour faire ceci, prenons a` nouveau un membre de A, cette fois diffe´rent de a, et
e´liminons-le. On retrouvera une assemble´e de s membres, ou` il y a au moins une femme. De
l’hypothe`se qu’on a pose´e il suit que cette assemble´e ne contient que des femmes. Comme
a est bien un membre de cette assemble´e, il est aussi une femme, donc tous les e´le´ments de
A sont des femmes, ce qu’il s’agissait de de´montrer.
Le lecteur est invite´ a` trouver par lui-meˆme l’erreur de ce raisonnement, ou, a` de´faut,
a` se rallier a` l’ide´e que la pre´sence au monde de la reine d’Angleterre confe`re a` tous les
humains la condition de femme.
On va conside´rer ici l’exemple d’un the´ore`me de´montrable par re´currence, dont la preuve
est un peu plus difficile que celles donne´es ci-dessus. Bien que sa preuve soit encore fort ac-
cessible a` des non mathe´maticiens, ce the´ore`me appartient a` des mathe´matiques un peu moins
e´le´mentaires que celles conside´re´es jusqu’a` pre´sent.
Soient a et b deux quantite´s quelconques, c’est-a`-dire deux e´le´ments d’un ensemble E qui
respecte les conditions qu’on a indique´es ci-dessus relativement a` l’addition et a` la multipli-
cation. On pourra alors les additionner. Leur somme e´tant une nouvelle quantite´ de la meˆme
sorte, disons c, il sera possible de multiplier c avec elle-meˆme autant de fois qu’on le voudra,
disons n fois (n e´tant un nombre naturel quelconque). Le re´sultat d’une telle ope´ration sera dit,
comme tout a` l’heure, «puissance n -ie`me » de c, ou, plus ge´ne´ralement, «puissance n-ie`me
du binoˆme a + b », le nombre n e´tant dit « exposant» de la puissance en question. Comme
a et b sont deux quantite´s quelconques, ce binoˆme sera aussi quelconque. Si on sait e´crire la
puissance n -ie`me du binoˆme a+ b sous la forme d’une somme de produits ou` n’interviennent
que les quantite´s a et b, accompagne´es e´ventuellement d’un nombre naturel, on dira qu’on sait
de´velopper une telle puissance, c’est-a`-dire une puissance quelconque a` exposant naturel d’un
binoˆme quelconque. Cette somme sera appele´e «de´veloppement binomial pour un exposant
naturel quelconque». Le nouveau proble`me qu’on se pose est justement de de´terminer un tel
de´veloppement, les quantite´s a et b et le nombre naturel n e´tant donne´s.
Remarque 3.8. Lorsqu’on travaille sur des e´le´ments inde´termine´s d’un ensemble E sur
lequel sont de´finies une addition et une multiplication, on appelle ge´ne´ralement «monoˆme » un
produit de plusieurs e´le´ments de E, de´note´s chacun par un symbole e´le´mentaire. Dans
l’e´criture de´notant un monoˆme ne comparaˆıtront donc pas de signes d’addition. Quant au
signe « ·», indiquant une multiplication, il est ge´ne´ralement omis, car on suppose que deux
symboles indiquant des e´le´ments de E, pose´s l’un a` coˆte´ de l’autre, sans aucun symbole
intercale´, de´notent le produit de ces termes. Si x et y appartiennent a` E, et n et m sont des
nombres naturels, les e´critures «xy », «xny », «xnym » indiquent ainsi (ou, si on pre´fe`re,
sont) des monoˆmes. On appelle «binoˆme» l’addition de deux monoˆmes et «polynoˆme» l’ad-
dition de plusieurs monoˆmes. Comme «plusieurs» peut aussi signifier «deux» ou meˆme
«un», a` la rigueur tout monoˆme et tout binoˆme sont des polynoˆmes. On peut supposer
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que N soit un sous-ensemble de E, ou qu’on ait de´fini une multiplication entre les e´le´ments
de E et les nombres naturels. Si n est un nombre naturel et m un monoˆme en E, alors
nm est aussi un monoˆme en E. En particulier, si a, b ∈ E, les produits 1a = a et 1b = b
seront des monoˆmes et la somme a+b un binoˆme. En ge´ne´ral, on re´serve par contre le terme
«polynoˆme» pour indiquer une somme de monoˆmes dans chacun desquels interviennent des
puissances a` exposant naturel, d’un ou plusieurs e´le´ments de E. Ainsi si x, y, ai, ai−j,j sont
des e´le´ments de E et p un nombre naturel,
p∑
i=0
aix
i = a0 + a1x+ a2x
2 + ...+ apx
p
p∑
i=0
 i∑
j=0
ai−j,jx
i−jyj
 = a0,0 + a1,0x+ a0,1y + a2,0x2 + a1,1xy
+a0,2y
2 + . . .+ a0,px
p
sont des polynoˆmes. Le premier est ge´ne´ralement dit «polynoˆme en x de degre´ p » (car p
est l’exposant le plus grand parmi les exposants des puissances de x intervenant dans ce
polynoˆme) le deuxie`me «polynoˆme en x et y de degre´ p » (car p est la somme la plus grande
parmi les sommes des exposants des puissances de x et y intervenant dans ce polynoˆme).
Revenons a` notre proble`me. On note d’abord que, quel que soit c, si p et q sont deux
nombres naturels plus grands que 1, on aura :
cp · cq = (c · c · . . . · c︸ ︷︷ ︸
p fois
) · (c · c · . . . · c︸ ︷︷ ︸
q fois
)
= c · c · . . . · c︸ ︷︷ ︸
p+q fois
= c p+q
Ainsi, puisque pour tout nombre naturel n, n = n+ 0, si on veut que la re`gle pre´ce´dente vaille
pour tout couple de nombres naturels p et q, on devra poser :
c0 = 1 et c1 = c
ce qui donnera exactement
cn = cn+0 = cn · c0 et cn+1 = cn · c1
Graˆce a` la distributivite´ de la multiplication sur l’addition, on aura alors la table re´cursive
suivante :
(a+ b)0 = .......................................................... 1
(a+ b)1 = (a+ b)1+0 = (a+ b) · 1 = .................. a+ b
(a+ b)2 = (a+ b)1+1 = (a+ b) · (a+ b) = ......... (a+ b)a+ (a+ b)b
(a+ b)3 = (a+ b)2+1 = (a+ b)2 · (a+ b) = ....... (a+ b)2a+ (a+ b)2b
... ... ...
(a+ b)n = (a+ b)(n−1)+1 = (a+ b)n−1 · (a+ b) = (a+ b)n−1a+ (a+ b)n−1b
Quel que soit n, il est donc possible, en n+1 e´tapes, de calculer le de´veloppement de la puissance
n-ie`me d’un binoˆme quelconque a+ b. Pour cela, il faudra calculer, l’un apre`s l’autre, tous les
de´veloppements des puissances j-ie`mes de ce meˆme binoˆme pour j = 0, 1, 2, ..., n−1. Imaginons
par exemple qu’on veuille calculer le de´veloppement de la puissance 4-ie`me d’un tel binoˆme.
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On aura, comme ci-dessus :
(a+ b)0 = ..................................... 1
(a+ b)1 = ..................................... a+ b
(a+ b)2 = (a+ b)a+ (a+ b)b = ... a2 + 2ab+ b2
(a+ b)3 = (a+ b)2a+ (a+ b)2b = a3 + 3a2b+ 3ab2 + b3
(a+ b)4 = (a+ b)3a+ (a+ b)3b = a4 + 4a3b+ 6a2b2 + 4ab3 + b4
Bien que ce proce´de´ par re´currence re´solve en principe le proble`me pour tout nombre naturel
n, il demande des calculs de plus en plus longs, a` mesure que la valeur de n croˆıt. Ce n’est
pourtant pas le de´faut majeur de cette solution ; plus important encore est le fait qu’en suivant
cette me´thode, on ne parvient pas a` de´terminer la forme commune a` tous les de´veloppements
de n’importe quelle puissance naturelle d’un binoˆme quelconque ; autrement dit, on ne trouve
pas la formule qui exprime d’emble´e et en toute ge´ne´ralite´ le de´veloppement de (a + b)n quel
que soit le nombre naturel n. La recherche de cette formule est le but de l’argument qui occupe
le pre´sent paragraphe.
Remarque 3.9. Il ne faut pas confondre une preuve par re´currence avec une me´thode
par re´currence conduisant a` la de´termination, quel que soit le nombre naturel i, de l’i-
e`me terme d’une certaine suite de termes. Dans le premier cas, il s’agit d’un argument
de´monstratif fonde´ sur le cinquie`me axiome de Peano, fournissant la preuve d’un the´ore`me
portant sur tous les e´le´ments d’une progression. Dans le deuxie`me cas il s’agit d’une proce´dure
qui permet de de´terminer (ou calculer) le terme cherche´ a` partir de la de´termination d’un
ou plusieurs termes de rang infe´rieur. Comme, quel que soit i, il faut, pour de´terminer
de cette manie`re (i − 1)-e`me terme de notre suite, avoir de´ja` de´termine´ au moins son
(i− 1)-ie`me terme, il est clair que, a` la diffe´rence d’une preuve par re´currence, une me´thode
par re´currence ne conduit pas en ge´ne´ral (ou du moins ne conduit pas directement) a` la
de´termination d’une formule valable pour tout e´le´ment d’une progression.
Conside´rons d’abord le de´veloppement de (a+b)4. Il est facile de voir que tous les termes qui
entrent dans la somme exprimant ce de´veloppement sont des monoˆmes de la forme « νapbq »,
ou` ν, p et q sont des nombres naturels et p+ q = 4. Il est facile de voir que cela vaut e´galement
pour les puissances moindres que la quatrie`me, la somme des nombres p et q (dite « ordre
du terme νapbq » ) e´tant a` chaque fois e´gale a` l’exposant de la puissance conside´re´e. Il est
facile de de´montrer par re´currence que cela doit eˆtre aussi le cas pour le de´veloppement d’une
puissance quelconque du binoˆme a+ b. En fait, c’est le cas du de´veloppement de (a+ b)0, car
(a+ b)0 = 1 = 1a0b0, et 0 + 0 = 0, et il est facile de voir que si c’est le cas du de´veloppement
de (a+ b)s, s e´tant un nombre naturel quelconque, alors c’est aussi le cas du de´veloppement de
(a+ b)s
′
= (a+ b)s+1 = [(a+ b)sa]+ [(a+ b)sb], car en multipliant le de´veloppement de (a+ b)s
d’abord par a et ensuite par b, on ne fait qu’augmenter l’ordre de tout terme de 1. Le re´sultat
de cette double multiplication sera alors une somme, ou` n’interviennent que des termes de la
forme νapbq, avec p + q = s + 1 = s′. Parmi ces termes, certains seront similaires entre eux,
c’est-a`-dire qu’ils ne diffe´reront, e´ventuellement, que pour la valeur du nombre naturel ν, qui
est dit « coefficient » du terme en question. Ces termes pourront alors eˆtre additionne´s, leur
somme e´tant naturellement un nouveau terme de la forme νapbq, avec p+ q = s+ 1 = s′.
Ce n’est pas tout. Il est aussi facile de voir que, abstraction faite du nombre naturel ν,
les termes qui composent le de´veloppement de (a + b)4 sont tous ceux qu’on peut construire
en choisissant les nombres naturels p et q de manie`re a` ce que leur somme soit e´gale a` 4. Ces
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termes sont en fait donne´s par tous les couples ordonne´s
p = 4 q = 0
p = 3 q = 1
p = 2 q = 2
p = 1 q = 3
p = 0 q = 4
Il est e´galement facile de ve´rifier que cela est vrai e´galement pour le de´veloppement de toutes
les puissances qui pre´ce`dent la quatrie`me et, en ge´ne´ral, pour le de´veloppement de tout binoˆme
(a+ b)
n
: les monoˆmes qui interviennent dans ce de´veloppement sont tous les termes de la
forme « νapbq » qu’on peut construire en choisissant les nombres naturels p et q de sorte que
p+q = n, ν e´tant un coefficient quelconque. Il est facile de le prouver, en utilisant un argument
re´cursif similaire au pre´ce´dent. En fait, les couples ordonne´s des nombres naturels p et q dont
la somme est e´gale a` s sont
p = s q = 0
p = s− 1 q = 1
p = s− 2 q = 2
... ...
p = 1 q = s− 1
p = 0 q = s
et les multiplications successives par a et par b, en augmentant de 1 respectivement les valeurs
de p et de q, donnent les couples
p = s+ 1 q = 0
p = s q = 1
p = s− 1 q = 2
... ...
p = 1 q = s
p = 0 q = s+ 1
qui sont justement tous les couples de nombres naturels dont la somme est e´gale a` s′ = s+ 1.
On a ainsi de´montre´ que, pour tout nombre naturel n et tout couple de quantite´s a et b,
on a :
(17) (a+ b)n =
n∑
i=0
νia
n−ibi
ou` les νi (i = 0, 1, ..., n) sont des nombres naturels qu’il s’agit maintenant de de´terminer. La
difficulte´ de la preuve de notre the´ore`me consiste justement en la de´termination de ces nombres.
Commenc¸ons en fixant une notation convenable. En suivant la convention habituelle, on
notera par «
(
n
i
)
» le coefficient νi intervenant dans le terme νia
n−ibi du de´veloppement de
(a+ b)
n
. La (17) s’e´crira alors sous la forme :
(a+ b)n =
n∑
i=0
(
n
i
)
an−ibi
=
(
n
0
)
an +
(
n
1
)
an−1b+
(
n
2
)
an−2b2 + . . .
. . .+
(
n
n− 1
)
abn−1 +
(
n
n
)
bn
109
Il sera ensuite facile de ve´rifier que, quel que soit s (pourvu qu’il soit diffe´rent de ze´ro),
chacun des coefficients
(
s+1
1
)
,
(
s+1
2
)
,...,
(
s+1
s
)
intervenant dans le de´veloppement de (a+ b)s+1
re´sulte de l’addition de deux coefficients intervenant dans le de´veloppement de (a + b)s. En
effet, comme
(a+ b)s+1 = (a+ b)s(a+ b) = a(a+ b)s + b(a+ b)s
on aura
(a+ b)s+1 = a
s∑
i=0
(
s
i
)
as−ibi + b
s∑
i=0
(
s
i
)
as−ibi
=
s∑
i=0
(
s
i
)
as−i+1bi +
s∑
i=0
(
s
i
)
as−ibi+1
Mais si t est un nombre naturel quelconque plus grand que 0 et plus petit que s, alors :
s∑
i=0
(
s
i
)
as−i+1bi =
(
s
0
)
as+1 +
(
s
1
)
asb+ . . .+
+
(
s
t
)
as−t+1bt +
(
s
t+ 1
)
as−tbt+1 + . . .+
+
(
s
s− 1
)
a2bs−1 +
(
s
s
)
abs
et
s∑
i=0
(
s
i
)
as−ibi+1 =
(
s
0
)
asb+
(
s
1
)
as−1b2 + . . .+
+
(
s
t− 1
)
as−t+1bt +
(
s
t
)
as−tbt+1 + . . .+
+
(
s
s− 1
)
abs +
(
s
s
)
bs+1
et donc :
(a+ b)s+1 =
(
s
0
)
as+1 +
[(
s
1
)
+
(
s
0
)]
asb+ . . .+
+
[(
s
t
)
+
(
s
t− 1
)]
as−t+1bt +
[(
s
t+ 1
)
+
(
s
t
)]
as−tbt+1 + . . .
. . .+
[(
s
s
)
+
(
s
s− 1
)]
abs +
(
s
s
)
bs+1
Or, selon la convention pre´ce´dente, on aura aussi
(a+ b)s+1 =
s+1∑
i=0
(
s+ 1
i
)
as−i+1bi
=
(
s+ 1
0
)
as+1 +
(
s+ 1
1
)
asb+ . . .+
+
(
s+ 1
t
)
as−t+1bt +
(
s+ 1
t+ 1
)
as−tbt+1 + . . .+
+
(
s+ 1
s
)
abs +
(
s+ 1
s+ 1
)
bs+1
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et il sera donc facile de tirer, par comparaison, les e´galite´s suivantes :(
s+ 1
0
)
=
(
s
0
)
(
s+ 1
1
)
=
(
s
1
)
+
(
s
0
)
. . .(
s+ 1
t
)
=
(
s
t
)
+
(
s
t− 1
)
(
s+ 1
t+ 1
)
=
(
s
t+ 1
)
+
(
s
t
)
. . .(
s+ 1
s
)
=
(
s
s
)
+
(
s
s− 1
)
(
s+ 1
s+ 1
)
=
(
s
s
)
D’ici, comme s et t sont quelconques, on passe sans difficulte´ aux e´galite´s ge´ne´rales :(
s+ 1
0
)
=
(
s
0
)
= ... =
(
1
0
)
=
(
0
0
)
= 1
...(
s+ 1
i
)
=
(
s
i
)
+
(
s
i− 1
)
...(
s+ 1
s+ 1
)
=
(
s
s
)
= ... =
(
1
1
)
=
(
0
0
)
= 1
ou` s et t sont des nombres naturels quelconques, et 1 ≤ i ≤ s. Les nombres naturels inter-
venant en tant que coefficients nume´riques dans les de´veloppements successifs des puissances
j = 0, 1, 2, ... pourront alors eˆtre range´s dans la table suivante, dite « triangle de Pascal (ou
de Tartaglia)», dans laquelle chaque entre´e des lignes suivant la premie`re est la somme des
deux entre´es de la ligne pre´ce´dente, celle qui est positionne´e au-dessus d’elle et celle qui est
imme´diatement a` gauche de cette dernie`re :(
n
0
) (
n
1
) (
n
2
) (
n
3
) (
n
4
) (
n
5
) (
n
6
)
... ...
(a+ b)0 : 1 0 0 0 0 0 0 ... → n = 0
(a+ b)1 : 1 1 0 0 0 0 0 ... → n = 1
(a+ b)2 : 1 2 1 0 0 0 0 ... → n = 2
(a+ b)3 : 1 3 3 1 0 0 0 ... → n = 3
(a+ b)4 : 1 4 6 4 1 0 0 ... → n = 4
(a+ b)5 : 1 5 10 10 5 1 0 ... → n = 5
(a+ b)6 : 1 6 15 20 15 6 1 ... → n = 6
... ... ... ... ... ... ... ... ... ...
Le the´ore`me suivant a e´te´ alors de´montre´ :
The´ore`me 4.1. Si n est un nombre naturel quelconque et a et b deux quantite´s quelconques,
alors
(a+ b)n =
n∑
i=0
(
n
i
)
an−ibi
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ou` les facteurs
(
n
i
)
(i = 0, 1, ...) sont des nombres naturels (dits « coefficients binomiaux » ),
respectant les conditions suivantes :
(i):
(
n
n
)
=
(
n
0
)
= 1
(ii): si i > n, alors
(
n
i
)
= 0
(iiii): si 1 ≤ i ≤ n, alors (ni) = (n−1i )+ (n−1i−1)
Note Historique 3.5. L’argument qui nous a porte´ au the´ore`me pre´ce´dent
ne de´pend d’aucune manie`re de la nature des quantite´s a et b ; en particulier rien
n’empeˆche que ces quantite´s soient conside´re´es, au cours de ce raisonnement, comme
des nombres entiers positifs. Le lecteur ne sera donc pas surpris d’apprendre que
cet argument e´tait de´ja` connu, pour l’essentiel, par les mathe´maticiens arabes aux-
quels on doit d’avoir poursuivi les recherches arithme´tiques d’Euclide, d’Archime`de
et, surtout, de Diophante. Il semble en particulier que de´ja` Al-Khwa¯rizmı¯, qui ve´cut
a Baghdad au IXe`me sie`cle (du nom duquel vient le terme « algorithme» ), posse`daˆt
une re`gle permettant le calcul (e´videmment par reccurence) d’une puissance entie`re
positive quelconque d’un binoˆme. Un e´nonce´ explicite de cette re`gle (pour n < 13)
se trouve d’ailleurs dans le Recueil de mathe´matiques a` l’aide du tableau et de la
poussie`re de Al-Tu¯s¯ı, datant de 1265, ou` on trouve aussi un tableau qui ressemble au
triangle de Pascal.
Un tableau analogue apparaˆıt dans l’Arithme´tica integra de Stifel en 1544. Quelques
anne´es plus tard, c’est Niccolo` Tartaglia (ne´ a` Brescia en 1499 ou 1500, et mort a`
Venise en 1557) qui, dans le chapitre XX du IIe`me livre de la Seconda parte del ge-
neral trattato di numeri et mesure, publie´ en 1556, donne le triangle de Pascal dans
sa forme actuelle. Tartaglia n’indique pourtant que la possibilite´ d’employer ce ta-
bleau nume´rique pour extraire des racines des nombres entiers et positifs. C’est en
revanche Pascal qui fit de ce tableau une e´tude approfondie, en lui consacrant son
Traite´ du triangle arithme´tique, un ouvrage composite, d’abord e´crit en latin, puis
re´manie´ et partiellement traduit en franc¸ais, imprime´ en 1654, mais distribue´ au pu-
blic apre`s la mort de son auteur, en 1665. Apre`s avoir e´nonce´ diffe´rentes proprie´te´s de
son triangle et l’avoir employe´ pour classifier les nombres entiers positifs en diffe´rents
« ordres» (selon la ligne du triangle dans laquelle ils se trouvent), Pascal indique
de possibles applications de ceci a` la combinatoire, a` la probabilite´ et au calcul des
puissances d’un binoˆme.
Lectures possible : B : Pascal, Traite´ du triangle arithme´tique et traite´s connexes,
B. Pascal,Œuvres Comple`tes, texte e´tabli, pre´sente´ et annote´ par J. Mesnard, Descle´e
de Bouwer, s.l., 1964-1992 (trois volumes en quatre tomes), vol. I, t. 2, pp. 1166-1332 ;
A. W. F. Edwards, Pascal’s Arithmetical Triangle, Charles Griffin & Co., London et
Oxford Univ. Press, New York, 1987.
Il est alors clair que, quel que soit n, il suffira de consulter le triangle de Pascal pour
connaˆıtre tous les coefficients nume´riques du de´veloppement de (a + b)n. Ceci n’est pourtant
pas encore le re´sultat cherche´, car si on proce`de de cette manie`re, la de´termination des coeffi-
cients du de´veloppement de (a + b)n de´pend de la de´termination pre´alable des coefficients du
de´veloppement de (a+ b)n−1 ; la de´termination des coefficients du de´veloppement de (a+ b)n−1
de´pende de la de´termination pre´alable des coefficients du de´veloppement de (a + b)n−2 ; et
ainsi de suite. On ne pourra donc pas e´crire directement, quel que soit n, le de´veloppement de
(a + b)n. Dit autrement : il reste a` chercher a` exprimer les coefficients binomiaux de manie`re
non re´cursive, c’est-a`-dire a` trouver une formule qui exprime chaque coefficient
(
n
i
)
en termes
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de nombres naturels n et i et de manie`re inde´pendante de tout autre coefficient binomial. Le
the´ore`me 4.1 nous permet de poser, quel que soit le nombre naturel n,(
n
0
)
= 1
tandis que la conside´ration des cas donne´s par les plus petites valeurs de n permet d’avancer
la conjecture suivante :
si 1 ≤ i ≤ n alors
(
n
i
)
=
n(n− 1)(n− 2)...[n− (i− 1)]
1 · 2 · ... · i
Pour de´montrer que c’est bien le cas, on peut proce´der de deux manie`res. On peut s’appuyer
sur les conditions (i)-(iii) e´nonce´es par le the´ore`me 4.1 et montrer qu’elles impliquent cette
conjecture (c’est-a`-dire que si elles sont pose´es, les nombres naturels
(
n
i
)
ne peuvent eˆtre que
ceux que cette conjecture e´tablit). Dans ce cas, on abandonne le de´veloppement binomial et on
ne s’occupe que des coefficients
(
n
i
)
, en conduisant une de´monstration qui reste, en tant que
telle, totalement inde´pendante de la conside´ration de ce de´veloppement. Mais on peut aussi
laisser les conditions (i)-(iii) e´nonce´es par le the´ore`me 4.1 de coˆte´ et travailler directement sur
le de´veloppement binomial. Naturellement les deux de´monstrations aboutissent finalement au
meˆme re´sultat, et proce`dent l’une et l’autre par re´currence, mais tandis que dans le premier
cas on n’a le re´sultat cherche´ qu’en couplant le nouveau the´ore`me et le the´ore`me 4.1, dans le
deuxie`me cas, le re´sultat cherche´ est directement exprime´ par le nouveau the´ore`me et est donne´
inde´pendamment du the´ore`me 4.1.
Pour des raisons de clarte´, je montre d’abord comment raisonner si on choisit la deuxie`me
possibilite´. Il s’agit d’e´noncer puis de de´montrer le the´ore`me suivant :
The´ore`me 4.2. Si n est un nombre naturel quelconque et a et b deux quantite´s quelconques,
alors
(a+ b)n =
n∑
i=0
(
n
i
)
an−ibi
ou` les facteurs
(
n
i
)
(i = 1, ..., n) sont des nombres naturels donne´s par la formule suivante :(
n
i
)
=
n(n− 1)(n− 2)...[n− (i− 1)]
1 · 2 · ... · i
et
(
n
0
)
= 1.
Avant de pre´senter la preuve de ce the´ore`me, il convient d’introduire de nouvelles notations :
si p est un nombre naturel quelconque plus grand que 0, alors on indique le produit 1·2·...·p par
le symbole « p! », qu’on lit habituellement « p factoriel» ou « factoriel p » (si p = 0, on suppose,
par convention notationnelle, que p! = 0! = 1) ; si p et q sont des nombres naturels quelconques,
tels que p ≤ q , et up, up+1, ..., uq des e´le´ments d’un ensemble quelconque sur lequel on a de´fini
une addition et une multiplication associatives, alors on note le produit up · up+1 · ... · uq par
le symbole «
q∏
k=p
uk ». La deuxie`me partie du the´ore`me 4.2 affirmera alors que, si i = 0, le
coefficient binomial
(
n
i
)
=
(
n
0
)
est, quel que soit n, e´gal a` 1, et si 1 ≤ i ≤ n, le coefficient
binomial
(
n
i
)
est donne´, quel que soit n, par la formule suivante :
(18)
(
n
i
)
=
i−1∏
k=0
(n− k)
i!
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La preuve peut eˆtre donne´e par re´currence sur la valeur de n. En conduisant cette preuve,
il faut pourtant faire attention a` ne pas tomber dans l’erreur qu’on a de´nonce´e au de´but du
pre´sent paragraphe. En effet la loi qui de´termine le coefficient
(
n
i
)
d’apre`s le the´ore`me 4.2
change en passant de i = 0 a` i = 1. Ainsi, si on exploite la condition
(
n
0
)
= 1 pour prouver
que (a + b)0 =
0∑
i=0
(
0
i
)
a0−ibi, et ensuite on exploite la condition 18 pour prouver que si
(a+ b)s = as +
s∑
i=1
(
s
i
)
as−ibi, alors (a+ b)s
′
= as
′
+
s′∑
i=1
(
s′
i
)
as
′−ibi, on n’aura pas de´montre´
correctement le the´ore`me, car cette dernie`re implication ne concerne pas le passage du cas
n = 0 au cas n = 1, a` cause du fait que la 18 n’intervient pas dans le de´veloppement de
(a+ b)0. La manie`re la plus simple d’e´viter cet erreur est de de´montrer le the´ore`me pour n = 0,
naturellement sans utiliser la 18 ; de prouver ensuite que si n = 1, alors
(a+ b)n = an +
n∑
i=1
(
n
i
)
an−ibi
en exploitant autant la condition
(
n
0
)
= 1 que la (18) ; et d’employer cette dernie`re preuve
comme base d’une re´currence, en prouvant ensuite que si s est un nombre naturel quelconque
diffe´rent de ze´ro et
(a+ b)s = as +
s∑
i=1
(
s
i
)
as−ibi
alors
(a+ b)s
′
= as
′
+
s′∑
i=1
(
s′
i
)
as
′−ibi
La preuve du the´ore`me 4.2 consiste alors en trois parties distinctes. La voici.
Preuve du the´ore`me 4.2 (a) Si n = 0, on aura
(a+ b)n = (a+ b)0 = 1
et, si quel que soit n,
(
n
0
)
= 1,
n∑
i=0
(
n
i
)
an−ibi =
0∑
i=0
(
0
i
)
a0−ibi =
(
0
0
)
a0b0 = 1
et donc la condition e´nonce´e par le the´ore`me est ve´rifie´e dans ce cas.
(b) Si n = 1, on aura ensuite
(a+ b)n = a+ b
et, d’apre`s la (18),
n∑
i=0
(
n
i
)
an−ibi =
1∑
i=0
(
1
i
)
a1−ibi =
(
1
0
)
a+
(
1
1
)
b = a+ b
et la condition e´nonce´e par le the´ore`me est aussi ve´rifie´e.
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(c) Il ne reste donc qu’a` prouver que(a+ b)s = as +∑si=1
i−1Q
k=0
(s−k)
i! a
s−ibi
 ⇒
⇒
(a+ b)s′ = as′ +∑s′i=1
i−1Q
k=0
(s′−k)
i! a
s′−ibi

quel que soit le nombre naturel s diffe´rent de 0. Or, si
(a+ b)s = as +
s∑
i=1
i−1∏
k=0
(s− k)
i!
as−ibi
alors :
(a+ b)s
′
= (a+ b)s+1 = (a+ b)s(a+ b) =
=
as +∑si=1
i−1Q
k=0
(s−k)
i! a
s−ibi
 (a+ b) =
= as+1 + asb+ a
∑s
i=1
i−1Q
k=0
(s−k)
i! a
s−ibi
+
+ b
∑s
i=1
i−1Q
k=0
(s−k)
i! a
s−ibi
 =
= as+1 + asb+
+
s · asb+ ...+ h−1Qk=0(s−k)h! as−h+1bh + ...+ abs
+
+
s · as−1b2 + ...+ h−2Qk=0(s−k)(h−1)! as−h+1bh + ...+ bs+1

h e´tant un nombre naturel quelconque compris entre 1 et s. En exe´cutant les additions des
termes semblables, on aura alors :
(a+ b)s
′
= as+1 + (s+ 1)asb+ ...+
+

h−1∏
k=0
(s− k)
h!
+
h−2∏
k=0
(s− k)
(h− 1)!
 as−h+1bh + ...+ bs+1
Or, il est clair que si les choses sont telles que l’affirme le the´ore`me 4.2, c’est-a`-dire que, au-
dela` du premier, les coefficients du de´veloppement de (a+ b)
n
sont donne´s, pour tout nombre
naturel n 6= 0, par les fractions
(19)
i−1∏
k=0
(n− k)
i!
(i = 1, 2, ..., n)
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alors ces fractions ne peuvent qu’exprimer des nombres naturels. En fait si ce n’e´tait pas le cas,
le the´ore`me 4.1 serait contredit. Il est pourtant e´galement clair que, si on n’a pas de´montre´
auparavant le the´oe`me 4.1, la preuve du the´ore`me 4.2 ne peut pas se fonder sur cette conclusion
qui de´rive, justement, du fait qu’on a suppose´ la validite´ d’une partie de ce meˆme the´ore`me. De
surcroˆıt, meˆme si on suppose que les coefficients binomiaux sont des nombres naturels, on ne
pourra les sommer en ge´ne´ral, c’est-a`-dire inde´pendamment de leur de´termination particulie`re,
qu’en les exprimant sous la forme (19) et en appliquant, comme tout a` l’heure, l’algorithme
d’addition des nombres fractionnaires. Or, l’application de cet algorithme nous donne, quel que
soit le nombre naturel h 6= 0, les e´galite´s suivantes :

h−1∏
k=0
(s− k)
h!
+
h−2∏
k=0
(s− k)
(h− 1)!
 =

[
h−1∏
k=0
(s− k)
]
+
[
h ·
h−2∏
k=0
(s− k)
]
h!

=
[
h−2∏
k=0
(s− k)
]
· [(s− h+ 1) + h]
h!
=
[
h−2∏
k=0
(s− k)
]
· [s+ 1]
h!
=
[
h−1∏
k=0
[(s+ 1)− k]
]
h!
=
[
h−1∏
k=0
(s′ − k)
]
h!
d’ou` il est facile de conclure que :
(a+ b)s
′
= as+1 + (s+ 1)asb+ ...+
+
[
h−1∏
k=0
(s′ − k)
]
h!
as−h+1bh + ...+ bs+1
= as
′
+
s′∑
i=1
[
i−1∏
k=0
(s′ − k)
]
i!
as
′−ibi
ce qu’il fallait de´montrer. 
Il est clair que, si on e´tablit le de´veloppement du binoˆme de degre´ n, en se fondant sur le
the´ore`me pre´ce´dent, de´montre´ de cette manie`re, le long argument qui pre´ce`de l’e´nonce´ de ce
the´ore`me est strictement inutile pour la solution de notre proble`me, car la re´currence qui dans
cette preuve assure que la nature des coefficients binomiaux est celle indique´e nous assure aussi
que ces coefficients sont les entre´es successives du triangle de Pascal et que le de´veloppement
cherche´ a la forme indique´e par la (17). Pourtant, cet argument, qui porte au the´ore`me 4.1,
est indispensable d’un point de vue heuristique, pour parvenir a` avancer la conjecture que
la preuve pre´ce´dente transforme en the´ore`me. L’e´nonce´ du the´ore`me 4.2 serait inimaginable
sans la suggestion pre´alable de´rivant de cet argument. De surcroˆıt, comme je l’ai dit, on peut
parvenir a` un re´sultat analogue par une autre voie, en employant le the´ore`me 4.1 comme un
lemme essentiel. Il s’agira pour cela d’e´noncer, puis de de´montrer, le the´ore`me suivant :
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The´ore`me 4.3. Si
(
n
i
)
est un nombre naturel, dont la valeur de´pend des valeurs de deux
autres nombres naturels n et i, et qui satisfait aux conditions (i) et (iii) e´nonce´es par le the´ore`me
4.1, alors, quel que soit n, si 1 ≤ i ≤ n , on a ne´cessairement :
(20)
(
n
i
)
=
n(n− 1)(n− 2)...[n− (i− 1)]
1 · 2 · ... · i =
i−1∏
k=0
(n− k)
i!
(pour ce qui est de la condition (ii) e´nonce´e par le meˆme the´ore`me, on note que si i > n,
alors
i−1∏
k=0
(n− k)
i!
=
n · (n− 1) · ... · (n− n) · ...
i!
=
n · (n− 1) · ... · 0 · ...
i!
=
0
i!
= 0
de sorte que cette condition est aussi respecte´e lorsqu’on suppose que la (20) vaut pour tout
nombre naturel i 6= 0).
Preuve La preuve se fait par le biais de deux inductions comple`tes emboˆıte´es l’une dans
l’autre.
(a) On conside`re d’abord le cas n = 1. Comme, d’apre`s la condition (i) — ou les conditions
(i) et (iii), qui sont naturellement compatibles — on a(
1
1
)
=
(
0
0
)
+
(
0
1
)
= 1 + 0 = 1.
il suffira de ve´rifier que :
0∏
k=0
(1− k)
1!
= 1
Ce qui est tre`s facile, car
0∏
k=0
(1− k)
1!
=
1− 0
1
= 1
(b) Apre`s quoi il s’agit de ve´rifier que : si 1 ≤ i ≤ s, les conditions (i) et (iii) e´nonce´es par
le the´ore`me 4.1 sont respecte´es, et
(
s
i
)
=
i−1∏
k=0
(s− k)
i!
alors, si 1 ≤ i ≤ s′ :
(
s′
i
)
=
i−1∏
k=0
(s′ − k)
i!
On suppose donc que 1 ≤ s, et on conside`re d’abord le cas i = 1. On aura alors la premie`re
e´tape de la deuxie`me induction :
(bα) Comme il est alors certain que i < s
′, car i = 1 ≤ s < s + 1 = s′, il faut de´montrer
que : si s est un nombre naturel plus grand ou e´gal a` 1, si les conditions (i) et (iii) e´nonce´es
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par le the´ore`me 4.1 sont respecte´es, alors :(s1
)
=
0∏
k=0
(s− k)
1!
⇒
(s′1
)
=
0∏
k=0
(s′ − k)
1!

Cette preuve est e´galement tre`s simple, car
0∏
k=0
(s′ − k)
1!
=
s′
1
= s′ = s+ 1
et donc, si (
s
1
)
=
0∏
k=0
(s− k)
1!
les conditions (i) et (iii) e´nonce´es par le the´ore`me 4.1 nous permettent de conclure que :
(
s′
1
)
=
(
s+ 1
1
)
=
(
s
1
)
+
(
s
0
)
=
0∏
k=0
(s− k)
1!
+ 1 =
s
1
+ 1 = s+ 1 =
0∏
k=0
(s′ − k)
1!
(bβ) Il reste a` franchir la deuxie`me e´tape de la deuxie`me induction : pour cela il faudra
de´montrer que si l’implication e´nonce´e ci-dessus est satisfaite pour i = t, t e´tant un nombre
naturel quelconque compris entre 1 et s, alors cette meˆme implication est aussi satisfaite pour
i = t′. En d’autres termes, il faut prouver que, quel que soit t, si
(21)

[1 ≤ t ≤ s]∧
[(i) ∧ (iii)]∧(
s
t
)
=
t−1Q
k=0
(s−k)
t!
⇒
[1 ≤ t ≤ s′]⇒ (s′t
)
=
t−1∏
k=0
(s′ − k)
t!

alors 
[1 ≤ t′ ≤ s]∧
[(i) ∧ (iii)]∧
(
s
t′
)
=
t′−1Q
k=0
(s−k)
t′!
⇒
[1 ≤ t′ ≤ s′]⇒
(
s′
t′
)
=
t′−1∏
k=0
(s′ − k)
t′!

Or, si 1 ≤ t′ ≤ s′ de la (iii) il suit que(
s′
t′
)
=
(
s
t′
)
+
(
s
t
)
et, si
(
s
t′
)
=
t′−1Q
k=0
(s−k)
t′! , alors (
s′
t′
)
=
t′−1∏
k=0
(s− k)
t′!
+
(
s
t
)
Mais, de la 21 et de l’e´galite´ (
1
1
)
=
0∏
k=0
(1− k)
1!
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qu’on a de´ja` de´montre´e, il suit, par induction comple`te, que, pour tout i, si 1 ≤ i ≤ s, alors(
s
i
)
=
i−1Q
k=0
(s−k)
i! et donc
(
s
t
)
=
t−1∏
k=0
(s− k)
t!
et de la`
(
s′
t′
)
=
t′−1∏
k=0
(s− k)
t′!
+
t−1∏
k=0
(s− k)
t!
=
t∏
k=0
(s− k) + (t+ 1)
t−1∏
k=0
(s− k)
t′!
=
[
t−1∏
k=0
(s− k)
]
[(s− t) + (t+ 1)]
t′!
=
[
t−1∏
k=0
(s− k)
]
[s+ 1]
t′!
=
t∏
k=0
[(s+ 1)− k]
t′!
=
t′−1∏
k=0
[s′ − k]
t′!
ce qui cloˆture la de´monstration. 
Remarque 3.10. Comme la de´monstration pre´ce´dente nous permet de le supposer, le
nombre naturel
(
n
i
)
recouvre en mathe´matiques une fonction plus large que celle de simple
coefficient binomial. Il ne serait, par exemple, pas trop difficile de de´montrer qu’il indique le
nombre des sous-ensembles contenant i e´le´ments (distincts) d’un ensemble donne´ quelconque
contenant n e´le´ments, ce qu’on appelle en ge´ne´ral des « combinaisons de i e´le´ments d’un
ensemble a` n e´le´ments ».
Ainsi, si on veut savoir, par exemple, combien de jeux distincts peut recevoir un joueur
de belote, il suffit de calculer le nombre
(
32
8
)
=
8−1∏
k=0
(32− k)
8!
ce qui donne le nombre conside´rable de
32 · 31 · 30 · 29 · 28 · 27 · 26 · 25
1 · 2 · 3 · 4 · 5 · 6 · 7 · 8 = 1 · 31 · 5 · 29 · 4 · 9 · 13 · 5 = 10.518.300
Cette observation montre une des raisons pour lesquelles le de´veloppement binomial apparaˆıt
comme le point d’intersection de nombreuses the´ories mathe´matiques, ce qui confe`re au
re´sultat pre´ce´demment de´montre´ un roˆle important dans l’e´difice des mathe´matiques.
Note Historique 3.6. L’effort de distinguer entre elles diffe´rentes sortes de
nombres entiers positifs, et donc de classifier ces dernie`res en accord avec quelques
crite`res, remonte a` l’aube des mathe´matiques. La classification apparemment la plus
naturelle, et sans doute la plus connue, celle entre nombres pairs et impairs, e´tait
certainement de´ja` connue par les pythagoriciens, comme il est atteste´ par quelques
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fragments et diffe´rents te´moignages. Celle-ci n’e´tait pourtant pas la seule classifica-
tion dont les pythagoriciens se servaient. Une autre — qui, bien que moins connue
par les non-mathe´maticiens, ne fut non plus jamais abandonne´e ensuite, et constitue
encore aujourd’hui un e´le´ment primordial de la the´orie des nombres — rele`ve, au
moins pour son origine, du pouvoir de repre´sentation des nombres.
Si on repre´sente une unite´ par un point, et, au lieu de repre´senter des nombres
entiers par une simple succession line´aire de points, on les repre´sente par des confi-
gurations bi-dimensionnelles, on se rend compte assez facilement que les nombres 3,
6, 10, ... peuvent eˆtre repre´sente´s par des triangles emboˆıte´s, et repre´senter donc, a`
leur tour, des triangles :
Premie`re Figure p. 187
Les pythagoriciens appelaient ces nombres « triangulaires» .
Il suffit de disposer les points de fac¸on a` former des triangles rectangles, pour
se rendre compte qu’en additionnant deux nombres triangulaires successifs, on ob-
tient des nombres « carre´s », 4, 9, 16, ..., c’est-a`-dire des nombres qui peuvent eˆtre
repre´sente´s par des carre´s emboˆıte´s, et repre´senter donc ces carre´s :
Seconde Figure p. 187
Comme les nombres triangulaires correspondent aux sommes successives de l’ad-
dition re´ite´re´e 1+2+3+4+ . . . et les nombres carre´s ne sont que carre´s des nombres
entiers positifs, il s’ensuit que, pour tout nombre entier positif n, on a
[1 + 2 + ...+ n+ (n+ 1)] + (1 + 2 + ...+ n) = (n+ 1)× (n+ 1)
et donc
(1 + 2 + ...+ n) + (1 + 2 + ...+ n) = (n+ 1)× n
d’ou` on tire sur le champ la formule du chapitre 3 :
1 + 2 + ...+ n =
n(n+ 1)
2
On comprendra alors que la preuve de cette formule, qu’on a pre´sente´e dans le
paragraphe 1 n’est rien qu’une version arithme´tique d’une preuve bien plus ancienne
et primordiale, fonde´e sur la the´orie des nombres triangulaires et des nombres carre´s.
Il semble que des techniques de´monstratives de telle sorte, fonde´es sur le pou-
voir repre´sentatif des nombres, e´taient tre`s re´pandues dans les mathe´matiques pre´-
euclidiennes ; aujourd’hui on les qualifie ge´ne´ralement de « techniques arithmo-ge´ome´triques».
Une fois qu’on a compris l’esprit de la distinction entre nombres triangulaires
et nombres carre´s, il n’est pas difficile de continuer, en passant successivement aux
nombres pentagonaux, hexagonaux, etc., respectivement : 5, 12, 22,... ; 6, 15, 28,... ;
etc. Les repre´sentations de ces nombres sont les suivantes :
Figure p. 188
Premie`re Figure p. 189
Il est facile de voir que ces nombres sont donne´s respectivement par les sommes
successives des additions re´ite´re´es :
1 + 4 + 7 + 10 + ... et 1 + 5 + 9 + 13 + ...
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qui donnent en meˆme temps la loi de leur formation et le principe de ge´ne´ralisation
de la classification pre´ce´dente.
Pris dans leur ensemble, les nombres triangulaires, carre´s, pentagonaux, hexago-
naux, etc. sont dits, pour une raison qu’il est facile de comprendre, «nombres figure´s
plans».
Il y a pourtant une autre manie`re de continuer la classification commence´e par la
caracte´risation des nombres triangulaires. Il s’agit d’abord d’imaginer que diffe´rents
nombres triangulaires se disposent dans l’espace sur des plans diffe´rents, de manie`re
a` donner lieu a` des pyramides emboˆıte´es :
Seconde Figure p. 189
On aura ainsi les nombres dits «pyramidaux», qu’on pourra penser comme une
espe`ce particulie`re de nombres figure´s solides.
Il est clair que les nombres pyramidaux successifs, 4, 10, 20,... sont les sommes
successives de l’addition re´ite´re´e des nombres triangulaires, 1+3+6+10+. . . En conti-
nuant de cette manie`re, en imaginant des configurations de points dans des espaces
de 4, 5, 6,... dimensions, on construira des nombres triangulaires d’ordre 4, 5, 6,...
Les nombres triangulaires d’ordre 4, c’est-a`-dire 5, 15, 35,..., seront e´videmment les
sommes successives de l’addition re´ite´re´e des nombres pyramidaux, 1+4+10+20+... ;
les nombres triangulaires d’ordre 5, c’est-a`-dire 6, 21, 56,... seront ensuite les sommes
successives de l’addition re´ite´re´e des nombres triangulaires d’ordre 4, 1 + 5 + 15 +
35 + ... ; et ainsi de suite. Il est facile de constater que de cette manie`re on retrouve
les coefficients binomiaux, c’est-a`-dire les entre´es du triangle de Pascal, dont les co-
lonnes peuvent ainsi eˆtre pense´es comme les successions des nombres triangulaires des
diffe´rents ordres. On n’aura plus de difficulte´s alors a` comprendre que les nombres qui
apparaissent dans le triangle de Pascal jouent, dans la the´orie des nombres, un roˆle
essentiel, bien plus large que celui de simples coefficients du de´veloppement binomial.
Lectures possibles : T. Heath, A History of Greek Mathematics, Clarendon
Press, Oxford, 1921 (re´e´dition : Dover, New York, 1981 (2 vols.)).
Remarque 3.11. Ci-dessus, nous avons laisse´ en suspens le proble`me de la de´termination
de la somme de l’addition
n∑
i=0
im, quels que soient les nombres naturels n et m. La connais-
sance du de´veloppement binomial pour un exposant naturel quelconque nous permet de
calculer cette somme par une me´thode re´cursive tre`s astucieuse remontant pour l’essentiel a`
Pascal (qui l’exposa en un court traite´ annexe´ au Traite´ du triangle arithme´tique cf. la note
3.5). Il s’agit d’abord d’employer la formule qui donne le de´veloppement binomial pour l’ex-
posantm+1, pour calculer successivement les termes 0m+1, 1m+1, 2m+1, ..., nm+1, (n+1)m+1
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de la somme
n+1∑
i=0
im+1 :
0m+1 = 0m+1
1m+1 = 1m+1
2m+1 = (1 + 1)m+1 =
m+1∑
j=0
(
m+ 1
j
)
1m+1−j1j
3m+1 = (1 + 2)m+1 =
m+1∑
j=0
(
m+ 1
j
)
1m+1−j2j
4m+1 = (1 + 3)m+1 =
m+1∑
j=0
(
m+ 1
j
)
1m+1−j3j
...
nm+1 = [1 + (n− 1)]m+1 =
m+1∑
j=0
(
m+ 1
j
)
1m+1−j(n− 1)j
(n+ 1)m+1 = (1 + n)m+1 =
m+1∑
j=0
(
m+ 1
j
)
1m+1−jnj
En additionnant membre a` membre (et en observant que 00 = 1), on aura :
n+1X
i=0
i
m+1 =
nX
i=0
"
m+1X
j=0
 
m + 1
j
!
1m+1−jij
#
=
nX
i=0
 
m + 1
0
!
1m+1i0 +
nX
i=0
 
m + 1
1
!
1mi1 +
+
nX
i=0
 
m + 1
2
!
1m−1i2 + . . . +
nX
i=0
 
m + 1
m− 1
!
12im−1 +
+
nX
i=0
 
m + 1
m
!
11im +
nX
i=0
 
m + 1
m + 1
!
10im+1
=
 
m + 1
0
!
nX
i=0
i
0 +
 
m + 1
1
!
nX
i=0
i
1 +
+
 
m + 1
2
!
nX
i=0
i
2 + . . . +
 
m + 1
m− 1
!
nX
i=0
i
m−1 +
+
 
m + 1
m
!
nX
i=0
i
m +
 
m + 1
m + 1
!
nX
i=0
i
m+1
Et comme (
m+ 1
m+ 1
)
= 1
et
n∑
i=0
im+1 =
(
n+1∑
i=0
im+1
)
− (n+ 1)m+1
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de la`, il sera tre`s facile de tirer :
(22)
n∑
i=0
im =
1(
m+1
m
)
(n+ 1)m+1 −

(
m+1
0
)∑n
i=0 i
0 +
(
m+1
1
)∑n
i=0 i
1+
+
(
m+1
2
)∑n
i=0 i
2 + . . .
. . .+
(
m+1
m−1
)∑n
i=0 i
m−1

Comme les coefficients binomiaux qui entrent dans cette e´galite´ sont tous connus, graˆce
a` la (20), il suffit de connaˆıtre les sommes des additions
n∑
i=0
i0 =
n∑
i=0
1 = n + 1,
n∑
i=0
i1 =
n∑
i=0
i =
n(n+ 1)
2
,
n∑
i=0
i2 =
n(n+ 1)(2n+ 1)
6
,...,
n∑
i=0
im−1 pour en tirer la somme de l’addition
n∑
i=0
im.
Pour ne faire qu’un exemple, si on pose m = 4, on aura, d’apre`s la (22) :
n∑
i=0
i4 =
1(
5
4
) [(n+ 1)5 − ( (50)∑ni=0 i0 + (51)∑ni=0 i1+
+
(
5
2
)∑n
i=0 i
2 +
(
5
3
)∑n
i=0 i
3
)]
=
1
5
[
(n+ 1)
5 −
(
(n+ 1) + 5n(n+1)2 +
+10n(n+1)(2n+1)6 + 10
[n(n+1)]2
4
)]
=
n+ 1
5
[
(n+ 1)
4 − 1− 5
2
n− 10
6
n(2n+ 1)− 10
4
n2(n+ 1)
]
=
n (n+ 1)
5
[
n3 +
3
2
n2 +
1
6
n− 1
6
]
Le lecteur pourra conside´rer des valeurs petites de n et ve´rifier que ce produit est un nombre
naturel (montrer que ceci est le cas pour tout n, inde´pendamment de la conside´ration de
la (22), n’est pas facile, meˆme si ceci est e´videmment le cas) et qu’il est en particulier la
somme de l’addition
n∑
i=0
i4.
En se fondant sur la (22) et en employant des me´thodes fondamentales en alge`bre line´aire
(la the´orie des syste`mes d’e´quations du premier degre´), on arrive ensuite a` de´montrer une
formule qui donne directement la somme de
n∑
i=0
im pour tout m naturel. Il est pourtant
impossible de donner ici ne serait-ce qu’une esquisse de ces me´thodes et meˆme d’e´noncer
cette formule sous forme compacte, sans employer des notations et des notions qu’il serait
trop long et difficile d’introduire.
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CHAPITRE 4
Nombres rationnels
Dans le chapitre pre´ce´dent, on a plusieurs fois utilise´ des nombres fractionnaires, en sup-
posant connues les re`gles fondamentales par lesquelles on ope`re sur ces nombres. Le moment
est maintenant venu de justifier cette pratique et de de´finir pre´cise´ment une classe de nombres
plus large que la classe des nombres entiers positifs ou naturels, et qui contient justement
des objets qu’on peut reconnaˆıtre comme des nombres fractionnaires. Ceci peut eˆtre fait de
diffe´rentes manie`res : autant par le biais de l’identification des nombres fractionnaires avec
des objets d’une nature de´termine´e (comme on l’a fait dans le chapitre 1, pour les nombres
entiers positifs), que de manie`re purement formelle (comme on l’a en revanche fait dans le
chapitre 2, pour les nombres naturels), ne se fondant que sur un syste`me d’axiomes qui fournit
une de´finition implicite de ces derniers nombres. La premie`re strate´gie correspond a` l’exigence
de nous doter d’outils aussi efficaces et commodes que les nombres entiers positifs pour faire
face aux besoins de la mesure. La deuxie`me correspond a` l’exigence de disposer d’objets iden-
tifiables comme le re´sultat de n’importe quelle division re´alisable sur les nombres naturels (et
ensuite, re´ite´rativement, sur les nombres qu’on atteint par des extensions successives de N).
La premie`re est une exigence pratique, les mathe´matiques e´tant pense´es comme un outil ; la
seconde est une exigence the´orique et ne re´pond qu’a` une recherche d’e´quilibre et d’e´le´gance
de nos syste`mes formels. On peut penser qu’historiquement cette dernie`re a e´te´ ressentie de
manie`re d’autant plus pressante qu’elle concordait manifestement avec la premie`re. Bien que
la deuxie`me exigence n’ait pas attendu l’axiomatique de Peano (ou de Dedekind) pour se ma-
nifester, nous pouvons identifier, dans le cadre de notre expose´, la premie`re exigence avec une
exigence d’extension de la classe des nombres entiers positifs, ainsi qu’ils ont e´te´ de´finis dans
le chapitre 1, et la deuxie`me avec une exigence d’extension de la classe des nombres naturels,
ainsi qu’ils ont e´te´ de´finis dans le chapitre 2. Encore une fois, on suivra d’abord la premie`re
strate´gie et on partira des re´sultats atteints de cette manie`re pour justifier la mise en place
d’une axiomatique.
Remarque 4.1. On cherchera ainsi a` montrer, sur un nouvel exemple, comment, en
mathe´matiques, la construction d’un syste`me formel est toujours redevable d’un but —
celui de caracte´riser formellement une structure relationnelle qui a de´ja` e´te´, d’une manie`re
ou d’une autre, identifie´e —, de sorte que les axiomes (et les de´finitions) d’un tel syste`me
ne fonctionnent jamais comme des pre´misses arbitraires, mais visent plutoˆt a` exprimer des
conditions propres a` cette structure relationnelle.
1. Les nombres fractionnaires strictement positifs en tant que corre´lats de l’acte
de partager
Bien que dans les mathe´matiques modernes, la notion de mesure ait pris une connotation
technique fort pre´cise — qui de´rive de la ge´ne´ralisation de la the´orie de l’inte´gration, propose´e
au tout de´but du XXe sie`cle par le mathe´maticien franc¸ais Henri L. Lebesgue — sa pre´sence
dans l’e´difice des mathe´matiques remonte a` l’Antiquite´. La notion moderne de mesure formalise
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une pratique courante dans les mathe´matiques qui pre´ce`de largement son introduction : cette
pratique consistait dans le simple fait d’associer un nombre (ou un e´le´ment d’un ensemble
convenablement choisi) a` un objet donne´, de manie`re a` exprimer par le biais de ce nombre (ou
de cet e´le´ment) des proprie´te´s relationnelles de l’objet en question. C’est par exemple ce qu’on
fait tous les jours quand on parle de longueur (et meˆme, plus ge´ne´ralement de mesure) : en
disant que ma salle a` manger fait cinq me`tres de long (ou mesure cinq me`tres), j’associe le
nombre cinq a` ma salle a` manger, par l’interme´diaire de l’unite´, dite justement «de mesure »,
que constitue le me`tre.
Note Historique 4.1. Dans leDiscours pre´liminaire de l’Encyclope´die, d’Alem-
bert de´finit la quantite´ comme « tout ce qui est susceptible d’augmentation ou de di-
minution». Cette de´finition ce´le`bre ne serait certes pas convenable aujourd’hui, mais
il reste utile de s’y rapporter pour comprendre ce que les mathe´maticiens ont, pen-
dant plus de deux mille ans, conside´re´ comme leur objet d’e´tude. Bien que cela ne fut
jamais rendu explicite, il semble possible de dire que, avant l’aube des mathe´matiques
modernes, les mathe´maticiens pensaient comme quantite´s des objets qu’on pouvait
sommer et comparer entre eux selon une relation d’ordre strict, ou, le cas e´che´ant,
de´clarer e´gaux. Naturellement, ceci ne signifie pas que toute quantite´ devait pouvoir
eˆtre somme´e, ou compare´e a` n’importe quelle autre quantite´. Les quantite´s e´taient
plutoˆt pense´es comme distinctes en diffe´rents domaines : les nombres, les segments, les
polygones, etc. Les premiers e´taient conc¸us comme des quantite´s discre`tes, toutes les
autres comme des quantite´s continues, ou, comme il e´tait usuel de dire, des grandeurs.
Les conditions de sommabilite´ et de comparabilite´ n’e´taient e´videmment satisfaites
qu’a` l’inte´rieur de ces diffe´rents domaines : pour ne prendre qu’un exemple, les seg-
ments e´taient conc¸us comme des quantite´s, en particulier des grandeurs, parce qu’on
savait sommer deux segments, les comparer entre eux, en disant lequel e´tait le plus
grand et lequel e´tait le plus petit, ou, e´ventuellement, s’assurer du fait qu’ils e´taient
e´gaux.
Il est important d’observer qu’en disant de deux segments qu’on savait les sommer
ou les comparer, on ne veut pas dire qu’on savait sommer ou comparer leurs longueurs.
Ce qu’on veut dire est justement qu’on savait sommer ou comparer ces segments.
La somme ou la comparaison de deux grandeurs ne faisait pas intervenir des entite´s
e´trange`res, telles que des nombres d’une certaine nature, associe´s a` ces grandeurs, sur
lesquels on ope´rait, a` de´faut d’ope´rer sur les grandeurs elles-meˆmes. Sommer deux
segments signifiait par exemple en de´placer un a` coˆte´ de l’autre, de manie`re a` former, a`
partir de ces segments, un nouveau segment, re´sultant de la composition des segments
donne´s. En parlant de longueurs ou d’aires, les mathe´maticiens ne voulaient parler
que d’un attribut des grandeurs, l’attribut qui e´tait invariable sous un changement
de position.
Les choses commence`rent a` changer a` partir de la deuxie`me moitie´ du XVIe`me
sie`cle, avec la naissance de ce que nous appelons aujourd’hui « the´orie de l’inte´gration».
Le but de cette the´orie e´tait, a` l’origine, d’e´valuer l’espace renferme´ par une courbe.
On voulait d’abord re´duire cet espace a` un carre´ : construire un carre´ e´gal a` la figure
dont la courbe e´tait la frontie`re. On se rendit pourtant compte assez vite, qu’on pou-
vait exprimer une courbe (ceci e´tait du moins vrai pour certaines courbes, les seules
qu’il paruˆt inte´ressant d’e´tudier) par une e´quation portant sur des segments.
Naturellement, ceci n’eut lieu qu’apre`s que Descartes ait donne´ un sens a` la
notion de produit de deux ou plusieurs segments (cf. la note historique 3.6). Descartes
fut aussi le premier a` se rendre compte qu’il e´tait possible d’exprimer une courbe
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par une e´quation portant sur des segments. Son ide´e e´tait simple et ge´niale, et les
mathe´maticiens ne l’abandonne`rent jamais plus. Juste un peu simplifie´e, cette ide´e
e´tait la suivante. Qu’on prenne deux droites r et s qui se coupent selon un angle
donne´ (pour rendre les choses plus simples, on peut supposer, sans aucune perte
de ge´ne´ralite´, que cet angle est droit). Ces droites de´finiront un plan. Un point A
e´tant pris sur ce plan, on trace de ce point deux droites, rA et sA, respectivement
paralle`les aux droites donne´es. Chacune de ces droites coupera celle, parmi les droites
donne´es, a` laquelle elle n’est pas paralle`le. Qu’on conside`re alors les deux segments
pris sur les droites rA et sA et compris entre le point donne´ et les deux droites
r et s. Appelons-les «xA » et « yA ». Il est clair que ces segments, pris ensemble,
caracte´risent la position du point A, c’est-a`-dire que dans le meˆme plan, il n’y a
aucun point B non co¨ıncidant avec A , pour lequel, en faisant la meˆme ope´ration, on
trouve deux segments, xB et yB , respectivement e´gaux a` xA et yA. Les deux droites
fixes r et s sont alors dites « axes carte´siens » et les deux segments xA et yA sont
dits « coordonne´es carte´siennes » du point A. Imaginons maintenant qu’une courbe
soit trace´e sur le plan dont il est question, et qu’elle soit telle que, quel que soit le
point Z qu’on prenne sur cette courbe, les deux coordonne´es carte´siennes de Z, xZ et
yZ satisfassent a` une certaine e´quation, qu’on pourra noter par le symbole ge´ne´rique
«F (xZ , yZ) = 0». On dira alors que cette e´quation exprime la courbe donne´e.
La the´orie de l’inte´gration naquit lorsque Newton, vers les anne´es 1664-1666,
se rendit compte du fait qu’il e´tait possible d’ope´rer sur l’e´quation exprimant une
certaine courbe, de manie`re a` obtenir une e´criture —Eˆqui indiquait des ope´rations
possibles a` accomplir sur un segment x, pris sur l’axe r et conc¸u comme variable
sur cet axe, entre deux points fixes quelconques— et qui pouvait a` son tour eˆtre
conc¸ue comme une expression de l’espace compris entre la courbe donne´e, l’axe r et
les paralle`les a` l’axe s tire´es vers la courbe, a` partir des points limites de l’intervalle
de variation de x sur r. C’est la premie`re forme de ce qu’on appelle aujourd’hui une
« inte´grale».
Ce qui est inte´ressant, pour notre histoire, est que, en associant a` un espace
de´limite´ par une courbe une e´criture en x, ou, comme on le dira un peu plus tard,
une fonction de x, Newton avait indique´ la possibilite´ de de´terminer des proprie´te´s
relationnelles de cet espace, en ope´rant sur cette fonction. En particulier, il avait
indique´ la possibilite´ de sommer et comparer deux espaces de telle nature en sommant
et comparant les fonctions correspondantes.
Apre`s Newton, les mathe´matiques continue`rent a` e´voluer fort rapidement. Si les
mathe´maticiens n’oublie`rent pas la grande lec¸on du jeune anglais (a` l’e´poque de sa
de´couverte, Newton avait moins de 25 ans), ils commence`rent a` comprendre que, au
lieu de travailler sur les segments, on pouvait ope´rer sur des nombres, dit re´els (cf. le
chapitre 6), exprimant les longueurs de ces segments. Du coup, ils commence`rent a`
comprendre qu’une inte´grale pouvait eˆtre conc¸ue comme un nombre re´el caracte´risant
une certaine re´gion du plan de´limite´e par une courbe. D’abord Cauchy, au de´but des
anne´es 1820, puis Riemann, une trentaine d’anne´es plus tard, montre`rent comment
on pouvait de´finir plus proprement une inte´grale, pense´e justement comme un nombre
re´el associe´ a` une re´gion du plan.
C’est ainsi que naquit l’ide´e moderne d’aire d’une surface : l’aire d’une surface est
un nombre re´el positif qui est associe´ a` cette surface de manie`re a` respecter certaines
conditions. La plus fondamentale de ces conditions peut eˆtre exprime´e ainsi : une
surface e´tant donne´e, coupons-la en deux ; si X est l’aire de la surface donne´e et
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X1 et X2 sont les aires des deux surfaces re´sultant de cette coupure, il faut que
X1 +X2 = X. Cette condition est dite « additivite´ de l’aireadditivite´».
La the´orie de l’inte´gration de Riemann est une the´orie puissante et magnifique,
mais elle souffre de beaucoup de limitations, dont les mathe´maticiens se rendirent
bientoˆt compte. Ils commence`rent alors a` essayer de ge´ne´raliser cette the´orie, c’est-
a`-dire a` la modifier de manie`re a` pouvoir calculer l’inte´grale re´fe´re´e a` des courbes
de plus en plus particulie`res et meˆme a` la rendre applicable non plus seulement aux
surfaces de´limite´es, d’une manie`re ou d’une autre, par une de ces courbes, mais aussi
a` des ensembles de plus en plus abstraits. La notion moderne de mesure est un des
re´sultats de ces efforts, dans lesquels s’illustre`rent entre autres, deux mathe´maticiens
franc¸ais : E´mile Borel et Henri Lebesgue . Lebesgue fut probablement le premier a`
poser le proble`me a` rebours : au lieu de se demander comment on pouvait mesurer un
ensemble donne´, il se demanda comment devait eˆtre fait un ensemble pour pouvoir
eˆtre mesure´. Pour ce faire, il construisit d’abord une notion de mesure fort ge´ne´rale,
en ge´ne´ralisant la notion d’aire associe´e a` l’inte´grale de Riemann, et, a` partir de ceci,
il se pencha sur la recherche des conditions de mesurabilite´ d’un ensemble.
La the´orie issue de cet effort est une des plus belles the´ories des mathe´matiques,
mais aussi une des plus sophistique´es et difficiles. On ne pourra certes pas en re´sumer
ici les lignes fondamentales. On peut pourtant citer ce que Lebesgue lui-meˆme e´crivit
dans un texte, La mesure des grandeurs, dans lequel il raisonnait sur la manie`re dont
sa the´orie aurait pu eˆtre enseigne´e a` des jeunes e´le`ves (on note qu’ici Lebesgue ne
distingue pas entre une grandeur et sa mesure et appelle « grandeur d’un corps» ce
que nous appellerions «mesure » d’une grandeur). Lebesgue note d’abord (on est
au chapitre 6 de son texte, intitule´ «Grandeurs mesurables» ) que : «La longueur
d’un segment ou d’un arc de cercle, l’aire d’un polygone ou d’un domaine de´coupe´
dans une surface, le volume d’un polye`dre ou d’un corps ont e´te´ de´finis comme des
nombres positifs attache´s a` des eˆtres ge´ome´triques et parfaitement de´finis par ces
eˆtres au choix de l’unite´ pre`s». Il cherche alors a` comprendre ce qui est commun a`
ces exemples et peut ainsi eˆtre ge´ne´ralise´. Cela l’ame`ne a` poser deux conditions qu’il
e´nonce ainsi : « a) Une famille de corps e´tant donne´e, on dit qu’on a de´fini pour ces
corps une grandeur G, si, a` chacun d’eux et a` chaque partie de chacun d’eux, on a
attache´ un nombre positif de´termine´. [...] b) Si l’on divise un corps C en un certain
nombre de corps partiels C1, C2, . . . , Cp, et si la grandeur G est, pour ces corps, g
d’une part, g1, g2, . . . , gp, d’autre part, on doit avoir : g = g1 + g2 + . . . + gp ». Il
note ensuite que pour tirer des the´ore`mes ge´ne´raux, a` partir de ces conditions, il faut
faire une «hypothe`se supple´mentaire», qu’il sugge`re pourtant de ne pas expliciter
dans un cours d’introduction. Je n’accepterai pas ici cette suggestion ; voici comment
Lebesgue formule cette hypothe`se : « c) La famille des corps pour lesquels est de´finie
une grandeur doit eˆtre assez riche pour que tout corps de la famille puisse eˆtre re´duit
a` un point par diminutions successives, sans sortir de la famille et de manie`re qu’au
cours de ces diminutions la grandeur de´croisse continuement de sa valeur primitive a`
ze´ro ». Lebesgue continue naturellement son exposition ; je m’arreˆte par contre ici.
Lectures possibles : H. Lebesgue , La mesure des grandeurs, tomes XXXI (1931)
a` XXXIV (1935) de L’Enseignement mathe´matique ; A. Michel, Histoire de la the´orie
de l’inte´gration, Vrin, Paris, 1992 ; J.-P. Pier, Histoire de l’inte´gration, Masson, Paris,
Milano, Barcellona, 1996.
∗ ∗ ∗
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Henri Lebesgue naquit a` Beauvais, le 28 juin 1875, et mourut a` Paris, le 26 juillet
1941. Apre`s avoir e´tudie´ les mathe´matiques a` l’E´cole Normale Supe´rieure, et avoir
enseigne´ deux ans au lyce´e central de Nancy, il enseigna aux universite´s de Rennes
(entre 1902 et 1906) et de Poitiers (entre 1906 et 1910). En 1910, il fut nomme´ maˆıtre
de confe´rence a` la Sorbonne, ou` il devint professeur en 1919, deux ans avant d’eˆtre
nomme´ au Colle`ge de France. En 1922, il fut enfin nomme´ a` l’Acade´mie des Sciences.
Il posa les bases de sa the´orie de la mesure et de l’inte´gration pendant les anne´es
passe´es a` Nancy, au tout de´but de sa carrie`re, qu’il consacra ensuite a` de´velopper et
affiner ces ide´es. Vers la fin de sa vie, il consacra de nombreuses e´tudes et plusieurs
e´crits a` la didactique des mathe´matiques et, en partie, a` leur histoire.
Lectures possibles : L. Fe´lix, Message d’un mathe´maticien : Henri Lebesgue,
Blanchard, Paris, 1974.
Dans les mathe´matiques classiques, par exemple chez Euclide, on parle ne´anmoins de me-
sure dans un sens encore plus originel, dont plus tard de´coulera l’ide´e d’association : la mesure
est conc¸ue comme une relation entre deux objets de meˆme nature, de´pendant de la position res-
pective de ces deux objets dans une hie´rarchie fixe´e par une relation d’ordre et une ope´ration
d’addition, et correspondant a` la possibilite´ de concevoir le premier de ces objets comme le
re´sultat exact de l’ope´ration qui ajoute le second objet a` lui-meˆme un certain nombre de fois.
Naturellement ici le terme «nombre» renvoie aux nombres entiers positifs, ou, pour eˆtre encore
plus pre´cis, aux nombres entiers strictement positifs.
Remarque 4.2. Comme le lecteur l’aura aise´ment remarque´, l’expression «nombres
entiers positifs» a e´te´ jusqu’ici utilise´e pour se re´fe´rer aux nombres entiers plus grands
ou e´gaux a` ze´ro : 0, 1, 2, . . . Cependant, tout ce qu’on a dit ge´ne´ralement a` propos de ces
nombres aurait pu eˆtre dit aussi des nombres entiers plus grands que ze´ro : 1, 2, 3, . . . Tout
au plus, en voulant se re´fe´rer seulement a` ces derniers nombres, on aurait duˆ modifier conve-
nablement, d’une manie`re tout a` fait facile a` imaginer, quelques-unes de nos formulations.
La raison en est qu’on a traite´ jusqu’ici des nombres entiers positifs, pris dans leur ensemble,
essentiellement comme des e´le´ments d’une progression. Lorsqu’il a e´te´ ne´cessaire d’exclure
le nombre ze´ro des nombres (naturels ou entiers positifs) auxquels on se re´fe´rait, on l’a fait,
de surcroˆıt, de manie`re explicite. Pour des raisons que le lecteur comprendra facilement par
la suite, il sera dore´navant plus avantageux d’introduire une nouvelle expression et de se
re´fe´rer aux nombres entiers plus grands que ze´ro par le terme «nombres entiers strictement
positifs». Cette expression est d’un usage courant en franc¸ais et on ne fait ici que l’adop-
ter (de meˆme, on parlera plus tard des nombres fractionnaires strictement positifs pour se
re´fe´rer aux nombres fractionnaires plus grands que ze´ro et des nombres rationnels positifs
pour se re´fe´rer aux nombres rationnels plus grands ou e´gaux a` ze´ro, mais comme ces termes
feront l’objet de de´finitions explicites, il n’est pas ne´cessaire d’y insister ici).
Par exemple, de deux segments (non nuls) a et b, on peut dire, selon le sens classique
du terme «mesure » adopte´ par Euclide, que le premier mesure le deuxie`me si et seulement
s’il existe un nombre entier strictement positif n, tel que na = a+ a+ . . .+ a︸ ︷︷ ︸
n fois
= b ; de meˆme
pour deux nombres entiers strictement positifs p et q : p mesure q si et seulement s’il existe
un nombre entier strictement positif n, tel que np = q. Si c’est le cas, on dira alors, toujours
dans ce sens classique du terme «mesure » (qui, je le re´pe`te, n’est pas celui qui est aujourd’hui
habituel en mathe´matiques), que le segment a et le nombre p sont des mesures, respectivement,
du segment b et du nombre q.
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Il est clair que tout couple de nombres entiers strictement positifs ne respecte pas cette
condition : ce n’est pas le cas que, quels que soient les nombres entiers strictement positifs p
et q, ou bien p mesure q, ou bien q mesure p. Pourtant, si on appelle «mesure commune » de
deux objets un troisie`me objet qui est (au sens pre´ce´dent de ce terme) autant une mesure du
premier que du deuxie`me objet, on peut de´montrer facilement le the´ore`me suivant :
The´ore`me 1.1. Pour tout couple de nombres entiers strictement positifs, p et q, il existe
un nombre entier positif m qui est une mesure commune de p et q.
Preuve Pour conduire cette de´monstration ce´le`bre, Euclide s’est servi d’un algorithme qui
aujourd’hui porte justement le nom d’ « algorithme d’Euclide», et qu’on peut convenablement
utiliser ici, en re´pe´tant, en substance, la meˆme de´monstration qu’Euclide lui-meˆme. D’abord,
si p = q, alors il suffit de montrer que, quel que soit le nombre entier strictement positif p, il
existe deux nombres entiers strictement positifs s et n tels que ns = p = q. Or, si n = 1 et
s = p = q, ceci est toujours le cas, donc : si p = q, alors p et q ont au moins deux mesures
communes parmi les nombres entiers strictement positifs. Cela montre, en passant, que pour
chaque nombre entier strictement positif p, il y a au moins deux nombres entiers strictement
positifs qui sont mesures de p : 1 et p lui-meˆme. Imaginons maintenant que p 6= q et supposons
que p < q. Il y aura suˆrement un nombre entier strictement positif n1 tel que
q − n1p = r1 et 0 ≤ r1 < p
Si r1 = 0, alors q = n1p et p mesure q, donc p est une mesure commune a` p et a` q. Si 0 < r1 < p,
alors il y aura suˆrement un nombre entier strictement positif n2 tel que
p− n2r1 = r2 et 0 ≤ r2 < r1
Si r2 = 0, alors p = n2r1 et q = r1 + n1p = (n1n2 + 1)r1, donc r1 mesure autant p que q. Si
0 < r2 < r1, alors il y aura suˆrement un nombre entier strictement positif n3 tel que
r1 − n3r2 = r3 et 0 ≤ r3 < r2
Si r3 = 0, alors r1 = n3r2 c’est-a`-dire p = (n2n3+1)r2 et q = r1+n1p = n3r2+n1(n2n3+1)r2 =
(n3+n1n2n3+n1)r2, donc r2 mesure autant p que q. Si 0 < r3 < r2, on raisonne comme avant,
et ainsi de suite. Il est clair que, comme les restes ri (i = 1, 2, . . .) sont des nombres entiers
positifs, de plus en plus petits, et qu’il n’existe pas de tels nombres plus petits que 0, on arrivera,
au bout d’un nombre fini m d’e´tapes, a` l’e´galite´ rm = 0, qui nous permettra de conclure que
rm−1 est une mesure commune a` p et q. 
Si rm−1 = 1 est la seule mesure commune de p et q, c’est-a`-dire que, pour aucun nombre
entier strictement positif t plus petit que m−1 on a rt = 0, et qu’on a en revanche rm−1 = 1 (et
donc rm = 0) alors les deux nombres p et q seront dits «premiers entre eux», un nombre entier
strictement positif, ou si on pre´fe`re naturel, e´tant dit «premier», comme on l’a de´ja` observe´
dans le chapitre 3, s’il est mesure´ — ou, comme on le dit aujourd’hui, divisible — seulement
par 1 et par lui-meˆme.
Note Historique 4.2. Formule´es en termes modernes, les trois premie`res pro-
positions du livre VII des E´le´ments e´noncent, respectivement, un crite`re pour de´terminer
si deux nombres entiers positifs donne´s sont ou non premiers entre eux et une proce´dure
pour calculer le plus grand commun diviseur entre deux ou trois nombres non pre-
miers entre eux. Pour illustrer la manie`re dont l’algorithme d’Euclide intervient dans
les preuves de ces propositions, conside´rons d’abord la proposition VII.1.
Euclide y affirme que si deux nombres (entiers positifs) diffe´rents entre eux, di-
sons, pour plus de clarte´, n et m, sont donne´s et que le plus petit, disons m, est
retranche´ du plus grand, autant de fois qu’il faut pour que le reste de soustraction,
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disons r1, soit plus petit que m lui-meˆme (sans eˆtre pour autant nul), et que r1 est
a` son tour retranche´ de m, autant de fois qu’il faut pour que le reste de cette sous-
traction, disons r2, soit plus petit que r1 (sans eˆtre pour autant nul), et que r2 est de
nouveau retranche´ de r1, autant de fois qu’il faut pour que le reste de cette soustrac-
tion, disons r3, soit plus petit que r2 (sans eˆtre pour autant nul), et ainsi de suite,
jusqu’a` trouver un reste e´gal a` l’unite´, alors les deux nombres donne´s sont premiers
entre eux, c’est-a`-dire, en accord avec la de´finition VII.12, que leur seule mesure com-
mune est l’unite´. La preuve d’Euclide est naturellement une preuve par l’absurde.
Celui-ci suppose que les deux nombres donne´s, qu’il repre´sente, comme d’habitude,
par deux segments, AB et CD, ont une mesure commune diffe´rente de l’unite´, disons
E, et il montre que, si ces nombres se comportent l’un relativement a` l’autre comme
l’on vient de dire, alors E doit mesurer l’unite´, bien qu’il soit force´ment plus grand
que celle-ci, ce qui est e´videmment impossible.
Dans la proposition VII.2, il s’agit, en revanche, dans le langage d’Euclide, de
trouver la plus grande mesure commune entre deux nombres donne´s, supposant que
ces nombres ne sont pas premiers entre eux. Euclide suppose que les deux nombres
sont AB et CD et que AB est plus grand que CD (si les deux nombres sont e´gaux, le
proble`me est re´solu d’emble´e, car ils sont eux-meˆmes la commune mesure cherche´e).
Si CD mesure AB, alors il est la mesure commune cherche´e, et le proble`me est
re´solu. Si CD ne mesure pas AB, alors en appliquant l’algorithme d’Euclide, on devra
ne´cessairement trouver, au bout d’un certain nombre d’e´tapes, un reste diffe´rent de
l’unite´ qui mesure le reste pre´ce´dent, car autrement les deux nombres donne´s sont
premiers entre eux, contrairement a` l’hypothe`se. Euclide de´montre alors, sans aucune
difficulte´, que ce reste est une mesure commune aux deux nombres donne´s, et qu’elle
est ne´cessairement la plus grande. La solution du proble`me pose´ par la proposition
VII.3, la recherche de la plus grande mesure commune entre trois nombres donne´s
non premiers entre eux, suit enfin comme un simple corollaire de la proposition VII.2,
puisqu’il est suffisant, pour parvenir au but, de conside´rer les trois nombres donne´s
deux a` deux.
Apre`s avoir e´te´ applique´ aux nombres, l’algorithme d’Euclide re´apparaˆıt, applique´
aux grandeurs, au tout de´but du livre X, dont les propositions X.2-X.5 font le pendant
des propositions VII.1 - VII.3, car elles fournissent respectivement : un crite`re pour
de´terminer si deux grandeurs donne´es sont ou non commensurables entre elles, et
une proce´dure pour calculer le plus grand commun diviseur entre deux ou trois gran-
deurs commensurables plus grand commun diviseur !entre deux ou trois grandeurs
commensurables entre elles.
La proposition X.2 nous dit en particulier que si deux grandeurs sont telles que les
restes successifs qui de´rivent de l’application a` ces grandeurs de l’algorithme d’Euclide
ne sont jamais tels qu’un de ces restes mesure le pre´ce´dent, alors ces grandeurs sont
incommensurables entre elles, c’est-a`-dire qu’elles n’ont pas de mesure commune.
Supposons que deux grandeurs, a et b, par exemple deux segments, soient donne´es
et que a soit plus grand que b. On retranche alors b de a autant de fois qu’il faut
pour que le reste de cette soustraction, disons r1, soit plus petit que b lui-meˆme. Si
ce reste est nul, alors b mesure a, et comme on peut penser b comme le reste d’ordre
ze´ro re´sultant de l’application aux grandeurs donne´es de l’algorithme d’Euclide, il
s’ensuit que les grandeurs a et b ne se comportent pas l’une par rapport a` l’autre
comme le veut l’hypothe`se de la proposition. Imaginons alors que r1 soit diffe´rent
de ze´ro et retranchons-le, a` son tour de b, autant de fois qu’il faut pour que le reste
131
de cette soustraction, disons r2, soit plus petit que r1. Si ce reste est nul, alors r1
mesure b, contrairement a` l’hypothe`se. S’il n’est pas nul, retranchons-le de r1, autant
de fois qu’il faut pour que le reste de cette soustraction, disons r3, soit plus petit
que r2. Si ce reste est nul, alors r2 mesure r1, contrairement a` l’hypothe`se. S’il n’est
pas nul, retranchons-le de r2, autant de fois qu’il faut pour que le reste de cette
soustraction, disons r4, soit plus petit que r3. Et ainsi de suite. Comme, parmi les
segments (non nuls), de meˆme que parmi toutes sortes de grandeurs, il n’y en a pas
un qui soit plus petit que tous les autres, il est clair qu’il n’y a aucune raison de
principe qui puisse nous assurer que les deux segments donne´s ne soient pas tels
que cette proce´dure puisse continuer a` l’infini, sans qu’on ne rencontre jamais de
reste nul, et donc un reste qui mesure le pre´ce´dent. Dans le chapitre 6, on verra
meˆme qu’il est assez facile de choisir deux segments qui ve´rifient cette possibilite´. La
proposition X.2 revient ainsi a` affirmer que si les grandeurs donne´es sont telles que
cette proce´dure peut continuer a` l’infini, sans qu’on ne rencontre jamais de reste nul,
alors ces deux grandeurs sont incommensurables. Pour le prouver, Euclide admet (sans
vraiment l’avoir prouve´) que les restes ri (i = 1, 2, 3, . . .) non seulement diminuent
progressivement, mais qu’il est toujours possible, une grandeur quelconque e´tant fixe´e,
d’en prendre un qui soit plus petit que cette grandeur. Il imagine alors que les deux
grandeurs donne´es sont commensurables, c’est-a`-dire qu’elles admettent une mesure
commune c, et il conside`re un reste rh plus petit que c. Si la proce´dure indique´e
peut continuer a` l’infini, sans qu’on rencontre jamais un reste nul, alors il y aura une
infinite´ de nombres entiers, positifs «ni » (i = 0, 1, 2, 3, . . .) tels que
a = n0b+ r1
b = n1r1 + r2
r1 = n2r2 + r3
. . .
rh−1 = nhrh + rh+1
. . .
les restes ri (i = 1, 2, 3, . . .) e´tant tels qu’on les a suppose´s ci-dessus. Et, il est clair que
c, en mesurant b, mesure aussi n0b et donc, en mesurant a, mesure aussi la diffe´rence
r1 de a et n0b. Mais comme c mesure r1 et b, il mesure aussi r2, et comme il mesure
r1 et r2, il mesure aussi r3, et ainsi de suite. Donc c mesure rh, bien qu’on vienne de
supposer que rh est plus petit que c, ce qui est absurde. Donc il ne peut pas y avoir
de mesure commune c de a et b, comme il s’agissait justement de de´montrer.
On observe que, quelles que soient les grandeurs donne´es a et b, l’algorithme
d’Euclide associe a` ces grandeurs une suite de nombres entiers positifs n0, n1, n2, ... qui
est finie si les grandeurs a et b sont commensurables entre elles, et infinie si elles ne sont
pas commensurables. On peut imaginer donc que cette suite caracte´rise les relations
entre a et b qui de´pendent de la dimension respective de ces grandeurs. Comme
les Grecs appelaient « antiphe´re`se» l’algorithme d’Euclide, certains commentateurs
d’Aristote ont cru pouvoir lire dans un ce´le`bre passage des Topiques [158b, 33-34],
ou` Aristote dit que l’expression « avoir le meˆme rapport» signifie « avoir la meˆme
antanare`se », une indication du fait qu’Aristote pensait pouvoir de´finir le rapport de
deux grandeurs comme la succession de nombres entiers positifs n0, n1, n2, . . . associe´e
par l’algorithme d’Euclide a` ces grandeurs. Apre`s avoir lu les deux notes historiques
4.4 et 4.5, le lecteur n’aura pas de difficulte´ a` comprendre la fascination que cette
hypothe`se a provoque´e chez beaucoup d’historiens. Il reste le fait que, meˆme si cette
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hypothe`se e´tait exacte, Aristote ne nous aurait pas encore dit comment on peut ope´rer
sur les rapports ainsi de´finis : il nous a peut eˆtre donne´ une de´finition du rapport
entre deux grandeurs, mais non pas une arithme´tique, meˆme e´le´mentaire, des rapports
entre deux grandeurs.
Lectures possibles : J. Itard, Les livres arithme´tiques d’Euclide, Hermann, Pa-
ris, 1961.
Le the´ore`me 1.1 e´tant e´tabli, il est naturel de penser que si deux nombres entiers stric-
tement positifs p et q donne´s sont tels qu’aucun des deux ne mesure l’autre, alors les deux
e´galite´s p = ns et q = ms qu’on peut suˆrement de´terminer (n,m et s e´tant des nombres
entiers strictement positifs, et s e´tant la mesure commune de p et q) nous informent sur la
relation qu’entretiennent les nombres p et q, quant a` la mesure. Ceci est la base de la the´orie
euclidienne des proportions entre nombres (entiers strictement positifs). Si on en reste a` la
mesure des nombres entiers strictement positifs, cette the´orie est tout a` fait satisfaisante. On
peut pourtant avoir une vise´e plus large : celle de mesurer des objets autres que les nombres
entiers strictement positifs. Cette exigence n’e´tait nullement e´trange`re a` Euclide qui cherchait
en particulier a` mesurer les grandeurs propres a` sa ge´ome´trie. C’est a` cette fin que, dans le livre
V des E´le´ments, il reprend la the´orie des proportions entre grandeurs quelconques, vraisembla-
blement due a` Eudoxe de Cnide, mathe´maticien de l’e´cole platonicienne. Malgre´ la puissance et
l’e´le´gance de cette the´orie — qui n’emploie, outre les grandeurs a` mesurer, rien d’autre que des
nombres entiers positifs — l’e´volution des mathe´matiques a conduit, a` partir du XVIIe sie`cle a`
l’abandonner. Nous n’exposerons pas ici la the´orie d’Eudoxe, et montrerons tout de suite com-
ment une strate´gie diffe´rente (qui ne touchera au but qu’apre`s la construction de l’ensemble
des nombres re´els, donne´e au chapitre 6) peut fonctionner.
Note Historique 4.3. La de´finition 21 du livre VII des E´le´ments d’Euclide
est la suivante : «Des nombres sont en proportion quand le premier, du deuxie`me,
et le troisie`me du quatrie`me, sont e´quimultiples, ou la meˆme partie, ou les meˆmes
parties». Pour rendre cette de´finition compre´hensible au lecteur qui ne connaˆıt pas
la terminologie d’Euclide, il faudrait remonter tout au long des de´finitions du livre
VII, au moins jusqu’a` la de´finition 1.3. Pour e´viter ce trop long de´tour, je traduirai
d’emble´e la de´finition pre´ce´dente dans un langage plus accessible pour des lecteurs
modernes : «On dit que les nombres entiers strictement positifs a , b, A et B sont
en proportion si parmi les mesures communes de a et de b il y en a (au moins)
une qui mesure ces nombres selon les meˆmes facteurs selon lesquels une des mesures
communes de A et de B mesure ces autres nombres. Si on introduit le symbole
moderne « a : b = A : B » pour indiquer que les nombres a, b, A et B sont en
proportion, on aura, en symboles, la traduction suivante :
[a : b = A : B] =df ∃h
[(
a = nh
b = mh
)
⇒ ∃H
(
A = nH
B = mH
)]
ou` n, m, h et H sont des nombres naturels strictement positifs.
C’est clair que la le´gitimite´ de cette de´finition de´pend du fait que, quels que
soient les nombres entiers strictement positifs x et y, il existe, au sens d’Euclide, une
mesure commune a` x et y, c’est-a`-dire un nombre entier strictement positif z tel que,
pour quelques nombres entiers strictement positifs n et m, on a : x = nz et y = mz.
En effet, si on imaginait que les nombres a et b sont tels qu’il n’y a pas de nombres
entiers strictement positifs h, n, m, tels que a = nh et b = mh, alors l’ante´ce´dent
de l’implication qui entre dans le membre de droite de la de´finition pre´ce´dente serait
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certainement faux, et l’implication serait donc vraie (du fait de la table de ve´rite´
de l’implication ; le lecteur est invite´ pour cela a` se reporter a` un cours de logique
e´le´mentaire). Les nombres a et b seraient alors en proportion avec n’importe quels
nombres A et B, et la de´finition d’Euclide perdrait tout son sens.
Supposons maintenant que a et b soient deux nombres entiers strictement positifs
quelconques. Ils auront au moins une mesure commune, et s’ils ont plus d’une mesure
commune, ils n’auront, de toute fac¸on, qu’un nombre fini de mesures communes.
Soient h1, h2, . . ., hk (k e´tant un nombre entier strictement positif) ces mesures
communes et soient a` leur tour n1, n2, . . . , nk et m1,m2, . . . ,mk les nombres entiers
strictement positifs tels que
a = n1h1 et b = m1h1
a = n2h2 et b = m2h2
. . .
a = nkhk et b = mkhk
On aura alors qu’a` conside´rer tous les couples < ni,mi >
(i = 1, 2, . . . , k) et a` ve´rifier, pour chacun de ces couples, l’existence d’un nombre
entier positifs Hi tel que
A = niHi et B = miHi
Si un tel nombre existe pour au moins un parmi les couples < ni,mi > (i =
1, 2, . . . , k), alors les nombres a, b, A et B seront en proportion, autrement ils ne
le seront pas. La de´finition VII.21 d’Euclide admet donc une proce´dure finie de
ve´rification, c’est-a`-dire qu’il y a une proce´dure finie qui permet d’e´tablir, pour chaque
quadruplet < a, b, A, B > de nombres entiers strictement positifs, si ces nombres
sont ou non en proportion.
Imaginons maintenant que a, b, A et B ne soient pas des nombres entiers stricte-
ment positifs, mais des quantite´s d’une autre nature qui n’admettent pas force´ment
une mesure commune, par exemple des segments (dans le chapitre 6, on prouvera en
effet que deux segments ν et µ quelconques n’admettent pas force´ment une mesure
commune, c’est-a`-dire un segment ζ tel que, pour quelques nombres entiers stricte-
ment positifs n et m, on ait : ν = nζ et µ = mζ). Il est clair, d’apre`s ce qu’on vient de
dire, que la de´finition VII.21 ne permet pas de de´finir convenablement la proportion-
nalite´ entre ces quantite´s. Donc, ou bien on renonce a` caracte´riser la relation a` quatre
places ‘eˆtre en proportion’, relativement a` ces quantite´s, en se limitant a` comparer
celles-ci deux a` deux, relativement a` une relation d’ordre, ou bien on cherche une
de´finition de proportionnalite´ essentiellement diffe´rente de la VII.21. C’est ainsi que,
lorsque, dans le livre V des E´le´ments, Euclide veut donner une the´orie des propor-
tions applicable a` des grandeurs (c’est-a`-dire des quantite´s continues, telles que des
segments, des polygones, des angles, etc.), il est oblige´ de se fonder sur une de´finition
autre que la VII.21.
Voici, l’une apre`s l’autre, les de´finitions 5 et 6 du livre V : «Des grandeurs sont
dites eˆtre dans le meˆme rapport, une premie`re relativement a` une deuxie`me et une
troisie`me relativement a` une quatrie`me quand les e´quimultiples de la premie`re et
de la troisie`me ou simultane´ment de´passent, ou sont simultane´ment e´gaux ou simul-
tane´ment infe´rieurs a` des e´quimultiples de la deuxie`me et de la quatrie`me, selon n’im-
porte quelle multiplication, chacun a` chacun, et pris de manie`re correspondante» ;
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«Et que les grandeurs qui ont le meˆme rapport soient dites en proportion ». En tra-
duisant ces de´finitions dans un langage plus accessible et en les fusionnant l’une avec
l’autre, on aura la de´finition suivante : On dit que les grandeurs a, b, A et B sont
en proportion si, quels que soient les nombres entiers strictement positifs n, m : si
na > nb alors nA > nB ; si na = nb alors nA = nB ; et si na < nb alors nA < nB.
En symboles :
[a : b = A : B] = df
(n,m ∈ N+)⇒
 (na > mb)⇒ (nA > mB)(na = mb)⇒ (nA = mB)
(na < mb)⇒ (nA < mB)

Bien que cette de´finition puisse, a` premie`re vue, apparaˆıtre plus simple que la
pre´ce´dente, il n’est pas difficile de se rendre compte qu’elle n’admet pas une proce´dure
finie et ge´ne´rale qui permette de de´cider si quatre grandeurs quelconques donne´es a,
b, A et B sont en proportion : s’il suffit de montrer que pour un certain couple de
nombres entiers strictement positifs n et m, une des implications qui constituent
le conse´quent du membre de droite de cette de´finition n’est pas ve´rifie´e, pour en
conclure que ces grandeurs ne sont pas en proportion, la conside´ration de n’importe
quel nombre de couples de nombres entiers strictement positifs n et m qui ve´rifient
ces implications ne pourra suffire a` conclure que ces grandeurs sont en proportion. La
de´finition V.5 est donc essentiellement infinitaire. C’est la raison profonde d’innom-
brables discussions qui ont accompagne´, des sie`cles durant, l’e´volution de la the´orie
des proportions.
Qu’on remarque pourtant que cela ne signifie gue`re qu’on ne puisse jamais e´tablir
(par le biais d’une proce´dure finie) si quatre grandeurs particulie`res donne´es, a, b, A
et B sont ou pas en proportion. Pour que cela soit possible, il faut cependant que ces
grandeurs aient entre elles des relations telles qu’il suffise que na > mb, na = mb,
ou na < mb, n et m e´tant des nombres entiers strictement positifs, pour qu’on ait
respectivement nA > mB, nA = mB, ou na < mB. Imaginons par exemple que A
et B soient des coˆte´s d’un triangle quelconque, que b soit une corde de ce triangle
paralle`le a` B et a la partie de A retranche´e par cette corde du coˆte´ de l’angle oppose´
a` B. On aura alors deux triangles dont l’un est contenu dans l’autre, a et b seront
deux coˆte´ du premier, et A et B seront les coˆte´s respectivement homologues a` ceux du
second. Il serait alors aise´ de montrer, par des moyens ge´ome´triques spe´cifiques a` cette
situation particulie`re, qu’en multipliant a et A par un un nombre entier positif n, et b
et B pour un nombre entier positif m, on obtient quatre nouveaux segments na, mb,
nA etmB tels que na et nA respectent les meˆmes e´galite´s et ine´galite´s quemb etmB.
On en conclut alors que a : b = A : B. C’est le contenu d’un des the´ore`mes les plus
fondamentaux de la ge´ome´trie euclidienne, le the´ore`me dit de Thales qui constitue
la proposition VI.2 des E´le´ments. Ce devrait pourtant eˆtre clair que la preuve de ce
the´ore`me ne tient pas a` une proce´dure ge´ne´rale qu’on pourrait appliquer a` n’importe
quel quadruple de grandeurs pour de´cider si elles sont ou pas en proportion. Elle
rele`ve plutoˆt de la situation particulie`re dont il est question dans ce the´ore`me.
De meˆme que la the´orie des proportions expose´e dans le livre VII des E´le´ments,
et en ge´ne´ral toute l’arithme´tique d’Euclide sont probablement dues a` The´e´the`te, la
the´orie expose´e dans le livre V est due a` Eudoxe de Cnide. Meˆme si formellement la
de´finition VII.21 est une conse´quence de la de´finition V.5, pourvu qu’on re´fe`re cette
dernie`re de´finition a` des nombres entiers positifs, l’opposition de ces deux the´ories
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est radicale et marque une se´paration entre la the´orie mathe´matique des nombres
et celle des grandeurs, qui a marque´ les mathe´matiques classiques a` partir d’Eu-
clide jusqu’au de´but du XVIIe`me sie`cle. Si on regarde les choses de pre`s, on se rend
compte pourtant que l’opposition entre les deux the´ories des proportions d’Euclide
n’est qu’une conse´quence d’un fait encore plus profond, qu’on a de´ja` observe´ dans la
note historique 3.3 : si sur les nombres entiers positifs, il est possible de de´finir une
multiplication interne (une ope´ration de multiplication dont les deux facteurs sont
des e´le´ments d’un meˆme ensemble, ici l’ensemble des nombres entiers positifs), ceci
n’est pas possible sur les grandeurs, qui, dans le cadre des mathe´matiques classiques,
n’admettent qu’une multiplication externe (une ope´ration de multiplication dont les
deux facteurs sont l’un, un e´le´ment d’un certain ensemble, ici une grandeur et l’autre
un nombre entier positif). C’est ainsi que l’opposition entre the´orie des nombres et
the´orie des grandeurs ne sera re´sorbe´e, comme on l’a observe´ dans la note histo-
rique 3.3, que lorsque Descartes parviendra, dans sa Ge´ome´trie, en 1637, a` formuler
un cadre the´orique permettant de de´finir aussi sur les grandeurs une multiplication
interne : c’est la premie`re pre´figuration de celle qui, deux sie`cles et demi plus tard,
deviendra la the´orie des nombres re´els.
Lectures possibles : J.-L. Gardies, L’he´ritage e´piste´mologique d’Eudoxe de
Cnide, Vrin, Paris, 1988.
La premie`re e´tape de notre strate´gie consiste a` e´valuer la possibilite´ de formuler la the´orie
des proportions entre nombres entiers strictement positifs comme une the´orie propre a` une
classe d’objets nouveaux qui constitue une extension de la classe des nombres entiers strictement
positifs : de nouveaux «nombres » qui peuvent servir a` mesurer des grandeurs (c’est-a`-dire des
quantite´s continues et donc autres que les nombres entiers strictement positifs), dont on suppose
qu’elles posse`dent une mesure commune.
Remarque 4.3. Bien qu’on n’ait pas jusqu’ici e´clairci ce qu’on entend par quantite´
continue (on le fera, d’ailleurs assez rapidement, dans le chapitre 6), il est clair que, selon la
convention terminologique qu’on vient d’introduire, toute grandeur est une quantite´. D’autre
part, on utilise ici le terme « quantite´» comme on l’a fait dans le chapitre 3, pour nous re´fe´rer
aux e´le´ments d’un ensemble sur lequel on a de´fini une addition associative et commutative.
Naturellement (comme on l’a remarque´ dans la note historique 4.1), cela n’implique pas
que toute quantite´ ou plus pre´cise´ment toute grandeur, est additionnable avec une autre
grandeur, car deux grandeurs distinctes peuvent appartenir a` deux ensembles distincts, sur
lesquels on a se´pare´ment de´fini une addition associative et commutative. Par exemple, il
est clair que si, en ge´ome´trie euclidienne, deux segments sont toujours additionnables entre
eux, ceci n’est pas le cas d’un segment et d’un angle, bien qu’autant les segments que les
angles soient, en ge´ome´trie euclidienne, des grandeurs. Cependant, il est certain, selon la
de´finition pre´ce´dente, que si a est une grandeur, alors a + a + . . . + a est une grandeur, et
que si a et b sont deux grandeurs qu’on peut additionner entre elles, alors
(a + b) + (a + b) + . . . + (a + b) = [(a + b) + a] + b + . . . + a + b
= [(a + a) + b] + b + . . . + a + b
= (a + a) + (b + b) + . . . + a + b
= (a + a + . . . + a) + (b + b + . . . + b)
de sorte que si on utilise la notation multiplicative «n ·x», ou` n est un nombre entier positif
et x une grandeur, pour indiquer, comme ci-dessus, l’addition re´ite´re´e x+ x+ ...+ x︸ ︷︷ ︸
n fois
, on
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aura, pour tout nombre entier positif n,
n(a+ b) = na+ nb
et la multiplication entre grandeurs et nombres entiers positifs est donc distributive distri-
butivite´ !de la multiplication !entre nombres entiers positifs sur l’addition entre grandeurs
sur l’addition (entre grandeurs).
Note Historique 4.4. Si la de´finition VII.21 des E´le´ments s’applique, sans au-
cune restriction, a` n’importe quel quadruplet< a, b, A,B > de nombres entiers stricte-
ment positifs, la de´finition V.5 des meˆmes E´le´ments ne s’applique pas a` n’importe quel
quadruplet < a, b, A,B > de grandeurs. Pour que cela ait un sens de dire que quatre
grandeurs a, b, A et B sont ou ne sont pas en proportion d’apre`s cette de´finition,
il faut en effet qu’il soit possible de comparer entre eux, relativement a` la relation
d’ordre strict <, d’un coˆte´, les produits na et mb et, de l’autre coˆte´, les produits nA
et mB. Or, comme n et m sont des nombres entiers strictement positifs, ces produits
ne sont, a` leur tour, que des grandeurs de meˆme nature que les grandeurs a, b, A et
B. Ils sont donc comparables entre eux, relativement a` la relation d’ordre strict <
si et seulement si les grandeurs a, b, A et B le sont. La de´finition V.5 des E´le´ments
ne s’applique donc a` quatre grandeurs quelconques a, b, A et B qu’a` condition que
ces grandeurs soient comparables entre elles deux a` deux, relativement a` la relation
d’ordre strict <, la premie`re avec la deuxie`me et la troisie`me avec la quatrie`me.
Or, si on accepte l’ide´e, propre aux mathe´matiques classiques, d’apre`s laquelle la
notion de grandeur, et, plus ge´ne´ralement, celle de quantite´, ne sont pas de´finies de
manie`re abstraite, en qualifiant de grandeur ou de quantite´ tout objet qui satisfait a`
certaines conditions formelles, mais se re´fe`rent plutoˆt a` des domaines d’objets de´ja`
constitue´s, qui sont de´finis se´pare´ment les uns des autres (meˆme si pas ne´cessairement
de manie`re inde´pendante, car, pour ne prendre qu’un exemple, la de´finition du do-
maine des polygones n’est pas inde´pendante de celle du domaine des segments), en
de´finissant pour chacun de ces domaines, une relation d’e´galite´, une relation d’ordre
strict et (au moins) une loi de composition interne (ge´ne´ralement une addition), il
s’ensuit, comme on l’a de´ja` observe´ dans la note historique 4.1, que dire de deux
objets ν et µ qu’ils sont des grandeurs, ou plus en ge´ne´ral des quantite´s, n’est pas
la meˆme chose que de dire que ces objets sont comparables entre eux relativement
a` une relation d’ordre strict. Il est en effet possible que ces objets appartiennent a`
de domaines de quantite´s se´pare´s et qu’on ne dispose donc d’aucune relation d’ordre
strict qui s’applique aux deux en meˆme temps.
Toutes les fois qu’en mathe´matiques classiques on voulait comparer des grandeurs,
ou plus ge´ne´ralement des quantite´s, relativement a` une relation d’ordre, ou meˆme
les additionner ou les e´galiser, il fallait s’assurer qu’elles appartenaient au meˆme
domaine de grandeurs, ou, plus ge´ne´ralement, de quantite´s. C’est un proble`me que les
historiens des mathe´matiques connaissent bien, celui de l’homoge´ne´ite´ (deux quantite´s
appartenant au meˆme domaine de quantite´s e´tant ge´ne´ralement dites «homoge`nes » ).
L’exemple de la relation de proportionnalite´ entre quatre grandeurs illustre ce
proble`me : pour que cela ait un sens de de´clarer quatre grandeurs a, b, A et B en
proportion (ou non en proportion) entre elles, en accord avec la de´finition V.5, il
faut s’assurer d’abord que ces grandeurs sont homoge`nes deux a` deux. Rien pourtant
n’oblige a` ce que ces grandeurs soient toutes homoge`nes entre elles, les grandeurs a
et b pouvant bien eˆtre non homoge`nes avec les grandeurs A et B. Comme, d’un point
de vue formel, la de´finition V.5 s’applique a` toutes sortes de quantite´s, homoge`nes
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deux a` deux, si a et b sont des grandeurs homoge`nes, on peut meˆme appliquer cette
de´finition pour affirmer que ces grandeurs sont (ou ne sont pas) en proportion avec
deux nombres entiers strictement positifs quelconques. On pourra dire par exemple
que les segments a et b et les nombres 1 et 2 sont en proportion, ou, plus simplement
(et cette plus grande simplicite´ linguistique explique en partie le de´doublement de la
de´finition euclidienne de proportionnalite´ entre grandeurs, qui occupe a` la rigueur,
comme on l’a vu, les de´finitions V.5 et V.6 des E´le´ments) que a et b sont dans le
meˆme rapport que 1 et 2, c’est-a`-dire que b est le double de a.
On dit souvent que le proble`me de l’homoge´ne´ite´ ne se pre´sente plus dans les
mathe´matiques modernes. Il faut pourtant bien comprendre le sens dans lequel cette
affirmation doit eˆtre interpre´te´e. Lorsqu’on dit que dans les mathe´matiques modernes,
le proble`me de l’homoge´ne´ite´ n’a plus lieu de subsister, on ne veut pas affirmer que les
mathe´maticiens modernes savent comparer ou additionner entre elles des grandeurs
de toutes sortes. Ce qu’on veut dire est plutoˆt qu’ils travaillent, explicitement ou
implicitement, a` l’inte´rieur de certaines structures qui, par de´finition, sont telles que
leurs e´le´ments sont tous comparables et composables entre eux. Dans le chapitre 5,
on de´finira certaines de ces structures et on parviendra, en particulier, a` de´finir la
structure de corps commutatif totalement ordonne´ , en reconnaissant cette struc-
ture comme le contexte ou`, pour ainsi dire, les ope´rations alge´briques subissent le
moins de restrictions. Dans le chapitre 6, on montrera ensuite que les segments, ainsi
que toutes sortes de grandeurs propres aux mathe´matiques classiques, peuvent eˆtre
traite´s comme (ou du moins repre´sente´s par) des nombres re´els, et on comprendra que
l’ensemble des nombres re´els est un corps commutatif totalement ordonne´. Lorsque
les mathe´maticiens modernes semblent, par exemple, additionner un segment et un
carre´, ou comparer un angle avec un arc de cercle ou un segment, ils sont en fait en
train d’additionner ou de comparer des nombres re´els.
Lectures possibles : B. Vitrac, « Introduction», in Euclide, Les E´le´ments, vol.
2 (livre V a` IX), PUF, Paris, 1994, pp. 13-32.
On imagine avoir affaire a` une certaine classe A de grandeurs, disons des segments, qu’on
suppose eˆtre telle que, quel que soit le couple a et b de grandeurs de cette classe, alors a et b
posse`dent une mesure commune sous la forme d’une grandeur de la meˆme espe`ce, dans notre
cas un segment. Dit en d’autres termes : on imagine travailler sur une sous-classe A de la classe
des segments, telle que si a et b sont deux e´le´ments de A, alors il y a un autre e´le´ment c de A et
deux nombres entiers strictement positifs n et m, tels que a = nc et b = mc. Il s’agit de savoir
si pour tout couple a et b de grandeurs de A, tels que a ≤ b, on peut donner un sens a` l’e´criture
« b = qa», q e´tant un objet qui se comporte comme les nombres entiers strictement positifs
(c’est-a`-dire qu’il appartient a` une classe d’objets qui admet une addition, une multiplication
et une relation d’ordre qui satisfont aux meˆmes conditions que l’addition, la multiplication et
la relation d’ordre entre nombres entiers strictement positifs) et peut eˆtre de´fini a` partir de ces
nombres, de telle sorte que la seule e´criture « b = qa» nous donne, pour ainsi dire, la meˆme
information que les deux e´critures « a = nc» et « b = mc». Voici comment on raisonne.
Soit γ une grandeur quelconque (qu’on imagine non nulle) de la classe conside´re´e, disons
donc un segment. On note par le symbole « 1mγ » le segment qui mesure γ selon le facteur m,
c’est-a`-dire le segment qui entre exactement m fois en γ (m e´tant un nombre entier strictement
positif) ; on note d’autre part par le symbole « nmγ » le segment qui re´sulte en additionnant
1
mγ a` lui-meˆme n fois (n e´tant un nombre entier strictement positif) ; on note enfin l’addition
re´ite´re´e a+ a+ ...+ a︸ ︷︷ ︸
s fois
(s e´tant un nombre entier strictement positif et a une grandeur) par le
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symbole multiplicatif « s · a». De ces conventions on tire les e´galite´s suivantes :
(23) m · 1
m
γ = γ
(24) n · 1
m
γ =
n
m
γ
En partant de la deuxie`me de ces e´galite´s, il sera facile de de´montrer que, pour tout triplet
de nombres entiers strictement positifs n,m et p,
(25)
n
m
γ +
p
m
γ =
n+ p
m
γ
En fait, conforme´ment a` (24), on aura
n
m
γ +
p
m
γ = n · 1
m
γ + p · 1
m
γ
mais, comme pour tout nombre entier strictement positif s, « s · 1mγ » n’est qu’une notation
pour une addition entre segments, de la` il suit
n
m
γ +
p
m
γ = (n+ p) · 1
m
γ
d’ou` (25) de´rive encore en vertu de (24).
On cherche maintenant a` comprendre quel doit eˆtre le re´sultat de l’addition de deux seg-
ments pmγ et
q
nγ, les nombres entiers strictement positifs m et n e´tant diffe´rents. En vertu de
(24) on aura
p
m
γ +
q
n
γ = p · 1
m
γ + q · 1
n
γ
Supposons d’abord que l’un des deux nombres entiers strictement positifsm et nmesure l’autre.
En imaginant que m > n, on pourra alors poser l’e´galite´ m = kn, k e´tant un nombre entier
strictement positif. Or, conforme´ment a` (23), on aura
m · 1
m
γ = n · 1
n
γ
et puisque m = kn = nk :
(26) nk · 1
m
γ = n · 1
n
γ
Mais, conforme´ment a` la de´finition ci-dessus de la multiplication entre un nombre entier
strictement positif et une grandeur quelconque, il est facile de prouver que pour toute grandeur
a et pour tout couple de nombres entiers strictement positifs s et t, (s · t) · a = s · (t · a) .
D’autre part, si a et b sont des segments et n un nombre entier strictement positif, il est facile
de prouver que si n · a = n · b, alors a = b. En effet, si a 6= b, et on imagine que a < b,
alors, il y aura un segment c, tel que b = a + c. De l’hypothe`se n · a = n · b il suit alors
n · a = n · (a + c) = (n · a) + (n · c). Mais, comme cette e´galite´ ne de´pend pas de la nature
particulie`re du segment a, il s’ensuit que le segment n · c doit eˆtre tel que, pour tout segment
x, x + (n · c) = x, c’est-a`-dire que, selon la terminologie qu’on introduira explicitement dans
le chapitre 5, n · c est un e´le´ment neutre de l’addition e´le´ment !neutre !de l’addition parmi les
segments. Mais x+(n · c) = x+ c+ c+ ...+ c︸ ︷︷ ︸
n fois
, donc c aussi est un e´le´ment neutre de l’addition
parmi les segments, et donc b = a+ c = a. De l’hypothe`se que b soit diffe´rent de a, il suit alors
que b est e´gal a` a, donc, selon la tautologie (¬A ⇒ A) ⇒ A, b est e´gal a` a, comme on voulait
le de´montrer.
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De (26) on tire, donc :
k · 1
m
γ =
1
n
γ
c’est-a`-dire :
p
m
γ +
q
n
γ = p · 1
m
γ + q ·
(
k · 1
m
γ
)
et donc, encore graˆce a` l’e´galite´ (s · t) · a = s · (t · a),
p
m
γ +
q
n
γ = p · 1
m
γ + qk · 1
m
γ =
p+ qk
m
γ
Pour ge´ne´raliser ce re´sultat, imaginons maintenant qu’aucun des nombres entiers stricte-
ment positifs m et n ne mesure l’autre. Il suffit de poser h = mn et de raisonner comme tout
a` l’heure pour tirer les e´galite´s
1
n
γ = m · 1
h
γ
1
m
γ = n · 1
h
γ
d’ou` il suit sans difficulte´ que :
p
m
γ +
q
n
γ = p ·
(
n · 1
h
γ
)
+ q ·
(
m · 1
h
γ
)
= pn · 1
h
γ + qm · 1
h
γ
=
pn+ qm
h
γ
On a alors de´montre´ que pour tout quadruplet de nombres entiers strictement positifs
n,m, p, q on a :
(27)
p
m
γ +
q
n
γ =
pn+ qm
mn
γ
Dans l’argument pre´ce´dent, on a, en passant, de´montre´ que pour tout triplet de nombres
entiers strictement positifs n,m, p, on a :
p · n
m
γ =
pn
m
γ
car p · nmγ = p ·
(
n · 1mγ
)
= pn · 1mγ = pnm γ. Il s’agit maintenant de comprendre ce qu’on peut
entendre par une multiplication telle que
(
p
mγ
)
et
(
q
nγ
)
entre deux segments.
Imaginons d’abord que les nombres entiers strictement positifs p et m soient tels que l’un
d’eux mesure l’autre. En supposant que m ≤ p, on pourra alors conclure qu’il y a un nombre
entier strictement positif k tel que p = km. De la` il suivra alors que 1mγ = k · 1pγ, et donc :( p
m
γ
)
=
(
p · 1
m
γ
)
=
[
p ·
(
k · 1
p
γ
)]
= pk · 1
p
γ = kp · 1
p
γ = k ·
(
p · 1
p
γ
)
= k · γ
Il sera alors facile de tirer, quels que soient les nombres entiers strictement positifs p, q, k,m et
n : ( p
m
γ
)
·
( q
n
γ
)
= (k · γ) ·
( q
n
γ
)
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Pourtant, ceci ne re´sout pas encore la question, car on ne sait toujours pas ce que signifie une
multiplication entre deux segments tels que k ·γ et qnγ. A` ce point, il faut raisonner par analogie.
Si a, b, c et d sont quatre segments quelconques, tels que a = nc et b = md (m et n e´tant deux
nombres entiers strictement positifs), alors le rectangle construit sur les segments a et b contient
n · m rectangles e´gaux, tous correspondants au rectangle construit sur c et d. On peut alors
imaginer que la multiplication de deux segments de la classe A est analogue a` la construction
d’un rectangle dont ces segments sont les coˆte´s. Cela signifie que cette multiplication a comme
re´sultat un objet diffe´rent des objets de de´part. En supposant que ce soit le cas pour toutes les
grandeurs additionnables, on peut poser les conventions suivantes :
(28)
γ · γ = γ2(
p · 1nγ
) · (q · 1nγ) = pq · 1n2 γ2
n, p et q e´tant des nombres entiers strictement positifs quelconques et γ2 un carre´ de coˆte´ γ,
ou, plus ge´ne´ralement, un objet appartenant a` une classe d’objets, autre que celle a` laquelle
appartient γ, qui se comporte relativement aux autres objets de la classe a` laquelle il appartient
comme γ se comporte face aux autres objets de la classe A (en effet, quel que soit le nombre
naturel s, le carre´ construit sur la s-ie`me partie d’un segment est la s2-ie`me partie du carre´
construit sur ce meˆme segment).
Cela permet de re´soudre en ge´ne´ral le proble`me pose´, c’est-a`-dire inde´pendamment de la
position p = km. En fait, si on pose, comme tout a` l’heure, h = mn, on peut conclure, en
exploitant les e´galite´s de´ja` de´montre´es,( p
m
γ
)
·
( q
n
γ
)
=
(
pn · 1
h
γ
)
·
(
qm · 1
h
γ
)
= (pn · qm) · 1
h2
γ2
=
pn · qm
mn ·mnγ
2
et donc : ( p
m
γ
)
·
( q
n
γ
)
=
mn · pq
mn ·mnγ
2
Jusqu’ici les termes de la forme « pmγ » ou «
p
mγ
2
», p et m e´tant des nombres entiers
strictement positifs, ne sont entre´s que dans des e´galite´s ou` le membre de gauche exprime une
ope´ration d’addition ou de multiplication entre deux termes de la forme « pmγ », ou entre un
terme de cette meˆme forme et un nombre entier strictement positif, tandis que le terme de
droite exprime le re´sultat de ces ope´rations par le biais d’un terme de la forme « pmγ », ou de la
forme « pmγ
2
». On n’a pourtant pas raisonne´ sur la signification possible d’e´galite´s telles que
p
m
γ =
q
n
γ et
p
m
γ2 =
q
n
γ2
ou` p, q,m et n sont des nombres entiers strictement positifs. Pour comprendre ce que ces e´galite´s
peuvent signifier, il suffit pourtant d’observer que les termes « pmγ » et «
q
nγ » et les termes
«
p
mγ
2
» et « qnγ
2
» ne de´signent que des grandeurs respectivement de la meˆme nature que γ
et γ2. En particulier, si χ est une grandeur, soit de la nature de γ, soit de la nature de γ2, un
terme tel que « stχ» (ou` s et t sont des nombres entiers strictement positifs) indique le re´sultat
de l’addition
1
t
χ+
1
t
χ+ ...+
1
t
χ︸ ︷︷ ︸
s fois
, ou` 1tχ est la t-ie`me partie de χ. Ainsi une e´galite´ telle que
p
m
χ =
q
n
χ
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ne saurait eˆtre satisfaite qu’a` condition que la grandeur indique´e par le terme « pmχ» soit
e´gale (selon la relation d’e´galite´ qui est propre aux grandeurs de la nature de χ) a` la grandeur
indique´e par le terme « qnχ» et vice versa. Des conside´rations analogues s’appliquent aussi a`
des e´galite´s telles que
p · χ = q
n
χ
car p · χ est aussi une grandeur de meˆme nature que χ.
Cela nous convainc de la le´gitimite´ de deux suppositions telles que les suivantes, qui, comme
on le comprendra par la suite, sont compatibles avec les suppositions pre´ce´dentes :
p
m
χ =
q
n
χ si et seulement si s · p
m
χ = s · q
n
χ
pχ =
q
n
χ si et seulement si s · pχ = s · q
n
χ
ou` s, p,m, q, et n sont des nombres entiers strictement positifs quelconques et le symbole «χ» in-
dique soit γ, soit γ2.
Arrive´ a` ce point, il suffit d’observer que le segment γ et le carre´ γ2 interviennent dans les
de´ductions pre´ce´dentes comme des facteurs invariables, qui ne de´pendent que d’un choix initial
qui n’a aucune influence sur le succe`s des de´ductions. On peut donc e´liminer ces facteurs et
de´finir ainsi les nombres fractionnaires strictement positifs et les ope´rations d’addition et de
multiplication portant sur ces nombres :
De´finition 1.1. On appelle « nombre fractionnaire strictement positif », un couple ordonne´
de nombres entiers strictement positifs quelconques p et m, qu’on note « pm ».
De´finition 1.2. On appelle « addition sur les nombres fractionnaires strictement positifs»,
l’ope´ration, note´e «+ », qui conduit des nombres fractionnaires strictement positifs pm et
q
n au
nombre fractionnaire strictement positif pn+qmmn , qu’on appelle « somme » des deux nombres
fractionnaires strictement positifs donne´s.
De´finition 1.3. On appelle «multiplication sur les nombres fractionnaires strictement
positifs », l’ope´ration, note´e « · » (ou simplement, s’il n’y a pas risque d’ambigu¨ıte´, par une
juxtaposition), qui conduit des nombres fractionnaires strictement positifs pm et
q
n , au nombre
fractionnaire strictement positif mn·pqmn·mn , qu’on appelle « produit » des deux nombres fraction-
naires positifs donne´s.
Outre ces de´finitions, les axiomes suivants sont ne´cessaires pour re´gler les relations multipli-
catives entre nombres fractionnaires strictement positifs et nombres entiers strictement positifs,
et introduire la relation d’e´galite´ entre nombres fractionnaires strictement positifs.
Si s, p,m, q et n sont des nombres entiers strictement positifs quelconques, alors :
Axiome 1.
pq
m
= pq · 1
m
= p · q
m
Axiome 2.
m · 1
m
= 1
Axiome 3.
i)
( p
m
=
q
n
)
⇔
(
s · p
m
= s · q
n
)
ii)
(
p =
q
n
)
⇔
(
s · p = s · q
n
)
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Remarque 4.4. Il devrait apparaˆıtre clairement, de la manie`re dont on y est parvenu,
que les de´finitions 1.1-1.3 et les axiomes 1-3 expriment des proprie´te´s de l’ope´ration de
partager un segment (non nul), ou plus ge´ne´ralement une grandeur (non nulle), en un
nombre quelconque de parties e´gales, et des segments (ou grandeurs) qui re´sultent de cette
ope´ration. Ces proprie´te´s ont e´te´ ci-dessus tire´es, par de´duction et, dans un cas, par analogie,
des proprie´te´s des segments (ou grandeurs) et des nombres entiers strictement positifs. L’ide´e
sous-jacente a` ces de´finitions et axiomes est de de´finir une classe d’objets qui se comportent
entre eux comme se comportent entre eux les re´sultats de cette ope´ration. Or, si deux
segments (ou grandeurs) γ et δ posse`dent une mesure commune, on peut toujours prendre
un de ces segments (ou une de ces grandeurs), disons γ, comme le segment (ou la grandeur)
de de´part, et exprimer l’autre comme le re´sultat d’une addition re´ite´re´e (ou multiplication)
de la mesure commune, de sorte qu’il y aura toujours un nombre fractionnaire strictement
positif pq tel que
δ =
p
q
γ
1
qγ e´tant justement la mesure commune de γ et δ. Si l’on de´finit les nombres fractionnaires
strictement positifs comme ci-dessus, et a et b sont des grandeurs qui posse`dent une mesure
commune, alors l’e´criture « a = qb » a toujours un sens, pourvu que q soit justement un
nombre fractionnaire strictement positif. La de´finition pre´ce´dente re´sout ainsi le proble`me
qu’on s’e´tait pose´ au de´part.
On observe pourtant que cette de´finition ne consiste pas uniquement dans la de´finition 1.1.
Cette seule de´finition, inde´pendamment des deux de´finitions qui la suivent et des axiomes
successifs, est vide, en se re´duisant a` une pure convention terminologique et notationnelle. A`
bien regarder les choses de pre`s, ceci est pourtant aussi le cas de la de´finition des nombres en-
tiers positifs donne´e dans le chapitre 1. Si l’on fait abstraction des clauses ope´rationnelles qui
fixent les ope´rations le´gitimes sur les collections de traits verticaux prises comme nombres en-
tiers positifs, la de´finition 1.5 est e´galement vide. Bien que ces deux de´finitions doivent ainsi
se qualifier de constructives et explicites, elles ne peuvent pas eˆtre prises inde´pendamment
d’un cadre ope´rationnel qui est fixe´, soit explicitement par d’autres de´finitions corre´le´es a`
celles-ci, soit implicitement. Bien que les mathe´matiques emploient souvent, comme toute
autre discipline rigoureuse, des de´finitions purement terminologiques ou notationnelles, pour
introduire des termes ou symboles qui sont, a` la suite de ces de´finitions, employe´s comme des
abre´viations d’autres termes ou symboles, elles ne peuvent pas se limiter a` des de´finitions
de ce type. Si on appelle «proprement mathe´matiques » les de´finitions non purement ter-
minologiques ou notationnelles qui interviennent dans une the´orie mathe´matique, alors la
caracte´ristique qu’on vient d’observer pour les de´finitions des nombres entiers positifs et
des nombres fractionnaires strictement positifs est commune aux de´finitions proprement
mathe´matiques : elles ne sauraient se re´duire a` de simples propositions de la forme « on
appelle «x» ceci ou cela ». Elles sont plutoˆt le re´sultat d’un re´seau de de´finitions de cette
sorte qui participent ensemble a` spe´cifier le « ceci ou cela » et a` le caracte´riser comme un
poˆle d’une structure ope´rationnelle.
Ceci e´tant dit, revenons plus spe´cifiquement aux de´finitions 1.1-1.3 et aux axiomes 1-
3. Il est certain (et peut eˆtre aise´ment de´montre´, en se re´clamant du the´ore`me 1.1) que,
quelles que soient les mesures 1qγ et
1
nγ d’un segment (ou d’une grandeur) quelconque γ,
ces mesures posse`dent, a` leur tour, une mesure commune. Cependant, cela ne signifie gue`re
que toutes les mesures d’un segment (ou d’une grandeur) γ donne´(e) posse`dent une mesure
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commune, c’est-a`-dire qu’il existe une mesure de γ qui soit en meˆme temps une mesure
commune a` toutes les mesures de γ. Cela distingue les parties exactes d’une grandeur (ou
mesures de cette grandeur), et donc les nombres fractionnaires strictement positifs, des
nombres entiers strictement positifs (ou, meˆme, tout simplement positifs). Il est en fait aise´
de montrer que ces derniers ne sont pas seulement tels qu’ils satisfont au the´ore`me 1.1, mais
qu’ils sont aussi tels qu’il existe un nombre entier strictement positif (naturellement 1) qui
est la mesure commune de tous les nombres entiers strictement positifs, (ou, meˆme, tout
simplement positifs). Cela de´pend du fait qu’il existe un nombre entier strictement positif
qui est le plus petit des nombres entiers strictement positifs, et que l’ensemble des nombres
entiers strictement positifs plus petits que n’importe quel nombre entier strictement positif
est fini (et que tout nombre entier positif est une mesure de 0). Comme on le verra, si on
de´finit sur les nombres fractionnaires strictement positifs une relation d’ordre compatible
avec la relation ≤ de´finie sur les nombres entiers positifs, cela n’est en revanche pas le cas
des nombres fractionnaires strictement positifs. De la`, il s’ensuit qu’il n’y a aucun nombre
fractionnaire strictement positif qui soit la mesure commune de tous les nombres fraction-
naires strictements positifs. On verra plus tard que cela n’est qu’un aspect de la proprie´te´
dite de «densite´ (relativement a` ≤)» de l’ensemble de ces nombres, et, en partant de cela,
on introduira de nouvelles re´flexions connecte´es avec cette diffe´rence entre nombres entiers
(strictement) positifs et nombres fractionnaires strictement positifs. Pour l’instant, on en
reste a` cette simple observation.
2. Nombres fractionnaires strictement positifs et division
Les conside´rations pre´ce´dentes ne font aucune re´fe´rence explicite a` la relation entre les
nombres fractionnaires strictement positifs et la division entre nombres entiers strictement po-
sitifs. Dans le chapitre 1, on a de´fini la division entre nombres entiers positifs comme l’ope´ration
inverse de la multiplication, et on a vu que la classe des nombres entiers positifs est ouverte
par rapport a` la division. On montrera ici qu’un nombre fractionnaire strictement positif quel-
conque pq peut eˆtre pris comme le re´sultat de la division du nombre entier strictement positif
p par le nombre entier strictement positif q. On de´finira ensuite la division sur les nombres
fractionnaires strictement positifs et on montrera que la classe de ces nombres est ferme´e par
rapport a` cette ope´ration.
Donnons d’abord le the´ore`me suivant :
The´ore`me 2.1. Si pq est un nombre fractionnaire strictement positif, alors
p = q · p
q
et le nombre pq peut donc eˆtre pris comme le re´sultat de la division du nombre entier positif p
par le nombre entier positif q.
Preuve Suivant les axiomes 1 et 2, on aura :
q · p
q
=
qp
q
= qp · 1
q
= pq · 1
q
= p ·
(
q · 1
q
)
= p · 1 = p

Une conse´quence de ce the´ore`me est la re`gle bien connue de simplification des nombres
fractionnaires strictement positifs. Elle est e´nonce´e par le the´ore`me suivant :
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The´ore`me 2.2. Si pq et
n
m sont deux nombres fractionnaires strictement positifs quel-
conques, alors
p
q
=
n
m
si et seulement si pm = nq
Preuve Si pq =
n
m , alors, selon l’axiome 3(i),
q · p
q
= q · n
m
et donc, suivant le the´ore`me 2.1 et l’axiome 1,
p = q · n
m
=
qn
m
Ainsi, selon les axiomes 1, 2 et 3(ii),
pm = mp = m · qn
m
= qn ·m · 1
m
= qn = nq
D’autre part, suivant l’axiome 2, m · 1m = 1 = q · 1q , donc, selon l’axiome 3(i),
npm · 1
m
= npq · 1
q
= nq · p · 1
q
Mais, si pm = nq, alors
npm · 1
m
= nnq · 1
m
= nq · n · 1
m
et donc, en comparant,
nq ·
(
n · 1
m
)
= nq ·
(
p · 1
q
)
et, d’ici, selon l’axiome 3(i),
n · 1
m
= p · 1
q
et, selon l’axiome 1,
n · 1
m
=
n
m
= p · 1
q
=
p
q
ce qui cloˆt la de´monstration. 
Or, comme, pour tout triplet n, m et p de nombres entiers strictement positifs, (pn)m =
n(pm), du the´ore`me 2.2, il s’ensuit que pour tout triplet n,m et p de nombres entiers strictement
positifs :
(29)
pn
pm
=
n
m
La de´finition 1.3 revient donc a` poser que si pm et
q
n sont deux nombres fractionnaires
strictement positifs quelconques, alors :
(30)
p
m
· q
n
=
pq
mn
(ce qui est une e´galite´ bien connue).
Voici, maintenant, la plus naturelle des de´finitions de la division sur les nombres fraction-
naires strictement positifs :
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De´finition 2.1. On appelle « division sur les nombres fractionnaires strictement positifs»,
l’ope´ration, note´e « : », qui conduit des nombres fractionnaires strictement positifs pm et
q
n au
nombre fractionnaire strictement positif hk (qu’on appelle « quotient », des nombres donne´s), si
et seulement si hk · qn = pm .
De cette de´finition, il suit le the´ore`me suivant :
The´ore`me 2.3. La classe des nombres fractionnaires strictement positifs est ferme´e par
rapport a` la division, et si pm et
q
n sont deux nombres fractionnaires strictement positifs quel-
conques, alors pm :
q
n =
pn
mq
Preuve Si pm et
q
n sont deux nombres fractionnaires strictement positifs, alors p, m, q et n
sont des nombres entiers strictement positifs, donc pnmq est un nombre fractionnaire strictement
positif. Mais de (29) et (30), que
pn
mq
· q
n
=
pnq
mqn
=
(nq)p
(nq)m
=
p
m
et donc pnmq est le quotient de
p
m et
q
n , et ce quotient est un nombre fractionnaire strictement
positif. 
Il ne sera en outre pas difficile de de´montrer le the´ore`me suivant :
The´ore`me 2.4. Si pm et
q
n sont deux nombres fractionnaires strictement positifs, alors
p
m
:
q
n
=
p
m
· n
q
Preuve Selon la de´finition 2.2, on a( p
m
:
q
n
)
· q
n
=
p
m
et donc [( p
m
:
q
n
)
· q
n
]
· n
q
=
p
m
· n
q
Mais, on aura aussi [( p
m
:
q
n
)
· q
n
]
· n
q
=
( p
m
:
q
n
)
·
(
q
n
· n
q
)
=
=
( p
m
:
q
n
)
· 1 = p
m
:
q
n
et donc, en comparant,
p
m
:
q
n
=
p
m
· n
q

Il sera de`s lors naturel de se demander si l’addition et la multiplication sur les nombres
fractionnaires strictement positifs respectent ou non les proprie´te´s d’associativite´, de commu-
tativite´, et de distributivite´ de la multiplication sur l’addition. En re´alite´, l’axiome 1 contient
une version affaiblie de l’associativite´ de la multiplication. Du reste, toutes les de´monstrations
et les arguments pre´ce´dents n’emploient ces proprie´te´s que par rapport aux nombres entiers
positifs. Comme les de´finitions 1.2 et 1.3 s’accordent avec les re`gles e´tablies pour l’addition
et la multiplication des nombres entiers positifs (comme le montre l’argument avance´ dans le
paragraphe pre´ce´dent), le lecteur ne sera pas surpris du the´ore`me suivant :
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The´ore`me 2.5. L’addition et la multiplication sur les nombres fractionnaires strictement
positifs respectent les proprie´te´s d’associativite´, de commutativite´, et de distributivite´ de la
multiplication sur l’addition.
Preuve La preuve de ce the´ore`me ne pre´sente aucune difficulte´. Il suffit d’exe´cuter les
ope´rations selon leur de´finition et de constater que, puisque l’addition et la multiplication sur
les nombres entiers positifs satisfont aux proprie´te´s d’associativite´, de commutativite´, et de
distributivite´ de la multiplication sur l’addition, il s’ensuit que ces meˆmes proprie´te´s sont satis-
faites par l’addition et la multiplication sur les nombres fractionnaires strictement positifs. Je
vais prouver, a` titre d’exemple, que l’addition et la multiplication sur les nombres fractionnaires
strictement positifs satisfont a` la proprie´te´ de distribution de la multiplication sur l’addition.
Soient pm ,
q
n et
h
k trois nombres fractionnaires strictement positifs. On aura, alors, d’apre`s les
de´finitions 1.2 et 1.3 et la (30) :
h
k
( p
m
+
q
n
)
=
h
k
(
pn+ qm
mn
)
=
h (pn+ qm)
kmn
et
h
k
· p
m
+
h
k
· q
n
=
hp
km
+
hq
kn
=
hp · kn+ hq · km
km · kn
=
h (pn+ qm)
kmn
donc
h
k
( p
m
+
q
n
)
=
h
k
· p
m
+
h
k
· q
n
Les de´monstrations des autres parties du the´ore`me sont parfaitement analogues et ne com-
portent aucune difficulte´. Elles peuvent donc eˆtre laisse´es au lecteur a` titre d’exercice. 
Une question semble a` ce stade se poser de manie`re spontane´e : la classe des nombres frac-
tionnaires strictement positifs ne contiendrait-elle pas les nombres entiers strictement positifseˆ
En d’autres termes, les nombres entiers strictement positifs ne seraient-ils pas des nombres
fractionnaires strictement positifs dote´s d’une nature particulie`reeˆ
Comme il est facile de le constater, les axiomes 1 et 2 e´tablissent des liens multiplicatifs
entre nombres entiers strictement positifs et nombres fractionnaires strictement positifs qui
permettent, en certains cas, d’e´tablir une e´galite´ entre un nombre de la premie`re sorte et un
nombre de la deuxie`me. On a par exemple, graˆce a` ces axiomes, au the´ore`me 2.1 qui en de´rive,
et a` la (29) :
(31) p · 1
p
=
p
p
=
1
1
= 1
(32) q · p
q
=
qp
q
=
p
1
= p
(33)
p
p
· q
m
= 1 · q
m
=
q
m
quels que soient les nombres entiers strictement positifs p, q et m.
Pourtant, ces e´galite´s ne re´pondent pas tout a` fait a` la question pre´ce´dente. En effet, prise
a` la lettre, cette question est mal pose´e. La question inte´ressante, et meˆme la seule sense´e
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est la suivante : y a-t-il des nombres fractionnaires strictement positifs qui se comportent,
relativement les uns aux autres par rapport aux ope´rations d’addition et de multiplication,
exactement comme les nombres entiers strictement positifs se comportent, relativement les
uns aux autres, par rapport aux ope´rations d’addition et de multiplicationeˆ Formule´e de cette
manie`re, la question admet la re´ponse claire que tout le monde attend : oui, il y a de tels nombres
fractionnaires strictement positifs. Les e´galite´s (31) et (32) sont justement la` pour nous dire
quels sont ces nombres : elles nous disent que, quel que soit le nombre entier strictement positif
p, les nombres fractionnaires strictement positifs pp et
p
1 peuvent eˆtre pris respectivement pour
les nombres entiers positifs 1 et p.
Pour mieux comprendre cette re´ponse et apprendre a` travailler avec les nombres fraction-
naires strictement positifs, il faut observer que, suivant le the´ore`me (2.2), deux nombres fraction-
naires pm et
q
n peuvent eˆtre en meˆme temps distincts et e´gaux : ils sont distincts (conforme´ment
a` la de´finition 1.1), si p 6= q ou m 6= n, mais il peuvent eˆtre en meˆme temps e´gaux si pn = mq.
Ainsi l’e´galite´ parmi les nombres fractionnaires strictement positifs ne co¨ıncide pas avec l’iden-
tite´, comme c’est le cas en revanche pour les nombres entiers positifs. C’est un cas fre´quent
en mathe´matiques, meˆme si dans la pratique ope´rationnelle il est souvent possible (et meˆme
quelquefois ne´cessaire) de confondre identite´ et e´galite´, ou du moins de passer de l’une a` l’autre
sans restrictions.
Une manie`re simple de justifier cette pratique, sans contrevenir aux exigences abstraites de
rigueur logique, est de penser les objets mathe´matiques comme des classes d’e´quivalence sous
la relation d’e´galite´. Ainsi, pour en rester a` l’exemple des nombres fractionnaires positifs, on
pourra reformuler la de´finition 1.1 comme suit :
De´finition 2.2. On appelle « nombre fractionnaire strictement positif » une classe d’e´quivalence
de couples ordonne´s de nombres entiers strictement positifs quelconques note´s « pm » (p et m
e´tant des nombres entiers strictement positifs), telle que, si n, m, p et q sont des nombres
entiers strictement positifs, alors les couples pm et
q
n appartiennent a` la meˆme classe si et
seulement si pn = mq ; si ceci est le cas, la meˆme classe d’e´quivalence de couples ordonne´s de
nombres entiers strictement positif, et donc le meˆme nombre fractionnaire strictement positif,
pourraient indiffe´remment eˆtre note´s par les deux symboles « pm » et «
q
n ».
3. Nombres fractionnaires strictement positifs et relation d’ordre
Si on en reste a` la de´finition 1.1, il semblerait possible de de´finir de manie`re totalement
libre une relation d’ordre strict sur les nombres fractionnaires strictement positifs. On pourrait
dire par exemple que pq <
n
m si et seulement si p+ q < n+m. Pourtant, si on veut une relation
d’ordre strict sur les nombres fractionnaires positifs qui soit compatible avec la de´finition 2.2 —
c’est-a`-dire que les nombres fractionnaires strictement positifs qui correspondent a` des nombres
entiers strictement positifs (ou, si on veut, les nombres fractionnaires strictement positifs qui
sont, ou se re´duisent a`, des nombres entiers strictement positifs) se comportent, relativement
les uns aux autres, par rapport a` la relation <, comme les nombres entiers strictement positifs
qui leur correspondent se comportent, relativement les uns aux autres, par rapport a` cette
meˆme relation —, alors une seule de´finition s’impose. Elle est, tout simplement, dicte´e par le
the´ore`me 2.2. La voici :
De´finition 3.1. Si pq et
n
m sont deux nombres fractionnaires strictement positifs, alors on
dira que pq pre´ce`de (ou est plus petit que)
n
m , en symboles :
p
q <
n
m , si et seulement si mp < qn
(la relation < entre les nombres entiers strictement positifs pm et nq e´tant celle qui correspond
a` la de´finition 2.2).
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On a dit que la relation ainsi de´finie est une relation d’ordre strict sur l’ensemble des
nombres fractionnaires strictement positifs. Pour le montrer, il faut montrer qu’elle est anti-
re´flexive, anti-syme´trique et transitive sur cet ensemble. Or il est facile de montrer que les deux
premie`res conditions se ve´rifient en n’ope´rant que sur les nombres entiers strictement positifs,
car :
i) pour aucun couple de nombres entiers strictement positifs p et q on ne peut avoir pq < pq ;
donc il n’y a pas de nombre fractionnaire strictement positif pq tel que
p
q <
p
q ; la relation de´finie
ci-dessus est donc anti-re´flexive ;
ii) pour aucun couple de couples de nombres entiers strictement positifs, p, q et n,m on ne
peut avoir en meˆme temps pm < nq et nq < pm ; donc il n’y a pas de nombres fractionnaires
strictement positifs pq et
n
m tels que
p
q <
n
m et
n
m <
p
q et la relation de´finie ci-dessus est donc
anti-syme´trique.
En revanche pour de´montrer la troisie`me condition, il faut recourir aux nombres fraction-
naires strictement positifs eux-meˆmes. Voici comment :
iii) pour tout triplet de couples de nombres entiers strictement positifs p, q ; n,m ; et h, k, si
pm < nq et nk < hm, alors p < nqm — car p =
p
1 et 1·nq = nq, donc si pm < nq, alors pm < 1·nq
— et k < hmn — par un argument analogue au pre´ce´dent — et donc : pk <
nq
m · hmn = qh ; il
s’ensuit, graˆce a` la de´finition pre´ce´dente, que si pq <
n
m et
n
m <
h
k , alors
p
q <
h
k et la relation
de´finie ci-dessus est donc transitive.
Dans cette dernie`re preuve, on a employe´ une proprie´te´ que, a` strictement parler, on n’a
pas encore de´montre´e. Du fait que
p <
nq
m
et k <
hm
n
on a tire´ que
pk <
nq
m
· hm
n
Comme on a vu que pour tout nombre entier positif s, s = s1 , cette proprie´te´ n’est pourtant
qu’un cas particulier d’une proprie´te´ des nombres fractionnaires strictement positifs qu’on peut
aise´ment de´montrer en ge´ne´ral. Cette proprie´te´ peut s’e´noncer ainsi : la relation < sur les
nombres fractionnaires strictement positifs est stable la relation < de´finie sur les nombres
fractionnaires strictement positifs par rapport a` la multiplication par un facteur commun. La
preuve de ceci est imme´diate : si m, p, q et n sont des nombres entiers strictement positifs et
pm < qn, alors, pour tout couple de nombres entiers strictement positifs h et k, ph·mk < qk ·nh
et donc, si pq <
n
m , alors, pour tout nombre fractionnaire strictement positif
h
k ,
p
q · hk < nm · hk .
Il ne sera pas difficile de montrer la meˆme chose (et de la meˆme manie`re) pour la division et
l’addition.
Du fait que la relation < sur les nombres fractionnaires strictement positifs est une relation
d’ordre strict, il s’ensuit que la relation ≤ (< ou =) de´finie sur les meˆmes nombres est une
relation d’ordre. Il ne reste alors qu’a` e´noncer et de´montrer le the´ore`me suivant :
The´ore`me 3.1. L’ensemble des nombres fractionnaires strictement positifs est totalement
ordonne´ relativement a` la relation ≤.
Preuve Soient pq et
n
m deux nombres fractionnaires strictement positifs ; imaginons qu’on
n’ait pas pq ≤ nm . Cela signifie qu’on n’a pas pm ≤ qn. Or, comme l’ensemble des nombres
entiers positifs est totalement ordonne´ par rapport a` la relation ≤ de´finie sur ces nombres, cela
signifie que qn < pm, c’est-a`-dire nq < mp, et donc nm <
p
q et ainsi
n
m ≤ pq . 
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4. Nombres rationnels positifs
Les the´ore`mes qu’on a de´montre´s dans les paragraphes 2 et 3 e´noncent les plus e´le´mentaires
proprie´te´s des nombres fractionnaires strictement positifs. Ils ne sont, a` strictement parler,
que des conse´quences des de´finitions 1.1-1.3, 2.1 et 3.1, des axiomes 1-3 et des proprie´te´s
pre´alablement de´montre´es des nombres entiers strictement positifs, tire´es par l’application des
re`gles de de´duction qui ne se re´fe`rent aucunement, en tant que telles, a` la nature particulie`re
des objets que, dans le chapitre 1, on a identifie´ aux nombres entiers positifs. Si ces pre´misses
sont accorde´es, les preuves de ces the´ore`mes suivent des modalite´s de´ductives qui ne diffe´rent
pas essentiellement de celles que suivent les preuves des the´ore`mes concernant les nombres
naturels de´montre´s a` partir des axiomes de Peano et des de´finitions 3.2 et 2.7 . A` la diffe´rence
de ces derniers axiomes et de ces de´finitions, les de´finitions 1.1-1.3, 2.1 et 3.1 et les axiomes
1-3 ne caracte´risent pas, pourtant, une structure ensembliste, prise dans sa totalite´, mais ne
font qu’e´tablir des re`gles ope´rationnelles re´fe´re´es a` des couples de nombres entiers strictement
positifs, et justifie´es par une analyse de l’ope´ration de partage d’une grandeur, en laissant,
d’ailleurs, libres de penser et de de´finir ces derniers nombres comme on le veut. Ce n’est
qu’a posteriori qu’on pourrait montrer que l’ensemble des nombres fractionnaires strictement
positifs, pris avec les ope´rations d’addition et de multiplication et la relation d’ordre qu’on a
de´finies sur ces nombres, est une structure ensembliste d’un certain type, similaire par certains
aspects a` l’ensemble totalement ordonne´ des nombres naturels pris avec les ope´rations d’addition
et de multiplication correspondantes, et diffe´rente de celui-ci par d’autres aspects.
On peut pourtant inverser le cheminement : commencer en caracte´risant une structure en-
sembliste particulie`re et reconnaˆıtre ensuite, dans ses e´le´ments, des objets qui se comportent,
relativement les uns aux autres, comme les nombres fractionnaires strictement positifs, tels
qu’on les a de´finis ci-dessus, et qui peuvent donc eˆtre employe´s, comme ceux-ci, pour exprimer
des proprie´te´s de l’ope´ration de partage d’une grandeur. C’est la deuxie`me des strate´gies dont
on a discute´ au de´but du pre´sent chapitre. Formellement, les deux ensembles qu’on construit en
suivant ces deux strate´gies ne sauraient pas diffe´rer l’un de l’autre, de meˆme que l’ensemble des
nombres entiers positifs, tels qu’on les a de´finis dans le chapitre 1, ne diffe`re pas formellement de
l’ensemble des nombres naturels, de´fini dans le chapitre 2. Pourtant, pour souligner la diffe´rence
de proce´dure qui nous conduit finalement au meˆme re´sultat, on emploiera, e´galement dans ce
cas, des noms diffe´rents, et on parlera, dans ce deuxie`me cas, de nombres rationnels positifs.
En ve´rite´, comme on le verra, l’ensemble des nombres rationnels positifs, qu’on construira par
extension de N et qu’on indiquera par les symbole «Q+ », diffe`re de l’ensemble des nombres
fractionnaires strictement positifs par le fait de pre´senter, parmi ses e´le´ments, un e´le´ment qu’on
pourrait identifier avec le nombre ze´ro. Rien n’empeˆche pourtant d’ajouter un tel e´le´ment a` l’en-
semble des nombres fractionnaires strictement positifs. Si on a construit cet ensemble de sorte
qu’il re´sulte prive´ d’un tel e´le´ment, ce n’est que pour e´viter des complications inutiles dans l’acte
de la de´finition. Mais, une fois que l’ensemble des nombres fractionnaires strictement positifs a
e´te´ construit, comme on l’a fait ci-dessus, l’introduction de cet e´le´ment ne pre´sente pas de diffi-
culte´s majeures. L’ensemble qu’on obtient apre`s cette introduction, pourrait eˆtre dit « ensemble
des nombres fractionnaires positifs» et, pris en tant que tel, c’est-a`-dire inde´pendamment de
la manie`re selon laquelle il a e´te´ construit, il ne diffe´rerait gue`re de Q+. Si on ne se re´fe`re,
donc, qu’au re´sultat final de la construction, les deux termes «nombres fractionnaires posi-
tifs» et «nombres rationnels positifs» peuvent eˆtre pris comme synonymes, de meˆme qu’on
peut prendre comme synonymes les termes «nombres entiers positifs » et «nombres naturels».
Comme on l’a dit, en suivant la seconde strate´gie, on arrive exactement aux meˆmes re´sultats
qu’en suivant la premie`re, c’est pourquoi je me limiterai a` indiquer comment proce´der, sans
entrer dans les de´tails.
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Remarque 4.5. Avant de commencer, il convient pourtant de fixer soigneusement notre
langage, pour e´viter de possibles incompre´hensions. A` la fin du paragraphe 1, j’ai introduit
une distinction entre l’ensemble N des nombres naturels, ainsi qu’il est caracte´rise´ par les
cinq axiomes de Peano, en tant que couple forme´ par un ensemble proprement dit et une ap-
plication de´finie sur cet ensemble, de l’ensemble N des e´le´ments de N conside´re´s se´pare´ment,
et donc inde´pendamment de toute fonction qu’on peut de´finir sur eux. Meˆme si on n’a pas
insiste´ outre mesure sur cette distinction, la diffe´rence entre ces deux objets est essentielle.
Or, il est clair que, dans notre construction de Q+, on partira de la donne´e de N, et non
pas de celle de N, car on emploiera, au cours de cette construction, des proprie´te´s des
nombres naturels qui ne sauraient eˆtre pense´es ni comme des proprie´te´s de N ni comme
des proprie´te´s des e´le´ments de N pris se´pare´ment. Bien que le re´sultat auquel on abou-
tira sera appele´ « ensemble », en accord avec une terminologie universellement accepte´e, a`
proprement parler, il sera, lui aussi, plus qu’un ensemble, car il he´ritera des proprie´te´s des
nombres naturels dont on s’est servi au cours de sa construction.
Toutefois, meˆme si la diffe´rence entre un ensemble, au sens propre de ce terme, et la
structure donne´e par cet ensemble pris avec les fonctions, les relations, ou les ope´rations
qui sont de´finies sur ses e´le´ments est fondamentale, elle ne concerne pas ce qu’on pour-
rait qualifier comme la dimension de l’ensemble lui-meˆme. En philosophie du langage, on
parle souvent d’extension, pour indiquer la donne´e des e´le´ments d’un ensemble. Si on veut
employer cette terminologie, on dira alors qu’en passant d’un ensemble, au sens propre de
ce terme, a` n’importe quelle structure donne´e par cet ensemble pris avec les fonctions, les
relations, ou les ope´rations qui sont de´finies sur ses e´le´ments, on ne modifie pas l’extension
de l’ensemble de de´part. Or, il y a des proprie´te´s essentielles des structures mathe´matiques,
et en particulier de Q+, pour ce qui nous inte´resse dans la suite, qui ne de´pendent que de
la «dimension» ou « extension» de l’ensemble qui fournit les e´le´ments de cette structure.
On apprendra plus tard que ce que nous appelons ici, de manie`re encore fort impre´cise,
«dimension» ou « extension» s’appelle, en mathe´matiques, « cardinalite´ ». On peut pour-
tant, pour l’instant, laisser de coˆte´ la caracte´risation pre´cise de cette notion de cardinalite´
et observer tout simplement que pour mettre en e´vidence ces proprie´te´s, on doit souvent
faire abstraction des fonctions, relations ou ope´rations particulie`res qu’on a de´ja` de´finies sur
l’ensemble sur lequel on travaille, et conside´rer, pour ainsi dire, les e´le´ments de cet ensemble
comme le substrat de possibles de´finitions d’autres fonctions, relations ou ope´rations. Pour
e´clairer ainsi la nature des arguments qui sont employe´s au cours des de´monstrations qui
visent a` exhiber ces proprie´te´s, il convient de distinguer de manie`re explicite entre la struc-
ture Q+ et le simple ensemble de ses e´le´ments pris se´pare´ment, qu’on notera par la suite
avec le symbole «Q+ ». Comme ces e´le´ments seront pourtant identifie´s a` des couples de
nombres naturels, leur simple de´nomination entraˆıne l’instauration de certaines relations
entre ces e´le´ments, qui de´pendent des relations connues entre les nombres naturels. Ainsi
si les e´le´ments de Q+ sont caracte´rise´s de cette manie`re, Q+ est, lui aussi, a` strictement
parler, plus qu’un ensemble, e´tant en quelque sorte de´ja` une structure. C’est justement sur
cette structure minimale qu’on travaillera par la suite pour prouver des proprie´te´s de Q+
relatives a` sa dimension ou extension.
L’ide´e essentielle qu’on va suivre est de construire l’ensemble Q+ comme la plus petite des
extensions de N qui soit ferme´e par rapport a` l’ope´ration inverse de la multiplication, c’est-a`-dire
la division, en n’admettant qu’une exception : l’impossibilite´ de la division par 0.
On essaye d’abord de comprendre ce qui nous pousse a` admettre (et meˆme a` exiger) cette
exception. La re´ponse a` cette question est tre`s simple : on exclut la division par 0 pour sau-
vegarder l’univocite´ des ope´rations sur Q+. Imaginons en effet qu’on autorise la division d’un
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nombre naturel quelconque par 0. Alors on pourrait raisonner comme l’a fait le mathe´maticien
et logicien anglais du XIXe sie`cle Augustus De Morgan pour trouver le plus e´le´gant des para-
doxes (appele´ justement depuis «paradoxe de De Morgan» ). On suppose d’abord que p = 1.
Alors p2 = p et donc
(34) p2 − 1 = p− 1
Mais, d’autre part, quel que soit le nombre naturel x, plus grand ou e´gal a` 1, on aura, en accord
avec les proprie´te´s de l’addition, de la soustraction et de la multiplication sur N,
x2 − 1 = (x+ 1)(x− 1)
donc, de (34), il suit
(p+ 1)(p− 1) = p− 1
Or, comme on avait suppose´ que p = 1, on doit en conclure que p − 1 = 0. Si on permettait
alors de diviser un nombre naturel par ze´ro, on pourrait passer de la` a` l’e´galite´
p+ 1 = 1
d’ou` il suit que p = 0 et donc finalement que p est en meˆme temps e´gal a` 1 et 0, c’est-a`-dire
que 0 = 1. Pour tout nombre naturel n, on aurait en meˆme temps
n+ p = n+ 1 = n′ et n+ p = n+ 0 = n
et
n · p = n · 1 = n et n · p = n · 0 = 0
et donc, finalement n′ = n = 0. Rien n’empeˆche de construire une alge`bre ou` il en aille ainsi,
mais cette alge`bre ne pourrait certes pas eˆtre celle des nombres auxquels nous nous attendons
et que nous pre´tendons pouvoir utiliser dans notre vie quotidienne et dans la plupart de nos
recherches scientifiques.
Note Historique 4.5. Fils d’un colonel de l’Indian Army, Augustus De Mor-
gan naquit a` Madura en Inde, au le mois de juin 1806 et mourut a` Londres le 18 mars
1871. Rentre´ en Angleterre a` l’aˆge de sept mois, il fit ses e´tudes dans diffe´rentes e´coles
prive´es, ou` il apprit les langues classiques, l’He´breu et les mathe´matiques, puis il en-
tra en 1823 au Trinity College de Cambridge, ou` il e´tudia le droit et la me´decine. En
1828, il fut nomme´ professeur de mathe´matiques a` l’University College de Londres,
mais il de´missionna trois ans plus tard pour protester contre le licenciement injustifie´
d’un colle´gue. La mort accidentelle de son successeur, en 1836, lui permit pourtant
de retrouver sa place, de laquelle il de´missionnera une deuxie`me fois en 1866. Il fut
l’un des fondateurs de la London Mathematical Society, dont il fut meˆme le premier
pre´sident, de`s 1865.
Collaborateur assidu de la Penny Cyclopaedia (pour laquelle il e´crivit plus de
800 articles), il s’inte´ressa surtout aux fondements des mathe´matiques et a` leur lo-
gique de´monstrative, et fut l’auteur de nombreux manuels dans diffe´rents domaines
des mathe´matiques, dans lesquels il fut toujours attentif a` e´noncer de la manie`re la
plus claire les principes fondateurs et a` organiser le mate´riel selon une pre´sentation
logiquement irre´prochable. Ce fut De Morgan qui, dans un article du 1838, codifia
pour la premie`re fois, sous le nom d’« induction mathe´matique», la forme d’infe´rence
que nous avons appele´e ici « induction comple`te».
Son inte´reˆt envers la nature de l’infe´rence mathe´matique fit de lui un des pionniers
de la logique formelle moderne. Il fut l’un des premiers a` observer et a` de´noncer
l’inade´quation de la syllogistique aristote´licienne en tant que canon de l’infe´rence
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mathe´matique. Il observa en particulier qu’aucun syllogisme ne pouvait justifier des
infe´rences, largement employe´es de manie`re spontane´e en mathe´matiques, et fonde´es
sur des conside´rations de nature quantitative. Si la plupart des franc¸ais aime le vin
et que la plupart des franc¸ais aime le fromage, alors il y des franc¸ais qui aiment en
meˆme temps le vin et le fromage : ceci-ci est une infe´rence sans doute valable, mais
d’apre`s De Morgan, aucun syllogisme ne saura la justifier. Cette conviction poussa
De Morgan a` construire un calcul logique qui pre´figure la logique des classes et la
the´orie de la quantification.
Lectures possibles : D. D. Merrill, Augustus de Morgan and the Logic of Rela-
tions, Kluwer Acad. Pub., Dordrecht, Boston, London, 1990.
Le proble`me qu’il faut poser pour arriver a` Q+, en partant de N, est alors le suivant :
e´tant donne´ l’ensemble N des nombres naturels, est-il possible de construire un ensemble Q+,
contenant N comme une partie propre (c’est-a`-dire, tel que N ⊂ Q∗) et tel que pour tout couple
d’e´le´ments p et q de Q+, ou` q 6= 0, il soit possible de de´finir une ope´ration p : q, qui soit une
extension de l’ope´ration p : q (p, q ∈ N) de´finie sur les nombres naturels, et soit telle que le
re´sultat de p : q appartienne a` Q+.
Pour re´pondre a` cette question, on observe d’abord que si N ⊂ Q∗ alors pour que la division
de´finie sur Q+ soit une extension de la division de´finie sur N, il faut que la division de´finie sur
Q+ donne le meˆme re´sultat que la division de´finie sur N, toutes les fois qu’elle s’applique a` des
e´le´ments de Q+ qui sont aussi des e´le´ments de N, pour lesquels il existe un quotient dans N
lui-meˆme. On sait que si p et q sont des nombres naturels et q 6= 0, alors il est possible qu’il
n’y ait pas de nombre naturel n, tel que p = nq, de sorte que l’ope´ration p : q n’ait pas de
re´sultat dans N. On peut donc imaginer de conside´rer deux e´le´ments p et q de N, avec q 6= 0,
tels qu’il n’y ait aucun e´le´ment n de N, tel que p = nq, et d’ajouter a` N un nouvel e´le´ment,
note´ « pq », en posant la convention que, dans le nouvel ensemble ainsi construit, p : q =
p
q . On
peut imaginer que ceci soit fait pour tout couple d’e´le´ments x et y de N, avec y 6= 0, tels qu’il
n’y ait aucun e´le´ment n de N, tel que x = ny, en convenant aussi de garder, dans l’ensemble
e´largi ainsi construit, n comme le re´sultat de la division x : y entre les nombres naturels x et
y (y 6= 0), lorsque n appartient a` N et x et y sont tels que x = ny. Pourtant, pour e´viter des
spe´cifications fastidieuses, il convient d’assigner aux e´le´ments du nouvel ensemble des proprie´te´s
ope´rationnelles qui permettent de ne pas faire la diffe´rence entre le cas ou` il existe dans N un
e´le´ment n, tel que x = ny et le cas contraire. Cela signifie que la condition suivante doit eˆtre
respecte´e :
(35) si p, q, n ∈ N, q 6= 0 et p = nq, alors n = p
q
Comme, a` cause de la fermeture de N relativement a` la multiplication, pour tout nombre naturel
n, il est toujours possible, lorsque le nombre naturel q 6= 0 est fixe´ arbitrairement, de trouver un
nombre naturel p tel que p = nq, cette condition assigne a` chaque nombre naturel une infinite´
de nouveaux noms sous la forme d’un symbole de la forme « pq », ou p et q sont des nombres
naturels et q 6= 0.
Imaginons que p = q ; alors il existe un nombre naturel n tel que p = nq et ce nombre est
e´videmment 1, donc de (35), il suit que, pour tout nombre naturel p 6= 0,
(36)
p
p
= 1
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ce qui est une partie du contenu de (31). Par contre, si q = 1 , alors, quel que soit p, on aura
p = pq et de (35), il suit que, pour tout nombre naturel p :
(37) p =
p
1
qui est une partie du contenu de (32).
De plus, comme nq = nq, de (35) il suit que si n et q sont deux nombres naturels et q 6= 0,
alors
(38)
nq
q
= n
qui correspond a` (32).
Il reste naturellement a` de´finir l’addition et la multiplication entre les e´le´ments du nouveau
ensemble qui n’e´taient pas des e´le´ments de N. Le lecteur pourra s’exercer a` montrer que si
on veut faire ceci en de´finissant d’emble´e ces ope´rations sur tous les e´le´ments de ce nouvel
ensemble, sans faire de distinction entre ceux qui e´taient des e´le´ments de N et ceux qui ne
l’e´taient pas, et si l’on ne veut pas contredire les stipulations pre´ce´dentes, alors ces ope´rations
ne peuvent eˆtre de´finies que comme on l’a fait ci-dessus pour ceux qu’on avait appele´s des
«nombres fractionnaires strictement positifs», en ajoutant la condition suivante :
si q est un nombre naturel diffe´rent de ze´ro, alors
0
q
= 0
Ceci fait, il pourra de´finir la division sur les e´le´ments de l’extension de N ainsi obtenue
comme l’inverse de la multiplication, et ve´rifier que cette extension est ferme´e par rapport a` la
division ainsi de´finie (a` l’exception de la division par 0). Comme, une fois qu’on aura de´montre´,
a` partir de ces de´finitions, que pq =
n
m si et seulement si pm = qn, et qu’on aura accepte´
d’identifier entre eux les e´le´ments d’une telle extension qui sont e´gaux entre eux, il sera facile
de montrer qu’aucune extension de N plus petite que celle-ci ne peut satisfaire a` la condition
de fermeture par rapport a` la division sur les nombres naturels, cette ve´rification conclut le
parcours : l’ensemble qu’on a ainsi obtenu — qui pourrait eˆtre identifie´ comme l’ensemble
de tous les couples ordonne´s < p, q > d’e´le´ments de N tels que q 6= 0, ou, si on pre´fe`re,
comme l’ensemble des classes d’e´quivalence de ces couples sous la relation d’e´galite´ de´finie sur
l’ensemble de ces couples — est bien l’ensemble Q+ cherche´. Le lecteur pourra ensuite s’attacher
a` justifier une de´finition de la relation d’ordre stricte < parfaitement analogue a` la de´finition 3.1,
d’ou` il suivra e´videmment que Q+ est un ensemble totalement ordonne´ relativement a` la relation
≤.
La construction de Q+ qu’on vient d’esquisser nous sugge`re une remarque qu’on aurait
de´ja` pu introduire ci-dessus par rapport aux nombres fractionnaires (strictement) positifs, mais
qu’il me semble plus naturel d’introduire ici, en exploitant justement la suggestion qui nous est
fournie par cette construction. Dans ce qui pre´ce`de, on s’est re´clame´ en diffe´rentes occasions
(explicitement ou implicitement) d’une circonstance qui nous a paru e´vidente : si on ajoute a`
un ensemble E donne´, un e´le´ment x distinct de tous les e´le´ments de´ja` contenus dans E, on
obtient un ensemble qui est, en un sens, plus large que E : l’ensemble E est une partie propre
de l’ensemble ainsi obtenu ; il est un sous-ensemble de cet ensemble et ne co¨ıncide pas avec lui,
car ce dernier ensemble contient tous les e´le´ments que E contient et en contient un que E ne
contient pas. Pourtant, comme on l’a de´ja` vu dans le chapitre 2, si l’ensemble E est infini, cela
ne signifie pas que le nouvel ensemble contienne plus d’e´le´ments que E. En effet, si E est infini,
l’ensemble obtenu en lui ajoutant un nouvel e´le´ment est e´galement infini et on a vu qu’une des
caracte´ristiques d’un ensemble infini est qu’on peut le mettre en bijection avec certaines de ses
parties propres. Ainsi, si l’ensemble N est donne´ et qu’on lui ajoute 12 comme nouvel e´le´ment,
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on obtient l’ensemble N∪ 12 qui peut parfaitement eˆtre mis en bijection avec sa partie propre N
(par exemple graˆce a` l’application F : N ∪ 12 → N, qui associe 12 a` 0 et ensuite chaque e´le´ment
i de N ∪ 12 diffe´rent de 12 a` l’e´le´ment i + 1 de N). Ainsi N ∪ 12 est plus large que N, car N est
une partie propre de N ∪ 12 , mais ne contient pas plus d’e´le´ments que N ∪ 12 .
On peut penser qu’il en sera autrement si on ajoute a` N non pas un seul nouvel e´le´ment,
ni meˆme un nombre fini de nouveaux e´le´ments, mais un nombre infini de nouveaux e´le´ments,
voire les e´le´ments d’un ensemble infini suppose´ plus large que N. Or, pour passer de N a` Q+,
on a justement ajoute´ a` N les e´le´ments d’un ensemble a` son tour infini et sans doute plus
large que N. Pour le voir, il suffit d’e´liminer de Q+ tous les e´le´ments qui sont de´ja` contenus
en N (ou — si on veut identifier Q+ avec tous les couples < p, q > d’e´le´ments de N, tels que
q 6= 0 — tous les e´le´ments e´gaux a` des e´le´ments de´ja` contenus en N). On aura encore dans
Q+ beaucoup d’e´le´ments. En particulier on aura tous les e´le´ments de la forme « 1i », ou` i est
un nombre naturel diffe´rent de 0 ou 1, plus deux autres e´le´ments quelconques qui ne sont pas
de cette forme, tels, par exemple, 23 et
3
2 , et ces e´le´ments constituent bien un ensemble E qu’il
sera facile de mettre en bijection avec N, graˆce par exemple a` l’application E → N qui associe
2
3 a` 0,
3
2 a` 1, et ensuite chaque e´le´ment
1
i de E tel que i 6= 0, 1 avec l’e´le´ment i de N. Or si on
enle`ve de Q+ aussi tous les e´le´ments de E, on obtient un ensemble qui non seulement n’est pas
vide, mais est encore infini.
On peut donc penser qu’on ne pourra pas mettre Q+ en bijection avec N, qu’il est non
seulement plus large que N, mais qu’il contient aussi bien plus d’e´le´ments que N. C’est pourtant
faux. La de´monstration est fort simple et en fut faite par le mathe´maticien allemand Georg
Cantor a` la fin du XIXe sie`cle. Elle permet de prouver le the´ore`me suivant :
The´ore`me 4.1. L’ensemble Q+est de´nombrable, c’est-a`-dire qu’il peut eˆtre mis en bijection
avec l’ensemble N des nombres naturels.
Pour de´montrer ce the´ore`me, on va, a` proprement parler, travailler sur Q+, plutoˆt que sur
Q+. La question a` laquelle ce the´ore`me re´pond concerne en fait une proprie´te´ de Q+ qui ne
de´pend pas des fonctions, relations ou ope´rations de´finies sur ses e´le´ments. Et, pour l’exhiber, on
ne fera au fond que de´finir sur ces e´le´ments un ordre essentiellement diffe´rent de l’ordre habituel
induit par la relation ≤. Il convient donc, pour plus de clarte´, de ne conside´rer d’emble´e que
l’ensemble Q+. On conside´rera en outre Q+ comme l’ensemble de tous les couples < p, q >
d’e´le´ments de N, tels que q 6= 0, inde´pendamment du fait qu’ils soient ou non e´gaux a` d’autres
e´le´ments de Q+. Q+ sera donc pense´ d’emble´e comme l’ensemble de tous les couples < p, q >
d’e´le´ments de N, tels que q 6= 0 (ce qu’on pourra aussi noter par le symbole «N × N 6=0 » )
sans pre´juger d’aucun ordre sur ces couples, autre que celui qui est induit par l’ordre propre
aux e´le´ments de N qui constituent les composants de ces couples. Il s’agira alors de de´finir une
application bijective f : Q+ → N, c’est-a`-dire une application f : Q+ → N qui associe tout
e´le´ment de Q+ a` un et un seul e´le´ment de N, de sorte que tout e´le´ment de N resulte associe´ selon
f a` un et un seul e´le´ment de Q+. De´montre´ de cette manie`re, le the´ore`me vaudra a fortiori aussi
pour l’ensemble Q+ conc¸u comme l’ensemble des classes d’e´quivalence des couples ordonne´s de
nombres naturels, sous la relation d’e´galite´.
Preuve du the´ore`me 4.1 Il s’agit d’une preuve fort simple. En exploitant l’ordre propre
aux e´le´ments de N qui constituent les composants des couples qui constituent les e´le´ments de
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Q+, on range d’abord ces e´le´ments dans une matrice doublement infinie, comme la suivante :
0
1
0
2
0
3
0
4
0
5
0
6 . . .
1
1
1
2
1
3
1
4
1
5
1
6 . . .
2
1
2
2
2
3
2
4
2
5
2
6 . . .
3
1
3
2
3
3
3
4
3
5
3
6 . . .
4
1
4
2
4
3
4
4
4
5
4
6 . . .
5
1
5
2
5
3
5
4
5
5
5
6 . . .
. . . . . . . . . . . . . . . . . . . . .
Ceci fait, il suffit de compter les e´le´ments de cette matrice selon l’ordre indique´ par les fle`ches
dans le sche´ma suivant
0
1 → 02 03 → 04 05 → 06 . . .ւ ր ւ ր ւ
1
1
1
2
1
3
1
4
1
5 . . . . . .↓ ր ւ ր ւ
2
1
2
2
2
3
2
4 . . . . . . . . .ւ ր ւ
3
1
3
2
3
3 . . . . . . . . . . . .↓ ր ւ
4
1
4
2 . . . . . . . . . . . . . . .ւ
5
1 . . . . . . . . . . . . . . . . . .↓
. . . . . . . . . . . . . . . . . . . . .
en associant a` chaque nombre rationnel positif pq le nombre naturel n = f
(
p
q
)
qui indique sa
position dans l’ordre exhibe´ pas ce comptage. 
Note Historique 4.6. Dans la note historique 5.2 on pre´cisera, avec plus de
de´tails, la notion d’e´quation alge´brique, avec coefficients dans un corps K, et on
dira ce que signifie re´soudre une e´quation alge´brique dans K. On ne conside´rera
pour l’instant que des e´quations avec coefficients dans l’ensemble BbbZ des nombres
entiers, positifs et ne´gatifs, qui, comme on le verra dans le chapitre 5, n’est pas un
corps (on de´finira avec plus de pre´cision cet ensemble dans le paragraphe 5 ; pour le
peu qu’on en dira ici, le lecteur pourra se re´clamer de ses souvenirs de colle´gien). On
peut de´finir ces e´quations comme des e´galite´s de la forme
hnx
n + hn−1x
n−1 + . . .+ h1x+ h0 = 0
ou` les coefficients hn, hn−1, . . . , h1, h0 (n ∈ N) sont des nombres entiers de´termine´s,
et x est une inconnue qu’il s’agit de de´terminer de telle manie`re que cette e´galite´ soit
satisfaite.
Imaginons que n soit e´gal a` 2, et h2, h1, et h0 soient respectivement e´gaux a` 1, 0
et −1. On aura alors l’e´galite´ :
x2 − 1 = 0
Comme (−1)2 = (−1) · (−1) = 1 = 12, il est clair que les deux positions x = 1 et
x = −1 satisfont a` cette e´galite´. On dira alors que les nombres entiers 1 et −1 sont
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racines de l’e´quation
x2 − 1 = 0
Dans ces cas, les racines de l’e´quation donne´e appartiennent a` l’ensemble BbbZ,
auquel sont cense´s appartenir ses coefficients. Il est pourtant facile de comprendre
qu’il n’en est pas toujours ainsi. Si par exemple on pose h0 = −2, tout demeurant,
pour le reste, comme ci-dessus, on aura l’e´quation
x2 − 2 = 0
qui n’a e´videmment aucune racine ni dans BbbZ, ni dans l’ensemble Q des nombres ra-
tionnels, positifs et ne´gatifs. Conside´rons alors cette e´quation. Il est clair que, pour sa-
tisfaire a` l’e´galite´ correspondante, il faut substituer a` x un objet (que, pour des raisons
que le lecteur comprendra plus tard, on pourra de toute fac¸on appeler «nombre» )
r, tel que r2 = r · r = 2. Cet objet est un nombre re´el (cf. le chapitre 6), ou, pour eˆtre
plus pre´cis, il y a deux nombres re´els qui, mis a` la place de x, satisfont a` notre e´galite´.
On les note ge´ne´ralement par les symboles «
√
2» et «−√2», l’un e´tant l’inverse de
l’autre quant a` l’addition de´finie sur les nombres re´els (c’est-a`-dire que leur somme
est 0). Ces deux nombres re´els seront alors les racines de l’e´quation donne´e.
Tout demeurant, pour le reste, comme ci-dessus, l’on pose maintenant h0 = 1.
On aura alors l’e´quation
x2 + 1 = 0
Les racines de cette e´quation seront alors des nombres c, tels que c2 = c · c = −1. Il
est clair qu’aucun nombre re´el r ne peut faire l’affaire, car, autant dans le cas ou` r
serait positif que dans les cas ou` il serait ne´gatif, le carre´ r2 de r serait positif et, donc
diffe´rent de −1. Les mathe´maticiens ont pourtant de´fini des nombres tels que leur
carre´ est ne´gatif. Ces nombres, dits «nombres complexes », se comportent en ve´rite´
de manie`re assez diffe´rente des nombres naturels ou des nombres re´els, mais, pour
des raisons qu’il serait difficile d’expliquer ici, ils me´ritent d’eˆtre justement conside´re´s
comme des nombres. Dans le pre´sent volume, on ne traitera pas de nombres com-
plexes. Le lecteur pourra se limiter a` noter que les racines d’une e´quation alge´brique
a` coefficients en Z peuvent eˆtre aussi bien re´els que complexes (qu’on note que, comme
on le verra dans le chapitre 6, l’ensemble des nombres re´els comprend, comme des
sous-ensembles propres, les ensembles des nombres naturels, celui des nombres entiers,
positifs et ne´gatifs, et celui des nombres rationnels, positifs et ne´gatifs).
Ceci e´tant dit, revenons a` l’e´quation
hnx
n + hn−1x
n−1 + . . .+ h1x+ h0 = 0
(avec hn, hn−1, . . . , h0 ∈ Z) et supposons que hn soit diffe´rent de 0. On dira alors
que cette e´quation est une e´quation alge´brique de degre´ n. Il sera alors clair qu’une
e´quation alge´brique de degre´ n est de´termine´e d’une manie`re univoque par un (n+1)-
uple ordonne´ de nombres entiers, dont le premier est diffe´rent de 0. On appelle
« ensemble des nombres alge´briques » l’ensemble A de tous les nombres re´els ou com-
plexes a, qui sont tels qu’il y a un (n+1)-uple, {hn, hn−1, . . . , h0}, de nombres entiers
tel que a est une racine de l’e´quation :
hnx
n + hn−1x
n−1 + . . .+ h1x+ h0 = 0
de´termine´e par cette (n + 1)-uple. Cela revient a` dire qu’un nombre alge´brique est
un nombre re´el ou complexe qui satisfait a` une e´quation alge´brique avec coefficients
dans Z. De ce qu’on a dit ci- dessus, il suit que, parmi les nombres alge´briques, il y
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en a certains qui ne sont sans doute pas des nombres re´els et d’autres qui le sont.
Soit alors AR le sous-ensemble propre de A constitue´ par tous les nombres alge´briques
re´els et seulement par ces nombres.
Le proble`me que Cantor se posa, dans un tre`s court article de 1874, intitule´
« ?ber eine Eigenschaft des Inbegriffes aller reeller algebraischen Zahlen» («Sur une
proprie´te´ de l’agre´gat de tous les nombres alge´briques re´els» ), fut de savoir si l’en-
semble AR des nombres alge´briques re´els co¨ıncide ou pas avec l’ensemble des nombres
re´els, c’est-a`-dire s’il existe ou pas des nombres re´els non alge´briques (des nombres
re´els qui ne sont racine d’aucune e´quation alge´brique avec coefficients dans Z). Une
manie`re de re´soudre ce proble`me aurait pu eˆtre de construire un nombre re´el particu-
lier et de montrer qu’il ne pouvait eˆtre une racine d’aucune e´quation alge´brique avec
coefficients dans Z. Cantor jugea pourtant une telle preuve trop longue et difficile et
parvint a` la solution de son proble`me par un argument plus simple et ge´nial, qui fut
a` l’origine de la the´orie des cardinaux (on appelle «nombre cardinal» un nombre,
d’une nature qu’il serait trop long et difficile de pre´ciser ici, qui exprime la cardinalite´
d’un ensemble quelconque) : il montra que l’ensemble BbbA des nombres alge´briques,
et donc, a fortiori, l’ensemble AR des nombres alge´briques re´els, peut eˆtre mis en
bijection avec l’ensemble des nombres naturels (c’est-a`-dire qu’il est de´nombrable),
tandis que ceci n’est pas possible pour l’ensemble des nombres re´els (qui n’est donc
pas de´nombrable). Le lecteur comprendra, en lisant le chapitre 6, ce que signifie, au
juste, qu’un ensemble (e´videmment infini) n’est pas de´nombrable. Ici, il lui suffira
de comprendre que la non-de´nombrabilite´ de l’ensemble des nombres re´els ne peut
certes pas de´river de son eˆtre en injection sur N, car cet ensemble inclut l’ensemble
N. Dire de cet ensemble qu’il n’est pas de´nombrable signifie donc dire que l’ensemble
des nombres re´els contient plus d’e´le´ments que l’ensemble N. En ayant de´montre´ que
l’ensemble AR contient autant d’e´le´ments que l’ensemble N (peut eˆtre mis en bijection
avec cet ensemble), Cantor put conclure qu’il y a des nombres re´els qui ne sont pas
alge´briques.
On s’inte´ressera ici seulement a` la premie`re partie de cette preuve (celle dans
laquelle Cantor prouve que l’ensemble AR est de´nombrable) ; on reviendra en revanche
sur la deuxie`me dans le chapitre 6.
Il est d’abord clair que l’ensemble Q+ des nombres rationnels positifs est inclus
dans BbbA comme un sous-ensemble propre. En effet, quels que soient les nombres
naturels p et q (avec q 6= 0), le nombre rationnel positif pq sera racine de l’e´quation
alge´brique avec coefficients en Z, de premier de´gre´, qx−p = 0. Du fait que l’ensemble
BbbA est de´nombrable, il s’ensuit donc, sur-le-champ, que l’ensemble Q+ (qui n’est
sans doute pas fini) est de´nombrable aussi. En de´montrant que BbbA est de´nombrable,
Cantor de´montra donc, en 1874, que Q+ l’est aussi. On comprendra pourtant que
la de´monstration que Cantor donna, pour ce the´ore`me, en 1874, ne fut pas celle
qu’on vient de donner pour le the´ore`me 4.4.1. Cette dernie`re de´monstration, qui s’ap-
plique directement a` l’ensemble Q+ des nombres rationnels positifs, ne peut en effet
s’e´tendre, tout au plus, qu’a` l’ensemble des nombres rationnels positifs ou ne´gatifs
(on verra comment dans le paragraphe 5). L’argument de Cantor est ne´anmoins assez
simple. Le voici.
Si une e´quation alge´brique avec coefficients dans Z est donne´e, disons
hnx
n + hn−1x
n−1 + . . .+ h1x+ h0 = 0
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il ne sera gue`re difficile de lui associer le nombre naturel ν, de´fini comme il suit
ν = |hn|+ |hn−1|+ . . . |h1|+ |h0|+ n
ou` quel que soit le nombre entier k, le symbole « | k |» indique le nombre naturel
k, si k est positif, et le nombre naturel −k, si k est ne´gatif. On dira que le nombre
naturel ν associe´ de cette manie`re a` une e´quation alge´brique a` coefficients dans Z est
la hauteur de cette e´quation. Soit maintenant m un nombre naturel quelconque. Il est
clair qu’il ne pourra eˆtre la hauteur que d’un nombre fini d’e´quations avec coefficients
dans Z. Pour le comprendre fort rapidement, il suffit d’observer qu’aucune e´quation
de la sorte, de degre´ plus grand ou e´gal a` m, ne pourra avoir une hauteur e´gale a`
m, et que parmi les e´quations alge´briques avec coefficients dans Z, aucune, dont un
coefficient hi est tel que |hi| > m, ne pourra avoir, non plus, une hauteur e´gale a`
m. Le (n + 1)-uple de nombres entiers qui de´termine une e´quation de hauteur m ne
pourra donc eˆtre constitue´ par plus de m − 1 termes, et ne pourra eˆtre construite
qu’en combinant entre eux, avec le signes + et −, les nombres naturels plus petits
que m. Et il est clair que pour tout nombre naturel m, il n’y aura qu’un nombre fini
de (n+ 1)-uples de cette sorte.
Pour continuer, il faut, a` ce stade, se re´clamer d’un des the´ore`mes les plus impor-
tants des mathe´matiques : le the´ore`me fondamental de l’alge`bre. Il sera impossible de
de´montrer ici un tel the´ore`me qui, e´nonce´, sous forme d’une conjecture, par Descartes
en 1637, dans le troisie`me livre de la Ge´ome´trie, ne fut de´montre´, sous une forme
qu’aujourd’hui on conside`re correcte, que par Gauss, en 1816. On pourra pourtant
l’e´noncer sans difficulte´ : une e´quation alge´brique quelconque de degre´ n, avec coeffi-
cients re´els ou complexes, a exactement n racines re´elles ou complexes. Ce qui nous
inte´resse ici n’est en ve´rite´ qu’un corollaire de ce the´ore`me vraiment fondamental :
une e´quation alge´brique de degre´ n, avec coefficients dans Z, n’a pas plus de n ra-
cines re´elles ou complexes. Le nombre des racines re´elles ou complexes de toutes les
e´quations alge´briques avec coefficients dans Z de hauteur m sera ainsi, pour tout m,
un nombre fini. On pourra donc compter ces racines et, de cette manie`re, associer a`
chacune de ces racines un nombre naturel. Or, il est facile de voir qu’aucune e´quation
alge´brique a` coefficients dans Z ne pourra avoir une hauteur plus petite que 2. On
commencera alors par prendre m = 2 et on comptera toutes les racines des e´quations
alge´briques a` coefficients dans Z dont la hauteur est 2 ; lorsqu’on aura fini, on prendra
m = 3 et on comptera toutes les racines des e´quations alge´briques a` coefficients dans
Z dont la hauteur est 3 ; lorsqu’on aura fini, on passera a` m = 4 ; et ainsi de suite. Il
est clair que de cette manie`re on pourra compter tous les nombres alge´briques. Cela
de´montre le the´ore`me de Cantor.
Il reste seulement a` dire, pour conclure, que Cantor pre´senta la preuve qu’on a
donne´e ci-dessus pour le the´ore`me 4.4.1, quelques anne´es plus tard, en 1895, dans un
me´moire intitule´ «Beitra¨ge zur Begrundung der transfiniten Mengenlehre» («Contribution
au fondement de la the´orie des ensembles transfinis» ). On observe d’ailleurs que la
preuve de 1895 n’est qu’une ge´niale simplification de la preuve de 1874. En effet, tout
nombre rationnel positif pq est, comme on l’a dit, racine d’une e´quation alge´brique
avec coefficient dans Z, qx−p = 0, de premier degre´ et de hauteur p+q+1. Compter
les nombres rationnels positifs e´quivaut ainsi a` compter les racines des e´quations de
la forme qx− p = 0, ou` p et q sont des nombres naturels et q 6= 0. La preuve de 1895
ne fait qu’exposer une proce´dure fort simple pour re´aliser ce comptage.
159
Lectures possibles : F. Klein, «Existence des nombres transcendants. De´monstration
de Cantor», in F. Klein, Lec¸ons sur certaines questions de Ge´ome´trie e´le´mentaire,
Diderot e´diteur, Paris, 1997, pp. 61-66.
Remarque 4.6. Comme l’application f : Q+ → N qu’on a ainsi de´finie est bijective,
on pourra l’inverser, c’est-a`-dire qu’on pourra conside´rer l’application qui associe a` chaque
e´le´ment n de N, l’e´le´ment q de Q+ tel que n = f(q). Si, en suivant une convention habituelle
on note l’application inverse d’une application ϕ donne´e par le symbole «ϕ−1 », on aura alors
une application, e´videmment bijective, f−1 : N→Q+ telle que q = f−1(n) si et seulement
si n = f(q). L’application f−1 : N→Q+ ainsi de´finie par inversion exhibera alors un nouvel
ordre sur Q+, qu’on pourra repre´senter ainsi :
q0 =
0
1
→ q1 = 0
2
→ q2 = 1
1
→ q3 = 2
1
→ q4 = 1
2
→ . . .
ou` on aura e´crit, par simplicite´, « qi » en lieu de « f
−1(i)» (i = 0, 1, 2, ...). Bien que cet
ordre ait e´te´ construit en s’appuyant sur l’ordre de´fini sur N, il n’est, en tant que tel, qu’un
ordre sur les e´le´ments de Q+. On pourra donc l’associer a` une relation d’ordre stricte sur
Q+, qu’on notera «≺», et qu’on de´finira ainsi : si p et q appartiennent a` Q+, alors p ≺
q si et seulement si f(p) < f(q), la relation < e´tant l’habituelle relation d’ordre de´finie
sur N. De cette manie`re, on aura ainsi construit implicitement une structure < Q+,≺>
essentiellement diffe´rente de Q+.
Or, au lieu de raisonner comme on vient de le faire sur l’ensemble Q+, on peut raisonner
de la meˆme manie`re sur une structure un peu plus e´labore´e. On peut imaginer de conside´rer
Q+ comme l’ensemble des classes d’e´quivalence des couples < p, q > des e´le´ments de N, tels
que q 6= 0, sous la relation d’e´galite´ de´finie sur ces couples. Comme la de´finition de cette
relation fait intervenir la multiplication de´finie sur les e´le´ments de N, il faudra, pour parvenir
a` la de´termination des e´le´ments de cet ensemble, se re´fe´rer a` quelque chose de plus qu’a` la
relation < de´finie sur N, qui nous avait permis de construire la matrice sur laquelle porte la
preuve du the´ore`me 4.1. La manie`re la plus simple pour parvenir a` travailler sur l’ensemble
des e´le´ments de Q+ conc¸u de cette manie`re, inde´pendamment de toute fonction, relation ou
ope´ration de´finie sur ces e´le´ments, pris justement en tant qu’e´le´ments de Q+, est la suivante.
On part de Q+, de´fini comme ci-dessus comme l’ensemble, aussi note´ «N× N 6=0 », de tous
les couples < p, q > d’e´le´ments de N, tels que q 6= 0 et on de´finit sur Q+ la relation =
comme il suit : si < n,m > et < s, t > appartiennent a` Q+, < n,m >=< s, t > si et
seulement si nt = ms. On obtient ainsi une nouvelle structure < Q+,=>, qu’on pourra
noter «Q+= » sur laquelle on va justement travailler. Les e´le´ments de cette structure seront
e´videmment les e´le´ments de Q+, et on pourra donc les ranger comme on l’a fait dans la
preuve du the´ore`me 4.1. Mais, comme on dispose maintenant de la relation = de´finie sur
ces e´le´ments, on pourra maintenant ne pas conside´rer, dans notre comptage, les e´le´ments
de Q+= e´gaux a` des e´le´ments de Q
+
= qu’on a de´ja` compte´s. On aura ainsi directement une
preuve de la de´nombrabilite´ de Q+ pense´ comme classe d’e´quivalence des couples < p, q >
des e´le´ments de N, tels que q 6= 0, sous la relation d’e´galite´. Cette proce´dure nous fournira,
comme tout a` l’heure, deux bijections mutuellement inverses f : Q+= → N et f−1 : N→ Q+=,
qui induiront un ordre strict sur Q+= repre´sente´ comme il suit :
q0 =
0
1 → q1 = 11 → q2 = 21 → q3 = 12 →→ q4 = 13 → q5 = 31 → q6 = 41 → . . .
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(ou` on aura naturellement encore e´crit, par simplicite´, « qi » en lieu de « f
−1(n)» (i =
0, 1, 2, ...) ), ou bien
0→ 1→ 2→ 1
2
→ 1
3
→ 3→ 4→ 3
2
→ 2
3
→ 1
4
→ 1
5
→ . . .
Encore une fois, bien que cet ordre ait e´te´ construit en s’appuyant sur les relations = et <
et sur la multiplication de´finies sur N, il n’est, en tant que tel, qu’un ordre sur les e´le´ments
de Q+=. On pourra donc, a` nouveau, l’associer a` une relation d’ordre strict sur Q
+
=, qu’on
pourra encore noter «≺» et qu’on de´finira ainsi : si p et q appartiennent a` Q+=, alors p ≺
q si et seulement si f(p) < f(q). On aura alors construit une nouvelle structure < Q∗=,≺>
qui est aussi essentiellement diffe´rente de Q+, ou` on aura :
0 ≺ 1 ≺ 2 ≺ 1
2
≺ 1
3
≺ 3 ≺ 4 ≺ 3
2
≺ 2
3
≺ 1
4
≺ 1
5
≺ . . .
Tout cela peut eˆtre re´sume´ ainsi : pour montrer que Q+ est de´nombrable, on a ordonne´
ses e´le´ments selon une relation d’ordre strict diffe´rente de <, en construisant soit la structure
< Q+,≺>, soit la structure < Q+=,≺>, selon la conception de Q+ de laquelle on est parti.
Or, si on re´fle´chit a` cette de´monstration, on se rend aise´ment compte qu’elle ne revient, en
dernie`re instance, qu’a` montrer que l’ordre de Q+ ou Q+=, induit par les relations d’ordre
strict ≺ de´finies sur ces structures est tel que chaque e´le´ment de Q+ ou Q+= posse`de, rela-
tivement a` ces relations, un et un seul successeur, c’est-a`-dire que pour tout e´le´ment x de
Q+ ou de Q+=, il y a un et un seul autre e´le´ment y respectivement de Q
+ ou de Q+=, tel que
x ≺ y et que, quel que soit z, diffe´rent de x et y et appartenant respectivement a` Q+ ou a`
Q+=, soit z ≺ x ≺ y, soit x ≺ y ≺ z, mais non x ≺ z ≺ y. On pourra dire alors que l’e´le´ment
y de Q+ ou de Q+= qui satisfait a` cette condition relativement a` un e´le´ment x donne´ de Q
+
ou de Q+= est le ≺-successeur de x en Q+ ou en Q+=. Il est de surcroˆıt clair que l’e´le´ment
0 autant de Q+ que de Q+= est tel qu’il n’y a aucun autre e´le´ment x respectivement de Q
+
ou de Q+=, tel que x ≺ 0, c’est-a`-dire que 0 n’est le ≺ -successeur d’aucun e´le´ment de Q+
ou de Q+=. Il est donc facile de montrer que si on de´finit sur Q
+ ou sur Q+= une application
Φ : Q+ → Q+ ou Φ : Q+= → Q+=, telle que si x et y sont des e´le´ments de Q+ ou de Q+=, alors
y = Φ(x) si et seulement si y est le ≺-successeur de x respectivement en Q+ ou en Q+=, alors
les couples < Q+,Φ > et < Q+=,Φ > sont des progressions et ne diffe`rent donc pas, quant a`
leur forme logique, de N, ainsi qu’il est caracte´rise´ par les axiomes de Peano.
Il est clair que cela n’est gue`re la meˆme chose que de dire que Q+ est une progression.
La proprie´te´ d’eˆtre une progression s’assigne en fait a` un ensemble relativement a` une
application de´finie sur les e´le´ments de cet ensemble, c’est-a`-dire, comme on vient de le dire
implicitement, qu’elle est une proprie´te´ propre a` une structure forme´e par un ensemble et une
application de´finie sur cet ensemble. Si ci-dessus on a souvent dit que N est une progression,
c’est parce que la de´finition de N due aux axiomes de Peano caracte´rise directement cet
ensemble comme une structure de cette sorte, en faisant intervenir d’emble´e la relation (−)′
qui induit une application sur cet ensemble.
Le fait que Q+ soit de´nombrable montre que, quant a` la dimension, la nature de cet
ensemble est similaire a` celle de l’ensemble N. La remarque pre´ce´dente devrait avoir montre´
en quoi consiste pre´cise´ment cette similarite´. Mais qu’il y ait similarite´ ne doit cependant pas
cacher qu’il y a aussi diffe´rence. Cette diffe´rence apparaˆıt de`s qu’on remarque, tout simplement,
que l’ordre strict sur Q+ ou sur Q+=, exhibe´ lors de la preuve du the´ore`me 4.1, n’est pas celui
e´tabli par la relation < de´finie sur Q+comme extension de la relation < de´finie sur N, et on
se demande quelle est la structure logique de Q+ conc¸u comme une extension de N, et donc
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pris sans faire abstraction de la relation < de´finie sur lui, en tant qu’extension de la relation <
de´finie sur les nombres naturels.
Pour parvenir a` re´pondre de manie`re pre´cise a` cette question, on commence par introduire
la de´finition suivante :
De´finition 4.1. On dit qu’un ensemble E, totalement ordonne´ relativement a` une relation
d’ordre strict R, est dense par rapport a` cette relation ou qu’un ensemble totalement ordonne´
< E,R >, R e´tant une relation d’ordre strict, est dense, si et seulement si, pour tout couple
d’e´le´ments distincts de E, x et y, tels que xRy, il existe un e´le´ment z de E tel que :
z 6= x, z 6= y, xRz et zRy
Remarque 4.7. Dans le chapitre 2, on n’a parle´ que d’ensembles (partiellement ou
totalement) ordonne´s relativement a` une relation d’ordre et non pas relativement a` une
relation d’ordre strict. Il est pourtant clair que les de´finitions donne´es a` cette occasion
peuvent eˆtre modifie´es si on veut se re´fe´rer a` une relation d’ordre strict. On dira par exemple
qu’un ensemble E est totalement ordonne´ relativement a` la relation d’ordre strict R (ou
que < E,R > est un ensemble totalement ordonne´) si et seulement si R est une relation
d’ordre strict sur E et pour tout couple d’e´le´ments x et y de E, soit x = y, soit xRy, soit
yRx.
La de´finition 4.1 e´tant donne´e, il est facile de voir que N n’est pas dense (par rapport a` <),
car quel que soit le nombre naturel n, il n’y a aucun interme´diaire selon < entre n et n′ = n+1.
Mais, il est e´galement facile de de´montrer que Q+ est en revanche dense (par rapport a` <).
C’est l’objet du the´ore`me suivant :
The´ore`me 4.2. L’ensemble (totalement ordonne´) Q+ est dense (par rapport a` la relation
<).
Preuve Conside´rons deux nombres rationnels positifs quelconques pq et
n
m , tels que
p
q <
n
m .
Selon la de´finition 3.1, on aura aussi : pm < qn. Il suffira alors de poser h = n + p et
k = m + q pour avoir : pq <
h
k <
n
m . En effet de pm < qn et du the´ore`me 3.4(i), il s’ensuit
que pm + qp < qn + qp et pm + nm < qn + nm et donc, en accord au the´ore`me 3.2(i),
p (m+ q) < q (n+ p) et m (p+ n) < n (q +m). De la de´finition 3.1 il suivra alors pq <
n+p
m+q et
p+n
q+m <
n
m , c’est-a`-dire :
p
q <
h
k <
n
m . 
Remarque 4.8. Ce the´ore`me ayant e´te´ de´montre´, on pourrait se demander s’il est
possible de de´finir sur l’ensemble N des e´le´ments de N, une relation d’ordre strict≺, diffe´rente
de <, telle que < N,≺> soit dense. Comme on peut s’y attendre, la re´ponse est positive et
il est meˆme assez facile de de´finir une relation de la sorte. Il suffit de conside´rer l’application
bijective f−1 : N → Q+= , en observant que les e´le´ments de N sont exactement les e´le´ments
de N, de sorte que rien n’empeˆche, une fois que cette application a e´te´ construite, de la
penser comme une application bijective f−1 : N→ Q+=, et de de´finir la relation ≺ ainsi : si
n et m appartiennent a` N, alors n ≺ m, si et seulement si f−1(n) < f−1(m). Que < N,≺>
soit dense, lorsque ≺ est de´finie ainsi, c’est un simple corollaire du the´ore`me 4.2. La preuve
de ce corollaire est tout a` fait banale et peut eˆtre laisse´e au lecteur comme exercice.
La morale qu’on peut tirer apre`s cette dernie`re de´monstration est la suivante : d’un point
de vue formel, N et Q+ ne diffe`rent que par l’ordre qui est assigne´ a` leurs e´le´ments. Qui
pense ainsi que les nombres naturels sont des objets essentiellement distincts des nombres
rationnels positifs, ou bien se trompe, ou bien se re´fe`re non pas aux e´le´ments de N et Q+,
mais a` des e´le´ments d’autres ensembles de´finis diffe´remment et de manie`re non formelle, dont
les ensembles N et Q+ expriment les proprie´te´s relationnelles essentielles. Certains nient que
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des ensembles de ce type soient de´finissables, d’autres pensent que, s’ils le sont, ce ne sont
pas des objets mathe´matiques. Personnellement je ne pense pas ainsi. Il me semble que le
chapitre 1 et la premie`re partie du pre´sent chapitre fournissent des soutiens a` mon point de
vue. Cependant, on ne comprendra pas les mathe´matiques modernes si on ne comprend pas
qu’une manie`re fort e´le´gante, compacte et logiquement satisfaisante de de´finir les nombres
rationnels — la manie`re qui est implicitement accepte´e par la plupart des mathe´maticiens —
conduit ine´vitablement a` cette conclusion.
Arrive´ a` ce point, on peut ensuite se demander si, en de´pit de ce qu’on a dit ci-dessus,
la proprie´te´ de de´nombrabilite´ de Q+ ne de´pend pas, elle-aussi, de l’ordre qu’on assigne aux
e´le´ments de cet ensemble. En effet, peut-on argumenter, si on compare le the´ore`me 4.1 avec
sa preuve, ce the´ore`me nous dit que Q+ est de´nombrable lorsque ses e´le´ments sont ordonne´s
selon la relation ≺. Et il est aussi clair que si on essaye de compter les e´le´ments de Q+
en suivant l’ordre induit par la relation <, on va a` coup suˆr e´chouer. Meˆme si, a` premie`re
vue, ce raisonnement semble plausible, il de´pend d’une incompre´hension profonde qu’il faut
de´noncer. La notion de de´nombrabilite´ d’un ensemble se re´fe`re non pas a` la de´finition actuelle
d’un ordre sur cet ensemble qui permet le comptage, mais a` la possibilite´ de de´finir un tel
ordre. Cela est tout a` fait raisonnable. Pour le comprendre, on observe d’abord que bien que
le fait qu’un ensemble soit fini soit connecte´ avec la possibilite´ d’en compter les e´le´ments
en les e´puisant apre`s un certain temps, et que ce comptage est seulement possible si l’on
de´finit, d’une manie`re ou d’une autre, un ordre sur ces e´le´ments, le fait qu’un ensemble est
fini ne de´pend pas de l’ordre choisi : si un ensemble est fini, on peut certainement de´finir un
ordre, quel qu’il soit, qui permet d’en compter les e´le´ments, en les e´puisant apre`s un certain
temps. Or, quand on dit d’un ensemble qu’il est de´nombrable on veut dire de cet ensemble
quelque chose de meˆme nature que ce que on dit quand l’on dit qu’il est fini : on veut se
re´fe´rer a` une proprie´te´ de cet ensemble qui fait qu’il est possible de de´finir un ordre d’un
certain type sur ses e´le´ments. Cela ne signifie pas pourtant que tous les ordres qu’on peut
de´finir sur ses e´le´ments sont ne´cessairement de ce type.
On a donc au moins trois types d’ensembles : les ensembles finis, les ensembles de´nombrables
et les ensembles non de´nombrables. Les ensembles des deux derniers types sont e´videmment
infinis, ceux des deux premiers types sont dits par contre « comptables ». Ici, on n’a pas
encore exhibe´ des ensembles infinis non de´nombrables. On en exhibera un dans le pro-
chain chapitre 6 . Il faut aussi ajouter que si tous les ensembles de´nombrables peuvent
eˆtre mis en bijection les uns avec les autres, car ils peuvent tous eˆtre mis en bijection avec
l’ensemble N, cela n’est pas le cas de tous les ensembles infinis non de´nombrables. Ceci
de´termine une hie´rarchie d’ensembles infinis qu’on peut caracte´riser ainsi : d’abord les en-
sembles de´nombrables, puis les ensembles infinis non de´nombrables qui peuvent eˆtre mis en
bijection avec l’ensemble de tous les sous-ensembles de N (ou d’un ensemble de´nombrable
quelconque), puis encore les ensembles qui peuvent eˆtre mis en bijection avec l’ensemble
de tous les sous-ensembles d’un ensemble infini de´nombrable du premier type, ensuite les
ensembles qui peuvent eˆtre mis en bijection avec l’ensemble de tous les sous-ensembles d’un
ensemble infini de´nombrable du deuxie`me type, et ainsi de suite. Si on ne se re´clame que
des axiomes habituels de la the´orie des ensembles (les axiomes dits habituellement «de
Zermelo-Fraenkel », [cf. la note historique 1.6]), on n’a pas moyen de s’assurer qu’il n’y a
pas d’ensembles infinis, autres que ceux-ci. L’hypothe`se qui nie cette possibilite´ est dite
«hypothe`se ge´ne´ralise´e du continu» : on sait aujourd’hui (et ce re´sultat a e´te´ le fruit de
beaucoup d’efforts) que cette hypothe`se est inde´pendante des axiomes de Zermelo-Fraenkel,
c’est-a`-dire que, a` partir de ces axiomes, on ne peut de´montrer ni cette hypothe`se, ni sa
ne´gation. Si on suppose l’hypothe`se ge´ne´ralise´e du continu (c’est-a`-dire qu’on ajoute cette
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hypothe`se aux axiomes de Zermelo-Fraenkel), alors on peut dire que la proprie´te´ d’un en-
semble infini qui consiste dans le fait qu’il appartient a` l’une ou a` l’autre de ces cate´gories
est la cardinalite´ de cet ensemble (si on ne suppose pas l’hypothe`se ge´ne´ralise´e du continu,
alors on ne peut pas caracte´riser ainsi la cardinalite´ d’un ensemble ; comme mon but n’est
ici que de donner une ide´e informelle de la notion de cardinalite´, je me limiterai pourtant
a` cette caracte´risation). En employant cette terminologie, on dira alors que l’ensemble Q+
des nombres rationnels positifs a la cardinalite´ du de´nombrable, c’est-a`-dire la cardinalite´
de N.
5. Nombres rationnels
Il s’agit maintenant de parcourir la dernie`re e´tape : le passage de l’ensembleQ+ des nombres
rationnels positifs a` l’ensemble, note´ «Q», des nombres rationnels tout court. Pour ce faire,
il suffit de reprendre la me´thode qui nous a amene´s de N a` Q+, par rapport a` l’ope´ration de
soustraction, plutoˆt qu’a` celle de division. Pour simplifier, on montrera d’abord comment, en
employant cette me´thode, on peut construire l’ensemble, note´ «Z» des nombres relatifs (ou
entiers, autant positifs que ne´gatifs) a` partir de N.
Comme le proble`me est celui de construire une extension de N qui soit ferme´e par rapport a`
la soustraction, l’ope´ration inverse de l’addition, et que l’on sait que si p et q sont deux nombres
naturels, alors il y a un e´le´ment x de N, tel que p+ x = q si et seulement si p ≤ q, on pourrait
penser d’abord a` ajouter a` N un nouvel e´le´ment pour tout couple ordonne´ de nombres naturels
p et q tels que p ≤ q (et ensuite prendre l’ensemble des classes d’e´quivalence des e´le´ments de
l’ensemble ainsi construit sous une relation d’e´galite´ qu’il sera facile de de´finir). Il est pourtant
facile de comprendre qu’on peut arriver au re´sultat voulu de manie`re bien plus rapide. Il suffit
d’ajouter a` N un nouvel e´le´ment pour tout e´le´ment p de N diffe´rent de 0. A` chaque e´le´ment p de
N, diffe´rent de 0, on associe un nouvel e´le´ment qu’on notera « [−p]». On pourra alors stipuler
que
(39) p+ [−p] = 0
et de´finir ensuite la soustraction sur l’ensemble ainsi obtenu comme l’inverse de l’addition, ce
qui donne, x, y et z e´tant trois e´le´ments quelconques de l’ensemble ainsi obtenu :
(40) x− y = z si et seulement si z + y = x
Si p et q sont deux nombres naturels quelconques tels que p < q, il suffira alors de stipuler que
(41) [−(q − p)] + q = p
pour obtenir
(42) p− q = −(q − p)
ou` q − p est e´videmment un nombre naturel, et donc [−(q − p)] est un des e´le´ments nouveaux
qu’on a ajoute´ a` N. Cet ensemble, qu’on appellera justement «Z» sera alors ferme´ par rapport
a` la soustraction de´finie sur les nombres naturels. Il s’agira alors de montrer qu’il est aussi ferme´
par rapport a` la soustraction de´finie, conforme´ment a` (40 ), sur tous les e´le´ments de lui-meˆme.
Pour ceci il faudra de´finir pre´alablement l’addition sur Z, de manie`re qu’elle soit compatible
avec l’addition de´finie sur N.
On observe d’abord que, d’apre`s (41), on aura, pour tout nombre naturel n (diffe´rent de
0),
(43) [−n] + q = p si et seulement si n = q − p
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c’est-a`-dire, selon (40),
(44) [−n] + q = p si et seulement si n+ p = q
Il suffira alors de poser, pour tout couple de nombres naturels p et q (diffe´rents de 0)
[−n] + q = q + [−n]
et
(45) [−p] + [−q] = [−(p+ q)]
(ce qui entraˆıne la commutativite´ de l’addition entre tous les e´le´ments de Z), pour disposer
d’une addition sur Z et ve´rifier donc que Z est bien ferme´ par rapport a` la soustraction de´finie
par la (40).
Une fois que l’ensemble Z a e´te´ ainsi construit, on peut e´tendre a` cet ensemble la multipli-
cation sur les naturels. Pour ce faire, il suffit de poser, pour tout nombre naturel p (diffe´rent
de 0) :
(46) [−p] = [−1] · p = p · [−1]
et
(47) [−1] · [−1] = 1
et de pre´supposer l’associativite´ de la multiplication. En fait, de (46) et de l’associativite´ sup-
pose´e de la multiplication sur les nombres relatifs, il suit
(48) [−p] · q = ([−1] · p) · q = [−1] · (pq) = [−pq]
et
q · [−p] = q · ([−1] · p) = (q · [−1]) · p = [−q] · p = [−qp]
et donc, comme pq = qp,
[−p] · q = q · [−p]
Et, de meˆme :
(49)
[−p] · [−q] = ([−1] · p) · ([−1] · q) = [−1] · [−1] · pq
= 1 · pq = pq = qp
= 1 · qp = [−1] · [−1] · qp =
= ([−1] · q) · ([−1] · p) = [−q] · [−p]
De la` il sera ensuite facile de ve´rifier que Z est ferme´ par rapport a` la multiplication ainsi
de´finie.
Quant a` la relation d’ordre, il suffira de poser, pour tout couple de nombres naturels p et
q, diffe´rents de 0 :
(50) [−p] < 0
(ce qui donne, pour tout couple de nombres naturels p et m, [−p] < m) et
[−p] < [−q] si et seulement si q < p
d’ou` il ne sera gue`re difficile de prouver que Z est totalement ordonne´ par rapport a` la relation
≤, de´finie a` partir de la relation < ainsi de´finie.
Enfin, on n’aura pas de difficulte´ a` simplifier la notation en e´liminant les crochets, ce qui
permettra de comprendre sur le champ que, sur Z, l’addition et la soustraction peuvent eˆtre
prises comme la meˆme ope´ration, dite ge´ne´ralement « addition alge´brique».
Bien que Z soit ferme´ par rapport a` l’addition alge´brique (ou si on veut par rapport a`
l’addition et a` la soustraction, de´finie comme l’ope´ration inverse de l’addition), il est facile
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de ve´rifier qu’il est ouvert par rapport a` la division, de´finie comme l’ope´ration inverse de la
multiplication. Pourtant, le lecteur aura de´sormais compris comment construire une extension
minimale de Z qui soit ferme´e par rapport a` la division. Il n’aura pas plus de peine a` imaginer
que cette extension correspond (a` des e´quivalences pre`s, qu’il sera facile de de´terminer) a` la plus
petite extension de Q+ qui soit ferme´e par rapport a` la soustraction. On notera cet ensemble
par «Q» et on l’appellera « ensemble des nombres rationnels ». Le lecteur pourra s’exercer
en le construisant, soit comme extension de Z, soit comme extension de Q+. Ici on notera
simplement que la stipulation (46 ), qu’on pourra e´crire en faisant abstraction des crochets, ce
qui donne −p = −1 ·p, rend manifeste la possibilite´ d’e´tendre les re`gles ope´rationnelles e´tablies
sur Q+ a` l’ensemble Q, et indique comment construire une relation d’ordre strict telle que Q
soit totalement ordonne´ relativement a` la relation d’ordre associe´e.
Quant a` la de´nombrabilite´ de Q, la question se re´sout de fac¸on banale. En fait, le lecteur
aura compris que Q est issu de Q+ par l’ajout a` ce dernier d’un e´le´ment nouveau pour tout
e´le´ment de Q+ diffe´rent de 0. Ainsi tout e´le´ment pq de Q
+, diffe´rent de 0 sera associe´ a` un
et un seul e´le´ment de Q− Q+ (c’est-a`-dire de l’ensemble obtenu en soustrayant de Q tous les
e´le´ments de Q+) par la bijection pq → −pq = −pq = −1 · pq . Il suffira alors de compter les e´le´ments
de Q, en suivant l’ordre adopte´ dans la preuve du the´ore`me (4.1) pour les e´le´ments de Q+, en
passant a` −pq toutes les fois qu’on rencontre un e´le´ment pq de Q+ diffe´rent de 0, avant de passer
au successeur de pq selon cet ordre.
Remarque 4.9. On aura alors prouve´ que Q est e´galement de´nombrable, et qu’on peut
de´finir sur l’ensemble Q de ces e´le´ments, pris se´pare´ment, une application bijective Φ, telle
que < Q,Φ > est une progression. Tout ce qu’on a dit pour Q+ peut donc eˆtre re´pe´te´ pour
Q.
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CHAPITRE 5
Quelques structures alge´briques e´le´mentaires : groupes,
anneaux et corps
Dans le chapitre 4, on a montre´ comment passer de N a` Q+ et a` Z, en cherchant une
extension de l’ensemble donne´, ferme´e par rapport aux ope´rations respectivement inverses de
la multiplication et de l’addition. De cette manie`re, on a construit des structures, c’est-a`-dire
des ensembles sur lesquels sont de´finies certaines ope´rations, fonctions et/ou relations, qui
satisfont a` certaines conditions. L’e´tude de quelques structures, inde´pendamment de la nature
spe´cifique des e´le´ments des ensembles concerne´s et des ope´rations, fonctions et/ou relations
de´finies sur eux, est une des taˆches majeures de l’alge`bre moderne. Dans le pre´sent chapitre, on
de´finira quelques-unes de ces structures (dites justement et en ge´ne´ral « alge´briques» ) et on
montrera comment les ensembles Z, Q+ et Q satisfont, lorsqu’ils sont conside´re´s relativement
au comportement de leurs e´le´ments vis-a`-vis de certaines des ope´rations ou relations de´finies
sur eux, aux conditions qui interviennent dans les de´finitions de ces structures. On essaiera de
comprendre ainsi, plus ge´ne´ralement, la nature logique autant des proce´dures par lesquelles on
a construit les ensembles des nombres relatifs et des nombres rationnels, que de ces ensembles
meˆmes.
Remarque 5.1. Bien qu’on conside`rera par la suite les ensembles N, Z, Q+ et Q relati-
vement au comportement de leurs e´le´ments vis-a`-vis de certaines des ope´rations ou relations
de´finies sur eux, ces ensembles participeront des structures conside´re´es, pour ainsi dire, dans
toute leur inte´grite´ de´finitionnelle, avec la totalite´ des ope´rations, relations et/ou fonctions
de´finies sur eux. C’est donc bien de ces ensembles, et non des ensembles N, Z, Q∗ et Q de
leurs e´le´ments, qu’il s’agira dans la suite.
1. Groupes
La plus simple des structures alge´briques qu’on de´finira ici est ge´ne´ralement dite «magma » :
De´finition 1.1. On appelle «magma » un couple < E, ∗ > compose´ par un ensemble E
quelconque et une ope´ration ∗ de´finie sur les e´le´ments de E, telle que E est ferme´ par rapport a`
∗ ; une ope´ration de ce type est alors ge´ne´ralement dite « loi de composition interne sur E » (car
elle associe a` chaque couple d’e´le´ments de E un et un seul e´le´ment de E lui-meˆme, ou, dit d’une
autre manie`re, elle correspond a` une application de E2 vers E, qu’on pourrait noter « ∗ : E2 →
E » ) ; un magma est donc un couple < E, ∗ > forme´ d’un ensemble quelconque E et d’une
loi de composition interne ∗ sur cet ensemble. Si l’ope´ration ∗ est associative — c’est-a`-dire
que x, y, z ∈ E ⇒ [(x ∗ y) ∗ z = x ∗ (y ∗ z)] —, alors le magma est dit lui-meˆme « associatif »,
tandis que si l’ope´ration ∗ est commutative — c’est-a`-dire que x, y ∈ E ⇒ [x ∗ y = y ∗ x] —,
alors le magma lui-meˆme est dit « commutatif ».
Il est facile de ve´rifier que < N,+ >, < N, · >, < Z,+ >, < Z, · >, < Q,+ > et < Q, · >
sont tous des magmas associatifs et commutatifs, tandis que ni < N,− >, ni < N, : > ne sont
167
des magmas, et < Q, : > est un magma ni associatif, ni commutatif. Le lecteur pourra s’exercer
a` conduire ces ve´rifications.
La condition qui de´finit un magma est apparemment tre`s faible : elle se re´sume a` demander
la fermeture de l’ensemble conside´re´ par rapport a` l’ope´ration choisie. Pourtant, il est facile
de trouver, dans la re´alite´ et dans les mathe´matiques, des structures qui ne satisfont pas a`
cette condition, qui rele`ve de´ja` d’une exigence profonde : les communaute´s religieuses et/ou
politiques, ne sont pas ferme´ par rapport a` l’ope´ration de procre´ation ; pre´tendre qu’ils le sont
est une option politique tre`s forte (et meˆme, a` mon sens, tre`s dommageable). En mathe´matiques,
la fermeture est une condition essentielle qui est souvent utilise´e pour construire des extensions
d’ensembles donne´s. Les exemples avance´s au cours du chapitre pre´ce´dent le montrent bien.
Pourtant dans ces exemples on a conside´re´ des ope´rations qui ont aussi une autre ca-
racte´ristique saillante ; comme on le dit ge´ne´ralement, elles sont «unitaires», c’est-a`-dire qu’on
peut trouver, dans l’ensemble sur lequel elles sont de´finies, un e´le´ment e, dit « e´le´ment neutre
de ces ope´rations », tel que si x est un e´le´ment quelconque de cet ensemble et ∗ est l’ope´ration
en question, alors x ∗ e = e ∗ x = x. Le lecteur attentif aura de plus remarque´ que, parmi les
proprie´te´s des ope´rations qu’on a conside´re´es, l’une a joue´ un roˆle particulie`rement important ;
il s’agit e´videmment de l’associativite´, qui permet de re´ite´rer l’ope´ration en question selon des
modalite´s tre`s simples. Si on ajoute a` la condition de fermeture, ces deux conditions, on passe
de la structure de magma a` la structure dite de «mono¨ıde». En voici la de´finition pre´cise :
De´finition 1.2. On appelle «mono¨ıde » un magma associatif et unitaire, c’est-a`-dire un
couple < E, ∗ > compose´ d’un ensemble E quelconque et une loi de composition interne asso-
ciative et unitaire ∗ de´finie sur les e´le´ments de E. En d’autres termes, un couple < E, ∗ > est
un mono¨ıde si et seulement si :
(i): pour tout x et y appartenant a` E, x ∗ y appartient a` E ; en symboles :
x, y ∈ E ⇒ x ∗ y ∈ E
(ii): pour tout x, y et z appartenant a` E, (x ∗ y) ∗ z = x ∗ (y ∗ z) ; en symboles :
x, y, z ∈ E ⇒ (x ∗ y) ∗ z = x ∗ (y ∗ z)
(iii): il y a dans E un e´le´ment e (dit « e´le´ment neutre de ∗ » ), tel que pour tout x
appartenant a` E, x ∗ e = e ∗ x = x ; en symboles :
∃y ∈ E [x ∈ E ⇒ (x ∗ y = y ∗ x = x)] ∧ y = e
ou
e ∈ E ∧ (x ∈ E ⇒ x ∗ e = e ∗ x = x)
Remarque 5.2. Qu’on remarque que, d’apre`s la de´finition de l’e´le´ment neutre, si e et
e˜ e´taient deux e´le´ments neutres de ∗ dans E, on aurait : autant e ∗ e˜ = e, car e est un
e´le´ment de E, que e ∗ e˜ = e˜, car e˜ est ausi un e´le´ment neutre de E, donc e = e˜ ; quelle
que soit l’ope´ration ∗, tous les e´le´ments neutres de ∗ dans E sont donc e´gaux, c’est-a`-dire
qu’ils appartiennent tous a` la meˆme classe d’e´quivalence sous la relation =. En ge´ne´ral, on
exprime cette conse´quence de la de´finition donne´e, en disant que, quelle que soit l’ope´ration
∗, il ne peut y avoir dans E qu’un seul e´le´ment neutre de ∗.
Le lecteur sera a` meˆme de ve´rifier, sans aucune difficulte´, que < N,+ >, < N, · >, < Z,+ >,
< Z, · >, < Q,+ > et < Q, · > sont tous des mono¨ıdes.
On aura remarque´ que parmi les conditions qui de´finissent un mono¨ıde, on ne fait pas
mention de la commutativite´ de l’ope´ration ∗. En effet celle-ci n’est pas une condition ne´cessaire.
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Si dans un mono¨ıde < E, ∗ >, l’ope´ration ∗ est aussi commutative, alors on dit que le mono¨ıde
est lui-meˆme commutatif.
A` ce stade, on peut comprendre, dans les termes ge´ne´raux de l’alge`bre, la nature de
la proce´dure qui nous a conduits, dans les chapitres pre´ce´dents, de N a` Z : on disposait
d’un mono¨ıde < E, ∗ > qui n’e´tait pas ferme´ par rapport a` l’ope´ration inverse de ∗ — que,
ge´ne´ralementisant la notation dite «multiplicative», on note souvent « ∗−1 » — et on a cherche´
une extension de l’ensemble E, apte a` produire le plus petit des ensembles contenant E et ferme´s
par rapport a` ∗−1 (cette ope´ration e´tant de´finie sur le nouvel ensemble de manie`re compatible
avec sa de´finition sur E). Pour ce faire, on est parti de E et, pour tout e´le´ment x de E, on a
ajoute´ a` E un nouvel e´le´ment y, de manie`re que x ∗ y = y ∗ x = e (e e´tant l’e´le´ment neutre
de ∗ dans E). Cela signifie qu’on a ajoute´ a` E un inverse relativement a` ∗ de chaque e´le´ment
du meˆme E, et on l’a fait en sorte que ce dernier e´le´ment de E puisse eˆtre traite´ a` son tour
comme l’inverse de son inverse. De cette manie`re, on a obtenu un ensemble ou` tout e´le´ment
(ancien et nouveau) posse`de un inverse relativement a` ∗ — ou, comme on le dit ge´ne´ralement,
est inversible relativement a` ∗. En proce´dant ainsi, on est passe´ d’un mono¨ıde a` une nouvelle
structure alge´brique qu’on appelle « groupe» : un mono¨ıde < E, ∗ > dans lequel tout e´le´ment
de E posse`de un inverse (relativement a` ∗). Voici alors la de´finition d’un groupe, que le lecteur
n’aura aucune difficulte´ a` imaginer :
De´finition 1.3. On appelle « groupe » un mono¨ıde < E, ∗ > ou` tout e´le´ment de E est
inversible relativement a` l’ope´ration ∗ , c’est-a`-dire un couple < E, ∗ > compose´ par un en-
semble E quelconque et une loi de composition interne associative et unitaire ∗, de´finie sur les
e´le´ments de E, par rapport a` laquelle tout e´le´ment de E est inversible. En d’autres termes, un
couple < E, ∗ > est un groupe si et seulement si :
(i): pour tout x et y appartenant a` E, x ∗ y appartient a` E ;
(ii): pour tout x, y et z appartenant a` E, (x ∗ y) ∗ z = x ∗ (y ∗ z) ;
(iii): il y a dans E un et un seul e´le´ment e (dit « e´le´ment neutre de ∗ » ), tel que pour
tout x appartenant a` E, x ∗ e = e ∗ x = x ;
(iv): pour tout x appartenant a` E, il y a dans E un (et un seul) e´le´ment yx,∗ (dit
« e´le´ment inverse de x relativement a` ∗ » ), tel que x ∗ yx,∗ = yx,∗ ∗ x = e ; en
symboles :
x ∈ E ⇒ (∃!y ∈ E, [x ∗ y = y ∗ x = e] ∧ y = yx,∗)
Remarque 5.3. Le lecteur est invite´ a` observer la diffe´rence entre la nature logique
de la clause (iii) et la nature logique de la clause (iv) dans la de´finition 1.3. La premie`re
de ces clauses stipule l’existence d’un objet x qui se comporte d’une certaine manie`re vis-
a`-vis de tous les objets y d’un ensemble donne´. Cet objet est donc fixe´ inde´pendamment
de la conside´ration de l’e´le´ment y avec lequel il ope`re a` chaque fois, c’est-a`-dire qu’il est
inde´pendant de lui et il est donc le meˆme, quel que soit y. Cela serait le cas meˆme si la clause
(iii) ne stipulait pas l’unicite´ de x. On peut en fait avoir plusieurs objets x qui se comportent
tous de la meˆme manie`re vis-a`-vis de chaque e´le´ment y de l’ensemble conside´re´. La clause
(iv) stipule par contre l’existence, pour chacun des objets x de l’ensemble conside´re´, d’un
objet y qui se comporte d’une certaine manie`re vis-a`-vis de cet objet. L’objet y qui satisfait
a` cette condition de´pend donc du choix de x et il n’est pas ne´cessairement le meˆme quel
que soit x. Dans le langage habituelle de la logique moderne, cette diffe´rence est exprime´e
en e´crivant respectivement
∃y [A(x)⇒ B(x, y)]
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ou, en utilisant le quantificateur «∀» qu’on a e´vite´ jusqu’ici,
∃y∀x [B(x, y)]
pour la premie`re condition, et
A(x)⇒ ∃y [B(x, y)]
ou
∀x∃y [B(x, y)]
pour la seconde. La diffe´rence entre ces deux sortes de conditions est essentielle et, si on
ne la remarque pas, on n’arrive pas a` faire de distinction entre de nombreuses situations
mathe´matiques, et pas exclusivement mathe´matiques, fort diffe´rentes. Apre`s tout, il y a une
grande diffe´rence entre une communaute´ d’individus, ou` il y a un individu qui peut juger
tous les autres, et une autre communaute´ d’individus ou` chaque individu peut-eˆtre juge´ par
un autre individu de la communaute´. Dans un sens, c’est la diffe´rence entre une dictature
et une de´mocratie. Ne pas voir cette diffe´rence, ou ne pas eˆtre en condition de l’exprimer,
signifie s’empeˆcher a` jamais de tenir un discours politique doue´ de sens.
Note Historique 5.1. Lorsqu’on analyse un cas concret, et qu’on s’interroge
sur l’existence, parmi les objets d’un certain domaine, d’un objet qui satisfait a` une
certaine condition relationnelle, il est ge´ne´ralement facile de distinguer entre l’exis-
tence d’un objet satisfaisant a` cette condition vis-a`-vis de tous les objets du domaine
— ce qu’on pourra appeler « existence inconditionne´e» —, et l’existence, pour tout
objet du domaine, d’un objet satisfaisant a` cette condition vis-a`-vis de cet objet —
ce qu’on pourra dire, en revanche, « existence conditionne´e ». Dans l’histoire de la
pense´e, on n’a aucune me´moire, a` ce que je sache, d’une confusion entre ces deux
circonstances fort diffe´rentes : dans la logique d’Aristote, pour tout e´nonce´ il y a un
e´nonce´ contradictoire, mais Aristote ne pensa jamais qu’il y a un e´nonce´ qui est le
contradictoire de tout e´nonce´ ; Descartes savait bien, pour ne prendre qu’un autre
exemple, que toute e´quation de premier degre´ a` coefficients re´els a une racine re´elle,
mais il ne fut jamais sur le point d’affirmer l’existence d’un nombre re´el qui soit racine
de toute e´quation de premier degre´ a` coefficients re´els. La capacite´ de distinguer entre
ces circonstances est une condition pre´alable a` tout exercice de la rationalite´.
Cette capacite´ de distinction, pour ainsi dire in concreto, ne s’accompagna pas,
pourtant, pendant tre`s longtemps, de la capacite´ de distinguer, ge´ne´ralement, entre
deux formes logiques distinctes, correspondant respectivement a` une existence in-
conditionne´e et a` une existence conditionne´e. L’acquisition d’un langage et d’un
outillage logique qui permet d’exprimer ge´ne´ralement cette diffe´rence et de la re-
connaˆıtre a` coup suˆr, en ne se re´clamant que de la forme logique de l’e´nonce´ qui
exprime une condition d’existence, fut une acquisition assez tardive, qui ne date que
de la deuxie`me moitie´ du XIXe`me sie`cle. Cette acquisition correspond, pour l’essentiel,
a` la naissance de la the´orie de la quantification et a` la codification de ce que nous re-
connaissons aujourd’hui comme une quantification enchaˆıne´e, ce qui n’est rien d’autre
que l’introduction d’un quantificateur, universel ou existentiel, dans le domaine d’ac-
tion d’un autre quantificateur. Dans le langage de la the´orie de la quantification, la
diffe´rence entre existence inconditionne´e et existence conditionne´e se re´duit, ainsi a`
une diffe´rence dans l’ordre d’enchaˆınement de deux quantificateurs, respectivement
universel et existentiel. En posant d’abord le quantificateur existentiel et apre`s le
quantificateur universel, comme dans un e´nonce´ de la forme «∃x∀y . . .» (de sorte
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que le quantificateur existentiel agit sur l’universel), on exprime une existence in-
conditionne´e ; en posant, en revanche, d’abord le quantificateur universel et apre`s le
quantificateur existentiel, comme dans un e´nonce´ de la forme «∀x∃y . . .» (de sorte
que le quantificateur universel agit sur l’existentiel), on exprime une existence condi-
tionne´e.
Les traite´s mathe´matiques du XVIIIe`me sie`cle contiennent, par exemple, beau-
coup de formulations ambigue¨s de conditions d’existence, et aussi de descriptions de
certaines circonstances mathe´matiques utilisant des formulations qui, selon les normes
logico-linguistiques modernes, renvoient a` une forme d’existence distincte de celle qui
de facto est en revanche propre a` la circonstance conside´re´e. On n’a pourtant pas de
souvenirs de cas particuliers dans lesquels cette ambigu¨ıte´ dans l’exposition conduisit
a` des erreurs mathe´matiques majeures. Souvent, on cite comme une erreur induite
par une confusion de cette nature, une ce´le`bre de´monstration, e´videmment errone´e,
d’une proposition fausse que Cauchy e´nonc¸a comme un the´ore`me dans son Cours
d’Analyse, en 1821 (sur Cauchy et le Cours d’Analyse, cf. la note historique 6.7).
L’explication de la nature mathe´matique de l’erreur de Cauchy — qui assigna a` toute
se´rie convergente de fonctions continues une proprie´te´ (la convergence a` une fonc-
tion, a` son tour, continue) qui n’est en revanche propre qu’a` une classe particulie`re
de se´ries convergentes de fonctions continues, dites «uniforme´ment convergentes» —
demanderait l’introduction de notions mathe´matiques qui, sans eˆtre d’une difficulte´
particulie`re, n’entrent pas dans le programme de mon expose´. Il suffira d’observer que,
s’il est certainement vrai que, en bonne logique moderne, la diffe´rence entre une se´rie
convergente et une se´rie uniforme´ment convergente correspond a` la diffe´rence entre
l’ordre d’enchaˆınement de deux quantificateurs dans les e´nonce´s exprimant respecti-
vement ces deux conditions, il est vrai aussi que l’erreur de Cauchy tient, plus qu’a`
une inversion de la quantification, a` la non disponibilite´ d’un langage et d’une concep-
tualisation mathe´matiques aptes a` re´duire la notion de convergence a` une condition
d’existence ; lorsque Seidel entrevit, le premier, cette possibilite´, en 1849, la distinc-
tion entre convergence et convergence uniforme, et l’erreur dans la preuve de Cauchy,
apparurent imme´diatement. Le lecteur comprendra mieux cette observation en com-
parant, lors de la lecture du paragraphe 2, l’e´nonciation informelle de la proprie´te´
de convergence d’une suite ou d’une se´rie (ou` il ne sera question que de l’approche
inde´finie d’une suite de nombres vers un nombre donne´) a` l’e´nonciation formelle de
cette proprie´te´ (qui fera justement intervenir une quantification enchaˆıne´e). Il devra
pourtant observer que, dans le paragraphe en question, et partout ailleurs dans le
pre´sent livre, il ne sera question que de suites et de se´ries de constates et non pas
de fonctions. La diffe´rence qui est responsable de la distinction entre convergence et
convergence uniforme (qui ne concerne que suites et se´ries de fonctions) ne peut donc
pas eˆtre observe´e a` partir des de´finitions e´nonce´es dans un tel paragraphe.
Lectures possibles : W. and M. Kneale The Development of Logic, Clarendon
Press, Oxford, 1962 ; E. Giusti, «Gli errori di Cauchy e i fondamenti dell’analisi»,
Bollettino di storia delle scienze matematiche, 4, 1984, pp. 24-54.
Encore une fois, la condition de commutativite´ n’est pas demande´e. Si < E, ∗ > est un
groupe et ∗ une ope´ration commutative sur E, alors on dit que le groupe est lui-meˆme commu-
tatif, ou abe´lien, en l’honneur du mathe´maticien sue´dois Niels H. Abel qui e´tudia, le premier,
des sortes de groupes commutatifs, dans la premie`re moitie´ du XIXe sie`cle.
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Note Historique 5.2. Imaginons que les symboles «Ai » (i = 0, 1, 2, . . . , n−1)
de´signent les e´le´ments d’un ensemble K ferme´ par rapport a` l’addition, la multipli-
cation, la soustraction et la division de´finies sur cet ensemble, exception faite pour la
division par l’e´le´ment neutre de l’addition. Dans le paragraphe 3 on verra que ceci est
toujours le cas si K est un corps. Sans entrer dans d’autres de´tails, on supposera ici
que K est un corps, en observant que, pour le fait d’eˆtre un corps, K est un ensemble
qui a la proprie´te´ de quadruple fermeture qu’on vient d’indiquer. Imaginons encore
qu’on pose la condition
xn +An−1x
n−1 + . . .+A1x+A0 = 0
ou` n est un nombre naturel diffe´rent de ze´ro, et qu’on demande s’il y a un e´le´ment x
de K qui satisfait a` cette condition, et, si la re´ponse est positive, qu’on demande de
de´terminer cet e´le´ment, ou, s’il y en a plusieurs, ces e´le´ments, et, si elle est ne´gative,
qu’on demande comment on doit e´tendreK pour obtenir un ensemble qui contient un
ou plusieurs e´le´ments qui satisfont a` cette condition. On dira qu’il s’agit de re´soudre
une e´quation alge´brique dans K. La re´ponse qu’aujourd’hui nous donnons a` ces ques-
tions, lorsque n n’est pas plus grand que 2 et K est soit l’ensemble des nombres
rationnels, soit l’ensemble des nombres re´els (cf. le chapitre 6), se re´clame de connais-
sances qui, pour l’essentiel, e´taient de´ja` en possession des mathe´maticiens grecs. Au
XVIe`me sie`cle diffe´rents mathe´maticiens italiens (Scipione del Ferro, puis Tartaglia,
Cardano et Ferrari) firent des de´couvertes qu’aujourd’hui nous utilisons pour re´pondre
a` ces questions lorsque n n’est pas plus grand que 4 et que K est soit l’ensemble des
nombres rationnels, soit l’ensemble des nombres re´els.
En 1637, dans le troisie`me livre de la Ge´ome´trie, Descartes fit une affirmation, en
soi-meˆme assez obscure, mais qu’on pourrait interpre´ter ainsi (la meˆme interpre´tation,
mutatis mutandis, fut donne´e par les mathe´maticiens poste´rieurs a` Descartes) : si K
est l’ensemble des nombres re´els, alors, quel que soit le nombre naturel strictement po-
sitif n, il y a une extension deK, dite « ensemble des nombres imaginaire » qui contient
n e´le´ments (non ne´cessairement distincts) qui satisfont a` la condition pre´ce´dente, dits
« racines » de l’e´quation donne´e. C’est la premie`re formulation d’un the´ore`me qui de-
viendra ensuite connu sous le nom de « the´ore`me fondamental de l’alge`bre» (cf. la
note 4.6).
On savait que si n n’est pas plus grand que 4 et K est l’ensemble des nombres
re´els (cf. le chapitre 6), alors l’extension de K qui contient les n racines de l’e´quation
donne´e est constitue´e par l’ensemble de toutes les additions de la forme a + b
√−1,
ou` a et b sont des nombres re´els et
√−1 est tel (comme on l’a vu dans la note
historique 4.6) que (
√−1)2 = −1. Entre 1637 et le de´but du XIXe`me sie`cle beaucoup
de mathe´maticiens essaye`rent de montrer que ceci est le cas, quelle que soit la valeur
de n. Comme une addition de la forme « a + b
√−1» est dite «nombre complexe »,
cela revient a` montrer que l’affirmation de Descartes est correcte et que l’ensemble
des nombres imaginaires co¨ıncide avec l’ensemble des nombres complexes : c’est, en
simplifiant, la version moderne du the´ore`me fondamental de l’alge`bre qui fut enfin
de´montre´ de manie`re satisfaisante par Gauss et Cauchy.
En 1799, le mathe´maticien italien P. Ruffini avait entre-temps crut pouvoir de´montrer
que si n est plus grand que 4, les racines complexes de l’e´quation donne´e n’e´taient
pas, ge´ne´ralement, sauf cas particuliers duˆs a` des choix heureux des coefficients Ai,
des fonctions alge´briques de ces coefficients, c’est-a`-dire qu’elles ne pouvaient pas eˆtre
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obtenues en combinant ces coefficients entre eux par addition, multiplication, sous-
traction, division et extraction de racine. Dans deux me´moires de 1824 et 1826, un
jeune mathe´maticien norve´gien, qui n’avait alors qu’un peu plus de vingt ans, Niels-
Henrik Abel, parvint a` de´montrer la conjecture de Ruffini pour n e´gal a` 5. Pour n
plus grand que 5 , la conjecture de Ruffini ne fut de´montre´e que plus tard, par E.
Galois ; on y reviendra dans la note historique 5.5.
En revanche, dans un nouveau me´moire de 1829, le meˆme Abel de´montra un
the´ore`me positif, caracte´risant une classe d’e´quations dont les racines peuvent eˆtre ex-
prime´es par des fonctions alge´briques des coefficients de ces meˆmes e´quations. D’apre`s
le the´ore`me de´montre´ par Abel, pour que ceci soit le cas, il suffit que toutes les racines
de l’e´quation donne´e puissent eˆtre exprime´es par des fonctions rationnelles d’une de
ces racines (c’est-a`-dire qu’elles puissent eˆtre obtenues en ope´rant par addition, mul-
tiplication, soustraction et division a` partir de cette racine), et que si x est cette
dernie`re racine et y = φ(x) et z = ψ(x) sont deux autres racines quelconques de cette
e´quation (φ(x) et ψ(x) e´tant justement des fonctions rationnelles de x), alors
φ(z) = ψ(y)
c’est-a`-dire :
φ(ψ(x)) = ψ(φ(x))
Comme on le verra plus tard, si t = f(v) est une fonction de v et que v est a`
son tour une fonction de w, c’est-a`-dire qu’on a v = g(w), alors on peut parvenir a` t
en partant de w, d’abord en passant de w a` v par le biais de l’association indique´e
par la fonction g et ensuite en passant de v a` t par le biais de l’association indique´e
par la fonction f . On dira alors que t est une fonction de w et que la fonction qui lie
t a` w re´sulte des fonctions f et g par composition. La composition ainsi de´finie est
donc une ope´ration sur les fonctions, et, si on choisit convenablement un ensemble de
fonctions, cette ope´ration peut eˆtre une loi de composition interne. La deuxie`me des
conditions sur lesquelles porte le the´ore`me d’Abel nous dit alors que la composition
de´finie sur les fonctions rationnelles, qui lient toutes les racines de l’e´quation donne´e a`
une de ces meˆmes racines, doit eˆtre commutative. C’est pour honorer la me´moire de ce
the´ore`me et du mathe´maticien qui le de´montra le premier qu’on appelle aujourd’hui
« abe´lien» un groupe dont la loi de composition interne est justement commutative.
Lectures possibles : B. L. van der Warden, A History of Algebre, Springer,
Berlin, Heidelberg, New York, Tokyo, 1985.
∗ ∗ ∗
Le me´moire d’Abel de 1829 fut expe´die´ a` Berlin, a` A. L. Crelle — le directeur de la
revue dans laquelle il parut plus tard — le 6 janvier 1829, de Fro¨land en Norve`ge,
ou` Abel s’e´tait rendu, apre`s un long voyage dans le froid, pour passer Noe¨l avec sa
fiance´e Crelly. A` Fr ?land, Abel savait pouvoir trouver une maison confortable et jouir
de la compagnie de Crelly et de sa famille. Sa situation a` Oslo e´tait bien diffe´rente.
Il e´tait rentre´ en Norve`ge au mois de mai 1827, apre`s un long voyage en Eu-
rope, ou`, graˆce a` une bourse que le gouvernement norve´gien lui avait octroye´ pour
l’extraordinaire propension qu’il avait montre´e pour les e´tudes mathe´matiques, il
avait rencontre´ les plus importants mathe´maticiens du continent. Durant ce voyage,
il avait se´journe´ surtout a` Paris et a` Berlin. Assez de´c¸u par le milieu parisien, domine´
a` l’e´poque par le ge´nie, mais aussi par l’arrogance et la malhonneˆtete´ de Cauchy (cf.
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la note historique 6.5), Abel avait en revanche trouve´ son bonheur a` Berlin, ou` il
s’e´tait lie´ en particulier d’une amitie´ tre`s profonde avec Crelle. Dans le journal que
ce dernier venait de fonder et qui, en partie graˆce aux contributions d’Abel, fut pen-
dant quelques anne´es un des grands lieux de la recherche mathe´matique, Abel avait
commence´ a` publier des me´moires qui lui valurent l’admiration inconditionne´e des
plus grands mathe´maticiens de l’e´poque. Quand, sa bourse arrive´e a` son terme, il
rentra a` Oslo, la re´putation qu’il avait acquise dans le continent, ne fut gue`re suffi-
sante pour convaincre les autorite´s locales de lui octroyer une position acade´mique
ou un salaire avec lequel il aurait pu vivre. Une autre bourse lui fut refuse´e pour
des raisons administratives (les meˆmes auxquelles se heurtent souvent les e´tudiants
de nos universite´s). Issu d’une famille tre`s pauvre, il ne pouvait pas se permettre de
ne pas gagner sa vie. Il commenc¸a une vie tre`s sobre et solitaire, vivant de travaux
temporaires, soulage´e seulement par les voyages a` Fro¨land. Sa sante´ en fut bientoˆt
atteinte. Crelle, entre-temps, e´tait en train de travailler pour lui trouver une position
acade´mique a` Berlin et, le cas e´che´ant, pour convaincre le gouvernement norve´gien
qu’il fallait reconnaˆıtre le ge´nie de Abel et lui donner un salaire.
Le 9 janvier 1829 Abel devait quitter Fro¨land, pour retourner a` Oslo. Mais il fut
victime d’une forte he´morragie qui se re´ve´la bientoˆt eˆtre le symptoˆme d’une tubercu-
lose. Il ne repartit jamais pour Oslo, car le 6 avril 1829, il mourut a` Fro¨land. Il e´tait
ne´ sur l’ˆıle de Finno¨y dans la famille d’un pasteur luthe´rien, le 5 aouˆt 1802 ; il n’avait
donc pas encore vingt-sept ans. Le 8 avril, Crelle, qui ne savait pas encore la mort
de son prote´ge´, lui e´crivit une lettre enthousiaste, ou` il lui annonc¸ait que le ministe`re
allemand de l’instruction publique avait finalement accepte´ de lui payer un salaire et
de l’accueillir a` Berlin. Les efforts de Crelle pour sauver la vie d’un mathe´maticien
extraordinaire avaient atteint leur but ; mais, ils l’avaient atteint deux jours trop tard.
Lectures Possible : O. Ore, Abel, un mathe´maticien romantique, Belin, Paris,
1989.
Le lecteur ne sera pas surpris de ve´rifier que < N,+ > n’est pas un groupe, tandis que
< Z,+ > est un groupe et qu’il est meˆme abe´lien.
Remarque 5.4. La de´finition du groupe e´tant pose´e, raisonnons un instant sur les
relations entre la condition de fermeture et celle d’inversibilite´. On vient de dire que pour
passer de N a` Z, on a ajoute´ a` l’ensemble donne´ autant d’e´le´ments qu’il e´tait ne´cessaire pour
que chaque e´le´ment de N posse´daˆt dans le nouvel ensemble ainsi construit, un inverse par
rapport a` +, et qu’on l’a fait de manie`re a` garantir le caracte`re syme´trique de la relation ‘eˆtre
un inverse de’. Or, en proce´dant de cette manie`re, on a obtenu un ensemble ferme´ par rapport
a` l’ope´ration inverse de l’addition. La question est alors la suivante : serait-il possible que les
choses n’en aillent pas ainsi ? pour eˆtre plus pre´cis : peut-on imaginer un ensemble E, dont
tous les e´le´ments soient inversibles relativement a` l’ope´ration ∗, qui soit ouvert par rapport a`
cette ope´ration ? La re´ponse est clairement positive. L’ensemble
{
1, 2, 12 , 3,
1
3 , 4,
1
4 , ...
}
est par
exemple un ensemble dont tous les e´le´ments ont un inverse relativement a` la multiplication,
mais qui n’est gue`re ferme´ relativement a` la division. Pourtant, il est clair que cet ensemble
n’est pas ferme´ non plus par rapport a` la multiplication, car si p et q sont deux nombres
naturels, tels qu’il n’y a pas de nombre naturel n, tel que p = nq, alors cet ensemble ne
contient ni le produit 1p · q = qp , ni le quotient 1p : 1q = qp , bien que q, 1p et 1q appartiennent
a` cet ensemble. Il suffit d’observer que dans l’ensemble Q∗+ = Q
+ − {0}, qu’on obtient en
e´liminant de Q+ l’e´le´ment 0, le produit 1p · q et le quotient 1p : 1q co¨ıncident pour supposer
que c’est le cas ge´ne´ral : un ensemble E, qui admet un (et un seul) e´le´ment neutre pour une
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ope´ration associative ∗, dont tous les e´le´ments posse`dent un et un seul inverse relativement
a` ∗, est ferme´ par rapport a` l’ope´ration inverse ∗−1 si et seulement s’il est ferme´ relativement
a` ∗. Il n’est pas difficile de de´montrer ceci en ge´ne´ral.
Imaginons que x, y ∈ E, qu’on ait de´fini sur E une ope´ration associative ∗ par rapport a`
laquelle E est ferme´ (c’est-a`-dire que ∗ est une loi de composition interne associative sur E),
que E admette un (et un seul) e´le´ment neutre de ∗, disons e, et que pour chaque e´le´ment
x de E, il y ait en E un et un seul inverse de x par rapport a` ∗. Alors, si on note par
«x−1 » l’inverse de x et par « y−1 » l’inverse de y relativement a` ∗, on en conclura que x−1,
y−1 et x−1 ∗ y−1 sont des e´le´ments de E, de meˆme que y ∗ x et (x−1 ∗ y−1) ∗ (y ∗ x). Mais ∗
e´tant associative en E, on aura
(x−1 ∗ y−1) ∗ (y ∗ x) = [(x−1 ∗ y−1) ∗ y] ∗ x
=
[
x−1 ∗ (y−1 ∗ y)] ∗ x
=
(
x−1 ∗ e) ∗ x = x−1 ∗ x = e
donc x−1 ∗ y−1 est l’inverse de y ∗ x, de sorte que
(y ∗ x)−1 = x−1 ∗ y−1
ou bien
(51) (y ∗ x)−1 ∗−1 x−1 = y−1
Mais, quel que soit x ∈ E, tout e´le´ment z de E peut s’e´crire sous la forme (y ∗ x)−1. Il suffit
pour cela de poser y = z−1 ∗ x−1, ce qui, graˆce a` l’associativite´ de ∗, donne justement
(y ∗ x)−1 = [(z−1 ∗ x−1) ∗ x]−1
=
[
z−1 ∗ (x−1 ∗ x)]−1
=
[
z−1 ∗ e]−1 = (z−1)−1 = z
Ainsi l’e´galite´ (51) nous dit que le re´sultat de l’application de ∗−1 a` deux e´le´ments quel-
conques de E est encore un e´le´ment de E. Si donc l’ensemble E est ferme´ relativement a`
l’ope´ration associative ∗, il est aussi ferme´ relativement a` l’ope´ration inverse ∗−1, et comme
∗ est l’ope´ration inverse de ∗−1, cela entraˆıne la re´ciproque. La conclusion est donc simple :
parmi les conditions qu’un couple < E, ∗ > doit respecter pour eˆtre un groupe, il y a aussi,
implicitement, celle que l’ensemble E soit ferme´ relativement a` ∗−1, c’est-a`-dire que autant
∗ que ∗−1 soient des lois de composition internes sur E.
La notion de groupe recouvre donc parfaitement le caracte`re de l’ensemble Z, qu’on a
construit en partant de N, en tant qu’extension minimale de cet ensemble ferme´e relative-
ment a` la soustraction. Et le re´sultat pre´ce´dent nous permet de surcroˆıt de comprendre la
raison ge´ne´rale pour laquelle la diffe´rence entre addition et soustraction semble disparaˆıtre
dans Z. En fait si < E, ∗ > est un groupe, x, y ∈ E, et y−1 est l’inverse de y relativement
a` ∗, alors x ∗−1 y = x ∗ y−1. Ainsi dans un groupe, il revient au meˆme, pour ainsi dire, de
faire ope´rer y avec x par ∗−1, ou de faire ope´rer y−1 avec x par ∗.
Avant de conclure la pre´sente remarque, il me semble utile d’ajouter deux observations
ulte´rieures, D’abord, il faut observer que, bien qu’on ait utilise´ ici la notation multiplicative,
en notant par « ∗−1 » l’ope´ration inverse de ∗ et par «x−1 » l’e´le´ment inverse de x par
rapport a` ∗, l’ope´ration ∗ doit eˆtre conc¸ue comme parfaitement quelconque, et rien ne nous
oblige a` l’assimiler a` une multiplication sur E, de sorte que si E = Z, rien nous dit, par
exemple, que x−1 = 1x . On voit d’ailleurs que si ceci e´tait le cas, Z ne serait pas ferme´ par
rapport a` ∗.
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Je voudrais ensuite attirer l’attention du lecteur sur le roˆle essentiel que la condition
d’associativite´ de ∗ joue dans l’argument pre´ce´dent. Cet argument montre de ce fait une
des raisons qui font que dans la de´finition d’un groupe on demande d’emble´e l’associativite´
de ∗ : il s’agit justement de garantir que la fermeture de E par rapport a ∗ implique la
fermeture de E par rapport a` l’ope´ration inverse de ∗.
Revenons a` pre´sent a` la proce´dure qui nous a conduits de N a` Q+. Elle diffe`re de celle
qui nous a conduits de N a` Z sur un aspect essentiel. Pour passer de N a` Q+, on n’a pas
ajoute´ un nouvel e´le´ment pour chaque e´le´ment de N ; on a plutoˆt ajoute´ un nouvel e´le´ment a`
N pour chaque couple ordonne´ (x, y) d’e´le´ments de N tel que y 6= 0. Donc on n’a pas cherche´
d’emble´e un inverse relativement a` · pour chaque e´le´ment de N, diffe´rent de 0, ce qui ne nous
aurait conduit qu’a` l’ensemble
{
0, 1, 11 , 2,
1
2 , 3,
1
3 , 4,
1
4 , ...
}
qui, comme on vient de le voir, n’est
ferme´ ni par rapport a` la multiplication, ni par rapport a` la division. Ainsi, on a e´te´ force´ d’agir
diffe´remment : d’abord, en acceptant d’emble´e l’ide´e que 0 ne serait le diviseur d’aucun e´le´ment
du nouvel ensemble ; ensuite, en ajoutant directement a` N un e´le´ment pour chaque division qui
restait ainsi possible entre les e´le´ments de N. De cette manie`re, on n’a pas seulement construit
un ensemble dont chaque e´le´ment diffe´rent de 0 admet un inverse par rapport a` la multiplication,
mais on a plutoˆt construit un ensemble, tel que, si l’e´le´ment 0 est e´limine´, l’ensemble qui en
re´sulte est ferme´ par rapport a` la division et donc aussi a` la multiplication. On pourra observer,
en effet, que le couple < Q∗+, · > est encore un groupe, de meˆme que les couples < Q,+ > et
< Q− {0}, · >, tandis que les couples < Q+, · > et < Q, · > ne sont pas des groupes, car
l’e´le´ment 0 de Q+ et Q n’admet pas d’inverse par rapport a` ∗ et ces structures ne satisfont
donc pas a` la clause (iv) de la de´finition 1.3.
La signification profonde de cette situation sera claire plus tard, quand on introduira les
notions d’anneau et de corps. Pour l’instant, cherchons a` comprendre plus en ge´ne´ral la notion
de groupe.
Remarque 5.5. Avant d’introduire quelques de´finitions ulte´rieures et quelques exemples
qui devraient servir au lecteur pour commencer a` se familiariser avec la notion de groupe,
il est ne´cessaire d’observer que l’inte´reˆt mathe´matique de cette notion, ainsi que de celles
d’anneaux et de corps qu’on e´tudiera plus loin, ou de n’importe quel autre notion identifiant
une structure alge´brique, re´side essentiellement dans sa ge´ne´ralite´. Ce n’est pas simplement
parce qu’elle rend compte de la nature logique de Z ou de Q, ou parce qu’elle permet de
caracte´riser plus pre´cise´ment la proce´dure constructive qui conduit de N a` Z ou a`Q que la no-
tion de groupe s’est impose´e aux mathe´maticiens. Ce qui fait tout son inte´reˆt mathe´matique
est le fait qu’elle exprime la forme commune d’une grande varie´te´ de structures relationnelles
qu’on rencontre en mathe´matiques.
Note Historique 5.3. Si vous allez un jour a` Nancy, ou, encore mieux, si vous
y eˆtes, vous pouvez chercher la statue d’un ge´ne´ral, Charles-Denis Sauter Bourbaki,
qui prit part a` la guerre franco-prussienne, dont une grande partie se de´roula en
Lorraine. Nancy est la ville ou` naquit Poincare´ et certes, tout jeune mathe´maticien
franc¸ais des anne´es trente se rendit un jour ou l’autre a` Nancy. Le ge´ne´ral Bourbaki
ne s’appelait pas «Nicolas ». Pour une raison qui ne fut jamais e´claircie tout a` fait, le
nom «Nicolas Bourbaki» fut en revanche choisi comme pseudonyme par un groupe de
mathe´maticiens franc¸ais qui, a` partir de 1939, commence`rent a` publier des fascicules,
dans la se´rie Actualite´s scientifiques et industrielles, qui paraissait a` l’e´poque aux
e´ditions Hermann, dont la collection devait former plus tard un immense ouvrage
collectif, aujourd’hui universellement connu comme les E´le´ments de mathe´matiques
de Bourbaki. La composition du groupe Bourbaki varia selon les e´poques, meˆme si H.
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Cartan, C. Chevalley, J. Dieudonne´ et A. Weil en sont unanimement reconnus comme
les fondateurs. L’influence que Bourbaki exerc¸a sur les mathe´matiques non seulement
franc¸aises est enorme et difficile a` e´valuer. Les conceptions « formalistes » de Bourbaki,
autant pour ce qui concerne la recherche que pour ce qui concerne l’enseignement des
mathe´matiques ont trouve´ et comptent encore nombreuses opposants ; meˆme ceux-ci
n’auraient pourtant pas pense´ ou ne penseraient pas aujourd’hui les mathe´matiques
de la meˆme manie`re si les E´le´ments et les autres ouvrages de Bourbaki n’avaient
jamais e´te´ e´crits.
L’ide´e centrale de Bourbaki est que les mathe´matiques sont un e´difice unitaire
et que les liens entre les diffe´rentes parties de cet e´difice ne peuvent se comprendre
qu’a` condition d’un effort d’abstraction capable de de´gager, derrie`re les diffe´rentes
the´ories qui y interviennent, des structures communes ; ces dernie`res deviennent, une
fois de´couvertes, a` leur tour, des objets d’e´tude et de recherche. Bien que Bourbaki
ait largement utilise´ le vocabulaire et les notions fondamentales de la the´orie des
ensembles, et qu’il se soit fait partisan d’une approche rigoureusement formaliste, il
n’a jamais accepte´ l’ide´e que la the´orie des ensembles, ou plus en ge´ne´ral la logique,
pouvaient fournir un fondement exte´rieur pour les mathe´matiques.
D’ailleur, le formalisme ne fut jamais pour Bourbaki qu’une manie`re d’atteindre
un de´gre´ d’abstraction suffisant pour comprendre et exprimer l’unite´ profonde de la
connaissance mathe´matique. Une citation, aussi longue que suggestive, devrait servir
a` comprendre l’esprit de l’entreprise poursuivie par ce mathe´maticien polyce´phale :
«On dit [. . .] « formalisme » ou «me´thode formaliste » ; mais il faut de`s le de´but
mettre en garde contre le risque d’une confusion [. . .]. Chacun sait que le caracte`re
externe des mathe´matiques est de se pre´senter sous l’aspect de cette « longue chaˆıne
de raisons» dont parlait Descartes [. . .]. C’est donc un truisme banal de dire que
ce « raisonnement de´ductif» est un principe d’unite´ pour la mathe´matique ; mais
une remarque aussi superficielle ne peut certainement rendre compte de l’apparente
complexite´ des diverses the´ories mathe´matiques [. . .]. Le mode de raisonnement par
enchaˆınement de syllogismes n’est qu’un me´canisme transformateur, applicable in-
diffe´remment a` toute sorte de pre´misses, et qui ne saurait donc caracte´riser la nature
de celles-ci. En d’autres termes, c’est la forme exte´rieure que le mathe´maticien donne
a` sa pense´e [. . .], le langage propre a` la mathe´matique ; mais il n’y faut pas chercher
autre chose. Codifier ce langage, en ordonner le vocabulaire et en clarifier la syntaxe,
c’est faire œuvre fort utile, et qui constitue effectivement une face de la me´thode
axiomatique [. . .]. Mais [. . .] ce n’en est qu’une face, et la moins inte´ressante.
«Ce que se propose pour but essentiel l’axiomatique, c’est pre´cise´ment ce que
le formalisme logique, a` lui seul, est incapable de fournir, l’intelligibilite´ profonde
des mathe´matiques. [. . .] la me´thode axiomatique trouve son point d’appui dans la
conviction que, si les mathe´matiques ne sont pas un enchaˆınement de syllogismes se
de´roulant au hasard, elles ne sont pas davantage une collection d’artifices plus ou
moins « astucieux» [. . .]. La` ou` l’observateur superficiel ne voit que deux ou plu-
sieurs the´ories en apparence tre`s distinctes [. . .], la me´thode axiomatique enseigne a`
rechercher les raisons profondes de cette de´couverte, a` trouver les ide´es communes en-
fouies sous l’appareil exte´rieur de de´tails propres a` chacune des the´ories conside´re´es,
a` de´gager ces ide´es et a` les mettre en lumie`re ».
Cette longue citation est tire´e d’un article, «L’architecture des mathe´matiques »,
que Bourbaki e´crivit pour le ce´le`bre recueil, Les grands courants de la pense´e mathe´matique,
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que F. Le Lionnais avait pre´pare´, avec tant de difficulte´s, a` l’e´poque de l’occupa-
tion allemande, et dont le projet l’avait accompagne´ au camp de concentration de
Dora, avant d’aboutir, finalement, en 1948. Pour donner un exemple de la fonction
de la me´thode axiomatique a` laquelle fait allusion la citation pre´ce´dente, Bourbaki
se re´clame justement de la notion de groupe. Cela vaut la peine de lui laisser encore
la parole :
«Conside´rons [. . .] les trois ope´rations suivantes : 1) l’addition des nombres re´els
[cf. le chapitre 6, mais, pour la suite de l’argument, on pourrait se limiter aux nombres
rationnels] [. . .] ; 2) la multiplication des entiers «modulo un nombre premier» [cf.
la suite du pre´sent chapitre] [. . .] ; 3) la « composition» des de´placements dans l’es-
pace euclidien a` trois dimensions [cf. la note historique 5.4]. Dans chacune de ces trois
the´ories, a` deux e´le´ments x, y (pris dans cet ordre) de l’ensemble d’e´le´ments conside´re´
[. . .] on fait correspondre (par un proce´de´ particulier a` la the´orie) un troisie`me e´le´ment
bien de´termine´, que nous conviendrons de de´signer symboliquement dans les trois cas
par x τ y [. . .]. Si maintenant on examine les proprie´te´s de cette « ope´ration» dans cha-
cune des trois the´ories, on constate qu’elles pre´sentent un remarquable paralle´lisme ;
mais a` l’inte´rieur de chacune de ces the´ories, ces proprie´te´s de´pendent les unes des
autres, et une analyse de leurs connexions logiques ame`ne a` en de´gager un petit
nombre qui, elles, sont inde´pendantes (c’est-a`-dire qu’aucune n’est conse´quence lo-
gique de toutes les autres). On peut, par exemple, prendre les [. . .] suivantes [. . .]
[suivent les conditions qui caracte´risent un groupe]. On constate alors que les pro-
prie´te´s qui sont susceptibles de s’exprimer de la meˆme manie`re dans les trois the´ories,
a` l’aide de la notation commune, sont des conse´quences des [. . .] pre´ce´dentes. »
Voici explique´ ce qu’est un groupe : une structure abstraite qui exprime la forme
commune de plusieurs the´ories mathe´matiques ; dit en d’autres termes : l’expression
formelle de ce que Bourbaki appelait « l’unite´ intrinse`que des mathe´matiques».
Lectures possibles : F. Le Lionnais (e´d.), Les grands courants de la pense´e
mathe´matique, Cahiers du sud, Paris, 1948 (re´impression : Rivages, Paris, Marseille,
1986) ; N. Bourbaki, E´le´ments d’histoire des mathe´matiques, Hermann, Paris, 1960
(nouv. e´d., revue, corrige´e et augmente´e, 1974).
Remarque 5.6. Plus loin, on pre´sentera les exemples d’un groupe de permutations et
des groupes des classes de congruence modulo un nombre naturel quelconque, plus grand
que 1. On expliquera de quoi il s’agit le moment venu, ici on peut pre´senter de manie`re
bien plus rapide et informelle un autre exemple qui permettra au lecteur de comprendre la
varie´te´ et la diffe´rence des objets mathe´matiques qui pre´sentent la forme d’un groupe.
On imagine disposer d’un segment quelconque, gisant sur un plan euclidien, et d’une
proce´dure apte a` le de´placer sur ce plan. Peu importe ici la nature de cette proce´dure, ce qui
est important est qu’elle permette de re´aliser un tel de´placement et qu’elle soit inde´pendante
de la position initiale du segment, en sorte qu’elle soit applicable plusieurs fois de suite au
meˆme segment qui sera ainsi successivement de´place´ d’une position a` une autre. On imagine
maintenant qu’on dispose d’un moyen pour caracte´riser la position d’un segment donne´ dans
le plan conside´re´. Les lecteurs qui sont familiers avec la me´thode des coordonne´es qui est
a` l’usage en ge´ome´trie analytique n’auront aucune difficulte´ a` imaginer un tel moyen. Pour
nos buts actuels, il n’est pourtant pas ne´cessaire de le spe´cifier. Posons seulement que si p est
la position du segment donne´ avant le de´placement, alors sa position apre`s le de´placement
est donne´e par l’image de p selon une application f : P → P , dont les ensembles de de´part
et d’arrive´e sont donne´s par l’ensemble P des positions possibles du segment donne´ sur
notre plan. Cette application sera dite «de´placement ». Or, comme une application associe
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a` chaque e´le´ment de son ensemble de de´part un et un seul e´le´ment de son ensemble d’arrive´e,
et qu’on peut supposer qu’un segment puisse prendre n’importe quelle position sur notre
plan, il est naturel de caracte´riser l’application f de sorte que : i) elle est telle que son
ensemble d’arrive´e co¨ıncide avec l’image de son domaine, c’est-a`-dire qu’elle est surjective ;
ii) quel que soit la position p qui est donne´e, f(p) n’est pas seulement de´termine´e de manie`re
univoque, mais elle est aussi diffe´rente de toute autre position f(q) que le segment aurait
pris si on lui avait applique´e le meˆme de´placement a` partir d’une position q diffe´rente de p
c’est-a`-dire que f est injective. L’application f sera alors bije´ctive.
La situation sera alors la suivante. Si un segment est donne´ dans une position p quel-
conque, alors on pourra le de´placer dans n’importe quelle position sur le plan, chacune de ces
positions e´tant caracte´rise´e par une et une seule application bijective f : P → P , dite jus-
tement «de´placement ». On imagine alors que f et g soient deux de´placements diffe´rents,
et que notre segment soit donne´ dans la position p, et qu’on lui fasse subir d’abord le
de´placement f qui le conduit de la position p a` la position q = f(p), et ensuite le de´placement
g qui le conduit de la position q = f(p) a` la position r = g(q) = g(f(p)). On aura alors
compose´ entre eux deux de´placements. Et comme a` la fin du processus on aura de´place´ le
segment de p a` r et que p et r sont deux positions possibles de ce segment, il est naturel de
penser que le re´sultat de cette composition est un nouveau de´placement h qui, applique´ a` la
position p, conduit directement le segment dans la position r. Cette composition sera alors
une loi de composition interne a` l’ensemble de tous les de´placements possibles d’un segment
sur un plan. Si on note cette loi par le symbole « ∗», la composition pre´ce´dente pourra alors
eˆtre indique´e par l’ope´ration g ∗ f = h. Il est facile de voir que cette loi de composition
interne des de´placements d’un segment sur un plan est associative. En effet, si on conside`re
trois de´placements f, g, h applique´s au segment pris dans la position p, on aura que la trans-
lation k = (h ∗ g) ∗ f conduit le segment de la position p a` une position r qu’on de´termine
ainsi : d’abord on de´place le segment de p a` q = f(p), ensuite on le de´place de q = f(p) a`
r = ϕ(f(p)) = ϕ(q), ou` ϕ = h ∗ g. Or le de´placement ϕ e´tant compose´ des de´placements
h et g est tel qu’il conduit de la position q a` la position r si et seulement si g conduit de
la position q a` une position s telle que h conduit de la position s a` la position r, en sorte
qu’on aura finalement r = k(p) = h(g(f(p))). D’autre part, le de´placement k˜ = h ∗ (g ∗ f)
conduit le segment de la position p a` une position r˜ qu’on de´termine ainsi : d’abord on
de´place le segment de p a` s˜ = ψ(p), ou` ψ = g ∗ f , ensuite de s˜ = ψ(p) a` r˜ = h(ψ(p)). On
aura alors r˜ = h(g(f(p))) = r et donc k˜ = k, ou bien : (h∗g)∗f = h∗ (g ∗f). Parmi tous les
de´placements possibles, il devra y en avoir en outre un, qu’on pourrait noter par le symbole
« e», qui laisse inalte´re´e la position p du segment, en sorte que, quel que soit p, e(p) = p et
donc, quel que soit le de´placement f , f(e(p)) = e(f(p)) = f(p), ou bien f ∗ e = e ∗ f = f .
L’ensemble des de´placements possibles d’un segment sur notre plan admet alors un e´le´ment
neutre par rapport a` ∗. Finalement, pour tout de´placements f du segment, de la position
p a` la position q = f(p), il est possible d’imaginer un de´placement g = f−1, qui conduit a`
nouveau le segment de q = f(p) a` p, en sorte que p = g(f(p)), ou bien g ∗ f = e. Chaque
de´placement de notre segment sur notre plan admet donc un inverse.
Si D est alors l’ensemble des de´placements possibles de notre segment sur notre plan,
le couple < D, ∗ > est un groupe. Mais, il est facile de comprendre que les arguments
pre´ce´dents ne de´pendent pas de la nature particulie`re du segment conside´re´, ni du choix
du plan euclidien sur lequel on ope`re les de´placements. On a de´montre´ ainsi que l’ensemble
des de´placements de tout segment sur n’importe quel plan euclidien forme un groupe par
rapport a` l’ope´ration ∗ de´finie comme ci-dessus. C’est en ge´ne´ralisant cette observation a`
d’autres sortes d’objets ge´ome`triques et d’ope´rations sur ces objets que F. Klein parvient
179
a` une the´orie, dite des « groupes de transformations» qui, permıˆt, vers la fin du XIXe`me
sie´cle, de donner un aspect nouveau aux e´tudes de ge´ome`trie.
Si la conception de cette the´orie fut une des e´tapes cruciales de l’e´dification des mathe´matiques
modernes, il est peut-eˆtre encore plus important d’observer ici qu’avec le raisonnement
pre´ce´dent on a montre´ que la nature logique de l’ensemble Q des nombres rationnels,
conside´re´ relativement a` la multiplication de´finie sur ces nombres, est essentiellement la
meˆme que la nature logique de l’ensemble D des de´placements de tout segment sur n’im-
porte quel plan euclidien, conside´re´ relativement a` l’ope´ration de composition ∗ de´finie sur
ces de´placements. La the´orie de ces deux objets, apparemment aussi diffe´rents, est donc
formellement la meˆme et ne diffe`re que par l’interpre´tation qu’on donne des e´le´ments des
ensembles conside´re´s et des ope´rations de´finies sur eux, ou meˆme, comme on le dit souvent,
des symboles qui de´notent ces e´le´ments et ces ope´rations. Deux the´ories mathe´matiques, ap-
paremment aussi diverses et issues d’histoires et d’exigences fort diffe´rentes, re´sultent ainsi
unifie´es dans une seule the´orie.
Note Historique 5.4. Un plan euclidien peut eˆtre conc¸u comme un espace par-
ticulier a` deux dimensions, un segment trace´ sur un plan euclidien n’est a` son tour
qu’une figure plane fort particulie`re de la ge´ome´trie euclidienne bidimensionnelle, les
de´placements d’une figure sur un plan euclidien, peuvent enfin eˆtre conside´re´s comme
des transformations particulie`res qu’on fait subir aux figures trace´es sur un plan eu-
clidien. Ces simples observations nous font comprendre que la notion de de´placement
d’un segment sur un plan euclidien peut eˆtre conc¸ue comme une exemplification fort
particulie`re d’une notion bien plus ge´ne´rale, que l’on pourra indiquer par le terme
« transformation».
Pour appre´cier dans toute sa ge´ne´ralite´ la notion de transformation, qui est a` la
base des ide´es de Klein, il faut pourtant changer radicalement d’approche par rapport
au raisonnement pre´ce`dent. Au cours de ce raisonnement, on n’a pas seulement de´cide´
a priori de conside´rer certaines transformations, on a surtout fixe´ a priori la nature
des figures ge´ome´triques qui subissaient ces transformations et de l’espace dans lequel
celles-ci avaient lieu. En un mot, on s’est place´ a priori dans une certaine ge´ome´trie, la
ge´ome´trie des segments euclidiens trace´s sur un seul plan, et on a raisonne´ a` l’inte´rieur
de cette ge´ome´trie. L’ide´e essentielle de Klein fut justement d’invertir l’ordre logique
de l’argumentation et d’e´tudier les diffe´rentes ge´ome´tries possibles, ou, comme on dit
souvent, les diffe´rents espaces sur lesquels on peut de´finir une ge´ome´trie, a` partir d’une
classification et d’une e´tude des diffe´rentes transformations possibles de l’espace. La
question cruciale, pour comprendre le point de vue de Klein, est donc de savoir
comment on doit entendre, avant la spe´cification d’une ge´ome´trie de re´fe´rence ou
toute caracte´risation de l’espace dans lequel on est suppose´ travailler, la notion de
transformation de l’espace.
Pendant des sie`cles, les mathe´maticiens ont pense´ qu’il n’y avait qu’une ge´ome´trie
(encore maintenant, en «bon franc¸ais» — c’est-a`-dire dans cette langue inflexible,
de´termine´e, cas unique parmi les langues vivantes, par les de´crets d’une assemble´e
de savants —, le terme « ge´ome´trie » supporte tre`s mal d’eˆtre mis au pluriel). La
ge´ome´trie e´tait en effet pense´e comme la the´orie des figures spatiales et son uni-
cite´ de´rivait de l’unicite´ de l’espace. La naissance des ge´ome´tries non euclidiennes et
la de´couverte de la possibilite´ de penser ces ge´ome´tries, et donc aussi la ge´ome´trie
euclidienne, comme des the´ories d’espaces particuliers, ne fut qu’un des e´pisodes ma-
jeurs qui conduisirent, dans la deuxie`me moitie´ du XIXe`me sie`cle, a` concevoir une
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ge´ome´trie comme une the´orie possible d’une structure reconnaissable comme un es-
pace. D’un autre coˆte´, la ge´ne´ralisation, de la part, entre autres, d’Arthur Cayley,
de vieilles ide´es de Desargues, Pascal et Poncelet, indiquant la possibilite´ d’e´tudier
une figure ge´ome´trique sous des de´formations qui, tout en modifiant ses proprie´te´s
me´triques, en gardaient d’autres caracte´ristiques essentielles (celles que, informelle-
ment, on pourrait caracte´riser comme des proprie´te´s invariantes par projection), et la
naissance successive de la moderne ge´ome´trie projective, conduisit a` penser les objets
habitant un espace comme des invariantes par rapport a` certaines ope´rations, plutoˆt
que comme des configurations stables de´terminables dans cet espace.
L’ide´e de Klein fut alors de de´finir un espace comme un objet possible d’une
transformation globale. Pour en avoir une ide´e un peu plus concre`te, on pourrait
le penser comme un ensemble, sur lequel on aura de´fini des relations convenables,
dont les e´le´ments, qu’on pourra appeler «points», pour se souvenir des vieilles ide´es,
peuvent tous changer en meˆme temps de place. Un changement de place de tous
les points d’un espace vaudra alors comme une transformation de cet espace. Ceci
e´tant dit, il s’agira alors de penser les transformations non pas comme des ope´rations
possibles sur un espace donne´, mais l’espace comme l’objet possible de certaines
transformations, et de caracte´riser ce dernier sur la base des transformations qu’il
est suppose´ pouvoir subir. Pour ce faire, Klein pensa une transformation comme un
e´le´ment d’un ensemble contenant toute autre transformation, sur lequel il imagina
avoir de´fini une loi de composition interne associative, unitaire et inversible. Il se
donna alors, comme objet d’e´tude, une structure fort ge´ne´rale constitue´e par le groupe
de transformations de l’espace. Son programme, qui devint ensuite ce´le`bre comme
« le programme d’Erlangen» — car il fut expose´ dans une dissertation que Klein
pre´senta en 1872, « a` l’occasion de l’entre´e a` la Faculte´ de Philosophie et au Se´nat de
l’Universite´ d’Erlangen» — consistait dans l’e´tude des sous-ensembles de l’ensemble
des transformations de l’espace, donnant lieu, a` leur tour, a` des sous-groupes du
groupe des transformations de l’espace. La notion de sous-groupe d’un groupe donne´
sera e´claircie ci-dessous, en ge´ne´ral. Pour l’instant, le lecteur ne devrait pas avoir
de difficulte´ a` comprendre ce que cela signifie, dans le cas particulier qu’on examine
ici. Pour l’aider avec un exemple, on dira que dans ce contexte, on peut penser
les de´placements comme des transformations de l’espace caracte´rise´es, entre autres,
par le fait que tout ensemble de points formant une certaine configuration dans un
espace va former, apre`s une transformation de cette sorte d’un tel espace, la meˆme
configuration. Ainsi, le de´placement d’un segment n’est rien qu’une transformation
de l’espace qui, en transformant tout l’espace, transforme le sous-ensemble des points
de cet espace qu’on reconnaˆıt comme ce segment dans un sous-ensemble transforme´
qu’on reconnaˆıt encore comme un segment (en l’occurrence comme ce meˆme segment).
Il n’est pas difficile de montrer alors que l’ensemble des de´placements, se composant
comme on l’a dit ci-dessus, forme un groupe, qui n’est donc qu’un sous-groupe du
groupe des transformations de l’espace. Ceci e´tant dit, il ne sera plus trop difficile de
comprendre Klein, lorsqu’il pre´sente de manie`re tre`s ge´ne´rale, son programme comme
suit.
«Faisons [. . .] abstraction de la figure mate´rielle qui, au point de vue mathe´matique,
n’est pas essentielle, et ne voyons plus dans l’espace qu’une multiplicite´ a` plusieurs
dimensions, par exemple, en nous en tenant a` la repre´sentation habituelle du point
comme e´le´ment de l’espace, une multiplicite´ a` trois dimensions. Par analogie avec les
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transformations de l’espace, nous pouvons parler des transformations de la multipli-
cite´ : elles forment des groupes. Mais il n’y a plus, comme dans l’espace, un groupe
qui se distingue des autres par sa signification ; un groupe quelconque n’est ni plus ni
moins que tout autre. Comme ge´ne´ralisation de la Ge´ome´trie se pose ainsi la question
ge´ne´rale que voici : E´tant donne´s une multiplicite´ et un groupe de transformations de
cette multiplicite´, en e´tudier les eˆtres au point de vue des proprie´te´s qui ne sont pas
alte´re´es par les transformations du groupe ».
Une ge´ome´trie particulie`re n’est donc, de ce point de vue, que l’e´tude d’un groupe
particulier de transformations de l’espace. C’est une des ide´es ge´ne´ratrices de la
ge´ome´trie moderne, entendue non plus comme une the´orie mathe´matique particulie`re,
mais comme une branche des recherches mathe´matiques.
Lectures possibles : F. Klein, Le programme d’Erlangen. Conside´rations com-
paratives sur les recherches ge´ome´triques modernes, pre´face de J. Dieudonne´, postface
du Pe`re F. Russo s.j., Gauthier- Villars, Paris, Bruxelles, Montre´al, 1974 ; L. Boi, Le
proble`me mathe´matique de l’espace, Springer Verlag, Berlin, Heildelberg, New York,
1995.
∗ ∗ ∗
Felix Klein naquit a` Du¨sseldorf, le 25 avril 1849 et mourut a` Go¨ttingen, le 22 juin 1925.
Apre`s avoir obtenu son baccalaure´at au colle`ge de Du¨sseldorf, il e´tudia la physique et
les mathe´matiques a` l’universite´ de Bonn, ou` il obtint son doctorat en 1868. Apre`s un
court voyage d’e´tudes a` Paris, interrompu par le de´but de la guerre franco-prussienne
en 1870, il fut nomme´ lecteur a` l’universite´ de Go¨ttingen et, en 1872, professeur a`
l’universite´ de Erlangen. Lorsqu’il arriva a` Erlangen, il avait de´ja` obtenu plusieurs
re´sultats importants en ge´ome´trie. Devenu familier avec les conceptions de Cayley
en ge´ome´trie projective, et apre`s avoir appris la the´orie des groupes du Traite´ des
substitutions et des e´quations alge´briques de Camille Jordan, publie´ a` Paris en 1870
— qui fut a` l’origine de la premie`re ve´ritable diffusion de cette the´orie —, il profita
de sa nomination a` Erlangen pour re´diger la dissertation dont on a parle´ ci-dessus, ou`
il pre´sente un nouveau programme pour le de´veloppement des e´tudes ge´ome´triques.
Apre`s avoir quitte´ l’universite´ de Erlangen, il fut professeur a` Munich, de 1875 a`
1880, a` Leipzig, de 1880 a` 1886 et enfin a` Go¨ttingen, de 1886 jusqu’a` 1913. En 1875,
il e´pousa Anne Hegel, une petite-fille de G. Wilhelm Friedrich Hegel.
Bien qu’il soit surtout ce´le`bre pour son «programme de Erlangen», Klein apporta
des contributions importantes a` peu pre`s dans toutes les branches des mathe´matiques,
de la the´orie des e´quations alge´briques, a` la the´orie des fonctions re´elles et complexes,
jusqu’a` la physique mathe´matique et a` l’inge´nierie. Pendant son se´jour a` l’universite´
de Go¨ttingen, il fit de cette universite´ le centre d’e´tudes mathe´matiques le plus fe´cond
et influent d’Allemagne.
Lectures possibles : R. Tobies, Felix Klein, BSB B. G. Teubneur, Leipzig, 1981.
Jusqu’ici, on n’a conside´re´ que des groupes ou` interviennent des ensembles infinis. Il est
pourtant facile de voir que la condition d’infinite´ de E n’est pas requise pour construire un
groupe < E, ∗ >. Un exemple simple et imme´diat d’un groupe fini est donne´ par le couple
< {−1, 1} , · >, la multiplication · e´tant de´finie sur {−1, 1} comme elle est de´finie sur Z. Il
est tre`s facile de ve´rifier que < {−1, 1} , · > est un groupe, car, la multiplication est bien sur
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associative, et on a les e´galite´s :
1 · 1 = (−1) · (−1) = 1
−1 · 1 = 1 · (−1) = −1
qui ve´rifient en meˆme temps les conditions (i), ( iii), avec e = 1, et (iv), avec y1,· = 1 et
y−1,· = −1, de la de´finition 1.3. Comme la multiplication est dans ce cas commutative, ce
groupe est en outre abe´lien.
Un groupe < E, ∗ > tel que l’ensemble E est fini et contient n e´le´ments, est dit «d’ordre
n ». Ainsi < {−1, 1} , · > est un groupe abe´lien d’ordre 2.
Ce groupe est tel que l’ensemble E = {−1, 1} qui y intervient est un sous-ensemble de
l’ensemble Z, qui est a` son tour tel que le couple < Z, · > est un groupe. On dira alors que
< {−1, 1} , · > est un sous-groupe de < Z, · >. Plus en ge´ne´ral, on dit qu’un groupe g est
un sous-groupe de G, si g et G sont l’un et l’autre des groupes, l’ensemble E˜ qui intervient
dans le groupe g est un sous-ensemble de l’ensemble E qui intervient dans G et l’ope´ration ∗
qui intervient dans les deux groupes est la meˆme (c’est-a`-dire qu’elle est de´finie sur E˜ et sur
E, de sorte que le re´sultat de son application a` deux e´le´ments quelconques de E˜ est le meˆme
que le re´sultat de son application aux meˆmes e´le´ments pris comme des e´le´ments de E). Il sera
alors facile de ve´rifier que < {1} , · > est en meˆme temps un sous-groupe de < {−1, 1} , · > et
de < Z, · >, tandis que < {−1} , · >, qui n’est pas un groupe, n’est un sous-groupe d’aucun
groupe.
Or, si X est un sous-ensemble de E et G = < E, ∗ > est un groupe, alors l’ope´ration ∗
est de´finie sur X et y est certainement associative. Imaginons maintenant que X contienne
l’inverse relativement a` ∗, de chacun de ses e´le´ments x. Alors, si ∗ est une loi de composition
interne sur X et x appartient a` X, x ∗ yx,∗ aussi appartient a` X. Mais, par de´finition, autant
x que yx,∗ appartiennent a` E et donc, comme < E, ∗ > est un groupe, x ∗ yx,∗ appartient a`
E et, comme yx,∗ est l’inverse de x, relativement a` ∗, de sorte que x ∗ yx,∗ = e, E contient
aussi l’e´le´ment neutre e de ∗. Ainsi, si X ⊆ E, < E, ∗ > est un groupe, ∗ est une loi de
composition interne sur X et X contient l’inverse par rapport a` ∗ de chacun de ses e´le´ments,
alors < X, ∗ > est certainement un groupe et il est en particulier un sous-groupe de < E, ∗ >.
Donc : g = < X, ∗ > est un sous-groupe d’un groupe G = < E, ∗ > si et seulement si X ⊆ E
et : i) si x et y appartiennent a` X, alors aussi x ∗ y appartient a` X ; ii) si x appartient a`
X, alors aussi l’inverse yx,∗ de x par rapport a` ∗ appartient a` X. Il est facile de ve´rifier que
< {−1, 1} , · > et < {1} , · > respectent ces conditions par rapport a` < Z, · >, tandis que
< {−1} , · > ne les respecte pas.
On imagine maintenant que Y est un sous-ensemble fini ou de´nombrable d’un ensemble E
qui intervient dans un groupe G = < E, ∗ >. Rien n’empeˆche qu’il y ait des sous-groupes de G,
tels que l’ensemble qui intervient en eux inclue Y comme sous-ensemble. L’ intersection de tous
ces sous-groupes (c’est-a`-dire le couple < EY , ∗ > , tel que l’ensemble EY est l’intersection de
tous les ensembles E˜, tels que Y ⊆ E˜ et < E˜, ∗ > est un sous-groupe de G) est e´videmment un
groupe. On dira que ce groupe est ge´ne´re´ a` partir de Y , ou, si on pre´fe`re s’exprimer ainsi, des
e´le´ments de Y (relativement a` l’ope´ration ∗), et on appellera ces e´le´ments « ge´ne´rateurs » du
groupe < EY , ∗ >.
On observe qu’on ne demande pas que < Y, ∗ > soit un groupe. Le groupe ge´ne´re´ par Y est
ainsi le groupe < EY , ∗ >, tel que EY est la plus petite des extensions de Y , telle que le couple
qu’elle forme avec l’ope´ration ∗ est un groupe. On peut citer beaucoup de groupes < EY , ∗ >
ge´ne´re´s a` partir d’une partie propre de EY . C’est par exemple le cas de < Z,+ > qui peut eˆtre
ge´ne´re´ a` partir de N, ou de < Q∗+, · >, qui peut l’eˆtre a` partir de N − {0} ; < {−1, 1} , · > est
en revanche ge´ne´re´ a` partir de −1 , et < {1} , · > est ge´ne´re´ a` partir de 1 lui-meˆme.
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Selon les de´finitions pre´ce´dentes, rien ne s’oppose au fait qu’un meˆme groupe < E, ∗ >
soit ge´ne´re´ en meˆme temps a` partir de deux ensembles distincts. C’est par exemple le cas du
groupe < Z,+ > qui est ge´ne´re´ autant a` partir de N que, tout simplement, de 1. Le cas de la
ge´ne´ration de < Z,+ > a` partir de 1 est particulie`rement inte´ressant. Il montre qu’un groupe
infini peut eˆtre ge´ne´re´ a` partir d’un ensemble fini et meˆme a` partir d’un seul e´le´ment. Lorsqu’un
groupe est ge´ne´re´ a` partir d’un seul e´le´ment, il est dit «monoge`ne ». On pourra avoir ainsi des
groupes monoge`nes infinis. < Z,+ > est un de ces groupes.
Pour comprendre comment ceci est possible, conside´rons un ensemble Y compose´ par un
seul e´le´ment, disons a, et une ope´ration associative ∗ qui s’applique a` a. Alors il est clair que
l’extension EY de Y , qu’on pourra aussi noter «Ea », telle que < EY , ∗ > est le groupe ge´ne´re´
a` partir de a, doit contenir, a` coˆte´ de a : i) tous les re´sultats des ope´rations a ∗ a, (a ∗ a) ∗ a,
[(a ∗ a) ∗ a] ∗ a, ..., dites «puissances de a (relativement a` ∗)» ; ii) l’e´le´ment neutre de ∗ ;
iii) l’inverse de toute puissance de a, relativement a` l’ope´ration ∗. Si on emploie la notation
multiplicative, c’est-a`-dire qu’on note les re´sultat de a∗a par « a2 », celui de (a∗a)∗a par « a3 »,
et ainsi de suite, et on e´crit « a1 » pour a, « a0 » pour l’e´le´ment neutre de ∗ et «x−1 » pour
l’inverse de x relativement a` ∗, alors on dira que Ea doit contenir toutes les puissances entie`res,
(52) . . . , a−3, a−2, a−1, a0, a1, a2, a3, . . .
de a par rapport a` ∗. Il est possible que ces puissances soient toutes distinctes les unes des
autres. Si a = 1 et ∗ est l’addition sur les entiers, ceci est justement le cas, car on aura
a1 = 1
a2 = a+ a = 2
a3 = a2a = 2 + 1 = 3
...
a0 = 0
a−1 = −1
a−2 = −2
...
et donc Ea = E1 = Z et < Z,+ > est, comme on l’a dit, un groupe monoge`ne ge´ne´re´ a`
partir de 1. Cette ge´ne´ration correspond a` la de´finition de Z comme la fermeture minimale, par
rapport a` l’ope´ration inverse de l’addition, de l’ensemble {1, 2, ...}, qui est, a` son tour, de´fini
re´cursivement a` partir de l’objet 1 et au moyen des additions successives du meˆme objet 1 a`
l’objet produit lors de l’e´tape pre´ce´dente, ce qui est une manie`re courante de de´finir d’abord
N − {0} et ensuite N et Z (le lecteur n’aura pas de difficulte´s a` observer les analogies entre
cette construction de N − {0} et la de´finition des nombres entiers positifs pre´sente´e dans le
chapitre 1).
Il n’est pourtant pas ne´cessaire que les puissances (52) soient toutes distinctes les unes des
autres. Si, par exemple,
a ∗ a = a
alors elles co¨ıncident toutes avec a, en sorte que Ea = {a} et < Ea, ∗ > est un groupe d’ordre
1. Si a = 1 et l’ope´ration ∗ est la multiplication sur les entiers, ceci est justement le cas, comme
on vient de le voir. Si en revanche
a ∗ a = a2 6= a
mais
a2 ∗ a = a3 = a
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alors
a ∗ a2 = a ∗ (a ∗ a) = (a ∗ a) ∗ a = a2 ∗ a = a
a2 ∗ a2 = a4(a2 ∗ a) ∗ a = a ∗ a = a2
et
a5 = a4 ∗ a = a2 ∗ a = a
a6 = a5 ∗ a = a ∗ a = a2
a7 = a6 ∗ a = a2 ∗ a = a
...
a2 sera alors l’e´le´ment neutre de ∗ (ou bien : a2 = a0), a sera l’inverse de a (ou bien : a−1 = a)
et a2 l’inverse de a2 (ou bien : a−2 = a2). On aura alors Ea = {a, a2} et < Ea, ∗ > sera un
groupe d’ordre 2. Si a = −1 et ∗ est encore la multiplication sur les entiers, alors
a2 = (−1)(−1) = 1
a3 = a2(−1) = 1(−1) = −1 = a
et Ea = {−1, 1}, comme on vient de voir.
Une situation analogue se produit si
a ∗ a = a2 6= a
a2 ∗ a = a3 6= a
mais
a2 ∗ a2 = a4 = a
Le lecteur pourra en effet ve´rifier que dans ce cas, on aura
a5 = a8 = a11 = ... = a2
a6 = a9 = a12 = ... = a3
a7 = a10 = a13 = ... = a4 = a
. . .
a0 = a3
a−1 = a2
a−2 = a
a−3 = a0 = a3
. . .
et Ea = {a, a2, a3} ; < Ea, ∗ > sera donc un groupe d’ordre 3. Il sera alors facile de comprendre
en ge´ne´ral que si un nombre naturel n est tel que an = a et que pour aucun nombre naturel
m, tel que 0 < m < n, am = a, alors Ea = {a, a2, ...an−1} et < Ea, ∗ > est un groupe d’ordre
n− 1.
On comprendra alors la raison pour laquelle, lorsque < Ea, ∗ > est un groupe monoge`ne
et Ea est fini, on dit que < Ea, ∗ > est un groupe cyclique. En effet, dans ce cas, en partant de
l’e´le´ment ge´ne´rateur et en ope´rant selon l’ope´ration ∗, on retombera ne´cessairement, de manie`re
cyclique, sur les meˆmes e´le´ments de Ea.
Remarque 5.7. Dans certains textes, on appelle directement « cycliques » les groupes
qu’on a ici qualifie´s de «monoge`nes », en distinguant ensuite, entre groupes cycliques finis
et groupes cycliques infinis.
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Un groupe monoge`ne est donc par de´finition ou bien cyclique (et donc fini), ou bien
de´nombrable, c’est-a`-dire que l’ensemble qui y intervient est au plus de´nombrable. On peut
montrer que, comme l’argument pre´ce´dent le sugge`re, si < Ea, ∗ > est un groupe monoge`ne,
alors il est ne´cessairement abe´lien. Pour prouver ceci rigouresement, il suffit de noter que si a
est l’e´le´ment ge´ne´rateur de < Ea, ∗ >, alors a ∈ Ea, et si a ∗ a = a, alors, comme on l’a vu,
Ea = {a} et le groupe est fini, d’ordre 1 et certainement abe´lien, car a ∗ a = a ∗ a, tandis que
si a ∗ a = b 6= a, alors si a ∗ b = a ∗ (a ∗ a) e´tait diffe´rent de b ∗ a = (a ∗ a) ∗ a, l’ope´ration ∗
ne serait pas associative sur Ea et < Ea, ∗ > ne pourrait pas eˆtre un groupe. A` partir de cette
remarque, on pourrait exploiter le fait que < Ea, ∗ > est au plus de´nombrable pour conclure
la preuve par induction comple`te.
Pour permettre au lecteur de se familiariser un peu plus avec la notion de groupe, je vais
pre´senter des exemples de groupes. Je construirai d’abord un groupe bien particulier, et je
montrerai ensuite comment il est possible de construire autant de groupes que l’on veut, tous
appartenant a` une meˆme famille de groupes, dont chaque e´le´ment est associe´ a` un nombre
naturel distinct.
1.1. L’exemple d’un groupe de permutations. Mon premier exemple est celui d’un
groupe fini d’ordre 6, avec deux e´le´ments ge´ne´rateurs. On verra plus tard qu’il s’agit d’un
groupe de permutations, une espe`ce de groupes tre`s inte´ressante, dont le champ d’application
en mathe´matiques est tre`s grand.
Conside´rons d’abord un ensemble X compose´ de trois e´le´ments quelconques x1, x2, x3 :
des nombres, des lettres de l’alphabet, des humains, tout simplement des symboles, ou quoi
que ce soit d’autre. De´finissons ensuite deux applications bijectives de X sur X, disons φ et ψ,
comme il suit :
φ :

x1 −→ x2
x2 −→ x1
x3 −→ x3
ψ :

x1 −→ x2
x2 −→ x3
x3 −→ x1
Ces applications peuvent se composer entre elles, en accord a` une ope´ration (dite justement
« composition» ) que, en ge´ne´ral, on pourra de´finir de la manie`re suivante, pour tout couple
d’applications telles que l’ensemble d’arrive´e de la premie`re co¨ıncide avec l’ensemble de de´part
de la deuxie`me : si Φ et Ψ sont deux applications, respectivement de A vers B et de B vers
C, telles que Φ associe l’e´le´ment aκ de A a` l’e´le´ment bκ de B (en symboles : Φ : A → B et
aκ
Φ−→ bκ) et Ψ associe l’e´le´ment bκ de B a` l’e´le´ment cκ de C (en symboles : Ψ : B → C et
bκ
Ψ−→ cκ), alors la composition, note´e «Ψ ◦ Φ », de Φ et Ψ est une application de A vers C
qui associe l’e´le´ment aκ de A a` l’e´le´ment cκ de C (en symboles : Ψ ◦Φ : A→ C et aκ Ψ◦Φ−→ cκ).
Remarque 5.8. Le lecteur n’aura aucune difficulte´ a` observer que, ainsi de´finie, l’ope´ration
de composition de deux applications n’est qu’une ge´ne´ralisation de l’ope´ration de compo-
sition de deux de´placements d’un segment sur un plan euclidien, qu’on a de´finie tout a`
l’heure (comme on l’a vu, un de´placement d’un segment sur un plan euclidien peut en ef-
fet eˆtre pense´ comme une certaine application bijective, dont autant l’ensemble de de´part
que l’ensemble d’arrive´e est donne´ par l’ensemble de positions possibles du segment sur ce
plan). Pour s’en convaincre il suffit d’observer que, selon la de´finition qu’on vient de donner,
Ψ ◦ Φ(aκ) = Ψ(Φ(aκ)) = Ψ(bκ) = cκ. On n’aura donc aucune difficulte´ a` comprendre que
l’ope´ration ◦ ainsi de´finie est associative.
A` ce point, il s’agit de chercher l’extension minimale E{φ, ψ} de l’ensemble de bijections de
X sur X {φ, ψ}, telle que < E{φ, ψ}, ◦ > soit un groupe. Commenc¸ons par nous demander si
l’ensemble {φ, ψ} est ferme´ par rapport a` ◦. Comme {φ, ψ} contient deux e´le´ments (et que
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rien ne nous assure que ◦ soit commutative), on aura d’abord quatre compositions possibles :
φ◦ψ, ψ◦φ, φ◦φ = φ2 et ψ◦ψ = ψ2. Il est facile de voir que ces compositions produisent quatre
nouvelles applications bijectives de X sur X, toutes distinctes entre elles et toutes distinctes
de φ et ψ ; les voici :
ψ ◦ φ :

x1 −→ x3
x2 −→ x2
x3 −→ x1
φ ◦ ψ :

x1 −→ x1
x2 −→ x3
x3 −→ x2
φ2 :

x1 −→ x1
x2 −→ x2
x3 −→ x3
ψ2 :

x1 −→ x3
x2 −→ x1
x3 −→ x2
Une condition ne´cessaire pour que l’extension de {φ, ψ} que nous cherchons soit ferme´e par
rapport a` ◦ , est donc qu’elle contienne, en plus de φ et ψ, e´galement ces quatre applications.
On se demande si c’est aussi une condition suffisante.
La re´ponse est imme´diate et e´videmment positive. Il suffit d’observer qu’en composant des
applications bijectives d’un ensemble A sur lui-meˆme, on ne peut obtenir que des applications
bijectives de l’ensemble A sur lui-meˆme (la preuve est banale et le lecteur pourra s’exercer a`
la conduire seul), et que, si X est un ensemble contenant trois e´le´ments, il ne peut y avoir que
six applications bijectives distinctes de X sur X. Une application bijective de X sur X peut
en effet eˆtre pense´e comme une association qui associe l’ordre {x1, x2, x3} des e´le´ments de X
avec un ordre quelconque de ces meˆmes e´le´ments, et il n’y a que six ordres distincts possibles
sur un ensemble de trois e´le´ments. Ces ordres sont e´videmment les suivants :
(1) (2) (3) (4) (5) (6)
x1 −→ x1 x1 x2 x2 x3 x3
x2 −→ x2 x3 x1 x3 x1 x2
x3 −→ x3 x2 x3 x1 x2 x1
(φ2) (φ ◦ ψ) (φ) (ψ) (ψ2) (ψ ◦ φ)
et ils correspondent, comme il est facile de voir, et comme le tableau l’indique, aux six applica-
tions φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2 et ψ2 qu’on a conside´re´es jusqu’ici. Ainsi, en composant entre elles
ces six applications, on ne pourra obtenir a` nouveau, a` chaque fois, qu’une de ces six bijections.
On a ainsi prouve´ qu’aucune extension de {φ, ψ} plus petite que{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2}
peut aspirer a` former un groupe avec l’ope´ration ◦, et qu’aucune extension de {φ, ψ} plus
grande que
{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2} peut ne contenir que des applications bijectives de X
sur X. Il est donc naturel de se demander si le couple <
{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2} , ◦ > est
ou non un groupe. Comme on vient de voir que ce couple satisfait aux clauses (i) et (ii) de la
de´finition 1.3, il ne reste qu’a` se demander s’il satisfait aussi aux clauses (iii) et (iv) de cette
meˆme de´finition. Pour la condition (iii), la re´ponse est facile, car la bijection φ2 est e´videmment
l’e´le´ment neutre de ◦ en {φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2}. Pour la condition (iv), il s’agit de voir si
chaque e´le´ment de
{
φ, ψ, ψ ◦ φ, φ ◦ ψ , φ2, ψ2} a un inverse en {φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2}
par rapport a` ◦. La` aussi la re´ponse est facile et elle est e´videmment positive, car l’e´le´ment
neutre e´tant une bijection, l’inverse d’une bijection ne peut qu’eˆtre une bijection ; or dans{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2} il y a toutes les bijections possibles de X sur X.
Pour expliciter cette re´ponse, le lecteur pourra facilement ve´rifier les e´galite´s suivantes (ou,
si Φ est une application, le symbole «Φ−1 » indique l’application inverse de Φ relativement a`
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◦) :
(φ2)−1 = φ2 (φ ◦ ψ)−1 = φ ◦ ψ (φ)−1 = φ
(ψ)−1 = ψ2 (ψ2)−1 = ψ (ψ ◦ φ)−1 = (ψ ◦ φ)
Le tableau suivante (dite « table de groupe» ) re´sume alors la situation :
◦ φ2 φ ψ ψ ◦ φ φ ◦ ψ ψ2
φ2 φ2 φ ψ ψ ◦ φ φ ◦ ψ ψ2
φ φ φ2 φ ◦ ψ ψ2 ψ ψ ◦ φ
ψ ψ ψ ◦ φ ψ2 φ ◦ ψ φ φ2
ψ ◦ φ ψ ◦ φ ψ φ φ2 ψ2 φ ◦ ψ
φ ◦ ψ φ ◦ ψ ψ2 ψ ◦ φ ψ φ2 φ
ψ2 ψ2 φ ◦ ψ φ2 φ ψ ◦ φ ψ
Du fait que la matrice qui forme cette table n’est pas syme´trique, il suit que le groupe <
E{φ,ψ}, ◦ >, ou`, comme, l’on vient de voir,
E{φ,ψ} =
{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2}
n’est pas abe´lien, et du fait que E{φ,ψ} contient six e´le´ments, il suit qu’il s’agit d’un groupe
d’ordre 6.
On pourrait se demander si le meˆme groupe ne pourrait pas eˆtre ge´ne´re´ a` partir d’un autre
sous-ensemble de E diffe´rent de {φ, ψ} et en particulier d’un seul des e´le´ments de E. Le dernier
tableau fournit la re´ponse a` cette question, car il nous montre : que si on part d’un seul e´le´ment
choisi parmi φ2, φ, φ ◦ φ et φ ◦ψ de E et qu’on le compose avec lui-meˆme selon ◦, on n’obtient
rien d’autre que l’e´le´ment neutre de ◦ dans E, qui, compose´ a` son tour, dans n’importe quel
ordre, avec l’e´le´ment de de´part donne ce meˆme e´le´ment de de´part, et compose´ avec lui-meˆme
donne encore une fois soi-meˆme ; tandis que si on part d’un seul parmi les e´le´ments ψ et ψ2 et
qu’on le compose avec lui-meˆme selon ◦, on obtient l’autre de ces deux e´le´ments, qui, compose´
avec l’e´le´ment de de´part, dans n’importe quel ordre, donne l’e´le´ment neutre de ◦ dans E, c’est-
a`-dire φ2. Donc, dans le premier cas on s’arreˆterait a` un ensemble de deux e´le´ments compose´ par
l’e´le´ment donne´ et φ2, tandis que dans le deuxie`me on ne parviendrait qu’a` l’ensemble a` trois
e´le´ments
{
ψ,ψ2, φ2
}
. Le groupe <
{
φ, ψ, ψ ◦ φ, φ ◦ ψ, φ2, ψ2} , ◦ > n’est donc certainement pas
monoge`ne, ce qui de´rive d’ailleurs, beaucoup plus facilement, du fait qu’il n’est pas abe´lien.
Le lecteur motive´ pourrait s’exercer a` re´pe´ter la meˆme construction a` partir des ensembles
X de i = 2, 4, 5, ... e´le´ments, et ve´rifier qu’il obtiendrait : dans le premier cas, un groupe
monoge`ne (et donc abe´lien) d’ordre 2 ; et, dans les autres cas, des groupes non abe´liens d’ordre
i!.
L’ensemble EX qui entre dans tous ces groupes est un ensemble d’applications bijectives
d’un ensemble sur lui-meˆme. Or il est facile de voir qu’une application bijective d’un ensemble
sur lui meˆme ne fait, pour ainsi dire, que changer la place des e´le´ments de l’ensemble sur les-
quels elle ope`re, en mettant chacun de ces e´le´ments a` la place d’un autre. Une telle application
s’appelle «permutation», de sorte que les groupes en question sont des groupes finis de per-
mutations et ge`rent les transformations possibles qu’un ensemble peut subir, sans acque´rir ni
perdre des e´le´ments. Les applications de la the´orie des groupes de permutations sont varie´es
autant en mathe´matiques (par exemple dans la the´orie des e´quations alge´briques), qu’ailleurs.
Note Historique 5.5. Dans la nuit du 29 au 30 mai 1832, un jeune homme
de vingt ans (ne´ le 25 octobre 1811 a` Bourg-la-Reine) e´crivit une lettre a` un cher
ami, un de´nomme´ Auguste Chevalier. Ce jeune homme avait e´choue´ deux fois a` son
concours d’entre´e a` l’E´cole polytechnique ; il e´tait ensuite entre´ a` l’E´cole pre´paratoire,
mais il avait e´te´ expulse´ apre`s avoir publie´ une lettre ou` il attaquait violemment le
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directeur de cette e´cole ; il avait envoye´ deux manuscrits mathe´matiques a` l’Acade´mie
des Sciences, tous deux perdus, d’abord par Cauchy et ensuite par Fourier ; il avait
recompose´ le deuxie`me manuscrit et l’avait envoye´ a` Poisson qui l’avait juge´ in-
compre´hensible ; il avait pris part aux e´meutes contre Louis-Philippe et il e´tait de´tenu
sur parole dans une maison de sante´ (a` cause de sa sante´ incertaine) ; il s’e´tait e´pris
d’une femme et mu par sa passion il avait accepte´ de se battre en duel le matin du
30 mai ; il savait qu’il serait tue´ par son adversaire. Dans sa lettre, il re´sumait les
de´couvertes mathe´matiques qu’il e´tait suˆr d’avoir faites, mais que personne n’avait
su comprendre. Le jour suivant le jeune homme fut atteint d’une balle au ventre et il
mourut le 31 mai, a` deux heures du matin.
Apre`s la morte du jeune homme et la publication de la lettre a` Chevalier, des
mathe´maticiens commence`rent a` lire les papiers mathe´matiques que ce dernier avait
laisse´. Ils se rendirent finalement compte que les de´couvertes mathe´matiques de ce
jeune homme, de´nomme´ E´variste Galois, e´taient en mesure de changer en profondeur
la physionomie des mathe´matiques connues. Aujourd’hui, les mathe´maticiens sont
unanimes en conside´rant Galois comme l’un des plus extraordinaires mathe´maticiens
de tous les temps.
Dans sa lettre a` Chevalier, Galois esquissait la preuve qu’il avait obtenue pour la
conjecture que Ruffini avait avance´e une trentaine d’anne´es plus toˆt, d’apre`s laquelle
les racines d’une e´quation alge´brique dont le de´gre´ est supe´rieur a` quatre ne sont pas
ge´ne´ralement des fonctions alge´briques des coefficients de cette e´quation [cf. la note
historique 5.2]. Pour obtenir cette preuve, il avait construit et puis e´tudie´ des groupes
de permutations constitue´s par les racines d’une e´quation alge´briques, en essayant de
de´finir les conditions sous les quelles des racines d’une e´quation donne´e sont permu-
tables sans que cela comporte des variations dans certaines fonctions de ces racines.
L’ide´e d’e´tudier les permutations possibles des racines d’une e´quation avait de´ja` e´te´
avance´e une cinquantaine d’anne´es plus toˆt par Lagrange, mais Galois e´tait de´sormais
en mesure de parvenir a` un niveau d’abstraction et de ge´ne´ralite´ que Lagrange e´tait
bien loin d’avoir atteint. Sa lettre enseigna a` jamais aux mathe´maticiens comment
traiter avec des structures alge´briques ge´ne´rales et fait de Galois le ve´ritable pe`re de
l’alge`bre moderne.
Lectures possibles : G. Verriest, E´variste Galois et la the´orie des e´quations
alge´briques, Gauthier-Villars, Paris, 1934 ; R. Bourgne et J.-P. Ayra (e´d.), E´crits et
me´moires mathe´matiques d’E´variste Galois, Gauthier-Villars, Paris, 1962. A. Dalmas,
E´variste Galois. Re´volutionnaire et ge´ome´tre, Le nouveau commerce, s.h., 1982. A.
Astruc, Evariste Galois, Flammarion, Paris, 1994.
1.2. Les groupes des classes de congruence modulo n. Revenons maintenant a` nos
ensembles N et Z. Ceci nous permettra de de´couvrir une varie´te´ assez inte´ressante de groupes
finis. Choisissons d’abord deux e´le´ments quelconques n et p de N, tels que n > 1 et 0 ≤ p < n,
et conside´rons tous les e´le´ments κζ de Z qu’on peut e´crire sous la forme
κζ = ζn+ p
ζ e´tant un nombre relatif quelconque (c’est-a`-dire un e´le´ment quelconque de Z). Si n = 7 et
p = 3, alors :
..., κ−2 = −11, κ−1 = −4, κ0 = 3, κ1 = 10, κ2 = 17, ...
On voit facilement que, quel que soit p, ces nombres sont tous tels que
κζ+1 − κζ = n
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et que le reste de leur division pour n est toujours e´gal a` p (dans notre exemple, on aura :
... ; −117 = −2 + 37 ; −47 = −1 + 37 ; 37 = 0 + 37 ; 107 = 1 + 37 ; 177 = 2 + 37 ; ...). On peut
noter l’ensemble {κζ}ζ∈Z de ces nombres par le symbole «
n
p » (de sorte que
7
3 est par exemple
l’ensemble {...,−11,−4, 3, 10, 17, ...}).
Conside´rons maintenant le nombre naturel n comme e´tant fixe, et faisons varier p entre 0
et n− 1. Il est clair qu’a` chaque choix de p correspondra un ensemble p {κζ}ζ∈Z =
n
p diffe´rent.
On aura ainsi n ensembles de nombres relatifs,
n
0,
n
1,
n
2, ...,
n
n− 1 diffe´rents entre eux, qui seront
bien suˆr tels que chaque nombre relatif appartiendra a` un et un seul de ces ensembles, en sorte
que l’intersection de ces ensembles sera la classe vide et leur union co¨ıncidera avec Z. Pour se
convaincre de ceci, il suffira d’observer que dans chacun de ces ensembles entreront tous les
nombres relatifs qui peuvent s’e´crire respectivement sous les formes :
ζn
ζn+ 1
ζn+ 2
...
ζn+ (n− 1)
ζ e´tant un nombre relatif quelconque.
Le choix de n’importe quel nombre naturel n plus grand que 1 nous permet donc de partager
Z en n parties, mutuellement disjointes :
n
0,
n
1,
n
2, ..., et
n
n− 1. Il est aussi facile de ve´rifier que
la diffe´rence entre deux e´le´ments quelconques du meˆme ensemble
n
p ne de´pend (n e´tant fixe´)
que de la diffe´rence des nombres relatifs ζ. Quels que soient ces e´le´ments, ils pourront en fait
s’e´crire ainsi
κ
ζ′
= ζ ′n+ p et κ
ζ′′
= ζ ′′n+ p
ou` ζ ′ et ζ ′′ sont deux valeurs de ζ, c’est-a`-dire deux nombres relatifs, et leur diffe´rence sera
ainsi, quel que soit p,
ζ ′n+ p− ζ ′′n− p = (ζ ′ − ζ ′′)n
Or, imaginons qu’on commence a` compter les nombres relatifs a` partir d’un nombre quel-
conque et que, apre`s en avoir compte´ n, on recommence a` partir de 1. Ainsi si on part de −9
et qu’on pose n = 7, on aura ce de´compte :
−9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 . . .
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
1 2 3 4 5 6 7 1 2 3 4 5 6 7 . . .
Il est facile de constater que les nombres de la premie`re ligne qui correspondent a` des nombres
e´gaux entre eux dans la deuxie`me sont exactement ceux qui appartiennent au meˆme ensemble
n
p.
C’est la raison pour laquelle on dit que les e´le´ments d’un meˆme ensemble
n
p (quel que soit p) sont
congruents modulo n (c’est-a`-dire qu’en certaines circonstances, ils peuvent eˆtre pris comme
e´gaux). Les ensembles
n
0,
n
1,
n
2, ...,
n
n− 1 sont ainsi des classes d’e´quivalence, c’est-a`-dire que la
relation xRy qui a lieu entre deux nombres relatifs x et y si et seulement si x et y appartiennent
au meˆme ensemble
n
p (quel que soit p) est une relation d’e´quivalence : le lecteur n’aura aucune
difficulte´ a` s’exercer en le montrant. Cela revient a` dire qu’a` chaque choix de n correspond
une partition de Z en n classes d’e´quivalence dites « classes de congruence modulo n ». Or, si
l’union de ces classes co¨ıncide avec Z, cela ne signifie pas que l’ensemble
{n
0,
n
1,
n
2, ...,
n
n− 1
}
de
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ces classes co¨ıncide, lui aussi, avec Z. On appellera ce dernier ensemble « ensemble des classes
de congruence modulo n », et on le notera par le symbole «Z/nZ».
Remarque 5.9. Comme on l’a de´ja` note´, implicitement, dans le chapitre 1, la diffe´rence
qu’on fait en the´orie des ensembles entre union de plusieurs ensembles et ensemble dont ces
ensembles sont les e´le´ments est profonde et absolument fondamentale (on pourrait meˆme
dire que la the´orie des ensembles naˆıt, aux alentours de 1880, graˆce a` des mathe´maticiens
tels Dedekind ou Cantor et, en partie, a` Frege, lorsqu’on parvient a` saisir cette diffe´rence).
En effet, si deux ensembles A et B sont donne´s, par exemple l’ensemble A des nombres
naturels pairs et l’ensemble B des nombres naturels impairs, une chose est de rassembler
tous les e´le´ments de ces ensembles dans un seul ensemble, en effac¸ant, pour ainsi dire, les
frontie`res entre A et B, et une autre chose est de former l’ensemble {A,B}, dont les deux
seuls e´le´ments sont les ensembles A et B. Dans le premier cas on a l’ensemble {1, 2, 3, ...}
compose´ d’une infinite´ d’e´le´ments, dans le deuxie`me cas, on a justement l’ensemble {A,B}
qui n’est compose´ que de deux e´le´ments.
Bien qu’a` chaque nombre naturel n plus grand que 1 corresponde un ensemble Z/nZ
diffe´rent, chacun de ces ensembles est fini et ne contient que n e´le´ments. Cela ne nous empeˆche
pas de de´finir sur cet ensemble, quel que soit n, deux lois de composition internes, qu’on pourra
respectivement identifier avec une addition et une multiplication. Pour ce faire, on commence
par observer que, si ζ ′ et ζ ′′ sont deux nombres relatifs quelconques et h et k deux nombres
naturels plus petits que n, alors les nombres relatifs ζ ′n + h et ζ ′′n + k appartiennent respec-
tivement aux classes
n
h et
n
k , tandis que leur somme et leur produit,
ζ ′n+ h+ ζ ′′n+ k = (ζ ′ + ζ ′′)n+ (h+ k)
(ζ ′n+ h) · (ζ ′′n+ k) = (ζ ′ζ ′′n+ ζ ′k + ζ ′′h)n+ hk
appartiennent respectivement aux classes
n
(h+ k) et
n
(hk), le symbole «
n
q » indiquant, par exten-
sion, quel que soit le nombre naturel q, la classe de congruence modulo n a` laquelle appartient
q. Il est donc tout a` fait naturel de de´finir l’addition et la multiplication sur l’ensemble des
classes de congruence modulo n, en termes de l’addition et de la multiplication sur les nombres
naturels, comme il suit :
(53)
n
h+
n
k =
n
(h+ k) et
n
h ·
n
k =
n
(h · k)
quels que soient les nombres naturels h et k. Par exemple si n = 7, comme tout a` l’heure,
on aura les tables suivantes pour l’addition et la multiplication sur l’ensemble des classes de
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congruence modulo 7 :
(54)
+
7
0
7
1
7
2
7
3
7
4
7
5
7
6
7
0
7
0
7
1
7
2
7
3
7
4
7
5
7
6
7
1
7
1
7
2
7
3
7
4
7
5
7
6
7
0
7
2
7
2
7
3
7
4
7
5
7
6
7
0
7
1
7
3
7
3
7
4
7
5
7
6
7
0
7
1
7
2
7
4
7
4
7
5
7
6
7
0
7
1
7
2
7
3
7
5
7
5
7
6
7
0
7
1
7
2
7
3
7
4
7
6
7
6
7
0
7
1
7
2
7
3
7
4
7
5
· 70 71 72 73 74 75 76
7
0
7
0
7
0
7
0
7
0
7
0
7
0
7
0
7
1
7
0
7
1
7
2
7
3
7
4
7
5
7
6
7
2
7
0
7
2
7
4
7
6
7
1
7
3
7
5
7
3
7
0
7
3
7
6
7
2
7
5
7
1
7
4
7
4
7
0
7
4
7
1
7
5
7
2
7
6
7
3
7
5
7
0
7
5
7
3
7
1
7
6
7
4
7
2
7
6
7
0
7
6
7
5
7
4
7
3
7
2
7
1
En observant ces tables, on comprend que l’ensemble Z/7Z est ferme´ par rapport a` l’ad-
dition et a` la multiplication et que ces deux ope´rations sont commutatives sur cet ensemble
et admettent chacune un e´le´ment neutre, e´gal respectivement a`
7
0 et
7
1. Il n’est pas difficile de
comprendre que c’est le cas de tous les ensembles Z/nZ des classes de congruence modulo n
(n = 2, 3, ...), les e´le´ments neutres e´tant respectivement
n
0 et
n
1. Il n’est ensuite pas difficile
de comprendre que l’addition et la multiplication ainsi de´finies sur les ensembles Z/nZ sont
aussi associatives (le lecteur pourra s’exercer a` le ve´rifier). Ainsi, on peut dire avoir de´fini, sur
chacune de ces ensembles, une addition et une multiplication associatives et commutatives, qui
admettent un e´le´ment neutre, et par rapport auxquelles ces ensembles sont ferme´es. Il reste a`
savoir si tous les e´le´ment de ces ensembles sont inversibles par rapport a` ces ope´rations. Dans ce
cas, la re´ponse est facile : c’est vrai pour l’addition — car dans la table ci-dessus, ainsi que dans
toutes les tables analogues relatives a` d’autres valeurs de n, l’e´le´ment neutre figure dans chaque
ligne et chaque colonne (et donc, pour tout e´le´ment de n’importe quel ensemble Z/nZ, il y a un
e´le´ments du meˆme ensemble qui, additionne´ a` celui-ci, produit l’e´le´ment neutre de l’addition
dans cet ensemble : dans le cas n = 7, on aura, par exemple, comme il est facile de ve´rifier sur
la premie`re des deux tables pre´ce´dentes,
(
7
0
)−1
=
7
0 ;
(
7
1
)−1
=
7
6 ;
(
7
2
)−1
=
7
5 ;
(
7
3
)−1
=
7
4 ;(
7
4
)−1
=
7
3 ;
(
7
5
)−1
=
7
2 ;
(
7
6
)−1
=
7
0) —, mais c¸a ne l’est pas pour la multiplication —
car dans aucun ensemble Z/nZ l’e´le´ment
n
0 n’est inversible (c’est-a`-dire qu’en aucun ensemble
Z/nZ, il y a un e´le´ment
n
p, tel que
n
0 · np = n1). Ainsi, les couples < Z/nZ,+ > et < Z/nZ, · >,
se comportent, par rapport a` la proprie´te´ de former un groupe, comme les couples < Z,+ >
et < Z, · >, les premiers (c’est-a`-dire < Z/nZ,+ >, pour n = 2, 3, ... ) forment des groupes
abe´liens, les seconds (a` savoir < Z/nZ, · >, pour n = 2, 3, ... ) ne forment que des mono¨ıdes
commutatifs unitaires. Pourtant, entre les couples < Z/nZ,+ > et < Z/nZ, · > et les couples
< Z,+ > et < Z, · > il y a une diffe´rence essentielle : tous les ensembles Z/nZ sont finis et ne
contiennent que n e´le´ments. On reviendra plus loin sur le comportement des ensembles Z/nZ
par rapport a` la multiplication de´finie sur ces ensembles. Pour l’instant, on se limitera a` observer
que l’argument pre´ce´dent nous montre comment construire autant de groupes abe´liens, qu’on
veut : tous ceux qui appartiennent a` la famille {< Z/nZ,+ >} (n = 2, 3, ...), dits « groupes
(additifs) des classes de congruence modulo n ».
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2. Anneaux
Jusqu’ici, on n’a conside´re´ que les comportements de certains ensembles relativement a` une
seule ope´ration de´finie sur ces ensembles. La pratique arithme´tique nous enseigne pourtant qu’il
est souvent ne´cessaire de combiner entre elles des ope´rations diverses et nous fait comprendre
que les proprie´te´s de N, de Z et de Q de´pendent justement de la manie`re selon laquelle les deux
ope´rations d’addition et de multiplication se combinent entre elles. Cela nous pousse a` de´finir et
e´tudier des structures alge´briques constitue´es non plus par des couples forme´s par un ensemble
et une ope´ration de´finie sur cet ensemble, mais par des triplets compose´s par un ensemble et
deux ope´rations de´finies sur cet ensemble. Il s’agit alors de classer ces structures sur la base de
trois sortes de conditions : les conditions qui doivent eˆtre satisfaites relativement a` la premie`re
ope´ration, conside´re´e isole´ment ; les conditions qui doivent eˆtre satisfaites relativement a` la
deuxie`me ope´ration conside´re´e isole´ment ; les conditions que ces ope´rations doivent satisfaire
l’une relativement a` l’autre.
La plus simple des structures de ce genre, qu’on va pre´senter ici et qu’on e´tudie ge´ne´ralement
en alge`bre, combine ces conditions de la manie`re suivante : le couple forme´ par l’ensemble et
la premie`re ope´ration de´finie sur cet ensemble est un groupe abe´lien ; le couple forme´ par l’en-
semble et la deuxie`me ope´ration de´finie sur cet ensemble est un magma associatif ; la deuxie`me
ope´ration est distributive sur la premie`re dans l’ensemble conside´re´. Un telle structure s’appelle
« anneau» et est donc de´finie comme suit :
De´finition 2.1. On appelle « anneau » un triplet < E, ∗, ⋆ > compose´ par un ensemble E
quelconque et deux ope´rations ∗ et ⋆ de´finies sur l’ensemble E, telles que le couple < E, ∗ >
est un groupe abe´lien, le couple < E, ⋆ > est un magma associatif (ce qu’on appelle quelques
fois un « demi-groupe » ) et l’ope´ration ⋆ est distributive sur l’ope´ration ∗ dans E. En d’autres
termes, un triplet < E, ∗, ⋆ > est un anneau si et seulement si :
i.i) pour tout x et y appartenant a` E, x ∗ y appartient a` E ;
i.ii) pour tout x et y appartiennent a` E, x ∗ y = y ∗ x ;
i.iii) pour tout x, y et z appartenant a` E, (x ∗ y) ∗ z = x ∗ (y ∗ z) ;
i.iv) il y a dans E un (et un seul) e´le´ment e (l’e´le´ment neutre de ∗), tel que pour tout
x appartenant a` E, x ∗ e(= e ∗ x) = x ;
i.v) pour tout x appartenant a` E, il y a dans E un et un seul e´le´ment yx,∗ (l’e´le´ment
inverse de x relativement a` ∗), tel que x ∗ yx,∗(= x ∗ yx,∗) = e ;
ii.i) pour tout x et y appartenant a` E, x ⋆ y appartient a` E ;
ii.ii) pour tout x, y et z appartenant a` E, (x ⋆ y) ⋆ z = x ⋆ (y ⋆ z) ;
iii.i) pour tout x, y et z appartenant a` E, x ⋆ (y ∗ z) = (x ⋆ y) ∗ (x ⋆ z).
Si l’ope´ration ⋆ est de surcroˆıt commutative dans E, c’est-a`-dire que pour tout x et y ap-
partenant a` E, x⋆y = y⋆x, alors l’anneau est dit lui-meˆme « commutatif » ; si enfin l’ope´ration
⋆ admet, elle-aussi, un e´le´ment neutre en E, distinct de l’e´le´ment neutre de ∗, alors l’anneau
est dit « unitaire ».
Remarque 5.10. La condition qui exige que l’e´ventuel e´le´ment neutre de ⋆ soit distinct
de l’e´le´ment neutre de ∗ sert a` garantir l’univocite´ des ope´rations sur un anneau. En effet,
si e e´tait l’e´le´ment neutre autant de ∗ que de ⋆, alors, graˆce a` la distributivite´ de ⋆ sur ∗,
on aurait, pour tous e´le´ments x et y de E :
x ⋆ y = (x ⋆ e) ⋆ (y ∗ e)
= [(x ⋆ e) ⋆ y] ∗ [(x ⋆ e) ⋆ e]
= (x ⋆ y) ∗ x
et donc, quel que soit x dans E, si z = x⋆y (z et y e´tant deux e´le´ments de E), alors z = z∗x.
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Remarque 5.11. Quels que soient x et y appartenant a` E, on aura, pour la de´finition
de l’e´le´ment neutre de ∗ sur un anneau et la distributivite´ de ∗ sur ⋆,
x ⋆ y = x ⋆ (y ∗ e) = (x ⋆ y) ∗ (x ⋆ e)
et, donc, comme l’e´le´ment neutre de ∗ est unique,
(55) (x ⋆ e) = e
La distributivite´ de ∗ sur ⋆, a donc comme conse´quence que dans n’importe quel anneau le
re´sultat de l’application de l’ope´ration ⋆ a` tout e´le´ment de E et a` l’e´le´ment neutre de ∗ est
l’e´le´ment neutre de ∗ lui-meˆme.
Il est facile de trouver, parmi les structures dont on a parle´ dans les chapitres pre´ce´dents,
des exemples d’anneaux. Si E est l’ensemble Z des nombres relatifs et ∗ et ⋆ sont respectivement
l’addition et la multiplication sur ces nombres, on a e´videmment l’anneau commutatif unitaire
< Z,+, · >. Il est en revanche facile de voir que le triplet < Z, ·,+ > n’est pas un anneau, car
dans Z l’addition n’est pas distributive sur la multiplication (ce triplet ne satisfait donc pas a`
la condition ( iii.i) et aucun e´le´ment de Z diffe´rent de 1 n’a un inverse dans Z relativement a` ·
(donc ce triplet ne satisfait pas a` la condition (i.iv) non plus). Quant aux nombres rationnels,
il est facile de voir que < Q,+, · > est aussi un anneau commutatif unitaire. On verra pourtant
tout a` l’heure que cette structure respecte aussi des conditions significativement plus fortes que
celles impose´es a` un anneau commutatif.
Pour avoir des exemples d’anneaux finis, conside´rons en revanche l’ensemble Z/nZ des
classes de congruence modulo n, pour un nombre naturel quelconque plus grand que 1. Il n’est
pas difficile de montrer que si l’addition et la multiplication sur Z/nZ sont de´finies comme
ci-dessus, alors le triplet < Z/nZ,+, · > est, quel que soit n, un anneau commutatif unitaire
d’ordre n (de meˆme qu’un groupe, un anneau est dit «d’ordre n » si l’ensemble E est fini et ne
contient que n e´le´ments).
On pourrait finalement montrer, entre autres choses, que si < E,+, · > est un anneau
commutatif et a, b ∈ E, alors la formule du de´veloppement binomial pre´sente´e dans le chapitre 3
est sans doute valable pour tout exposant naturel, de quelque manie`re qu’on de´finisse l’addition
+ et la multiplication · sur les e´le´ments de E (a` condition e´videmment que pour tout x ∈ E,
le symbole xm, m e´tant un nombre naturel diffe´rent de 0 , indique le produit xm−1 · x et que
x0 soit l’e´le´ment neutre de E par rapport a` ·). On laissera cette de´monstration aux lecteurs les
plus motive´s.
Remarque 5.12. Cette dernie`re remarque rend claire une des raisons qui font l’inte´reˆt
de la structure alge´brique qu’on appelle « anneau». Celle-ci est, en effet, la plus simple des
structures alge´briques sur laquelle la formule du de´veloppement binomial de´montre´e dans le
chapitre 3 est valable. En qualifiant, lors de la de´monstration de cette formule, les termes a
et b de « quantite´s quelconques» et en parlant, en rapport a` ces quantite´s, d’addition et de
multiplication au sens habituel de ces termes, on a implicitement suppose´ travailler, non pas
sur un anneau quelconque, mais sur une structure bien de´finie, qui satisfait a` des conditions
plus fortes que celles qui de´finissent un anneau. Pourtant, le lecteur pourra revenir sur les
deux de´monstrations qu’on a donne´es de cette formule pour ve´rifier qu’elles ne demandent
aucune condition plus forte que l’appartenance de a, b a` un ensemble E qui forme, avec les
deux ope´rations y note´es «+» et « ·» un anneau commutatif.
3. Corps
Revenons maintenant a` la de´finition 2.1, et essayons de voir s’il n’y a pas moyen de renforcer
de manie`re inte´ressante les conditions qui y interviennent, en parvenant, par exemple, a` saisir
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les proprie´te´s structurelles profondes et distinctives de l’ensemble Q des nombres rationnels.
Une possibilite´ nous apparaˆıt de`s le de´but : elle consiste a` renforcer les conditions demande´es
pour le couple < E, ⋆ > ; ne pourrait-on pas demander que ce couple soit plus qu’un simple
magma associatif ? Voyons. Il est clair que si, allant au-dela` de cette condition minimale, on
demande par exemple que l’ope´ration ⋆ admette un e´le´ment neutre dans E, on reste encore a`
des conditions qui sont satisfaites autant par le triplet < Z,+, · >, que par le triplet < Q,+, · >,
qui sont justement des anneaux (commutatifs) unitaires. En revanche, si on demande que le
couple < E, ⋆ > soit carre´ment un groupe, alors on tombe d’emble´e au-dela` des conditions que
< Z,+, · > autant que < Q,+, · > respectent, car, sauf 1, aucun des e´le´ments de Z n’admet
un inverse dans Z relativement a` ·, et meˆme dans Q il y a un e´le´ment, 0, qui n’admet pas
d’inverse relativement a` ·. Pourtant, la situation est dans ces deux cas fort diffe´rente, car,
dans le second, il y a non seulement une seule exception (au lieu d’une infinite´) a` la re`gle de
l’inversibilite´, mais cette exception est en plus bien de´finie, car il s’agit justement de l’e´le´ment
neutre de l’addition. Cette remarque nous sugge`re la de´finition suivante, caracte´risant une
nouvelle structure alge´brique :
De´finition 3.1. On appelle « corps » un anneau unitaire < E, ∗, ⋆ >, tel que < E − {e∗}, ⋆ >
(e∗ e´tant l’e´le´ment neutre de ∗ dans E) soit un groupe. Comme il est clair que si l’e´le´ment
neutre de ⋆ dans E e´tait e´gal a` celui de ∗, alors < E − {e∗}, ⋆ > ne pourrait pas eˆtre un
groupe (car il lui manquerait l’e´le´ment neutre), cela revient a` dire qu’un corps est un anneau
unitaire < E, ∗, ⋆ >, tel que tous les e´le´ments de E, sauf l’e´le´ment neutre de ∗, sont inversibles
relativement a` ⋆ ; c’est-a`-dire un triplet < E, ∗, ⋆ > compose´ d’un ensemble E quelconque et
de deux ope´rations ∗ et ⋆ de´finies sur les e´le´ments de E, telles que le couple < E, ∗ > soit un
groupe abe´lien, le couple < E, ⋆ > un magma associatif unitaire, le couple < E − {e∗}, ⋆ > (e∗
e´tant l’e´le´ment neutre du groupe < E, ∗ >) un groupe, et que l’ope´ration ∗ soit distributive sur
l’ope´ration ⋆ dans E. En d’autres termes, un triplet < E, ∗, ⋆ > est un corps si et seulement
si :
i.i) pour tout x et y appartenant a` E, x ∗ y appartient a` E ;
i.ii) pour tout x et y appartenant a` E, x ∗ y = y ∗ x ;
i.iii) pour tout x, y et z appartenant a` E, (x ∗ y) ∗ z = x ∗ (y ∗ z) ;
i.iv) il y a dans E un (et un seul) e´le´ment e∗ (l’e´le´ment neutre de ∗), tel que pour tout
x appartenant a` E, x ∗ e∗(= e∗ ∗ x) = x ;
i.v) pour tout x appartenant a` E, il y a en E un et un seul e´le´ment yx,∗ (l’e´le´ment
inverse de x relativement a` ∗), tel que x ∗ yx,∗(= yx,∗ ∗ x) = e∗ ;
ii.i) pour tout x et y appartenant a` E, x ⋆ y appartient a` E ;
ii.ii) pour tout x, y et z appartenant a` E, (x ⋆ y) ⋆ z = x ⋆ (y ⋆ z) ;
ii.iii) il y a dans E un (et un seul) e´le´ment e⋆ (l’e´le´ment neutre de ⋆), diffe´rent de e∗,
tel que pour tout x appartenant a` E, x ⋆ e⋆ = e⋆ ⋆ x = x ;
ii.iv) pour tout x appartenant a` E et diffe´rent de e∗, il y a dans E un et un seul
e´le´ment yx,⋆ (l’e´le´ment inverse de x relativement a` ⋆ ), tel que pour tout x appartenant a` E,
x ⋆ yx,⋆ = yx,⋆ ⋆ x = e⋆ ;
iii.i) pour tout x, y et z appartenant a` E, x ⋆ (y ∗ z) = (x ⋆ y) ∗ (x ⋆ z).
Si l’ope´ration ⋆ est de surcroˆıt commutative en E, c’est-a`-dire que pour tout x et y appar-
tenant a` E, x ⋆ y = y ⋆ x, alors le corps est dit lui-meˆme « commutatif ».
Il est alors facile de ve´rifier que le triplet < Q,+, · > (mais e´videmment pas le triplet <
Q, ·,+ >) est un corps, et en particulier un corps commutatif, tandis que < Z,+, · > ne l’est pas.
Voici donc ce qui, d’un point de vue formel distingue Q de Z : le fait que < Q,+, . > est un corps
nous dit que Q est un substrat bien plus confortable que Z pour le de´veloppement d’une alge`bre.
Il est facile de voir que la raison qui fait que beaucoup de the´ore`mes sont de´montrables sur Q,
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une fois qu’on y a de´fini l’addition et la multiplication, est justement le fait que la structure
< Q,+, · > est un corps (commutatif). Cela signifie que ces the´ore`mes peuvent d’emble´e eˆtre
re´fe´re´s a` n’importe quel corps (commutatif). On a de´ja` vu un exemple de cette circonstance pour
les anneaux avec le the´ore`me du de´veloppement binomial pour un exposant naturel quelconque.
Pour exhiber des exemples comparables pour les corps (mais notons que tout corps e´tant un
anneau, le the´ore`me du de´veloppement binomial pour un exposant naturel vaut aussi pour tout
corps), on devrait de´velopper ici une mathe´matique un peu plus sophistique´e ; on devrait par
exemple introduire la notion d’e´quation alge´brique de´finie sur un corps K. On ne s’aventurera
pas sur ces chemins, que le lecteur motive´ pourra pourtant suivre avec bonheur en s’appuyant
sur des textes plus e´labore´s. Ici on se limitera a` observer que tout triplet < E, ∗, ⋆ > qui
satisfait aux conditions impose´es a` un corps est tel que E est ferme´ par rapport a` ∗, ∗−1 et ⋆ ,
et E − {e∗} est ferme´ relativement a` ⋆−1. C’est exactement cette quadruple fermeture qui fait
la puissance alge´brique d’un corps et motive l’inte´reˆt pour une telle structure.
Pour ce qui est des dimensions de l’ensemble E, il est facile d’observer qu’il n’est pas
ne´cessaire qu’il soit infini et qu’il est meˆme facile de construire des corps finis, meˆme si un
ensemble E qui intervient dans un corps doit contenir au moins deux e´le´ments distincts (les
deux e´le´ments neutres de ∗ et ⋆).
Pour trouver des exemples simples de corps finis, revenons pour un instant aux tableau (54)
exhibant l’addition et la multiplication sur l’ensemble Z/7Z des classes de congruence modulo
7. Il est facile de voir que ces tables sont syme´triques (ce qui est duˆ a` la commutativite´ de +
et · dans tous les ensembles Z/nZ) et que dans la deuxie`me, toutes les lignes, sauf la premie`re
(qui rele`ve, comme la premie`re table le montre, de l’e´le´ment neutre de l’addition), contiennent
l’e´le´ment
7
1, qui (comme le montre la deuxie`me table) est l’e´le´ment neutre de la multiplication.
Cela signifie que pour tout e´le´ment
7
i de Z/7Z, il est possible de trouver un autre e´le´ment
7
j, du
meˆme ensemble, tel que
7
i · 7j = 71. Donc tout e´le´ment de Z/7Z diffe´rent de l’e´le´ment neutre
de l’addition est inversible dans Z/7Z, relativement a` la multiplication de´finie sur Z/7Z. Or,
comme < Z/7Z,+, · > est sans doute un anneau commutatif (car, comme on l’a vu, tout triplet
< Z/nZ,+, · > est un anneau commutatif), cela revient a` dire que le triplet < Z/7Z,+, · > est
un corps commutatif fini d’ordre 7.
La question se pose alors de savoir s’il en est de meˆme pour tout triplet < Z/nZ,+, · >, quel
que soit le nombre naturel n plus grand que 1. La re´ponse a` cette question est connue et fort
claire : le triplet < Z/nZ,+, · >, est un corps si et seulement si n est un nombre premier (et, si
c’est un corps, il est un corps commutatif). Pour qui n’est pas accoutume´ aux mathe´matiques,
il n’est pourtant pas si facile de prouver que cette re´ponse est correcte. Essayons quand meˆme.
Si n = 2 et n = 3, les tables de la multiplication sur Z/nZ sont respectivement les suivantes :
· 20 21
2
0
2
0
2
0
2
1
2
0
2
1
· 30 31 32
3
0
3
0
3
0
3
0
3
1
3
0
3
1
3
2
3
2
3
0
3
2
3
1
et il suffit de raisonner sur ces tables comme on l’a fait sur la deuxie`me des tables (54) pour
conclure que < Z/2Z,+, · > et < Z/3Z,+, · > sont deux corps commutatifs (qu’on se rappelle
que pour tout n diffe´rent de 0, l’e´le´ment
n
0 est l’e´le´ment neutre de l’addition de´finie sur Z/nZ).
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Pour trouver des ensembles Z/nZ, avec n > 1, tels que les triplets < Z/nZ,+, · > ne
forment pas un corps, il suffit pourtant de conside´rer le cas ou` le nombre naturel n n’est pas
un nombre premier. En fait, si c’est le cas, il est toujours possible de trouver deux nombres
naturels h et k diffe´rents de 1 et de n tels que n = h · k. Et comme cela n’est possible que si
1 < h ≤ n− 1, 1 < k ≤ n− 1 et n > 3, il s’ensuit, que les deux classes de congruence modulo n
note´es «
n
h » et «
n
k » sont des e´le´ments de Z/nZ, et sont l’une et l’autre distinctes de la classe
n
0.
Mais, comme h ·k = n, le produit h ·k appartient a` la classe n0, et donc, selon la de´finition de la
multiplication entre classes de congruence modulo n,
n
h ·
n
k =
n
0, la classe
n
0 e´tant l’e´le´ment non
inversible de Z/nZ, relativement a` ·. Donc si
n
k admettait un inverse en Z/nZ, relativement a`
·, alors (en notant par «
n
k−1 » cet inverse) on aurait autant :(
n
h ·
n
k
)
·
n
k−1 =
n
h ·
(
n
k ·
n
k−1
)
=
n
h · n1 =
n
h
que (
n
h ·
n
k
)
·
n
k−1 =
n
0 ·
n
k−1 =
n
0
bien qu’on ait montre´ que
n
h 6= n0. Comme en Z/nZ la multiplication est commutative, le meˆme
raisonnement peut eˆtre re´pe´te´ pour h. Il s’ensuit que si n n’est pas premier, alors il y a dans
Z/nZ au moins un e´le´ment (car il est bien possible que h = k) qui n’est pas inversible.
La table suivante, relative a` la multiplication en Z/6Z e´claire la situation :
· 60 61 62 63 64 65
6
0
6
0
6
0
6
0
6
0
6
0
6
0
6
1
6
0
6
1
6
2
6
3
6
4
6
5
6
2
6
0
6
2
6
4
6
0
6
2
6
4
6
3
6
0
6
3
6
0
6
3
6
0
6
3
6
4
6
0
6
4
6
2
6
0
6
4
6
2
6
5
6
0
6
5
6
4
6
3
6
2
6
1
On y voit que, n e´tant e´gal a` 2 · 3, les e´le´ments n2 et n3 de Z/nZ n’ont pas d’inverse (et divisent
n
0). La meˆme chose est d’ailleurs vraie pour
n
4, car si n = 6, alors 2n = 3 · 4 et donc n3 · n4 = n3 · 4
=
n
0.
On a donc montre´ que si le nombre naturel n n’est pas premier, alors le triplet< Z/nZ,+, · >
n’est pas un corps. Il reste a` comprendre ce qui se passe lorsque n est un nombre premier. Ima-
ginons donc que n soit un nombre premier (qu’on pourra prendre plus grand que 3, car on
a de´ja` re´gle´ les cas des nombres premiers 2 et 3). Comme il est clair que pour tout n
n
1 est
l’e´le´ment neutre de ∗ dans Z/nZ, il s’agit de savoir si, un nombre naturel h e´tant donne´, tel que
1 ≤ h ≤ n−1, il y a un autre nombre naturel k, tel que 1 ≤ k ≤ n−1 et que
n
h ·
n
k =
n
(h · k) = n1,
n
(h · k) e´tant comme dans (53) la classe de congruence modulo n a` laquelle appartient le produit
h · k. Or, n e´tant premier, si q, ν et µ sont trois nombres naturels tels que 1 ≤ q ≤ n − 1,
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1 ≤ µ ≤ n− 1 et q ·µ = νn, c’est-a`-dire q = νµn, alors, comme il n’est possible, ni que µ = n · s,
pour quelque nombre naturel s (car µ < n), ni que nµ soit un nombre naturel, car n est premier
et µ ne peut eˆtre e´gal ni a` n (car par hypothe`se, µ ≤ n−1), ni a` 1 (car si µ = 1, alors q = νn et
il ne serait Ddonc pas possible que q ≤ n− 1), il faut que νµ soit un nombre naturel, disons ν′.
De la` il s’ensuit que si q, ν et µ sont trois nombres naturels tels que 2 ≤ q ≤ n−1, 1 ≤ µ ≤ n−1
et q · µ = ν · n, alors il y a un nombre naturel ν′, tel que q = ν′ · n et donc :
(56) q · µ ∈ n0⇒ q ∈ n0
Ceci prouve´, conside´rons les classes
n
h,
n
2h, ...,
n
(n− 1)h
Il est clair que tout produit entre le nombre h donne´ et un nombre naturel k, tel que 1 ≤ k ≤
n − 1 appartient a` une de ces classes. Comme n est tel que 1 ≤ h ≤ n − 1, et n > 3, il est
clair que h n’appartient pas a`
n
0, donc d’apre`s 56, il n’y a pas de nombre naturel µ, tel que
1 ≤ µ ≤ n− 1 et h · µ ∈ n0. D’ou` il suit qu’aucune des classes
n
h,
n
2h, ...,
n
(n− 1)h n’est e´gale a` n0.
Imaginons maintenant que µ et µ′ soient deux nombres naturels, tels que 1 ≤ µ < µ′ ≤ n − 1
et
n
µ · h =
n
µ′ · h. On aurait alors que : [(µ′ − nµ) · h] = 0, ce qui, comme on vient de le voir,
ne peut se produire. Il s’ensuit aussi que les classes
n
h,
n
2h, ...,
n
(n− 1)h sont toutes diffe´rentes.
Donc, chacune de ces classes est e´gale a` une et une seule des classes
n
1,
n
2, ...,
n
(n− 1) et il n’y en
aura qu’une et une seule e´gale a`
n
1, de sorte qu’il y a un et un seul nombre naturel k, tel que
1 ≤ k ≤ n− 1 et
n
k · h = n1.
On a donc prouve´ le the´ore`me suivant :
The´ore`me 3.1. Le triplet < Z/nZ,+, · > est un corps si et seulement si n est un nombre
premier, et s’il est un corps, alors il est un corps commutatif fini d’ordre n.
Remarque 5.13. Une conse´quence imme´diate de ce re´sultat est que tous les the´ore`mes
qu’on de´montre sur Q en ne se servant que du fait que < Q,+, · > est un corps commutatif,
peuvent aussi eˆtre de´montre´s sur l’ensemble fini Z/nZ, ou l’addition et la multiplication sont
de´finies comme ci-dessus, si et seulement si n est un nombre premier qu’on note ge´ne´ralement
par la lettre « p».
Ceci est le point de de´part d’une mathe´matique abstraite, qu’on peut de´velopper sur
les classes de congruence modulo p, ainsi que sur toute autre structure qui satisfait aux
conditions caracte´risant un corps.
4. Corps et ordre
Dans les paragraphes pre´ce´dents, on a graduellement reconnu que l’ensemble Q des nombres
rationnels, sur lesquels sont de´finies les ope´rations d’addition et de multiplication, posse`de les
proprie´te´s distinctives d’un corps commutatif. Parmi les proprie´te´s fondamentales qu’on assigne
a` Q dans la pratique mathe´matique, il y en a pourtant une, dont on a longuement discute´ dans
le chapitre 4, qui n’a fait l’objet d’aucune stipulation propre a` la notion de corps, et qui ne
peut donc pas eˆtre de´duite du fait que le triplet < Q,+, · > est un corps commutatif. Il s’agit
naturellement de la proprie´te´ d’ordre, que nous avons assigne´e a` Q en e´tendant a` cet ensemble
l’ordre total de´fini sur N. Ainsi, si on veut proce´der a` rebours et, au lieu de chercher dans
Q les proprie´te´s d’un corps commutatif, de´finir Q comme un corps commutatif particulier, il
faut ajouter une stipulation qui assure que l’ensemble intervenant dans ce corps est totalement
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ordonne´ relativement a` une certaine relation d’ordre ≤, et indiquer les relations qui doivent lier
entre elles les ope´rations de´finies sur cet ensemble, intervenant dans la structure de corps, et
cette relation d’ordre. Pour ce faire, on peut partir de la de´finition suivante :
De´finition 4.1. Un corps < E, ∗, ⋆ > est dit « totalement ordonne´ relativement a` la re-
lation d’ordre R » si et seulement si l’ensemble E est totalement ordonne´ relativement a` la
relation R et :
(i): pour tout x, y et z appartenant a` E,
xRy ⇒ (x ∗ z)R(y ∗ z)
(ii): pour tout x et y appartenant a` E,
(e∗Rx) ∧ (e∗Ry)⇒ e∗R (x ⋆ y)
e∗ e´tant, comme ci-dessus, l’e´le´ment neutre de ∗ dans E.
Pour tout x appartenant a` E, si e∗Rx, on dira que x est positif, tandis que si xRe∗ et
x 6= e∗, on dira que x est ne´gatif. Si e∗Rx et x 6= e∗, on dira que x est strictement positif.
Remarque 5.14. Si x et y sont deux e´le´ments de E, tels que xRy, et x∗ est l’inverse
de x par rapport a` ∗, alors, d’apre`s la clause (i), on aura, en posant z = x∗
e∗R(y ∗ x∗).
Si a est ensuite un e´le´ment quelconque de E, tel que e∗Ra, on aura donc, d’apre`s la clause
(ii), et la distributivite´ de ⋆ sur ∗,
e∗R [(a ⋆ y) ∗ (a ⋆ x∗)]
De la`, si (a ⋆ x∗)
∗
est l’inverse de (a ⋆ x∗) par rapport a` ∗, on tire, encore d’apre`s la clause
(i) et par l’associativite´ de ∗,
(a ⋆ x∗)
∗
R (a ⋆ y)
Mais, en accord a` la distributivite´ de ∗ sur ⋆ et d’apre`s 55 on aura aussi,
e∗ = a ⋆ e∗ = a ⋆ (x ∗ x∗) = (a ⋆ x) ∗ (a ⋆ x∗)
et donc, par l’unicite´ de l’e´le´ment neutre, (a ⋆ x∗)
∗
= (a ⋆ x), et donc
(a ⋆ x)R (a ⋆ y)
Donc, les clauses (i) et (ii) impliquent ensemble la condition suivante
(57) a ∈ E ⇒ {e∗Ra⇒ [xRy ⇒ (a ⋆ x)R (a ⋆ y)]}
qui est souvent donne´e a` la place de la clause (ii), dans la de´finition d’un corps ordonne´.
Le lecteur pourra en fait de´montrer comme exercice que, si on suppose (57), on peut, a` son
tour, de´montrer cette dernie`re clause. Il ne trouvera aucune difficulte´ pour le faire.
Il est facile de voir, graˆce a` cette de´finition, que le quadruplet < Q,≤,+, · > est un corps
commutatif totalement ordonne´, tandis que, quel que soit le nombre premier p, et, de quelque
manie`re que l’on de´finisse la relation d’ordre ≤ sur Z/pZ, le quadruplet < Z/pZ,≤,+, · > n’est
pas un corps commutatif totalement ordonne´.
Une fois cette de´finition donne´e, il sera possible de construire directement Q comme l’en-
semble minimal qui intervient dans un corps commutatif totalement ordonne´, ge´ne´re´ a` partir
des e´le´ments 0 et 1 sur lesquels on a de´fini l’addition, la multiplication et une relation d’ordre
articule´e sur ces ope´rations. En revanche, on ne peut pas agir comme on l’a fait dans le cas de
la de´finition axiomatique de N, si on veut limiter les axiomes aux conditions qui de´finissent un
corps commutatif ordonne´, car on verra dans le prochain chapitre qu’il est possible de construire
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au moins un corps commutatif totalement ordonne´, ou` intervient un ensemble essentiellement
diffe´rent de Q, c’est-a`-dire tel qu’il ne peut pas eˆtre mis en bijection avec Q (ou, comme on
le dit, qu’il n’est pas isomorphe a` Q). C’est la taˆche a` laquelle il faut donc se consacrer de`s
maintenant.
200
CHAPITRE 6
Nombres re´els
Dans le chapitre 4, on a de´fini les nombres fractionnaires, puis les nombres rationnels, en se
re´clamant de l’exigence de mesurer d’autres objets que les nombres entiers positifs. Le moment
est venu de comprendre pourquoi les nombres rationnels ne peuvent pas suffire, a` eux seuls, a`
satisfaire a` cette exigence.
1. L’insuffisance des rationnels pour la mesure des segments
Imaginons que deux segments soient donne´s et qu’il s’agisse de savoir si l’un des deux
mesure l’autre au sens d’Euclide, c’est-a`-dire si le deuxie`me de ces segments peut eˆtre obtenu
en additionnant le premier a` lui-meˆme, un certain nombre des fois. Pour cela, il faudra avoir
d’abord de´fini une addition sur les segments. Si, en suivant Euclide, on suppose que la somme
de deux segments quelconques est le segment qui re´sulte en juxtaposant de manie`re rectiligne
ces segments l’un a` l’autre, il suffira, pour parvenir a` une de´finition convenable, de disposer
d’une proce´dure ge´ome´trique permettant de construire un ou plusieurs segments e´gaux a` tout
segment donne´, pouvant eˆtre pris comme des re´pliques de ce meˆme segment, dans n’importe
quelle position du plan. La mise au point de cette proce´dure est l’un des objectifs les plus fonda-
mentaux des E´le´ments d’Euclide et il a fait, dans l’histoire, l’objet de nombreuses discussions.
Comme il ne s’agit pas ici de parler de ge´ome´trie, on laissera ce point de coˆte´, et on supposera
qu’on sait additionner un segment a` lui-meˆme, en le reportant de surcroˆıt sur un autre, de sorte
a` ve´rifier d’emble´e si la somme ainsi obtenue est plus petite, plus grande ou e´gale a` ce dernier
segment (si on veut un support intuitif pour cette ope´ration, on peut imaginer que l’on dispose
d’un compas a` ouverture fixe, chose que d’ailleurs Euclide s’interdit d’utiliser).
Note Historique 6.1. On a souvent affirme´ que la ge´ome´trie euclidienne, comme
elle est expose´e par Euclide dans les E´le´ments, pre´suppose, entre autres choses, la pos-
sibilite´ de de´placer un segment donne´ sur le plan auquel il appartient. Cette possibilite´
serait par exemple a` la base de la de´finition de l’e´galite´ entre deux segments en tant
que congruence de ces segments : si l’on admet que pour Euclide deux segments sont
e´gaux si et seulement s’ils sont exactement superposables l’un a` l’autre, alors on doit
supposer qu’il est possible, pour Euclide, de poser un segment sur un autre et, pour
ce faire, de le de´placer. Celle-ci me semble pourtant une manie`re fort impre´cise de
de´crire la situation.
Il faut observer d’abord que pour Euclide, cela n’aurait eu aucun sens de suppo-
ser la possibilite´ d’un de´placement d’un segment sur le plan sans spe´cifier la manie`re
dont ce de´placement pouvait eˆtre obtenu. Pour Euclide, il ne suffisait pas de de´finir
de´finition/existence d’un objet dans la ge´ome´trie d’Euclide un objet ge´ome´trique,
pour pouvoir en disposer, c’est-a`-dire pour s’assurer de son existence ; une de´finition
n’est que la pre´sentation d’une condition a` laquelle un objet doit satisfaire, et une
fois que cette condition est pre´sente´e, rien ne nous assure qu’elle puisse eˆtre satis-
faite par un certain objet ; seulement si on peut s’assurer de cette possibilite´, on peut
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affirmer que la de´finition donne´e est celle d’un objet ge´ome´trique. Cela signifie que,
pour Euclide, il y a une modalite´ de donation d’objets ge´ome´triques essentiellement
distincte de leur simple de´finition. Une de´finition n’est qu’un outil de classification
des objets ge´ome´triques donne´s inde´pendamment. Pour eˆtre utile, il faut qu’elle ca-
racte´rise un objet qui peut effectivement eˆtre donne´. Ainsi, on pourrait de la meˆme
manie`re de´finir un triangle et un biangle ; ce n’est pas la nature de la de´finition qui
fait que le premier est un objet de la ge´ome´trie euclidienne et le deuxie`me ne l’est
pas : c’est que dans cette ge´ome´trie on peut donner un objet qu’on reconnaˆıt, d’apre`s
la premie`re de´finition, comme un triangle, tandis qu’on ne peut donner aucun objet
qu’on reconnaˆıtrait, d’apre`s la deuxie`me de´finition, comme un biangle.
Or, si on se limite a` la ge´ome´trie du plan, donner un objet ge´ome´trique signifie
pour Euclide parvenir a` construire cet objet a` partir de la donne´e originelle d’un
nombre fini de segments quelconques et en ope´rant en accord avec un nombre fini
de clauses constructives de´termine´es a` l’avance. Le fait qu’Euclide suppose, comme
point de de´part de ses constructions, la donation pre´alable d’un nombre fini de seg-
ments quelconques ne signifie pas que pour Euclide tout segment peut eˆtre suppose´
comme donne´, sans qu’il re´sulte d’une construction. Les segments qui sont donne´s
originellement sont des segments quelconques, et non pas des segments qui satisfont
a` certaines conditions. Si on veut se donner un segment qui satisfait a` une certaine
condition, il faut le construire a` partir d’autres segments qui sont suppose´s eˆtre donne´s
pre´alablement, de manie`re totalement inde´pendante de cette condition.
L’exemple le plus typique de cette situation est justement celui qu’on de´crit
souvent, de fac¸on un peu trop sommaire, en parlant de de´placements. Imaginons
qu’un segment quelconque est donne´ originellement, et que l’on ait, d’une manie`re
qu’il ne sera pas ne´cessaire ici de pre´ciser, fixe´ un point sur le plan auquel appartient
ce segment qui ne co¨ıncide pas avec une des deux extre´mite´s du segment donne´. On
se demande si l’on peut donner un segment, e´gal au segment de´ja` donne´, dont une
des extre´mite´s co¨ıncide avec ce point. Pour Euclide, la re´ponse a` cette question —
qui n’est autre que le proble`me pose´ par la deuxie`me proposition du premier livre
des E´le´ments — consiste dans l’exhibition d’une proce´dure qui, en n’appliquant que
les clauses constructives pre´alablement accepte´es et a` partir de la donne´ du premier
segment, conduit a` la construction d’un segment satisfaisant a` la condition indique´e.
De´placer un segment donne´ signifie donc, pour Euclide, construire un autre segment,
dans une certaine position du plan, qu’on puisse reconnaˆıtre comme e´tant e´gal au
segment donne´.
Pour pre´ciser dans les de´tails comment ceci pourrait eˆtre fait, il faudrait pre´senter
les clauses constructives dont Euclide se re´clame dans ses constructions, et e´clairer la
manie`re selon laquelle Euclide de´finit la relation d’e´galite´ entre deux segments. Ceci
nous conduirait assez loin dans l’examen de la structure logique-de´ductive du livre I
des E´le´ments. Il suffira ici de de´crire la situation en termes plutoˆt ge´ne´raux.
D’abord, il devrait apparaˆıtre clairement, de ce que je viens de dire, que la relation
d’e´galite´ entre deux segments ne peut se re´clamer, d’aucune manie`re, de la possibi-
lite´ de de´placer un de ces segments en le posant sur l’autre, car c’est au contraire
la caracte´risation de l’ope´ration de de´placement d’un segment qui se re´clame de la
possibilite´ de de´clarer deux segments comme e´gaux. Pour comprendre comment Eu-
clide de´finit, d’ailleurs implicitement, la relation d’e´galite´ entre deux segments, il faut
commencer par la conside´ration des clauses constructives qu’il s’autorise a` employer.
Meˆme si une analyse plus fine des arguments avance´s par Euclide nous montre la
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pre´sence d’autres clauses constructives implicites, qu’on ne pourra pas pre´ciser ici,
on peut dire que, pour l’essentiel, les constructions d’Euclide se re´clament de trois
clauses constructives, respectivement e´nonce´es par les trois premiers des cinq postu-
lats qui pre´ce`dent le de´roulement du premier livre des E´le´ments (un discours un peu
plus complexe devrait concerner le cinquie`me postulat, qui, a` mon opinion, e´nonce
une quatrie`me clause constructive ; pour ce qui est des buts de la note pre´sente, on
peut toutefois laisser ce discours de coˆte´). Ces clauses sont les suivantes : i) deux
points e´tant donne´s, on peut tracer un segment qui joint ces points ; ii) un segment
e´tant donne´, on peut le prolonger (jusqu’a` rencontrer une ligne donne´e) ; iii) un seg-
ment e´tant donne´, on peut tracer un cercle dont ce segment est le rayon et une des
extre´mite´s de ce segment est le centre. Cette dernie`re clause constructive assigne au
cercle un roˆle assez particulier. Bien qu’Euclide ne se donne pas la liberte´ de suppo-
ser qu’un cercle puisse eˆtre donne´ originellement, comme peut eˆtre un segment, il se
garantit la possibilite´ de construire un cercle, pour ainsi dire, par un acte e´le´mentaire
qui ne tient qu’a` une application d’une clause constructive accepte´e : toutes les fois
qu’un segment est donne´, on peut passer d’emble´e de ce segment a` un cercle dont ce
segment est le rayon. Un cercle est d’ailleurs de´fini, dans la de´finition 15 du livre I,
comme «une figure plane contenue par une ligne unique par rapport a` laquelle toutes
les droites [qu’on lise : les segments] mene´es a` sa rencontre a` partir d’un unique point
parmi ceux qui sont place´s a` l’inte´rieur de la figure, sont e´gales entre elles». Pour-
tant, d’apre`s Euclide, ce n’est pas l’e´galite´ des segments qui de´finit le cercle ; c’est au
contraire le cercle qui de´finit l’e´galite´ des segments. Si un segment est donne´, nous
dit Euclide, on peut tracer, graˆce a` la clause (iii), le cercle dont ce segment est le
rayon ; si, ensuite, en appliquant soit la clause (i), soit la clause (ii), on peut tracer un
segment qui joint le centre du cercle a` sa circonfe´rence, alors on pourra se re´clamer de
la de´finition du cercle pour en conclure que le segment ainsi trace´ est e´gal au segment
a` partir duquel on avait trace´ le cercle. Si deux segments sont rayons du meˆme cercle,
ils sont donc e´gaux. Ceci n’est pourtant qu’une condition suffisante pour l’e´galite´
entre deux segments. Pour parvenir a` une condition ne´cessaire et suffisante, il faut se
re´clamer de la transitivite´ de la relation d’e´galite´ et de sa stabilite´ par rapport a` l’ad-
dition et la soustraction d’e´gaux, deux conditions ge´ne´rales, valables pour toute sorte
de relation d’e´galite´, que Euclide e´nonce dans les trois premie`res notions communes
(des axiomes de nature ge´ne´rale que Euclide fait suivre aux postulats, au de´but du
livre I des E´le´ments). Pour s’assurer que deux segments, qui ne sont pas rayons du
meˆme cercle, sont e´gaux, il faut donc s’arranger pour montrer que ces segments sont,
tous les deux, e´gaux au meˆme segment, ou re´sultent de l’addition ou de la soustrac-
tion de segments e´gaux a` deux segments e´gaux, et ceci en partant e´videmment d’une
ou plusieurs e´galite´s entre deux segments, garanties pas le fait que ces segments sont
rayons du meˆme cercle.
Cette dernie`re strate´gie est justement celle qui permet a` Euclide de reconnaˆıtre
comme e´gaux deux segments, dont un est donne´ et l’autre re´sulte, a` partir de celui-ci,
d’une construction particulie`re qui est exhibe´e lors de la solution du proble`me pose´
par la proposition I.2. De la` Euclide en conclut que, un segment e´tant donne´, on peut
en construire un autre, e´gal a` celui-ci, dans une autre position du plan. E´videmment,
s’il ne s’agit que de sommer un segment a` lui-meˆme, les choses sont beaucoup plus
simples. Il suffit, le segment en question e´tant donne´, d’appliquer la clause (iii) pour
tracer le cercle dont ce segment est le rayon et, ensuite, la clause (ii) pour prolonger
le segment donne´ jusqu’a` la circonfe´rence du cercle ainsi construit. On aura ainsi en
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meˆme temps deux nouveaux segments : un nouveau rayon de ce cercle, qui sera, de ce
fait, e´gal au segment donne´ ; et le segment re´sultant de la juxtaposition de ce rayon
avec le segment donne´, qui sera justement la somme cherche´e.
Lectures possibles : Ian Mueller, Phylosophy of Mathematics and Deductive
Structure in Euclid’s Elements, MIT Press, Cambridge (Mass.), London, 1981.
Soient alors PQ et MN deux segments (non nuls), qu’on sait reporter l’un sur l’autre (par
la suite, sauf indication contraire, je parlerai toujours de « segments » pour me re´fe´rer a` des
segments non nuls), et qu’il s’agisse de savoir combien de fois un de ces segments, disons PQ,
peut eˆtre reporte´ sur l’autre. En traduisant ce proble`me en termes arithme´tiques, il s’agit de
de´terminer un nombre naturel n, tel que
(58) n(PQ) ≤ MN < (n+ 1)(PQ)
(pourvu que, quels que soient le nombre naturel s et le segment K, on ait, comme dans le
chapitre 4, K +K + ...+K︸ ︷︷ ︸
s fois
= sK).
Il y a un sens dans lequel la de´termination du nombre naturel n qui satisfait a` (58) nous
renseigne a` elle seule sur la relation de mesure qui lie entre eux les segments MN et PQ, car de
(58) il suit que le segment PQ peut eˆtre reporte´ sur le segment MN tout au plus n fois. Il est
pourtant facile de comprendre que cette meˆme relation de mesure a lieu entre l’un quelconque
des deux segments MN et PQ et une infinite´ de segments diffe´rents entre eux. Si l’un des deux
segments MN et PQ est de´termine´, il ne suffit donc pas de supposer ou de savoir qu’il est dans
cette relation de mesure avec un certain segment, pour que ce dernier segment soit a` son tour
de´termine´. On dira alors que le nombre naturel n ne fournit qu’une «mesure approximative» du
segment MN en termes du segment PQ . Si on veut parvenir a` la de´termination d’une mesure
pre´cise du segment MN en termes du segment PQ, c’est-a`-dire d’une relation M entre ces deux
segments — qui de´pende du re´sultat de la proce´dure consistant a` reporter le segment PQ sur le
segment MN autant de fois qu’il est possible de le faire, et qui soit telle que, lorsque le segment
PQ est de´termine´, le segment MN soit a` son tour de´termine´ de manie`re univoque par son seul
eˆtre dans la relation M avec le segment PQ —, il faut, ou bien s’assurer que n(PQ) = MN (ce
qui entra¨ıne e´videmment que n 6= 0), si ceci n’e´tait pas le cas, continuer a` raisonner comme il
suit.
D’abord, on devrait se demander combien de fois une certaine partie PQ1 de PQ — c’est-
a`-dire un segment PQ1 qui mesure PQ au sens d’Euclide — peut eˆtre reporte´ sur la diffe´rence
MN − n(PQ). Soit alors, par hypothe`se, PQ = m1(PQ1), m1 e´tant e´videmment un nombre
naturel plus grand que 1. Il s’agirait alors de de´terminer un nombre naturel n1, tel que :
n1(PQ1) ≤ MN− n(PQ) < (n1 + 1)(PQ1)
ou bien
n1(PQ1) ≤ MN− n ·m1(PQ1) < (n1 + 1)(PQ1)
Si n1 e´tait diffe´rent de 0 et tel que
MN− n(PQ) = MN− n ·m1(PQ1) = n1(PQ1)
ou bien, en posant n = n0 et PQ = PQ0
MN = n0(PQ0) + n1(PQ1)
= n0 ·m1(PQ1) + n1(PQ1)
= (n0 ·m1 + n1) (PQ1)
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alors le proble`me serait re´solu, car on pourrait dire que le segment PQ1 peut eˆtre reporte´
exactement n0 ·m1 + n1 fois sur le segment MN, d’ou` il suit que
MN =
(
n0 +
n1
m1
)
(PQ) =
(
n0 ·m1 + n1
m1
)
(PQ)
Mais si ce n’e´tait pas ainsi, on devrait se demander combien de fois une certaine partie PQ2 de
PQ1, et donc de PQ, peut eˆtre reporte´e sur la diffe´rence
[MN− n(PQ)]− n1(PQ1) = MN− [n ·m1(PQ1) + n1(PQ1)]
On posera alors par hypothe`se PQ1 = m2(PQ2), ou bien PQ = m1 · m2(PQ2), m1 e´tant un
nombre naturel plus grand que 1, et on cherchera un nombre naturel n2, tel que ;
n2(PQ2) ≤ [MN− n(PQ)]− n1(PQ1) < (n2 + 1)(PQ2)
ou bien
n2(PQ2) ≤ MN− [n ·m1(PQ1) + n1(PQ1)] < (n2 + 1)(PQ2)
ou encore
n2(PQ2) ≤ MN− [n ·m1 ·m2(PQ2) + n1 ·m2(PQ2)] < (n2 + 1)(PQ2)
Si n2 e´tait diffe´rent de 0 et tel que
[MN− n(PQ)]− n1(PQ1) = n2(PQ2)
ou bien, en posant encore n = n0 et PQ = PQ0,
MN = n0(PQ0) + n1(PQ1) + n2(PQ2)
= n0 ·m1 ·m2(PQ2) + n1 ·m2(PQ2) + n2(PQ2)
= (n0 ·m1 ·m2 + n1 ·m2 + n2) · (PQ2)
= n0·m1·m2+n1·m2+n2m1m2 (PQ)
on aurait e´videmment fini ; sinon, on devrait recommencer de la meˆme manie`re.
Sans multiplier les exemples, on imagine que, au bout de ν+1 re´ite´rations de cette ope´ration
(ν e´tant e´videmment un nombre naturel), on arrive a` l’e´galite´
(59) MN =
ν∑
i=0
ni(PQi)
c’est-a`-dire
MN = [n0(m1 · ... ·mν) + n1(m2 · . . . ·mν) + ...
. . .+ nν−1 · (mν) + nν ] (PQν)
=
[
nν +
ν−1∑
i=0
ni(mi+1 ·mi+2... ·mν)
]
(PQν)
=
nν + ν−1∑
i=0
ni
 ν∏
j=i+1
mj
 (PQν)(60)
=

nν +
ν−1∑
i=0
ni
(
ν∏
j=i+1
mj
)
ν∏
j=1
mj
 (PQ)
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ou` m1, m2, ..., mν sont tous des nombres naturels plus grands que 1. C’est a` ce point, et
seulement a` ce point, qu’on aura de´finitivement re´solu le proble`me sans aucune approximation.
Or, la nouvelle question qui se pose, tout naturellement, est la suivante : est-on suˆr que,
pour tout couple donne´ de segments PQ et MN, on peut arriver, au bout un certain nombre
ν + 1 d’e´tapes (aussi grand que l’on veut), a` des e´galite´s comme (59) et (60) ? On va chercher
une re´ponse a` cette question.
Observons d’abord que, quel que soit le nombre naturel ν, l’addition
nν +
ν−1∑
i=0
ni
 ν∏
j=i+1
mj

qui intervient dans la (60) est une addition de produits de nombres naturels, c’est-a`-dire une
addition de nombres naturels. Sa somme est donc sans doute un nombre naturel, et, dans le
cas en question, ce nombre sera e´videmment diffe´rent de 0. Indiquons ce nombre naturel par le
symbole « pν ». L’e´galite´ (60) pourra alors s’e´crire ainsi :
(61) MN = pν(PQν)
ou` pν est un nombre naturel diffe´rent de 0. De la` il suit que si la re´ponse a` notre question est
positive, c’est-a`-dire qu’on peut, pour tout couple donne´ de segments PQ et MN, et au bout
d’un certain nombre ν+1 d’e´tapes, parvenir a` des e´galite´s comme (59) et (60), alors, pour tout
couple de segments PQ et MN, il y a un nombre naturel pν 6= 0, qui satisfait a` (61), pourvu
que
PQ = m0(PQ) = m0 ·m1(PQ1) = m0 ·m1 ·m2(PQ2) = ... =(62)
= m0 ·m1 · ... ·mν(PQν)
ou` m0 = 1 et m1, m2, ..., mν sont tous des nombres naturels plus grands que 1.
Or, comme le produit d’un nombre quelconque de nombres naturels est un nombre naturel,
on pourra poser m0 ·m1 · ... ·mν = qν et e´crire (63) comme suit
PQ = qν(PQν)
qν e´tant e´videmment un nombre naturel diffe´rent de 0. La (61) peut alors s’e´crire sous la forme
(63) MN =
pν
qν
(PQ) ou bien qν(MN) = pν(PQ)
ou` pν et qν sont deux nombres naturels diffe´rents de 0, et
pν
qν
est donc un nombre rationnel
strictement positif. Il s’ensuit que si la re´ponse a` notre question est positive, c’est-a`-dire si on
peut, pour tout couple de segments PQ et MN qu’on peut prendre au de´part, et au bout d’un
certain nombre ν + 1 d’e´tapes, parvenir a` des e´galite´s comme (59) et (60), alors, pour tout
couple de segments PQ et MN, il y a deux nombres naturels pν et qν diffe´rents de 0, et, donc,
un nombre rationnel strictement positif pνqν , qui satisfont a` (63).
Mais nous nous e´tions pose´ la question de savoir s’il est possible de parvenir a` des e´galite´s
comme (59) et (60), parce que nous avions remarque´ que cette possibilite´, et elle seule, ga-
rantissait que notre proble`me originaire, celui de la relation de mesure entre deux segments
quelconques, pouvait a` son tour eˆtre re´solu, de manie`re exacte, selon la proce´dure exhibe´e. On
est arrive´ donc au re´sultat suivant : le proble`me de la relation de mesure entre deux segments
quelconques peut eˆtre re´solu de manie`re exacte, selon la proce´dure qu’on a exhibe´e, seulement
si pour tout couple de segments PQ et MN, il y a un nombre rationnel strictement positif, qu’on
pourrait indiquer par « pq », tel que MN =
p
q (PQ).
Re´fle´chissons maintenant a` la diffe´rence entre les deux sens selon lesquels on a parle´ de
solution pour le proble`me de la mesure d’un segment en termes d’un autre segment. Il est clair
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que se limiter a` re´soudre ce proble`me dans le premier sens, c’est-a`-dire par approximation,
signifie accepter, comme on l’a de´ja` observe´, qu’il soit possible que deux segments distincts et
diffe´rents entre eux, MN et MN′, entretiennent avec un autre segment PQ la meˆme relation de
mesure. Il suffit en fait qu’il y ait un nombre naturel n tel que
n(PQ) ≤ MN < (n+ 1)(PQ) et n(PQ) ≤ MN′ < (n+ 1)(PQ)
pour que les segments MN et MN′ entretiennent, dans le premier sens du terme, la meˆme relation
de mesure avec le segment PQ, c’est-a`-dire que ce dernier segment ne peut eˆtre reporte´, autant
sur le segment MN que sur le segment MN′, que n fois. Le passage au deuxie`me sens correspond
au de´sir d’e´viter cette ambigu¨ıte´ et de donner a` la relation de mesure entre deux segments MN
et PQ un sens tel que deux segments distincts MN et MN′ entretiennent avec le meˆme segment
PQ la meˆme relation de mesure si et seulement s’ils sont e´gaux entre eux. On a donc conclu
ceci : si M est une certaine relation de mesure entre deux segments quelconques, telle que, si
XY, XY′ et HK sont trois segments, alors
(XY)M(HK) et (XY′)M(HK)
si et seulement si XY = XY′, alors la proce´dure pre´ce´dente nous permet d’e´tablir la relation
M, que deux segments donne´s quelconques MN et PQ entretiennent entre eux, seulement s’il y
a un nombre rationnel strictement positif pq , tel que
(64) MN =
p
q
(PQ)
Or — comme si MN 6= MN′ et MN = pq (PQ), alors MN′ 6= pq (PQ) — il est naturel d’associer
a` une e´galite´ comme (64) une relation de mesure de´termine´e entre les segments MN et PQ qui
satisfait a` la condition indique´e et dire donc que si MN et PQ sont deux segments tels qu’il y
a un nombre rationnel strictement positif pq pour lequel MN =
p
q (PQ), alors le segment MN est
dans la relation M p
q
avec PQ, c’est-a`-dire que
(MN)M p
q
(PQ)
Notre raisonnement nous conduit alors a` dire que la me´thode indique´e fournit une relation
de mesure de´termine´e Mα entre deux segments quelconques MN et PQ seulement s’il y a un
nombre rationnel strictement positif pq tel que MN =
p
q (PQ).
Remarque 6.1. Le lecteur aura compris comment, en passant du premier au second
sens de la relation de mesure entre deux segments et, en introduisant les nombres rationnels
comme outils, on est passe´ de facto de l’ide´e euclidienne de mesure a` une ide´e beaucoup
plus proche de l’ide´e moderne. Car, il suffit de de´cider que le segment PQ est une unite´
de mesure universelle pour interpre´ter un e´ventuel re´sultat de la proce´dure pre´ce´dente, qui
pourra s’e´crire sous la forme de l’e´galite´ MN = pq (PQ), comme une condition suffisante pour
pouvoir re´e´crire l’autre e´galite´ MN = pq .
Le lecteur le plus attentif aura aussi compris que le choix des nombres mi de´termine la
valeur des nombres ni (i = 1, 2, ..., ν). Cela ne signifie pas pourtant que, s’il existe un nombre
rationnel strictement positif pq tel que MN =
p
q (PQ), alors on peut choisir les nombres mi
de n’importe quelle manie`re et parvenir toujours, au bout d’un nombre fini ν d’e´tapes,
a` la de´termination du nombre pq et donc a` la fixation de la relation de mesure exacte
que les deux segments PQ et MN entretiennent entre eux. Imaginons par exemple que
MN = 10a et PQ = 3a, a e´tant un segment quelconque. Alors on aura n0 = 3 ; et si on pose
m1 = m2 = ... = 10, la proce´dure ne s’arreˆtera jamais, tandis qu’il suffit de poser m1 = 3
pour avoir PQ1 = a et donc n1 = 1, ce qui permettra d’arreˆter la proce´dure avec le re´sultat
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MN =
[
3 + 13
]
PQ = 103 PQ, qui satisfera aux conditions de´finissant une relation de mesure
exacte.
Mais, il est clair aussi que ceci ne signifie pas que le premier choix (m1 = m2 = . . . = 10)
aboutit a` un re´sultat diffe´rent du second ; cela serait pour nous fort inattendu, car ce re´sultat
consiste, en de´finitive, dans la de´termination d’une relation entre les segments MN et PQ
qui ne devrait de´pendre en rien de la me´thode de mesure choisie, et ne tenir qu’a` la nature
relative de ces segments.
La situation deviendra plus claire quand on aura observe´ que si on pose m1 = m2 =
. . . = 10, on a, dans le cas de notre exemple, les e´galite´s n1 = n2 = . . . = 3, qui donnent
successivement les re´sultats
MN = 3 (PQ) + a
= 3 (PQ) + 3 (PQ1) +
1
10
a
= 3 (PQ) + 3 (PQ1) + 3 (PQ2) +
1
100
a
...
ou bien
MN = 3 (PQ) + a
=
(
3 +
3
10
)
(PQ) +
1
10
a
=
(
3 +
3
10
+
3
100
)
(PQ) +
1
100
a
...
Or, pour pouvoir s’assurer que cette suite de re´sultats ne contredit pas le tout simple re´sultat
obtenu en posant m1 = 3, il faut pouvoir s’assurer que les sommes des additions
3 (PQ) + a(65)
3 (PQ) + 3 (PQ1) +
1
10
a
3 (PQ) + 3 (PQ1) + 3 (PQ2) +
1
100
a
...
sont toutes e´gales a` 103 (PQ). On peut penser que ceci est tre`s aise´, car, selon notre hypothe`se,
on aura a = 13 (PQ) et donc, successivement :
3 (PQ)+a =
„
3 +
1
3
«
(PQ) =
10
3
(PQ)
3 (PQ)+3 (PQ1) +
1
10
a =
„
3 +
3
10
+
1
30
«
(PQ) =
10
3
(PQ)
3 (PQ)+3 (PQ1) + 3 (PQ2) +
1
100
a =
„
3 +
3
10
+
3
100
+
1
300
«
(PQ) =
10
3
(PQ)
...
Il suffit pourtant de re´fle´chir un seul instant sur la manie`re dont ces re´sultats sont
obtenus pour comprendre que le succe`s des calculs pre´ce´dents de´pend du fait qu’on connaˆıt
a priori la relation de mesure entre les segments PQ et MN, graˆce aux hypothe`ses PQ = 3a et
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MN = 10a. Si ces hypothe`ses n’avaient pas e´te´ avance´es, et si l’on travaillait sur des segments
quelconques PQ et MN, dont la relation de mesure n’e´tait pas connue, alors les termes
a, 110a,
1
100a, . . . des additions (65) ne pourraient eˆtre de´termine´s que par approximation
et toujours lors de l’e´tape successive a` celle dans laquelle ils apparaissent. Ces additions
devraient alors s’e´crire ainsi :
3 (PQ) +R0
3 (PQ) + 3 (PQ1) +R1
3 (PQ) + 3 (PQ1) + 3 (PQ2) +R2
...
ou` R0, R1, R2, ... sont des restes inde´termine´s, qui se de´terminent, par approximation, en
avanc¸ant dans la proce´dure. On comprendra alors que la diffe´rence entre les deux choix
pre´ce´dents des nombres mi (i = 1, 2, ...) tient a` ce que d’apre`s le second choix, le re´sultat
correct ne peut eˆtre obtenu, par le biais de notre proce´dure, que s’il e´tait de´ja` connu, car
a` aucune e´tape de cette proce´dure, les re´sultats obtenus permettent de pre´voir les re´sultats
qui seront obtenus lors des e´tapes suivantes.
Tout ce qu’on peut dire est donc que si les deux segments MN et PQ sont tels qu’il y
a un nombre rationnel pq , tel que MN =
p
q (PQ), alors il est toujours possible de choisir les
nombres mi (i = 1, 2, ...), de manie`re a` obtenir, graˆce a` notre proce´dure, et au bout d’un
nombre fini d’e´tapes, le re´sultat cherche´.
De tout ce qu’on a dit, il suit que la proce´dure pre´ce´dente ne peut fournir une me´thode
pour de´terminer la relation de mesure exacte entre deux segments MN et PQ que si ces segments
sont entre eux dans un rapport rationnel et que, s’il en est ainsi, alors cette proce´dure peut
toujours fournir cette me´thode (pourvu que le choix des nombres m1, m2, ... soit convenable).
Tout notre raisonnement nous conduit alors a` la conclusion suivante : la proce´dure pre´ce´dente
permet d’assigner a` un segment quelconque MN une valeur nume´rique de´termine´e (relativement
a` l’unite´ de mesure PQ) seulement si on a choisi l’unite´ de mesure PQ de manie`re qu’il existe
un nombre rationnel positif pq , tel que MN =
p
q (PQ).
Remarque 6.2. Arrive´s a` ce point, il est ne´cessaire de s’arreˆter un instant pour re´fle´chir
sur la forme logique de l’argument pre´ce´dent. On est partis d’une constatation facile : si la
proce´dure pre´ce´dente s’arreˆte au bout d’un nombre fini ν+1 d’e´tapes, avec la de´termination
d’une e´galite´ telle que (60), alors il existe un nombre rationnel strictement positif pq tel que
MN = pqPQ. On a ensuite exprime´ cette implication sous une forme e´quivalente, en di-
sant que la proce´dure pre´ce´dente s’arreˆte au bout d’un nombre fini ν + 1 d’e´tapes, avec
la de´termination d’une e´galite´ telle que (60) seulement s’il existe un nombre rationnel
strictement positif pq tel que MN =
p
qPQ. Cette nouvelle formulation est e´videmment lo-
giquement e´quivalente a` la premie`re, mais, a` la diffe´rence de celle-ci, sugge`re qu’il y a
un sens a` affirmer l’existence d’un nombre rationnel strictement positif pq , tel que MN =
p
qPQ, inde´pendamment de la de´termination de ce nombre par une proce´dure telle que la
pre´ce´dente.
On peut pourtant se demander ce que cette hypothe`se d’existence pourrait vouloir dire,
lorsqu’elle est prise comme une hypothe`se pre´alable et donc inde´pendante de la conside´ration
du re´sultat obtenu par une proce´dure telle que la pre´ce´dente. La remarque pre´ce´dente semble
sugge´rer une re´ponse, qui de´coule d’ailleurs, tout naturellement, des conside´rations conte-
nues dans le chapitre 4 : l’existence d’un nombre rationnel strictement positif pq tel que
MN = pqPQ e´quivaut a` l’existence d’une mesure commune (au sens d’Euclide), disons a,
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aux segments PQ et MN. On pourrait pourtant ne pas eˆtre satisfait de cette re´ponse, car
elle se re´clame a` son tour d’une existence qu’on ne sait pas comment assurer, sauf par la
constatation de deux e´galite´s telles que PQ = qa et MN = pa, qui, si, elles ne de´pendent pas
de l’application d’une proce´dure telle que la pre´ce´dente, rendent la mise en oeuvre de cette
proce´dure tout a` fait inutile. On pourrait donc soupc¸onner que si les deux segments PQ et
MN sont donne´s, sans qu’on connaisse leurs respectives relations de mesure avec un segment
(tel que a, dans l’exemple pre´ce´dent) qui en est une mesure commune (au sens d’Euclide),
alors les diffe´rentes implications qu’on a e´tablies prennent un sens mathe´matique pre´cis
seulement lorsqu’on interpre`te la condition d’existence d’un nombre rationnel strictement
positif pq , tel que MN =
p
qPQ, comme la possibilite´ de de´terminer ce nombre par le bais
d’une proce´dure telle que la pre´ce´dente. Nos implications ne seraient alors que des formes
masque´es de la plus banale des tautologies : la proce´dure pre´ce´dente s’arreˆte au bout d’un
nombre fini ν+1 d’e´tapes, avec la de´termination d’une e´galite´ telle que (60) seulement si la
proce´dure pre´ce´dente s’arreˆte au bout d’un nombre fini ν+1 d’e´tapes, avec la de´termination
d’une e´galite´ telle que (60).
Cet argument me semble correct, sauf pour sa conclusion, car s’il est vrai, il me semble,
que la seule manie`re mathe´matiquement acceptable d’interpre´ter la condition d’existence
d’un nombre rationnel strictement positif pq tel que MN =
p
qPQ, lorsque les deux segments
PQ et MN sont donne´s sans qu’on connaisse leurs respectives relations de mesure avec un
segment qui en est une mesure commune (au sens d’Euclide), est de penser cette condition
comme la possibilite´ de de´terminer ce nombre par le biais d’une proce´dure telle que la
pre´ce´dente, il est aussi vrai que la formulation de la seconde condition sous la forme d’une
condition d’existence, telle que la premie`re, permet de soumettre cette condition au controˆle
d’une preuve par l’absurde visant a` re´pondre a` la question qui nous paraˆıt a` ce point cruciale :
si deux segments quelconques sont donne´s, est-il toujours le cas qu’un choix convenable de
nombres mi (i = 1, 2, ...) conduise a` la de´termination d’un nombre rationnel strictement
positif pq , tel que MN =
p
qPQ ? dit en d’autres termes, les segments respectent-ils tous la
condition de la mesure commune ; sont-ils tous commensurables entre eux ?
C’est a` cette question qu’il faut maintenaint re´pondre. On verra qu’il sera fort facile
de parvenir a` une re´ponse en pensant la condition de commensurabilite´ de deux segments
quelconques PQ et MN en termes d’existence, et donc de possibilite´ de de´terminer, d’une
manie`re ou d’une autre, d’un nombre rationnel strictement positif pq , tel que MN =
p
qPQ.
Si un segment MN est donne´, il est certainement toujours possible de choisir un segment
PQ, de sorte qu’il y ait un nombre rationnel strictement positif pq , tel que MN =
p
q (PQ). Il
suffit par exemple de prendre PQ = MN pour avoir pq = 1, ou, pour e´viter cette banalite´, de
diviser MN en h parties (h e´tant un nombre naturel diffe´rent de 0) et de prendre PQ e´gal a`
la h-ie`me partie de MN pour avoir pq = h. Ceci n’est pourtant pas ce qui nous inte´resse. La
question inte´ressante est ailleurs : a` condition que PQ ait e´te´ fixe´ a priori (bien que de manie`re
comple`tement arbitraire), est-on suˆr que pour tout segment MN, il y ait un nombre rationnel
positif pq , tel que MN =
p
q (PQ), et que la proce´dure pre´ce´dente nous permette donc (a` condition
de bien choisir les nombres m1,m2, ...) de calculer ce nombre ? C’est bien a` cette question qu’on
n’a pas encore re´pondu, et c’est a` celle-ci qu’il faut re´pondre maintenant.
Pour prouver qu’il n’en est pas ainsi, il suffit d’exhiber un couple de segments qui ne
satisfont pas a` la condition indique´e, ou, pour eˆtre plus pre´cis, qui ne peuvent pas la satisfaire
a` cette condition. C’est exactement ce qu’on va faire ici, en adaptant un argument tre`s ancien.
Voici comment on peut proce´der.
Figure p. 311
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Le segment PQ e´tant donne´, on commence par construire le carre´ dont PQ est le coˆte´ et,
ceci fait, on tire une diagonale, disons PR, de ce carre´ qui le coupe en deux triangles e´gaux.
Encore une fois, on suppose ici que nos connaissances en ge´ome´trie e´le´mentaire nous permettent
de proce´der ainsi. On n’aura pourtant pas besoin de pousser plus loin la supposition, et de faire
l’hypothe`se qu’on dispose du the´ore`me que tout le monde connaˆıt sous le nom de « the´ore`me
de Pythagore», car dans le cas d’un triangle rectangle isoce`le, comme celui qui re´sulte de la
partition d’un carre´ par une de ses diagonales, ce the´ore`me se lit sur la figure elle-meˆme : il
suffit de reconnaˆıtre que les deux triangles isoce`les, dans lesquels une diagonale partage un
carre´, sont e´gaux entre eux. Si on examine la figure ci-dessous, on voit que le carre´ PSTR,
construit sur la diagonale PR, est le double du carre´ PQRV, construit sur le segment donne´ PQ
(et il est donc e´gal a` la somme des deux carre´s e´gaux construits respectivement sur les deux
coˆte´s du triangle rectangle PQR ). En indiquant par «Q(x)» le carre´ construit sur un segment
x, on aura alors
(66) 2Q(PQ) = Q(PR)
Note Historique 6.2. En de´pit du nom habituel de ce the´ore`me, la formulation
classique du the´ore`me de Pythagore se trouve dans le livre I des E´le´ments d’Euclide,
ou` il constitue la proposition 47. Ce the´ore`me fut pourtant connu bien avant Euclide ;
apparemment, il l’e´tait de´ja` a` Babylone, sous le royaume de Hammourabi, et il est
probable que Pythagore l’apprˆıt pendant son voyage a` Babylone, et l’emportaˆt en
Gre`ce, meˆme s’il n’est pas suˆr qu’il en donnaˆt lui-meˆme une de´monstration. Dans le
premier livre des E´le´ments, ce the´ore`me occupe une place cruciale et on peut meˆme
dire que ce livre culmine avec ce the´ore`me qui en est d’ailleurs l’avant-dernier.
Naturellement, Euclide ne se re´clame ni des puissances, ni des racines carre´es
pour e´noncer ce the´ore`me. Comme on l’a de´ja` observe´, pour Euclide deux segments
ne peuvent pas eˆtre multiplie´s entre eux et cela n’a donc pas de sens de parler de
puissance carre´e d’un segment. Dans la version d’Euclide, le the´ore`me de Pythagore
nous dit tout simplement que le carre´ qu’on peut construire sur l’hypote´nuse d’un
triangle rectangle est e´gal a` la somme des carre´s qu’on peut construire sur les coˆte´s de
ce meˆme triangle. Selon la conception d’Euclide cela ne signifie pas que l’aire du pre-
mier carre´ est e´gale a` la somme des aires de ces derniers carre´s. La notion d’aire d’un
polygone est e´trange`re a` la conception d’Euclide. Ce que nous dit le the´ore`me, dans
le contexte des E´le´ments, est plutoˆt que le rectangle construit sur l’hypote´nuse d’un
triangle carre´ peut eˆtre de´compose´ de telle manie`re qu’en composant diffe´remment
ses composants on obtient les deux carre´s construits sur les coˆte´s de ce triangle.
Ainsi conc¸u, ce the´ore`me nous fournit une proce´dure standard pour additionner
deux carre´s : on forme, avec les coˆte´s de ces carre´s, un angle droit ; on ferme l’angle
ainsi obtenu par un segment qui joint les extre´mite´s libres de ses coˆte´s en obtenant
ainsi un triangle rectangle ; et on construit enfin un carre´ sur l’hypothe´nuse de ce
triangle. Les carre´s peuvent donc eˆtre additionne´s, et comme tout polygone peut eˆtre
de´compose´ et recompose´ dans un carre´, de la` il suit que les polygones de toute sorte
peuvent eˆtre additionne´s entre eux ; ils se comportent donc comme des quantite´s,
ils sont des quantite´s. Voici la raison qui fait du the´ore`me de Pythagore le re´sultat
culminant du premier livre des E´le´ments, dont le but final est justement de montrer
que les segments, les angles et les polygones sont des quantite´s.
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Depuis Euclide, on a trouve´ d’innombrables preuves du the´ore`me de Pythagore,
dont plusieurs sont meˆme plus simples que celle d’Euclide. En voici une qui ne tient
au fond qu’a` une figure.
Figure p. 313
Le carre´ PQRS est construit sur l’hypote´nuse QR du triangle rectangle OQR et
il est e´gal a` la diffe´rence entre le carre´ ABCD et les triangles PSD, PAQ, QBR et
SRC. Mais ces triangles sont e´gaux entre eux et leur somme est e´gale a` la somme des
rectangles DMON et OQBR. Or, si on soustrait ces deux derniers rectangles au carre´
ABCD on obtient les deux carre´s MAQO et NORC, dont la somme est donc e´gale
au carre´ PQRS. Il suffit alors d’observer, pour conclure la preuve, que ces derniers
carre´s sont construits respectivement sur les coˆte´s OR et OQ du triangle QBR.
Lectures possibles : J. Gray, Ideas of Space. Euclidian, Non Euclidian and
Relativistic, Clarendon Press, Oxford, 2nd ed., 1989.
Imaginons maintenant qu’il y ait un nombre rationnel strictement positif pq , tel que
PR =
p
q
(PQ)
alors, on aura aussi
q(PR) = p(PQ)
et donc, si PW est le segment qui re´sulte en additionnant le segment PR a` lui-meˆme q fois,
c’est-a`-dire que PW = qPR, alors le carre´ Q(PW) construit sur PW contient p2 carre´s de coˆte´
PQ et naturellement q2 carre´s de coˆte´ PR. On en conclut donc que
Q(PW) = p2Q(PQ)
Q(PW) = q2Q(PR)
et donc
p2Q(PQ) = q2Q(PR)
ou bien
p2
q2
Q(PQ) = Q(PR)
En comparant cette e´galite´ avec (66), on aura donc
(67)
p2
q2
= 2
S’il y a un nombre rationnel strictement positif pq , tel que PR =
p
q (PQ), alors le nombre
rationnel strictement positif p
2
q2 est e´gal a` 2. Il s’agit alors de comprendre si cela est possible,
c’est-a`-dire s’il est possible qu’un nombre rationnel strictement positif tel que p
2
q2 soit e´gal a` 2.
Pour cela, on observe d’abord que si mn est un nombre rationnel strictement positif, alors
m et n sont deux nombres relatifs qu’on peut prendre, ou bien tous les deux ne´gatifs, ou bien
tous les deux strictement positifs. Comme les deux choix sont e´quivalents, supposons que m et
n soient deux nombres naturels strictement positifs. Imaginons qu’autant m que n soient pairs.
On aura alors quatre nombres naturels strictement positifs, i, j, h et k, tels que
m = 2ih et n = 2jk
les nombres h et k e´tant tous les deux impairs. De la`, il suit que
m
n
=
2ih
2jk
= 2i−j
h
k
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ou bien
(68)
m
n
=

2µh
k si j < i et i− j = µ
h
2µk si i < j et j − i = µ
h
k si i = j
(µ e´tant, e´videmment, un nombre naturel strictement positif). Cela nous fait comprendre que
pour tout nombre rationnel positif mn , il y a deux nombres naturels positifs, m
′ et n′, tels que{
m
n =
m′
n′
(m′ est pair)⇒ (n′ est impair)
(c’est-a`-dire que tout nombre rationnel positif mn est e´gal a` un nombre rationnel positif
m′
n′ ,
tel que les nombres naturels m′ et n′ ne sont pas pairs a` la fois). Poser PR = pq (PQ) est donc
e´quivalent a` poser {
PR = p
′
q′ (PQ)
p′, q′ ∈ {N− 0} et [(p′ est pair)⇒ (q′ est impair)]
En re´petant l’argument qui nous a conduit a` (67), on en de´duit que s’il y a un nombre rationnel
strictement positif pq , tel que PR =
p
q (PQ), alors :
(69)
 2 = (p
′)2
(q′)2
p′, q′ ∈ {N− 0} et [(p′ est pair)⇒ (q′ est impair)]
En effet : si h est un nombre naturel (strictement positif) pair, alors il y aura un nombre naturel
k, diffe´rent de ze´ro, tel que h = 2k, et donc h2 = 4k2 = 2(k2), c’est-a`-dire que h2 est aussi pair ;
d’autre part, si h est un nombre naturel (strictement positif) impair, alors il y a un nombre
naturel k diffe´rent de 0, tel que h = 2k − 1 et donc h2 = 4k2 − 2k + 1 = 2(2k2 − k) + 1,
c’est-a`-dire que h2 est aussi impair. Donc : si h est pair, alors h2 est aussi pair, et, de la`, si
h2 n’est pas pair, c’est-a`-dire qu’il est impair, alors h n’est pas non plus pair, c’est-a`-dire qu’il
est impair ; en revanche, si h est impair, alors h2 est aussi impair, et, de la`, si h2 n’est pas
impair, c’est-a`-dire qu’il est pair, alors h n’est pas non plus impair, c’est-a`-dire qu’il est pair.
Pour re´sumer : tout nombre naturel h est pair si et seulement si h2 est pair, et il est impair si
et seulement si h2 est impair.
Remarque 6.3. Quelqu’un pourrait penser que la condition (m′ est pair)⇒ (n′ est im-
pair) n’exprime qu’une partie du contenu de (68). Cette triple e´galite´ nous dit que chaque
nombre rationnel strictement positif mn est e´gal a` un nombre rationnel strictement positif
m′
n′ , ou` m
′ et n′ sont deux nombres naturels strictement positifs qui ne sont pas pairs a`
la fois. Et on pourrait penser que pour exprimer cette condition dans le langage logique
de l’implication, il faudrait ajouter a` la condition (m′ est pair) ⇒ (n′ est impair), l’autre
condition (n′ est pair) ⇒ (m′ est impair). Il est pourtant clair que dire d’un nombre na-
turel strictement positif qu’il est impair e´quivalent, a` dire qu’il n’est pas pair et dire qu’il
est pair e´quivalent a` dire qu’il n’est pas impair. Les deux implications pre´ce´dentes sont
donc e´quivalentes, en logique classique (car, en logique classique, l’implication A ⇒ B est
e´quivalente a` l’implication ¬B ⇒ ¬A) et, bien que prises se´pare´ment, elles expriment toutes
les deux la condition e´nonce´e en d’autres termes par la (68) : comme les deux nombres m′
et n′ ne sont pas pairs a` la fois, si l’un des deux est pair, alors l’autre est impair, c’est-a`-dire
qu’il n’est pas pair.
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Dire qu’un certain e´nonce´ qu’il est e´quivalent, dans une certaine logique, a` un autre
e´nonce´, signifie dire que le premier e´nonce´ peut eˆtre de´duit du deuxie`me, en conjonction
avec les axiomes de la logique conside´re´e, et que le deuxie`me peut eˆtre de´duit du premier,
toujours en conjonction avec les axiomes de la logique conside´re´e.
Or, si pour passer de A ⇒ B a` ¬B ⇒ ¬A, il suffit d’observer que de A ⇒ B et
¬B il suit ¬A, pour passer de ¬B ⇒ ¬A a` A ⇒ B, il faut observer que, de la meˆme
manie`re, de ¬B ⇒ ¬A et ¬ (¬A) il suit ¬ (¬B), et ajouter que ¬ (¬A) et ¬ (¬B) sont
respectivement e´quivalents a` A et B. Pourtant, quel que soit H, pour de´duire H a` partir de
¬ (¬H), il faut pre´supposer le principe du tiers exclu, qui affirme que, quel que soit H, ou
bien il est le cas que H ou bien il est le cas que non H, en symboles : H ∨ ¬H. En effet de
H∨¬H et ¬ (¬H), il suit e´videmment H. On sait pourtant qu’il est parfaitement possible de
construire une logique cohe´rente dans laquelle le principe du tiers exclu ne vaut pas. Cette
logique est dite ge´ne´ralement « intuitionniste» et s’oppose a` la logique dite « classique »,
dans laquelle ce principe est parfaitement valable. En logique intuitionnisme ¬ (¬H) n’est
donc pas e´quivalent a` H et donc ¬B ⇒ ¬A n’est pas e´quivalent a` A⇒ B, car de ¬B ⇒ ¬A
et des axiomes de la logique intuitionniste ne de´rive pas A⇒ B.
Si on regarde les choses de pre´s, on s’aperc¸oit pourtant assez aise´ment que cela n’af-
fecte pas notre argument pre´ce´dent, car pour s’assurer que l’implication (m′ est pair) ⇒
(n′ est impair) exprime le contenu entier de (68), il suffit de s’assurer que de (m′ est
pair) ⇒ (n′ est impair) on puisse tirer (n′ est pair) ⇒ (m′ est impair), ce qui, comme
on vient de voir, est parfaitement possible autant en logique classique qu’en logique intui-
tionniste. Notre argument est donc valide autant dans une logique que dans l’autre.
Note Historique 6.3. Bien que les ide´es fondatrices de la mouvance intuition-
niste soient dues au mathe´maticien hollandais Luityen Egbertus Jan Brouwer (ne´ a`
Overschie-Rotterdam en 1881 et mort a` Blaricum, en Hollande, en 1966), la premie`re
formalisation de la logique intuitionniste est due a` A. Heyting (Amsterdam, 9 mai
1898 – Lugano, 9 juillet 1980) et date de 1928.
La formalisation de Heyting de´rive pourtant, dans un certain sens, d’une trahi-
son des ide´es originelles de Brouwer, pour lequel les mathe´matiques n’e´taient qu’une
libre activite´ de l’esprit, construisant des objets nouveaux a` l’aide d’une intuition
primordiale et irre´ductible a` toute sorte de logique. Fortement influence´ par la philo-
sophie de Kant, Brouwer ne distingua jamais son travail mathe´matique d’une re´flexion
sur la nature des mathe´matiques et sur les sources de le´gitimite´ de l’argumentation
mathe´matique. Toujours soucieux d’e´viter toute infe´rence non fonde´e sur une exhi-
bition effective de l’objet mathe´matique, il n’he´sita pas a` de´clarer comme de´pourvus
de fondements de nombreux re´sultats commune´ment accepte´s dans la communaute´
mathe´matique. Si ses conceptions, souvent pole´miques, le conduisirent jusqu’a` la
construction d’une analyse mathe´matique par certains aspects assez diffe´rente de celle
qui a aujourd’hui l’approbation de la plupart des mathe´maticiens, elles furent aussi a`
l’origine d’une re´flexion sur la nature de la preuve mathe´matique et contribue`rent, a`
coˆte´ de conceptions de Hilbert (en re´alite´ moins lointaines de celles de Brouwer qu’on
le dit d’habitude), a` la naissance de la the´orie moderne de la de´monstration.
Lectures possibles : A. Heyting, Intuitionism. An Introdution, North-Holland
Pub. Comp., Amsterdam, New York, Oxford, 3rd ed., 1971 ; W. P. van Stigt, Brou-
wer’s Intuitionism, North- Holland, Pub. Comp., Amsterdam, New York, Oxford,
Tokyo, 1990 ; J. Largeault, L’intuitionisme, PUF, Paris, 1992.
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Or, si 2 = (p
′)2
(q′)2 , alors (p
′)2 = 2(q′)2 et donc (p′)2 est pair de meˆme que p′. De la` il suit
qu’il y a un nombre naturel r, diffe´rent de 0, tel que
p′ = 2r
De (69), il suit alors que {
2 = 4r
2
(q′)2
q′ ∈ {N− 0} et q′ est impair
Mais c’est clairement impossible, car si 2 = 4r
2
(q′)2 alors (q
′)2 = 2r2 et donc (q′)2 est pair et par
conse´quent q′ est pair aussi.
La position PR = pq (PQ) qui a de´clenche´ ce raisonnement est donc impossible, et de la`, il
suit qu’il ne peut pas y avoir un nombre rationnel strictement positif pq , tel que PR =
p
q (PQ).
Les segments PR et PQ sont donc incommensurables : litte´ralement, ils n’ont pas de mesure
commune.
Remarque 6.4. L’argument qu’on a employe´ pour parvenir a` cette conclusion est
mathe´matiquement primordial. Il emploie pourtant une technique tre`s puissante qui n’a nul-
lement e´te´ abandonne´e par les mathe´maticiens modernes. Ces derniers l’ont plutoˆt ge´ne´ralise´e
et la qualifient aujourd’hui de technique du « controˆle de parite´». De plus, cet argument est
une preuve par l’absurde. Ge´ne´ralement, on dit qu’une preuve par l’absurde suit le sche´ma
suivant : on veut prouver A, on suppose non A (c’est-a`-dire : ¬A) et on montre que ¬A⇒ B
et qu’il n’est certainement pas le cas que B. De la`, il suit qu’il ne peut pas non plus eˆtre le
cas que ¬A, et donc qu’il doit eˆtre le cas que A.
Ci-dessus on a parle´ de logique intuitionniste. Il est clair que l’inte´reˆt de cette logique
ne de´pend pas, tout simplement, de sa cohe´rence. Si une logique de la sorte a e´te´ formalise´e,
c’est qu’il y a des mathe´maticiens, dits justement « intuitionnistes», qui pensent que, quand
on raisonne en mathe´matiques, c’est cette logique, plutoˆt que la logique classique, qu’il faut
employer. Une manie`re habituelle pour soutenir ceci est d’observer que la logique classique
est une logique du vrai et du faux, c’est-a`-dire qu’elle formalise les proprie´te´s de l’eˆtre vrai
et de l’eˆtre faux. Le principe du tiers exclu est un exemple tre`s clair de ceci : si on pense
l’affirmation d’un e´nonce´ H, ou, si on pre´fe`re, la supposition qu’il est le cas que H, comme
la supposition de la ve´rite´ de H, alors il est fort naturel de penser que s’il n’est pas le cas
que H, alors il doit eˆtre le cas que non H, c’est-a`-dire que si H n’est pas vrai, alors est
vrai ¬H. C’est de la` qui de´rive justement le principe du tiers exclu : ou bien H, ou bien
non H (ou bien il est vrai H, ou bien il est vrai non H) ; en symboles, H ∨ ¬H. Mais, un
intuitionniste dirait, quand on fait des mathe´matiques il n’est pas question du vrai et du
faux, mais du prouve´ et du non prouve´, ou, si on pre´fe`re, du prouvable et du non prouvable,
et la logique du prouve´ et du non prouve´, ou du prouvable et du non prouvable, n’est pas
la meˆme que celle du vrai et du faux. Ainsi, si on pense l’affirmation d’un e´nonce´ H, ou, si
on pre´fe`re, la supposition qu’il soit le cas que H, comme la supposition que H a e´te´ prouve´,
ou qu’il est prouvable, rien ne nous autorise a` conclure, du fait qu’il n’est pas le cas que H,
qu’il est le cas que non H : du fait qu’on n’a pas prouve´ H, ou que H n’est pas prouvable,
il ne semble pas suivre qu’on a prouve´ ¬H, ou que ¬H soit prouvable. Le principe du tiers
exclu ne re`gle donc pas les relations du prouve´ et du non prouve´, ou du prouvable et du non
prouvable, et il doit donc eˆtre rejete´ lorsqu’il est question, comme dans les mathe´matiques,
du prouve´ et du non prouve´, ou du prouvable et du non prouvable, et non pas du vrai et
du faux.
E´videmment ceux qui acceptent de travailler en mathe´matiques avec la logique classique
n’affirment pas, contre les intuitionnistes, que le principe du tiers exclu re`gle les relations
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du prouve´ et du non prouve´, ou celles du prouvable et du non prouvable ; meˆme si les
choses semblent eˆtre assez diffe´rentes selon que l’on parle de prouve´ et de non prouve´, ou
du prouvable et du non prouvable, sur ce point, l’argument intuitionniste semble imparable.
Ceux qui acceptent de travailler en mathe´matiques avec la logique classique soutiennent,
tout simplement, qu’en mathe´matiques il est, comme ailleurs, surtout question du vrai et
du faux. Le de´bat entre ces deux points de vue a occupe´ une tre`s large partie des discussions
sur les fondements des mathe´matiques au XXe`me sie`cle, et il n’est pas question de le re´sumer
ici ou de prendre un parti (bien que j’aie naturellement mes opinions sur la question, des
opinions qui sont assez proches du point de vue intuitionniste).
Je me limiterai a` observer qu’un intuitionniste ne peut pas accepter, sans condition, une
preuve par l’absurde qui prenne la forme pre´sente´e ci-dessus, car un argument de la sorte
semble eˆtre justement vicie´ par une confusion entre ve´rite´ et de´montrabilite´. En effet son
sche´ma logique e´tant le suivant :
(70)
¬A⇒ B
¬B
¬(¬A)
A
cet argument se re´clame du passage de ¬(¬A) a` A, meˆme si rien ne nous assure que si ¬A
ne peut pas eˆtre de´montre´, alors A doit pouvoir l’eˆtre.
Il suffit pourtant de re´fle´chir un instant pour comprendre que la preuve pre´ce´dente
de l’incommensurabilite´ du coˆte´ et de la diagonale d’un carre´ ne suit le sche´ma (70) qu’a`
condition qu’on pose : A = « il n’y a pas de nombres naturels p et q, tels que q(PR) =
p(PQ)» ; si on pose, en revanche, A = « il y a deux nombres naturels p et q, tels que
q(PR) = p(PQ)», alors la structure logique de la preuve pre´ce´dente sera :
(71)
A⇒ B
¬B
¬A
de sorte que cette preuve ne demandera aucunement de passer de ¬(¬A) a` A, n’employant
que le modus tollens (c’est-a`-dire, justement, le principe qui permet de passer de A⇒ B et
¬B a` ¬A).
On aura donc deux sortes de preuves par l’absurde : une qui suit le sche´ma (70), et
qu’aucun intituionniste ne pourra accepter sans conditions ; une autre qui suit le sche`ma (71),
et qu’aucun intuitionniste ne pourra en revanche re´fuser, car elle ne demande pas de recours
au tiers exclu (qui, comme on l’a vu ci-dessus, est justement ce qui permet de passer de
¬(¬A) a` A). Les preuves de cette deuxie`me sorte ne sont ge´ne´ralement pas conteste´es, ni
par les intuitionnistes, ni par d’autres mathe´maticiens.
Il en re´sulte que l’incommennsurabilite´ du coˆte´ et de la diagonale d’un carre´ peut eˆtre
de´montre´e par l’absurde de deux manie`res distinctes, dont une n’est pas admise par certains
mathe´maticiens, qui n’ont pourtant pas de proble`mes a` admettre l’autre.
Qu’on observe d’ailleurs qu’une preuve (par l’absurde) qu’on peut interpre´ter comme un
exemple du premier sche´ma ne peut pas toujours eˆtre aussi interpre´te´e comme un exemple
du deuxie`me. Pour ce faire, il faut que le the´ore`me qu’on veut de´montrer se laisse e´noncer
sous la forme de la ne´gation d’un e´nonce´ qui implique un autre e´nonce´ dont la ne´gation peut
eˆtre prouve´e. Et ceci n’est clairement pas toujours le cas. Ainsi il est possible de rencontrer
des preuves par l’absurde qui, quelle que soit la manie`re selon laquelle on les interpre`te, ne
sont pas valides en logique intuitionniste. C’est la raison essentielle de la large discussion
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autour des preuves par l’absurde, qui a occupe´ et occupe les philosophes et les historiens
des mathe´matiques.
On ne continuera pas ici avec ces subtilite´s logico-mathe´matiques (qui sont pourtant loin
d’eˆtre anodines) et on s’alignera sur l’opinion ge´ne´rale qui interpre`te l’argument pre´ce´dent
comme une preuve parfaitement le´gitime. On observera simplement que si q(PR) = p(PQ),
alors, comme on l’a vu,
(
p
q
)2
= 2 et donc pq =
√
2, de sorte que ce qu’on a prouve´ est au
fond que
√
2 n’est pas un nombre rationnel.
Note Historique 6.4. Dans le Me´non, Platon cherche a` de´finir la vertu. Ceci
est l’objet d’un dialogue entre Socrate et Me´non (un e´le`ve du sophiste Gorgias). Au
cours de la discussion, Socrate est amene´ a` exposer la the´orie de la re´miniscence et
a` fournir un exemple de ma¨ıeutique (l’art de re´veiller la connaissance cache´e dans
l’aˆme, par le biais du questionnement). Cet exemple est constitue´ par un dialogue
entre Socrate et un esclave de Me´non ; le questionnement de Socrate conduit l’esclave
a` se rendre compte (a` se souvenir, dit Platon) du fait que le carre´ construit sur la
diagonale d’un carre´ est le double de ce dernier carre´. L’argument de Socrate est le
meˆme que celui qui nous a conduits a` la (1.10).
L’argument qui suit cette e´galite´ est repris pour l’essentiel de la preuve de la pro-
position 27 de l’appendice au livreX des E´le´ments, dans l’e´dition classique de Heiberg
(l’e´dition, date´e de 1886, qui fournit le texte des E´le´ments qu’on conside`re aujour-
d’hui comme canonique). Dans d’autres e´ditions des E´le´ments, pre´ce´dant celle de
Heiberg, cette proposition, avec sa de´monstration, compte comme la proposition 117
du livre X. Si Heiberg la rejette hors du corps des E´le´ments, c’est qu’il la conside`re
comme un ajout de quelque copiste, emprunte´ a` des textes pre´ce´dent la re´daction, de
la part d’Euclide, du livre X. La preuve qui y est expose´e semble d’ailleurs avoir e´te´
conc¸ue au sein de l’e´cole pythagoricienne, ou` elle aurait eu des effets desctructeurs. En
montrant que le coˆte´ et la diagonale d’un carre´ sont incommensurables, cette preuve
aurait bloque´ en effet tout espoir de parvenir a` une explication du monde en termes
de seuls nombres entiers (strictement positifs), ce qui semble par contre avoir e´te´ le
programme de Pythagore, un programme qui l’aurait porte´ a` la de´fense d’une sorte
de mystique nume´rique, autour de laquelle les adeptes de Pythagore constitue`rent
une ve´ritable secte. On raconte meˆme que l’incommensurabilite´ de la diagonale et
du coˆte´ d’un carre´ fut garde´e longtemps comme un secret a` l’inte´rieur de la secte
des pythagoriciens, et que Hippase de Me´tapont, qui re´ve´la le premier ce secret, fut
chasse´ du groupe et mourut dans un naufrage provoque´ par la cole`re de Jupiter.
Dans un de ses essais, Le raisonnement par l’absurde, Jean-Louis Gardies s’est
re´clame´ de cette preuve pour illustrer, sur un exemple, une the`se de nature ge´ne´rale :
toute preuve par l’absurde peut se convertir en une preuve « ostensive » ou directe.
Si je le comprends bien, l’argument ge´ne´ral avec lequel Gardies supporte cette the`se
peut eˆtre formule´, en bref, de la manie`re suivante : toute implication telle que A⇒ B
peut eˆtre convertie dans l’implication ¬B ⇒ ¬A (on vient de voir que c’est ainsi
autant en logique classique qu’en logique intuitionniste), donc les deux sche´mas
¬A⇒ B A⇒ B
¬B ¬B
¬¬A ¬A
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parmi lesquels Gardies ne semble voir aucune diffe´rence essentielle, peuvent se conver-
tir respectivement dans les deux sche´mas
¬B ¬B
¬B ⇒ ¬¬A ¬B ⇒ ¬A
¬¬A ¬A
qui correspondent justement a` deux preuves ostensives, logiquement e´quivalentes aux
preuves par l’absurde dont ces preuves se pre´sentent comme des conversions.
L’argument de Gardies est, naturellement, parfaitement correct, mais il ne me
semble pas concerner la question de la validite´ d’une preuve par l’absurde. Autant
une preuve par l’absurde qui suit le premier des quatre sche´mas pre´ce´dents, qu’une
preuve ostensive qui suit le troisie`me de ces sche´mas, demande en effet, pour qu’on
puisse en tirer le the´ore`me A, que le passage de ¬¬A a` A soit permis, et c’est bien ce
passage, et non pas la nature apagogique d’une preuve par l’absurde de la premie`re
sorte, qui pose un proble`me concernant la validite´ d’une telle preuve. La question qui
est concerne´e par la the`se de Gardies est plutoˆt celle de la nature analytique d’une
preuve par l’absurde (cf. la note historique 3.1).
En se fondant sur cette the`se, Gardies soutient que, en de´pit de sa forme lo-
gique typiquement analytique, la preuve par l’absurde est historiquement solidaire
des de´marches dans l’ensemble synthe´tiques. La question est plutoˆt complexe et je ne
peux pas la discuter ici. Il me semble pourtant ne´cessaire d’observer que les formes
ostensives qui de´rivent par conversion des formes apagogique´es qu’on a distingue´es
ci-dessus demandent toutes les deux de partir d’une pre´misse (¬B) qui pourrait ne
pas eˆtre sugge´re´e d’emble´e par l’e´nonce´ de la proposition que l’on veut prouver. La
re´daction d’une preuve ostensive qui suit l’une ou l’autre de ces formes demande donc
un argument heuristique pre´alable (typiquement analytique) apte a` de´terminer son
point de de´part. Or, la preuve apagogique dont cette preuve ostensive se pre´sente
comme la conversion semble fournir justement cet argument, et elle le fait de manie`re
a` rendre logiquement inutile la re´daction de la preuve ostensive, car la suggestion de
cette pre´misse est de´ja`, ipso facto, dans ces cas, une preuve du meˆme the´ore`me que
la preuve ostensive permet de prouver.
Lectures possibles : A. Szabo´, Les de´buts des mathe´matiques grecques, Vrin,
Paris, 1977 ; J.-L. Gardies, Le raisonnement par l’absurde, P.U.F., Paris, 1991.
Si l’on revient maintennait a` la preuve pre´ce´dente, et si on l’analyse de pre`s, on se rend
aise´ment compte que cet argument ne prouve pas seulement que les segments PQ et PR sont
incommensurables. Cet argument prouve aussi quelque chose de plus fort : on a montre´ que
si un segment quelconque est donne´, alors il est toujours possible de construire, a` partir de ce
segment, un autre segment qui est incommensurable avec le segment donne´. On comprendra
facilement que cela signifie que pour tout segment donne´, on peut construire autant de segments
que l’on veut qui soient incommensurables avec le segment donne´. Donc, quel que soit le segment
PQ que l’on ait choisi comme unite´ de mesure, la classe des segments qu’on peut conside´rer et
qui ne peuvent pas eˆtre mesure´s, relativement a` ce segment, par un nombre rationnel est aussi
grande que l’on veut. Pour tout segment PQ, on peut donc exhiber autant de segments que l’on
veut qui ne sont pas avec PQ dans une relation de mesure de´terminable par la proce´dure que
l’on a expose´e ci-dessus. Si on ne pouvait assigner une mesure a` un segment que par l’entremise
de cette proce´dure, alors il n’existerait pas, pour les segments, d’unite´ de mesure universelle
possible.
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Qu’on l’ait exprime´ ou non de cette manie`re, ce qu’on vient d’exposer est un fait mathe´matique
connu de`s les temps de Pythagore (au Ve sie`cle avant J. C.). Pourtant une solution vraiment
satisfaisante de la difficulte´ qu’il manifeste n’a e´te´ trouve´e que dans la seconde moitie´ du XIXe
sie`cle (par des mathe´maticiens tels que Cantor, Dedekind ou Weierstrass). Ceci ne signifie
e´videmment pas qu’avant cette date les mathe´maticiens ne savaient pas traiter avec d’autres
nombres que les rationnels, capables de fournir une mesure pour tout segment (quel que fuˆt le
segment choisi comme unite´ de mesure). Toujours est-il pourtant que la pratique mathe´matique
portant sur ces nombres n’a fait l’objet d’une justification tenue pour satisfaisante qu’a` la date
tardive qu’on a indique´e. Pour pouvoir exposer les ide´es essentielles autour desquelles cette so-
lution s’organise, il faut d’abord introduire une notion nouvelle qui joue dans cette solution un
roˆle essentiel, c’est la notion de convergence d’une suite. C’est le but du prochain paragraphe.
Note Historique 6.5. Si on re´fle´chit sur la preuve qu’on vient de donner du
fait que le coˆte´ d’un carre´ et la diagonale de ce carre´ sont incommensurables, on
comprend que ce qu’on a au fond montre´ est que l’ensemble des nombres rationnels
positifs n’est pas en bijection avec l’ensemble des segments : il y a plus de segments
que de nombres rationnels positifs.
On reviendra plus loin sur cette conse´quence de la preuve pre´ce´dente, ici il suffira
d’observer que la de´couverte de cette circonstance, qu’on formulait de manie`re plus ou
moins pre´cise, fut une autre des raisons qui conduisirent a` une se´paration, qui persista
pendant de longs sie`cles, entre la the´orie des grandeurs et la the´orie des nombres (cf.
les notes historiques 3.3 et 4.3). Pourtant, les mathe´maticiens comprirent, bien avant
Descartes, que l’argument pre´ce´dent pouvait eˆtre interpre´te´, en meˆme temps, comme
une preuve de l’e´galite´ PQ = r(PQ), ou` r devait eˆtre tel que r2 = 2, et comme une
preuve du fait que le facteur r entrant dans cette e´galite´ n’est pas un nombre rationnel.
Ils commence`rent ainsi, de´ja` pendant le Moyen a˚ge arabe, et ensuite a` la Renaissance,
a` parler d’une nouvelle sorte de nombres, non entiers et non re´ductibles a` des rapports
d’entiers, dont on savait pourtant que certaines de leurs puissances e´taient des entiers.
Si ce ne fut que tre`s tardivement (et pre´cise´ment avec Descartes) que le symbole
«
√
2», e´ventuellement accompagne´ d’un exposant, fut introduit pour de´signer ces
nombres, l’usage du terme « racine» pour les de´nommer remonte a` une pe´riode bien
ante´rieure. Graduellement, on commenc¸a meˆme a` travailler avec ces nombres et a` les
associer a` des algorithmes qui de´finissaient des ope´rations les concernant.
Ces nombres continue`rent pourtant, meˆme apre`s Descartes, a` eˆtre conc¸us plus
comme des re´sultats inconnus de certaines ope´rations que comme des nombres par-
faitement de´termine´s. Le symbole «
√
2 » utilise´ pour noter un de ces nombres, est,
a` lui seul, une preuve de ceci : ce symbole indique en fait plus une ope´ration ap-
plique´e a` un nombre connu et bien de´termine´ (la racine carre´e de 2), que le re´sultat
de cette ope´ration. On pouvait certes parvenir a` des approximations de ce re´sultat
au moyen des nombres fractionnaires (qu’on savait e´videmment bien e´crire en forme
de´cimale), mais on ne pouvait pas l’indiquer exactement en termes de nombres entiers,
autrement qu’en indiquant l’ope´ration qui aurait duˆ conduire jusqu’a` lui, a` partir du
nombre 2. Des approximations de cette sorte permettaient pourtant de donner a` ces
nombres une place, plus au moins pre´cise, dans l’ordre des rationnels, et la possibilite´
d’employer ces nombres pour indiquer le rapport non rationnel entre deux segments
incommensurables poussa les mathe´maticiens, meˆme avant Descartes (le cas de Bom-
belli est par exemple fort instructif), a` leur assigner une place sur une droite, dans
laquelle on avait fixe´ un point, valant comme origine (e´tant associe´ au nombre ze´ro).
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Lentement, on commenc¸ait a` comprendre que d’autres nombres, comme les nombres
indique´s aujourd’hui par les symboles «π » et « e», correspondant respectivement au
rapport fixe entre le diame`tre et la circonfe´rence d’un cercle et a` la base d’un loga-
rithme naturel, se comportaient plus ou moins de la meˆme manie`re. Apre`s maints
efforts pour exprimer ces nombres, d’abord comme des rapports de nombres entiers,
et ensuite comme des racines, on parvint a` se convaincre que ces nombres n’e´taient
pas rationnels et qu’ils ne pouvaient pas non plus eˆtre identifie´s avec des radicaux
(des preuves de´finitives de ces dernie`res impossibilite´s furent donne´es tre`s tard, res-
pectivement en 1882 par Lindemann, pour le nombre π, et en 1873 par Hermite, pour
le nombre e, mais les mathe´maticiens majeurs commenc¸aient a` en eˆtre convaincus a`
partir de la deuxie`me moitie´ du XVIIe`me sie`cle, et en particulier apre`s l’Arithmetica
infinitorum, de J. Wallis, publie´e a` Oxford en 1656). On pouvait pourtant, comme
pour les radicaux, en donner des approximations par le biais de nombres fraction-
naires et les positionner ainsi, avec une pre´cision suffisante, sur une droite. C’est bien
de cette manie`re, comme des valeurs correspondant a` des points sur une droite, que les
mathe´maticiens, apre`s Descartes et Newton, commence`rent a` concevoir ces nombres
et a` traiter avec eux.
Cette pratique e´tait largement satisfaisante a` plusieurs e´gards, et fut mainte-
nue pendant plus de deux sie`cles. Pourtant, elle ne re´pondait pas a` une question
fondamentale : comment pouvait-on de´finir pre´cise´ment ces nombres (plus tard on
dira le domaine ou l’ensemble de ces nombres) sans faire intervenir aucun outil ex-
terne a` l’arithme´tique ? C’est exactement a` cette question que les mathe´maticiens ne
trouve`rent de re´ponse satisfaisante qu’a` la fin du XIXe`me sie`cle. La suite du pre´sent
chapitre servira justement a` pre´senter et a` justifier cette re´ponse.
Lectures possibles : O. Perron, Irrationalzahlen, Walter de Gruyter & Co.,
Berlin, 1939 ; J. Klein, Greek Mathematical Thought and the Origin of Algebra, MIT
Press, Cambridge (Mass.), 1968.
2. Suites, se´ries et convergence vers une (certaine) limite dans un (certain)
ensemble
Dans les deux premiers paragraphes du chapitre 4, on a parle´ assez informellement de se´ries.
Bien que cela n’ait pas fait l’objet d’une de´finition pre´cise, le lecteur aura compris qu’en ge´ne´ral
une se´rie est une addition re´ite´re´e a` l’infini. Normalement, les mathe´maticiens ne s’occupent
que des se´ries dont les termes successifs re´pondent a` une loi de formation connue (ou si cette loi
est inconnue, le but de la recherche est souvent de de´terminer cette loi). Si T est l’ensemble des
termes d’une se´rie, il faut naturellement que tous les e´le´ments de T soient aussi des e´le´ments
d’un autre ensemble, disons E, dont T est donc un sous-ensemble, sur lequel on a de´fini une
addition associative. Bien qu’une se´rie soit une addition avec une infinite´ de termes, il n’est
pas ne´cessaire que T soit un ensemble infini, car il est possible qu’un meˆme e´le´ment de T entre
dans la se´rie plusieurs fois, et meˆme une infinite´ de fois. Ceci est par exemple le cas de la se´rie
∞∑
i=0
(−1)i = 1− 1 + 1− 1 + 1− ...
que les mathe´maticiens appellent « se´rie de Grandi», se re´fe´rant aux mathe´maticien italien
Guido Grandi qui, au tout de´but du XVIIe`me sie`cle, avanc¸a (avec l’accord de Leibniz) des ide´es
qu’aujourd’hui on conside`re assez bizarres a` propos de cette se´rie. L’ensemble T des termes
de cette se´rie n’est constitue´ que par deux e´le´ments, 1 et −1, qui sont, les deux, des nombres
relatifs, de sorte que dans ce cas : T ⊂ Z.
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Note Historique 6.6. Supposons que a, x et z soient trois e´le´ments d’un en-
semble E, sur lequel on a de´fini une addition, une multiplication et les ope´rations
inverses respectives. Pour rendre les choses plus simples, imaginons que le triplet
< E,+, · > soit un corps totalement ordonne´ relativement a` la relation 6 et que a, x
et z appartiennent a` E, qu’on pourra, par exemple, identifier avec Q. Proposons-nous,
alors, de calculer le re´sultat de la division a : (x− z). Pour ce faire, on peut proce´der
ainsi : on divise d’abord a par x, on conside`re le quotient de cette division comme
une valeur approche´e du quotient de la division propose´e et on calcule le reste r1
relatif a` cette approximation ; on divise ensuite r1 par x, on conside`re le quotient de
cette division comme une valeur approche´e du quotient de la division r1 : (x− z) et
on calcule le reste r2 relatif a` cette approximation ; on continue en divisant r2 par x,
en conside´rant le quotient de cette division comme une valeur approche´e du quotient
de la division r2 : (x− z) et en calculant le reste r3 relatif a` cette approximation ; on
proce`de inde´finiment de cette manie`re, en identifiant la somme des valeurs approche´es
des quotients des divisions (a : x), (r1 : x), (r2 : x), . . . avec le quotient de la division
propose´e. En appliquant ce proce´de´ et en indiquant, pour plus de commodite´, les
quotients par des fractions, on aura alors l’e´galite´ infinitaire suivante :
(72)
a
x− z =
a
x
+
az
x2
+
az2
x3
+
az3
x4
+ . . . =
∞∑
i=0
azi
xi+1
ou bien, en divisant par a,
(73)
1
x− z =
1
x
+
z
x2
+
z2
x3
+
z3
x4
+ . . . =
∞∑
i=0
zi
xi+1
qui, lues en sens inverse, donnent la somme d’une se´rie.
La me´thode avec laquelle on a obtenu ce re´sultat est historiquement connue
comme «me´thode de division de Mercator», car elle fut publiquement propose´e, pour
la premie`re fois, par Nicholas Mercator, dans sa Logarithmo-technia, en 1668, bien que
Newton l’euˆt inde´pendamment employe´e dans plusieurs manuscrits, quelques anne´es
auparavant. Elle constitue une des premie`res techniques que les mathe´maticiens aient
mises au point pour travailler avec des se´ries. Comme il est facile de remarquer,
cette technique ne consiste que dans une extension infinitaire d’un simple algorithme
alge´brique. Si, au lieu de proce´der inde´finiment (ou jusqu’a` l’infini), on arreˆte en fait
la proce´dure apre`s n+1 e´tapes, et qu’on e´value le reste correspondant, on a l’e´galite´
alge´brique suivante :
a
x− z =
a
x
+
az
x2
+
az2
x3
+ . . .+
azn
xn+1
+
azn+1
xn+1(x− z)
=
(
n∑
i=0
azi
xi+1
)
+
( z
x
)n+1 a
x− z
ou bien, en divisant encore par a,
(74)
1
x− z =
(
n∑
i=0
zi
xi+1
)
+
( z
x
)n+1 1
x− z
qui ne concernent qu’une somme parfaitement finie.
La question qui se pose, face a` la me´thode de Mercator, est donc la suivante : cette
extension infinitaire d’un algorithme alge´brique est-elle le´gitime ? Pour donner a` cette
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question une re´ponse pre´cise et la justifier d’une manie`re qu’on conside`re aujourd’hui
comme irre´prochable, il faut disposer de notions et techniques mathe´matiques qui
n’e´taient certes pas a` la disposition ni de Newton, ni de Mercator, et qu’on pre´sentera
pour l’essentiel dans le pre´sent paragraphe.
Pourtant Newton et Mercator, ainsi que tous les mathe´maticiens de leur e´poque,
e´taient certes en mesure d’observer que, si zx est plus petit que −1 ou plus grand que
1, c’est-a`-dire que z < −x ou z > x, alors autant le reste ( zx)n+1 1x−z qui intervient
en (74) que le (n + 1)-ie`me terme z
n
xn+1 =
1
x
(
z
x
)n
de la se´rie qui intervient en (73)
augmentent en valeur absolue lorsque n grandit, c’est-a`-dire que leur valeur, qu’elle
soit positive ou ne´gative, s’e´loigne de plus en plus de ze´ro a` mesure que n grandit.
Comme la valeur de la fraction 1x−z reste, quelles que soient les valeurs de x et de z,
parfaitement finie et de´termine´e, de cette simple observation, il suit que si z < −x
ou z > x, alors les e´galite´s (72) et (73) ne peuvent pas eˆtre correctes, c’est-a`-dire
qu’en prenant de plus en plus de termes dans les se´ries qui entrent dans ces e´galite´s,
et en calculant leurs sommes respectives, on ne peut que s’e´loigner de plus en plus
de la valeur du quotient cherche´. Au contraire, si −x < z < x, alors les valeurs du
reste
(
z
x
)n+1 1
x−z et du terme
zn
xn+1 =
1
x
(
z
x
)n
s’approchent de plus en plus de ze´ro, a`
mesure que n grandit. Si on conside`re un n tre`s grand, le reste
(
z
x
)n+1 1
x−z ne modifie
donc que de tre`s peu la valeur de la somme de l’addition
n∑
i=0
zi
xi+1 , dont les termes ont
d’ailleurs une valeur de plus en plus proche de ze´ro a` mesure que i s’approche de n.
Cela nous autorise a` penser que dans ce cas, les e´galite´s (72) et (73) sont correctes,
c’est-a`-dire qu’en prenant de plus en plus de termes dans les se´ries qui entrent dans
ces e´galite´s, et en calculant les sommes respectives, on s’approche de plus en plus de la
valeur du quotient cherche´. Ceci pourrait d’ailleurs faire l’objet d’une de´monstration
qu’on ne pourra pourtant pas conduire avec les seuls outils qu’on a introduit jusqu’ici.
Ce raisonnement nous permet de supposer que l’extension infinitaire dont rele`ve la
me´thode de Mercator est le´gitime si −x < z < x et ne l’est pas si z < −x ou z > x.
Ceci e´tait d’ailleurs aussi l’opinion de Newton et Mercator, ainsi que celle de tous
les autres mathe´maticiens de l’e´poque, meˆme si ces mathe´maticiens pensaient, a` la
diffe´rence de nous, que les e´critures (72) et (73) pouvaient eˆtre conc¸ues comme des
e´critures correctes, meˆme dans les cas que z < −x ou z > x, a` condition de ne
pas les penser, dans ces cas, comme des e´galite´s nume´riques, mais seulement comme
des associations formelles (pour expliquer exactement ce que cela signifie, il faudrait
entrer dans un grand nombre de de´tails historiques et mathe´matiques ; le lecteur qui ne
connait pas ces de´tails devra donc se contenter, pour le moment, d’une compre´hension
assez vague de cette dernie`re remarque, qui n’a d’ailleurs pas une importance majeure
pour la suite de l’argument que j’expose ici).
Il reste a` comprendre ce qui se passe si z = −x ou z = x. Dans le deuxie`me cas, le
de´nominateur x− z des fractions ax−z et 1x−z s’annule et ces fractions indiquent ainsi
une division impossible. Le proble`me ne se pose donc pas, dans ce cas. En revanche,
si on ope`re la substitution z = −x dans la (73), on obtient :
(75)
1
2x
=
1
x
− 1
x
+
1
x
− 1
x
+ . . . =
1
x
∞∑
i=0
(−1)i
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ou bien, en multipliant par x,
(76) 1− 1 + 1− 1 + . . . =
∞∑
i=0
(−1)i = 1
2
qui est justement le re´sultat que le Pe`re Guido Grandi (ne´ a` Cremona, le 1er octobre
1671, et mort a` Pise, le 4 juillet 1742), professeur de mathe´matiques a` l’universite´ de
Pise, e´nonc¸a en 1703, dans le traite´ Quadratura circuli et Hyperbole, et confirma en
1710, dans la deuxie`me e´dition du meˆme traite´.
Or, si on groupe les termes de la se´rie qui intervient dans la (76) deux a` deux,
en commenc¸ant par le premier, la (76) se transforme en l’e´galite´
(77) (1− 1) + (1− 1) + . . . = 0 + 0 + . . . = 1
2
tandis que, si on commence le regroupement par le deuxie`me terme, on a l’e´galite´
(78) 1− (1 + 1)− (1 + 1) . . . = 1− 0− 0− . . . = 1
2
Le caracte`re paradoxal de ces e´galite´s (qui sont d’ailleurs cohe´rentes entre elles) ne
de´couragea pas le pe`re Grandi. En ve´rite´, Grandi ne tira pas son re´sultat, comme on
vient de le faire, de la simple substitution z = −x dans un de´veloppement obtenu
par la me´thode de Mercator. D’abord, il obtint ce de´veloppement d’une autre fac¸on,
en supposant explicitement que −x < z < x, et en suivant un argument ge´ome´trique
de´ja` connu par Torricelli. Ensuite, en appliquant ce re´sultat a` une certaine situation
ge´ome´trique, il en tira, pour des raisons de continuite´, l’e´galite´
(79) a− a+ a− a+ . . . = b
ou` a et b sont des segments de´termine´s tels que b est par construction e´gal a` la moitie´
de a, a` partir de laquelle (76) suit comme un corollaire imme´diat. En affirmant (76),
Grandi ne faisait donc que faire confiance a` un argument ge´ome´trique par continuite´,
en affirmant que cet argument l’emportait sur l’autre qui affirmait que cette e´galite´
e´tait arithme´tiquement paradoxale. L’arithme´tique ne nous dit pas, semble argumen-
ter Grandi, ce qui se passe si on somme entre eux une infinite´ de ze´ros, de´rive´s du
fait d’ajouter et d’enlever inde´finiment la meˆme quantite´ ; un argument ge´ome´trique
nous montre en revanche a` quoi on devrait s’attendre si on pouvait ope´rer ainsi : on
obtiendrait la moitie´ de la quantite´ qu’on avait ajoute´e et enleve´e inde´finiment.
Dans la deuxie`me e´dition de son traite´, apre`s avoir obtenu son re´sultat, Grandi
cherche a` le justifier a posteriori par deux arguments extra-mathe´matiques, qu’il me
semble sympathique de re´sumer. Le premier argument fait intervenir en meˆme temps
la « force de l’infini» et la puissance cre´atrice de Dieu : si on accepte que Dieu, par sa
puissance, ait pu cre´er toutes les choses, a` partir de rien, pourquoi ne devrait-on pas
accepter que la force de l’infini produise une quantite´ finie en additionnant entre eux
des ze´ros a` l’infini ? Le deuxie`me argument est encore plus surprenant : imaginons
un pe`re de famille qui, en mourant, laisse en he´ritage a` ses deux fils un bijou fort
pre´cieux, en empeˆchant, par clause testamentaire, autant sa vente, que sa cession ;
les fils de´cident alors de garder le bijou a` jours alterne´s ; si on imagine que ces fils
vivent a` l’infini, ne devrait-on pas en tirer que, de cette manie`re, en se donnant et se
soustrayant alternativement le bijou, ils finissent par le posse´der chacun a` moitie´ ?
La deuxie`me e´dition du traite´ de Grandi poussa Alessandro Marchetti a` publier
un pamphlet, ou` il taxa Grandi de charlatan. Grandi re´pondit a` Marchetti et il en
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naquit une vive pole´mique, dans laquelle, en 1713, quelques mois avant de mou-
rir, interviendra Leibniz lui-meˆme. Tout en rejetant les justifications a posteriori de
Grandi, Leibniz affirme que la preuve ge´ome´trique de ce dernier est irre´futable et son
re´sultat doit donc eˆtre conside´re´ comme correct. Leibniz n’e´tait certes pas un na¨ıf,
tel que Grandi. On ne peut donc que mettre sa prise de position sur le dos de sa
se´nilite´. Ce que ni Grandi, ni Leibniz semblent en fait avoir vu est que dans cette
discussion l’enjeu n’e´tait pas la validite´ ou la non validite´ d’un argument ge´ome´trique,
quel que soit cet argument, mais la possibilite´ meˆme d’une extension infinitaire des
re`gles alge´briques. En effet, si on acceptait le re´sultat de Grandi, on devrait en tirer
que le ze´ro cesse d’eˆtre l’e´le´ment neutre de l’addition, lorsque l’addition est re´ite´re´e a`
l’infini. L’alge`bre de l’infini serait alors tout a` fait distincte de celle du fini, et elle ne
serait pas d’ailleurs univoque. Du rejet du re´sultat de Grandi de´pend donc la possi-
bilite´ d’une mathe´matique de l’infini, une mathe´matique que Leibniz avait lui-meˆme
largement promue.
La taˆche de remettre les pendules a` l’heure fut assume´e enfin par Varignon, un
exposant de premier niveau de l’Acade´mie des Sciences. Dans un me´moire de 1715, il
de´montra a` nouveau le re´sultat de Mercator, en de´clarant de manie`re explicite que sa
validite´, en tant qu’e´galite´ nume´rique, est limite´e au cas ou` −x < z < x. Depuis 1715,
les pendules de l’histoire des mathe´matiques n’ont plus cesse´ de sonner a` l’heure de
Varignon.
Lectures possibles : M. Panza, La forma della quantita`. Analisi algebrica et
analisi superiore : il problema dell’unita` della matematica nel secolo dell’illuminismo,
vol. 38 et 39 (1992) des Cahiers d’histoire et de philosophie des sciences.
Rien n’empeˆche pourtant de conside´rer les termes d’une se´rie sous un autre point de vue,
c’est-a`-dire de les conside´rer comme tous distincts les uns des autres, inde´pendamment du fait
que, sur l’ensemble E auquel ils appartiennent, ils soient identiques, ou que sur cet ensemble
soit de´finie une relation d’e´galite´ qui rend certains de ces termes e´gaux entre eux. L’ensemble de
ces termes ainsi conside´re´s, disons U, sera alors ne´cessairement infini, et tous ses e´le´ments seront
encore, a` leur tour, des e´le´ments d’un ensemble E (dont U ne sera pourtant pas, ne´cessairement,
un sous-ensemble) sur lequel une addition est de´finie. Il est facile de voir que U sera alors un
ensemble de´nombrable, c’est-a`-dire qu’on pourra le mettre en bijection avec l’ensemble N des
nombres naturels (ce qui, comme on l’a de´ja` avance´, et comme on le confirmera plus tard par
un exemple, n’est pas le cas de tous les ensembles infinis). Cette bijection pourra eˆtre employe´e
pour de´finir un ordre total sur U, en caracte´risant respectivement les e´le´ments de cet ensemble
comme le premier, le deuxie`me, le troisie`me, etc. terme de la se´rie conside´re´e.
Ces conside´rations nous permettent de fournir une de´finition plus pre´cise, que celle avance´e
dans le chapitre 4, de l’objet mathe´matique qu’on appelle « se´rie ». Avant d’e´noncer cette
de´finition, il convient pourtant de suivre pas a` pas, le processus par lequel on peut parvenir a`
construire une se´rie.
On pourrait partir d’un ensemble E. Pour commencer, il ne sera pas ne´cessaire de supposer
que sur cet ensemble soit de´finie une addition, ou n’importe quelle autre ope´ration, relation
ou fonction ; on verra par la suite de quelle sorte de structure cet ensemble devra participer,
selon les exigences des diffe´rentes e´tapes de notre construction. En partant de cet ensemble
on construira en premier lieu un nouvel ensemble infini et de´nombrable U, en assignant suc-
cessivement a` ce dernier ensemble des e´le´ments de E, non ne´cessairement distincts entre eux :
d’abord on choisira un e´le´ment de E et on l’assignera a` U, ensuite on choisira encore un e´le´ment
de E (non ne´cessairement distinct ou diffe´rent du premier) et on l’assignera aussi a` U, et on
continuera ainsi. Pour pouvoir proce´der ainsi a` l’infini, il faudra pourtant de´finir une loi de
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de´termination des e´le´ments de E qu’on assigne successivement a` U, de sorte que ces e´le´ments
soient de´termine´s tous a` la fois, en gardant une marque qui indique l’ordre dans lequel ils se
positionnent dans U. Suivant la manie`re dont on veut de´finir cette loi, il faudra e´videmment
que sur E soient de´finies des ope´rations, des relations ou des fonctions convenables. Quelle que
soit la manie`re que l’on choisit, il est pourtant clair que cette loi devra prendre la forme d’une
application, disons u : N→ E, associant a` chaque nombre naturel un et un seul e´le´ment de E ;
l’e´le´ment de E qui sera associe´ par u au nombre 0 sera ainsi le premier e´le´ment de U, celui qui
sera associe´ par u au nombre 1 sera le deuxie`me e´le´ment de U, et ainsi de suite. L’ensemble U
sera ainsi d’emble´e non seulement de´nombrable, mais aussi totalement ordonne´. Si on indique,
comme on l’a fait dans le chapitre 4, un nombre naturel quelconque et variable par la lettre
« i», on pourra alors indiquer l’ensemble U ainsi construit par le symbole « {ui}∞i=0 », ce qui
donne l’e´galite´ notationnelle :
U = {ui}∞i=0 = {u0, u1, u2, ..., un−1, un, un+1, ...}
Un tel ensemble, inde´pendamment du fait que ses termes soient ou non, plus tard, addi-
tionne´s entre eux, s’appelle « suite ». Il est facile de voir qu’une suite n’est donc rien d’autre
qu’un ensemble totalement ordonne´e, infini de´nombrable, dont les e´le´ments sont des e´le´ments
d’un certain ensemble pre´alable E, de´termine´s dans leur ordre par une loi de de´termination les
associant tous, l’un apre`s l’autre, a` un nombre naturel distinct. Une manie`re simple et compacte
d’exprimer ceci est la suivante :
De´finition 2.1. On appelle « suite » l’ensemble totallement ordonne´, note´ « {ui}∞i=0 » des
images d’une application u de N vers un ensemble E donne´ pre´alablement — dite « loi de
formation des termes de la suite {ui}∞i=0 ». Si l’ensemble E est fixe´, on dira qu’une telle suite
est une suite a` termes dans E. Si i est un nombre naturel quelconque, l’image, note´e «ui », de
i selon u sera dite « (i+ 1)−ie`me terme de la suite {ui}∞i=0 ».
Pour ne prendre qu’un exemple, imaginons que E soit l’ensemble Q des nombres rationnels.
Il sera alors aise´ de de´finir une application u : N → Q, par exemple par le biais de l’e´galite´
de´finitionnelle
ui =
1
i+ 1
i e´tant un nombre naturel quelconque. On aura ainsi la suite{
1
i+ 1
}∞
i=0
=
{
1,
1
2
,
1
3
,
1
4
, ...
}
que les mathe´maticiens appellent « suite harmonique».
Remarque 6.5. Comme cet exemple le montre, quelle que soit la loi de formation
des termes d’une suite, il est toujours possible de penser cette loi de formation comme une
application de N vers E, en respectant ainsi la de´finition 2.1. Pour des raisons de commodite´,
on pre´fe`re pourtant, en quelques occasions, de´finir une telle loi comme une fonction de N vers
E (pour la diffe´rence entre une application et une fonction cf. ci-dessus, pp. 46-47) dont le
domaine est donne´ par un sous-ensemble convenable de N. Par exemple, la suite harmonique
pourra eˆtre pense´e comme l’ensemble {ui}∞i=1 des images de la fonction u : N→ Q, de´finie
par l’e´galite´ ui =
1
i (dont le domaine de de´finition est l’ensemble N − {0}). Il ne sera pas
difficile de comprendre comment on pourra modifier la de´finition 2.1 si on veut tenir compte
de cette possibilite´.
Une fois qu’on a dit ce qu’est une suite, il sera facile de dire ce qu’est une se´rie. Pour passer
d’une se´rie a` une suite, il sera en fait suffisant de s’assurer que sur E est de´finie une addition
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associative et d’additionner les uns aux autres les termes de la suite donne´e. On aura ainsi la
toute simple de´finition suivante :
De´finition 2.2. On appelle « se´rie » l’addition, note´e «
∞∑
i=0
ui », de tous les e´le´ments (pris
dans leur ordre) d’une suite {ui}∞i=0 a` termes dans E, E e´tant un ensemble quelconque, sur
lequel est de´finie une addition associative. La suite {ui}∞i=0 sera alors dite « suite associe´e a` la
se´rie
∞∑
i=0
ui » et la se´rie
∞∑
i=0
ui « se´rie associe´e a` la suite {ui}∞i=0 ». Conside´re´e par rapport a`
cette se´rie, la loi de formation des termes de la suite {ui}∞i=0 sera dite « loi de formation des
termes de la se´rie
∞∑
i=0
ui ». Si l’ensemble E est fixe´, on dira qu’une telle se´rie est une se´rie a`
termes dans E. Conside´re´ par rapport a` cette se´rie, le terme ui de la suite {ui}∞i=0 sera dit
« (i+ 1)-ie`me terme de la se´rie
∞∑
i=0
ui ».
Pour avoir un exemple de se´rie, il suffira de construire la se´rie associe´e a` la suite harmonique,
dite a` son tour « se´rie harmonique» :
∞∑
i=0
1
i+ 1
= 1 +
1
2
+
1
3
+
1
4
+ ...
ce qui sera e´videmment une se´rie a` termes dans Q.
Remarque 6.6. De meˆme que la de´finition 2.1, la de´finition 2.2 aussi pourra eˆtre faci-
lement adapte´e si on veut de´finir la loi de formation des termes d’une suse´rie comme une
fonction. Si cette possibilite´ est conce´de´e, ce qui permet de travailler plus commode´ment
avec certaines se´ries, la se´rie harmonique pourra par exemple eˆtre pense´e comme l’addition
∞∑
i=1
1
i de termes de la suite harmonique pense´e a` son tour comme l’ensemble
{
1
i
}∞
i=1
.
Ayant dit, avec une pre´cision suffisante, ce que sont une suite et une se´rie, on peut en venir
a` ce qu’il faut entendre par convergence d’une suite et d’une se´rie.
Pour ce faire, commenc¸ons par conside´rer la suite harmonique. Il est facile de voir que
lorsque la valeur de i croˆıt, la valeur de son image 1i+1 selon l’application u de´croˆıt, en res-
tant toujours un nombre rationnel strictement positif, s’approchant de plus en plus de 0, de
sorte qu’en avanc¸ant dans la conside´ration des termes de la suite harmonique, on trouvera des
nombres rationnels strictement positifs de plus en plus petits, et toujours plus proches de 0.
Cette constatation est possible graˆce au fait que l’ensemble Q, constituant l’ensemble d’arrive´e
de l’application u : N → Q qui de´finit la se´rie harmonique, est ordonne´, et en particulier to-
talement ordonne´. La meˆme proprie´te´ de la suite harmonique qu’on vient de remarquer peut
pourtant eˆtre de´crite d’une autre manie`re. On peut dire que la diffe´rence 1i+1 − 0 entre le
(i + 1)-ie`me terme de cette suite et 0 s’approche de plus en plus de 0, a` mesure que la valeur
de i croˆıt. Cette description d’une si remarquable proprie´te´ de la suite harmonique sugge`re
une formulation plus ge´ne´rale pour une proprie´te´ analogue, qu’on peut pre´diquer d’une suite
quelconque, a` condition que l’ensemble E, auquel appartiennent ses termes, satisfasse a` des
conditions, qu’on va indiquer dans la suite.
Conside´rons une suite quelconque {ui}∞i=0 a` termes dans E, et imaginons qu’on ait de´fini
une application ∆ : E2 → D, dite «distance », dont le domaine, est l’ensemble des couples
d’e´le´ments de E et l’ensemble d’arrive´e est un ensemble D totalement ordonne´ relativement
a` une relation d’ordre , telle qu’il y ait dans D un e´le´ment, disons α, qui est le plus petit
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des e´le´ments de D relativement a` la relation d’ordre , c’est-a`-dire que α est un e´le´ment de
D et pour tout x ∈ D, α  x. Si y et z sont deux e´le´ments quelconques de E, l’image,
note´e «∆(y, z)», du couple < y, z > selon l’application ∆ sera dite «distance entre y et
z » (on note qu’on ne demande pas que le domaine de ∆ soit l’ensemble des couples ordonne´es
d’e´le´ments de E, mais simplement l’ensemble des couples des e´le´ments de E, de sorte que dans
cet ensemble on ne fera aucune diffe´rence entre < y, z > et < z, y >, et donc, par de´finition,
∆ (y, z) = ∆ (z, y)). Si, comme dans le cas de la suite harmonique, l’ensemble E coˆıncide avec
l’ensemble Q des nombres rationnels, alors on pourra prendre pour la distance ∆ l’application
qui associe a` chaque couple d’e´le´ments p et q de Q, la diffe´rence p− q, a` condition que q ≤ p,
ou la diffe´rence q− p, si p < q, ce qu’on note ge´ne´ralement par le symbole « | p− q|» et qu’on
appelle « valeur absolue de la diffe´rence p− q ». L’ensemble D co¨ıncidera alors avec l’ensemble
Q+ des nombres rationnels positifs, et, si (comme il est naturel de le faire) on conside`re cet
ensemble comme totalement ordonne´ par rapport a` la relation d’ordre ≤, l’e´le´ment α, qui est
le plus petit des e´le´ments de D, n’est autre que 0.
Imaginons maintenant qu’il y ait dans E un e´le´ment U tel que, si i est un nombre naturel
quelconque, e´ventuellement plus grand qu’un certain nombre naturel m, la distance entre U et
ui diminue de plus en plus (ou reste e´ventuellement e´gale a` elle-meˆme) a` mesure que i croˆıt,
c’est-a`-dire que, quel que soit i > m, si p est un nombre naturel quelconque, alors
(80) ∆ (U, ui+p)  ∆(U, ui)
Si on prend pour la distance entre deux nombres rationnels la valeur absolue de leur diffe´rence,
comme on l’a sugge´re´ ci-dessus, ceci est bien le cas de la suite harmonique, pourvu qu’on pose
U = 0, car, quel que soit le nombre naturel i, si p est un nombre naturel quelconque, alors∣∣∣∣0− 1i+ p+ 1
∣∣∣∣ = 1i+ p+ 1 ≤
∣∣∣∣0− 1i+ 1
∣∣∣∣ = 1i+ 1
Ceci n’est pas encore pourtant la proprie´te´ de la suite harmonique qu’on a observe´e ci-dessus.
Une suite peut en effet satisfaire a` la condition (80) relativement a` un certain e´le´ment U de D,
sans pour autant eˆtre telle que ses e´le´ments se comportent d’une manie`re qu’on serait dispose´
a` de´crire en disant qu’ils s’approchent de plus en plus de U , a` mesure que i croˆıt, comme on
l’a dit par contre de la suite harmonique pour la position U = 0. Il suffirait pour cela qu’il
y ait dans D un autre e´le´ment U˜ , tel que la suite en question satisfasse aussi a` la condition
(80) relativement a` U˜ . Essayons alors, de comprendre, plus pre´cise´ment, quelle est la proprie´te´
ge´ne´rale d’une suite, qu’on a assigne´e en termes informels a` la suite harmonique, en disant que
ses termes s’approchent de plus en plus de 0.
Pour donner une image, pour ainsi dire tangible, de cette proprie´te´, imaginons que les
termes d’une suite {ui}∞i=0 soient des points Bi pris sur une droite sur laquelle on a fixe´ un
point A :
Figure p. 334
Il est alors possible que, au fur et a` mesure que i croˆıt, les segments ABi, que nous pouvons
prendre comme les distances entre le point A et les points Bi deviennent de plus en plus petites
et toujours plus proches du segment nul comme c’est justement le cas dans, la figure pre´ce´dente.
Il est facile de voir ce que cela signifie : je fixe une distance AC quelconque non nulle (aussi
petite que je veux), c’est-a`-dire un segment quelconque non nul (aussi petit que je veux), pris
sur la droite donne´e, a` partir de A ; et j’observe que je peux toujours prendre une valeur de
i assez grande pour que la distance ABi soit plus petite que la distance AC et qu’elle reste
toujours plus petite si je prends ensuite des valeurs encore plus grandes de i.
Il n’est pas difficile de voir que cette proprie´te´ de notre suite {ui}∞i=0 de points est juste-
ment la meˆme qu’on a observe´e ci-dessus dans la suite harmonique. Et c’est exactement cette
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proprie´te´ d’une suite qu’on appelle « convergence vers une (certaine) limite dans un (certain)
ensemble » : la proprie´te´ qui fait que les termes de cette suite s’approchent de plus en plus (dans
le sens qu’on vient de pre´ciser) d’un certain e´le´ment de l’ensemble auquel ces termes appar-
tiennent. En particulier notre suite {ui}∞i=0 de points converge vers le point A dans l’ensemble
des points de la droite donne´e. La suite harmonique converge en revanche vers 0 dans Q. On
comprendra alors que la convergence d’une suite ne de´pend en rien de ce qui se passe pour des
valeurs petites de i ; l’important est ce qui se passe au-dela` d’une certaine valeur (finie) de i, aussi
grande que puisse eˆtre cette valeur. Ainsi une suite telle que
{
1, 19, 875, 24.321, ..., 12 ,
1
4 ,
1
8 , ...
}
converge vers 0 dans Q, bien qu’elle semble commencer comme une suite divergente.
Les conside´rations pre´ce´dentes nous sugge`rent une de´finition apte a` caracte´riser de manie`re
pre´cise cette proprie´te´ :
De´finition 2.3. On dit qu’une suite {ui}∞i=0 a` termes dans E converge vers U dans E,
relativement a` la distance ∆ : E2 → D, D e´tant un ensemble totalement ordonne´ relativement
a` une relation d’ordre , posse´dant un e´le´ment minimale α, si et seulement s’il y a un e´le´ment
U de E tel que toutes les images ∆(U, uh) des couples < U, uh > (uh e´tant un terme quelconque
de la suite {ui}∞i=0) selon ∆ appartiennent a` D et que, pour tout ε appartenant a` D, tel que
α ≺ ε, il y a un nombre naturel n, tel que, si i > n, alors ∆(U, ui) ≺ ε ; en symboles :
(ε ∈ D)⇒ [α ≺ ε⇒ (∃n ∈ N : tel que : i > n⇒ ∆(U, ui) ≺ ε)]
Si une suite {ui}∞i=0 a` termes dans E converge vers U dans E, alors on dit que U est la limite
de {ui}∞i=0 dans E. Si une suite {ui}∞i=0 a` termes dans E est telle qu’il n’y a aucun e´le´ment
U de E qui satisfait a` la condition pre´ce´dente par rapport a` la distance ∆ : E2 → D, alors on
dit que cette suite ne converge vers aucune limite dans E, relativement a` cette distance, ou est
divergente dans E, relativement a` cette distance.
Comme ci-dessous on traitera largement de suites a` termes dans Q et qu’on supposera
toujours que la distance entre deux e´le´ments de Q est donne´e par la valeur absolue de leur
diffe´rence, il convient d’expliciter la forme qu’une telle de´finition prend lorsqu’elle s’applique a`
une suite a` termes dans Q, e´value´e relativement a` un distance ainsi de´finie :
De´finition 2.4. On dit qu’une suite {ui}∞i=0 a` termes dans Q converge vers U dans Q, si
et seulement s’il y a un e´le´ment U de Q, tel que, pour tout ε appartenant a` Q+, tel que 0 < ε,
il y a un nombre naturel n, tel que, si i > n, alors |U − ui| < ε ; en symboles :(
ε ∈ Q+)⇒ [0 < ε⇒ (∃n ∈ N : tel que : i > n⇒ |U − ui| < ε)]
Si une suite {ui}∞i=0 a` termes dans Q converge vers U dans Q, alors on dit que U est la limite
de {ui}∞i=0 dans Q. Si une suite {ui}∞i=0 a` termes dans Q est telle qu’il n’y a aucun e´le´ment
U de Q qui satisfait a` la condition pre´ce´dente, alors on dit que cette suite ne converge vers
aucune limite dans Q ou est divergente dans Q.
Pour montrer le bien fonde´ de cette de´finition et e´clairer comment elle fonctionne, de´montrons
que la suite harmonique converge vers 0 dans Q (ou, si on pre´fe`re, dans Q+) :
The´ore`me 2.1. La suite harmonique
{
1
i+1
}∞
i=0
converge vers 0 dans Q.
Preuve. Il est clair d’abord que aussi bien 0 que toutes les valeurs de 1i+1 et de la distance∣∣∣0− 1i+1 ∣∣∣ appartiennent a` a` Q (et meˆme a` BbbQ+). Conside´rons un e´le´ment quelconque ε de
Q+ plus grand que ze´ro, c’est-a`-dire un nombre rationnel strictement positifs νµ (ou` ν et µ sont
deux nombres naturels quelconques diffe´rents de 0). Il s’agit alors de de´montrer qu’il y a un
nombre naturel n tel que i > n ⇒ ∣∣0− 1i ∣∣ = 1i < νµ . Il est clair que ce nombre est toujours
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constructible par une simple ope´ration alge´brique. En fait, si i est plus grand ou e´gal a` µ,
par exemple s’il est e´gal a` µ + p (p e´tant un nombre naturel quelconque), alors 1i <
ν
µ , car
dans ce cas on aurait 1i =
1
µ+p et
1
µ+p est sans doute plus petit que
ν
µ (en fait
1
µ+p <
ν
µ ⇔
µ < νµ+ νp et, ν et µ e´tant des nombres naturels diffe´rents de 0, µ est sans doute plus petit
que νµ+ νp). 
Remarque 6.7. Par un raisonnement analogue, mais inverse´, on pourrait aussi de´montrer,
par exemple, que la suite
{
i2
}∞
i=0
a` termes dans N ne converge vers aucun nombre natu-
rel, ou bien qu’elle est divergente dans N, relativement a` la distance ∆ : N2 → N, de´finie
par l’e´galite´ ∆ (p, q) = |p− q|, p et q e´tant deux nombres naturels quelconques et |p− q|
e´tant e´gale a` p − q si q ≤ p et a` q − p si p < q, comme on l’a dit ci-dessus pour des
nombres rationnels. C’est d’ailleurs le cas de toutes les suites a` termes dans N, sauf si ces
termes deviennent, au-dela` d’une certaine valeur de i, tous e´gaux entre eux, car la distance
|p− q| ne peut eˆtre plus petite que 1 que si elle est e´gale a` ze´ro, ce qui a lieu seulement si
p = q. Donc toutes les suites a` termes dans N, a` partir des quelles on peut construire les
se´ries dont on a conside´re´ les re´duites partielles dans le chapitre 4, sont divergentes dans N.
Remarque 6.8. La preuve du the´ore`me 2.1 montre bien que le cœur des de´finitions
2.3 et 2.4 re´side dans la de´pendance qu’elles instaurent entre les valeurs de ε et de n.
Pour caracte´riser pre´cise´ment la proprie´te´ d’une suite qu’on peut informellement indiquer
en disant que ses termes se rapprochent de plus en plus d’une certaine limite, ces de´finitions
e´tablissent en fait que, quelle que soit la distance non nulle a` laquelle on veut se positionner
par rapport a` cette limite, il y a toujours un terme de la suite qui se trouve a` une distance
de cette limite infe´rieure a` celle-ci, tous les termes successifs de la suite se trouvant aussi
a` une distance de cette limite infe´rieure a` celle-ci. Ainsi, le point est le suivant : une suite
a` termes dans E converge vers une limite U dans E, si et seulement si, quelque soit le ε
choisit, pourvu qu’il soit plus grand que la valeur minimale que peut prendre la distance
conside´re´e (ge´ne´ralement ze´ro), on peut lui associer (construire a` partir du choix de ce ε) un
nombre naturel n qui satisfait a` la condition demande´e : n de´pend donc de ε, et toute preuve
de la convergence d’une suite consiste a` exhiber une manie`re de construir un n convenable
lorsque un ε quelconque est donne´.
Il est maintenant facile de voir comment on peut de´finir informellement une proprie´te´,
dont une se´rie peut e´ventuellement jouir, qui apparaisse comme analogue a` la convergence
d’une suite vers une certaine limite dans un certain ensemble : on pourra dire en effet, tout
simplement, qu’une se´rie converge vers une certaine limite dans un certain ensemble lorsque
les re´sultats des additions successives de ses termes s’approchent de plus en plus d’un certain
e´le´ment de l’ensemble conside´re´. Une se´rie convergente vers une certaine limite dans un certain
ensemble sera alors telle qu’on pourra lui associer, de manie`re univoque, un certain e´le´ment de
cet ensemble, justement la limite vers laquelle elle y converge, qu’on pourrait traiter comme
le re´sultat de l’addition infinie qui la constitue. En d’autres termes, dire d’une se´rie qu’elle
converge vers une certaine limite dans un certain ensemble reviendra a` dire que cette se´rie
posse`de une somme dans cet ensemble, et peut donc y eˆtre traite´e, en ce qui concerne son
aptitude a` produire (et a` exprimer) un re´sultat, comme une addition ordinaire. On comprendra
alors l’importance que, dans la conside´ration d’une suite, reveˆt l’e´valuation de sa convergence.
Une fois qu’on a ainsi e´clairci ce que signifie pre´cisement pour une suite de converger vers
une certaine limite dans un certain ensemble, il ne sera pas difficile de faire de meˆme pour une
se´rie. Si une se´rie quelconque
∞∑
i=0
ui est en fait donne´e, il est facile de comprendre comment il est
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possible de construire, a` partir de cette se´rie, une suite dont la convergence e´ventuelle vers une
certaine limite dans un certain ensemble nous assure que la se´rie donne´e converge, elle-aussi,
vers la meˆme limite dans le meˆme ensemble. Il suffit pour cela de former la suite
{
j∑
i=0
ui
}∞
j=0
des
sommes auxquelles on parvient en additionnant successivement les termes de la se´rie donne´e,
dite « suite des re´duites partielles de la se´rie suite !des re´duites partielles d’une se´rie
∞∑
i=0
ui » : si
elle est convergente vers U dans E, alors la se´rie
∞∑
i=0
ui est, elle aussi, convergente vers U dans
E. On aura alors la de´finition suivante :
De´finition 2.5. On dit qu’une se´rie
∞∑
i=0
ui a` termes dans E converge vers U dans E, rela-
tivement a` la distance ∆ : E2 → D, E e´tant un ensemble sur lequel est de´finie une addition par
rapport a` laquelle cet ensemble est ferme´, et D un ensemble totalement ordonne´ relativement a`
une relation d’ordre , posse´dant un e´le´ment minimal α, si et seulement si la suite
{
j∑
i=0
ui
}∞
j=0
de ses re´duites partielles (qui sera alors une suite a` termes dans E) converge vers U dans E,
relativement a` la meˆme distance ∆ : E2 → D, c’est-a`-dire qu’il y a un e´le´ment U de E tel que
toutes les images ∆
(
U,
h∑
i=0
ui
)
des couples < U,
h∑
i=0
ui > (
h∑
i=0
ui e´tant un terme quelconque de
la suite
{
j∑
i=0
ui
}∞
j=0
) selon ∆ appartiennent a` D et que, pour tout ε appartenant a` D, tel que
α ≺ ε, il y a un nombre naturel n, tel que, si j > n, alors ∆
(
U,
j∑
i=0
ui
)
≺ ε ; en symboles :
(ε ∈ D)⇒
[
α ≺ ε⇒
(
∃n ∈ N tel que j > n⇒ ∆
(
U,
j∑
i=0
ui
)
≺ ε
)]
Si une se´rie
∞∑
i=0
ui a` termes dans E converge vers U dans E, alors on dit que U est la limite de
∞∑
i=0
ui dans E. La relation qui s’instaure entre une se´rie et sa limite est indique´e par le symbole
d’e´galite´ ; e´crire l’e´galite´
∞∑
i=0
ui = U
U e´tant un e´le´ment de E, e´quivaut ainsi a` affirmer que la se´rie
∞∑
i=0
ui converge vers U dans E.
Si une se´rie
∞∑
i=0
ui a` termes dans E est telle qu’il n’y a aucun e´le´ment U de E qui satisfait a`
la condition pre´ce´dente par rapport a` la distance ∆ : E2 → D, alors on dit que cette se´rie ne
converge vers aucune limite dans E, relativement a` cette distance, ou est divergente dans E,
relativement a` cette distance.
De meˆme que pour les suites, on traitera largement ci-dessous de se´ries a` termes dans Q
et on supposera toujours que la distance entre deux e´le´ments de Q est donne´e par la valeur
absolue de leur diffe´rence. Il convient donc d’expliciter, aussi dans ce cas, la forme qu’une telle
de´finition prend lorsqu’elle s’applique a` une suite a` termes dans Q, e´value´e relativement a` une
distance de´finie ainsi :
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De´finition 2.6. On dit qu’une se´rie
∞∑
i=0
ui a` termes dans Q converge vers U dans Q,
si et seulement si la suite
{
j∑
i=0
ui
}∞
j=0
de ses re´duites partielles (qui sera alors une suite a`
termes dans Q) converge vers U dans Q, c’est-a`-dire qu’il y a un e´le´ment U de Q, tel que, pour
tout ε appartenant a` Q+, tel que 0 < ε, il y a un nombre naturel n, tel que, si j > n, alors∣∣∣∣U − j∑
i=0
ui
∣∣∣∣ < ε ; en symboles :
(
ε ∈ Q+)⇒ [0 < ε⇒ (∃n ∈ N tel que i > n⇒ ∣∣∣∣∣U −
j∑
i=0
ui
∣∣∣∣∣ < ε
)]
Si une se´rie
∞∑
i=0
ui a` termes dans Q converge vers U dans Q, alors on dit que U est la limite
de
∞∑
i=0
ui dans Q. Si une se´rie
∞∑
i=0
ui a` termes dans Q est telle qu’il n’y a aucun e´le´ment U de
Q qui satisfait a` la condition pre´ce´dente, alors on dit que cette se´rie ne converge vers aucune
limite dans Q ou est divergente dans Q.
Note Historique 6.7. La construction de l’ensemble BbbR des nombres re´els,
que je vais pre´senter dans la suite du pre´sent chapitre, se re´clame, comme il est
de´sormais facile d’imaginer, de la notion de convergence d’une suite a` termes dans Q
vers une certaine limite dans Q. Pour des raisons e´videntes d’ordre logique, je dois
donc pre´senter la notion de convergence d’une suite a` termes dans Q vers une certaine
limite dans Q, avant de de´finir l’ensemble BbbR. Comme j’ai essaye´ de le montrer, la
de´finition (2.4) qui accomplit cette tache n’est pourtant qu’un cas particulier d’une
de´finition plus ge´ne´rale qui, comme on le verra dans la suite, pourrait tre`s bien se
re´fe´rer a` l’ensemble des nombres re´els.
Historiquement, la clarification de la notion de convergence d’une suite, et celle
de la notion de limite d’une fonction, strictement connecte´e a` celle-ci, a en revanche
concerne´ d’abord des suites a` termes dans BbbR. Ce fut seulement lorsqu’ils dis-
posaient de´ja` d’une de´finition suffisamment pre´cise pour la limite d’une fonction de
BbbR sur BbbR, et qu’ils avaient pu tirer de cette de´finition une de´finition e´galement
pre´cise pour la convergence d’une suite a` termes dans BbbR vers une limite dans
BbbR, que les mathe´maticiens comprirent que cette de´finition pouvait eˆtre restreinte
au cas des suites a` termes dans Q et utilise´e pour fournir une construction rigoureuse
de l’ensemble BbbR des nombres re´els, qu’ils avaient pre´ce´demment pris comme une
donne´e, en se fiant a` une image ge´ome´trique qui identifiait cet ensemble avec l’en-
semble des points sur une droite, ou, pour eˆtre plus pre´cis, des valeurs de segments
qu’on peut prendre sur une droite (cf. la note historique 6.5).
Il est impossible de de´terminer avec pre´cision le moment ou` les mathe´maticiens
ont commence´ a` parler de limite. Il est pourtant certain que le premier a` faire un
usage tre`s large d’une notion proche de celle de limite, et a` essayer de construire sur
cette notion une ve´ritable the´orie mathe´matique, fut Isaac Newton, qui utilisa l’ide´e
de limite pour justifier des re´sultats qu’il posa a` la base de sa the´orie des fluxions, la
the´orie qui deviendra plus tard ce que nous connaissons aujourd’hui comme le calcul
infinite´simal. Lorsque Newton employait cette notion, il avait surtout derrie`re la teˆte
l’ide´e d’une valeur fixe vers laquelle une variable s’approche de plus en plus, comme
dans un mouvement continu qui tend vers un certain but. Certes, Newton savait tre`s
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bien que les valeurs assume´es par beaucoup de ses variables de´pendaient des valeurs
assume´es par d’autres variables, c’est-a`-dire, comme on le dirait aujourd’hui, que ces
variables e´taient en re´alite´ des fonctions d’autres variables. Pourtant, il n’e´labora
jamais sa proto-the´orie des limites a` un degre´ suffisant pour e´clairer ge´ne´ralement
la relation qui s’instaure entre la limite d’une fonction d’une certaine variable et la
limite de cette variable. De facto, il continua a` travailler avec des limites de variables
qui, pour ainsi dire, variaient continuˆment de fac¸on naturelle. Il ne pensait a` la limite
d’une suite que comme a` la limite de la variable, a` variation discre`te, qui prend
successivement toutes les valeurs indique´es par les termes de cette suite. Dans ce
contexte, une suite convergente n’e´tait pense´e que comme une suite dont les termes
ont des valeurs qui tendent de plus en plus a` se rapprocher d’une valeur fixe, sans que
cette ide´e ne fuˆt jamais e´claire´e davantage. En re´alite´, Newton ne traitait de suites
que comme moyens pour travailler sur les se´ries, e´tant donne´ que la limite d’une se´rie
peut, tout naturellement, eˆtre pense´e et de´finie (comme l’on vient de voir) comme la
limite de la suite de ses re´duites partielles.
On a souvent soutenu qu’entre Newton et Cauchy (c’est-a`-dire grosso modo entre
les anne´es ‘60 du XVIIe`me sie`cle et les anne´es ‘20 du XIXe`me) les mathe´maticiens
n’eurent aucun e´gard a` la convergence des se´ries avec lesquelles ils travaillaient. Ceci
est tout simplement faux. Ce qui est vrai est qu’avant Cauchy, les mathe´maticiens
pensaient que des se´ries de fonctions — c’est-a`-dire les se´ries telles que leurs termes
ui sont des fonctions non seulement de i, mais aussi d’une autre variable x, qui
ge´ne´ralement e´tait conc¸ue comme une variable a` valeurs re´elles — pouvaient eˆtre
de´clare´es e´gales a` d’autres fonctions de x, meˆme si x prenait des valeurs qui ren-
daient ces se´ries divergentes, tout en sachant fort bien que, dans ce cas, ces e´galite´s
n’e´taient pas des e´galite´s nume´riques, mais indiquaient de simples relations formelles
(on a de´ja` e´voque´ cette situation dans la note historique 6.6, ou` on a donne´ un
exemple d’une se´rie de fonctions qui ne converge que pour certaines valeurs de la
variable). La distinction entre se´ries convergentes et se´ries divergentes ne concernait
donc pas la le´gitimite´ de l’affirmation de certaines e´galite´s ge´ne´rales, mais la possi-
bilite´ de l’application de ces e´galite´s a` des calculs nume´riques. Pourtant, bien que,
entre Newton et Cauchy, la capacite´ de distinguer entre se´ries convergentes et se´ries
divergentes, et de calculer les limites des premie`res, progressa de manie`re notable, les
mathe´maticiens continue`rent essentiellement a` penser la convergence d’une se´rie via
la notion newtonienne de limite, c’est-a`-dire de manie`re fort informelle et impre´cise.
Si ceci ne porta pas, in concreto, a` des erreurs majeures, ce n’e´tait certes pas sur ces
bases qu’on pouvait de´velopper une the´orie convenable et claire de la convergence.
Les choses commence`rent a` changer assez radicalement avec Cauchy et son Cours
d’analyse de 1821. D’abord, ce dernier convainquit les mathe´maticiens de son e´poque
que la question de la convergence d’une se´rie de fonctions ne concernait pas les applica-
tions nume´riques de la the´orie des se´ries, mais la possibilite´ meˆme d’affirmer certaines
e´galite´s en ge´ne´ral. Ensuite, il donna une de´finition ge´ne´rale de la limite d’une variable
qui fait pre´sager la conception moderne de limite. Enfin, il organisa autour du concept
de limite (et de quelques autres concepts e´le´mentaires) toute la sce`ne de l’analyse.
Quant au deuxie`me point, voici ce qu’il e´crivit dans les «Pre´liminaires» a` son traite´ :
«Lorsque les valeurs successivement attribue´es a` une meˆme variable s’approchent
inde´finiment d’une valeur fixe, de manie`re a` finir par en diffe´rer aussi peu que l’on
voudra, cette dernie`re est appele´e la limite de toutes les autres ». Ce qui compte ici,
et marque la nouveaute´, est naturellement la deuxie`me partie de la de´finition : «de
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manie`re a` finir par en diffe´rer aussi peu que l’on voudra». C’est cet e´claircissement
de la de´finition classique qui va gouverner les de´monstrations successives. Si Cauchy
veut prouver que la valeur X est la limite de la variable x (ou, si on pre´fe`re, de ses
valeurs), il n’a qu’a` montrer que, pour toute quantite´ positive h, il y a une valeur x
de x, telle que, pour toutes les valeurs x successives a` x, la diffe´rence entre X et x est
plus petite que h. Il n’y a plus besoin de se re´clamer de l’infini et de l’infiniment petit.
C’est en revanche l’infiniment petit qui se laisse de´finir en termes de limite : «Lorsque
les valeurs nume´riques successives d’une meˆme variable de´croissent inde´finiment, de
manie`re a` s’abaisser au- dessous de tout nombre donne´, cette variable devient ce
qu’on nomme un infiniment petit ou une quantite´ infiniment petite. Une variable de
cette espe`ce a ze´ro pour limite ». Autrement dit : le terme « infiniment petit» ne sert
qu’a` de´signer une variable dont la limite est ze´ro, c’est-a`-dire une variable x, telle
que, quel que soit h positif, il y a une valeur x de x, telle que, pour toutes les va-
leurs x successives a` x, |x− 0| < h. Enfin, bien que de manie`re encore assez confuse,
autant dans la de´finition que dans ses applications, Cauchy se re´clame de la notion
de limite pour caracte´riser les se´ries convergentes. Une suite {ui}∞i=0 e´tant donne´e,
Cauchy pose
sn = u0 + u1 + u2 + . . .+ un−1
et postule : «Si, pour des valeurs de n toujours croissantes, la somme sn s’approche
inde´finiment d’une certaine limite s, la se´rie sera dite convergente, et la limite en
question s’appellera la somme de la se´rie ». L’usage du terme « limite», en renvoyant,
du moins implicitement, a` la de´finition des «pre´liminaires», permet d’interpre´ter
ainsi : la se´rie
∞∑
i=0
ui associe´e a` la suite {ui}∞i=0 converge vers s, si, quel que soit h
positif, il y a une valeur sN de la variable sn (c’est-a`-dire, une valeur N de n) telle
que pour toutes les valeurs sm successives a` sN (c’est-a`-dire, pour tout m plus grand
que N) la diffe´rence |s− sm| est plus petite que h.
On peut penser qu’une telle interpre´tation est trop charitable et cache des incer-
titudes et parfois de ve´ritables confusions qui restent pre´sentes chez Cauchy. La ques-
tion me´riterait d’eˆtre discute´e sur le plan historique, mais, meˆme si on suppose qu’il
en est ainsi, il reste que les de´finitions de Cauchy ouvrirent la voie a` la syste´matisation
que nous conside´rons aujourd’hui comme de´finitive, de la the´orie des limites et de la
convergence. Cette syste´matisation arriva avec l’œuvre de Karl Weierstrass et de ses
lec¸ons d’analyse a` l’universite´ de Berlin. D’abord, celui-ci comprit que la ve´ritable
question n’e´tait pas celle de la limite d’une variable, mais celle de la limite d’une
fonction. Ensuite, il comprit que la notion de limite d’une fonction tient a` une re-
lation, exprime´e a` son tour par une fonction, entre deux variations. Ainsi, il posa
qu’une fonction f(x) d’une variable x tend vers la limite F , lorsque la variable x tend
vers X, si et seulement si pour toute valeur positive ε, il y a une valeur positive δ,
telle que : si |x − X| < δ, alors |f(x) − F | < ε. Ce n’est donc plus la limite d’une
variable qui est de´finie, mais la limite d’une fonction d’une certaine variable, lorsque
cette variable tend vers une certaine limite. La condition « lorsque cette variable tend
vers une certaine limite » ne doit pas d’ailleurs eˆtre e´claire´e inde´pendamment par
une nouvelle de´finition. L’expression « limite d’une fonction d’une certaine variable,
lorsque cette variable tend vers une certaine limite» doit eˆtre prise comme un tout
de´fini via l’implication : |x−X| < δ ⇒ |f(x)−F | < ε. C’est la de´finition qui est deve-
nue ensuite ce´le`bre comme la de´finition ε-δ de la limite d’une fonction, une de´finition
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qui se re´clame, comme on le voit assez aise´ment, d’une relation entre δ et ε, c’est-a`-
dire, pour s’exprimer dans les termes de la note historique 5.1, de l’existence d’un δ
conditionne´e par le choix pre´alable de ε.
D’ici, pour passer a` la convergence d’une suite, il suffit d’observer qu’une suite
{ui}∞i=0 peut eˆtre prise comme une fonction u(i) de l’indice i et de postuler qu’une
suite {ui}∞i=0 converge vers la limite U si et seulement si U est la limite de u(i), lorsque
i tend vers l’infini. Comme « tendre vers l’infini» ne signifie rien d’autre que devenir
de plus en plus grand, il s’ensuit qu’une suite {ui}∞i=0 converge vers la limite U si et
seulement si pour toute valeur positive ε, il y a un nombre naturel n tel que : si i > n,
alors |ui − U | < ε. Ce n’est, comme on le voit, rien d’autre qu’une ge´ne´ralisation de
la de´finition 2.6.
Lectures possibles : J. Dhombres, Nombre, mesure et continu. E´piste´mologie
et histoire, Cedic et F. Nathan, Paris, 1978.
∗ ∗ ∗
Quand Augustin-Louis Cauchy naquit a` Paris, le 21 aouˆt 1789, la France vivait, dans
l’enthousiasme pour les uns et l’angoisse pour les autres, les premie`res semaines de
la Re´volution. Louis-Franc¸ois Cauchy, son pe`re, comptait parmi les seconds. Ancien
haut fonctionnaire de police, il voyait non seulement sa carrie`re, mais aussi sa vie
fort en danger. Il sut pourtant s’adapter aux circonstances et, apre`s avoir obtenu
d’autres positions dans l’administration de l’E´tat, il se retrouva, en 1800, apre`s le 18
Brumaire, parmi les fonctionnaires du Se´nat, avec un rang de premie`re importance qui
lui valut un logement de fonction au Palais du Luxembourg. Ce fut la` qu’Augustin-
Louis grandit, coˆtoyant de grandes personnalite´s de l’empire, et entra surtout en
contact avec Laplace, chancelier du Se´nat et supe´rieur direct de son pe`re.
En 1805, il re´ussit son concours d’entre´e a` l’E´cole Polytechnique et en 1807 il
fut admis a` l’E´cole des Ponts et Chausse´es. Nomme´ d’abord aspirant-inge´nieur et
puis inge´nieur ordinaire de deuxie`me classe, il fut destine´ au chantier de Cherbourg,
ou` il resta presque trois ans, du de´but de 1810 a` la fin de 1812. A` Cherbourg, il
poursuivit seul ses e´tudes de mathe´matiques, qui lui permirent d’envoyer a` l’Institut
deux me´moires fort appre´cie´s a` propos de polye`dres (dont un, fort ce´le`bre, marque
les origines de la topologie alge´brique). En 1812, il fut nomme´ correspondant de la
Socie´te´ Philomatique, dont il devint membre en 1814. Cependant, d’abord en 1813, et
plus tard en 1814 et en 1815, sa candidature pour un poste a` la section de ge´ome´trie
de l’Institut fut se`chement refuse´e.
Bien qu’ils sussent s’adapter aux institutions impe´riales, Louis-Franc¸ois et Augustin-
Louis Cauchy e´taient reste´s des catholiques royalistes et il salue`rent avec enthousiasme
et esprit de vengeance le retour de la monarchie. Membre de la Congre´gation de la
Sainte-Vierge de`s 1808, Augustin-Louis pouvait d’ailleurs compter sur l’appui de cette
institution dont le pouvoir grandissait : en de´cembre 1815, il fut nomme´ professeur
a` l’E´cole Polytechnique et le 21 mars 1816, il fut nomme´ d’office a` l’Acade´mie des
Sciences, par une ordonnance qui, en re´tablissant la vieille institution et en effac¸ant
l’Institut, imposait de nouveaux membres pour combler les nombreuses e´purations.
Ce n’e´tait pas la fac¸on la plus heureuse d’inte´grer l’institution qui l’avait repousse´
par trois fois, mais elle s’adaptait bien a` la personnalite´ de Cauchy, qui d’ailleurs
s’imposa bientoˆt comme un des savants les plus influents (mais aussi les moins aime´s
et les plus intrigants) de l’Acade´mie.
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Nomme´ professeur remplac¸ant, d’abord a` la faculte´ des sciences, en 1821, et en-
suite au Colle`ge de France, en 1824, Cauchy partagea les anne´es de la Restauration
entre l’enseignement, la recherche et l’activite´ d’acade´micien. Pour soutenir son en-
seignement a` l’E´cole Polytechnique, il publia en 1821 le Cours d’Analyse de l’E´cole
Royale Polytechnique et en 1823 le Re´sume´ des lec¸ons donne´es a` l’E´cole Royale Po-
lytechnique sur le calcul infinite´simal. En meˆme temps que, par ses recherches de
pointe, il ouvrait de nouvelles frontie`res a` la physique mathe´matique et il fondait
l’analyse complexe, il bouleversa par ces deux œuvres didactiques les fondements de
l’analyse re´elle et du calcul diffe´rentiel et inte´gral.
Sa carrie`re fut pourtant brusquement interrompue par la Re´volution de Juillet.
Sa position avait e´te´ trop lie´e a` la politique de la Restauration et il dut quitter la
France. Il alla d’abord en Suisse, puis en Italie, ou` il s’installa a` Turin, avec la charge
de professeur de physique. En 1833, il se rendit a` Prague, comme pre´cepteur du Duc
de Bordeaux et en 1836 a` Gorizia, a` la suite de la cour de ce dernier. En 1838 il
rentra a` Paris, il re´inte´gra l’Acade´mie, ou` il avait conserve´ sa place, et il commenc¸a
a` communiquer les re´sultats des recherches accomplies pendant l’exil. Nomme´ en
1839 au bureau des Longitudes, d’ou` il sera rejete´ en 1843, il continua ses recherches
en analyse complexe et en alge`bre, et en 1849 il fut nomme´ professeur d’astronomie
mathe´matique a` la Faculte´ des Sciences de Paris. Apre`s le Coup d’E´tat de 1851, fide`le
a` ses convictions le´gitimistes, il refusa de preˆter serment de fide´lite´ a` l’Empereur. Il
mourut a` Sceaux, le 23 mai 1857.
Lectures possibles : B. Belhoste, Cauchy, un mathe´maticien le´gitimiste au
XIXe`me sie`cle, Belin, Paris, 1985.
∗ ∗ ∗
Karl Weierstrass naquit a` Ostenfelde, pre`s de M?nster, le 31 octobre 1815. Entre´
a` quatorze ans au Gymnase catholique de Padeborn, il s’inscrit en 1834 a` l’univer-
site´ de Bonn, pour y e´tudier le droit. Il e´choua pourtant dans ses e´tudes et apre`s
quatre ans, il rentra chez sa famille, sans avoir obtenu aucun titre. En 1839 il com-
menc¸a de nouvelles e´tudes a` Mu¨nster pour pre´parer le certificat d’aptitude a` l’en-
seignement dans les e´coles secondaires. Parmi ses nouveaux professeurs, il y avait le
mathe´maticien Christof Gudermann, dont il suivit, comme unique e´le`ve, un cours
consacre´ aux fonctions elliptiques. Ce fut le de´but de la fascination de Weierstrass
pour les mathe´matiques et en particulier pour l’analyse. En 1841, Weierstrass obtint
son certificat et il commenc¸a a` enseigner les mathe´matiques dans les e´coles secon-
daires. Il se consacra en meˆme temps a` des recherches sur des sujets d’analyse, et en
1854 un de ses articles, a` propos de fonctions abe´liennes, fut publie´ dans le Journal
de Crelle, et lui valut, en 1856, sa nomination d’abord a` l’universite´ et ensuite a`
l’Acade´mie de Berlin. Il s’imposa rapidement, malgre´ son aˆge relativement avance´,
comme un enseignant extraordinaire et un mathe´maticien fort prolifique. Ses contri-
butions originales a` l’analyse re´elle et complexe furent fort nombreuses, et graˆce a` son
enseignement, il parvint graduellement a` donner un visage nouveau aux fondements
de l’analyse re´elle. Il abandonna l’enseignement en 1890 et mourut a` Berlin le 19
fe´vrier 1897.
Lectures possibles : R. Bo¨lling, «Karl Weierstrass : Stationen eines Lebens »,
Jahresberichte der Deutschen mathematike Vereinigung, 96, 1994, pp. 56-75 ; K.-R.
Biermann und G. Schubring, «Einige Nachtra¨ge zur Bigraphie von Karl Weierstrass»,
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in J. W. Dauben (ed. by), History of Mathematics : State of the Art, Academic Press,
San Diego, 1996, pp. 65-91.
En partant de la de´finition 2.5, il est possible de de´montrer qu’une se´rie
∞∑
i=0
ui ne converge
vers une certaine limite dans un ensemble E, auquel on suppose que ses termes appartiennent,
relativement a` la distance donne´e par la valeur absolue de la diffe´rence de deux e´le´ments de
E, qu’a` condition que l’addition soit de´finie sur E de manie`re a` admettre dans E un e´le´ment
neutre, disons e, et que la suite {ui}∞i=0 de termes de cette se´rie converge vers e dans E. Cette
de´monstration est laisse´e au lecteur en guise d’e´xercice. Si E co¨ıncide avec Q, alors e = 0. Une
se´rie
∞∑
i=0
ui a` termes dans Q ne converge donc vers une certaine limite dans Q qu’a` condition
que la suite {ui}∞i=0 de ses termes converge vers 0 dans Q. Ainsi si la suite {ui}∞i=0 est divergente
dans E, la se´rie
∞∑
i=0
ui l’est aussi.
Remarque 6.9. De la` il suit que toute se´rie a` termes dans N est divergente dans N,
relativement a` la distance donne´e par la valeur absolue de la diffe´rence de deux termes de N,
sauf dans le cas fort particulier ou` ses termes s’annulent tous au-dela` d’une certaine valeur
de i, ce qui re´duit une telle se´rie a` une addition ordinaire. Cela est en particulier le cas de
toutes les se´ries a` termes dans N, a` partir des quelles on peut construire les se´ries dont on
a conside´re´ les re´duites partielles dans le chapitre 4.
La convergence de la suite {ui}∞i=0, vers e dans E n’est pourtant qu’une condition ne´cessaire
pour la convergence de la se´rie associe´e
∞∑
i=0
ui vers une certaine limite dans E. Il est en fait
possible de construire des suites convergentes vers e dans E, telles que les se´ries associe´es sont
divergentes dans E. Un exemple bien connu est justement fourni par la suite harmonique. On
peut en effet de´montrer le the´ore`me suivant :
The´ore`me 2.2. La se´rie
∞∑
i=0
1
i+1 , dite « se´rie harmonique », associe´e a` la suite harmonique,
diverge dans Q.
Preuve. Il n’est pas facile de prouver ce the´ore`me en se re´clamant directement de la
de´finition de convergence d’une se´rie dans Q vers une certaine limite dans Q. Ge´ne´ralement
les mathe´maticiens le prouvent en ayant recours a` l’un des nombreux crite`res ou conditions
suffisantes de convergence qu’on peut de´terminer a` partir de cette de´finition.
Une manie`re tre`s simple de le faire est de se re´clamer de la condition suffisante suivante :
si
∞∑
i=0
vi et
∞∑
i=0
ui sont deux se´ries a` termes dans Q+ − {0} (c’est-a`-dire que leurs termes sont
tous des nombres fractionnaires strictement positifs) tels que, quel que soit i,
vi ≤ ui
et la se´rie
∞∑
i=0
vi est telle que les termes
h∑
i=0
vi (h = 0, 1, 2, ...) de la suite de ses re´duites
partielles croissent dans Q au-dela` de toute limite, c’est-a`-dire que, pour tout nombre rationnel
(strictement positif) Λ, il y a un nombre naturel n, tel que
h > n⇒
h∑
i=0
vi > Λ
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alors les termes
h∑
i=0
ui (h = 0, 1, 2, ...) de la suite des re´duites partielles de la se´rie
∞∑
i=0
ui croissent
dans Q au-dela` de toute limite, et donc la se´rie
∞∑
i=0
ui est divergente dans Q. La preuve de cette
implication peut eˆtre laisse´e au lecteur comme exercice.
On conside`re alors la se´rie a` termes dans Q+ − {0}
1 +
1
2
+
1
4
+
1
4
+
1
8
+ . . .+
1
8︸ ︷︷ ︸
4 fois
+
1
16
+ . . .+
1
16︸ ︷︷ ︸
8 fois
+ . . . =
∞∑
i=1
1
21
+ . . .+
1
2i︸ ︷︷ ︸
2i−1 fois
Si on conside`re cette se´rie comme l’addition infinie
∞∑
i=0
vi des termes 1,
1
2 ,
1
4 ,
1
4 ,
1
8 , . . ., on aura
successivement
v0 = 1 ; v1 =
1
2
; v2 =
1
4
; v3 =
1
4
; v4 =
1
8
; . . .
Donc, si on pose
∞∑
i=0
ui =
∞∑
i=0
1
i+1 , on aura, pour tout i naturel, vi ≤ ui. Mais, quel que soit i,
on aura aussi
1
2i
+ · · ·+ 1
2i︸ ︷︷ ︸
2i−1 fois
=
1
2
et donc
1 +
∞∑
i=1
1
2i
+ · · ·+ 1
2i︸ ︷︷ ︸
2i−1 fois
= 1 +
1
2
+
1
2
+
1
2
+ · · ·
Le lecteur pourra s’exercer a` montrer que cette se´rie est telle que les termes 1, 32 ,
4
2 ,
5
2 , . . . de
la suite de ses re´duites partielles croissent dans Q au-dela` de toute limite ; il ne rencontrera
pour cela aucune difficulte´. Or, comme la se´rie 1 +
∞∑
i=1
1
2i
+ · · ·+ 1
2i︸ ︷︷ ︸
2i−1 fois
re´sulte de la se´rie
∞∑
i=0
vi
en regroupant des termes successifs, il s’ensuit que la se´rie
∞∑
i=0
vi est aussi telle que les termes
h∑
i=0
vi (h = 0, 1, 2, . . .) de la suite de ses re´duites partielles croissent dans Q au-dela` de toute
limite. Il suffira alors de se re´clamer de la condition suffisante pre´ce´dente pour conclure que la
se´rie harmonique est divergente dans Q. 
Remarque 6.10. Le lecteur est invite´ a` re´fle´chir sur la manie`re dont cette preuve em-
ploie la possibilite´ de mettre un ensemble infini (de´nombrable) en correspondance biuni-
voque avec une de ses parties propres ; une proprie´te´ des ensembles infinis qu’on a discute´e
abondamment dans le chapitre 4.
Un exemple d’une se´rie a` termes dans Q, y convergeant vers une certaine limite est en
revanche celui de la se´rie des inverses des carre´s :
The´ore`me 2.3. La se´rie
∞∑
i=0
1
2i converge vers 2 dans Q
+ (et donc dans Q).
Preuve. A` la diffe´rence du pre´ce´dent, ce the´ore`me peut eˆtre prouve´ fort facilement en se
re´clamant directement de la de´finition 2.6. Quel que soit le nombre naturel j, on aura en effet,
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d’apre`s le the´ore`me 2.1,
j∑
i=0
1
2i
=
2j + 2j−1 + 2j−2 + ...+ 2 + 1
2j
=
j∑
i=0
2i
2j
=
1− 2j+1
(1− 2)2j =
2j+1 − 1
2j
De la`, il s’ensuit sur-le-champ que∣∣∣∣∣2−
j∑
i=0
1
2i
∣∣∣∣∣ = 2− 2j+1 − 12j = 12j
et il est aise´ de ve´rifier que, quel que soit le nombre rationnel strictement positif ε il est toujours
possible de prendre la valeur de j assez grande pour que
∣∣∣∣2− j∑
i=0
1
2i
∣∣∣∣ < ε. 
Note Historique 6.8. La se´rie des inverses des carre´s, ou du moins la se´rie
qui de´rive de celle-ci lorsqu’on lui enle`ve le premier terme, a e´te´ souvent associe´e au
premier des quatre paradoxes de Ze´non a` propos du mouvement, qui sont expose´s et
discute´s par Aristote dans le VIe`me livre de la Physique, le paradoxe de la dichotomie.
De ces quatre paradoxes, celui de la dichotomie est celui qui est expose´ le moins
clairement par Aristote, qui, on peut dire, se limite a` le re´futer bien avant de l’avoir
pre´cise´ment pre´sente´. «Dans le premier [ argument de Ze´non] — e´crit Aristote [239b
11-13] — l’impossibilite´ du mouvement est tire´e de ce que le mobile transporte´ doit
parvenir d’abord a` la moitie´ avant d’acce´der au terme». Apre`s cette entre´e en matie`re,
Aristote renvoie a` un passage pre´ce´dent, ou` il avait de´nonce´ une erreur dans l’argu-
ment de Ze´non, consistant a` affirmer « que les infinis ne peuvent eˆtre parcourus ou
touche´s chacun successivement en un temps fini » [233a 22-23]. La comparaison entre
ces deux passages ne peut que laisser perplexe.
Du second, il semblerait que l’argument de Ze´non consiste en ceci : si un mobile
doit parcourir un espace, disons S, il doit d’abord en parcourir la moitie´, 12S, ensuite
la moitie´ de la partie restante, 14S, et encore ensuite la moitie´ de la partie qui reste
encore a` parcourir, 18S, et ainsi de suite, de sorte qu’avant de parvenir a` son but, il
devra parcourir une infinite´ de traits, et il n’est pas possible, dans un temps fini, de
parcourir une infinite´ de traits. Si l’argument de Ze´non e´tait celui-ci, la connexion
avec la se´rie des inverses des carre´s viendrait du fait que Ze´non ne ferait, en dernie`re
instance, qu’obtenir une unite´ d’espace comme la somme des portions de cette unite´
qui correspondent aux termes successifs au premier dans cette se´rie. Pourtant, on
comprend mal pourquoi la convergence de cette se´rie vers 2 , ou bien la convergence
vers 1 de la se´rie qui en re´sulte en e´liminant le premier terme, devrait eˆtre un argument
a` opposer aux conclusions de Ze´non, comme il a e´te´ dit trop souvent et beaucoup
trop rapidement.
Au contraire, ceci semblerait eˆtre plutoˆt une pre´misse de l’argument. Le bon
contre-argument a` opposer a` Ze´non serait plutoˆt celui d’Aristote : le temps peut,
lui-aussi, eˆtre divise´ comme l’on divise l’espace (car la division de l’espace dont rele`ve
l’argument de Ze´non n’est qu’une division en puissance, et non pas en acte).
Si on fait confiance, en revanche, au premier passage d’Aristote, l’argument de
Ze´non semble eˆtre tout autre. Loin de conce´der que le mobile puisse, de toute manie`re,
parcourir la premie`re moitie´ de S, puis la moitie´ de la deuxie`me moitie´ de S, et ainsi
de suite, ce qui paraˆıt une pre´misse assez bizarre pour un argument qui devrait nier la
possibilite´ du mouvement, Ze´non semblerait nier la possibilite´ qu’un corps parvienne
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a` se mouvoir, en affirmant qu’avant de parcourir n’importe quel espace, il devrait
parcourir la moitie´ de cet espace, et, avant d’en parcourir la moitie´, la moitie´ de la
moitie´, et la moitie´ de la moitie´ de la moitie´, et ainsi de suite. Ainsi conc¸u l’argument
de Ze´non paraˆıt bien plus conse´quent, et il se fonderait non pas sur la possibilite´
d’obtenir une unite´ d’espace en additionnant sa moitie´, avec la moitie´ de sa moitie´,
la moitie´ de la moitie´ de sa moitie´, et ainsi de suite, mais plutoˆt sur la possibilite´
d’enlever de cette unite´ d’espace, quelle qu’elle soit, d’abord sa moitie´, ensuite la
moitie´ de sa moitie´, la moitie´ de la moitie´ de sa moitie´ et ainsi de suite. Comme de
la convergence vers 2 de la se´rie des inverses des carre´s, il re´sulte l’e´galite´
1− 1
2
− 1
22
− 1
23
− . . . = 1−
[(
∞∑
i=0
1
2i
)
− 1
]
= 1− (2− 1) = 0
il semblerait cependant que ce re´sultat, loin de re´futer l’argument de Ze´non, en four-
nisse une confirmation. Pour re´futer cet argument, on devrait alors utiliser encore une
fois des arguments similaires a` celui d’Aristote, qui pourtant, pris en tant que tel, ne
semblerait pas faire l’affaire dans ce cas.
Naturellement, il n’est pas dans mon intention de discuter ici plus en de´tails (au-
tant logiques que philologiques) l’argument de Ze´non, ni de dire comment il peut,
s’il le peut, eˆtre re´solu. Mon ambition est bien plus modeste. Je voudrais m’ap-
puyer sur cet exemple pour faire une observation plus ge´ne´rale : dans la plupart des
cas (et je crois meˆme dans la totalite´) la pre´tention de pouvoir utiliser, comme tel,
un re´sultat mathe´matique comme argument en faveur ou contre une certaine the`se
philosophique (qui ne concerne pas, s’il y en a une, la philosophie mathe´matique in-
timement connecte´e avec ce re´sultat) est illusoire ; un re´sultat mathe´matique n’est
jamais qu’un re´sultat mathe´matique, si on veut l’employer pour affirmer une the`se
me´taphysique, on doit l’interpre´ter d’une manie`re ou de l’autre et le connecter d’une
manie`re ou d’une autre avec d’autres arguments, ces interpre´tations et connexions,
n’e´tant pas, quant a` elles, du ressort des mathe´matiques. Donc, affirmer que le re´sultat
mathe´matique X apporte un soutient a` la the`se philosophique T ne peut que revenir
a` avancer qu’une certaine interpre´tation du re´sultat X, apte a` e´tablir des connexions
(logiques ou me´taphoriques) entre ce re´sultat et des the`ses ou des arguments philo-
sophiques, apporte un soutient a` la the`se T .
Lectures possibles : M. Cavaing, Ze´non d’E´le´e. Prole´gome`nes aux doctrines
du continu, Vrin, Paris, 1982.
Remarque 6.11. Les conside´rations pre´cedentes nous permettent d’e´noncer une ge´ne´ralisation
remarquable du the´ore`me 4.2. On suppose que a et b sont tels qu’il soit possible de diviser b
par a (ceci est par exemple le cas si a et b sont deux nombres rationnels et a est diffe´rent de
0). On peut alors e´crire le binoˆme (a+ b) sous la forme du produit a(1 + ba ). En appliquant
ce the´ore`me, on aura alors
[
a
(
1 +
b
a
)]n
= an
(
1 +
b
a
)n
=
n∑
i=0
i−1∏
k=0
(n− k)
i!
an−ibi
et, en posant ba = x :
(1 + x)
n
=
an (1 + x)
n
an
=
n∑
i=0
i−1∏
k=0
(n− k)
i!
xi
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(car, comme on le montrera tout a` l’heure, pour tout nombre rationnel q et tout nombre natu-
rel h, q−h = 1
qh
), qui est finalement la plus simple des expressions possibles du de´veloppement
binomial pour un exposant naturel quelconque.
Imaginons maintenant que dans le produit
i−1∏
k=0
(n− k)
i!
ou` i est un nombre naturel quelconque strictement positif, on substitue le nombre naturel
n avec un nombre rationnel quelconque « pq ». On obtiendra le produit
i−1∏
k=0
(pq − k)
i!
=
(
p
q
)(
p
q − 1
)(
p
q − 2
)
...
(
p
q − (i− 1)
)
i!
Comme i est un nombre naturel strictement positif, i − 1 est un nombre naturel, et, si pq
n’est pas a` son tour un nombre naturel, il n’y a pas de valeurs de i qui rendent la diffe´rence
p
q − (i− 1) e´gale a` 0, et annulent du meˆme coup le produit
i−1∏
k=0
(pq − k)
i!
Cela signifie que l’addition
1 +
0∏
k=0
(pq − k)
1!
x+
1∏
k=0
(pq − k)
2!
x2 +
2∏
k=0
(pq − k)
3!
x3 + ...
peut eˆtre re´ite´re´e a` l’infini sans qu’aucun de ses termes ne s’annule. On a ainsi une se´rie que,
en ge´ne´ralisant le symbolisme adopte´ pour les coefficients binomiaux re´fe´re´s a` des exposants
naturels, on e´crit ainsi :
∞∑
i=0
(
p/q
i
)
xi
Comme on a obtenu cette se´rie en substituant pq a` n dans le de´veloppement de (1 + x)
n
,
il est naturel de se demander si une telle se´rie converge vers (1 + x)
p
q dans quelques ensembles
auxquels appartiennent la puissance (1 + x)
p
q et les termes
(
p/q
i
)
xi. Si on suppose que x est
un nombre rationnel, alors les termes
(
p/q
i
)
xi sont des nombres rationnels, et il est donc
naturel de se demander si la se´rie
∞∑
i=0
(
p/q
i
)
xi converge vers (1 + x)
p
q dans Q.
Pour donner un sens a` cette question, il faut d’abord comprendre ce que peut signifier
qu’un nombre rationnel est e´leve´ a` une puissance fractionnaire. Comme par de´finition on a,
quels que soient les nombres naturels m et n et le nombre rationnel q,
(qm)n = qm · qm · . . . qm︸ ︷︷ ︸
nfois
=
q · q · . . . q︸ ︷︷ ︸
mfois
 ·
q · q · . . . q︸ ︷︷ ︸
mfois
 · . . . ·
q · q · . . . q︸ ︷︷ ︸
mfois

︸ ︷︷ ︸
nfois
= qmn
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si on pose t = mn, on aura
qt = (qm)n
Ainsi, si on note par « s
√
z », s e´tant un nombre naturel quelconque et z l’e´le´ment d’un
ensemble sur lequel est de´finie une multiplication, l’ope´ration inverse a` la puissance zs —
de sorte que s
√
z = y si et seulement si ys = z — on aura
qm = q
t
n = n
√
qt
et, en ge´ne´ralisant, quels que soient les nombres naturels h et k (k 6= 0),
(81) q
h
k = k
√
qh
D’autre part, comme, quels que soient les nombres naturels n et m,
qn+m = qn · qm
si on pose s = n+m, on aura
qs = qn · qm
et donc
qn = qs−m =
qs
qm
et, en ge´ne´ralisant, quels que soit le nombre naturel h,
(82) q−h =
1
qh
En combinant 81 et 82, on aura alors, quel que soient le nombre rationnel q et les
nombres relatifs p et q (q 6= 0)
(83) q−
h
k =
1
k
√
qh
Cela re´sout notre proble`me pre´liminaire en donnant un sens a` l’e´criture (1 + x)
p
q , ou` x et pq
sont deux nombres rationnels quelconques. Il reste a` savoir, pour re´pondre a` notre question
pre´ce´dente, si la se´rie
∞∑
i=0
(
p/q
i
)
xi converge vers (1 + x)
p
q dans Q. Pourtant, (83) nous fait
comprendre sur le champ qu’il ne suffit pas de supposer que x soit un nombre rationnel pour
que (1 + x)
p
q le soit aussi. Il suffit, par exemple, que x soit e´gal a` 1 et pq soit e´gale a`
1
2 pour
que (1 + x)
p
q soit e´gale a` 2
1
2 =
√
2, qui comme on l’a vu ci-dessus, n’est gue`re un nombre
rationnel. Meˆme si on suppose que x est un nombre rationnel, il est ainsi plus raisonnable
de se demander si la se´rie
∞∑
i=0
(
p/q
i
)
xi converge vers (1 + x)
p
q , non pas dans l’ensemble des
nombres rationnels, mais dans une extension de cet ensemble qui comprend la valeur de
(1 + x)
p
q , quels que soient x et pq . Le lecteur comprendra plus tard que l’ensemble R des
nombres re´els est justement une extension de Q qui respecte cette condition, meˆme dans le
cas ou` x est a` son tour un nombre re´el. On pourra donc supposer que x varie sur R, est se
demander si la se´rie
∞∑
i=0
(
p/q
i
)
xi converge vers (1 + x)
p
q dans R. La re´ponse a` cette question
est bien connue. Il n’est pourtant pas possible de prouver qu’elle est correcte en n’exploitant
que les moyens limite´s qui nous sont fournis par l’expose´ pre´ce´dent. On s’en tiendra donc
ici a` l’e´noncer, en la justifiant de manie`re absolument informelle.
Si l’on note par « |x|» la valeur absolue de x (c’est-a`-dire x si x ≥ 0 et −x si x < 0), alors
trois cas peuvent eˆtre distingue´s : |x| < 1, |x| = 1 et |x| > 1. Si |x| > 1, alors la succession
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{(
p/q
i
)
xi
}∞
i=0
ne peut converger vers aucune limite dans R, car la valeur absolue du facteur
xi croˆıt beaucoup plus rapidement que la valeur absolue du terme
(
p/q
i
)
ne pourra de´croˆıtre,
la se´rie
∞∑
i=0
(
p/q
i
)
xi sera alors divergente dans Q. Si |x| = 1, alors la re´ponse a` notre question
de´pend de la valeur de pq . Enfin, si |x| < 1, alors la valeur absolue du facteur xi de´croˆıt
beaucoup plus rapidement que la valeur absolue du terme
(
p/q
i
)
ne pourra croˆıtre et la se´rie
∞∑
i=0
(
p/q
i
)
xi est sans doute convergente vers (1 + x)
p
q dans Q, ce qu’on pourra exprimer par
l’implication
(84) (x ∈ R ∧ |x| < 1)⇒
[
(1 + x)
p
q =
∞∑
i=0
(
p/q
i
)
xi
]
qui constitue la ge´ne´ralisation annonce´e du the´ore`me 4.2.
On terminera en observant que le re´sultat pre´ce´dent nous fournit un des re´sultats les
plus fondamentaux de l’analyse : le the´ore`me du de´veloppement binomial pour un exposant
rationnel quelconque.
Note Historique 6.9. Selon le point de vue moderne, le the´ore`me du de´veloppement
binomial pour un exposant rationnel consiste justement dans la de´termination des
conditions sous lesquelles la se´rie
∞∑
i=0
(
p/q
i
)
xi, ou` x est suppose´ varier sur l’ensemble
des nombres re´els, converge vers (1 + x)
p
q dans R, quel que soit le nombre rationnel
p
q . Ce the´ore`me e´tablit donc un intervalle de variation de x — qui, comme l’on vient
de voir, va de −1 a` 1, en excluant ces limites — tel que pour toute valeur de´termine´e
x0 que x assume a` l’inte´rieur de cet intervalle et pour tout nombre rationnel
p
q , la
se´rie (de constantes)
∞∑
i=0
(
p/q
i
)
xi0 converge vers la valeur constante (i + x0)
p
q dans R.
Une fois qu’on a de´montre´ le the´ore`me 4.2 et qu’on connaˆıt par conse´quent la forme
des coefficients, dits «binomiaux», qui entrent dans le de´veloppement de (1 + x)n,
lorsque n est un nombre naturel quelconque, ceci est la seule question qui semble se
poser pour nous, e´tant donne´ que la de´termination des coefficients
(
p/q
i
)
qui entrent
dans la se´rie
∑∞
i=0
(
p/q
i
)
xi ne suit que par simple substitution de pq a` n dans la forme
qui fournit les coefficients du de´veloppement de (1 + x)n.
Ce qu’on a dit jusqu’ici, spe´cialement dans les notes historiques 3.5 et 6.7, devrait
pourtant nous faire comprendre que les choses n’en alle`rent pas toujours ainsi. En
particulier, les choses n’allaient pas ainsi au XVIIe`me sie`cle, lorsque Newton parvint
pour la premie`re fois, en 1665, a` un re´sultat qui constitue un anceˆtre direct de notre
the´ore`me du de´veloppement binomial pour un exposant rationnel : un anceˆtre si direct
que les historiens utilisent d’habitude le meˆme nom de « the´ore`me du de´veloppement
binomial pour un exposant rationnel» pour le de´signer, en pre´cisant, parfois, de
manie`re tout a` fait anachronique, que Newton ne de´montra pas ce the´ore`me, et se
contenta de l’e´noncer (sans, pour autant, pre´ciser jamais ce que Newton aurait, au
juste, duˆ de´montrer).
Newton ne posse´dait ni une de´finition pre´cise de convergence, ni, surtout, des
crite`res suˆrs de convergence, et il n’e´tait donc pas a` meˆme d’e´tablir avec certitude les
conditions de convergence de la se´rie
∞∑
i=0
(
p/q
i
)
xi, n’ope´rant que sur cette se´rie, prise
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en tant que telle. Son proble`me e´tait plus celui d’obtenir cette se´rie que d’en e´e´valuer
la convergence. Et la manie`re dans laquelle cette se´rie e´tait obtenue e´tait pour lui la
garantie d’un lien entre cette meˆme se´rie et la puissance (1+x)
p
q , un lien qu’il aurait
ensuite pu confirmer a posteriori, par des ve´rifications nume´riques.
Mais, on pourrait se demander : pourquoi Newton e´tait-il inte´resse´ a` associer une
se´rie telle que
∞∑
i=0
(
p/q
i
)
xi, a` la puissance (1 + x)
p
q , inde´pendamment, ou du moins
pre´alablement, a` l’e´valuation de la convergence de cette se´rie ? La re´ponse est fort
simple, mais elle fait intervenir une proble´matique mathe´matique qui est totalement
e´trange`re au parcours qui nous a conduit a` e´noncer la (2.2). Cela montre, encore une
fois, que les directions d’e´volution de l’histoire ne co¨ıncident pas ne´cessairement (et
meˆme ne co¨ıncident presque jamais) avec l’ordre logique que nous assignons aujour-
d’hui a` l’exposition des re´sultats mathe´matiques.
Entre 1664 et 1665, a` l’e´poque a` laquelle il parvint a` ses premie`res et plus ex-
traordinaires acquisitions mathe´matiques, Newton chercheait a` comprendre comment
on pouvait e´valuer, ou tout simplement exprimer, l’aire de la re´gion du plan com-
prise entre une courbe quelconque, deux coordonne´es rectilignes et un axe (cf. la note
historique 4.1). En particulier, il e´tait inte´resse´ a` e´valuer, ou tout simplement a` ex-
primer, l’aire d’une telle re´gion du plan, lorsque la courbe qui de´limite cette re´gion
est une hyperbole, une courbe d’e´quation y = 1x . Il e´tait d’ailleurs au courant d’une
de´couverte, assez re´cente a` l’e´poque, due essentiellement a` Gre´goire de Saint-Vincent,
un mathe´maticien je´suite belge qui avait travaille´ a` Rome et qui avait publie´ en 1647
un lourd traite´, l’Opus geometricum, riche en re´sultats importants (mais vicie´ aussi
par une erreure, la pre´tention d’avoir atteint la quadrature du cercle, que l’histoire
ne lui pardonna jamais). Gre´goire avait compris, et il l’avait dit, de manie`re plus
ou moins claire dans l’ Opus geometricum, que l’aire de l’hyperbole se comporte
comme des logarithmes naturels. E´valuer cette aire, pour toute valeur de x, e´tait
donc une manie`re d’e´valuer ces logarithmes, et l’exprimer par le biais d’une forme
alge´brique e´tait une manie`re d’exprimer par une forme alge´brique des logarithmes.
Newton posse´dait d’ailleurs un algorithme, qu’il avait he´rite´ pour l’essentiel de Wal-
lis, mais qu’il avait su interpre´ter a` sa manie`re, qui permettait de passer de toute
e´quation telle que y =
n∑
i=0
Aix
qi (ou` les qi sont des exposants rationnels quelconques,
mais diffe´rents de −1, et les Ai des coefficients constants quelconques) a` une e´criture
de la forme
n∑
i=0
Bix
pi (ou` les pi et les Bi sont encore respectivement des exposants
rationnels et des coefficients constants quelconques) exprimant l’aire de´limite´e par
la courbe exprime´e par une telle e´quation. Il pouvait donc espe´rer pouvoir e´tendre
cet algorithme a` des se´ries et l’appliquer au proble`me de l’expression de l’aire de
l’hyperbole. Mais pour le faire, il devait d’abord transformer l’e´quation y = 1x en
une e´quation de la forme « y =
n∑
i=0
Aix
qi
». Or, en posant x = 1 + z, cette e´quation
devient : y = 11+z = (1 + z)
−1. S’il avait e´te´ possible de de´velopper la puissance
(1 + z)−1 dans une se´rie ne contenant que des puissances de z, le proble`me aurait
e´te´ re´solu. Pour des raisons analogues, qu’il serait ici trop difficile de de´tailler, le
de´veloppement en se´rie de toute puissance telle que (1 + x)
p
q aurait aussi permis a`
Newton d’appliquer son algorithme a` la recherche de l’expression de l’aire d’autres
courbes qu’il e´tait pour lui important d’exprimer. Ainsi, le proble`me de l’association
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d’une se´rie, ne contenant que des puissances de x, a` une puissance telle que (1 + x)
p
q
se pre´sentait a` Newton comme un proble`me fondamental.
La manie`re dont Newton re´solut ce proble`me, en parvenant a` de´terminer la forme
ge´ne´rale des coefficients binomiaux pour des exposants rationnels quelconques (et
donc, du meˆme coup, celle des coefficients binomiaux pour des exposants naturels),
ne peut pas eˆtre reconstruite ici avec pre´cision. Je dirais seulement qu’il raisonna sur
le triangle de Pascal, en cherchant en meˆme temps a` e´tendre a` gauche la matrice qui
correspond a` ce triangle et a` l’interpoler en introduisant, entre deux colonnes succes-
sives, un nombre arbitraire de colonnes interme´diaires. Il parvint finalement a` son but
vers la fin de l’e´te´ 1665 et il e´nonc¸a son re´sultat fondamental, donnant la formule d’in-
terpolation du triangle de Pascal, et donc la forme de tout coefficient binomial pour
un exposant rationnel quelconque, dans la quatrie`me proposition d’un traite´ consacre´
a` la quadrature des courbes, qu’il laissa pourtant a` l’e´tat d’esquisse. A` partir de
cette date, Newton n’oublia jamais plus ce re´sultat, qui au contraire l’accompagna
constamment dans son effort d’e´dification d’une mathe´matique nouvelle.
Lectures possibles : D. T. Whiteside (ed. by) The Mathematical Papers of
Isaac Newton, Cambridge Univ. Press, Cambridge, 1967-1981 (8 vols.), vol. I ; M.
Panza, Newton el les origines de l’analyse˜ :1664-1666, Blancherd, Paris, 2004.
3. Conditions de mesure des segments
Apre`s avoir introduit les notions de suite et de se´rie et avoir spe´cifie´ ce que signifie qu’une
suite ou une se´rie convergent vers une (certaine) limite dans un (certain) ensemble, revenons
a` nos segments MN et PQ et supposons qu’ils soient incommensurables entre eux. Il n’y aura
donc pas de nombre naturel ν qui ve´rifie (59) et (60). Malgre´ cela, il est facile de montrer que
la diffe´rence
MN−
ν∑
i=0
ni(PQi) = MN−
nν + ν−1∑
i=0
ni
 ν∏
j=i+1
mj
 (PQν)
qu’on pourra noter «Rν », diminue a` mesure que le nombre ν croˆıt en s’approchant de plus en
plus au segment nul. Pour prouver ceci, on peut raisonner comme il suit.
Au bout de µ+ 1 e´tapes dans notre proce´dure, on sera parvenu a` l’ine´galite´ suivante :
nµ(PQµ) < MN−
µ−1∑
i=0
ni(PQi) < (nµ + 1)(PQµ)
ou bien
nµ(PQµ) < MN−
µ−1∑
i=0
ni
 µ∏
j=i+1
mj
 (PQµ) < (nµ + 1)(PQµ)
et on aura ainsi
Rµ = MN−
µ−1∑
i=0
ni(PQi)− nµ(PQµ) = MN−
µ∑
i=0
ni(PQi)(85)
= MN−
nµ + µ−1∑
i=0
ni
 µ∏
j=i+1
mj
 (PQµ) 6= 0(86)
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ou` le symbole « 0 » indique le segment nul. Pour continuer dans la proce´dure de mesure, on
devra alors choisir un nombre naturel mµ+1 plus grand que 1 et une partie PQµ+1 de PQµ (et
donc de PQ) telle que PQµ = mµ+1(PQµ+1), et de´terminer, en fonction de ce choix, un nombre
naturel nµ+1 tel que
nµ+1(PQµ+1) < Rµ < (nµ+1 + 1)(PQµ+1)
Ce nombre mµ+1 ayant e´te´ fixe´, il est clair que
0 < Rµ − nµ+1(PQµ+1) < PQµ+1
ou bien
(87) 0 < Rµ − nµ+1 PQµ+1∏
j=1
mj
<
PQ
µ+1∏
j=1
mj
Or, comme, quel que soit le nombre naturel µ, les termes mj (j = 1, 2, . . . , µ + 1) sont
tous des nombres naturels plus grands que 1, il s’ensuit que
1
ν+1∏
j=1
mj

∞
ν=0
est une suite a` termes dans Q+ qui converge vers 0 dans Q+, c’est-a`-dire que :
i) tous les termes
1
ν+1∏
j=1
mj
et donc toutes les valeurs de la distance ∣∣∣∣∣∣∣∣∣
0− 1
ν+1∏
j=1
mj
∣∣∣∣∣∣∣∣∣
(ν = 0, 1, 2, ...), appartiennent a` Q+ (c’est-a`-dire qu’ils sont des nombres rationnels positifs) ;
ii) pour tout ε > 0 appartenant a` Q+, il y a un nombre naturel N , tel que si ν > N , alors∣∣∣∣∣∣∣∣∣
0− 1
ν+1∏
j=1
mj
∣∣∣∣∣∣∣∣∣
< ε
La preuve de (i) re´sulte d’une induction comple`te fort simple, car si ν = 0, alors
1
ν+1∏
j=1
mj
=
1
m1
∈ Q+
et si s est un nombre naturel quelconque plus grand que 0, et
1
s+1∏
j=1
mj
∈ Q+
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alors
1
s′+1∏
j=1
mj
=
1
s+1∏
j=1
mj
· 1
ms+2
∈ Q+
(Q+ e´tant, comme on l’a vu, ferme´ par rapport a` la multiplication).
La preuve de (ii) n’est pas plus difficile. D’abord on observe que, pour tout ν naturel∣∣∣∣∣∣∣∣∣
0− 1
ν+1∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
1
ν+1∏
j=1
mj
et que, ε e´tant un nombre rationnel strictement positif, il y a deux nombres naturels λ et η,
diffe´rents de 0, tels que ε = λη . Ensuite, on conside`re le produit
ν+1∏
j=1
mj et on remarque que, les
termes mj (j = 1, 2, ..., ν) e´tant des nombres naturels plus grands que 1, ce produit satisfait
suˆrement a` la condition
ν+1∏
j=1
mj ≥ 2ν+1 ≥ 2ν. De la` on peut enfin conclure qu’il suffit de poser
ν = λ · η, pour avoir ∣∣∣∣∣∣∣∣∣
0− 1
ν+1∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
1
ν+1∏
j=1
mj
≤ 1
2λη
<
λ
η
= ε
ce qui conclut la preuve.
Comme, quel que soit le segment PQ, 0 · (PQ) = 0, de la` il suit que le segment
PQν+1 =
PQ
ν+1∏
j=1
mj
s’approche de plus en plus du segment nul a` mesure que ν + 1 (et donc ν) croˆıt et (87) nous
fait comprendre que ceci est aussi le cas du segment Rν , c’est-a`-dire que la suite des segments
{Rν}∞v=0 converge vers le segment nul dans l’ensemble E de tous les segments, nuls ou non nuls.
Or, de (85), il suit que
Rν = MN−
ν∑
i=0
ni(PQi)
= MN−
ν∑
i=0
ni
PQ
i∏
j=1
mj
= MN−

ν∑
i=0
ni
i∏
j=1
mj
PQ
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(ou` on aura pose´, comme tout a` l’heure, m0 = 1), et de la` il est facile de conclure que, pour
tout ν,
(88) MN =

ν∑
i=0
ni
i∏
j=1
mj
PQ+Rν
Donc, si MN et PQ sont des segments incommensurables, alors il n’y a aucun nombre
naturel ν, tel que Rν = 0, bien que la somme des segments
ν∑
i=0
ni (PQi) =

ν∑
i=0
ni
i∏
j=1
mj
PQ
(avec m0 = 1) s’approche de plus en plus de MN, et donc le nombre rationnel positif
ν∑
i=0
ni
i∏
j=1
mj

(avec m0 = 1), s’approche de plus en plus de la mesure de MN, relativement a` l’unite´ de mesure
PQ, lorsque ν croˆıt.
Comment comprendre cette affirmation ? Choisissons un nombre naturel ν quelconque. De
(88), il suit que
MN−Rν =

ν∑
i=0
ni
i∏
j=1
mj
PQ
(avec m0 = 1). Donc, si on de´cide de s’arreˆter apre`s ν + 1 e´tapes et d’assigner au segment MN
la mesure donne´e par la somme
ν∑
i=0
ni
i∏
j=1
mj
alors on devra assigner la meˆme mesure a` tous les segments MNν , tels que
MN−Rν ≤ MNν ≤ MN+ PQν
Il est alors clair que notre conclusion revient a` affirmer qu’au fur et a` mesure que ν croˆıt,
la classe des segments auxquels on doit assigner la meˆme mesure, si on s’arreˆte dans notre
proce´dure au bout de ν + 1 e´tapes, ne contient que des segments qui sont de plus en plus
proches de MN. L’erreur qu’on peut commettre en prenant pour MN un segment quelconque
de cette classe est donc de plus en plus ne´gligeable.
Imaginons maintenant que la se´rie
∞∑
i=0
ni
i∏
j=1
mj
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(m0 = 1) converge vers une certaine limite dans Q+. Cela signifierait (conforme´ment a` la
de´finition 2.3) qu’il y aurait un nombre rationnel strictement positif U = hk (h et k e´tant des
nombres naturels diffe´rents de 0), tel que la suite
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
(avec m0 = 1) converge vers U dans Q+. Alors, quels que soient les nombres naturels diffe´rents
de ze´ro λ et η, le nombre rationnel strictement positif λη devrait eˆtre tel qu’on pourrait toujours
trouver un nombre naturel positif N , tel que si ν = N + 1, alors
(89)
∣∣∣∣∣∣∣∣∣
h
k
−
ν∑
i=0
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
h
k
−
N+1∑
i=0
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
<
λ
η
Or, comme les nombres ni et mj (i = 0, 1, ..., ν ;j = 0, 1, 2, ..., i) sont tous naturels, les termes
de la suite 
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
croissent avec ν, et en particulier sont tels que pour tout ν,
ν+1∑
i=0
ni
i∏
j=1
mj
−
ν∑
i=0
ni
i∏
j=1
mj
≥ 0
Donc, pour tout ν, hk ne peut eˆtre plus petit que
ν∑
i=0
ni
i∏
j=1
mj
et par conse´quent ∣∣∣∣∣∣∣∣∣
h
k
−
N+1∑
i=0
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
h
k
−
N+1∑
i=0
ni
i∏
j=1
mj
L’ine´galite´ (89) est donc e´quivalente a` la suivante :
h
k
−
N+1∑
i=0
ni
i∏
j=1
mj
<
λ
η
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On devrait en conclure, conforme´ment a` (88), que, aussi petit que l’on prenne le nombre
rationnel positif λη , on pourrait trouver une valeur N + 1 de ν telle que
MN−RN+1 >
(
h
k
− λ
η
)
(PQ)
Mais on a de´ja` vu que la suite de segments {Rν}∞ν=0 converge vers le segment nul dans
l’ensemble E de tous les segments et donc cela ne pourrait eˆtre le cas qu’a` condition que
MN =
h
k
(PQ)
ce qu’on sait eˆtre impossible, car MN et PQ sont deux segments qu’on a suppose´ eˆtre incom-
mensurables.
On a donc de´montre´ par l’absurde (sans utiliser le tiers exclu) que, si MN et PQ sont deux
segments incommensurables, la se´rie
∞∑
i=0
ni
i∏
j=1
mj
ne peut pas eˆtre convergente vers une certaine limite dans Q+. D’autre part, quelle que soit la
valeur de ν, le segment re´sultant de l’addition
ν∑
i=0
ni (PQi) =

∞∑
i=0
ni
i∏
j=1
mj
 (PQ)
ne peut jamais eˆtre plus grand que MN, car de (88) il suivrait alors, en posant
∞∑
i=0
ni
i∏
j=1
mj
 (PQ) = MN+K
(K e´tant un segment non nul),
MN−Rν = MN+K
ce qui est impossible, car Rν ne peut pas prendre des valeurs ne´gatives.
Il s’ensuit que la suite 
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
et donc la se´rie
∞∑
i=0
ni
i∏
j=1
mj
(avec m0 = 1) ne convergent pas vers une limite dans Q+, c’est-a`-dire qu’il n’y a aucun nombre
rationnel positif qui puisse eˆtre traite´ comme la limite de cette suite et de cette se´rie, bien que
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les termes de la suite 
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
ne puissent pas prendre dans Q+ des valeurs aussi grandes qu’on veut, et en particulier qu’ils
ne puissent prendre aucune valeur rationnelle V , telle que
MN ≤ V (PQ)
La suite 
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
ne converge donc pas vers une limite dans Q+, bien qu’elle soit croissante et supe´rieurement
borne´e dans Q+ (on dit qu’une suite {ui}∞i=0 est « croissante », s’il y a un nombre naturel n,
tel que i > n ⇒ ui+1 > ui et on dit qu’elle est « supe´rieurement borne´e dans E » dans un
ensemble si tous les termes ui (i = 0, 1, 2, ...) de cette suite appartiennent a` E et s’il y a un
e´le´ment Λ de E, tel que, quel que soit i, ui ≤ Λ ; on reviendra plus loin sur cette dernie`re
de´finition avec plus de pre´cision).
Tout se passe donc comme si les termes successifs de cette suite, qui appartiennent tous
a` Q+, allaient s’accumuler autour de quelque chose comme un trou dans Q+, une valeur qui
n’est pas dans Q+, mais peut eˆtre approche´e autant qu’on veut par des e´le´ments de Q+.
Remarque 6.12. Lorsqu’on dit d’une suite a` termes dans un certain ensemble E qu’elle
est divergente dans E, on pense imme´diatement que ses termes se distribuent sur E d’une
manie`re telle que leur distance ne tend pas a` s’amenuiser, c’est-a`-dire qu’ils ne tendent pas
a` s’accumuler l’un sur l’autre, ou, pour le dire d’une troisie`me manie`re encore, qu’ils ne sont
pas attire´s vers un centre. Lorsque les termes d’une suite a` termes dans E se comportent
ainsi, alors cette suite est sans doute divergente dans E. Le long argument pre´ce´dent nous
montre pourtant qu’il est possible qu’une suite a` termes dans E diverge dans E, meˆme si
ses termes se distribuent sur E d’une manie`re telle que leur distance tend a` s’amenuiser,
c’est-a`-dire qu’ils tendent a` s’accumuler l’un sur l’autre, ou, si on pre´fe`re, sont attire´s vers
un centre. Cela se passe, tout simplement, lorsque ce centre est, dans un sens, de plus en
plus approche´ par des e´le´ments de E, sans pour autant appartenir a` E. En parlant fort
informellement, on pourra donc dire qu’il y a deux sortes de raisons pour lesquelles une
suite a` termes dans E est divergente dans E : la premie`re raison tient, pour ainsi dire, a` la
suite elle-meˆme, et de´pend du fait que cette suite n’obe´it a` aucune loi d’accumulation ; la
deuxie`me raison tient par contre a` l’ensemble E et de´pend du fait que cet ensemble n’est pas,
pour ainsi dire, assez plein, pre´sente des lacunes, ne contient pas le point d’accumulation de
toutes les se´ries qui obe´issent a` une loi d’accumulation, dont les termes lui appartiennent,
en un seul mot, qu’il n’est pas continu. Dans le prochain paragraphe, on reviendra plus en
de´tails sur cette deuxie`me possibilite´, en ne conside´rant pourtant que des suites a` termes
dans Q.
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La situation qu’on vient de de´crire sugge`re d’ajouter a` Q+ un nouvel e´le´ment αMN et une
infinite´ d’autres e´le´ments
βν,MN =
∣∣∣∣∣∣∣∣∣
αMN −
ν∑
i=0
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
= αMN −
ν∑
i=0
ni
i∏
j=1
mj
(ν = 0, 1, 2, ...), de fac¸on a` construire un nouvel ensemble Q+ ∪ ΩMN tel que la suite
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
et donc la se´rie
∞∑
i=0
ni
i∏
j=1
mj
(avec m0 = 1) soient convergentes vers αMN dans Q+ ∪ ΩMN . Ceci fait, on pourra affirmer,
tout naturellement, que le segment MN a une mesure dans Q+ ∪ΩMN relativement a` l’unite´ de
mesure PQ et e´crire l’e´galite´ :
MN =

∞∑
i=0
ni
i∏
j=1
mj
 (PQ) = αMN (PQ)
ou, si on prend PQ comme une unite´ de mesure universelle :
MN =
∞∑
i=0
ni
i∏
j=1
mj
= αMN
4. L’ensemble des nombres re´els
Dans le paragraphe 1, on a montre´ que, quelle que soit l’unite´ de mesure choisie, il n’est
pas possible d’assigner a` tout segment un nombre rationnel positif, exprimant la mesure de ce
segment en termes de cette unite´ de mesure, de manie`re que le meˆme nombre rationnel positif
soit assigne´ a` deux segments H et K si et seulement si H = K. Dans le paragraphe 3, on a
ensuite montre´ que siH est un segment incommensurable avec l’unite´ de mesure choisie, on peut
du moins construire une suite de nombres rationnels positifs, telle que ses termes expriment,
en termes de cette unite´ de mesure, la mesure de segments de plus en plus proches de H. On a
donc termine´ en proposant d’e´largir l’ensemble Q+ de manie`re a` construire un nouvel ensemble
contenant un e´le´ment qui exprime (exactement) la mesure de H en termes de l’unite´ de mesure
choisie. Si l’on re´pe´te la meˆme ope´ration pour tout segment incommensurable avec cette unite´
de mesure, on obtient ainsi un nouvel ensemble tel que, quel que soit le segment K, il est
possible de lui associer un e´le´ment de cet ensemble qui exprime (exactement) la mesure de ce
segment en termes d’une telle unite´ de mesure. Il y aura donc dans cet ensemble au moins autant
d’e´le´ments distincts qu’il y a de segments diffe´rents. Cela signifie que si on conside`re une droite
quelconque, et l’on fixe un point sur cette droite, alors le nouvel ensemble qu’on construit de
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cette manie`re contiendra au moins autant d’e´le´ments distincts qu’on peut tracer de segments
diffe´rents sur la droite donne´e, a` partir du point fixe´ et dans une direction choisie. Comme
chacun de ces segments est caracte´rise´ de manie`re univoque par ses extre´mite´s, et qu’une de
ces extre´mite´s est fixe´e, cela signifie que dans le nouvel ensemble il y aura au moins autant
d’e´le´ments que sur une demi-droite il y a de points (qu’on peut traiter comme des extre´mite´s
d’un segment gisant sur cette demi-droite). Si on assigne, de surcroˆıt, a` chaque e´le´ment de
cet ensemble, un e´le´ment inverse par rapport a` l’addition, on obtient un autre ensemble qui
contient au moins autant d’e´le´ments qu’on peut tracer de segments sur la droite donne´e, a`
partir du point fixe´ et dans n’importe quelle direction. Ce nouvel ensemble contiendra donc
au moins autant d’e´le´ments que sur une droite il y a de points (qu’on peut traiter comme des
extre´mite´s d’un segment gisant sur cette droite).
Jusqu’ici, l’ope´ration d’extension de Q+ qui permet de parvenir a` la construction d’un tel
ensemble n’a e´te´ pourtant qu’e´voque´e de manie`re tre`s vague et informelle. Il s’agit donc de
montrer, avec plus de pre´cision, comment une telle extension de Q+ peut eˆtre obtenue. Et
en particulier, il faut montrer que, si on ope`re convenablement, il est possible d’obtenir une
extension de Q+ qui contienne exactement autant d’e´le´ments que sur une droite il y a de points
(qu’on puisse traiter comme des extre´mite´s d’un segment gisant sur cette droite), et qui est telle
que ces e´le´ments se comportent les uns par rapport aux autres comme ces points semblent se
comporter les uns par rapport aux autres (cette construction e´tant parfaitement inde´pendante
de l’unite´ de mesure choisie au de´part, qui peut, tout simplement, eˆtre identifie´e avec le segment
unitaire, auquel est associe´ d’emble´e le nombre rationnel positif 1). Comme une droite est
l’arche´type reconnu de la continuite´, l’ensemble qu’on construira de cette manie`re pourra eˆtre
pense´ comme un ensemble continu, ou meˆme comme une objectivation mathe´matique de la
notion de continuite´, c’est-a`-dire comme « le continue». Cet ensemble, qu’on note par le symbole
«R » est appele´ « ensemble des nombres re´els » et ses e´le´ments sont donc dits «nombres re´els ».
Si on veut identifier cet ensemble, il n’est pourtant pas ne´cessaire de le construire explicite-
ment a` partir de Q+. On peut aussi le caracte´riser comme un ensemble qui satisfait a` certains
axiomes. On aura alors une caracte´risation de R analogue a` celle que les axiomes de Peano
fournissent pour N, et a` celle qu’il est possible d’obtenir, comme on l’a montre´ a` la fin du
chapitre 4, pour Q. Dans la suite du pre´sent paragraphe, on montera comment R peut eˆtre
identifie´ autant d’une manie`re que de l’autre : on commencera par construire R explicitement a`
partir de Q+, et on le reconnaˆıtra ensuite comme un ensemble qui satisfait a` un certain syste`me
d’axiomes.
Remarque 6.13. De ce qu’on vient de dire, il devrait re´sulter clairement que, quelle
que soit la de´finition qu’on choisit pour l’ensemble des nombres re´el, cette de´finition n’est pas
arbitraire, mais re´sulte de l’effort de fournir une structure qui satisfasse a` deux exigences :
d’abord, cette structure doit eˆtre telle qu’il est possible de se re´clamer des e´le´ments de
l’ensemble qui la compose pour mesurer de manie`re exacte chaque segment, en termes
de n’importe quelle unite´ de mesure, c’est-a`-dire que cet ensemble doit pouvoir eˆtre mis
en bijection avec l’ensemble de segments qu’on peut tracer sur une droite, a` partir d’une
extre´mite´ fixe´e ; ensuite, elle doit satisfaire a` des conditions qui la rendent apte a` exprimer
la forme ou la proprie´te´ que nous assignons a` une droite, lorsque nous disons qu’elle est
continue (on peut imaginer, a` premie`re vue, que ces deux exigences co¨ıncident ; on montrera
pourtant, vers la fin du pre´sent chapitre, qu’il est possible de satisfaire a` la premie`re, sans
pour autant satisfaire a` la deuxie`me). Encore une fois, l’effort de formalisation accompli
par les mathe´maticiens est guide´ par un but, et ce but est celui de repre´senter (et donc de
comprendre) un phe´nome`ne pre´alable.
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Le but de comprendre, de´crire et repre´senter la nature profonde de la continuite´, que ce
soit celle d’une droite, d’un mouvement ou d’une pense´e, date des origines meˆmes de notre
culture. Il constitue de´ja` une des vise´es fondamentales de la Physique d’Aristote. Dans
ce texte, Aristote donne deux de´finitions distinctes de la continuite´ qu’il semble prendre
comme e´quivalentes. La deuxie`me de ces de´finitions identifie la continuite´ avec la divisibilite´
a` l’infini : un segment serait continu car on peut inde´finiment le diviser. Cette de´finition
sera, beaucoup plus tard, reprise par Kant dans la premie`re Critique. Aujourd’hui, on pense
pourtant qu’elle est inacceptable, car la divisibilite´ a` l’infini s’identifie a` la densite´ par
rapport a` ≤, et cette dernie`re est de´ja`, comme on l’a vu, une proprie´te´ de l’ensemble Q
des nombres rationnels, qui, manifestement, ne peut pas eˆtre pense´, a` cause de l’argument
avance´ dans le paragraphe 1, comme une expression convenable de la continuite´ d’une droite.
La premie`re des de´finitions d’Aristote (d’apre`s laquelle un continu est ce dont les parties
sont telles que leurs extre´mite´s s’identifient) semble en revanche, pour beaucoup de raisons
qu’on ne peut pas de´velopper ici, plus proche de la caracte´risation moderne, d’apre`s laquelle
l’ensemble R des nombres re´els s’identifie avec le continu.
Il y a pourtant des philosophes, et aussi des mathe´maticiens, qui pensent que la de´finition
d’Aristote re´ve`le un trait profond de la proprie´te´ de la continuite´ qui n’est pas saisi par cette
caracte´risation. En suivant Pierce, ces philosophes nient que l’ensemble des nombres re´els
peut eˆtre mis en bijection avec les composants ultimes d’une droite, ou` meˆme qu’une droite
puisse eˆtre pense´e comme un objet compose´ (tel qu’est en revanche un ensemble). Si on iden-
tifie les composants ultimes d’une droite avec des points, affirmer que l’ensemble des nombres
re´els ne peut eˆtre mis en bijection avec ces composants ultimes, semble e´quivaloir a` affirmer
que les de´finitions habituelles de l’ensemble des nombres re´els (et donc, entre autres, celles
qu’on pre´sentera par la suite) ne re´alisent pas le premier but auquel elles tendent, celui de
caracte´riser un ensemble qui puisse eˆtre mis en bijection avec l’ensemble des segments qu’on
peut tracer sur une droite, a` partir d’un point donne´. Aucun philosophe se´rieux, et encore
moins aucun mathe´maticien, ne peut pourtant nier que l’ensemble des nombres re´els peut
eˆtre mis en bijection avec l’ensemble des segments qu’on peut tracer sur une droite a` partir
d’un point donne´. Ceci est en effet l’objet d’une preuve qui apparaˆıt comme irre´cusable.
D’ou` vient alors qu’on puisse nier (sans contredire un the´ore`me mathe´matique bien e´tabli,
et en se comportant donc en philosophes et mathe´maticiens se´rieux) que l’ensemble des
nombres re´els puisse eˆtre mis en bijection avec les composants ultimes d’une droite. La
re´ponse est simple : on peut nier que la droite ge´ome´trique est compose´e par les extre´mite´s
non ge´ome´triquement superpose´es de tous les segments ge´ome´triquement diffe´rents qu’on
peut prendre sur elle. Ceci semble avoir e´te´ l’opinion de Pierce, et semble eˆtre aujour-
d’hui l’opinion des mathe´maticiens qui pensent que l’ensemble des nombres re´els, tel qu’il
est habituellement de´fini, n’est pas une bonne objectivation de la proprie´te´ de continuite´
d’une droite. C’est pourquoi j’ai ci-dessus pre´cise´ que l’ensemble des points d’une droite qui
peuvent eˆtre mis en bijection avec l’ensemble des nombres re´els est l’ensemble des points de
cette droite qu’on peut traiter comme des extre´mite´s d’un segment gisant sur celle-ci.
Note Historique 6.10. Dans la troisie`me de ses Cambridge Conferences (cf.
la note historique 2.3), Peirce qualifie de continue une « collection » qui a la meˆme
«multitude» que la collection de toutes les collections possibles de ses e´le´ments.
Pour donner un sens a` l’argument par lequel Peirce parvient a` cette de´finition, il ne
semble gue`re ne´cessaire de de´finir positivement les notions de collection et multitude.
Il suffit de savoir ce que signifie que la multitude d’une collection d’individus distincts
— disons, par simplicite´, bien que le terme ne soit pas de Peirce, « la multitude d’un
ensemble » — est la meˆme que celle d’un autre ensemble, ou, le cas e´che´ant, ce que
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signifie qu’elle est plus grande ou plus petite que celle-ci. C’est ce que le lecteur
peut aise´ment de´duire du de´roulement de l’argumentation : deux ensembles ont la
meˆme multitude si et seulement si les individus qui les composent sont entre eux en
correspondance biunivoque ; un de ces ensembles a en revanche une multitude plus
grande que l’autre si les individus de ce dernier sont en correspondance biunivoque
avec les individus d’une partie propre du premier.
On comprendra alors que, pour l’essentiel, la notion de multitude d’un ensemble
utilise´e par Peirce correspond a` notre notion de cardinalite´ d’un ensemble et celle
d’individus d’un ensemble a` notre notion d’e´le´ments d’un ensemble. On continuera
donc a` exposer l’argument de Peirce en se ralliant a` l’usage courant et en parlant de
cardinalite´, plutoˆt que de multitude, et d’e´le´ments plutoˆt que d’individus.
Parmi les ensembles, nous dit Peirce, certains sont finis (cf. encore la note his-
torique 2.3). L’ensemble compose´ par toutes les classes d’e´quivalences possibles com-
pose´es par des ensembles finis de meˆme cardinalite´ (qui a e´videmment, dans les termes
de Peirce, la meˆme multitude dque l’ensemble des nombres naturels) a ensuite une
cardinalite´ plus grande que n’importe quel ensemble fini. Notons, comme d’habitude,
la cardinalite´ de cet ensemble par le symbole «ℵ0 » (ou` «ℵ» est la premie`re lettre
de l’alphabet he´breu, et se lit « aleph» ). Comme tout ensemble fini a une cardina-
lite´ plus petite que cet ensemble, et comme aucun ensemble infini ne peut avoir, a`
son tour, une cardinalite´ plus petite, il s’ensuit que la cardinalite´ de cet ensemble
est la plus petite parmi toutes les cardinalite´ d’ensembles infinis. En acceptant celle
que nous reconnaissons aujourd’hui comme l’hypothe`se du contin (qui affirme qu’il
n’y a pas d’ensembles dont la cardinalite´ est plus grande que ℵ0 et plus petite que
la cardinalite´, ge´ne´ralement note´e « 2ℵ0 », de l’ensemble de tous les sous- ensembles
possibles d’un ensemble de cardinalite´ ℵ0), Peirce suppose ensuite que la cardinalite´
imme´diatement supe´rieure est celle de l’ensemble de tous les sous-ensembles possibles
d’un ensemble de cardinalite´ ℵ0. On pourra indiquer un ensemble comme celui-ci par
le symbole «P(N)». En continuant de la meˆme manie`re, et en acceptant implicite-
ment l’hypothe`se ge´ne´ralise´e du continu (cf. la fin du paragraphe 4), on aura une
progression d’ensembles qu’on pourra noter par P2(N), P3(N), P4(N), ... Il suffit
alors a` Peirce de de´montrer qu’aucun ensemble ne peut avoir la meˆme cardinalite´ que
l’ensemble de tous ses sous-ensembles possibles, pour transformer cette progression
d’ensembles en une progression de cardinalite´s. Ceci e´tant dit, laissons la parole a`
Peirce lui-meˆme :
«Conside´rons [...] une collection contenant un individu pour tout individu d’une
collection de collections comprenant une collection de toute multitude non de´nombrable.
C’est-a`-dire que cette collection se composera de toutes les multitudes finies ainsi que
de toutes les collections possibles de ces multitudes, ainsi que de toutes les collec-
tions possibles de collections de ces multitudes et de toutes les collections possibles
de collections de collections de ces multitudes, et ainsi de suite a` l’infini. Cette col-
lection est e´videmment de multitude aussi grande que celle de toutes les collections
possibles de ces e´le´ments. Mais nous venons de voir que ceci ne peut eˆtre vrai de toute
collection dont les individus sont distincts des autres [Peirce e´nonce ce re´sultat un
peu en amont dans sa confe´rence]. En conse´quence nous constatons que nous avons
maintenant atteint une multitude tellement grande que les individus d’une telle col-
lection se fondent les uns dans les autres et perdent leurs identite´s distinctes. Une
telle collection est continue ».
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Conside´rons d’abord la deuxie`me des deux caracte´risations de ce que Peirce ap-
pelle une « collection continue», celle qui intervient dans le passage cite´ apre`s l’ad-
verbe « c’est-a`-dire ». La manie`re la plus naturelle pour nous de repre´senter l’ob-
jet qui correspond a` cette description est de le repre´senter comme l’union infinie⋃∞
i=0P
i(N), ou` l’indice i varie sur l’ensemble N des naturels. Pourtant, si on adopte
cette repre´sentation, la deuxie`me caracte´risation de ce que Peirce appelle une « collection
continue» n’est e´quivalente a` la premie`re (celle qui pre´ce`de l’adverbe « c’est-a`-dire » )
qu’a` la condition de n’accepter comme cardinaux que les cardinaux des ensembles
Pi(N), ou` i est justement un nombre naturel quelconque, c’est-a`-dire de ne conside´rer
parmi les cardinalite´s (ou multitudes) possibles que celles des ensembles Pi(N), ou`
l’indice i varie justement sur l’ensemble N des naturels. Mais si, pour ainsi dire,
au-dela` des naturels, on imagine des nombres cardinaux infinis (ou, comme on dit
ge´ne´ralement « transfinis» ) tels que ceux qui indiquent les cardinalite´s successives
des ensembles infinis, a` commencer par ℵ0, et qu’on donne a` l’indice i, dans le
symbole «Pi (N)», des valeurs correspondant a` ces nombres, alors les deux ca-
racte´risations d’une « collection continue» propose´es par Peirce ne sont e´videmment
plus e´quivalentes.
Or, si on imagine que dans la the´orie des ensembles de Peirce, il n’y a pas de
cardinaux au-dela` des ωi = card. (P
i(N)), alors l’union
⋃∞
i=0P
i(N) est effectivement,
comme Peirce le veut, une « classe propre » dans cette the´orie (c’est-a`-dire une classe
« trop grande» pour eˆtre un ensemble). La raison est qu’on ne dispose pas de cardi-
naux suffisants pour compter parmi les sous-ensembles de
⋃∞
i=0P
i(N) ceux qui sont
compose´s par l’union de n’importe quels sous- ensembles de n’importe quel ensemble
Pi(N). Alors
⋃∞
i=0P
i(N ) correspond bien, comme Peirce le pre´tend, a` la collection
de tous ses sous-ensembles possibles et elle n’est pas un ensemble. Cependant une
telle the´orie des ensembles n’est pas seulement tre`s difficilement formalisable, mais
elle est aussi fort peu plausible, car il paraˆıt e´trange de ne pas imaginer que la suc-
cession des cardinaux aille au-dela` des cardinaux des ensembles Pi(N) (i e´tant un
nombre naturel), une fois qu’on a accepte´ d’aller au-dela` du de´nombrable dans la
hie´rarchie des ensembles. Or, si on accepte des cardinaux de toutes sortes d’infinite´s,
la situation change, et il n’est plus possible d’affirmer que l’union
⋃∞
i=0P
i(N) n’est pas
un ensemble, car sa cardinalite´ est alors strictement infe´rieure a` celle de l’ensemble
de tous ses sous-ensembles. Pour construire une classe propre nous devons continuer
l’ite´ration de Peirce au-dela` de l’infini de´nombrable, en re´alisant une induction trans-
finie.
Il est difficile de dire laquelle parmi ces deux possibilite´s est celle envisage´e par
Peirce (a` une e´poque ou` la formalisation moderne de la the´orie des ensembles e´tait
loin d’eˆtre disponible) et meˆme d’exclure que Peirce ait ici simplement commis une
erreur. Une chose est pourtant claire, et c’est ce qui nous inte´resse ici le plus : pour
Peirce un continu, est une collection qui n’est pas une collection d’individus distincts,
une classe qui ne peut pas eˆtre pense´e comme un ensemble ; en termes modernes, une
classe propre ; ce qu’il appelle « collection continue» n’est donc pas un ensemble.
Peirce n’a aucune he´sitation a` propos de la le´gitimite´ d’un tel objet. Il pre´tend
meˆme qu’une circonfe´rence est un exemple de collection continue, car elle est de´crite
par le mouvement d’une particule et se compose donc «des points que cette particule
a occupe´s » pendant le temps de son mouvement, bien qu’ « aucun point de cette
ligne ne se diffe´rencie absolument, quant a` son identite´, de tout autre».
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Voici un argument qui contredit l’isomorphisme couramment e´tabli entre les
points qui composent une ligne ge´ome´trique et l’ensemble des nombres re´els (dont
la cardinalite´ n’est autre, comme on le verra, que celle de P(N)). Or, Peirce avait
lui-meˆme affirme´ cet isomorphisme en 1892 (dans l’article «The Law of Mind», de´ja`
cite´ dans la note historique 2.3) et il ne pouvait pas en me´connaˆıtre ou rejeter la
preuve qui est aujourd’hui habituelle (cf. la suite du pre´sent chapitre). La question
est alors la suivante : cette preuve est-elle vraiment une preuve de l’isomorphisme
e´nonce´ ? La re´ponse de Peirce est implicitement ne´gative et cela me semble largement
justifie´. Car il ne s’agit jamais que d’une preuve de l’isomorphisme entre la classe des
classes d’e´quivalence des segments ge´ome´triquement superposables (ou plus simple-
ment la classe de tous les segments ge´ome´triquement diffe´rents possibles) et l’ensemble
des nombres re´els. Pour passer de cet isomorphisme a` l’autre, il faut supposer que
la droite ge´ome´trique est compose´e par les extre´mite´s non ge´ome´triquement super-
pose´es de tous les segments ge´ome´triquement diffe´rents qu’on peut prendre sur elle.
En d’autres termes, il faut interpre´ter un segment comme un demi-ouvert dans R. Et
la manie`re la plus simple de le faire est justement d’affirmer a priori l’isomorphisme
qu’on voudrait prouver.
On comprend alors la raison qui a pousse´ Peirce a` qualifier plus tard (respecti-
vement en 1906 et 1911) son article de 1892 de « blundering » et « crude » : il semble
confondre (comme une grande partie des mathe´maticiens du XXe`me sie`cle) la ques-
tion de la nature du continu avec celle de la mesure d’un continu, tel que la droite
ge´ome´trique. Pourtant, une confusion a e´te´ rarement aussi fe´conde que celle-ci, car elle
est a` coup suˆr a` l’origine de l’introduction du continu en tant qu’objet mathe´matique.
La question mathe´matique qui semble alors se poser a` Peirce (et a` tous ceux qui re-
jettent cette confusion) est la suivante : peut-on construire un objet mathe´matique,
essentiellement diffe´rent de R, qui re´pond non seulement aux exigences de la me-
sure, mais aussi a` celles de l’expression objective de l’eˆtre un, en tant que un ? Cette
deuxie`me exigence est aussi ancienne que la premie`re, car on la retrouve affirme´e en
toutes lettres dans la Physique d’Aristote.
On peut interpre´ter les nombreuses prises de position de Peirce — autant dans les
confe´rences de Cambridge qu’ailleurs — en faveur d’une interpre´tation infinite´simaliste
de la droite ge´ome´trique, comme l’indice d’une conception du continu en quelque sorte
similaire a` celle propose´e par l’analyse non-standard (cf. la note historique 6.11). Cette
interpre´tation s’accorde parfaitement avec un texte de 1893, «The Logic of Quan-
tity». Dans ce texte, Peirce ne semble pas avoir encore comple`tement abandonne´
l’espoir de retrouver une de´finition du continu, convenable a` ses yeux, par une cor-
rection de la de´finition de Dedekind (cf. le paragraphe 4.2). Il interpre`te cependant
le continu ainsi de´fini en termes infinite´simaux, en affirmant que la partition d’un
segment en 2ℵ0 parties produit non pas des points, mais des parties structurellement
similaires au segment de de´part.
En 1898, a` l’e´poque des Cambridge Conferences, Peirce semble de´sormais avoir
abandonne´ l’ide´e de comprendre la nature du continu graˆce a` une lecture infinite´simaliste
de la de´finition de Dedekind. S’il continue ici et la` a` parler d’infinite´simaux, il me
semble qu’il n’a d’autre intention que de de´noncer l’insuffisance du point de vue de
la mesure, quant a` la question de la nature de l’un. Cette nature — cela me semble
eˆtre le point essentiel de la conception avance´e par Peirce dans les confe´rences de
Cambridge — n’est pas celle d’un ensemble. Une expression objective de l’eˆtre un
ne peut eˆtre cherche´e que dans un objet mathe´matique autre qu’un ensemble. C’est
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pour e´clairer ce point que dans la huitie`me de ses confe´rences, Peirce pre´sente la no-
tion d’agre´gat potentiel. L’ide´e qui semble apparaˆıtre est celle d’une caracte´risation
purement corre´lative (cf. la note historique 1.4) du continu. On retrouve une ide´e
similaire dans une lettre de 1900 a` l’e´diteur de Science. Ici Peirce emploie le terme
« ligne» pour indiquer un objet, disons Σ, qui satisfait aux postulats suivants : i)
« les points peuvent eˆtre de´termine´s dans une certaine relation» a` lui, qu’on pour-
rait qualifier de la relation de « eˆtre sur» ; ii) quatre points diffe´rents qui sont sur Σ
e´tant de´termine´s, chacun d’eux « est se´pare´ d’un des autres par les deux restants» ;
iii) pour n’importe quels trois points A, B et C qui sont sur Σ, « toute multitude
de points peut eˆtre de´termine´e» sur Σ de telle manie`re que chacun d’entre eux est
se´pare´ de A par B et C. Il est difficile d’interpre´ter pre´cise´ment cette de´finition. Ce
qui est important est que, d’apre`s Peirce, Σ ne peut pas eˆtre un ensemble et ne
peut donc eˆtre conc¸u autrement que comme une collection continue, au sens de la
troisie`me confe´rence de Cambridge. S’il en est ainsi, tout ensemble de points (c’est-
a`-dire d’objets qui gisent sur Σ), quel que soit sa cardinalite´, peut eˆtre de´termine´ sur
Σ. Pourtant, pre´cise Peirce, cette possibilite´ ne rele`ve pas de nous, mais de la nature
elle-meˆme. En d’autres termes, et si je comprends bien la remarque de Peirce : si la
premie`re cardinalite´ transfinie nous apparaˆıt comme la cardinalite´ du continu (par
rapport a` la mesure), ceci tient aux limites de nos capacite´s cognitives et non pas a`
la structure intrinse`que de la nature.
Lectures possibles : M. Panza, «De la continuite´ comme concept au continu
comme objet mathe´matique », in J.-M. Salanskis et H. Sinaceur (e´ds.) Le Labyrinthe
du continu, Springer-France, Paris 1992, pp. 16-30.
Remarque 6.14. Les opinions de Peirce ne sont qu’un symptoˆme, parmi beaucoup
d’autres, d’un fait indubitable : bien que la de´finition moderne de l’ensemble des nombres
re´els apporte une contribution essentielle a` la compre´hension du phe´nome`ne de la continuite´,
elle ne permet pas de clore le de´bat sur la nature du continu. Ce de´bat est encore aujourd’hui
tre`s vivant et tre`s riche. Il a e´te´, entre autres, revitalise´ au de´but des anne´es soixante, par
A. Robinson, qui a montre´ qu’il y a une manie`re logiquement cohe´rente d’e´tendre R, en y
introduisant des e´le´ments qui fonctionnent comme des infinite´simaux, en donnant origine,
de cette manie`re, a` ce qu’il a lui-meˆme appele´e « analyse non standard».
Note Historique 6.11. En 1920, en reprenant des re´sultats pre´ce`dents de L.
Lo¨wenheim, le mathe´maticien norve´gien A. T. Skolem (1887-1963) de´montra que si
une the´orie exprime´e dans un langage de´nombrable du premier ordre (c’est-a`-dire un
langage dans lequelle on ne peut que quantifier sur des individus, mais non pas sur des
proprie´te´s d’individus : on peut dire «pour chaque x, P (x)» ou « il y a un x, tel que
P (x)», mais non pas «pour chaque P , P (x)» ou « il y a un P , tel que P (x)» ) admet
un mode`le infini (c’est-a`-dire, pour eˆtre rapides, que les axiomes de cette the´orie et,
donc, ses the´ore`mes sont satisfaits par un ensemble infini), alors elle admet sans doute
un mode`le de´nombrable. C’est le re´sultat que les logiciens appellent ge´ne´ralement
« the´ore`me de Lo¨wenheim-Skolem descendant ». De ce the´ore`me, il suit que de tout
ensemble infini non de´nombrable qui satisfait a` certaines conditions, exprime´es par
des axiomes e´crits dans un langage de´nombrable du premier ordre, il est possible
d’extraire un sous-ensemble de´nombrable qui satisfait a` ces meˆmes conditions ; dit
en d’autres termes : la the´orie e´le´mentaire (c’est-a`-dire du premier ordre) de chaque
structure infinie admet un mode`le de´nombrable. Quelques anne´es plus tard, Tarski
de´montra une conse´quence du the´ore`me de Lo¨wenheim-Skolem descendant qui depuis
est connu sous le nom de « the´ore`me de Lo¨wenheim-Skolem ascendant », car, en un
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certain sens, il renverse la direction du the´ore`me pre´ce`dent. Ce the´ore`me affirme que
la the´orie e´le´mentaire de chaque structure infinie de cardinalite´ α admet un mode`le
de cardinalite´ β, quel que soit β plus grand que α.
Comme il est possible de substituer au cinquie`me axiome de Peano une in-
finite´ d’axiomes, dont chacun porte sur une proprie´te´ exprime´e dans un langage
de´nombrable, c’est-a`-dire qu’il est possible d’e´crire dans un langage du premier ordre
un ensemble (infini) d’axiomes e´quivalents aux axiomes de Peano, de ce dernier
the´ore`me il suit que ces axiomes (e´crits au premier ordre) admettent un mode`le
infini non de´nombrable, et ce mode`le peut eˆtre obtenu comme une extension de N. Il
doit donc eˆtre possible d’e´largir N de telle sorte que l’ensemble e´largi qu’on obtient
par cet e´largissement n’est pas de´nombrable et satisfait ne´anmoins aux axiomes de
Peano e´crits au premier ordre. Ce fut Skolem lui-meˆme qui construisit (en 1934) un
e´largissement de N de cette sorte et qui montra que les nouveaux individus qui e´taient
ainsi ajoute´s a` N se comportaient comme des nombres naturels infinis.
En 1960 Robinson (ne´ en 1918 a` Waldemburg, en Allemagne, aujourd’hui la ville
polonaise de Walbrzych, et mort en 1974 a` Yale) fit la meˆme chose en partant de
R : il construisit une extension de R de cardinalite´ supe´rieure a` R qui satisfait a`
tous les the´ore`mes satisfaits par R (et pour laquelle tous les re´sultats de l’analyse
ordinaire sont donc valables) dont la cardinalite´ est supe´rieure a` la cardinalite´ de R,
et montra que les nouveaux individus qui e´taient ainsi ajoute´s a` R se comportent
comme des nombres re´els infiniment petits, infiniment grands et infiniment proches
de chaque nombre re´el ordinaire. Il baptisa cet ensemble « ∗R » (« er star » et il appela
sa the´orie « analyse non standard».
Quelques anne´es plus tard, en 1977, le mathe´maticien ame´ricain E. Nelson mon-
tra qu’il est possible d’ajouter, au langage habituel de la the´orie des ensembles, un
nouveau pre´dicat, le pre´dicat unaire ‘eˆtre standard’, et d’employer la nouvelle the´orie
ainsi construite pour obtenir une version axiomatique de l’analyse non standard qui
ne ne´cessite pas, de ce fait, la complexe construction de Robinson, ce qui, dans l’inten-
tion de Nelson lui-meˆme, aurait duˆ servir (et de facto servit) a` rendre les me´thodes
de l’analyse non standard «directement utilisables par le mathe´maticien dans son
activite´».
Lectures possibles : A. Robinson, Non-Standard Analysis, North-Holland, Am-
sterdam, 1960 ; H. Barreau et J. Harthong, La mathe´matique non standard, E´ditions
du CNRS, Paris, 1989 ; R. Lutz et L. G. Albuquerque, «Reasonning with infinite-
simals. Modern infinitesimals as a tool to match intuitive and formal reasonning in
analysis», C. Alvarez et M. Panza, eds., Logic and Mathematical Reasoning, numero
spciale de Synthese, 134, 1-2, 2003, pp. ? ? ?.
4.1. De´finition explicite des re´els : la construction de Cantor. On commencera
notre construction de R a` partir de Q+, en essayant de comprendre, plus ge´ne´ralement, la
situation dans laquelle se trouvent la suite

ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
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et la se´rie
∞∑
i=0
ni
i∏
j=1
mj
en Q+. Pour ce faire, revenons a` la de´finition 2.3. Cette de´finition e´tablit les conditions sous
lesquelles on peut dire d’une suite {ui}∞i=0 qu’elle est convergente vers U dans E. On a pourtant
vu qu’elle n’est pas apte a` carate´riser les suites a` termes dans E dont les termes obe´issent a` une
loi d’accumulation : eˆtre convergente vers une certaine limite U dans E ne signifie pas, pour une
suite a` termes dans E, satisfaire a` une loi d’accumulation ; il est donc possible de trouver des
suites a` termes dans E qui obe´issent a` une loi d’accumulation, mais sont ne´anmoins divergentes
dans E. On peut pourtant penser qu’entre une suite a` termes dans E qui converge vers une
certaine limite dans E et une autre suite a` termes dans E qui diverge dans E, tout en obe´issant
a` une loi d’accumulation, il y a une analogie bien plus profonde qu’entre la deuxie`me de ces
suites et une troisie`me suite a` termes dans E qui n’obe´it a` aucune loi d’accumulation. Si on
pense ainsi, on pourrait trouver geˆnant que, d’apre`s la de´finition 2.3, les deux dernie`res suites
soient qualifie´es de divergentes et la premie`re soit en revanche qualifie´e de convergente. Il ne
suffira pas d’observer que la de´finition 2.3 capture une autre analogie, e´galement importante,
qui subsiste entre la deuxie`me suite et la troisie`me, et non pas entre la deuxie`me et la premie`re :
la se´rie dont les termes de ces suites sont des sommes partielles a, en une sens, une somme dans
E, tandis que cela n’est le cas ni de la deuxie`me, ni de la troisie`me suite. Il ne s’agit pas, en effet,
de contester la le´gitimite´ de la de´finition 2.3, mais de se demander si cette de´finition fournit
a` elle seule les outils mathe´matiques ne´cessaires pour distinguer entre les diffe´rentes sortes de
suites qu’il semble convenable de distinguer. Or, la re´ponse a` cette question est sans doute
ne´gative : l’exemple donne´ dans le paragraphe pre´ce´dent fait surgir la ne´cessite´ d’une autre
de´finition apte a` capturer, et donc a` pre´ciser formellement, la notion informelle d’obe´issance a`
une loi d’accumulation. La manie`re la plus naturelle de faire de´buter la recherche d’une telle
de´finition est de se demander s’il n’y aurait pas une proprie´te´, dont jouit toute suite a` termes
dans E convergente vers une limite dans E, qu’il serait possible de formuler sans se re´clamer
de la limite dans E de cette suite. La re´ponse est positive et repose pour l’essentiel sur une ide´e
qui a e´te´ pre´sente´e pour la premie`re fois par le mathe´maticien franc¸ais Augustin-Louis Cauchy
dans son Cours d’analyse, publie´ a` Paris en 1821.
Imaginons qu’une suite {ui}∞i=0 a` termes dans Q converge vers U dans Q, alors, d’apre`s
la de´finition 2.4, elle est telle qu’il y a un e´le´ment U de Q, tel que, pour tout e´le´ment ε de
Q+, diffe´rent de 0, il y a un nombre naturel n, tel que, si i > n, alors |U − ui| < ε. Qu’on
pose ε = 2ξ. Il devra y avoir aussi un nombre naturel n, tel que si j est un nombre naturel
quelconque et i > n, alors
(90) |U − ui| < ξ et |U − ui+j | < ξ
Or, si x ∈ Q (mais la meˆme chose est vraie pour tout ensemble E, totalement ordonne´ et
ferme´ par rapport a` la soustraction), on aura, d’apre`s la de´finition de la valeur absolue,
(91) |x| =
{
x si x ≥ 0
−x si x < 0
et donc, si x et y appartiennent a` Q,
(92) |x+ y| =
{
x+ y si x+ y ≥ 0
−x− y si x+ y < 0
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et ainsi, pour tout couple de rationnels x et y :
(93) |x+ y| ≤ |x|+ |y|
Pour le prouver, il suffit de ve´rifier que c’est ainsi dans les quatre cas : x, y ≥ 0 ; x, y < 0 ;
x ≥ 0, y < 0, x+y ≥ 0 ; x ≥ 0, y < 0, x+y < 0 qui (a` cause de la commutativite´ de l’addition)
e´puisent les cas possibles.
Remarque 6.15. Ceux, parmi les lecteurs, qui sont de´ja` familiers avec la notion de
vecteur comprendront que la (93) nous dit, au fond, que la somme des modules de deux
vecteurs est toujours plus grande ou e´gale au module du vecteur re´sultant de la composi-
tion de ces meˆmes vecteurs. Pour « voir» cette proprie´te´ fondamentale de la composition
vectorielle applique´e dans un cas exemplaire, le lecteur n’a qu’a` conside´rer un triangle et
observer que la somme de deux de ses trois coˆte´s est toujours plus grande (ou, a` la limite,
e´gale) au troisie`me coˆte´. C’est pourquoi (93) est souvent appelle´e « ine´galite´ du triangle».
Cette proprie´te´ du triangle correspond d’ailleurs a` une proprie´te´ bien connue de la droite :
une droite est le chemin le plus court qui joint deux points quelconques sur un plan.
Il est alors facile de comprendre que
|x− y| = |x+ (−y)| ≤ |x|+ |−y| = |x|+ |y|
et donc, en revenant a` la (90) :
|ui+j − ui| = |(U − ui)− (U − ui+j)| ≤ |U − ui|+ |U − ui+j | < 2ξ = ε
Donc, si une suite {ui}∞i=0 converge vers une certaine limite U dans Q, alors, quelle que soit
U , elle est telle que pour tout ε appartenant a` Q strictement positif, il y a un nombre naturel
n, tel que si i > n et p ∈ N, alors
(94) |ui+p − ui| < ε
Or, non seulement il est possible d’assigner cette proprie´te´ a` une suite a` termes dans Q qui
converge vers une certaine limite dans Q, sans se re´fe´rer explicitement a` la limite de cette
suite, mais il semble aussi que cette proprie´te´ d’une telle suite soit exactement celle dont on
veut parler quand on dit que cette suite obe´it a` une loi d’accumulation. Il est en effet facile de
montrer que cette proprie´te´ est satisfaite par la suite
ν∑
i=0
ni
i∏
j=1
mj

∞
ν=0
a` termes dans Q et divergente dans Q, c’est-a`-dire que, quel que soit ε appartenant a` Q+ et
diffe´rent de 0, il y a un nombre naturel n, tel que si ν > n et p ∈ N, alors
(95)
∣∣∣∣∣∣∣∣∣
ν+p∑
i=0
ni
i∏
j=1
mj
−
ν∑
i=0
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
ν+p∑
i=ν+1
ni
i∏
j=1
mj
∣∣∣∣∣∣∣∣∣
=
ν+p∑
i=ν+1
ni
i∏
j=1
mj
< ε
Cela est facile a` ve´rifier, car par construction on a, pour tout µ naturel,
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
µ∑
i=0
ni
i∏
j=1
mj
 (PQ) = MN−Rµ
et donc 
ν+p∑
i=v+1
ni
i∏
j=1
mj
 (PQ) = (MN−Rν+p)− (MN−Rν) = Rν −Rν+p
Mais, comme la suite {Rν}∞ν=0 converge vers le segment nul dans l’ensemble de tous les
segments (nuls ou non nuls), la diffe´rence Rν −Rν+p ne peut, quel que soit p, que s’approcher
de plus en plus de ce meˆme segment, lorsque ν croˆıt ; de la`, il est facile de tirer (95).
Note Historique 6.12. Dans le paragraphe 1 du Cours d’analyse, tout de suite
apre`s avoir de´fini la convergence d’une se´rie comme on l’a vu dans la note histo-
rique 6.7, Cauchy ajoute : «D’apre`s les principes ci-dessus e´tablis, pour que la se´rie
u0, u1, u2, . . . , un, un+1, . . . [comme il est clair d’apre`s le passage qu’on a cite´ dans la
note historique 6.7, Cauchy se re´fe`re ici, en termes modernes, a` la se´rie
∞∑
i=0
ui associe´e
a` la suite {ui}∞i=0 ] soit convergente [...], il est ne´cessaire et il suffit que, pour des
valeurs infiniment grandes du nombre n, les sommes sn, sn+1, sn+2, . . . diffe`rent de la
limite s, et par conse´quent entre elles, de quantite´s infiniment petites». Ce qui nous
inte´resse dans cette citation, et qui a marque´ fort profonde´ment les mathe´matiques
successives, est e´videmment l’incidente « et par conse´quent entre elles ». Meˆme si,
apparement, Cauchy ne semble pas donner une grande importance a` cette incidente,
qu’il semble introduire presque en passant, la diffe´rence entre les deux crite`res de
convergence e´nonce´es par Cauchy est e´videmment essentielle.
Pour s’assurer de la convergence de la se´rie
∞∑
i=0
ui d’apre`s le premier de ces
crite`res, il faut en effet connaˆıtre a priori la limite s de cette se´rie. En effet, pour peu
qu’on donne un sens pre´cis aux conditions qui assignent a` n «des valeurs infiniment
grandes» et aux diffe´rences entre sn, sn+1, sn+2, . . . et s des valeurs infiniment pe-
tites, il semble que ce crite`re ne diffe`re pas essentiellement de la condition a` laquelle
Cauchy se re´fe`re lors de sa de´finition de la convergence d’une se´rie. En effet si le terme
« infiniment petit» de´signe une variable dont la limite est ze´ro, dire d’un nombre na-
turel n qu’il prend des valeurs infiniment grandes ne peut que signifier que la variable
a` valeurs rationnelles 1n a ze´ro comme limite, c’est-a`-dire que pour tout h positif, il y
a une valeur n de n, telle que, pour toutes les valeurs n plus grandes que n, 1
n
< h,
ce qui est toujours vrai si n croˆıt sans bornes. Si Cauchy pre´tend ainsi distinguer
entre sa de´finition et le premier des crite`res pre´ce´dents, c’est qu’il pense possible, en
de´pit de sa de´finition de l’infiniment petit, de traiter des valeurs infiniment grandes
et infiniment petites respectivement de n et des diffe´rences entre sn, sn+1, sn+2, . . . et
s, d’une manie`re qui n’est pas en revanche consentie par sa de´finition.
Ceci mis a` part, conside´rons le deuxie`me crite`re. Comme on l’a dit dans la note
historique 6.7, Cauchy se pose d’emble´e dans l’ensemble des nombres re´els, meˆme s’il
ne posse`de aucune de´finition satisfaisante de cet ensemble. Pour lui, il n’y a donc pas
de doute qu’une se´rie, dont les re´duites partielles satisfont a` une loi d’accumulation, a
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une limite, c’est-a`-dire qu’il existe une limite pour cette se´rie. Le proble`me pour lui est
plutoˆt celui de caracte´riser de manie`re assez pre´cise la condition qui demande qu’une
se´rie satisfasse a` une loi d’accumulation. C’est exactement ce qu’il fait en demandant
que «pour des valeurs infiniment grandes du nombre n, les sommes sn, sn+1, sn+2, . . .
diffe`rent [. . .] entre elles, de quantite´s infiniment petites». En effet, dans la remarque
qui suit l’e´nonce´ de ses crite`res, Cauchy donne pour acquis ce qui est en revanche pour
nous l’objet de la preuve la plus difficile, c’est-a`-dire que pour chaque se´rie (a` termes
dans R) qui satisfait a` cette condition, il existe dans R une limite s qui satisfait a`
la condition e´nonce´e par Cauchy dans sa de´finition de convergence. Cette de´finition
n’est d’ailleurs, justement, qu’une de´finition de convergence tout court, et non pas,
comme c’est en revanche le cas de nos de´finitions, une de´finition de convergence vers
une certaine limite dans R. Cauchy ne se pre´occupe pas non plus de de´montrer que si
une se´rie
∞∑
i=0
ui converge, alors «pour des valeurs infiniment grandes du nombre n, les
sommes sn, sn+1, sn+2, . . . diffe`rent [. . .] entre elles, de quantite´s infiniment petites».
Cette preuve est pourtant imme´diate et Cauchy semble vouloir la laisser a` ses lecteurs
en guise d’exercice.
Il ne reste qu’a` rendre explicite ce qui devrait de´ja` apparaˆıtre clairement apre`s
les citations pre´ce´dentes : Cauchy n’e´nonce son crite`re que pour des se´ries et non pas
pour des suites, meˆme si, pour traiter de se´ries, il passe, exactement comme nous,
par la conside´ration des suites de leurs re´duites partielles. C’est que l’objet suite, pris
en tant que tel, n’attire pas l’attention de Cauchy, comme il n’avait pas attire´ celle
des mathe´maticiens pre´ce´dents. C’est seulement plus tard, et justement en connexion
avec l’effort d’une de´finition pre´cise des notions de limite et de convergence, que cet
objet s’imposa comme l’un des objets fondamentaux de l’analyse.
Lectures possibles : A. L. Cauchy, Cours d’analyse de l’E´cole Royale Poly-
technique. Premie`re partie : analyse alge´brique (e´d. et introdution par U. Bottazzini)
Clueb, Bologne, 1992 (re´imp. de l’e´dition originale de 1821).
Il semble alors que la condition (94) exprime une proprie´te´ d’une suite a` termes dans Q qui
est satisfaite, en meˆme temps, par une suite a` termes dans Q qui converge vers une certainne
limite dans Q et par une suite a` termes dans Q qui, tout en e´tant divergente dans Q, obe´it a`
une loi d’accumulation. Il est alors naturel de ge´ne´raliser cette condition et de la fixer par une
de´finition :
De´finition 4.1. On dit qu’une suite {ui}∞i=0 a` termes dans E est une suite de Cauchy,
relativement a` la distance ∆ : E2 → D, D e´tant un ensemble totalement ordonne´ relativement
a` une relation d’ordre , posse´dant un e´le´ment minimal α, si et seulement si toutes les images
∆(uh, uk) d’un couple quelconque < uh, uk > de termes de la suite {ui}∞i=0 selon ∆ appar-
tiennent a` D, et pour tout ε appartenant a` D, tel que α ≺ ε, il y a un nombre naturel n, tel
que, si i > n et j ∈ N, alors ∆(ui+j , ui) ≺ ε ; en symboles :
(ε ∈ D)⇒ [α ≺ ε⇒ (∃n ∈ N tel que [(i > n) ∧ (j ∈ N)]⇒ ∆(ui+j , ui) ≺ ε)]
On dit ensuite qu’une se´rie
∞∑
i=0
ui a` termes dans E, E e´tant un ensemble sur lequel est
de´finie une addition par rapport a` laquelle cet ensemble est ferme´, est une se´rie de Cauchy,
relativement a` la distance ∆ : E2 → D, si et seulement si la suite
{
j∑
i=0
ui
}∞
j=0
a` termes dans
E est une suite de Cauchy relativement a` cette meˆme distance.
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Aussi dans ce cas, il convient d’expliciter la forme qu’une telle de´finition prend lorsqu’elle
s’applique a` une suite ou a` une se´rie a` termes dans Q, e´value´es relativement a` la distance entre
deux e´le´ments de Q donne´e par la valeur absolue de leur diffe´rence :
De´finition 4.2. On dit qu’une suite {ui}∞i=0 a` termes dans Q est une suite de Cauchy si
et seulement si pour tout ε appartenant a` Q+, diffe´rent de 0, il y a un nombre naturel n, tel
que, si i > n et j ∈ N, alors |ui+j − ui| < ε ; en symboles :
(ε ∈ Q+)⇒ [0 < ε⇒ (∃n ∈ N tel que [(i > n) ∧ (j ∈ N)]⇒ |ui+j − ui| < ε)]
On dit ensuite qu’une se´rie
∞∑
i=0
ui a` termes dans Q est une se´rie de Cauchy si et seulement si
la suite
{∑j
i=0 ui
}∞
j=0
a` termes dans Q est une suite de Cauchy.
On a de´ja` de´montre´ que si une suite {ui}∞i=0 a` termes dans Q est convergente vers U
dans Q, alors c’est une suite de Cauchy. Il est pourtant e´vident, depuis la longue discussion
pre´ce´dente, que la re´ciproque ne vaut pas : une suite de Cauchy a` termes dans Q peut eˆtre
divergente dans Q. Il est pourtant possible de conside´rer des ensembles E, et des distances ∆
de´finies sur ces ensembles, tels qu’une suite a` termes dans E est convergente vers une limite
dans E, relativement a` la distance ∆, si et seulement si c’est une suite de Cauchy, relativement
a` cette meˆme distance. D’apre`s le but qu’on a fixe´ ci-dessus, on construira justement l’ensemble
des nombres re´els comme l’extension minimale R de Q, telle qu’une suite a` termes dans Q soit
convergente vers une limite dans R (toujours relativement a` la distance entre deux termes de
R donne´e par la valeur absolue de leur diffe´rence) si et seulement si c’est une suite de Cauchy
(relativement a` cette meˆme distance) ; et on montrera ensuite que cette extension R de Q sera
aussi telle qu’une suite a` termes dans R est convergente vers une limite dans R (relativement
a` la distance entre deux termes de R donne´e par la valeur absolue de leur diffe´rence) si et
seulement si c’est une suite de Cauchy (relativement a` cette meˆme distance). Dit en d’autres
termes : on construira l’ensemble des nombres re´els comme l’extension minimale R de Q qui
soit ferme´e par rapport a` l’ope´ration du passage a` la limite des suites de Cauchy a` termes dans
Q, et on montrera que l’ensemble ainsi obtenu est aussi ferme´ par rapport a` l’ope´ration du
passage a` la limite des suites de Cauchy a` termes dans R. Il en re´sultera, e´videmment, que
toute se´rie de Cauchy a` termes dans R posse`de une limite dans R meˆme, et donc que R est
ferme´ non seulement par rapport a` l’addition finie, mais aussi par rapport a` l’addition infinie,
lorsque cette dernie`re consiste en une se´rie de Cauchy.
Remarque 6.16. Il re´sulte alors clairement que R sera construit d’emble´e comme un
ensemble intervenant dans une structure donne´e, au moins, par : un ensemble ; une addition
inversible et associative fonctionnant comme une loi de composition interne de´finie sur
cet ensemble ; une application de R sur R, donnant la valeur absolue de tout terme de
R , et donc de la diffe´rence entre deux termes quelconques de R ; une relation d’ordre
par rapport a` laquelle cet ensemble re´sulte totalement ordonne´. En re´alite´, il n’est pas
ne´cessaire, pour qu’on puisse de´finir des suites de Cauchy sur un certain ensemble, que
cet ensemble soit totalement ordonne´ par rapport a` une quelconque relation d’ordre. Si on
de´finit convenablement une distance, c’est-a`-dire si on fournit cet ensemble d’une me´trique
convenable, cette condition est superflue (la de´finition des suites de Cauchy a` termes dans
l’ensemble C des nombres complexes, fournit un exemple de cette possibilite´, qu’il nous sera
pourtant impossible ici d’exhiber). Dans la suite, on caracte´risera pourtant R comme un
ensemble totalement ordonne´ par rapport a` ≤ et on se re´clamera de cette relation d’ordre
pour de´finir les suites de Cauchy a` termes dans R.
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La manie`re la plus simple d’accomplir cette construction est de de´finir une relation d’e´galite´
sur l’ensemble des suites de Cauchy a` termes dans Q et de de´finir R comme l’ensemble des
classes d’e´quivalence de ces suites sous cette relation d’e´galite´. On commence par la de´finition
suivante :
De´finition 4.3. Une suite de Cauchy a` termes dans Q, {ui}∞i=0, est dite « nulle » (en
symboles : {ui}∞i=0 = 0) si elle converge vers 0 dans Q ; elle est dite « positive » si, pour tout
nombre rationnel ε strictement positif, il y a un nombre naturel n, tel que (i > n) ⇒ ui >
−ε (−ε e´tant e´videmment l’inverse de ε par rapport a` l’addition de´finie sur Q) ; elle est dite
« ne´gative » si elle n’est pas positive ; elle est dite enfin « strictement positive » si elle est positive,
sans eˆtre nulle.
Remarque 6.17. Le lecteur est invite´ a` de´montrer comme exercice que, d’apre`s ces
de´finitions, une suite de Cauchy a` termes dans Q positive peut eˆtre nulle et que toute suite
de Cauchy a` termes dans Q nulle est positive. Cela lui permettra de comprendre que la
de´finition pre´ce´dente est parfaitement le´gitime et naturelle.
A` partir de la`, on peut ensuite de´finir la relation d’e´galite´ sur les suites de Cauchy comme
il suit :
De´finition 4.4. On dit que deux suites de Cauchy a` termes dans Q, {ui}∞i=0 et {vi}∞i=0,
sont « e´gales » (en symboles : {ui}∞i=0 = {vi}∞i=0) si et seulement si la suite {ui − vi}∞i=0 a`
termes dans Q est nulle.
Remarque 6.18. Le lecteur est invite´ a` de´montrer comme exercice que deux suites de
Cauchy a` termes dans Q nulles sont ne´cessairement e´gales.
Une de´finition de l’ensemble des nombres re´els pourra alors eˆtre la suivante :
De´finition 4.5. On appelle « ensemble des nombres re´els » l’ensemble, note´ «R », des
classes d’e´quivalence de suites de Cauchy a` termes dans Q, relativement a` la relation d’e´galite´
qu’on vient de de´finir. Si {ui}∞i=0 est une suite de Cauchy a` termes dans Q, on note la classe
d’e´quivalenece a` laquelle elle appartient par le symbole «Cl ({ui}∞i=0) » de sorte que, si {ui}∞i=0et
{vi}∞i=0 sont deux suites de Cauchy a` termes dans Q, telles que {ui}∞i=0 = {vi}∞i=0, alors les
symboles «Cl ({ui}∞i=0) » et «Cl ({vi}∞i=0) » de´signeront la meˆme classe d’e´quivalence et donc
le meˆme nombre re´el.
Cette de´finition, qui est originairement due a` G. Cantor, nous assure que l’ensemble R des
nombres re´els peut eˆtre mis en bijection avec l’ensemble des segments distincts (nuls ou non
nuls) qu’on peut tracer sur une droite donne´e, a` partir d’une origine fixe´e, et donc qu’il peut
eˆtre mis en bijection avec l’ensemble des points de cette droite qu’on peut traiter comme les
extre´mite´s des segments gisant sur celle-ci. En effet, en utilisant la proce´dure de´crite dans le
paragraphe 1 du pre´sent chapitre, et en la re´ite´rant e´ventuellement a` l’infini, il est possible
d’associer a` chacun de ces segments, et donc a` chacun de ces points, une suite de Cauchy de
rationnels, et il n’est pas difficile de de´montrer que, quelle que soit l’unite´ de mesure choisie,
deux suites de Cauchy a` termes dans Q sont e´gales si et seulement si elles sont associe´es, selon
cette procedure, au meˆme segment pris sur la droite en question. Le lecteur pourra conduire
seul cette de´monstration.
D’autre part, lorsqu’une suite de Cauchy a` termes dans Q est donne´e il est e´galement
possible de lui associer un segment de sorte que, le meˆme segment est associe´ a` deux suites
de Cauchy distinctes si et seulement si ces suites sont e´gales. Bien qu’elle re´ponde donc a`
une de nos exigences, cette de´finition peut ne´anmoins paraˆıtre paradoxale. Les deux questions
suivantes viennent en fait spontane´ment a` l’esprit : en quel sens peut-on dire que l’ensemble des
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classes d’e´quivalence des suites de Cauchy a` termes dans Q (dont les e´le´ments sont finalement
des ensembles de sous-ensembles de Q) est une extension de Q, c’est-a`-dire qu’il contient Q ?
En quel sens peut-on traiter de nombres des classes d’e´quivalence de suites de rationnels ?
Pour re´pondre a` ces questions, on commencera par adopter la de´finition suivante :
De´finition 4.6. Si Cl({ui}∞i=0) est un nombre re´el ({ui}∞i=0 e´tant une suite de Cauchy a`
termes dans Q), alors on dit : qu’il est nul si et seulement si et seulement si la suite {ui}∞i=0
est nulle ; qu’il est positif si et seulement si la suite {ui}∞i=0 est positive ; qu’il est strictement
positif si et seulement si la suite {ui}∞i=0 est strictement positive ; et qu’il est ne´gatif si et
seulement si la suite {ui}∞i=0 est ne´gative. Il n’y aura alors qu’un seul nombre re´el nul, qu’on
pourra indiquer avec le symbole « 0 ».
On passera ensuite a` la de´finition d’une addition et d’une multiplication sur R. Pour ce
faire, il sera d’abord ne´cessaire de de´finir ces ope´rations sur l’ensemble des suites de Cauchy a`
termes dans Q. Voici comment cela est possible :
De´finition 4.7. On appelle « addition » de deux suites de Cauchy a` termes dans Q l’ope´ration,
note´e «+ », qui conduit des suites de Cauchy a` termes dans Q {ui}∞i=0 et {vi}∞i=0 a` la suite de
Cauchy a` termes dans Q {ui + vi}∞i=0 ; en symboles :
{ui}∞i=0 + {vi}∞i=0 = {ui + vi}∞i=0
De´finition 4.8. On appelle «multiplication » de deux suites de Cauchy a` termes dans
Q, {ui}∞i=0 et {vi}∞i=0 l’ope´ration, note´e « · » qui conduit des suites de Cauchy a` termes dans
Q {ui}∞i=0 et {vi}∞i=0 a` la suite de Cauchy a` termes dans Q {ui · vi}∞i=0 ; en symboles :
{ui}∞i=0 · {vi}∞i=0 = {ui · vi}∞i=0
Il est facile de voir que ces de´finitions sont cohe´rentes avec les pre´ce´dentes et que les
ope´rations d’addition et de multiplication ainsi de´finies restent univoques. Par exemple, on
peut montrer que si {ui}∞i=0 = {vi}∞i=0 et {u′i}∞i=0 = {v′i}∞i=0,
alors {ui}∞i=0 + {vi}∞i=0 = {u′i}∞i=0 + {v′i}∞i=0 et {ui}∞i=0 · {vi}∞i=0 = {u′i}∞i=0 · {v′i}∞i=0. Le lec-
teur pourra le faire seul, en guise d’exercice ; il ne rencontrera aucune difficulte´. Les the´ore`mes
qu’il aura ainsi e´tablis, rendent le´gitime la de´finition suivante, qui de´finit l’addition et la mul-
tiplication sur R :
De´finition 4.9. Si Cl({ui}∞i=0) et Cl({vi}∞i=0) sont deux nombres re´els ({ui}∞i=0 et {vi}∞i=0
e´tant deux suites de Cauchy a` termes dans Q), alors
Cl ({ui}∞i=0) + Cl ({vi}∞i=0) = Cl ({ui + vi}∞i=0)
et
Cl ({ui}∞i=0) · Cl ({vi}∞i=0) = Cl ({ui · vi}∞i=0)
D’apre`s cette de´finition, il sera facile de montrer que l’ensemble R des classes d’e´quivalence
des suites de Cauchy a` termes dans Q, de meˆme que l’ensemble des suites de Cauchy a` termes
dans Q, est ferme´ relativement a` l’addition, a` la soustraction (de´finie comme l’ope´ration inverse
de l’addition) et a` la multiplication, et que si on enle`ve de cet ensemble l’e´le´ment 0, l’ensemble
qui en re´sulte est aussi ferme´ par rapport a` la division (de´finie comme l’ope´ration inverse de la
multiplication).
La fermeture par rapport a` la soustraction de l’ensemble des suites de Cauchy a` termes
dans Q autorise la de´finition suivante :
De´finition 4.10. Une suite de Cauchy a` termes dans Q {ui}∞i=0 est dite « plus petite » qu’une
suite de Cauchy a` termes dans Q {vi}∞i=0 (en symboles : {ui}∞i=0 < {vi}∞i=0), lorsque la se´rie
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de Cauchy a` termes dans Q {ui − vi}∞i=0 = {ui}∞i=0 − {vi}∞i=0 est ne´gative. Si Cl ({ui}∞i=0) et
Cl ({vi}∞i=0) sont deux nombres re´elles ({ui}∞i=0 et {vi}∞i=0 e´tant deux suites de Cauchy a` termes
dans Q), alors
Cl ({ui}∞i=0) < Cl ({vi}∞i=0) si et seulement si {ui}∞i=0 < {vi}∞i=0
Le lecteur pourra de´montrer tout seul, comme exercice, que cette de´finition est cohe´rente
avec la de´finition 4.6. Cette de´finition e´tant donne´e, il est facile de montrer que la relation ≤ (<
ou =) est une relation d’ordre autant sur R que sur l’ensemble des suites de Cauchy a` termes
dans Q. La preuve en est facile et peut eˆtre laisse´e au lecteur comme exercice.
A` partir des de´finitions pre´ce´dentes, il est ensuite possible de de´montrer que toute se´rie de
Cauchy a` termes dansQ, qui converge dansQ vers une certaine limite, se comporte, relativement
a` toutes les autres se´ries de la meˆme sorte, comme la limite rationnelle de cette se´rie se comporte
dans Q, relativement aux limites de ces autres se´ries. Et de la` on en tirera, toujours a` partir des
de´finitions pre´ce´dentes, que cela est aussi le cas des classes d’e´quivalence des suites de Cauchy
a` termes dans Q qui convergent vers une certaine limite dans Q. Dit d’une autre manie`re : les
classes d’e´quivalence de suites de Cauchy a` termes dans Q qui convergent vers une certaine
limite dans Q, se comportent, relativement l’une a` l’autre, comme les nombres rationnels se
comportent relativement l’un a` l’autre. La base de cette affirmation est donne´e par le the´ore`me
suivant :
The´ore`me 4.1. Si les suites de Cauchy a` termes dans Q, {ui}∞i=0 et {vi}∞i=0 convergent
dans Q, respectivement vers les limites U et V , alors :
(i) la suite {ui + vi}∞i=0 = {ui}∞i=0 + {vi}∞i=0 converge dans Q vers la limite U + V ;
(ii) la suite {K · ui}∞i=0, K e´tant une constante rationnelle quelconque, converge dans
Q vers la limite K · U ;
(iii) la suite {ui · vi}∞i=0 = {ui}∞i=0 · {vi}∞i=0 converge dans Q vers la limite U · V ;
(iv) la suite {ui}∞i=0 est e´gale a` la suite {vi}∞i=0 si et seulement si U = V ;
(v) la suite {ui}∞i=0 est plus petite que la suite {vi}∞i=0 si et seulement si U < V .
Preuve. La preuve de ce the´ore`me se compose e´videmment de cinq preuves distinctes. Les
voici :
(i) Comme {ui}∞i=0 et {vi}∞i=0 convergent dans Q respectivement vers les limites U et V ,
alors, quel que soit le nombre rationnel strictement positif ε, qu’on pourra supposer e´gal a` 2ξ,
ξ e´tant a` son tour un nombre rationnel strictement positif quelconque, il y aura deux nombres
naturels n et n′, tels que
(96) i > Max {n, n′} ⇒
{ |U − ui| < ξ
|V − vi| < ξ
ou`, quels que soient les e´le´ments x et y d’un ensemble totalement ordonne´, le symbole «Max {x, y} » in-
dique le plus grand parmi x et y (la preuve de ce lemme est banale et peut eˆtre laisse´e aux
lecteurs comme exercice). De la`, il s’ensuit que
i > Max {n, n′} ⇒ |U − ui|+ |V − vi| < 2ξ = ε
et donc, selon (93),
i > Max {n, n′} ⇒ |(U + V )− (ui + vi)| < 2ξ = ε
ce qui de´montre (i).
(ii) Comme {ui}∞i=0 converge dans Q vers U , alors, quel que soit le nombre rationnel
strictement positif ε, qu’on pourra supposer e´gal a` |K| ξ, ξ e´tant a` son tour un nombre rationnel
strictement positif quelconque, il y aura un nombre naturel n, tel que
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(97) i > n⇒ |U − ui| < ξ
Ceci e´tant pose´, qu’on observe que pour tout couple de nombres rationnels x et y
|x · y| =

xy si x et y sont positifs ou ne´gatifs a` la fois
ou si x = 0 ou y = 0
−xy si x et y sont l’un strictement positif et l’autre ne´gatif
de sorte que, d’apre`s (91), on aura :
(98) |x · y| = |x| · |y|
d’ou` il suit que
|KU −Kui| = |K(U − ui)| = |K| · |U − ui|
et donc, conforme´ment a` (97),
i > n⇒ |K(U − ui)| = |K| · |U − ui| < |K| · ξ = ε
ce qui prouve (ii).
(iii) On observe d’abord que
|UV − uivi| = |uivi − UV |
= |(U − ui) · (V − vi) + U(vi − V ) + V (ui − U)|
et donc, selon (93) et (98) :
(99) |UV − uivi| ≤ |U − ui| · |V − vi|+ |U | · |vi − V |+ |V | · |ui − U |
Or, comme {ui}∞i=0 et {vi}∞i=0 convergent dans Q, respectivement vers U et V , alors, quels
que soient les nombres rationnels strictement positif ξ et η et donc le nombre rationnel stric-
tement positif ε = ξ2 + (|U | + |V |)η, il y aura quatre nombres naturels n, n′, m et m′, tels
que
i > Max {n, n′,m,m′} ⇒

|U − ui| < ξ
|V − vi| < ξ
|U − ui| = |ui − U | < η
|V − vi| = |vi − V | < η
donc, d’apre`s (99) :
i > Max {n, n′,m,m′} ⇒ |UV − uivi| < ξ2 + (|U |+ |V |)η = ε
ce qui prouve (iii).
(iv.a) Comme {ui}∞i=0 et {vi}∞i=0 convergent dans Q, respectivement vers U et V , alors,
quel que soit le nombre rationnel strictement positif ε, qu’on pourra supposer e´gal a` 2ξ, ξ e´tant
a` son tour un nombre rationnel strictement positif quelconque, il y aura deux nombres naturels
n et n′, tels que
i > Max {n, n′} ⇒
{ |U − ui| < ξ
|V − vi| = |vi − V | < ξ
donc, d’apre`s (93) :
i > Max {n, n′} ⇒ |(U − V ) + (vi − ui)| < 2ξ = ε
et, si U = V ,
i > Max {n, n′} ⇒ |0− (ui − vi)| < 2ξ = ε
de sorte que la suite {ui − vi}∞i=0 converge vers 0 dans Q, c’est-a`-dire qu’elle est nulle, et les
suites {ui}∞i=0 et {vi}∞i=0 sont donc e´gales, conforme´ment a` la de´finition 4.4.
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(iv.b) Commenc¸ons en prouvant que si une suite {wi}∞i=0 converge vers une limite W dans
Q, alors la suite {W − wi}∞i=0 est nulle, c’est-a`-dire qu’elle converge vers 0 dans Q : si {wi}∞i=0
converge vers W dans Q, alors, quel que soit le nombre rationnel strictement positif ε, il y a
un nombre naturel n, tel que
i > n⇒ |W − wi| < ε
et donc
i > n⇒ |0− (W − wi)| = |wi −W | = |W − wi| < ε
et donc la suite {W − wi}∞i=0 converge vers 0 dans Q. De la`, il suit que, comme les suites
{ui}∞i=0 et {vi}∞i=0 convergent dans Q, respectivement vers U et V , alors les suites {U − ui}∞i=0
et {V − vi}∞i=0 convergent toutes les deux vers 0 dans Q. Donc, quel que soit le nombre rationnel
strictement positif ε, qu’on pourra poser e´gal a` 2ξ, ξ e´tant a` son tour un nombre rationnel
strictement positif quelconque, il y aura deux nombres naturels n et n′, tels que
i > Max {n, n′} ⇒
{ |U − ui| < ξ
|V − vi| = |vi − V | < ξ
et donc, d’apre`s (93) :
i > Max {n, n′} ⇒ |(U − ui)− (V − vi)| = |(U − V ) + (vi − ui)| < ε
Mais, si {ui}∞i=0 = {vi}∞i=0 ceci n’est possible que si U − V = 0 et donc U = V .
(v.a) On suppose d’abord que U < V . On aura alors un nombre rationnel strictement positif
W , tel que V − U = W . Or, comme les suites {ui}∞i=0 et {vi}∞i=0 convergent respectivement
vers U et V dans Q, il y aura alors deux nombres naturels n et n′, tels que
i > Max {n, n′} ⇒
{ |U − ui| = |ui − U | < W2
|V − vi| < W2
et donc, d’apre`s (93) :
i > Max {n, n′} ⇒ |(V − U) + (ui − vi)| = |W + (ui − vi)| < W
ce qui est possible seulement si
i > Max {n, n′} ⇒ (ui − vi) < 0
donc la suite {ui − vi}∞i=0 est ne´gative et ainsi, selon la de´finition 4.10,
{ui}∞i=0 < {vi}∞i=0
(v.b) Comme les suites {ui}∞i=0 et {vi}∞i=0 convergent respectivement vers U et V dans Q,
il suit, comme on l’a montre´ en prouvant (iv.b), que les suites {U − ui}∞i=0 et {V − vi}∞i=0 sont
nulles. Or, si ceci est le cas et {ui}∞i=0 < {vi}∞i=0, alors, quel que soit le nombre rationnel positif
ε, qu’on pourra poser e´gal a` 2ξ, ξ e´tant a` son tour un nombre rationnel strictement positif
quelconque, il y aura trois nombres naturels n, n′ et m, tels que
i > Max {n, n′,m} ⇒

|U − ui| = |ui − U | < ξ
|V − vi| < ξ
ui − vi < 0
c’est-a`-dire
i > Max {n, n′,m} ⇒
{ |(ui − U) + (V − vi)| = |(V − U) + (ui − vi)| < 2ξ = ε
ui − vi < 0
ce qui est possible seulement si V − U > 0, ou bien U < V . 
A` partir de ce the´ore`me et des de´finitions de l’addition, de la multiplication et de la relation
≤ sur R, il est facile de de´montrer que le sous-ensemble de R forme´ par toutes les classes
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d’e´quivalence des suites de Cauchy a` termes dans Q qui convergent vers une limite dans Q
forme, avec les ope´rations + et · et la relation ≤, un corps commutatif totalement ordonne´.
Encore une fois la de´monstration comple`te de cette affirmation est laisse´e au lecteur comme
exercice. Les classes d’e´quivalence des suites de Cauchy a` termes dans Q qui convergent vers une
limite dans Q forment donc un sous-ensemble de R qui, comme on le dit, est « isomorphe» a` Q
et peut ainsi eˆtre identifie´ formellement avec ce dernier ensemble (pris avec toutes les ope´rations,
relations et fonctions de´finies sur lui). Cela nous permet de comprendre en quel sens on peut
dire que l’ensemble R, de´fini en accord a` la 4.5, est une extension de Q. Si on pense donc Q
comme un sous-ensemble de R, les ope´rations et la relation d’ordre de´finies sur R s’appliquent
automatiquement aux e´le´ments de R qui sont aussi des e´le´ments de Q. Faire ope´rer et/ou
comparer des rationnels avec des re´els revient donc a` faire ope´rer et/ou comparer des re´els
entre eux. Du fait qu’on a de´montre´ que les suites de Cauchy a` termes dans Q qui convergent
vers une limite dans Q se comportent les unes par rapport aux autres comme leurs limites
rationnelles se comportent les unes par rapport aux autres, et que deux suites de Cauchy a`
termes dans Q qui convergent vers une limite dans Q sont e´gales si et seulement si leurs limites
sont e´gales, et finalement du fait qu’il est facile de de´montrer (et le lecteur pourra le faire tout
seul sans aucune difficulte´) que si K est une constante rationnelle quelconque, alors la suite a`
termes dans Q {K}∞i=0 = K,K,K, . . . est une suite de Cauchy, et converge vers K dans Q, il
suit en fait qu’il est parfaitement le´gitime d’identifier chaque nombre re´el q qui appartient a` Q
avec la classe d’e´quivalence Cl ({q}∞i=0). C’est ce qu’on appelle «principe de plongement de Q
dans R ». On se servira de ce principe dans la preuve du the´ore`me 4.2.
Pour comprendre maintenant en quel sens on peut traiter l’ensemble R de´fini comme ci-
dessus comme un ensemble de nombres, il suffit seulement de montrer que l’extension qui
conduit de Q a` R conserve la proprie´te´ du quadruplet < Q,+, ·,≤> d’eˆtre un corps commuta-
tif totalement ordonne´, c’est-a`-dire que le quadruplet < R,+, ·,≤> est, lui aussi, un corps
commutatif totalement ordonne´. La de´monstration de ceci n’est pas difficile, mais elle est
ne´cessairement longue. Le lecteur, qui aura de´ja` de´montre´ que R est ferme´ par rapport a`
la somme, la soustration et le produit, et que R−{0} est ferme´ par rapport a` la division n’aura
aucune difficulte´ a` comple´ter cette preuve, en s’appuyant, si ne´cessaire, sur le the´ore`me 5.1.
Quant a` moi, je me limiterai a` observer que, comme le the´ore`me 5.1 nous dit que deux suites
de Cauchy a` termes dans Q, {ui}∞i=0 et {vi}∞i=0, convergent vers la meˆme limite U dans Q
seulement si elles sont e´gales, on pourra conjecturer que l’e´le´ment neutre de l’addition dans
R est l’e´le´ment 0 et l’e´le´ment neutre de la multiplication dans R est la classes d’e´quivalence
des suites de Cauchy a` termes dans Q qui convergent vers 1 dans Q. Le prouver ne sera pas,
ensuite, tre`s difficile.
Une fois qu’il aura prouve´ que < R,+, ·,≤> est un corps commutatif totalement ordonne´, le
lecteur ne devrait plus avoir de difficulte´s a` accepter le fait que la de´finition 4.5 n’est nullement
paradoxale. Pourtant, rien dans ce qu’on a dit jusqu’ici, ne nous assure ni qu’une suite a` termes
dans Q converge vers une limite dans R si et seulement si c’est une suite de Cauchy, ni, a
fortiori, qu’une suite a` termes dans R converge vers une limite dans R si et seulement si c’est
une suite de Cauchy. Une manie`re simple et fort naturelle de de´montrer la premie`re e´quivalence
est de de´montrer que toute suite de Cauchy a` termes dans Q, {ui}∞i=0, converge vers Cl({ui}∞i=0)
dans R, et de de´montrer ensuite, en employant l’argument qu’on a utilise´ ci-dessus pour des
suites a` termes dans Q qui convergent vers une limite dans Q, qu’une suite a` termes dans Q
qui converge vers une limite dans R est une suite de Cauchy. Comme R est une extension de Q,
une suite a` termes dans Q est en meˆme temps une suite a` termes dans R, et donc il ne sera pas
difficile, a` partir des de´finitions pre´ce´dentes, de comprendre ce qu’on doit entendre lorsqu’on
dit qu’une suite a` termes dans Q converge vers une limite dans R. Il suffira de spe´cifier que
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la distance entre deux e´le´ments de R, a` laquelle on re´fe`re implicitement une telle convergence,
est celle qui est donne´e par la valeur absolue de la diffe´rence de ces termes. Ce n’est pourtant
qu’apre`s qu’on aura donne´ de manie`re explicite des de´finitions convenables, qu’il sera possible de
prouver rigoureusement la premie`re des deux e´quivalences pre´ce´dentes, et surtout l’implication
non banale qui y intervient : si {ui}∞i=0 est une suite de Cauchy a` termes dans Q, alors elle
converge vers Cl({ui}∞i=0) dans R. Bien que cette preuve ne permette pas encore de conclure
qu’une suite a` termes dans R converge vers une limite dans R si et seulement si c’est une suite
de Cauchy, elle fait partie de la preuve habituellement donne´e pour ce the´ore`me plus ge´ne´ral,
qui est le seul qui nous inte´resse vraiment (car il comprend la premie`re e´quivalence comme une
cas particulier). C’est exactement cette preuve, pour ainsi dire standard, que j’exposerai ci-
dessous. Le lecteur pourra ve´rifier qu’elle se sert, comme d’un lemme, du the´ore`me qui affirme
que si {ui}∞i=0 est une suite de Cauchy a` termes dans Q, alors elle converge vers Cl({ui}∞i=0)
dans R.
Je commencerai par e´tendre a` R les de´finitions 2.4, 2.6 et 4.2. Pour ceci, on pensera R
comme une extension de Q, et on notera les e´le´ments de R qui appartiennent a` Q par le
meˆme symbole par lequel ils sont note´s en tant qu’e´le´ments de Q. On a de´ja` adopte´ cette
convention pour le symbole « 0» et on ne fera donc que la ge´ne´raliser. Ainsi, pour ne faire
qu’un exemple, le symbole « 1» re´fe´re´ a` un e´le´ment de R indiquera la classe d’e´quivalence des
suites de Cauchy a` termes dans Q qui convergent vers le nombre rationnel 1 dans Q. On aura
alors, tout naturellement, les de´finitions suivantes (ou` la valeur absolue d’un e´le´ment de R est
suppose´e de´finie de manie`re analogue a` la valeur absolue d’un e´le´ment de Q) :
De´finition 4.11. On dit qu’une suite {ri}∞i=0 a` termes dans R converge vers R dans R si
et seulement s’il y a un e´le´ment R de R, tel que, pour tout ε appartenant a` R, tel que 0 < ε, il
y a un nombre naturel n, tel que, si i > n, alors |R− ri| < ε ; en symboles :
(ε ∈ R)⇒ [0 < ε⇒ (∃n ∈ N tel que i > n⇒ |R− ri| < ε)]
Si une suite {ri}∞i=0 a` termes dans R converge vers R dans R, alors on dit que R est la limite
de {ri}∞i=0 dans R. Si une suite {ui}∞i=0 a` termes dans Q est telle qu’il n’y a aucun e´le´ment
R de R qui satisfait a` la condition pre´ce´dente, alors on dit que cette suite ne converge vers
aucune limite dans R ou est divergente dans R.
De´finition 4.12. On dit qu’une se´rie
∞∑
i=0
ri a` termes dans R converge vers R dans R si et
seulement si la suite
{
j∑
i=0
ri
}∞
j=0
de ses re´duites partielles (qui sera alors une suite a` termes
dans R) converge vers R dans R. Si une se´rie
∞∑
i=0
ri a` termes dans R converge vers R dans R,
alors on dit que R est la limite de
∞∑
i=0
ri dans R. Si une se´rie
∞∑
i=0
ri a` termes dans R est telle
qu’il n’y a aucun e´le´ment R de R qui satisfait a` la condition pre´ce´dente, alors on dit que cette
se´rie ne converge vers aucune limite dans R ou est divergente dans R.
De´finition 4.13. On dit qu’une suite {ri}∞i=0 a` termes dans R est une suite de Cauchy
si et seulement si pour tout ε appartenant a` R, tels que 0 < ε, il y a un nombre naturel n, tel
que, si i > n et j ∈ N, alors |ri+j − ri| < ε ; en symboles :
(ε ∈ R)⇒ [0 < ε⇒ (∃n ∈ N tel que [(i > n) ∧ (j ∈ N)]⇒ |ri+j − ri| < ε)]
On dit ensuite qu’une se´rie
∑∞
i=0 ri a` termes dans R est une se´rie de Cauchy si et seulement
si la suite
{∑j
i=0 ri
}∞
j=0
a` termes dans R est une suite de Cauchy.
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A` partir des de´finitions 4.11 et 4.13, on peut ensuite de´montrer le the´ore`me annonce´ :
The´ore`me 4.2. Une se´rie a` termes dans R est convergente vers une certaine limite R
dans R si et seulement si c’est une suite de Cauchy.
Preuve. Pour prouver que si une se´rie a` termes dans R est convergente vers une certaine
limiteR dans R alors c’est une suite de Cauchy, il suffit de re´pe´ter le meˆme argument de´ja` utilise´,
dans ce meˆme but, pour des suites a` termes dans Q. Le lecteur pourra re´diger explicitement
cette preuve a` titre d’exercice. La preuve de l’implication re´ciproque est par contre un peu plus
difficile. Une manie`re fort naturelle de la conduire est de montrer comment on peut construire,
a` partir de n’importe quelle suite de Cauchy a` termes dans R, une classe d’e´quivalence de suites
de Cauchy a` termes dans Q (et donc un nombre re´el) qui soit la limite de la suite donne´e. C’est
ce qu’on fera ci-dessous.
On commencera par de´montrer deux lemmes. Voici le premier
Lemme 1 Quel que soit le nombre re´el Cl({ui}∞i=0), toute suite de Cauchy a` termes dans
Q (et donc dans R, Q e´tant, comme on l’a vu, un sous-ensemble de R), qui appartient a`
Cl({ui}∞i=0) converge vers Cl({ui}∞i=0) dans R.
Comme, quelles que soient les suites de Cauchy a` termes dans Q, {ui}∞i=0 et {vi}∞i=0,
{ui}∞i=0 = {vi}∞i=0 si et seulement si la classe Cl({ui}∞i=0) est identique a` la classe Cl({vi}∞i=0),
pour prouver ce lemme, il suffit de prouver que {ui}∞i=0 converge vers Cl({ui}∞i=0) dans R. Pour
plus de simplicite´ appelons « r » la classe Cl({ui}∞i=0). Il s’agit alors de prouver que {ui}∞i=0
converge vers r dans R.
Comme {ui}∞i=0 est une suite de Cauchy a` termes dans Q, il y aura, pour tout nombre
rationnel strictement positif η, un nombre naturel n, tel que, pour tout nombre naturel p,
(100) i > n⇒ |ui − ui+p| < η
Soit alors µ un nombre naturel de´termine´, plus grand que n quel que soit le nombre naturel m
plus grand que µ, on aura alors
|uµ − um| < η
c’est-a`-dire
−η < uµ − um < η
et donc
uµ − um + η = (uµ + η)− um > 0
η − uµ + um = (η − uµ) + um > 0(101)
Conside´rons alors les suites
(102) {(uµ + η)− um}∞m=0 et {(η − uµ) + um}∞m=0
Il est facile de voir que ces suites sont des suites a` termes dans Q, car η, uµ et um (m = 0, 1, 2, ...)
sont tous des nombres rationnels et Q est ferme´ par rapport a` l’addition et a` la soustraction.
On a de´ja` observe´, de surcroˆıt, que pour toute constante K, dans Q, la suite {K}∞m=0 est une
suite de Cauchy a` termes dans Q, donc, µ etant un nombre naturel de´termine´, les suites
{uµ + η}∞m=0 et {η − uµ}∞m=0
sont des suites de Cauchy a` termes dans Q. Mais aussi la suite {um}∞m=0 est par hypothe`se une
suite de Cauchy a` termes dans Q. Comme
{(uµ + η)− um}∞m=0 = {uµ + η}∞m=0 − {um}∞m=0
{(η − uµ) + um}∞m=0 = {η − uµ}∞m=0 + {um}∞m=0(103)
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et, comme l’ensemble des suites de Cauchy a` termes dans Q est ferme´ par rapport a` l’addition
et a` la soustraction, il en re´sulte que les suites (102) sont toutes les deux des suites de Cauchy
a` termes dans Q. Donc les classes d’e´quivalence
Cl
({(uµ + η)− um}∞m=0) et Cl ({(η − uµ) + um}∞m=0)
sont deux nombres re´els, disons respectivement s et s′, et de (101), il suit que ces nombres sont
tous les deux positifs. Or, de (103), il suit :
Cl
({(uµ + η)− um}∞m=0) = Cl ({uµ + η}∞m=0 − {um}∞m=0)
= Cl
({uµ + η}∞m=0)− Cl {um}∞m=0
Cl
({(η − uµ) + um}∞m=0) = Cl ({η − uµ}∞m=0 + {um}∞m=0)
= Cl
({η − uµ}∞m=0)+ Cl {um}∞m=0
Il suffira alors de se re´clamer du principe de plongement de Q dans R pour conclure que :
s = uµ + η − r ≥ 0
s′ = η − uµ + r ≥ 0
c’est-a`-dire
r − uµ ≤ η
r − uµ ≥ −η
ou
|r − uµ| ≤ η
Quel que soit le nombre re´el strictement positif ε, il suffira alors de prendre un nombre
rationnel strictement positif η plus petit que ε, et de choisir un nombre naturel n qui satisfait
a` (100), pour en conclure que
i > n⇒ |r − ui| = |ui − r| < ε
ce qui nous permettrait de conclure que la suite de Cauchy a` termes dans Q {u}∞i=0 converge
vers r dans R, ce qu’il s’agissait de de´montrer.
Rien dans ce qu’on a dit jusqu’ici nous assure pourtant que, quel que soit le nombre re´el
strictement positif ε, il y a un nombre rationnel strictement positif η plus petit que ε, ou bien,
comme on le dit, que les rationnels sont denses dans les re´els. Avant de conclure la preuve de
notre lemme, il faut donc de´montrer qu’il en est bien ainsi. Ceci peut se faire de la manie`re
suivante.
Quel que soit le nombre re´el strictement positif ε, il sera une classe d’e´quivalence Cl ({vi}∞i=0),
la suite {vi}∞i=0 e´tant une suite de Cauchy a` termes dans Q strictement positive. Comme cette
suite est positive, quel que soit le nombre rationnel strictement positif ξ, il y aura alors, par
de´finition, un nombre naturel n, tel que
i > n⇒ vi > −ξ
mais, comme elle n’est pas nulle, il y aura aussi un nombre rationnel strictement positif ζ, tel
que, quel que soit i,
|0− vi| = |vi| ≥ ζ
c’est-a`-dire
vi ≥ ζ ou vi ≤ −ζ
De la` il suit que, quel que soit le nombre naturel i, la suite est telle que
vi ≥ ζ
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De la densite´ de Q, il suit alors qu’il y a un nombre rationnel strictement positif η plus petit que
ζ, et que pour tout nombre naturel i, il est possible de prendre un nombre rationnel strictement
positif wi tel que
vi − wi = η
La suite
{vi − wi}∞i=0 = {η}∞i=0
est donc une suite a` termes constants dans Q. Elle sera donc une suite de Cauchy qui converge
vers la limite η dans Q, et comme
{vi − wi}∞i=0 = {η}∞i=0 < {vi}∞i=0
il s’ensuit que
η < ε
comme il s’agissait de de´montrer. Cela conclut la preuve du lemme 1.
Conside´rons maintenant une suite de Cauchy a` termes dans R, {rj}∞j=0. Quel que soit le
nombre naturel j, le terme rj de cette suite sera une classe d’e´quivalence de suites de Cauchy a`
termes dans Q, disons Cl
(
[{ui}∞i=0]j
)
, les [{ui}∞i=0]j (j = 0, 1, 2, ...) e´tant justement des suites
de Cauchy a` termes dans Q. Du lemme 1, il suit que, quel que soit le nombre naturel j, la suite
[{ui}∞i=0]j converge vers rj dans R. Donc, quels que soient le nombre naturel j et le nombre
re´el strictement positif ε, il y aura un nombre naturel Nj tel que
i > Nj ⇒
∣∣∣rj − [ui]j∣∣∣ < ε
Or, quel que soit j, les termes [ui]j (i = Nj+1, Nj+2, ...) des suites [{ui}∞i=0]j sont des nombres
rationnels. Donc, si pour chaque nombre naturel j, on choisit ainsi une valeur convenable de
i plus grande que Nj , disons νj , on pourra former une suite
{
uνj
}∞
j=0
dont les termes sont
tous des rationnels, dont la distance de rj est, quel que soit j, plus petite que ε. Pour plus
de simplicite´ posons, pour chaque j, uνj = qj . Le second lemme qu’il faut prouver est alors le
suivant :
Lemme 2 La suite a` termes dans Q {qj}∞j=0 est une suite de Cauchy.
La preuve de ce lemme est fort simple. Il suffit d’observer que si m est un nombre naturel
quelconque plus grand que j, alors, a` cause de ce qu’on vient de dire et du fait que la suite
{rj}∞j=0 est une suite de Cauchy, quel que soit le nombre re´el strictement positif ε, il y aura
trois nombres naturels n, n′ et n′′, tels que
j > n⇒ |qj − rj | < ε
j > n′ ⇒ |rj − rm| < ε
j > n′′ ⇒ |qm − rm| = |rm − qm| < ε
et donc
j > Max(n, n′, n′′)⇒
{ |qj − qm| = |(qj − rj) + (rj − rm) + (rm − qm)|
≤ |qj − rj |+ |rj − rm|+ |rm − qm| < 3ε
Comme 3ε est un nombre re´el strictement positif quelconque, ceci conclut la de´monstration du
lemme 2.
Ce lemme ayant e´te´ de´montre´, il suffit, pour conclure la preuve du the´ore`me, de de´montrer
que la suite de Cauchy a` termes dans R {rj}∞j=0 converge vers Cl
(
{qj}∞j=0
)
dans R. Cela est
pourtant, a` ce point, fort facile.
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Qu’on appelle, par simplicite´, cette dernie`re classe d’e´quivalence «R ». Alors, par le lemme
1, la suite de Cauchy a` termes dans Q {qj}∞j=0 converge vers R dans R, donc, pour tout nombre
re´el strictement positif ε, il y a un nombre naturel n′′′, tel que
j > n′′′ ⇒ |R− qj | < ε
Mais, quel que soit ε, on vient de voir qu’il y a aussi un nombre naturel n tel que
j > n⇒ |qj − rj | < ε
et donc
j > Max(n, n′′′)⇒
{ |R− rj | = |(R− qj) + (qj − rj)|
≤ |R− qj |+ |qj − rj | < 2ε
ce qui, 2ε e´tant un nombre re´el strictement positif quelconque, conclue la preuve. 
Note Historique 6.13. En 1872 parurent cinq travaux de cinq auteurs diffe´rents,
tous consacre´s a` la construction de l’ensemble des nombres re´els a` partir de l’ensemble
des nombres rationnels, ou, plus pre´cise´ment, a` la de´finition des nombres irrationnels
(les nombres re´els non rationnels) en termes de nombres rationnels.
A. M. Kossac, dans Die Elemente der Arithmetik, exposa d’abord la the´orie des
irrationnels qu’il avait apprise par Weierstrass, dont il avait suivi les lec¸ons a` l’uni-
versite´ de Berlin (cf. la note historique 6.7). En re´alite´ Weierstrass avait de´ja` aborde´
ce sujet, dans ses cours d’analyse, de`s 1860, mais il n’avait jamais rien publie´ sur l’ar-
gument, et ne publiera jamais rien par la suite (on n’a meˆme pas retrouve´ les notes
de ses cours sur ce sujet) ; il accueillit de surcroˆıt assez froidement la publication de
Kossac ou` il ne reconnut pas pre´cise´ment ses ide´es. Les lec¸ons berlinoises de Weiers-
trass, diffe´remment assimile´es par ses e´tudiants et ses colle`gues, furent pourtant, sans
aucun doute, a` l’origine des diffe´rentes propositions de de´finition de R.
Grosso modo, la meˆme the´orie reconstruite par Kossac fut aussi pre´sente´e, la
meˆme anne´e, par C. Me´ray, dans son Nouveau pre´cis d’analyse infinite´simale. Celui-
ci avait d’ailleurs de´ja` pre´sente´e l’essentiel de sa the´orie, en 1869, dans un article paru
dans la Revue des Socie´te´s Savantes.
Toujours en 1872, dans le premier paragraphe d’un article consacre´ aux se´ries
trigonome´triques, « U¨ber die Ausdehnung eines Satzes aus der Theorie der trigono-
metrischen Reihen » (Sur l’extension d’une proposition de la the´orie des se´ries trigo-
nome´triques), Cantor revint assez rapidement sur la de´finition de Weierstrass, dont
il proposa une nouvelle formulation, faisant intervenir les suites de Cauchy de ration-
nels. La de´finition de Cantor fut ensuite expose´e a` nouveau, dans une formulation
plus pre´cise, en 1883 dans un article publie´ sur les Mathematische Annalen.
Une the´orie tre`s proche de celle de Cantor fut pre´sente´e, toujours en 1872, par
E. Heine, dans son article «Die Elemente der Funtionenlehre» (Les e´le´ments de la
the´orie des fonctions). L’article de Cantor de 1872 se pre´sentait d’ailleurs, de´ja` comme
un commentaire d’un article pre´ce´dent de Heine.
Finalement, une the´orie assez diffe´rente, autant de celle de Weierstrass que de sa
reformulation par Cantor et Heine, fut pre´sente´e, toujours en 1872, par R. Dedekind
dans le me´moire Stetigkeit und Irrationale Zahlen (Continuite´ et nombres irration-
nels). Je reviendrais plus loin sur la the´orie de Dedekind (cf. en particulier la note
historique 6.15). Ici, je ne voudrais faire que quelques courtes observations a` propos
des the´ories de Weierstrass et Cantor.
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L’ide´e essentielle de Weierstrass e´tait de de´finir un nombre re´el positif a` par-
tir de la conside´ration des suites {ui}∞i=0 des nombres rationnels telles que la suite{
j∑
i=0
ui
}
de toutes les sommes d’un nombre fini quelconque de termes de ces suites
soit supe´rieurement borne´e dans Q+ par un nombre naturel strictement positif. Parmi
ces suites, Weierstrass propose en particulier de conside´rer des suites dont les termes
ne soient que des fractions de l’unite´ et il propose d’associer a` chacune de ces suites
un «nombre» qui est totalement de´termine´ par cette meˆme suite. On observe que ce
nombre n’est pas de´fini comme la somme d’une se´rie telle que
∞∑
i=0
ui, ce qui aurait
cause´ une circularite´, en demandant de s’assurer de l’existence de cette somme avant
d’avoir de´fini l’ensemble auquel elle appartient. L’ide´e de Weierstrass est plutoˆt celle
de conside´rer le «nombre» associe´ aux suites {ui}∞i=0 comme un objet dont les pro-
prie´te´s relationnelles, vis-a`-vis d’autres objets de la meˆme nature, sont comple`tement
de´termine´es par les proprie´te´s de la suite a` laquelle il est associe´. Pour reconnaˆıtre
cet objet comme un nombre, en particulier un nombre re´el positif, Weierstrass n’a
ainsi qu’a` de´finir convenablement une e´galite´, une relation d’ordre, une addition et
une multiplication sur ces suites, a` partir e´videmment des relations et des ope´rations
de´finies sur l’ensemble des nombres rationnels positifs.
Comme on le voit, la the´orie de Weierstrass est fort similaire a` celle qu’on a
expose´e ci-dessus et qu’on a attribue´e a` Cantor. La conside´ration des suites de Cau-
chy de rationnels permet tout simplement d’alle´ger la construction et de la rendre
plus imme´diate. Cantor introduit d’abord ces suites sous le nom de « suites fonda-
mentales », tout en les de´finissant comme on l’a fait dans la de´finition 4.2. Il de´finit
ensuite, exactement comme on l’a fait ci-dessus, une e´galite´, une relation d’ordre, une
addition et une multiplication sur les suites fondamentales, mais, au lieu de de´finir
un nombre re´el comme une classe d’e´quivalence de suites fondamentales (comme on
le fait aujourd’hui avec un gain conside´rable de pre´cision et de clarte´) il le de´finit, a`
la manie`re de Weierstrass (auquel il reconnaˆıt le me´rite d’avoir e´te´ le premier a` e´viter
la circularite´ qu’on a e´voque´e ci-dessus), comme un «nombre» associe´ a` ces suites,
qu’il appelle « limite» de celles-ci.
Lectures possibles : J. Cavaille`s, «Remarques sur la formation de la the´orie
abstraite des ensembles », in J. Cavaille`s, Philosophie mathe´matique, Hermann, Paris,
1962, pp. 23-176.
4.2. De´finition implicite des re´els : l’axiome de Dedekind. Dans le paragraphe
pre´ce´dent, on a montre´ que les suites de Cauchy a` termes dans Q qui convergent vers une
limite dans Q se comportent, relativement les unes aux autres, comme leurs limites rationnelles
se comportent relativement les unes aux autres. Si on conside`re Q comme un sous-ensemble
de R et qu’on de´finit ce dernier ensemble en accord avec la de´finition 4.5, ces limites ne sont
pourtant que des classes d’e´quivalence de suites de Cauchy a` termes dans Q. Remplacer toutes
les suites de Cauchy a` termes dans Q qui convergent vers une limite dans Q par leurs limites
rationnelles ne signifie alors, a` la rigueur, que les remplacer par des classes d’e´quivalence de
suites de Cauchy a` termes dans Q. Si on veut penser le passage d’une de ces suites a` sa limite
rationnelle comme un passage d’une suite a` un objet mathe´matique qui n’est ni une suite
ni une classe de suites et, tout de meˆme, de´finir R en accord avec la de´finition 4.5, il faut
donc penser Q non pas comme un sous-ensemble de R, mais comme un ensemble inde´pendant,
dont on pourrait e´ventuellement montrer qu’il est isomorphe avec un sous-ensemble de R. Le
remplacement de toute suite de Cauchy a` termes dans Q (ou de quelques-unes de ces suites) par
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sa limite rationnelle pourrait alors eˆtre pense´e comme un remplacement d’un sous-ensemble de
R meˆme par un autre ensemble, de´fini de manie`re inde´pendante, dont on pourrait montrer qu’il
est isomorphe a` l’ensemble qu’il substitue. Pourtant, pour rendre cette substitution le´gitime,
relativement a` l’ensemble R pris comme un tout, il faudrait encore expliquer comment les
nombres rationnels (de´finis de manie`re inde´pendante) se comportent face aux suites de Cauchy
a` termes dans Q qui divergent dans Q. Ceci est naturellement possible, et le lecteur ne sera pas
surpris d’apprendre que cette explication peut eˆtre telle qu’aucun des re´sultats trouve´s dans R
pour les ope´rations de´finies sur cet ensemble, une fois qu’on a ope´re´ la substitution indique´e,
ne contredit ceux trouve´s dans Q pour les meˆmes ope´rations restreintes a` Q.
Pourtant, si on de´cide de distinguer entre les classes d’e´quivalence des suites de Cauchy a`
termes dans Q qui convergent vers une limite dans Q et les limites rationnelles de ces suites,
il est beaucoup plus naturel de distinguer aussi entre les (classes d’e´quivalence des) suites de
Cauchy a` termes dans Q qui divergent dans Q et quelque chose qu’on pourrait identifier avec
leur limite non rationnelle, ou « irrationnelle», comme on le dit en ge´ne´ral. Pour ce faire, il faut
pourtant penser R non plus comme un ensemble de classes d’e´quivalence de suites a` termes
dans Q (c’est-a`-dire comme un ensemble d’ensembles de sous-ensembles de Q), mais comme
un ensemble qui contient, a` coˆte´ des e´le´ments de Q, aussi d’autres e´le´ments qui peuvent eˆtre
traite´s comme les limites dans R des suites de Cauchy a` termes dans Q, qui divergent dans
Q. Pour ce faire, ou peut, ou bien chercher une manie`re d’e´tendre Q, distincte de celle qu’on
a adopte´e ci-dessus, ou bien de´finir directement, sans aucunement se re´clamer de la donne´e
pre´alable de Q (et donc d’aucune suite a` termes dans Q), un nouvel ensemble d’objets qu’on
peut penser comme des nombres, et tel qu’un sous-ensemble convenable d’un tel ensemble soit
isomorphe a` Q, et le faire de sorte qu’il demeure possible d’e´crire une e´galite´ entre toute suite
de Cauchy a` termes dans Q et un e´le´ment de ce nouvel ensemble. C’est justement le but de la
de´finition axiomatique de R qu’on va exposer ci-dessous.
Comme on a de´ja` vu que l’ensemble N R, lorsqu’il est de´fini d’apre`s la de´finition 4.5 (c’est-
a`-dire a` la manie`re de Cantor), forme, avec les ope´rations + et · et la relation ≤ de´finies
comme ci-dessus, un corps commutatif totalement ordonne´, la chose la plus naturelle a` faire
est de de´finir d’emble´e l’ensemble R comme un ensemble satisfaisant en meˆme temps aux deux
conditions suivantes :
i) le quadruplet < R,+, ·,≤> est un corps commutatif totalement ordonne´ ;
ii) l’ensemble R est ferme´ par rapport a` l’ope´ration de passage a` la limite des se´ries de
Cauchy a` termes dans R.
Si on fait abstraction de ce qu’on a dit ci-dessus, on ne peut comprendre la condition (ii)
qu’en la confrontant a` la condition (i ), car c’est justement parce que le quadruplet < R,+, ·,≤>
est suppose´ eˆtre un corps (commutatif) totalement ordonne´, au meˆme titre que le quadruplet
< Q,+, ·,≤>, qu’on peut parler de suites de Cauchy a` termes dans R. Les de´finitions 2.4 et
4.2, respectivement des suites a` termes dans Q qui convergent vers une limite dans Q, et des
suites de Cauchy a` termes dans Q, ne s’appuient en fait que sur des proprie´te´s que l’ensemble
Q posse`de en tant qu’il participe d’un corps totalement ordonne´. Une fois qu’on suppose que le
quadruplet < R,+, ·,≤> est un corps (commutatif) totalement ordonne´, on peut donc re´pe´ter
ces de´finitions a` la lettre en changeant Q par R. C’est justement ce qu’on a fait dans les
de´finitions 4.11 et 4.13, si bien qu’on peut se re´clamer ici de ces meˆmes de´finitions et leur
rapporter la condition (ii).
Le proble`me est donc de comprendre a` quelle condition l’ensemble R, intervenant dans le
corps commutatif totalement ordonne´ < R,+, ·,≤>, est ferme´ par rapport a` l’ope´ration de
passage a` la limite des suites de Cauchy a` termes dans R. La re´ponse a` cette question est la
clef de la strate´gie suivie par Dedekind pour de´finir l’ensemble des nombres re´els.
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Pour comprendre cette re´ponse, revenons sur la de´finition 4.11, supposons que l’ensemble
R des nombres re´els soit donne´, par exemple d’apre`s la construction de Cantor, et imaginons
qu’une suite de Cauchy a` termes dans R, {ri}∞i=0, soit telle que pour tout Λ appartenant a` R, il y
ait un nombre naturel m, tel que um > Λ. Fixons alors un nombre re´el ε, et prenons un nombre
naturel n = nε tel que si p ∈ N, alors pour tout i > nε, |ri+p − ri| < ε. Comme on a suppose´
que {ri}∞i=0 est une suite de Cauchy, quel que soit ε, il est possible de trouver un nombre naturel
tel que celui-ci. Il est clair que la suite {ri}∞i=0 ne comporte que nε + 1 termes ri, tels que i ≤
nε. La collection {ri}nεi=0 = {r0, r1, ..., rnε} de ces termes posse`de donc certainement un terme
maximal, c’est-a`-dire qu’il existe un nombre naturel h, tel que rh ∈ {ri}nεi=0 (c’est-a`-dire que
0 ≤ h ≤ nε) et que si 0 ≤ i ≤ nε, alors ri ≤ rh. Prenons alors un nombre re´el Λ′ plus grand
que rh . D’apre`s notre hypothe`se, il doit e´videmment y avoir un nombre naturel m
′, tel que
rm′ > Λ
′. Quel que soit ce nombre, il doit ne´cessairement eˆtre plus grand que nε, de sorte que
le terme rm′ de {ri}∞i=0 appartient a` la collection {ri}∞i=nε+1 correspondant a` des valeurs de i
plus grandes que nε. Pourtant la collection {ri}m
′
i=0 est, elle aussi, finie et elle posse`de donc, a`
son tour, un terme maximal. Or, comme rm′ > Λ
′ > rh, ce terme doit appartenir a` la collection
{ri}m
′
i=nε+1
. On aura donc un nombre naturel k, plus grand que nε et plus petit ou e´gal a` m
′,
tel que nε < i ≤ m′ ⇒ ri ≤ rk. Ceci e´tabli, conside´rons un nouveau nombre re´el Λ′′ plus grand
que rk et tel que Λ
′′ − rk ≥ ε. D’apre`s notre hypothe`se, il doit e´videmment y avoir aussi un
nombre naturel m′′ tel que rm′′ > Λ
′′, et quel que soit ce nombre, il doit ne´cessairement eˆtre
plus grand que m′ et donc plus grand que nε. Il s’ensuit que la diffe´rence |ri+j − ri| s’identifie,
pour un certain i plus grand que nε et un certain j naturel, a` la diffe´rence |rm′′ − rk|, qui,
parce que rm′′ > Λ
′′ > rk et Λ
′′− rk ≥ ε, ne pourra pas eˆtre plus petite que ε. Donc, ou bien
la suite {ri}∞i=nε+1 n’est pas une suite de Cauchy, ou bien elle n’est pas telle que pour tout Λ
appartenant a` R, il y ait un nombre naturel m, tel que rm > Λ.
Si une suite {ri}∞i=0 a` termes en R est une suite de Cauchy, il y aura donc toujours un
nombre re´el Λ , tel qu’aucun des termes de cette suite est plus grand que Λ. Encore une fois
on a de´montre´ ceci, en utilisant une preuve par l’absurde qui n’emploie pas le tiers exclu, mais,
pour le faire, on a suppose´ que l’ensemble R des nombres re´els e´tait pre´alablement donne´.
Pourtant, meˆme si on fait abstraction de cette condition essentielle pour notre preuve, rien ne
nous empeˆche de conside´rer la proprie´te´ que notre preuve assigne a` toute suite de Cauchy a`
termes dans R, comme une proprie´te´ remarquable dont certaines suites a` termes dans quelque
ensemble E peuvent jouir. Cette proprie´te´ me´rite une de´finition :
De´finition 4.14. On dit qu’une suite {ui}∞i=0 a` termes dans un ensemble totalement or-
donne´ E est supe´rieurement borne´e dans E (ou, inversement, infe´rieurement borne´e), s’il y
a un e´le´ment Λ de E, tel que, quel que soit le nombre naturel i, ui ≤ Λ (ou, inversement,
Λ ≤ ui) ; plus ge´ne´ralement on dit qu’un sous-ensemble E′ de E est supe´rieurement born dans
E (ou, inversement, infe´rieurement borne´), s’il y a un e´le´ment Λ de E tel que x ∈ E′ ⇒ x ≤ Λ
(inversement Λ ≤ x). Λ sera alors dite «majorant » (ou, inversement, «minorant » ) de E′ et
E′ sera dit aussi «majore´ » (ou inversement «minore´ » ) par Λ.
Ce qu’on vient de montrer, a` partir de l’hypothe`se de la donne´e pre´alable de R, est donc
que toute suite de Cauchy a` termes dans R est supe´rieurement borne´e dans R. Analoguement,
on aurait pu de´montrer que toute suite de Cauchy a` termes dans R est infe´rieurement borne´e
dans R. Le lecteur pourra conduire cette preuve comme exercice. Il n’est pas non plus difficile
de constater que la meˆme preuve qu’on vient de donner pour des suites de Cauchy a` termes
dans R peut eˆtre re´pe´te´e pour des suites de Cauchy a` termes dans Q. Ce qui pourtant distingue
R de Q est une proprie´te´ dont l’ensemble des majorants ou des minorants d’une suite de Cauchy
a` termes dans R ou dans Q jouit dans R, mais pas dans Q.
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Remarque 6.19. Pour expliciter cette proprie´te´, on raisonnera ci-dessous sur des suites
de Cauchy respectivement a` termes dans Q et dans R. Le lecteur doit pourtant garder a`
l’esprit que Q n’est qu’un sous-ensemble de R, donc toute suite a` termes dans Q est, en
meˆme temps, une suite a` termes dans R, bien que la re´ciproque ne vaille pas. La proprie´te´
dont on va parler concerne d’ailleurs les ensembles R et Q, non pas en tant qu’ensembles
auxquels appartiennent les termes d’une suite de Cauchy, mais en tant qu’ensembles aux-
quels appartiennent ou e´ventuellement n’appartiennent pas des minorants ou des majorants
particuliers d’une suite, autant a` termes dans Q qu’a` termes dans R.
Imaginons qu’une suite de Cauchy, a` termes respectivement dans Q ou dans R, soit majore´e
par un nombre Λ, respectivement rationnel ou re´el, alors elle sera aussi majore´e par tout nombre
Λ′, respectivement rationnel ou re´el, plus grand que Λ. Toute suite de Cauchy a` termes dans Q
ou dans R a donc une infinite´ de majorants, et, de meˆme, une infinite´ de minorants. Pour fixer
les ide´es et simplifier la situation, imaginons que la suite en question soit croissante. Alors, elle
sera sans doute minore´e par un de ses termes et par tout nombre, respectivement rationnel ou
re´el, plus petit que ce terme (encore une fois, la preuve est laisse´e au lecteur comme exercice) ;
de surcroˆıt, aucun nombre, respectivement rationnel ou re´el, plus grand que ce terme ne pourra
eˆtre un minorant de cette suite, car, quel que soit ce nombre, il y aura au moins un terme
de la suite qui est plus petit que lui. L’ensemble des minorants de notre suite sera donc, non
seulement supe´rieurement borne´, mais contiendra aussi un e´le´ment maximale, respectivement
dans Q ou dans R : il y aura un nombre, respectivement rationnel ou re´el, qui est le plus grand
des minorants de cette suite et ce nombre n’est rien d’autre qu’un terme de la suite, le plus
petit de ces termes. Cela devra eˆtre clair, et ne demande pas d’autres explications. La question
qui se pose est en revanche autre : est on suˆr qu’une suite de Cauchy croissante, a` termes dans
Q ou dans R, soit telle que l’ensemble de ses majorants ne soit pas vide et posse`de un e´le´ment
minimal, respectivement dans Q ou dans R ; qu’il y ait un nombre, respectivement rationnel
ou re´el, qui est le plus petit des majorants de cette suite ? La re´ponse est diffe´rente, selon que
l’on cherche ce majorant minimal dans Q ou dans R.
Si notre suite est une suite a` termes dans Q, et qu’on cherche ce majorant minimal dans Q,
rien ne nous assure que ceci soit le cas. Si on conside`re deux segments incommensurables, on
choisit le premier de ces segments comme unite´ de mesure, alors la suite des mesures approche´es
du deuxie`me segment relatives a` cette unite´ de mesure, obtenues par le biais de la proce´dure
expose´e dans le paragraphe 1, est certainement une suite de Cauchy croissante et elle est
superieurement borne´e dans Q, mais l’ensemble de ses majorants n’a pas de termes minimale
dans Q. Le lecteur pourra ve´rifier ceci a` titre d’exercice. Si par exemple, on conside`re le coˆte´
et la diagonale d’un carre´, on prend le premier de ces segments comme unite´ de mesure et on
pose, quel que soit le nombre naturel strictement positif i, mi = 10, on obtient la suite
1,
14
10
,
141
100
,
1.414
1.000
,
14.142
10.000
,
141.421
100.000
, ...
qui est sans doute une suite de Cauchy supe´rieurement borne´e dans Q (e´tant, par exemple,
majore´e par le nombre rationnel 2), mais qui est aussi telle que l’ensemble de ses majorants n’a
pas de terme minimal dans Q.
Conside´rons en revanche une suite de Cauchy croissente a` termes dans R (ou meˆme seule-
ment dans Q), {r1}∞i=0 et cherchons ce majorant minimal dans R. On peut raisonner comme
il suit. Une suite de Cauchy a` termes dans R (et, a fortiori, dans Q) a sans doute une li-
mite r dans R. Or, comme cette suite est croissante, il y aura un nombre naturel n tel que
i > n ⇒ ri+1 > ri. Il est alors claire que r, est aussi plus grand que tout terme ri de la suite,
tel que i > n. Il sera donc un majorant de la suite {ri}∞i=n+1 (le lecteur de´montrera ceci sans
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difficulte´). Mais comme les termes de la suite s’approchent de plus en plus de cette limite,
c’est-a`-dire que, pour chaque nombre re´el ε, il y a toujours un terme de la suite dont la distance
avec la limite — c’est-a`-dire la diffe´rence entre cette limite et ce terme (comme on parle de
suite croissante, il ne sera pas ne´cessaire de parler de valeur absolue) — est plus petite que ε,
il s’ensuit qu’aucun nombre re´el plus petit que cette limite peut eˆtre un majorant d’une telle
suite. Comme l’ensemble {ri}ni=0 ne contient qu’un nombre fini d’e´le´ments, et qu’il posse`de
donc un terme maximale, il s’ensuit que l’ensemble des majorants de la suite {r1}∞i=0 posse`de
un e´le´ment minimal dans R : il y a sans doute un nombre re´el, qui est le plus petit des majo-
rants de cette suite, et ce nombre est ou bien la limite r de cette suite, ou bien un terme ri de
cette suite, tel que i ≤ n. En raisonnant de la meˆme manie`re, on peut de´montrer qu’une suite
de Cauchy de´croissante (c’est-a`-dire telle qu’il existe un nombre naturel n, tel que, au-de´la` de
l’n-ie`me terme de la suite, les termes de cette suite sont de plus en plus petits), a` termes dans
R (et, a fortiori, dans Q) est telle que l’ensemble de ses minorants posse`de un e´le´ment maximal
dans R. Un raisonnement analogue, mais le´ge`rement modifie´, que le lecteur ne devra avoir, a` ce
stade, aucune difficulte´ a` formuler, montre que si une suite de Cauchy a` termes dans R (et, a
fortiori, dans Q) n’est ni croissante, ni de´croissante (comme c’est le cas, par exemple, de la suite{
1,− 12 , 14 ,− 18 , . . .
}
=
{
(−1)i 12i
}∞
i=0
), alors elle est telle que les ensembles respectivement de ses
minorants et de ses majorants posse`dent un extreˆme (c’est-a`-dire respectivement un e´le´ment
maximal et un e´le´ment minimal) dans R (qui sera dans les deux cas un terme de la suite ; dans
l’exemple pre´ce´dent, respectivement le terme u1 = (−1) 12 = − 12 et le terme u0 = (−1)0 120 = 1).
On vient donc de de´montrer qu’une suite de Cauchy a` termes dans R (et, a fortiori, dans Q) est
toujours telle que les ensembles respectivement de ses minorants et de ses majorants posse`dent
un extreˆme dans R.
Cette proprie´te´ remarquable de R n’est pas une proprie´te´ de Q.
L’ide´e clef de la me´thode de Dedekind est justement de caracte´riser axiomatiquement R
comme un ensemble qui forme, avec les ope´rations + et · et la relation ≤, un corps commutatif
totalement ordonne´, et qui satisfait de surcroˆıt a` une condition supple´mentaire (qui n’est pas
satisfaite par Q) et qui n’est rien d’autre qu’une ge´ne´ralisation convenable (formule´e sans se
re´clamer de suites de Cauchy a` termes dans R) de la proprie´te´ dont on vient de de´montrer,
en partant de la supposition que R est donne´ pre´alablement, qu’elle est une proprie´te´ de de
ce dernier ensemble (mais non de Q). Une fois que cela sera fait, il sera ensuite possible de
de´montrer que l’ensemble R, ainsi caracte´rise´, est ferme´ par rapport a` l’ope´ration de passage a`
la limite des suites de Cauchy a` termes dans ce meˆme ensemble.
Ceci peut se faire (au moins) de deux manie`res diffe´rentes, mais e´quivalentes entre elles.
En premier lieu, on peut stipuler que si A et B sont deux sous-ensembles non vides de
R, tels que : i) chaque e´le´ment de A est plus petit que chaque e´le´ment de B, c’est-a`-dire, en
symboles,
(x ∈ A) ∧ (y ∈ B)⇒ x < y
(ce qui implique que l’intersection A ∩ B de ces ensembles est vide) ; ii) chaque e´le´ment de R
appartient soit a` A, soit a` B, c’est-a`-dire, en symboles,
x ∈ R⇒ (x ∈ A) ∨ (y ∈ B)
(ce qui implique que l’union A∪B de ces ensembles s’identifie a` R lui-meˆme, c’est-a`-dire que B
co¨ıncide avec le comple´mentaire, «AC
R
», de A par rapport a` R) ; alors, il y a dans R un e´le´ment
z, qui est en meˆme temps plus grand ou e´gal a` tous les e´le´ments de A et plus petit ou e´gal a`
tous les e´le´ments de B, c’est-a`-dire, en symboles,
∃z ∈ R tel que : [(x ∈ A) ∧ (y ∈ B)⇒ x ≤ z ≤ y]
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C’est le contenu de ce qu’on appelle ge´ne´ralement « axiome de la coupure», ou meˆme
« axiome de Dedekind», car la proprie´te´ e´nonce´e par cet axiome fut justement observe´e pour
la premie`re fois par Dedekind dans un me´moire de 1872.
En deuxie`me lieu, on peut stipuler que si A est un sous-ensemble de R supe´rieurement
borne´ dans R, alors il y a dans R un e´le´ment Λ qui est le plus petit des majorants de A.
Pour rendre plus clair le contenu de cette dernie`re stipulation, posons d’abord la de´finition
suivante :
De´finition 4.15. Si un sous-ensemble E′ d’un ensemble E totalement ordonne´ est supe´rieurement
borne´ dans E (inversement, infe´rieurement borne´ dans E), et que le sous-ensemble de E com-
pose´ par tous les majorants de E′ (inversement, par tous les minorants de E′) posse`de un
e´le´ment minimal (inversement maximal), alors on dit que E′ posse`de une borne supe´rieure
(inversement, une borne infe´rieure) dans E, on appelle justement cet e´le´ment minimal (inver-
sement maximal) « borne supe´rieure de E′ dans E » (inversement, « borne infe´rieure de E′ dans
E » ), et on le note par le symbole «ΛE′⊆E » (inversement, «ΛE′⊆E » ). La borne supe´rieure
ΛE′⊆E de E
′ dans E est donc un e´le´ment z de E, tel que
[(x ∈ E′)⇒ (x ≤ z)] ∧ {(y ∈ E)⇒ [(y < z)⇒ ∃v ∈ E′ tel que v ≥ y]}
En revanche, la borne infe´rieure Λ
E′⊆E
de E′ dans E est un e´le´ment z de E, tel que
[(x ∈ E′)⇒ (z ≤ x)] ∧ {(y ∈ E)⇒ [(z < y)⇒ ∃v ∈ E′ tel que y ≥ v]}
La stipulation pre´ce´dente revient alors a` poser que si A est un sous-ensemble de R non vide
supe´rieurement borne´ dans R, alors A posse`de une borne supe´rieure ΛA⊆R dans R (e´videmment
la stipulation re´ciproque pour les sous-ensembles de R infe´rieurement limite´s est e´quivalente
et peut eˆtre de´duite comme the´ore`me, une fois qu’on a pose´ que tout sous-ensemble A de R
non vide et supe´rieurement borne´ dans R posse`de une borne supe´rieure ; le lecteur est invite´ a`
prouver cette e´quivalence a` titre d’exercice). C’est le contenu de ce qu’on appelle ge´ne´ralement
« axiome de la borne supe´rieure».
L’e´quivalence entre l’axiome de la coupure et celui de la borne supe´rieure est facile a`
prouver.
On imagine d’abord que A est un sous-ensemble de R supe´rieurement borne´ dans R. Soit
alors M [A] l’ensemble des majorants de A dans R et M [A]C
R
le comple´mentaire de M [A] par
rapport a` R. De la de´finition meˆme de l’ensemble comple´mentaire d’un ensemble donne´, il est
clair que tout e´le´ment x de R appartient soit a` M [A], soit a` M [A]C
R
. De surcroˆıt, si x est un
e´le´ment de R qui appartient a` M [A], alors x est un majorant de A dans R, et donc — comme
tout e´le´ment de R qui est plus grand qu’un majorant de A dans R est a` son tour un majorant de
A — il s’ensuit que tout e´le´ment de M [A]C
R
est plus petit que tout e´le´ment de M [A]. Les deux
ensembles M [A] et M [A]C
R
satisfont donc aux conditions (i) et (ii) intervenant dans l’e´nonce´
de l’axiome de coupure. Si on suppose donc cet axiome, il s’ensuit qu’il y a un e´le´ment α de R,
tel que
[(
x ∈M [A]C
R
) ∧ (y ∈M [A])⇒ x ≤ α ≤ y]
Comme l’union de M [A] et de M [A]C
R
co¨ıncide avec R, il est clair que α, e´tant un e´le´ment de
R, appartient soit a` M [A], soit a` M [A]C
R
, mais comme l’intersection de ces ensembles est vide,
il ne peut qu’appartenir a` un seul de ces ensembles. S’il appartenait a`M [A]C
R
, alors ce ne serait
pas un majorant de A, et il y aurait donc un e´le´ment a de A, tel que α < a. Mais si ceci e´tait
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le cas, alors, comme < R,+, ·,≤> est un corps totalement ordonne´,
α+ a < a+ a
α+ α < a+ α
et donc
(104) α <
α+ a
2
< a
L’e´le´ment α+a2 de R serait donc plus grand que α et donc il devrait appartenir a` M [A], mais
il serait aussi plus petit que l’e´le´ment a de A et donc il ne pourrait pas eˆtre un majorant de
A et il devrait donc appartenir a` M [A]C
R
. De l’hypothe`se que α appartient a` M [A]C
R
, il suit
donc une contradiction et donc α n’appartient pas a` M [A]C
R
et il appartient par conse´quence a`
M [A]. α est ainsi l’e´le´ment minimal de M [A] et il est donc la borne supe´rieure de A. On a donc
prouve´ que si A est un sous-ensemble de R supe´rieurement borne´ et l’axiome de la coupure est
suppose´, alors A posse`de une borne supe´rieure dans R.
On suppose maintenant l’axiome de la borne supe´rieure et on conside`re deux sous-ensembles
A et B de R qui satisfont aux conditions (i) et (ii) intervenant dans l’e´nonce´ de l’axiome de
coupure. Il est alors clair que A est superieurement borne´ dans R, car tout e´le´ment de B est un
majorant de A dans R. Il posse`de donc une borne supe´rieure α qui ne pourra eˆtre plus grande
qu’aucun e´le´ment de B, car tout e´le´ment de B est un majorant de A. Donc α ne pourrait
qu’eˆtre telle que
A ≤ α ≤ B
comme le veut justement l’axiome de la coupure.
Remarque 6.20. On observe que la preuve de la deuxie`me des deux implications
pre´cedentes peut eˆtre re´pe´te´e pour n’importe quel ensemble totalement ordonne´. On peut
donc dire que tout ensemble totalement ordonne´ qui satisfait a` l’axiome de la borne supe´rieure
satisfait aussi a` l’axiome de la coupure. En revanche pour conduire la preuve de la premie`re
implication, on s’est re´clame´ de certaines proprie´te´s auxquelles l’ensemble R satisfait en
tant qu’il participe d’un corp totalemnt ordonne´. Il est pourtant clair qu’on s’est re´clame´
de ces proprie´te´s seulement pour construire l’e´le´ment α+a2 de R qui satisfait a` (104). Pour
s’assurer qu’il y a un e´le´ment β de R tel que
α < β < a
on aurait pourtant puˆ ne se re´clamer que de la densite´ de R. Donc notre preuve peut s’ap-
pliquer a` tout ensemble totalement ordonne´ dense. On en tire que tout ensemble totalement
ordonne´ et dense qui satisfait a` l’axiome de la coupure, satisfait aussi a` l’axiome de la borne
supe´rieure.
Imaginons maintenant que < R,+, ·,≤> soit un corps (commutatif) totalement ordonne´,
que R satisfasse a` l’axiome de la borne supe´rieure, et qu’il y ait de surcroˆıt deux e´le´ments x et
y de R, strictement positifs, tels que, quel que soit le nombre naturel strictement positif n,
x+ x+ x+ . . .+ x︸ ︷︷ ︸
n fois
≤ y
On observe d’abord que si on note par le symbole « 1» l’e´le´ment neutre de la multiplication
dans R, alors, par effet de la distributivite´ de la multiplication sur l’addition on a
x+ x+ x+ . . .+ x︸ ︷︷ ︸
n fois
= (1 + 1 + 1 + . . .+ 1)x︸ ︷︷ ︸
n fois
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et si on note par « n˜ » la somme de l’addition
1 + 1 + 1 + . . .+ 1︸ ︷︷ ︸
n fois
qui, < R,+, ·,≤> e´tant un corps, est sans doute un e´le´ment de R, on tire l’e´galite´
x+ x+ x+ . . .+ x︸ ︷︷ ︸
n fois
= n˜x
L’hypothe`se (4.2) se re´duit donc a` la condition :
n˜x ≤ y
Le sous-ensemble
{
0x, 1x, 2˜x, 3˜x, . . .
}
(ou` 0 et 1 sont e´videmment les e´le´ments neutres
respectivement de l’addition et de la multiplication dans R, et 2˜, 3˜, . . . et 2˜x, 3˜x, . . . sont de´finis
comme on vient de voir) serait alors supe´rieurement limite´ dans R. Par l’axiome de la borne
supe´rieure, il admettrait ainsi une borne supe´rieure. Soit X cette borne supe´rieure. Alors, quel
que soit le nombre naturel m, on aurait
˜(m+ 1)x ≤ X
c’est-a`-dire (comme, par de´finition, ˜(m+ 1) = m˜+ 1),
m˜x ≤ X − x
et X − x < X serait alors un majorant de
{
0x, 1x, 2˜x, 3˜x, . . .
}
et X ne pourrait donc pas eˆtre
la borne supe´rieure de ce sous-ensemble de R.
Il s’ensuit que, quels que soient les e´le´ments x et y de R, strictement positifs, il y a un
nombre naturel strictement positif n, tel que n˜x > y.
De surcroˆıt, < R,+, ·,≤> e´tant un corps totalement ordonne´, il n’est pas possible qu’il y
ait un nombre naturel strictement positif ν, tel que, pour quelque nombre naturel µ plus petit
que ν, ν˜ = µ˜, et donc les e´le´ments i˜ (i = 2, 3, . . .) de R se comportent les uns par rapport aux
autres, et tous par rapport aux e´le´ments neutres de l’addition et de la multiplication dans R, 0
et 1, comme les nombres naturels 2, 3, . . . se comportent les uns par rapport aux autres, et tous
par rapport aux nombres naturels 0 et 1. En d’autres termes le sous-ensemble
{
0, 1, 2˜, 3˜, . . .
}
de R est isomorphe a` N et peut donc eˆtre pris pour cet ensemble, de sorte que N re´sulte eˆtre
un sous-ensemble de R. On a ainsi de´montre´ le the´ore`me suivant, e´nonc¸ant le principe dit
«d’Archime`de» pour tout corps (commutatif) totalement ordonne´ :
The´ore`me 4.3. Si < R,+, ·,≤> est un corps (commutatif) totalement ordonne´ et R sa-
tisfait a` l’axiome de la borne supe´rieure, alors, quels que soient x et y appartenant a` R et
strictement positifs, il y a un nombre naturel strictement positif n, tel que
nx > y
On verra que ce the´ore`me sera utile par la suite.
Note Historique 6.14. Parmi les de´finitions qui ouvrent le Ve`me livre des E´le´ments,
juste avant d’e´noncer la ce´le`bre de´finition 5, introduisant la notion d’e´galite´ des rap-
ports (cf. la note historique 6.3), Euclide donne la de´finition suivante, qui est donc,
la de´finition 4 du livre V : «Des grandeurs sont dites avoir un rapport l’une rela-
tivement a` l’autre quand elles sont capables, e´tant multiplie´es, de se de´passer l’une
l’autre». Naturellement, l’expression « e´tant multiplie´es» se re´fe`re ici a` la multipli-
cation par des nombres entiers positifs, de sorte que la de´finition 4 du livre V des
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E´le´ments doit s’interpre´ter ainsi : des grandeurs x et y sont dites avoir un rapport
l’une relativement a` l’autre quand il existe un nombre naturel strictement positif
n, tel que nx > y. Il s’ensuit que cette de´finition se re´clame de la condition que,
dans le the´ore`me pre´ce´dent, on a assigne´e aux e´le´ments strictement positifs de R,
pour caracte´riser la relation binaire ‘x a un rapport avec y’ re´fe´re´e a` des grandeurs
(qui ne sont d’ailleurs, pour Euclide, que des quantite´s, en particuliers des quantite´s
continues, qu’on qualifierait aujourd’hui de strictement positives).
Le roˆle qu’on assigne a` cette de´finition, dans le cadre de la the´orie euclidienne des
grandeurs de´pend naturellement de la manie`re dont on interpre`te la notion euclidienne
de rapport, qui est introduite par Euclide dans la de´finition V.3 et qui fera l’objet de
la de´finition V.5. La de´finition V.3 est la suivante : «Un rapport est la relation, telle
ou telle, selon la taille qu’il y a entre deux grandeurs du meˆme genre».
Cette de´finition est fort proble´matique, et il est possible d’interpre´ter la the´orie
expose´e dans le Ve`me livre des E´le´ments de telle sorte qu’elle n’y joue aucun roˆle.
Comme on l’a vu dans la note historique 6.3, on peut d’abord fusionner les de´finitions 3.1
et 4.1 et interpre´ter directement la premie`re comme une de´finition de proportionnalite´.
Ensuite, on peut remplacer, toutes les fois qu’elle apparaˆıt dans le livre V, l’expres-
sion « avoir (ou eˆtre dans) le meˆme rapport» par une pe´riphrase convenable ne faisant
pas intervenir la notion de rapport, mais seulement celle de proportionnalite´. Cela
revient au fond a` comprendre la de´finition 3.1 comme une de´finition contextuelle de
la relation ‘eˆtre dans le meˆme rapport’, qui ne demande aucunement une de´finition
pre´alable de la notion de rapport entre deux grandeurs. Cette de´finition se trouverait
de cette manie`re eˆtre, de facto, exclue de la structure logique du livre V. Elle y sub-
sisterait ainsi purement comme la marque d’une incertitude locale, efface´e ensuite, et
on pourrait meˆme soupc¸onner qu’elle ne de´rive que d’une interpolation.
Meˆme s’il maintint (sous une autre nume´rotation) la de´finition 3.1, Commandinus
avait de´ja` montre´, au XVIe`me sie`cle, par son e´dition des E´le´ments que cette, lecture
est possible. Une lecture oppose´e a` celle de, plus ou moins contemporaine de celle-ci,
fut en revanche propose´e par Clavius qui, dans son e´dition des E´le´ments, insista par
contre sur le roˆle central que, d’apre`s lui, la notion de rapport de deux grandeurs,
joue dans le livre V. Bien que, sur plusieurs points, la lecture de Clavius confe`re a`
la the´orie d’Eudoxe et Euclide une richesse bien plus grande que celle a` laquelle la
confine la lecture de Commandinus, elle ne sait pas re´soudre la principale difficulte´ :
comment interpre´ter l’e´nigmatique de´finition V.3 ? comment de´finir un rapport entre
deux grandeurs dans le cadre des mathe´matiques euclidiennes ? Ces questions ont
e´te´ l’objet de longues discussions au cours des sie`cles, avant et apre`s la querelle
intellectuelle qui a oppose´ Commandinus et Clavius, des discussions qu’ici on ne
saurait meˆme pas re´sumer.
Si, comme je pense qu’il est correct de le faire, on se place dans la ligne´e de l’in-
terpre´tation de Commandinus, la de´finition 2.1 vient a` assumer un roˆle fondamental.
Apre`s avoir efface´ ou mis entre parenthe`ses la de´finition 1.3, avec sa re´fe´rence a` la
notion de grandeurs du meˆme genre (que cette de´finition semble supposer comme pri-
mitive), on pourrait penser que la de´finition 2.1 fonctionne dans la structure logique
du livre V, comme une de´finition ope´rationnelle de l’homoge´ne´ite´. Pense´e de cette
manie`re, cette de´finition ne servirait aucunement a` exclure du domaine des grandeurs
qui ont un rapport entre elles des grandeurs infiniment grandes ou infiniment petites,
car la non-existence d’un nombre entier positif n, tel que nx > y ne de´pendrait pas
du fait que x est une grandeur infiniment plus petite que y, mais du fait, bien plus
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simple a` imaginer, que x et y n’appartiennet pas au meˆme domaine de grandeurs.
Personne ne pourrait alors s’e´tonner de retrouver justement cette de´finition parmi les
de´finitions et non pas parmi les postulats ou les notions communes (les suppositions
non de´montre´es qui constituent la base de la structure de´ductive des E´le´ments).
On justifierait aussi, de cette manie`re, l’usage traditionnel consistant a` associer
le nom d’Archime`de a` la condition sur laquelle porte le the´ore`me pre´ce´dent. Le cin-
quie`me parmi les postulats que Archime`de e´nonce au de´but de son traite´ De la sphe`re
et du cylindre, est en fait le suivant : «De plus, parmi les lignes ine´gales, les surfaces
ine´gales, les corps ine´gaux, le plus grand de´passe le plus petit d’une grandeur telle
que, ajoute´e a` elle-meˆme, elle peut de´passer toute grandeur donne´e ayant un rapport
avec les grandeurs compare´es entre elles ». Par ce postulat, Archime`de semble bien
inverser la de´finition V.4 d’Euclide : supposer savoir au pre´alable ce que signifie que
deux grandeurs x et y ont un rapport entre elles, et postuler que si deux grandeurs
ont un rapport entre elles (c’est-a`-dire, apparemment, qu’elles sont homoge`nes), alors
il y a toujours un nombre entier strictement positif n qui, multiplie´ avec la plus pe-
tite de ces grandeurs, produit une grandeur (homoge`ne a` celle-ci) plus grande que la
plus grande des grandeurs donne´es. Le the´ore`me qu’on vient de de´montrer montre
alors que si on entend par grandeur un e´le´ment d’un corps (commutatif) totalement
ordonne´, satisfaisant a` l’axiome de la borne supe´rieure, alors le postulat d’Archime`de
se transforme en un the´ore`me, qu’il n’est d’ailleurs pas difficile de de´montrer.
On observe, pour conclure, que cela n’exclut pas que, dans un certain corps
(commutatif) totalement ordonne´, il puisse y avoir des e´le´ments x et y dont le premier
se comporte comme un infiniment petit par rapport au second. Cela est d’ailleurs le
cas du corps commutatif totalement ordonne´ < ∗R,+, ·,≤> dont traite l’analyse non
standard (cf. la note historique 6.11). Il suffit pour rendre ceci possible que dans ce
meˆme corps il y ait des entiers strictement positifs qui se comportent comme des
nombres infinis par rapport a` la taille de y. Le nombre n satisfaisant a` la condition
nx > y serait alors, tout simplement, un de ces entiers.
Lectures possibles : B. Vitrac, «Notice sur la De´finition V.4 et l’axiome d’Ar-
chime`de », in Euclide, Les E´le´ments, traduction et commentaires par B. Vitrac, vol.
II, PUF, Paris, 1994, pp. 135-141 ; E. Giusti, Euclides reformatus, Bollati-Boringhieri,
Torino, 1992.
Pour justifier la de´finition axiomatique de Dedekind, il ne nous reste a` ce stade qu’a` prouver
que si < R,+, ·,≤> est un corps commutatif totalement ordonne´ et qu’on suppose que R
satisfait de surcroˆıt ou bien a` l’axiome de la coupure, ou bien a` l’axiome de la borne supe´rieure
(ce qui, graˆce a` l’e´quivalence de ces axiomes implique qu’il satisfait aux deux), alors cet ensemble
est ferme´ par rapport a` l’ope´ration de passage a` la limite des suites de Cauchy a` termes dans
R. C’est l’objet du the´ore`me suivant :
The´ore`me 4.4. Si R est un ensemble tel que < R,+, ·,≤> est un corps commutatif tota-
lement ordonne´, qui satisfait de surcroˆıt a` l’axiome de la borne supe´rieure, alors toute suite a`
termes dans R converge vers une limite R dans R si et seulement si c’est une suite de Cauchy.
Preuve. Pour prouver qu’une suite a` termes dans R qui converge vers une limite dans R
est une suite de Cauchy, il suffit de re´pe´ter (avec les changements convenables, que le lecteur
pourra apporter seul) l’argument qu’on a de´ja` utilise´ ci-dessus pour prouver qu’une suite a`
termes dans Q qui converge vers une limite dans Q est une suite de Cauchy. Ainsi il ne reste a`
prouver que l’implication inverse, qui est d’ailleurs ce qui fait l’inte´reˆt du the´ore`me : toute suite
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de Cauchy a` termes dans R converge vers une limite dans R. Voici comment on peut proce´der
pour conduire cette preuve.
Ci-dessus, on a montre´, en supposant que l’ensemble R des nombres re´els a e´te´ pre´alablement
donne´, avec toutes ses proprie´te´s, que si une suite {ri}∞i=0 a` termes dans R est une suite de
Cauchy, alors il y a un nombre re´el Λ, tel qu’aucun des termes de cette suite n’est plus grand
que Λ. Or, il est facile de voir que la de´monstration qu’on a donne´ de cette implication ne
de´pend aucunement du fait que R est ferme´ par rapport au passage a` la limite des suites de
Cauchy a` termes dans R. Cette de´monstration pourrait donc eˆtre re´pe´te´e ici et accompagne´e
d’une de´monstration analogue prouvant que si une suite {ri}∞i=0 a` termes en R est une suite de
Cauchy, alors il y a un nombre re´el Λ′, tel qu’aucun des termes de cette suite n’est plus petit
que Λ′. Pourtant pour plus de clarte´, on va de´montrer ci-dessous ces deux implications d’une
manie`re plus rapide et compacte, en ne se re´clamant que du fait que < R,+, ·,≤> est un corps
(commutatif) totalement ordonne´. Cela fera l’objet du lemme suivant :
Lemme 1 Toute suite de Cauchy a` termes dans R est aussi bien supe´rieurement qu’infe´rieurement
borne´e dans R ; pour plus de simplicite´, on dira alors qu’elle est borne´e dans R.
Si {ri}∞i=0 est une suite de Cauchy a` termes dans R, alors, pour tout nombre re´el ε, il y a
un nombre naturel nε, tel que, si i et m sont plus grands que nε, alors
|ri − rm| < ε
Mais, si < R,+, ·,≤> est un corps, alors il y a dans R un e´le´ment neutre de la multiplication,
que par simplicite´ on pourra noter « 1», comme ci-dessus. On pose alors ε = 1 et soit n1 un
nombre naturel tel que, si i et m sont plus grands que n1, alors
|ri − rm| < 1
Soit alors m = N > n1, il suit que si i > n1, alors
(105) |ri − rN | < 1
On pose alors
M = |r1|+ |r2|+ ...+ |rN |+ 1
Il est clair que si i ≤ N , alors |ri| < M , et donc −M < ri < M . Par ailleurs, si i > N , alors de
la (105), il suit que
−1 < ri − rN < 1
et donc
(106) rN − 1 < ri < rN + 1
Mais le lecteur pourra de´montrer seul que
rN − 1 ≥ − |rN | − 1
rN + 1 ≤ |rN |+ 1
et donc de la (106), il suit
− |rN | − 1 < ri < |rN |+ 1
c’est-a`-dire
|ri| < |rN |+ 1 ≤M
Donc, quel que soit i,
|ri| < M
ou bien
−M < ri < M
(M e´tant e´videmment un re´el strictement positif). Donc, quel que soit i, ri est plus petit que
M et plus grand que −M , comme il s’agissait de prouver. Ceci conclut la preuve du lemme 1.
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Le lemme 1 n’est pas le seul lemme qu’il faut de´montrer au cours de la preuve du the´ore`me 4.4.
Avant d’e´noncer, puis de de´montrer un nouveau lemme, il est ne´anmoins souhaitable d’intro-
duire une terminologie convenable.
A` partir d’une suite {ri}∞i=0 a` termes dans R (mais on pourrait re´pe´ter le meˆme argument
pour n’importe quel autre ensemble sur lequel on peut de´finir des suites), il est toujours possible
de construire une autre suite {si}∞i=0 a` termes dans le meˆme R, dont les termes soient tous des
termes de {ri}∞i=0, pris dans l’ordre dans lequel ils apparaissent dans la suite {ri}∞i=0, sans
pour autant que tous les termes de {ri}∞i=0 soient des termes de {si}∞i=0. Pour cela il suffit de
construire une application de N sur N qui associe a` chaque nombre naturel i un nombre naturel
ki, tel que, quels que soient les nombres naturels ν et µ,
ν < µ⇒ kν < kµ
et de poser,
si = rki
On dira alors que la suite {si}∞i=0 est une sous-suite de la suite {ri}∞i=0, ou meˆme une sous-suite
extraite de la suite {ri}∞i=0.
Conside´rons maintenant une suite {ri}∞i=0 a` termes dans R et imaginons que H soit un
nombre re´el et qu’il y ait un nombre naturel n, tel que
i > n⇒ ri ≤ H
alors on dit que H est un majorant de´finitif de la suite {ri}∞i=0 dans R. E´videmment, tout
majorant dans R d’une suite {ri}∞i=0 est un majorant de´finitif de cette suite dans R (de sorte
que toute suite borne´e dans R a un majorant de´finitif dans R), mais il est possible que la suite
{ri}∞i=0 a` termes dans R soit telle que certains des majorants de´finitifs de cette suite dans R ne
sont pas des majorants de cette suite dans R (par exemple, le nombre re´el 15 est un majorant
de´finitif dans R de la suite
{
1
i+1
}∞
i=0
a` termes dans R, car, si i > 3, alors 1i+1 ≤ 15 , mais il n’est
pas un majorant dans R de cette suite, car, si 0 ≤ i ≤ 3, 1i+1 > 15 ). Or, si une suite {ri}∞i=0 a`
termes dans R est borne´e dans R, alors il y a un nombre re´el K, tel que, quel que soit le nombre
naturel i, ri > K et ni K ni aucun autre nombre re´el plus petit que K ne peut donc eˆtre un
majorant de´finitif de cette suite. D’autre part, une suite {ri}∞i=0 a` termes dans R borne´e dans
R a sans doute des majorants, donc elle a sans doute des majorants de´finitifs. L’ensemble des
majorants de´finitifs d’une suite {ri}∞i=0 a` termes dans R borne´e dans R est donc non vide et
infe´rieurement borne´. D’apre`s l’axiome de la borne infe´rieure, il a donc une borne infe´rieure.
On appelle cette borne infe´rieure « limite maximale de la suite {ri}∞i=0 dans R ». Ces de´finitions
ayant e´te´ donne´es, il est maintenant facile d’e´noncer, puis de prouver le lemme suivant :
Lemme 2. Si {ri}∞i=0 est une suite a` termes dans R borne´e dans R, alors il y a une sous-suite
de {ri}∞i=0 qui converge vers une limite dans R.
On vient de prouver que si {ri}∞i=0 est une suite a` termes dans R borne´e dans R, alors
elle a une limite maximale dans R, disons R. Mais, si un nombre re´el R est la limite maximale
d’une suite {ri}∞i=0 dans R, alors, par la de´finition meˆme de la limite maximale, tout nombre
re´el plus grand que R est un majorant de´finitif de {ri}∞i=0 et donc, quel que soit le nombre re´el
strictement positif ε, il y aura un nombre naturel n, tel que
i > n⇒ ri ≤ R+ ε
Mais, s’il y avait un nombre naturel m plus grand que n, tel que, pour tout nombre naturel i
plus grand ou e´gal a` m, ri = R + ε, alors aucun nombre re´el plus petit que R + ε ne pourrait
eˆtre un majorant de´finitif de {ri}∞i=0, et donc R+ε serait la limite maximale dans R de {ri}∞i=0,
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contre l’hypothe`se d’apre`s laquelle R est cette limite maximale. Donc, quel que soit le nombre
re´el strictement positif ε, il y aura un nombre naturel n′, tel que
i > n′ ⇒ ri < R+ ε
D’un autre coˆte´, toujours d’apre´s la de´finition meˆme de la limite maximale, aucun nombre re´el
plus petit que R ne peut eˆtre un majorant de´finitif de {ri}∞i=0, et donc, quel que soit le nombre
re´el strictement positif ε, il y aura une infinite´ de valeurs de i pour lesquelles
ri > R− ε
car, si il n’y avait qu’un nombre fini de valeurs de i qui satisfont a` cette condition, alors R− ε
serait un majorant de´finitif de {ri}∞i=0 dans R, puisqu’il suffit de prendre un nombre naturel
plus grand que n’importe laquelle de ces valeurs et de poser que i est plus grand que ce nombre,
pour en conclure que ri ≤ R− ε. Il s’ensuit que si R est la limite maximale d’une suite {ri}∞i=0
dans R, alors, pour tout nombre re´el strictement positif ε, il y a une infinite´ de valeurs de i qui
satisfont a` la condition
R− ε < ri < R+ ε
Qu’on pose alors ε = 1, comme ci-dessus. Il s’ensuit qu’on pourra trouver un nombre
naturel k0 tel que
R− 1 < rk0 < R+ 1
et donc
|rk0 −R| < 1
De meˆme, si on pose ε = 12 , on peut trouver un nombre naturel k1 > k0 tel que
R− 1
2
< rk1 < R+
1
2
et donc
|rk1 −R| <
1
2
Encore, si on pose ε = 13 , on peut trouver un nombre naturel k2 > k1 tel que
|rk2 −R| <
1
3
et ainsi de suite.
Il suffit alors de poser, pour tout nombre naturel i, si = rki et de choisir les nombres
naturels ki (i = 0, 1, 2, ...) comme on vient de dire pour obtenir une sous-suite {si}∞i=0 de
{ri}∞i=0, telle que, quel que soit le nombre naturel h, il y a un nombre naturel n, tel que
i > n⇒ |si −R| < 1
h
Mais, quel que soit le nombre re´el strictement positif ξ, du the´ore`me 4.3, il suit qu’il y a un
nombre naturel strictement positif k, tel que
kξ > 1
et donc, quel que soit le nombre re´el strictement positif ξ , il y a un nombre naturel strictement
positif k, tel que
1
k
< ξ
De la` il suit que {si}∞i=0 est telle que, quel que soit le nombre re´el strictement positif ξ, il y a
un nombre naturel n, tel que
i > n⇒ |si −R| < ξ
et cette se´rie est donc convergente vers la limite R dans R. Cela cloˆt la preuve du lemme 2.
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De la conjonction du lemme 1 et du lemme 2, il suit que, si {ri}∞i=0 est une suite de Cauchy
a` termes dans R, alors il y a une sous-suite {si}∞i=0 de {ri}∞i=0 qui converge vers une limite R
dans R. Une suite de Cauchy a` termes dans R, {ri}∞i=0 e´tant donne´e, on conside`re une sous-suite
{si}∞i=0 de {ri}∞i=0 qui converge vers une limite R dans R. Comme la suite {ri}∞i=0 est une suite
de Cauchy a` termes dans R, quel que soit le nombre re´el strictement positif ε, qu’on pourra
bien prendre e´gale a` η2 , η e´tant un nombre re´el strictement positif quelconque, il y a un un
nombre naturel n, tel que, quel que soit le nombre naturel m, plus grand que n,
i > n⇒ |ri − rm| < ε = η
2
Mais — comme, d’apre`s la construction de la sous-suite {si}∞i=0 de {ri}∞i=0, si = rki , avec ki ≥ i
— on pourra poser m = ki, et en conclure que
i > n⇒ |ri − si| < ε = η
2
De surcroˆıt, comme la suite {si}∞i=0 converge vers la limite R dans R, il y aura aussi, pour le
meˆme nombre re´el strictement positif ε, un nombre naturel n′, tel que :
i > n′ ⇒ |si −R| < ε = η
2
Et de la`, il est facile de conclure que, quel que soit le nombre re´el strictement positif η :
i > Max(n, n′)⇒ |ri −R| = |(ri − si) + (si −R)| ≤ |ri − si|+ |si −R| < η
et donc {ri}∞i=0 aussi converge vers la limite R dans R. 
La preuve pre´ce´dente nous assure que l’ensemble R intervenant dans le corps commutatif
totalement ordonne´ < R,+, ·,≤> et satisfaisant a` l’axiome de la borne supe´rieure (et donc
aussi a` celui de la coupure) est ferme´ par rapport a` l’ope´ration de passage a` la limite des suites
convergentes a` termes dans R et satisfait ainsi a` nos desiderata. Comme on peut aussi prouver
que tous les ensembles qui satisfont a` ces conditions sont isomorphes entre eux, ceci justifie la
plus classique des de´finitions axiomatiques de R :
De´finition 4.16. L’ensemble des nombres re´els est un ensemble, note´ «R », tel que :
I) sont de´finies sur lui :
I.i) une relation d’ordre total, c’est-a`-dire une relation, note´e «≤ » telle que :
I.i.i) si x et y sont des e´le´ments de R, alors ou bien x ≤ y, ou bien y ≤ x ;
I.i.ii) si x, y et z sont des e´le´ments de R, et si x ≤ y et y ≤ z, alors x ≤ z ;
I.i.iii) si x et y sont des e´le´ments de R, et si x ≤ y et y ≤ x, alors x = y ;
I.i.iv) si x est un e´le´ment de R, alors x ≤ x ;
I.ii) une addition commutative et associative, qui admet un (et un seul) e´le´ment neutre
dans R, et relativement a` laquelle tous les e´le´ments de R sont inversibles, c’est-a`-dire une
ope´ration note´e «+ » telle que :
I.ii.i) si x et y sont des e´le´ments de R, alors x+ y est un e´le´ment de R ;
I.ii.ii) si x et y sont des e´le´ments de R, alors x+ y = y + x ;
I.ii.iii) si x, y et z sont des e´le´ments de R, alors x+ (y + z) = (x+ y) + z ;
I.ii.iv) il y a un (et un seul) e´le´ment 0 de R (dit « e´le´ment neutre de l’addition dans
R » ), tel que si x est un e´le´ment de R, alors x+ 0 = 0 + x = x ;
I.ii.v) si x est un e´le´ment de R, alors il y a un et un seul e´le´ment [−x] de R, tel que
x+ [−x] = [−x] + x = 0 ;
I.iii) une multiplication, commutative et associative, qui admet un (et un seul) e´le´ment
neutre dans R (diffe´rent de 0), et relativement a` laquelle tous les e´le´ments de R, sauf 0, sont
inversibles, c’est-a`-dire une ope´ration note´e « · » telle que :
I.iii.i) si x et y sont des e´le´ments de R, alors x · y est un e´le´ment de R ;
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I.iii.ii) si x et y sont des e´le´ments de R, alors x · y = y · x ;
I.ii.iii) si x, y et z sont des e´le´ments de R, alors x · (y · z) = (x · y) · z ;
I.iii.iv) il y a un (et un seul) e´le´ment 1 de R (dit « e´le´ment neutre de la multiplication
dans R » ), tel que si x est un e´le´ment de R, alors x · 1 = 1 · x = x ;
I.iii.v) si x est un e´le´ment de R, diffe´rent de 0, alors il y a un et un seul e´le´ment x−1
de R, tel que x · x−1 = x−1 · x = 1 ;
II) si x, y et z sont des e´le´ments de R et x ≤ y, alors x+ z ≤ y + z ;
III) si x et y sont des e´le´ments de R, 0 ≤ x et 0 ≤ y, alors 0 ≤ x · y ;
IV) si x, y et z sont des e´le´ments de R, alors x · (y + z) = (x · y) + (x · z) ;
V) si A est un sous-ensemble non vide de R supe´rieurement borne´ dans R, alors il posse`de
une borne supe´rieure dans R.
Le lecteur est invite´ a` reconnaˆıtre dans les clauses (I)-( IV ) les conditions qui nous assurent
que le quadruplet< R,+, ·,≤> est un corps totalement ordonne´. Ces clauses sont aussi satifaites
par le quadruplet < Q,+, ·,≤>. Ce qui caracte´rise R et le distingue de manie`re essentielle de Q,
est la condition (V ) qui, dans la de´finition qu’on a finalement choisie, correspond a` l’axiome de
la borne supe´rieure. C’est cet axiome qui fait que R contient la limite de toute suite de Cauchy
a` termes dans R. Du fait que R et Q ne diffe`rent que par cet axiome, le the´ore`me 4.1 (qui a e´te´
de´montre´ en employant seulement des proprie´te´s de < Q,+, ·,≤> que ce quadruplet partage
avec tout corps commutatif comple`tement ordonne´) vaut aussi pour les suites de Cauchy a`
termes dans R et pour leurs limites re´elles (et peut eˆtre prouve´ dans ces cas de la meˆme
manie`re que pour les suites de Cauchy a` termes dans Q et pour leurs limites rationnelles).
Ainsi e´tendu, ce the´ore`me constitue la base de la the´orie des suites et des se´ries re´elles, un des
chapitres les plus fondamentaux de l’analyse re´elle, comme on appelle ge´ne´ralement la the´orie
mathe´matique qui a pour objet les nombres re´els et leurs relations.
Note Historique 6.15. Bien que le nom de Dedekind soit traditionnellement
lie´ a` l’axiome de la coupure et, par la`, a` la de´finition axiomatique des nombres re´els,
la de´finition originaire que Dedekind lui-meˆme proposa, dans son me´moire de 1872,
Stetigkeit und Irrationale Zahlen, n’est gue`re axiomatique. Elle se pre´sente plutoˆt, de
meˆme que la de´finition de Cantor, comme une construction a` partir de la donne´e de
Q.
Le but explicite de Dedekind e´tait de fournir une de´finition purement arithme´tique
de la continuite´. Voici ce qu’il e´crit au troisie`me paragraphe de son me´moire : « [. . .]
la manie`re dont les nombres irrationnels sont d’habitude introduits est base´e direc-
tement sur la conception des grandeurs extensives — qui n’est a` son tour nulle part
de´finie soigneusement — et explique un nombre comme le re´sultat de l’acte de mesurer
une telle grandeur au moyen d’une autre de la meˆme espe`ce. Je pre´tends en revanche
que l’arithme´tique se de´veloppe par elle-meˆme.» Dedekind se propose donc de com-
prendre quelle proprie´te´ d’une droite fait que celle-ci soit conc¸ue comme continue, de
chercher a` ge´ne´raliser cette proprie´te´ et de l’assigner ensuite a` un ensemble, qui devra
ainsi eˆtre a` son tour conc¸u comme continu. Pour ce qui est du premier point, voici ce
qu’il e´crit quelques lignes plus loin : « Je trouve l’essence de la continuite´ [. . .] dans le
principe suivant : O`Si tous les points d’une ligne droite tombent dans deux classes,
telles que chaque point de la premie`re classe demeure a` la droite de chaque point de
la seconde classe, alors il existe un et un seul point qui produit cette division de tous
les points en deux classes, en se´parant la ligne droite en deux portionsO´.» Le lecteur
reconnaˆıtra dans ce principe une version ge´ome´trique de l’axiome de la coupure.
289
Pour pouvoir assigner la proprie´te´ e´nonce´e par ce principe a` un ensemble de
nombres, Dedekind suppose que l’ensemble Q des nombres rationnels est donne´, et
de´finit sur cet ensemble ce qu’il appelle des « coupures», c’est-a`-dire des couples
< A1, A2 > de sous-ensembles de Q, tels que chaque e´le´ment de A1 est plus petit que
chaque e´le´ment de A2 et l’union de A1 et A2 co¨ıncide avec Q. Soit alors < A1, A2 >
une certaine coupure dans Q. Il est possible qu’il y ait un nombre rationnel a qui
appartient soit a` A1, soit a` A2 et qui est ou bien le plus grand des e´le´ments de A1,
ou bien le plus petit des e´le´ments de A2. Dans ce cas, on dit que le nombre rationnel
a produit la coupure < A1, A2 >. Mais il est aussi facile de construire des coupures
< A1, A2 > telles qu’aucun nombre rationnel soit ou bien le plus grand des e´le´ments
de A1, ou bien le plus petit des e´le´ments de A2. Un exemple tre`s simple et imme´diat
est donne´ par une coupure de´finie comme il suit. Soit n un nombre naturel diffe´rent de
ze´ro tel qu’il n’y a aucun nombre naturel m tel que m2 = n. La position n = 2 ferait
par exemple l’affaire. Pour chaque nombre rationnel q on dira alors que q appartient
a` A2 si et seulement si q
2 > n ; autrement, il appartient a` A1. Le couple < A1, A2 >
est alors une coupure, mais aucun nombre rationnel a est ou bien le plus grand des
e´le´ments de A1, ou bien le plus petit des e´le´ments de A2. Chaque fois qu’une coupure
de cette sorte se produit dans Q, nous dit Dedekind, «nous cre´ons un nouveau nombre
irrationnel α, qui correspond a` cette coupure, ou produit cette coupure». De cette
manie`re, toute coupure dans Q est produite soit par un nombre rationnel, soit par
un nombre irrationnel. L’ensemble des nombres re´els n’est alors pour Dedekind que
l’ensemble des nombres rationnels ou irrationnels qui produisent des coupures dans
Q.
On voit que les coupures jouent ici le meˆme roˆle que les classes d’e´quivalence
des suites de Cauchy dans la construction de Cantor. Pour parvenir, a` la suite de
cette de´finition, a` une caracte´risation de R qui assigne a` cet ensemble les proprie´te´s
d’un corps ordonne´, il faut ainsi e´tendre aux nombres irrationnels les ope´rations
d’addition et de multiplication et la relation d’ordre de´finies sur les rationnels. Pour
ce faire, Dedekind de´finit ces ope´rations et cette relation sur les coupures dans Q
en transposant ensuite ces de´finitions aux nombres re´els correspondants. Le lecteur
n’aura aucune peine a` imaginer comment ceci peut eˆtre fait.
Lectures possibles : R. Dedekind, Essays on the Theory of Numbers, Chicago,
Open Court, 1901 (re´impression : Dover, New York, 1963).
5. Cardinalite´ de l’ensemble des re´els
Malgre´ les analogies profondes entre R et Q, le fait que R contient (selon qu’on le de´finit
explicitement, en suivant la me´thode de Cantor, ou si on le de´fine implicitement par les axiomes
intervenant dans la de´finition 4.16) ou bien toute suite de Cauchy a` termes dans Q, ou bien
la limite de toute suite de Cauchy a` termes dans Q, marque une diffe´rence profonde entre ces
deux ensembles. Il y a plusieurs manie`res de qualifier cette diffe´rence. La plus commune, de´ja`
e´voque´e au de´but du paragraphe 4, consiste a` dire que R n’est pas seulement, comme Q, dense
par rapport a` <, mais qu’il est aussi continu : il ne comporte pas de lacunes ou, si on pre´fe`re le
dire ainsi, il contient un e´le´ment pour tout segment qu’on peut prendre sur une droite a` partir
d’une origine donne´e, et ses e´le´ments se comportent, les uns relativement aux autres, comme
les extremite´s de ces segments se comportent, les uns relativement aux autres. Cela explique la
raison pour laquelle on repre´sente ge´ne´ralement R par une droite et ses e´le´ments par des points
sur cette droite.
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On pourrait croire que la diffe´rence entre la densite´ et la continuite´ n’est pas profonde et
qu’en passant de Q a` R, on n’ait fait au fond que remplir quelques trous. Malgre´ le fait que ces
deux proprie´te´s aient souvent e´te´ confondues avant les travaux de Cantor et Dedekind (c’est
par exemple, comme on l’a de´ja` rappele´, le cas de Kant, lors de sa ce´le`bre de´finition de la
continuite´ dans la Critique de la raison pure), ceci est faux. Une manie`re de le comprendre est
de raisonner sur la cardinalite´ de R. Comme Q, dont il est une extension, R est e´videmment
un ensemble infini, mais, a` la diffe´rence de Q, il n’est pas de´nombrable, c’est-a`-dire qu’il n’est
pas possible de le mettre en bijection avec l’ensemble N des nombres naturels. Non seulement
il est plus grand que N (dans le sens que N est une partie propre de R), mais il est, pour ainsi
dire, tellement plus grand qu’il n’est pas possible d’ordonner tous ses e´le´ments dans une suite
infinie, dont chaque terme corresponde a` un e´le´ment de N, comme on peut par contre faire (et
comme on l’a fait) pour Q. C’est l’objet du the´ore`me suivant, le dernier de ce cours :
The´ore`me 5.1. L’ensemble R n’est pas de´nombrable, c’est-a`-dire que ses e´le´ments ne
peuvent pas eˆtre range´s dans une suite dont chaque terme corresponde a` un e´le´ment diffe´rent
de N, en e´tant l’image d’un e´le´ment diffe´rent de N selon une bijection. Ceci est aussi le cas de
tout intervalle de R, c’est-a`-dire de tout sous-ensemble de R forme´ par tous les e´le´ments de R
compris (selon la relation ≤) entre deux e´le´ments diffe´rents quelconques x et y de R.
La preuve de ce the´ore`me qu’on va exposer ci-dessous est due a` Cantor ; elle emploie une
technique qui est devenue ensuite classique en logique et en mathe´matique, dite ge´ne´ralement
« technique de diagonalisation». Le lecteur comprendra tout seul la raison de cette appellation.
En suivant la version originaire de cette preuve, je ne conside´rerai que l’intervalle de R compris
entre 0 et 1 (ces limites e´tant incluses), c’est-a`-dire le sous-ensemble, note´ « [0, 1]», de tous les
e´le´ments x de R, tels que 0 ≤ x ≤ 1, qu’on dit, par le fait de contenir ces extreˆmes, eˆtre un
intervalle ferme´de R. Mais il est facile de comprendre qu’un argument analogue vaut pour tout
autre intervalle de R (un intervalle e´tant e´videmment dit « intervalle ouvert», ou simplement
« ouvert», s’il ne contient pas ses extreˆmes).
Remarque 6.21. Avant d’exposer cette preuve, il est pourtant ne´cessaire d’introduire
un e´claircissement qui permettra de comprendre pourquoi ce meˆme argument ne s’applique
a` aucun intervalle de Q, et donc ne s’applique pas a` Q tout entier.
Comme on l’a vu, un nombre rationnel quelconque peut s’e´crire sous la forme du quotient
p : q = pq de deux nombres relatifs p et q, dont le deuxie`me est diffe´rent de 0. Pour simplifier,
on ne conside´rera ici que les nombres rationnels positifs, c’est-a`-dire les nombres rationnels
qui peuvent s’e´crire comme le quotient p : q = pq de deux nombres naturels p et q, dont
le second est diffe´rent de 0. Si p = q 6= 0, le nombre rationnel positif pq est e´gal a` 1 ; si
p > q > 0, il est plus grand que 1 ; et si enfin q > p > 0, il est plus petit que 1. Comme
on ne conside´rera plus tard que les nombres re´els compris entre 0 et 1, on e´cartera ici la
deuxie`me possibilite´ et on posera donc 0 ≤ p ≤ q ; q 6= 0.
Imaginons qu’on veuille e´crire le nombre rationnel positif pq comme la limite d’une suite
telle que {
j∑
i=0
pi
mi
}∞
j=0
(ou d’une se´rie telle que
∞∑
i=0
pi
mi ), m et pi (i = 0, 1, 2, ...) e´tant des nombres naturels, tels
que, quel que soit i, on ait 0 ≤ pi < m (il est clair que si, pour un certain nombre naturel
ν, i ≥ ν ⇒ pi = 0, alors cette suite ne contient que des termes constants au-dela` de son
i-ie`me terme ; ce cas est naturellement possible et ne doit pas eˆtre e´carte´). Pour simplifier,
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on adoptera la convention habituelle et on posera m = 10, ce qui fait que les nombres pi
ne sont, pour toute valeur de i, que des nombres naturels choisis entre 0, 1, 2, ..., 9. On dira
alors que la suite {
∞∑
i=0
pi
mi
}∞
j=0
=
{
j∑
i=0
pi
10i
}∞
j=0
(ou la se´rie
∞∑
i=0
pi
mi =
∞∑
i=0
pi
10i ) fournit une e´criture de´cimale du nombre
p
q . Si 0 ≤ p ≤ q ;
q 6= 0, cette e´criture prendra (comme il sera facile de comprendre a` partir de ce qu’on a
observe´ a` la fin du chapitre 1) la forme suivante
0, p1p2p3...
(ou` 0 est la valeur de p0 et les pi (i = 1, 2, 3, ...) ne sont rien d’autre que des chiffres choisis
parmi 0, 1, 2, ..., 9, et dont la signification de´pend de leur position, comme dans toute e´criture
nume´rique positionnelle).
Une manie`re simple de de´terminer la suite {pi}∞i=1 de ces chiffres est d’appliquer l’algo-
rithme de la division pour trouver le quotient de p et q, ce qui donnera, comme chacun le
sait pour l’avoir appris a` l’e´cole primaire :
p : q = 0, p1p2p3 . . .
10 · [p− (0 · q)] = 10 · p
10 · [(10 · p)− (p1 · q)] = 10 · r1
10 · [(10 · r1)− (p2 · q)] = 10 · r2
10 · [(10 · r2)− (p3 · q)] = 10 · r3
. . . . . .
Or, il est clair que si, pour un certain nombre naturel h 6= 0, le reste rh est e´gal a` 0,
c’est-a` dire que 10 · rh−1 = ph · q, le quotient trouve´ est un nombre de´cimal fini :
p
q
= 0, p1p2p3...ph =
h∑
i=0
pi
10i
Mais, il se peut que ceci ne soit jamais le cas, comme il arrive, par exemple, lorsque p = 1 et
q = 3. Il est en revanche toujours le cas que, quel que soit i, le reste ri respecte la condition
0 ≤ ri < q, de sorte que, si ce reste n’est jamais nul, alors, parmi les premiers q+1 restes, il
y en aura sans doute au moins deux qui seront e´gaux entre eux. Or, il est facile de voir que
si rh = rk, alors, le de´nominateur q e´tant constant dans la division, ph+1 = pk+1 et donc
rh+1 = rk+1 et ainsi ph+2 = pk+2 et rh+2 = rk+2 et ainsi de suite, de sorte que, pour tout
couple de nombres naturels diffe´rents de 0, h et k, et tout nombre naturel j, on aura
rh = rk ⇒ ph+j = pk+j
On peut donc en conclure que le nombre de´cimal 0, p1p2p3, ... ou bien s’arreˆte apre`s une
certaine de´cimale, ou bien pre´sente, apre`s une certaine de´cimale, une suite de de´cimaux qui
se re´pe`te pe´riodiquement (ce qu’on exprime en disant qu’il est pe´riodique). Il ne pourra donc
que s’e´crire sous l’une ou l’autres des formes suivantes :
p
q
= 0, p1p2p3...ph
p
q
= 0, p1p2p3...phph+1ph+2...pk−1
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ou` la barre sous la succession de chiffres phph+1ph+2...pk−1 indique que cette succession de
chiffres se re´pe`te inde´finiment (c’est-a`-dire qu’elle est la pe´riode du nombre en question).
On note que, comme
0, p1p2p3 . . . ph = 0, p1p2p3 . . . ph000 . . . = 0, p1p2p3 . . . ph0
le premier cas se re´duit, en ve´rite´, au second ; ici on n’a distingue´ les deux cas que par souci
de clarte´ (on note que si tous les pi sont e´gaux a` 0, alors 0, p1p2p3... = 0, 0000... = 0, tandis
que s’ils sont tous e´gaux a` 9, alors 0, p1p2p3... = 0, 9999... = 1, de sorte que si on n’exclut
pas ces deux cas, on doit comprendre dans notre intervalle e´galement ses bornes 0 et 1).
Le point qu’il nous importe de retenir est le suivant : les nombres de´cimaux qui ex-
priment des nombres rationnels ne sont pas quelconques ; ou bien ils sont finis, ou bien ils
sont pe´riodiques (il est en fait facile de re´pe´ter l’argument pre´ce´dent pour n’importe quel
couple de nombres relatifs ±p et ±q, meˆme si ce n’est que le cas des nombres rationnels
positifs plus petits ou e´gaux a` 1 qui nous inte´resse ici). Ce n’est pourtant pas le cas des
nombres de´cimaux correspondant a` des nombres re´els quelconques, car n’importe quelle
suite
{
j∑
i=0
pi
10i
}∞
j=0
(et donc n’importe quelle se´rie
∞∑
i=0
pi
10i ), ou` l’on aura pose´ p0 = 0 et
0 ≤ pi ≤ 9, est une suite (ou une se´rie) de Cauchy a` termes dans Q, et elle correspond donc
a` un nombre re´el compris entre 0 et 1, qui pourrait s’e´crire ainsi :
(107) 0, p1p2p3... (0 ≤ pi ≤ 9 ; i = 1, 2, ...)
les de´cimaux pi (i = 1, 2, ...) formant une suite quelconque.
Cette dernie`re remarque constitue la base de la preuve du the´ore`me 5.1, qu’on va pre´senter
maintenant. Celle-ci est, encore une fois, une preuve par l’absurde qui n’utilise pas le tiers exclu.
Preuve du the´ore`me 5.1. Conside´rons les nombres re´els compris entre 0 et 1, qu’on peut
e´crire sous la forme (107). En fait, on pourrait de´montrer que ceux-ci sont tous les nombres re´els
compris entre 0 et 1 (limites incluses), mais ceci n’est pas important pour la preuve qui suit, car
s’il existait d’autres nombres re´els compris dans le meˆme intervalle, la conclusion qu’on va tirer
de cette preuve vaudrait a fortiori. Imaginons que l’ensemble de ces nombres soit de´nombrable.
On pourrait alors ranger la totalite´ de ces nombres dans un certain ordre et associer le premier
de ces nombres a` 1, le deuxie`me a` 2, le troisie`me a` 3, et ainsi de suite. Si on note alors par
« 0, p1,ip2,ip3,i...» l’i-ie`me nombre re´el dans cet ordre, chacun de ces nombres sera compris dans
la liste suivante
r1 = 0, p1,1p2,1p3,1p4,1p5,1...pn,1...
r2 = 0, p1,2p2,2p3,2p4,2p5,2...pn,2...
r3 = 0, p1,3p2,3p3,3p4,3p5,3...pn,3...
r4 = 0, p1,4p2,4p3,4p4,4p5,4...pn,4...
r5 = 0, p1,5p2,5p3,5p4,5p5,5...pn,5...
...
rn = 0, p1,np2,np3,np4,np5,n...pn,n...
...
(0 ≤ pn,i ≤ 9 ; i, n = 1, 2, ...). Ceci pose´, conside´rons le nombre de´cimal 0, λ1λ2λ3λ4, λ5, . . . , λn . . .
qu’on pourrait construire suivant la re`gle suivante : si p1,1 = 1, on pose λ1 = 2 et si p1,1 6= 1, on
pose λ1 = 1 ; si p2,2 = 1, on pose λ2 = 2 et si p1,1 6= 1, on pose λ2 = 1 ; si p3,3 = 1, on pose λ3 = 2
et si p3,3 6= 1, on pose λ3 = 1 ; . . . ; si pn,n = 1, on pose λn = 2 et si pn,n 6= 1, on pose λn = 1,
et ainsi de suite. Quel que soit le nombre naturel ρ diffe´rent de 0, on aura donc λρ 6= pρ,ρ. Or
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il est facile de ve´rifier (et le lecteur pourra le faire comme exercice) que deux suites de Cauchy
a` termes dans Q,
{
j∑
i=0
νi
10i
}∞
j=0
et
{
j∑
i=0
µi
10i
}∞
j=0
(et donc deux se´ries de Cauchy a` termes dans
Q,
∞∑
i=0
νi
10i et
∞∑
i=0
µi
10i ), telles que 0 ≤ νi ≤ 9 et 0 ≤ µi ≤ 9 ne peuvent eˆtre e´gales, suivant la
de´finition 4.4, qu’a` condition que νi = µi pour tout nombre naturel i. Il s’ensuit alors que le
nombre de´cimal 0, λ1λ2λ3λ4λ5, . . . , λn . . ., qui est sans doute un nombre re´el compris entre 0 et
1 (et correspond a` la suite de Cauchy a` termes dans Q
{
j∑
i=0
λi
10i
}∞
j=0
(1 ≤ λi ≤ 2 ; i = 1, 2, . . .),
et donc a` la se´rie de Cauchy a` termes dans Q
∞∑
i=0
λi
10i (1 ≤ λi ≤ 2 ; i = 1, 2, . . .)), n’est e´gal
a` aucun nombre de la liste pre´ce´dente, quel que soit l’ordre qu’on ait donne´ a` cette liste, car,
quel que soit le nombre naturel i, diffe´rent de 0, son i-ie`me de´cimal λi sera, par construction,
diffe´rent du i-ie`me de´cimal pi,i du i-ie`me nombre de cette liste. Donc cette liste ne contient
pas ce nombre et elle ne contient donc pas tous les nombres re´els compris entre 0 et 1 donc
l’ensemble [0, 1] n’est pas de´nombrable. A fortiori, l’ensemble R ne peut donc pas l’eˆtre.
Note Historique 6.16. Dans la note historique 4.6, j’ai fait re´fe´rence a` l’article
de 1874, ou` Cantor de´montre qu’il y a des nombres re´els non alge´briques. Comme je
l’ai dit a` cette occasion, la preuve de Cantor utilise de deux lemmes : i) l’ensemble des
nombres re´els alge´briques est de´nombrable ; ii) l’ensemble des nombres re´els n’est pas
de´nombrable. Pour de´montrer le second lemme, Cantor se sert d’un argument auquel
il e´tait parvenu en de´cembre 1873. Le 7 de´cembre il avait e´crit a` Dedekind une lettre
qui commenc¸ait ainsi : «Ces derniers jours, j’ai eu le temps d’e´tudier, d’une fac¸on un
peu plus suivie, ma conjecture dont je vous avais parle´ ; c’est seulement aujourd’hui
que j’en ai termine´, me semble-t-il, avec cette affaire ; si je devais pourtant me tromper,
je ne trouverais certainement pas de juge plus indulgent que vous. Je prends donc
la liberte´ de soumettre a` votre jugement ce que j’ai couche´ sur le papier, dans toute
l’imperfection de ce premier jet».
La conjecture dont parle Cantor est la non de´nombrabilite´ de R. La suite de
la lettre esquisse une preuve de cette conjecture. La preuve est sans doute correcte,
mais elle est aussi alourdie par un long argument initial qui n’est gue`re indispensable.
Cantor ne prend pourtant pas plus de deux jours pour comprendre (peut-eˆtre graˆce
a` une suggestion de Dedekind, qui lui re´pond le 8 de´cembre) que sa preuve peut eˆtre
simplifie´e, et le 9 de´cembre il e´crit de nouveau a` son correspondant : « J’ai de´ja` trouve´,
pour le the´ore`me de´montre´ dernie`rement, une de´monstration simplifie´e». Cantor ne
pre´sente pas dans sa lettre cette preuve simplifie´e dans les de´tails, mais ce qu’il en dit
est largement suffisant pour comprendre qu’il s’agit pour l’essentiel de la meˆme preuve
qu’il pre´sentera quelques mois plus tard dans son article a` propos de l’existence de
nombres re´els non alge´briques.
La preuve en question n’est pas celle qu’on vient de donner pour le the´ore`me 4.2.
Meˆme si elle est sans aucun doute plus e´le´gante et aussi plus apte a` montrer —
comme l’observe Cantor lui-meˆme a` la fin de sa premie`re lettre a` Dedekind — la
« raison» pour laquelle l’ensemble R n’est pas de´nombrable, elle est aussi moins
imme´diate et e´le´mentaire que celle-ci. Cantor ne parvint a` cette dernie`re preuve qu’en
1890 et l’exposa dans une courte note intitule´e : « ?ber eine elementare Frage der Man-
nigfaltigkeitslehre» (Sur une question e´le´mentaire de la the´orie des multiplicite´s).
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Comme celle de 1890, la preuve de 1873 est une preuve par l’absurde, et ne
concerne que les nombres re´els compris entre 0 et 1, meˆme si, dans ce cas, les extreˆmes
0 et 1 de cet intervalle sont exclus. Voici comment on peut la formuler.
Imaginons que les nombres re´els appartenant a` l’intervalle ouvert (0, 1) peuvent
eˆtre compte´s et range´s, par conse´quence, dans une suite {ri}∞i=0 qui comprend la
totalite´ de ces nombres. E´videmment, a` cause de la densite´ de Q, et donc de R, par
rapport a` la relation ≤, l’ordre total exhibe´ par cette se´quence devra eˆtre diffe´rent
de l’ordre totale induit par cette dernie`re relation. Mais la densite´ de R par rapport
a` ≤ permet aussi de prendre dans l’intervalle (0, 1), deux nombres re´els α et β tels
que α < β, et de former ainsi l’intervalle ouvert (α, β) contenu dans (0, 1). Soient
alors α′ = rh′ et β
′ = rk′ (h
′, k′ ∈ N) les deux premiers termes de {ri}∞i=0 qui
appartiennent a` (α, β). Si {ri}∞i=0 contient la totalite´ des re´els appartenant a` (0, 1),
comme R est dense par rapport a` ≤, il y a certainement deux termes diffe´rents tels que
ceux-ci, et comme ces termes sont justement diffe´rents entre eux, on peut supposer
que α′ < β′. Si on conside`re alors l’intervalle ouvert (α′, β′), contenu dans (α, β),
on peut re´ite´rer la meˆme ope´ration et former l’intervalle ouvert (α′′, β′′) contenu
dans (α′, β′), tel que α′′ = rh′′ et β
′′ = rk′′ (h
′′, k′′ ∈ N) sont les deux premiers
termes de {ri}∞i=0 qui appartiennent (α′, β′). Dans ce cas aussi, la densite´ de R par
rapport a` ≤ et l’hypothe`se dont on est parti, garantissent l’existence des termes
α′′ et β′′ et nous permettent de supposer que (α′′ < β′′). En continuant de cette
manie`re, on pourra alors construire une suite {α(i), β(i)}∞i=0 d’intervalles emboˆıte´s,
tous contenus dans (0, 1). Or, comme, par construction, quels que soient les indices
µ et ν, α(µ) < β(ν), les suites respectivement croissante et de´croissante {α(i)}∞i=0
et {β(i)}∞i=0 sont respectivement supe´rieurement et infe´rieurement borne´es dans R.
D’apre`s l’axiome de la borne supe´rieure, elles posse`dent donc respectivement une
borne supe´rieure α(∞) et une borne infe´rieure β(∞) dans R. Il n’est pas difficile de
comprendre que, par construction, α(∞) ≤ β(∞). Or, si α(∞) < β(∞), alors il y
a un intervalle ouvert (α(∞), β(∞)), contenu dans (0, 1), qui ne peut, a` son tour,
contenir aucun terme de la suite {ri}∞i=0. Mais, comme R est dense par rapport a`
≤, cet intervalle devra contenir au moins un nombre re´el appartenant a` (0, 1). Donc,
s’il en e´tait ainsi, de l’hypothe`se d’apre`s laquelle la suite {ri}∞i=0 comprend tous les
nombres re´els appartenant a` l’intervalle ouvert (0, 1), il suivrait qu’il y a au moins un
nombre re´el appartenant a` cet intervalle qui n’est pas compris dans la suite {ri}∞i=0.
D’autre part, si α(∞) = β(∞) alors, pour la construction des intervalles (α(i), β(i)),
il n’est pas possible que α(∞)(= β(∞)) soit compris dans la suite {ri}∞i=0. En effet,
s’il en e´tait ainsi, alors il y aurait un indice n, tel que rn = α
(∞) = β(∞), et, quel
que soit cet indice, ce serait un nombre naturel fini, et il ne pourrait donc pas y
avoir une infinite´ de termes de la suite {ri}∞i=0 pre´ce´dant rn, tous plus petits que
α(∞)(= β(∞)), ni une infinite´ des termes de la suite {ri}∞i=0 pre´ce´dant rn tous plus
grands que β(∞)(= α(∞)), comme le veut par contre la construction des intervalles
(α(i), β(i)). Encore une fois, s’il en e´tait ainsi, de l’hypothe`se d’apre`s laquelle la suite
{ri}∞i=0 comprend tous les nombres re´els appartenant a` l’intervalle ouvert (0, 1), il
suivrait qu’il y a au moins un nombre re´el appartenant a` cet intervalle qui n’est pas
compris dans la suite {ri}∞i=0. Mais les deux cas conside´re´s sont les seuls possibles,
et donc l’hypothe`se d’apre`s laquelle la suite {ri}∞i=0 comprend tous les nombres re´els
appartenant a` l’intervalle ouvert (0, 1) implique sa ne´gation, et doit donc eˆtre rejete´e.
Telle qu’on vient de la formuler, la preuve pre´ce´dente emploie l’axiome de la
borne supe´rieure et montre donc comment et pourquoi la non de´nombrabilite´ de R
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de´pend du fait que R satisfait a` cet axiome, tout en e´tant dense par rapport a` ≤. Il
n’est pourtant pas difficile de formuler la meˆme preuve de manie`re a` y faire intervenir
directement l’axiome de la coupure, duquel on ferait ainsi directement de´couler la non
de´nombrabilite´ de R. C’est une confirmation indirecte de l’e´quivalence de ces deux
axiomes.
Lectures possibles : J. Cavaille`s (e´d.) «Correspondance Cantor-Dedekind», in
J. Cavaille`s, Philosophie mathe´matique, Hermann, Paris, 1962, pp. 177-251 ; J. W.
Dauben Dauben, Georg Cantor. His Mathematics and Philosophy of the Infinite,
Princeton Univ. Press, Princeton, 1979.
On exprime souvent le contenu du the´ore`me pre´ce´dent, en disant que R a la « cardinalite´
du continu». En effet, la non de´nombrabilite´ de R est une conse´quence du fait que R satisfait
a` la condition exprime´e par l’axiome de la coupure (ou par l’axiome de la borne supe´rieure).
Ces deux conditions ne sont pas, pour autant, e´quivalentes : un ensemble peut ne pas eˆtre
de´nombrable et ne pas satisfaire non plus a` la condition exprime´e par l’axiome de la coupure
(ou par l’axiome de la borne supe´rieure). Un exemple fort connu est donne´ par un ensemble
de´fini pour la premie`re fois par G. Cantor, qu’on appelle de ce fait « ensemble de Cantor » ou
parfois simplement « cantor».
Conside´rons l’intervalle ferme´ [0, 1] de R, qu’on appellera « I », par soucis de brie´vite´,
et, pour rendre la construction plus tangible, imaginons de repre´senter cet intervalle par un
segment AB, dans lequel on inclura les extremite´s A et B, ce que, comme on a vu ci-dessus, il
est permis de faire. Conside´rons maintenant les nombres rationnels 13 et
2
3 ; ce sont bien suˆr des
nombres re´els et il appartiennent a` I ; les points de AB qui correspondent a` ces nombres, disons
respectivement A1 et B1, partagent de surcroˆıt ce segment en trois parties e´gales. E´liminons alors
de I l’intervalle ferme´ [13 ,
2
3 ], ou de AB le segment A1B1, incluant ses limites. Ils restera les deux
demi-ouverts [0, 13 ) et (
2
3 , 1], c’est-a`-dire les deux segments, prive´s d’une de leurs extremite´s,
AA1 et B1B. Conside´rons l’union de ces intervalles et formons l’ensemble I1 = [0,
1
3 )∪ ( 23 , 1] qui
ne sera e´videmment pas un intervalle. Qu’on accomplisse maintenant la meˆme ope´ration qu’on
a accomplie sur I ou sur AB, sur les deux parties de cet ensemble, c’est-a`-dire sur les deux
intervalles [0, 13 ) et (
2
3 , 1] ou sur les deux segments AA1 et B1B, en partageant le premier par
les nombres 19 et
2
9 et le deuxie`me par les nombres
7
9 et
8
9 , correspondant respectivement aux
points A2 et A3 et B2 et B3. En prenant encore l’union des intervalles restant apre`s avoir e´limine´
les intervalles [ 19 ,
2
9 ] et [
7
9 ,
8
9 ], ou bien les segments A2A3 et B2B3, incluant leurs limites, on aura
l’ensemble I2 = [0,
1
9 ) ∪ ( 29 , 13 ) ∪ ( 23 , 79 ) ∪ ( 89 , 1], qui ne sera pas non plus un intervalle. Pour
construire l’ensemble de Cantor, il n’y a qu’a` re´ite´rer cette proce´dure a` l’infini, en obtenant un
ensemble I∞ qui re´sultera forme´ par l’union d’une infinite´ d’e´le´ments ou points.
Or, comme a` chaque e´tape de la construction, on de´double le nombre des termes qui
composent l’union Iν , par rapport a` l’e´tape pre´ce´dente, il s’ensuit que, apre´s ν e´tapes, on aura
un ensemble forme´ par l’union de 2ν intervalles ou segments. L’ensemble I∞ de Cantor, qu’on
note ge´ne´ralement par la lettre «C » en l’honneur de Cantor meˆme, sera ainsi forme´, par 2ℵ0
e´le´ments, (cf. la note historique 6.10). On comprendra ainsi, mais la chose peut eˆtre prouve´e
formellement sans difficulte´, que le cantor n’est pas de´nombrable. De plus, comme l’ensemble
R des nombres re´els peut eˆtre de´fini comme l’ensemble de toutes les classes d’e´quivalences de
suites de Cauchy a` termes en Q, il peut eˆtre pense´ comme un ensemble d’ensembles de sous-
ensembles de Q et il n’est pas difficile de montrer que sa cardinalite´ est celle de l’ensemble
de tous les sous-ensembles de Q. Mais comme Q est de´nombrable, c’est-a`-dire qu’il a la meˆme
cardinalite´ que N, et qu’un ensemble de ν e´le´ments contient exactement 2ν sous-ensembles (le
lecteur pourra le ve´rifier comme exercice), il n’est pas difficile de prouver que la cardinalite´ de
R est, elle-aussi, 2ℵ0 . Donc le cantor peut eˆtre mis en bijection avec R.
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D’autre part, on peut aussi comprendre que le cantor, ne pre´sente l’aspect ni d’un intervale,
ni d’une union d’intervalles. En effet, on peut prouver qu’aucun sous-intervalle de I est inclus
dans le cantor, c’est-a`-dire que, quels que soient les e´le´ments x et y de I qui sont aussi des
e´le´ments de C, l’intervalle (x, y) n’est pas un sous-ensemble de C.
Comme l’ensemble C de Cantor peut eˆtre mis en bijection avec R, il peut eˆtre aussi mis
en bijection avec l’ensemble des points qu’on peut distinguer ge´ome´triquement sur une droite.
Il ne posse`de pas pourtant une proprie´te´ essentielle d’une droite qui fait qu’elle est continue :
ses e´le´ments (ou points) sont tous de´connecte´s les uns des autres. Cet exemple nous permet
de comprendre qu’on ne peut pas de´finir la proprie´te´ de continuite´ pour un ensemble de telle
sorte que cette proprie´te´ ne de´pende que de la cardinalite´ de cet ensemble, c’est-a`-dire de la
possibilite´ de mettre cet ensemble en bijection avec l’ensemble des points qu’on peut distinguer
ge´ome´triquement sur une droite. Si on accepte que R est un ensemble continu, on doit en
conclure que les conditions qui caracte´risent R sont essentiellement plus fortes que les conditions
qui caracte´risent un ensemble dont la cardinalite´ est 2ℵ0 , c’est-a`-dire qu’elle est e´gale a` la
cardinalite´ de l’ensemble de tous les sous-ensembles possibles d’un ensemble de´nombrable. Dit
en d’autres termes : la proprie´te´ de continuite´ d’un ensemble n’est pas simplement une question
de dimension de cet ensemble, elle de´pend aussi, essentiellement, de la manie`re selon laquelle
les e´le´ments de cet ensemble se comportent les uns par rapport aux autres.
Du fait qu’on ne peut pas faire de´pendre la continuite´ d’un ensemble de sa seule cardinalite´,
il suit que l’ensemble R ne peut qu’eˆtre caracte´rise´ comme un ensemble intervenant dans une
structure. Les conside´rations pre´ce´dentes nous sugge`rent trois manie`res pour caracte´riser la
proprie´te´ de continuite´ d’un ensemble ; d’autres sont connues, mais elle ne seront pas e´voque´es
ici. Selon qu’on choisit l’une ou l’autre de ces manie`res, il faut supposer que l’ensemble qu’on
veut qualifier de continu participe d’une structure plus ou moins complexe. Si on se limite aux
caracte´risations sugge´re´es par les conside´rations pre´ce´dentes, on aura par exemple la situation
suivante. Si on veut dire qu’un ensemble est continu si et seulement s’il est dense par rapport a`
la relation d’ordre ≤ et satisfait a` l’axiome de la coupure, il faut supposer que cet ensemble est
totalement ordonne´ relativement a` la relation ≤. De meˆme, si on veut dire qu’un ensemble est
continu si et seulement s’il est dense par rapport a` la relation d’ordre ≤ et satisfait a` l’axiome
de la borne supe´rieure. Si on veut dire, en revanche, qu’un ensemble est continu si et seulement
si une suite a` termes dans cet ensemble est convergente vers une limite dans cet ensemble si et
seulement si c’est une suite de Cauchy, alors, il faut suposer qu’un tel ensemble participe d’une
structure qui rende possible d’y de´finir des suites de Cauchy et de dire a` quelles conditions
une suite a` terme dans cet ensemble converge vers une limite dans ce meˆme ensemble. Comme
on l’a de´ja` dit, cela peut eˆtre fait sans qu’il soit ne´cessaire de de´finir sur cet ensemble une
relation d’ordre ; la de´finition d’une distance convenable est suffisante. Ainsi la diffe´rence entre
cette dernie`re de´finion et les deux autres est qu’elle fait de´pendre la proprie´te´ de continuite´
d’un ensemble, non pas de l’ordre de´fini sur cet ensemble, mais de sa structure me´trique. C’est
la raison pour laquelle certains pre´fe`rent cette dernie`re de´finition aux deux autres. Expliquer
convenablement les raisons de cette pre´fe´rence nous e´loignerait pourtant trop des objectifs du
pre´sent cours.
Le lecteur pourra conside´rer les observations pre´ce´dentes comme une manie`re d’indiquer
une des proble´matiques qui sont lie´es au choix d’une de´finition de la proprie´te´ de continuite´
d’un ensemble, et qui font de la question de la de´termination de ce choix une des questions les
plus passionantes autant de la logique mathe´matique que de la philosophie des mathe´matiques.
Pour donner un cadre pre´cis a` la discussion, qui, depuis les acquisitions de Cantor et Dedekind,
s’est de´veloppe´e autour de cette question, il faudrait pourtant ouvrir un chapitre assez complexe
de logique mathe´matique et de the´orie des ensembles.
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Je pre´fe`re donc, pour l’instant, m’arreˆter la`.
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7Index Analytique
A
addition
alge´brique,
de´finie sur un ensemble quelconque,
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres naturels,
entre nombres re´els (selon la de´finition de Cantor),
entre polygones dans la ge´ome´trie d’Euclide,
entre suites de Cauchy a` termes dans R,
infinie,
additivite´ (condition d’),
aire,
d’une courbe,
d’une hyperbole,
alge`bre line´aire,
algorithme d’Euclide (ou antiphe´re`se),
analyse
en tant que proce´dure argumentative,
en tant que the´orie mathe´matique,
non standard,
analyse/synthe`se,
analytique/synthe´tique,
ancestrale d’une relation,
anneaux,
commutatif,
unitaire,
appartenance,
application,
inverse (d’une application donne´e),
associativite´
d’une ope´ration de´finie sur un ensemble,
de l’addition
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
de la multiplication
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres naturels,
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entre nombres relatifs,
autore´fe´rencialite´,
axes carte´siens,
axiomatique,
axiomes,
de compre´hension,
de la borne supe´rieure,
de la coupure (ou de Dedekind),
de Peano,
de Zermelo-Fraenkel,
logiques,
propres,
B
base
d’un syste`me de nume´rotation,
d’une se´rie arithme´tique,
d’une se´rie ge´ome´trique,
bijection,
binoˆme, 169-170
borne
infe´rieure,
supe´rieure,
C
calcul infinite´simal
cardinalite´,
d’un ensemble quelconque,
de Q,
de R,
du continu,
chaˆıne,
classes
d’e´quivalence de suites de Cauchy a` termes dans Q,
de congruence module un nombre naturel,
propres,
coefficient
binomiale,
d’un terme d’un polynoˆme,
cohe´rence,
collections
d’objets,
finies,
combinaisons,
commutativite´
de l’addition
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres relatifs,
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de la multiplication
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres naturels,
comple´tude syntactique,
composition
d’applications,
de deux de´placements d’un segment sur un plan euclidien,
de fonctions,
comptage alterne´,
compter, acte de,
condition
ne´cessaire,
ne´cessaire et suffisante,
suffisante,
conjonction,
constante,
constantes logiques,
constructif/corre´latif,
continu,
continuite´,
contre-exemple,
controˆle de parite´,
conventionnalisme ge´ome´trique,
convergence
d’une se´rie a` termes dans Q vers une limite dans Q,
d’une se´rie a` termes dans R vers une limite dans R,
d’une se´rie vers une certaine limite dans un certain ensemble,
d’une suite a` termes dans Q vers une limite dans Q,
d’une suite a` termes dans R vers une limite dans R,
d’une suite vers une certaine limite dans un certain ensemble,
coordonne´es carte´siennes,
corollaire,
corps,
commutatif
totalement ordonne´,
des classes de congruence modulo un nombre naturel,
totalement ordonne´,
coupure,
crite`re,
de convergence de Cauchy,
D
de´duction naturelle,
de´finition
implicite
par abstraction,
proprement mathe´matiques,
re´cursive,
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terminologique,
de´finition/existence d’un objet dans la ge´ome´trie d’Euclide,
degre´
d’un polynoˆme,
d’une e´quation alge´brique,
densite´,
de´placement
d’un segment dans la ge´ome´trie d’Euclide,
d’un segment sur un plan euclidien,
deux,
diagonalisation,
diffe´rence (de deux nombres entiers positifs),
disjonction,
distance (entre deux e´le´ments d’un ensemble quelconque),
distributivite´
de la multiplication
par des nombres entiers positifs
sur l’addition entre grandeurs,
sur l’addition de´finies sur les nombres entiers positifs,
sur l’addition de´finies sur les nombres fractionnaires strictement positifs,
sur l’addition de´finies sur les nombres naturels,
de la multiplication par des nombres entiers positifs sur l’addition entre grandeurs,
divergence
dans un certain ensemble
d’une se´rie,
d’une suite,
dans R
d’une se´rie a` termes dans R,
d’une suite a` termes dans R,
division
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres naturels,
domaine (de de´finition) d’une application ou d’une fonction,
E
e´criture de´cimale
d’un nombre rationnel,
d’un nombre re´el,
e´galite´,
de deux segments dans la ge´ome´trie d’Euclide,
entre collections,
entre suites de Cauchy a` termes dans Q,
relation d’,
e´le´ment
inde´termine´ d’un ensemble,
neutre,
de l’addition,
e´le´ments (positifs, ne´gatifs, strictement positifs d’un groupe totalement ordonne´),
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ensemble,
comptable,
d’arrive´e d’une fonction ou application,
de Cantor (ou cantor),
de de´part d’une fonction ou application,
de´nombrable,
dense,
des classes de congruence modulo un nombre naturel,
fini,
inte´rieurement borne´,
infini,
infini non-de´nombrable,
isomorphe a` un autre ensemble,
ordonne´,
relativement a` une relation d’ordre strict,
partiellement ordonne´,
simplement infini,
supe´rieurement borne´,
totalement ordonne´,
e´quation
alge´brique,
dans un corps,
d’une courbe,
diophantienne,
e´quations
the´orie des,
e´quinume´ricite´
relation d’,
e´quivalence
classe d’,
de deux e´nonce´s dans une certaine logique,
relation d’,
existence conditionne´e/inconditionne´e,
exposant naturel,
extension d’un concept,
F
factoriel,
fermeture d’un ensemble
par rapport a` une ope´ration,
relativement a` l’ope´ration inverse d’une ope´ration relativement a` laquelle cet ensemble
est ferme´,
fonction,
alge´brique,
rationnelle,
zeˆta,
fondements
de l’arithme´tique,
des mathe´matiques,
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formalisation,
formalisme,
forme/contenu,
formule ouverte,
G
ge´ne´rateurs (d’un groupe),
ge´ome´tries non euclidiennes,
grandeurs,
commensurables/non-commensurables,
groupes,
commutatifs (ou abe´liens),
cycliques,
de permutations,
de transformations,
des classes de congruence module un nombre naturel,
des de´placements d’un segment sur un plan euclidien,
ge´ne´re´s a` partir d’un autre groupe,
monoge`nes,
table de,
H
hauteur (d’une e´quation alge´brique),
homoge´ne´ite´,
hypothe`se
du continu,
ge´ne´ralise´e du continu,
inductive,
I
identite´,
image
d’un e´le´ments d’un ensemble selon une application ou fonction,
du domaine d’une application ou d’une fonction,
implication
double,
simple,
inclusion,
indice,
induction
comple`te,
simple,
transfinie,
ine´galite´ du triangle,
injection,
inte´grale,
de Riemann,
intension/extension (ou sens/signification),
intervalle
ferme´,
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ouvert,
intuitionnisme,
inverse (d’un e´le´ment d’un ensemble),
irrationalite´ de la racine de deux,
J
jugement synthe´tique a priori,
jugements mathe´matiques
en tant qu’analytiques,
en tant que synthe´tiques a priori,
L
langage (ou the´orie) du premier ordre,
langage d’une the´orie formelle,
lemme,
limite
d’une fonction,
d’une se´rie a` termes dans R,
d’une se´rie dans un ensemble,
d’une suite a` termes dans R,
d’une suite dans un ensemble,
maximale d’une suite a` termes dans R,
logicisme,
logique
classique,
intuitionniste,
loi
de composition interne,
de formation
des termes d’une se´rie,
des termes d’une suite,
longueur,
M
machine de Turing,
magma,
associatif (ou demi-groupe),
commutatif,
majorant,
de´finitif,
mathe´matiques
comme activite´ humaine,
en tant que corpus de re´sultats,
mesure,
en tant que relation entre deux segments,
approximative,
commune,
a` deux grandeurs,
a` deux nombres entiers strictement positifs,
a` la totalite´ des e´le´ments d’un ensemble,
305
a` un couple d’e´le´ments d’un ensemble,
notion moderne,
me´thode
de division de Mercator,
par re´currence,
me´trique,
minorant,
mode`le,
mono¨ıde,
commutatif,
monoˆmes,
similaires,
multiplication
de´finie sur un ensemble quelconque ;
entre grandeurs,
entre nombres entiers positifs,
entre nombres fractionnaires strictement positifs,
entre nombres naturels,
entre nombres re´els (selon la de´finition de Cantor),
entre suites de Cauchy a` termes dans Q,
N
ne´gation,
nombre
(avoir le meˆme nombre d’objets),
d’une collection,
de´cimal pe´riodique,
nombres
alge´briques,
re´els,
cardinaux,
the´orie des,
carre´s,
complexes,
corps des,
entiers positifs,
en tant qu’objets,
finis,
noms et symboles des,
ordre des,
entiers strictement positifs,
figure´s,
plans,
solides,
fractionnaires strictement positifs,
imaginaires,
irrationnels,
naturels,
noms et symboles des,
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ordre des,
pairs/impairs,
premiers,
distribution des,
premiers entre eux,
pyramidaux,
rationnels,
positifs,
re´els,
ensemble des,
ne´gatifs (selon la de´finition de Cantor),
nuls (selon la de´finition de Cantor),
positifs (selon la de´finition de Cantor),
strictement positifs (selon la de´finition de Cantor),
relatifs,
triangulaires,
O
objet mathe´matique,
ope´ration,
inverse,
unitaire,
ope´rer sur l’universel in concreto,
ordre
d’un anneaux,
d’un groupe,
d’un terme d’un polynoˆme,
partiel,
sur un ensemble,
total,
ordre strict,
entre nombres fractionnaires strictement positifs,
ouvert (eˆtre un domaine ouvert par rapport a` une ope´ration),
P
paradoxe
de De Morgan,
de la dichotomie,
de Russell,
partage d’une grandeur,
permutation,
platonisme
arithme´tique,
mathe´matique,
plus grand commun diviseur
entre deux ou trois grandeurs commensurables,
entre deux ou trois nombres naturel,
polynoˆme,
pre´de´cesseur,
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preuve,
directe/indirecte,
formelle,
par l’absurde,
par re´currence (ou par induction comple`te),
re´cursive,
principe
d’Archime`de,
de non-contradiction,
de plongement de Q dans R,
du tiers exclu,
produit
de nombres entiers positifs,
de nombres fractionnaires strictement positifs,
progression,
proportion (de´finition d’Euclide),
proportion/e´quation,
proportions, the´orie des,
proprie´te´ R-he´re´ditaire,
puissance d’un binoˆme,
d’un e´le´ment d’un ensemble relativement a` une ope´ration quelconque,
d’un nombre entier positif,
Q
quantificateur
existentiel,
universel,
quantification enchaˆıne´e,
quantite´,
continue (ou grandeur),
quantite´s discre`tes/continues,
quotient
de nombres entiers positifs,
de nombres fractionnaires strictement positifs,
R
racines d’une e´quation alge´brique,
raison
d’une se´rie arithme´tique,
d’une se´rie ge´ome´trique,
rapport (entre deux grandeurs),
re´currence
principe de,
proprie´te´ de,
re`gle de simplification (des nombres fractionnaires strictement positifs),
re`gles
d’infe´rence,
d’introduction et d’e´limination,
de bonne formation d’un e´nonce´,
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relation, 82
anti-re´flexive,
anti-syme´trique,
d’e´quivalence,
d’ordre,
d’ordre strict,
sur les nombres re´els (selon la de´finition de Cantor),
sur les suites de Cauchy a` termes dans Q,
re´flexive,
syme´trique,
transitive,
S
segments incommensurables,
se´rie,
a` termes dans un ensemble quelconque,
arithme´tique,
re´duite partielle de,
somme partielle de,
associe´e a` une suite,
de Cauchy
a` termes dans un ensemble quelconque,
a` termes dans Q,
a` termes dans R,
de fonctions,
de Fourier,
de Grandi,
des inverses des carre´s,
ge´ome´trique,
somme partielle de,
harmonique,
somme
de nombres entiers positifs,
de nombres fractionnaires strictement positifs,
des premiers n+ 1 carre´s,
des premiers n+ 1 cubes,
des premiers n+ 1 nombres naturels,
des puissances m-ie`mes des premiers n+ 1 nombres naturels,
sous-groupe,
sous-suite,
d’une suite donne´e (ou extraite de cette suite),
soustraction
entre nombres entiers positifs,
entre nombres naturels,
stabilite´ (de la relation < de´finie sur les nombres fractionnaires strictement positifs),
structure,
successeur,
d’un nombre entier positif,
d’une nombre naturel,
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suite,
a` termes dans un ensemble quelconque,
associe´e a` une se´rie,
borne´e dans R,
croissante,
de Cauchy
a` termes dans un ensemble quelconque,
a` termes dans Q,
a` termes dans R,
des re´duites partielles d’une se´rie,
harmonique,
infe´rieurement borne´e dans un ensemble,
supe´rieurement borne´e dans un ensemble,
suivre en une succession,
surjection,
syllogisme de la quantite´ transpose´e,
syste`me
de de´nomination (des nombres entiers positifs),
de nume´rotation,
formel,
T
techniques arithmo-ge´ome´triques,
termes
d’une suite,
primitifs,
the´ore`me,
du de´veloppement binomial
pour un exposant naturel quelconque,
pour un exposant rationnel quelconque,
fondamental de l’alge`bre,
grand de Fermat,
d’incomple´tude de Go¨del,
de Lo¨wenheim-Skolem
ascendant,
descendant,
de Pythagore,
de Thales,
the´orie
de l’inte´gration,
de la quantification,
des ensembles,
des nombres,
des proportions,
entre grandeurs,
entre nombres,
des types,
empirique,
formelle,
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the´orie des grandeurs/the´orie des nombres,
transformation (de l’espace),
triangle de Pascal (ou de Tartaglia),
trois,
U
un,
unite´,
de mesure,
usage/mention,
V
valeur absolue,
de la diffe´rence entre deux nombres rationnels (prise comme distance entre ces nombres),
variable,
de´pendante,
inde´pendante,
libre,
Z
ze´ro,
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