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Let X;; (j = 1, .. . , n; i = 1, ... , s) be independent samples from popula-
tions with cumulative distribution functions F (x- @;). For selecting the 
population with the highest e-value, procedures based on the ranks of the 
observations are compared with the means procedure which selects the popula-
tion with the largest mean Xi. The asymptotic relative efficiency of two selec-
tion procedures is defined as the ratio of the sample sizes required to achieve 
the same minimum probability of selecting a "good." population. It is shown 
that the asymptotic relative efficiency of the procedures based on ranks 
relative to the means procedure is the same as that of the associated tests in 
the two -or c-sample problem. If the ratio of the sample sizes is equal to this 
efficiency, the two procedures being compared are shown to have the same 
asymptotic performance characteristic. 
l. The means procedure. Let X; 1 (j = 1, ... , n; i = 1, . .. , s) be independent 
samples from populations II;, with distributions 
(l) P(X;1 ~ x) = F(x - @;) , 
and consider the problem of selecting the population with the largest e-value. 
When F is normal, the natural procedure is the means procedure M which 
selects II; if 
(2) X;= max X1, 
k 
n 
where Xk = I) Xk 1jn. Strong optimum properties of this procedure were. 
i=l 
proved by BAHADUR [l] and BAHADUR and GooDMAN [2]. 
The feature of the means procedure (2) on which attention has been focused 
in the literature (see for example BEOHOFER [3] and HALL (5]), is the sample 
size n required to guarantee some desirable property, for example that 
(3) P (selected distribution is good) ~ y , 
where the ith population is considered good if e. is sufficiently close to the 
• This paper was begun with the partial support of the Office of Naval Research 
(Nonr-222-43) and was completed while the author was Research ProfeBSor for the Adolph 
C. and Mary Sprague Miller Institute for Basic Research in Science, University of Cali-
fornia, Berkeley. 
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largest 0-value, say if 
(4) 8i ~ 0max- L1* 
where L1* is a given constant. 
If we do not wish to rely on the assumption of normality, we can find a. 
large-sample solution, which depends only on the variance a2 of F. To this end, 
consider a sequence of situations for increasing n, and define the ith population 
as good if 
(5) 0i~ 0max- LJ(n), 
where L1 (n) will be defined below. This definition seems rather opportunistic 
since it appears that our idea of what 0-values are acceptable is changing 
with the sample size. This is of course not the case: the sequence is only a 
mathematical device for approximating the actual situation. If in a concrete 
case, the definition ( 4) applies with a given value of L1 *, then L1 (n) will be 
identified with L1 *. 
Suppose now without loss of generality that @8 = 0max· Then for all F 
the left hand side of (3) takes on its maximum value when 
(6) 
and the sample size is therefore determined by the condition 
(7) P(X8 = Xmax) = y when (01, ••. , 8 8 ) satisfies (6). 
The large-sample solution of the sample size problem follows from the following 
lemma. 
Lemma 1. For fixed y, and with ,goodness" of a populntion defined by (5), 
let n be determined so that (6) and (7) hold. Then as n ~ oo, 
(8) L1<"')= ~; + o (v~). 
Here a2 is the variance of F and L1 is determined by the condition 
(9) 
where Q is the cumulative distribution function of a normally distributed 
vector (U1 , • •. , U8 _ 1 ) with 
(10) E(Ui) = 0, Var(Ui) = l, Cov(Ui, U;) = ! for all i, j. 
Proof. Let Yi = (Xi- X 8) v 2:z and let (0~11>, •.. , @~11>) be a sequence of 
parameter points satisfying (6). Then equation (7) is equivalent to 
P(Yi~ 0 for all i) = y 
and hence by the central limit theorem (and the fact that the convergence is 
uniform in the arguments of the cumulative distribution function) to 
lim p (u·:::;; (0(n)- 8<n>pl n for all i) 
11 _... 00 ' - ' ' Y 2a1 
=lim P(Ui ~ L1<n>tf- n,- forall i)=y. 
n-+oo Y 2a 
If L1 is defined by (9), this equation will be satisfied if and only if (8) holds. 
18* 
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Suppose now that we are given a value Ll * and wish to find the smallest 
sample size n for which (3) holds with "goodness" defined by (4). It follows 
from the lemma that a large sample solution is obtained by putting Ll af;1n = Ll* 
or 
(11) 
Since Ll is determined by y, this defines n as a function of L1 *, y and a. 
2. Procedures based on scores. Suppose the observations Xi; are ranked 
and the rank of X 0 is denoted by Rii· Let us consider the scores procedures 
which are obtained by replacing XiJ in (2) by a score h(Ri;). More particularly 
we shall assume that h is defined by 
(12) h(r) = EF,(z<r>) 
where Z<1> < · · · < Z<N> is an ordered sample from a given distribution F 0. 




Vi = maxVk 
k 
j 
Standard terminology suggests calling these procedures nonparametric or 
distribution-free. However, there is no significance level or similar quantity 
to be computed, which for procedure (2) would depend on the underlying 
distribution F but would be independent of F for (13). The terminology is 
therefore inappropriate in the present case, and so is the associated justification 
of (13). The relative merits of (13) and (2) must instead be decided on the basis 
of the sample sizes required to achieve (3), (or some similar criterion). 
Let us therefore consider the sample size m = g(n) required by the scores 
procedure (13) if it is to satisfy (3) with the definition of "good" still being 
given by (5) and (8). Since his nondecreasing, it is easily seen that also for this 
procedure the left hand side of (3) takes on its minimum value when (@v ... ' es) 
satisfies (6), and hence that for large samples the sample size m is determined 
by the condition 
(15) lim P(V8 = Vmax) = y when (@v .. . , @s) satisfies (6). 
n-+oo 
The following lemma is the analogue of Lemma 1 for the present case. 
Lemma 2. For fixed y, let m be determined so that (15) holds, and suppose 
that F and J = F01 satisfy the regularity conditions of Theorem 6.2 and Lemma 7.2 
of PuRl [8]. Then as m - oo 
(16) LJ(m)= - - + 0 - -L1 A ( I ) 
Vm J :x {J[F(x)]} dF(x) Vm 
where 
(17) 
The proof of this lemma will be given at the end of section 4. 
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If m and n are determined by (3) and if the same definition of good is 
applied in both cases, the quantity LJ(m) defined by (16) must agree with LJ(n) 
defined by (8), and hence 
(18) . n az (J d { } ) 2 hm - == -A2 d J[F(x)] dF(x) . 
n->-oo m X 
This relative efficiency ea(F,).M of the F 0-scores procedure s{F0) to the means 
procedure M is the same as that found by CHERNOFF and SAVAGE [4] for the 
corresponding tests in the two-sample problem and shown by PURI [8] to be 
valid also for the c-sample problem. 
Let us now consider two special cases: 
(i) If F 0 is a rectangular distribution, (13) reduces to the rank-sum proce-
dure R, which selects the ith population when J: Rki takes on its maximum 
i 
value for j = i. The efficiency (18), then is known to satisfy eR,M(F) ~ .864 
for all F; eR,M(F) = 3/n"' .955 when F is normal; and eR,M(F) > 1 for many 
non-normal distributions (HoDGES and LEHMANN [6]). 
(ii) If F 0 is a normal distribution, the efficiency es(<P), M of the resulting 
normal scores procedure is known to satisfy es(<P),M{F) ~ 1 for all F, and 
es<<~>>.M(F) = 1 if and only ifF is normal. 
Thus from the efficiency point of view both the rank procedure and the 
normal scores procedure (or the asymptotically equivalent procedure based on 
VANDER WAERDENs X-test [9]) appear to be advantageous compared with the 
means procedure, unless one can be reasonably sure of the absence of gross 
errors and other departures of normality. (For an efficiency comparison of the 
rank sum to the normal scores procedure see HoDGES and LEHMANN [7].) 
Let us next consider the problem of sample size determination with a 
scores procedure. Suppose we are given a value Ll* and wish to find the smallest 
sample size m for which (3) holds when the definition of "good" is given by (4). 
This is approximately achieved by putting 
( L1 y AI 
m = Lf* (! :x {J'o 1 (F(x}]} dF(~). 
To be specific, let us consider the rank-sum procedure for which this equation 
reduces to 
( L1 )2 1 
m = L1* 12(f /1 (x) dx)2 
where f denotes the probability density of F. 
Suppose we expect F to be approximately normal with variance -r2• For 
this distribution the sample size m becomes 
( LJ )2 .7tTI m= 3* ·a· 
This sample size determination is considerably more robust against gross 
errors or other deviations in the tail behaviour ofF than that for the means 
procedure since f f2 (x) dx is much less sensitive to such deviations than is the 
variance of the X's. 
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3. Compari8on of performance cluJ,racteristics. If m = g(n) is determined 
so that (18) ~olds, then for large n the procedures S(F0 ) and M have approxi-
mately the same minimum probability y of selecting a good population. This, 
however, still leaves open the relation of the performance of the two procedures 
(as characterized by the probability of selecting a good population) for para-
meter points not satisfying (6). 
To discuss this relationship, consider any sequence of parameter points 
satisfying 
(19) Cl(n) - e(n) = A(n) = LJI (J + 0 (-1-) 
Cis t LJl Vn Vn . 
We shall further restrict attention to points for which Ll; :::j= L1 for all ito avoid 
ambiguities as to whether or not a population is good. Without loss of generality 
suppose that 
(20) e(n) e(n) < f}(n) _ A (n) < e(n) e(n) .-- Q(n) 1 ' • · ·' r 8 LJ r + 1' · · · ' 8-l 2'e 17 s 
so that for the means procedure M 
8 
(21) limP (selected population is good)= }; P;(Liv ... , Ll 8 _ 1 ) 




Since the joint limiting distribution of the variables 
Y;= (X;- X 8)v 2: 2 
is the same as that of an (s- I)-dimensional normal vector ( U1 , • •• , U8 _ 1) 
with 
(23) E(U1) =-vi, Var(Ui) = 1, Cov(U;, Ui) = ! for all i,j 
it follows that 
(24) P 8 (L1 1, • .. , L1 8 _ 1 ) = P(Ui~ 0 for al~ j) = Q (:i-, .. . , ~i1 ) 
and 
(25) P 1(Liv ... ,LI 8 _ 1 )= P'(U;= Umaxand U;>O) forall i= l, ... ,s-1. 
Consider now the F 0-scores procedure based on samples of size m = g(n) 
where m again satisfies (18). Then the limiting behaviour of the procedure can 
be seen from the following theorem, which will be proved in the next section. 
Theorem 1. For n = 1, 2, ... let X; 1 (j = 1, . . . , m = g(n); i = 1, . .. , s) 
be independently distributed according to F(x- e~n>) . Suppose tJw,t the sequence 
of parameter points @<n> = (ein>, ... , f)~n>) satisfies the assumptions of Theo-
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where vi is defined by (14) and (12), the joint limiting distribution of the random 
variables (Tin>, ... , T~~ 1 ) is the distribution of an (s - !)-dimensional normal 
vector ( U1 , •.• , U8 _ 1 ) satisfying (23). 
It follows from this theorem that the F 0-scores procedure based on samples 
of size m, with m = g(n) determined in accordance with (18), satisfies (21) 
where the P; are given by (24) and (25). For sequences @(n) satisfying (19), this 
procedure therefore has the same asymptotic performance characteristic as the 
means procedure based on samples of size n. This statement holds not only 
for sequences ( ein)' .. . ' g~n)) for which all differences g~n)- e~n) tend to zero 
at the rate 1/Vn as assumed in (19). This follows from the fact that the behaviour 
for differences tending to zero faster than this rate is obtained by putting 
Lli = 0 in (19), and sequences tending to zero more slowly than 1/Vn (or tending 
to a positive limit) by putting Lli = oo. 
4. Proof of Theorem 1 and Lemma 2. Under the assumptions of Theorem l, 
let 
(27) Fi(x) = F ( (x + /~) 
and 
(28) fl; = J J [H (x)] dF; (x) 
s 
where H (x) = I; Fi (x)fs . Then PuRI [8] has shown that the variables 
i= l 
(29) 
asymptotically have a joint normal distribution with zero means and co-
variance matrix 
(30) 
where the Oi; are the Kronecker deltas and where A 2 is given by (17). 
We require the following lemma, the proof of which is immediate, but 
which is the key for the simple comparability of the limit distributions of the 
variables (Tin> , . . . , T~~ 1 ) and ( Y1 , ... , Y8 _ 1). 
Lemma 3. Let the covariance matrix of the random vector ( W1, •. • , W8 ) 
be given by 
(31) 
and let Z; = Wi -
r 2 if i = j 
aij= er2 if i * j 
W 3 (i = l , ... , s). Then 
2r2 (1 - e) if 
Cov(Z;, Z;) = r2(1- e) if 
and hence the correlation coefficient of z, and Z; is l/2 regardless of the values of e 
and -r2• 
It follows from this lemma that two different random vectors having the 
structure of the Z's assumed in the lemma and having normal limit distribu-




To prove the theorem, consider the random variables T!n> defined by (26). 
By Lemma 3, the variance of the limiting distribution of Ti"> is 2-r2 (1 - e) 
where by (30), 
(32) -r2 = (8- l)/2s and (! = -1/(8- 1). 
The variance of the limiting distribution of T1n> is therefore seen to be equal to 1. 
It only remains to show that the mean of T~n> in the limiting distribution is 
equal to - L1;/lf2, i.e. that for all i = I, . . . , 8- I, 
(33) lim ym [,u;(B<n>)- ,u8 (@<n>)J/V2A 2 = - L1;/lf'2- . 
n-+oo 
Let L1. = 0 and Lf = (L11 + · o · + L1.)/so Then we shall show that for all 
i =I, . . . , 8 
(34) lim Vn [,u;(B<n>) - ,U;(O)] = a(Lf- L1i) J dd {J [F(x)]} dF(x). 
n-+oo X 
Equation (33) is then an immediate consequence of (34) and (IS). 
To see (34), note that its left hand side can be written as 
Vn J {J [! jtlF(x+ e~n)_ e}n>>]- J[F(x)]}dF(x) 
= J An(x) Bn(x) dF(x), 
where 
and 
Bn(x) = Vn [! 1t 1 F (x+ (L1JV~1)aR,.)- F(x)]. 
Here Rn is independent of x and tends to zero as n ~ oo. Under the assumed 
regularity conditions, 
lim An(x) =1--J(u)iu=F<:z;>• lim Bn(x)= a(Lf- L1;)F'(x) 
n-+-oo U n~oo 
and, since differentiation under the integral is permitted, this completes the 
proof of (34) and hence of Theorem 1. 
To prove Lemma. 2, consider a sequence @(m) of parameter points satisfying 
e~m)= 0 •• = e~~l = e!m>- J(m). 
It follows as before from Purl's theorem that the random variables [( V,- V,) -
- m(p1(8<m>)- ,u~(8<m>))Jflf2mA:f have the limiting distribution of an (8- I)-
dimensional normal vector (Uv ... , U8 _ 1) satisfying (IO). Condition (15) 
with n in (6) replaced by m is equivalent to 
lim P(Ui ~ (p.(Bm) - ,udfJ<m>)) Vmf2:/F for all i) = y . 
m-+oo 
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Since f.li is independent of i, this reduces to 
lim [f.l8 (r9<m>)- f.li(EJ<m>)] Vmf2A 2 = L1!V2 for all i = 1, ... , 8- 1. 
?n --+ 00 
By the argument used to prove {34), this condition is seen to be equivalent 
to (16), which completes the proof. 
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