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On g&&ralise certains thkorkmes d’interpolation non lin6aire de J. Peetre. 
On donne ensuite des applications ?I l’ttude de la rCgularitt des solutions 
d’kquations aux dCrivkes partielles linkaires et non 1inCaires. 
INTRODUCTION 
Dans cet article on se propose de developper une methode nouvelle 
dans l’etude de la regularit& d’equations aux derivees partielles 
lineaires et non lineaires. 
Cette methode a l’avantage de pallier un des inconvenients de 
l’interpolation lirkaire qui est d’obtenir des resultats de regularit& 
“intermediaire” en faisant des hypotheses de regularite trop forte sur 
les coefficients des equations; on obtiendra ici les m&mes resultats mais 
avec des hypotheses de regularrte * ’ “intermediaire” sur les coefficients. 
L’outil essentiel est l’interpolation non IinCaire: on a dQ generaliser 
les resultats existants, ceux-ci n’etant pas applicables dans la situation 
envisagee. 
On n’a pas cherche systematiquement les domaines d’application 
de l’interpolation non lineaire et on s’est borne ici aux problemes de 
regularite; on Ctudiera dans un autre article l’application a des 
problemes de traces non lineaires. 
Naturellement on peut adapter les methodes qui suivent a bien 
d’autres equations. De mCme les theoremes demontres ici ne sont 
pas toujours optimaux. 
Le plan sera le suivant: 
0. Rappels d’interpolation lineaire. 
1. Interpolation non lineaire. 
2. Application a des equations aux derivees partielles lineaires. 
3. Application a des equations aux derivees partielles non lineaires. 
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RAPPELS D’INTERPOLATION LINBAIRE 
On n’introduit dans ce paragraphe que les notions qui nous seront 
utiles par la suite. 
On se restreint au cas des espaces de Banach. Dans un but de 
simplification, on n’utilisera le plus souvent les espaces LP que 
dans le cas 1 < p < + co, mais la plupart des resultats sont valables 
pour 0 < p < + co. La valeur p = + cc sera exclue dans certains 
theoremes pour des raisons techniques, mais on peut souvent dans 
ce cas donner une demonstration directe. 
DEFINITION 1. Si A, et A, sont deux espaces de Banach inclus 
dans un espace localement convexe & on note pour tout Clement a 
de A, + A,. 
DfiFINITION2. SiO<8<1etl <p<+coonnote 
(A, ,4)e.s = {a E A0 + 4 I t@K(t, 4 EL*W, a)) (3) 
oti L.+p(O, co) = Lp(0, co; dt/t); on le munit de la norme 
II a Il(a,,a,)s,~ = II @W, 4lL*‘(O*rn) (4) 
PROPOSITION 1. (A, , A&,, muni de la norme (4) est un Banuch. 
Les espuces dbfinis uinsi ve’r$ient la “proprie’te’ d’interpolation lint!aire” 
suivante: si B, , B, est un autre couple; si T est une application linkaire de 
A, + A, dans B, + B, alors 
TE =!WO, Bo) n W4, &I +- T E -E”((Ao, 4h,, , (B, , ~l)e.9. 
PROPOSITION 2. SiO<0<1,1 <p,(q<+coalors 
(A0 9 4h c (A0 9 4B.Q * 
Si 1 < p < + co, A, n A, est dense dav-q (A, , A,)o.~ . 
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DEFINITION 3. SiO <p,,p, < +a;0 -=C 6 < l;O <p < So0 
on note 
v4l 3 4e.B;L = {a EAll + Al I t-eL(P, ,Pl ; 4 4 EL*% (5) 
PROPOSITION 3. (A, , Al)e,p;L = (A,, , A1)B,B algdbriquement oh 
1-e l--BP, 
-=--, 
0 0 Pl 
(6) 
4 = ((1 - @>Po + BP,)P, (7) 
on a de ph 
On utilisera une variante de la proposition prCcCdente qui est la 
suivante: 
PROPOSITION 4. Si a E A, + A, avec a = v,(t) + VI(t) Vt > 0, tel 
que t-%&t) ELp(AO) et tl%,(t) ELg(A1) ozi 0 < 8 < 1, 0 < p, , 
p, < + 00. Alors a E (A, , A& 02 l/p = (1 - e)/pO + 8/p, et 
(9) 
Pour les dkmonstrations de ces propriCtCs on se reportera B Peetre 
[l], [2] Butzer-Berens [l]. 
I. INTERPOLATION NON LINBAIRE 
1.1. Cas des Majorutions Locales 
Soient A, C A, , B, C B, des espaces de Banach. Soit U un ouvert 
non vide de A, et T une application de U dans B, . On fait sur T 
les hypoth&es suivantes: 
T envoie A, n U dans B, 
3~,~:0<~~<1;0</3telsque 
Vu E U 3 V voisinage de u dans U et 3c > 0 ; 




THBORSIME 1. Sous Zes hypothkes (I), (2), si 0 < 19 < 1; 1 < p < + co 
et a E (4 , 4)e,, n U alors Ta E (B, , IQ,,, oli 
1-v I-eBa: -=-- 
rl 0 P’ (3) 
q=max c l9 (l-q;p+qa ) =max(l,(y+$,p,. (4) 
Dkmonstration. Soit a E U n (A, , A1)B,p et V le voisinage defini 
dans (2). Pour tout t > 0 il existe une decomposition 
avec so(t) E A, et al(t) E A, 
On a PK(t, a) GL,P(O, co) et aussi EL~(O, co) d’aprb la Proposi- 
tion 1 du paragraphe 0. 
On voit que II al(t) -0quandt-t +co. Doncpourt > t, >0 
on a a,(t) E V n A, . Posons 
1-T h = -$ = (1 _ e), d’apres (3). (5) 
Ta = h,(t) + b(t), 
h(t) = We@% pour t > t,llA, 
W) = 0, pour 0 < t < t,l’A. 






s-~"'~(II Ta,#)ll;;) $ 
s 
cc 
<c l/A to s-~~‘~(II u,(sA)II$ + 1) -$- d’aprbs (2). 
On fait alors le changement de variable s = tlih et grace a (5) on a 
< C’ + c’ Jrn 
to 
t-e”ll ao(t)I 4 < +m 
Sip=+ooona 
II ~-%(s)ll,o < Ct? + cl1 s-eAu&91Ba, < c’ pour s > ti’“. 
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Evaluons maintenant 
- j;‘A 11 sl-“Ta l\;i” $ + j;,A ~((~-“)~)‘~jl Tu - Ta,,(s”)$i” $  
mais d’apres (2) 
II Ta - T&%,, < Cl/ 0 - &“)lR, = 41 &“)lC, 
done la quantite cherchee est, d’apres le changement de variable 
s = tw 
< c + c jm P)” 
to 
II WI!& + < +m. 
Si p = + co on a une remarque analogue. 
On a done montre 
2-a = ho(t) + b,(t), 
S-b,(s) E L?p(O, 00; B,), (7) 
Pb,(s) E L”*/“(O, co; B,). 
On utilise alors la Proposition 4 du paragraphe 0 qui dit que 
TuE(B~, Bl)n,s avec + = - l--)7+ 77 - 
PIi3 PIa 
Comme on ne s’interesse ici qu’au cas 4 >, 1, on remplace q. par 
max( 1, po) c’est-a-dire par (4). 
11 est difficile d’avoir une majoration precise sur 11 Tu IjtBo ,B1lT,g i 
cause de la dependance de V par rapport a a. On va donner un 
resultat plus precis dans le cas ou V est toujours une boule cent&e 
en 0. Plus precisement on suppose: 
T envoie A, clans B, et A, dans B, 
To - Tb /lB1 <f(ll a IhI 9 II b 11,,I1 a - b ll”A, Vu,bEAl, 
(8) 
It Ta Iho G dll a Ila,)ll aI/~o , 
f continue sur R.+2g continue sur W, . 
ValaAor 
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THBORBME 2. Sous Z’hypothZse (8) sio<B<1;1~p~+oo 
ofl a 
II Ta I~(B,.B,),,, d WI a ll~,>ll a lki?~~ (9) 
ozi q, q sont donnis par (3) et (4) et h par 
h(t) = g(2t)l-nf(t, 2t)ll. (10) 
Dt?monstration. La dkmonstration est la m&me; il suffit de faire 
attention aux constantes. Soit a E (A, , A,)e,p . Soit E > 0 
a = so(t) + al(t) avec II aoWllA, + tll aIM41 < (1 + +W, a) 
Commea =O+aonaK(t,a) < t~~a~~,l. Done 
II &N4, G (1 + dll a 11~~ et II ~&)IIA~ < (2 + ~)I1 a 11~~ . 
On rappelle que 
l-7 
h = $ = (1 - qa * 
On pose Ta = b,(t) + b,(t) avec b,,(t) = Ta,(tr) pour t > 0. Alors 
Done 
II W)IIB~ = II Ta - T&“)ll~, 
< f(ll a II,+ , (2 + e)II a llA,>ll aI(Oll”a, .
s 00 o II ~-%(~)ll;~ 4 
~ A(2 + e)II a Il)$’ m 
x s 0 
I t-BIqt, a)]” q . (1 + +J, 
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D’apres la Proposition 4 paragraphe 0 on a 
On fait ensuite tendre E vers 0 et on a (9) et (10). 
1.2. Cas o!es Majorations Uniformes 
Dans le theoreme precedent, si f et g sont des constantes, on 
obtient pour (9) une majoration uniforme. 
On va voir qu’on peut obtenir la m&me majoration dans des cas oh 
l’on n’a plus A, C A, . 




II Ta lla, < 4 a I& VaEAO, 
(11) 
II Ta - Tb II,,, < cll a - b II:, , Va,bEA,+A,;a-bbAI. 
Dans ces conditions on a le theoreme suivant Peetre [3]. 
THBOR~ME 3. Sous Z’hypothbe (11) si 0 < 0 < 1, 1 <p < fco 
T envoie (A,, A1)B,p duns (B, , B,),,, awec 7, q akiJiant (3), (4) et on a 
Dkmonstration. Soit a E (A, , A1)B,p , a = a&t) + al(t), pour t > 0, 
avec II ao(t)llA, + t II a,(t)llA1 < 2K(t, 4. Posons Ta = h(t) + h(t) 
avec b,(t) = Ta,(t3 avec A = r/0/3 = (1 - q)/(l - ~)Lx. On a 
II W)lle, < 41 ~o(tA)ll~o . 
On a a et q,(t) E A, + A, et a - q,(t) = al(t) E A, done d’apres (11) 
Ta - T&t) E B, et done b,(t) E B, . De plus 
II Wlle, = II Ta - T&“)lls, d cll @‘)llZ, . 
On termine comme au ThCoreme 1 et 2. 
On a aussi le thCor&me suivant: 
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THBOR~ME 4. On suppose qu’on u (11) avec Z’hypotht%e supple’- 
mentaire 
II Ta - Tb lh, < cd a - 6 IIf& , Va,bE&, 
(llbis) 
II Ta - Tb IIS, d cllI a - 6 IIT+ , Va,bEAO+AI:a--bEAl. 
II Ta - T!J Il(Bo.~I),,,s G c . Ci%G”ll a - b Il~~~?%J, Va, 6 E (4 , J%)B.~ - 
(13) 
Dbmonstration. Soit d’abord x E A, n A, on consider-e l’application 
Sa = T(a + x) - TX 
S verifie (11) avec 
II 8~ - sb lb1 < Gil a - b II:, , si a--bEA, 
d’apres le theoreme precedent (oh l’on aurait pu preciser les 
constantes) on a 
C’est-a-dire (13) quand par exemple a E A,, n A, . Mais d’aprb la 
Proposition 2 du paragraphe 0 (on a suppose que p < + a) A, n A, 
est dense dans (A, , A1)B,p . 
On choisit pour a et b E (A,, A,)e,lD une suite a, de A, n A, 
convergeant vers a dans (A, , A&, et verifiant 
II a, - a IIL~~,A~)~,~ G 2-71 a - b IIL~,.A,~,~ 
Alors d’apres le resultat deja obtenu Ta, est une suite de Cauchy 
dans (4 , &A., - Comme Ta, converge vers Tu dans (II,, I&),,, , 
puisque d’aprb le resultat partiel obtenu on a 
on deduit que le resultat pour a, b E (A, , Al&, . 
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1.3. Gt%kralisations 
On rencontre dans certaines applications des fonctions definies sur 
un produit qui n’ont pas la meme croissance par rapport aux differentes 
coordonnees. Pour simplifier on traite le cas d’un produit de deux 
espaces la generalisation est ensuite immediate. 
Soient A, C A, , B, C B, , C, C C, des espaces de Banach. 
Soit % un ouvert de A, x B, et T une application de % dans C, . 
On suppose que 
T envoie A, x B, n 32 dans CO , (14) 
3or,E,/3,/%0 < ol,B < 1,0 </3,/?telsque (15) 
V(a, b) E % 3V voisinage de (a, b) dans % et 3C > 0: 
(a’, b’) E V- * II T(a, b) - T(u’, b’>llc, < 41 a - a’ II:, + 4 b - b’ II& , 
(4 b’) E A, x 8, n v + II TV, WC, G C(ll a’ II?, + II b’ II!,, + 1). 
L’analogue du Theoreme 1 est alors le suivant: 
THIZORBME 5. Sous Zes hypoth&es (l4), (19, si 
(a, 4 E @ n 6% , 4h9 x (6, , Bh 
avec0 < 0, 0 < 1, 1 <p,j < +co, alors 
WY b) fz (Co 9 G),,, + (cl 9 G),,, = (Ccl 9 C&.T 
1-T 1 -ear 1-71 1 -Ba 
-=es’ 
-=-- 
rl fi 0 j3 
q = max (1, P 




(1 -$8 f@ 1 
siq <ijona[ =7jetr =g;siq >fjonat =7)etr =q;sir =+j 
on a E = 7 = fj et r = max(q, a”). 
D&non&ration. (CO 9 Cd,,, + (Co , C&.4 = (Co , Ch d&de de 
la Proposition 2 du paragraphe 0 et du fait g&r&al que X,, C X, , 
0 < h < A’ < 1 5 (4 3 -&)AJr c (X0 > xJA’,a - 
Soit a E (A,, , A ) r o,p x (B, , B1)g,B n a. Pour ces raisons on a 
a E (A, , 4)0~.~~ oh 
l-5 1-v 01 -=TP et E r=max 1, ( (1 -;;+ta 1 * 
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D’aprbs la Proposition 3 du paragraphe 0 on peut Ccrire 
a = as(t) + al(t) pour t > 0 avec 
avec t-%(/3, 01, t, a) EL*~(O, co) et lim,,, I] ~,(t)l],~ = 0. De meme 
b = b,(t) + b,(t) pour t > 0 avec 
avec t-K@, 6, t, b) EL*‘(O, 00) et lim,,, I{ bl(t)]lBI = 0. Done pour 
t > t, > 0 on a (u&t), b,(t)) E V defini dans (15). Posons alors 
G&> = w%(t)s hlw pour t > t, , 
= 0 pour 0 < t < t, . 
Pour t > t, on a d’apres (15) 
II w)llc, s CII &>ll~, + Cl/ hwll~o + c 
et done t-K’,(t) EL*~(O, co; Co). De mCme 
II T(% b) - G(t)llc, s Cl1 a - %@)ll~, + Cll ZJ - ut)ll~l 
et done tl-W,(t) EL,~(O, co; C,) avec C,(t) = T(u, b) - C&t). 
Par consequent on a T(u, b) E (C, , C&. . 
Pour terminer ce paragraphe nous allons montrer une generalisation 
non lineaire d’un thCor&me d’interpolation d’applications bilineaires 
dti a Lions [l]. 
Soient A, C A,, B, C B, , C, C C, des espaces de Banach. 
Soit T une application verifiant 
T : 4, x 4, --+ Co : II W, Ulc,, d CII ~7. IlaJl b Ilq, VUEA,, bf&, 
T : -4, x 4 -+ G : II T(a> 6) - T@, 4>llcI < ‘71 a ILao . II b - b, 11~1, 
T : 4 x % + Cl : II T@, @ - T(a, , @llc, < CII a - a, ll~,ll b lb0 .
(16) 
si a, + a dans A,, b, + b dans B, , T(u, , b,) + C dans C, alors, 
T(u, b) = C. (17) 
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THBORBME 6. Sous bs hypotht%es (16), (17) si a E (4, , AI)o,~ , 
b E (& > 4X,, avecO<f?,7j<l,B+rl<l,l <p,q<+~alors 
T(a, b) E (Co , CI)~+~,~ ozi r = max(l, Pq/( P + 4)) et 
/I T(a, Wko,c,~,+n,~ < C/Ia lI~4,.4~~.~ll b Ilt ,.~,~,,, - 
De’monstration. Pour k E Z soit a = aO(ek) + ul(ek) avec 
II ~O(ek)llA, + ekll &+N41 G 2f+“, 4 
De m&me b = b,(ek) + bl(ek) avec 
II 4hkNB, + 41 WkN9, < 2Wek, 4 
D’une man&e g&&ale pour x E X,, + X, on peut montrer que 
K(t, x)/t dkcroit. 




II ul(ek+l) - ~dekhl < II 4ek+1NAI + II dek)ll~, 
~ 2K(ekf1, a) + 2K(ek, a) < 4K(ek, a) 
ek+l ek ’ ek ’ 
De m$me 
11 bl(ekfl) - bl(ek)lle, < “t:’ b, 
Comme K(t, x)/t dkcroit il est facile de voir que 
a E (4 9 4h.9 * ,L (e-ksK(ek, 4P -=c +a, 
b E Pll 3 awJ + kL (cknK(ek, b))!~ < +oo. 
(18) 
Posons C(ek) = T(ao(ek), bO(ek)), 
II Wk>llco < CII ~o(ek)llAoll 4dekN~,, G CK(@, W(ekp 4. 




II c(ek+l) - C(ek)llc, 
< II T(&ek+l), bo(ek+l)) - Wo(ek+l), bo(ekNlcl 
+ II T(ao(ekfl), b,(e”)) - T(de”), 4dek))llc, 
< C[j uo(ek+l)lla,ll b,(ek+l) - 4+K)lle, + C/I 4&k+1) - ~o(ek)lla,ll h3(e”h1~ 
mais a,(ekfl) - aO(ek) = -(ar(@+l) - aI( et done on obtient 
11 C(ek+l) - C(ek)[l,, < CK(ekfl, a) “‘;: 4 + c “‘2 4 Wk, 6) 
et done 
( c (ek(l-e-n)ll C(ek+l) - C(dZ)Il.IY)l’r < Cl/ a Ilta,,a,)e,pll b IItB,,.BI)n,s . (20) 
keZ 
Ceci entraine d’abord que C(e”) est une suite de Cauchy dans C, 
quandk-t+co(cartI+q <l). 
Comme on a 
q,(ek) --t a dans A, quand K -+ co 
b,(ek) ---t b dans B, quand k -+ co 
on en deduit d’apres (17) que C(ek) + T(u, b) dans C, quand K --+ CO. 
Considerons alors la fonction C(t) qui vaut C(ek) pour t = ek et 
qui est lineaire sur les intervalles (ek, ekfl). 
Alors on a C(t) --t 0 si t + 0 et C(t) -+ T(u, b) si t -+ co. D’autre 
part il est facile de voir que (19) et (20) signifient 
II t-(e+n)C(t)ll~*‘(O.o;~~) < CII a Il~a,..~,,s,pll b II~B~.B,),,,, 7 (19bis) 




D’oti on obtient le resultat d’aprb Lions-Peetre [l] et l’equivalence 
entre les espaces de trace et les espaces d’interpolation de la methode 
de K: Peetre [2]. 
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II. APPLICATIONS A DES EQUATIONS 
AUX DkRIVeES PARTIELLES LINfiAIRES 
On considere dans ce paragraphe des equations lineaires: Au = f 
et on s’interesse a l’application (A, f) --t u. 
LEMME 1. S~AES(V, W) t es un isomorphisme de V sur W (V et W 
Banachs) et f E W alors 3~ > 0, C > 0. 
II A - B llau.w) + llf - g llw < E * II B-k - A-Y II, 
< C(ll A - B lb~(et,w) + llf -g IL>- 
Dtmonstration. Soit 
1 
E = 211 A-l lI‘Hw,v) *
Alors si II B - A IILA~,~) < E on a II B-l II.sG,~) < 2 II A-l Il~~p(~,20 . 
SiAu=fetBv=getIlg-fll<eona 
II ~1 - u I/Y < II A-l lIso.v~ll Au - Av llw < II A-l II II g -f + (A - B)V Ilw 
< II A-l ll~~w,v~ll g -f>llw + II A-l IlvesmAl  - B lI~~v,zo~ll v lb 
Mais II ZJ IIy < II B-l lI~io(~,~) llg IIw < 2 II A-l lI~cw,dllf lb + e) on a 
done le lemme avec C = 2 I/ A-l \I2 /) f )/ + /) A-l 11. 
EXEMPLE 1. Pour les definitions et proprietb, Geymonat-Grisvard 
[I], Lions-Magenes [l]. Soit A = ClhlGBm ah(x)Dh un operateur 
proprement elliptique sur 8. (.Q ouvert borne de Rn de frontiere 
reguliere). 
Soient Bi = C IklGm, bj,k(~‘)@ (1 < j < m; 0 < mj < 2m - 1) 
m operateurs front&e formant un systeme normal recouvrant A en 
tout point de aQ. 
Si les coefficients ah sont de classe C(D) et les coefficients bj,k de 
classe Cr+2m-*$aJ2) alors L = (A, Bi , j = l,..., m) est un operateur B 
indice de X, = W2m+7~p(~) dans 
y, = w9-qq x fi wzm+-+im(aq 
j=l 
avec Y entier > 0 et 1 < p < + CO. Done 
482 TARTAR 
Si les coefficients ah sont de classe C?+l(a) et les coefficients bi,k de 
classe Cr+l+a~+‘-‘-(8G) il est utile de majorer CY?+~ et pT+i en fonction 
de OCR et /3,. 
Posons 
x = Inf 
I ,hg2muh(*)fh I
pour xGG et C.$t= 1 (2) 
D’apres l’ellipticid, on a x > 0. On a 
3C dependant de .Q (par l’intermediaire d’une partition de 
l’unite et des cartes subordonnees) 
II u llxril 4 cx-WI Lu llrr+l 
+ Q-l (& + 2 II ah llcr+* + II b,, ll,r+*+m~~j II 11 II&. (3) 
En effet, soient Oi un recouvrement ouvert fini de $ Bi des cartes 
subordonnees et qt une partition de l’unite. Soient 2, Pi les opera- 
teurs transport& sur e,(fz,). 
11 suffit de montrer (3) pour chaque fonction yiu. Par 8, on se 
ram&e a un probleme sur Rn ou sur R”+ suivant que Q3 n aQ est 
vide ou non. 
On est done ramene a montrer (3) sur Rn+ avec m et B. x est 
remplace par l’expression analogue sur A et on a Cx < 2 < C’x. 
Si alag est une derivation tangentielle. 
et 
Par consequent 11 au/at Ilxr est major-6 par une quantite analogue a (3). 
Pour majorer u dans X,,, il suffit alors d’avoir une estimation de 
~'o,...,o,2?n+1'u~ L’equation donne la majoration cherchee pour 
a(,,...# 0,2m)(4 D (“,...~o,2m+1)~ mais comme 1 u00...2m 1 > X on a I’in- 
CgalitC voulue. On considere alors 
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Soit U I’ensemble des elements de A, tels que (ah , bi,k) definissent 
un operateur proprement elliptique sur Q et un systeme Bi normal 
recouvrant A sur a!J et qui soit tel que (A, Bi) definisse un isomor- 
phisme de X, sur Y, . 
U est ouvert dans A, (continuite des racines d’un polynome par 
rapport aux coefficients). 
On considere l’application T definie sur U par 
Pour definir le voisinage V necessaire pour l’application du 
Theo&me I on utilise le Lemme 1 et on suppose V assez petit pour 
queO<C,<x<C’<+cosur V.Alorsonale 
TH~OR&ME 1. Si ah , bjk , f, gj vkrifient 
ah E (cr”$% cT(Qn))o,Q; bk E cc ~+l+-%(aQ), C~+2m-yaQ))e,* , (4) 
fE (w~+l.~(~),w~.~(~n)),,,;g,E(~2~+r+l-mj-lip.p(a~),W2ln+r-mj-lip,g(a~))e,4 
(5) 
et si (A, Bj) est un isomorphisme de X, SW Y, , alors la solution de 
(Au = f, Bju = gi) vkrrifie 
u E (W2m+~+lqQ), w2”+‘*“(q),,, pour 0 < 8 < 1; 1 < Q < $03. (6) 
Remarque 1. (4) est vCrifiC si a, 13 I?~~‘(Q) avec 1 > 8’ > 9. 
Crs@‘( ) designant l’espace des fonctions dont les dCrivCes d’ordre r 
sont hijlderiennes d’exposant 0’. De m&me (4) est vCrifiC si 
bj,k E cr+zm--mqa1;2), i 3 9’ > 8. 
Remarque 2. Sous l’hypothbe (4) si (A, Bi) definit un isomor- 
phisme de X, sur Y, alors c’est un isomorphisme de (X,,, , X,),,, 
sur Cyril y Yh,, . 
EXEMPLE 2. Soit Y = H,l(Q) Sz ouvert borne regulier de R”. 
+ L a,+ dx. 
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On suppose que u,,~ , ai , b, , a, E La(Q) de sorte que a(u, V) = (Au, V) 
avec A E P(v, w’) on fait l’hypothbe qu’il existe 01 > 0: a(u, U) > 
0111u(1~, VUEV. Al ors A est un isomorphisme de V sur V’ et 
11 A-l (jp(V,,V) < l/a. Si les CZ,,~ , ai , bi , a, E WI”(G) (fonctions 
lipschiziennes sur a) alors A est un isomorphisme de Hz n H,,l(sZ) 
sur L2(Q). De pl us, comme dans 1’Exemple 1 on a 
On a le: 
THI?OR~ZME 2. si u(u, u) > a 11 u 112 H0~ et si les coeficients ve’r$ent 
4j 9 % s bi 3 a0 E ( w*m(Q)i L”(s2)0,, 3 avec 0 < 0 < 1, 1 Sp < $-co. (7) 
Alors A est un isomorphisme de 
W n ~oYJ-3, HoYQh, SW (La(Q), fwQ))o,, * 
EXEMPLE 3.1. Soient V et H deux espaces de Hilbert. V inclus 
et dense dans H. Soit JTZ EL~(O, co; _Ep(v, 21’)) verifiant (d(t)u, U) > 
cTd II 24 112, 01 > 0, Vt > 0, VU E V. On consider-e le probleme 
$+du=f, u(0) = 0. (8) 
Sous ces hypotheses d/dt + &’ est un isomorphisme de 
L2(0, co; V) n H,1(0, CO; V') sur L2(0, co; V’). 
Lions [2], Lions-Magenb [I]. On a aussi le theoreme de regularite 
suivant: si ZZ’ E P>w(O, 00; Z(V, ~1’)) alors d/dt + ~4 est un isomor- 
phisme de H,“(O, GO; V) n Ht+‘(O, co; V’) sur H,“(O, co; V’). k 
entier >l. 
En derivant k fois l’equation (8) on obtient 
II dk) II LZ(Y) G ; Ilf’“) llLqy’) + Cl1 Af Ilwk.~(~(p.,vf))ll u llL2(“) * 
On consider-e alors 
(9) 
A, = H,"(O, co; V') x W-(0, co; U(V, V')), 
B, = Hok (0, co; V) x H,k+l(o, co; q. 
A, et B, obtenus en remplacant k par K + 1. 
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Alors compte tenu de ce qui p&c&de on a le 
THBORBME 3. Si 
d E (Wk+lqO, co, Lq v, V’)), w”q0, co; 9( v, V’)),,, 
0<8<1; l<p<++co 
et si (d(t)u, 24) 2 01 I/ u II2 alors d/dt + & est un isomorphisme de 
(f$+‘(o, co; V), Hok(O, a; V)),,, n (H”+“(o, 00; V), fl’c+yo, Go; vy,,, ; 
SW (H$+l(o, co; v,), H()k(O, co; q,, . 
COROLLAIRE. Sil ~h>S>O,S#~.~ECIC,r\(O,CO;~(~,/;)) 
alovs djdt f ~2 est un isomorphisme de 
H;+yo, Co; V) n Hp+l(o, co; V’) sur Hy(o, co; V’). 
Pour s = * il faut considtk 
u E Hk+1/2(0, CD; V) n Hk+3/2(0, US; V’) u avec -EEyO, co; v,) 
tk+3/2 
et 
f~ Hkf112(0, co; V’) avec f -EL2(0, co; V’). tk+l/Z 
Lions-MagenBs [I]. 
EXEMPLE 3.2. M&me problkme que 1’Exemple 3.1. Si 
A E Hyo, co; U(V, V’)) et f E H,l(O, 00; V’) 
alors u E H,,l(O, 00; Y) n H,,2(O, co; V’). En effet, dkrivant l’kquation 
(8) et multipliant par u’ on a 
mais I/ u $,Lo(yj < 2 11 u lIL2(Vj Ij U’ IILe(yj d’oti l’on dCduit aprks quelques 
calculs 
On peut alors appliquer le ThCor&me 5 du paragraphe I puisque la 
dkpendance en f et A est diff&ente. 
On obtient alors le 
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THBoR&-ME 4. Soit 0 -=c 0 < 1; 1 < p < + 00. On dtfjinit 77, q par 
(1 - 7)/q = 2( 1 - 13)/e et q = (2 - 6) p. Alors si 
d/dt $ &’ est isomorphisme de 
EXEMPLE 3.3. MCme probleme que les deux exemples precedents. 
Si A E Hl(0, co; 9( V, Y’) et f~L~(0, co; V) alors Au EL~(O, co; V). 
En effet, on applique A a l’equation (8) et on multiple par Au, on 
obtient 
d’ou 
On applique a nouveau le Theo&me 5 du paragraphe I, mais on 
s’interesse surtout au cas 8 = 9, p = 2 qui donne le 
THBORBME 5. Si A E (fP(0, co; 5?( V, V)), Lm(O, CO; 9( V, V’))),/,,, 
alors djdt f G+ est WI isomorphisme de 
Hol(O, CO; 23) nL2(0, co; B(A)) SW L2(0, co; H), 
L2(0, co; D(A)) = (u cL2(0, co; H) : Au eL2(0, 00; H)}. 
III. APPLICATION h DES EQUATIONS 
AUX DkRIVtiS PARTIELLES NON LINtiAIRES 
On consider-e dans ce paragraphe des equations non lineaires 
Au = f mais on consider-e l’application f +- u. 
EXRMPLE 1. Soient aij , a, E L”(Q), Q ouvert borne de Rn, verifiant 
z a&)&& > a T fi2; ao(4 2- a > 0. 
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Soit /3 un graphe maximal monotone sur R : 0 E p(O). Cf. BrCzis [l]. 
Soit B la fonction convexe sur R de sous-gradient /I et telle que 
B(0) = 0. On pose 
4% 4 = c j aij * -fk dx + 
ij R axj axi 
f a,,uv dx pour u, v E I&l(Q). 
R 
Pour f E H-l(Q) il existe 24 unique tel que 
a@, v - u) + B(v) - B(u) > (f, v - 4, 
La solution verifie 
‘iv E HOI, Brezis [2]. (1) 
si fEL2(-Q) par exemple. (2) 
On a aisement I] u1 - u2 Illr,l < l/a llfi - fi llH-~ . Si f EL2(Q) on a 
p(u) E L2(Q) et 
I B(41~a(s2) G If IP(Q) BrCzis [l]. (3) 
Done si on pose (Au, V) = a(u, V) on a le 
THBOR~ME 1. Sif e (L2(Q), H-1(9))o,, on a Au E (L2(Q), H-l(.Q))o,p . 
On utilise ensuite un theoreme du paragraphe precedent pour 
avoir la regularit de u. Sif EU(Q), 1 < p < + m on a B(U) ED(S) et 
II N4ll P(Q) G Ilf Ilmm - On peut done interpoler entre U(Q) n EF(sZ) 
et H-l(Q). 
EXEMPLE 2. MCme exemple avec /3(u) = 1 u ]Pm2u, p > 1. Le cas 
interessant est le cas p > 2. Si p >, 2 on a (/I(U) - /3(v), 24 - 2~) >, 
C I u - v ID. On a done II ur - u2 jILPcn, < C II fi - f2 (@& d’ou le 
theoreme. 
THI?OR&ME 2. Si/3(u) = 1 24 Ip-2u avecp > 2 sif E (L2(Q), H-l(Qn))e,q 
alors u E (L2@-l)(sZ), D(O)),, ozi 
d-142 1 P + rl(P - 2) 
rl e p ' et F = pq(p - 1) . 
De m&me on a des resultats en interpolant entre Lq n EF1(Q) et 
H-l(Q). Si 1 < p < 2 on a 
5801914-8 
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de sorte qu’on obtient 11 u - ZI llLp < C(ll u LP + II v I]LP)‘-~ Ilf - g 11~~ . 
Si on supprime D born6 ((3) est encore valable) on obtient 
THBORSSME 3. Sip(u) = j u IP-~u avec 1 < p < 2, si 
f E WQh fw4)8;* 
azors u E (L2’P-1’(Q), .LqGq,,, oh 
EXEMPLE 3. A comme dans 1’Exemple 1. On veut rksoudre 
2 + Au + j 24 p-2u = f, 
u(0) = 0. 
On suppose p > 2 par exemple. 
On a alors 
On obtient un thkorkme analogue A celui des exemples pr&Cdents. 
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