Parent Input and Verb Lexicon Growth by Hsu, Ning
 
 
 
 
 
 
 
 
 
 
PARENT INPUT AND VERB LEXICON GROWTH 
 
 
 
 
BY 
 
NING HSU 
 
 
 
 
 
 
 
 
 
 
EARLY RESEARCH PROJECT 
 
University of Illinois at Urbana-Champaign, 2014 
 
 
 
 
 
 
 
Urbana, Illinois 
 
Early Research Project Committee: 
Associate Professor Pamela A. Hadley, Chair 
Assistant Professor Matthew Rispoli 
Assistant Professor Christopher M. Grindrod 
 ii 
ABSTRACT 
This study examines the nature of lexical verb use in parent input in three groups of 
children with different patterns of verb lexicon growth. Previous input studies have 
suggested that children’s lexical development is related to parent input, whereas input 
effects on grammatical development remain unclear. In addition, very little is known 
about how parental lexical verb input contributes to differences in children’s verb lexicon 
growth. In this study, we investigated the difference in the quantity and diversity of 
lexical verb input directed to children who had different patterns of verb lexicon growth. 
Additional analyses were conducted on verb-related structural cues such as argument 
structure completeness, syntactic frame diversity and morphological context diversity. 
Parents of 18 toddlers (13 males) who had verb lexicons of less than 10 verbs at 21 
months of age were divided into three groups according to their patterns of verb lexicon 
growth between 21 to 27 months of age. No group differences were found in the parents’ 
lexical verb use in conversational samples with their 21-month-old toddlers. Parents were 
similar in their lexical verb quantity and lexical verb diversity, and they used verb-related 
structural cues with lexical verbs in similar ways. In light of the non-significant findings, 
methodological limitations of the study are discussed. Future studies could investigate the 
relative contribution of child gender, children’s vocabulary development, and parent 
input measures to subsequent children’s verb lexicon outcomes in a larger, less restricted 
sample using regression analyses.  
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CHAPTER 1 
INTRODUCTION & LITERATURE REVIEW 
Language acquisition takes place in the social contexts of everyday life. Though children 
around the world experience widely different circumstances, two key ingredients are considered 
universal among all kinds of social environments. One refers to the opportunities to interact with 
others, and the other involves analyzable language models (Hoff, 2006). Parents vary in how 
they interact with children, and certain interaction styles are known to be beneficial to language 
development. For example, children who experience more maternal language that follows their 
attentional focus at 12 months of age have larger comprehension vocabularies at 15 months of 
age (Carpenter, Nagell, & Tomasello, 1998). In addition, children who receive more contingent 
replies from caregivers tend to develop syntax faster than those who receive less contingent 
replies (Snow, Perlmann, & Nathan, 1987). Hoff and Naigles (2002) suggest that the relative 
importance of social interaction upon language development reaches the peak between 9 to 18 
months of age and decreases as children become more competent in staying engaged and 
following/directing the caregivers’ attention. After this point, the analyzable language models 
become more important in that the quality and quantity of input is hypothesized to influence the 
speed of language acquisition (cf. Gathercole & Hoff, 2007). The current study will focus on the 
primary linguistic data that children are exposed to. We plan to investigate the contribution of 
parent language input to children’s verb lexicon growth.  
Verb acquisition represents a vital milestone in language development because it forms an 
interface between vocabulary development and grammatical development (Pinker, 1989). 
Children’s verb lexicon size and composition at age 2 are good indicators of subsequent 
language development (Olswang, Long, & Fletcher, 1997; Olswang, Rodriguez, & Timler, 1998). 
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Despite the importance of the verb lexicon, few studies have investigated how input affects verb 
acquisition. Many questions remain regarding the contribution of parent input to children’s verb 
lexicon growth. First, previous input studies have built up the links between parent input 
frequency and diversity and children’s vocabulary development (Hoff & Naigles, 2002; 
Huttenlocher, Haight, Bryk, Seltzer, & Lyons, 1991; Huttenlocher, Waterfall, Vasilyeva, Vevea, 
& Hedges, 2010), whereas the relationships between the syntactic properties of parent input and 
children’s grammatical development are less well understood (cf. Valian, 1999). Since verbs act 
as a linkage between vocabulary and grammar, lexical effects are predicted to play a role in 
children’s verb lexicon growth. However, it remains uncertain if structural properties of parent 
input facilitate verb acquisition. Second, though theories of syntactic bootstrapping propose that 
children are sensitive to verb-related morphological and syntactic cues and may use them to infer 
verb meanings (Behrend, Harris, & Cartwright, 1995; Naigles & Swensen, 2007; Yuan, Fisher, 
& Snedeker, 2012), much less is known about whether real-world parent input provides diverse 
structural cues for children to adopt such sensitivity. In addition, no studies have examined how 
individual parents differ in providing lexical verb input and verb-related structural cues. The 
current study explores these areas by investigating whether children with different patterns of 
verb lexicon growth receive different lexical verb input in quantity and diversity. Parental use of 
verb-related structural cues such as syntactic frames and morphological contexts is also 
examined. 
The literature review will proceed in the following order. We first explore the importance 
of verb acquisition in language development. Next, input effects on lexical development and 
grammatical development are reviewed. We examine two approaches that shed light on how 
input may affect verb lexicon growth. One follows the tradition of developmental psychology 
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and studies individual parent-child dyads with longitudinal design (Huttenlocher et al., 1991; 
2010). The other inherits the spirit of syntactic bootstrapping and investigates parent input from 
a linguistic basis (de Villiers, 1985; Naigles & Hoff-Ginsberg, 1995; 1998). Pros and cons of 
both approaches are discussed. In the last section, experimental findings from the syntactic 
bootstrapping literature are examined to reveal structural properties of lexical verb input that 
may benefit children’s verb acquisition.  
The importance of verb growth in language development 
Cross-linguistically, verbs emerge later than nouns (cf. Gleitman, Cassidy, Nappa, 
Papafragou, & Trueswell, 2005). Typically developing children are expected to have an 
expressive vocabulary size over 50 words before the second birthday (Rescorla, Mirak, & Singh, 
2000), and most children are reported to produce their first verbs around this time (Bates et al., 
1994). Children start to combine words when the vocabulary size expands from 50 to 200 words. 
Interestingly, the 50 to 200 word range is also the period in which the dominant proportional 
increase of expressive vocabulary shifts from common nouns to verbs and adjectives (Bates et al., 
1994). The expansion of verb lexicon size provides a foundation for the transition from single 
word utterances to child-like sentences (Hadley, 2006).  
Theoretically, verb acquisition is more difficult than noun acquisition in that verbs involve 
conceptually more complicated notions (Gleitman et al., 2005). Nouns in general denote entities, 
whereas verbs denote event structures. The meaning of any verbs inevitably involves one or 
more noun phrases (also known as arguments) as verbs encode the relationship between entities. 
For example, the verb bite requires two arguments: an agent who performs the action of biting 
and a patient who is bitten. Though the number of required arguments is often related to the verb 
meaning, it is not always determined by the meaning per se and can be arbitrary. Pinker (1989) 
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addressed this issue by demonstrating the difference between eat, dine, and devour. The three 
verbs all involve the meaning of consuming food. However, dine can only be used with a single 
argument such as John dined, whereas devour requires two arguments such as John devoured the 
pizza. As for eat, both intransitive and transitive frames are applicable (John ate and John ate the 
pizza are both grammatical). Thus, verb acquisition is more challenging for children because to 
learn a verb is to learn what arguments are required by the verb and how to arrange them in 
correct sequences (Pinker, 1989; Rice, 1991). In addition, verb acquisition may ask for some 
additional knowledge to start with (e.g., an inventory of basic nouns, categorical distinctions 
based on distributional learning) (Connor, Fisher, & Roth, 2013; Gleitman et al., 2005). Whereas 
nouns in input tend to be well-aligned with the physical objects they refer to, verbs in input are 
not “time locked” to the events they describe (Gleitman et al., 2005). How verbs are presented in 
input may bring additional difficulties for children to align the meaning with the form. 
The unique challenge brought by verbs makes the verb lexicon size an important indicator 
of language development. Olswang et al. (1998) suggested that a relatively limited verb lexicon 
size at age 2 would be a red flag for subsequent language development. The absence of verbs in 
the expressive lexicon at age 2 indicates an increasing risk of language impairment. Meanwhile, 
the verb growth patterns between 24 to 30 months differentiate slow-typically developing 
children from children at-risk for language impairment. (Hadley, Rispoli, & Hsu, 2013). Though 
verb lexicon size and patterns of verb growth serve as good benchmarks for examining children’s 
language development, much less is known about how parent input contributes to children’s verb 
lexicon growth. The current study attempts to fill this gap.  
Input effects on lexical development, grammatical development, and verb lexicon growth 
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The research on parent input has a long history that dates back to the 1970s. In response to 
Chomsky’s (1965) claim that the natural linguistic environment is too complex and deviant for 
children to acquire language without innate grammatical knowledge, numerous studies were 
designed to characterize the nature of input and its relationship with children’s language 
development (cf. Richards, 1994; Snow, 1994). Researchers adopted passive observations and 
examined the correlations between certain features of naturalistic parent speech at Time 1 and 
children’s progress in language development between Time 1 and Time 2 (Richards, 1994; 
Valian, 1999). Many studies indicate that children’s lexical development is highly related with 
parent input quantity and diversity (Hoff & Naigles, 2002; Huttenlocher et al., 1991; 2010; Rowe, 
2012), whereas input effects upon grammatical development need further clarification 
(Gathercole & Hoff, 2007; Valian, 1999). Huttenlocher et al. (1991) examined 22 children’s 
vocabulary growth rate from 14 to 26 months with longitudinal measurement points. 
Approximately 20% of the variance in the rate of vocabulary acceleration was accounted for by 
the overall amount of parent input as measured by the number of total words. Hoff and Naigles 
(2002) studied 63 children’s vocabulary size using spontaneous language samples. Children’s 
total number of different word types produced was positively related to the caregivers’ total 
number of words, total number of different word types, and the mean length of utterance (MLU) 
in morphemes. Rowe (2012) further suggested that, while the quantity of parent input at 18 
months of age was most related to children’s subsequent vocabulary skill one year later as 
measured by the Peabody Picture Vocabulary Test, input vocabulary diversity was a stronger 
predictor of subsequent vocabulary skill at 30 months of age.  
In contrast to vocabulary development, evidence of whether grammatical development is 
affected by parent input remains inconsistent. Several studies have focused on the relationship 
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between the syntactic properties of parent input and children’s subsequent grammatical abilities 
(Hoff-Ginsberg, 1986; Gleitman, Newport, & Gleitman, 1984; Scarborough & Wyckoff, 1986). 
Examples of parent input measures include MLU in morphemes, the frequency of different kinds 
of part-of-speech (e.g., nouns, verbs, etc.), and the frequency of different types of utterances (e.g., 
declaratives, imperatives, and questions). Children’s progress was measured by MLU, the 
number of verb phrases or noun phrases per utterance, the number of auxiliaries per verb phrase, 
or the number of inflections per noun phrase. Few relationships between parent input and child 
language output have been replicated across studies (cf. Valian, 1999). In addition, there are no 
theoretical foundations supporting MLU and the frequencies of certain parts-of-speech being 
appropriate measures for children’s grammatical abilities. The computation of MLU collapses 
between the growth of vocabulary, morphology and syntax since the progress in each domain 
may lead to higher scores. As a result, it is advocated that input studies should concentrate on 
more targeted relationships (Snow, 1994; Valian, 1999). 
The study of Huttenlocher et al. (2010) represents an example of recent input research that 
focused on targeted relationships. It demonstrated that lexical and grammatical development are 
both influenced by input quantity and diversity using naturalistic conversations of individual 
parent-child dyads. Forty-seven parent-child dyads participated in the longitudinal study. 
Language samples were collected at home every four months with a total of nine sessions, 
starting when the children were 14 months of age. Parents and children were videotaped for 90 
min in each session. The study adopted hierarchical linear modeling (HLM) to analyze lexical 
diversity (word types) and syntactic diversity (both constituent-level diversity and clausal-level 
diversity) between earlier parent input and later child speech. For example, parent input at 26 
months was used to predict child speech at 30 months. Due to data limitations, the analysis 
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covered only the period from 26 to 46 months. Results showed that children’s lexical diversity 
was predicted by parental lexical diversity and the overall amount of input as measured by the 
number of total words. Children’s syntactic diversity, both constituent-level diversity and 
clausal-level diversity, was also predicted by corresponding parental syntactic diversity and the 
overall amount of input. In addition, Huttenlocher et al. found that earlier child speech predicted 
later parental speech in the lexical level but not the two syntactic levels. This finding suggested 
that parents were not only leading their children’s language development but also adjusting their 
input vocabulary according to children’s level of lexical development.  
Although Huttenlocher et al. (2010) successfully linked lexical and grammatical 
development with input quantity and diversity, three limitations of the study reduced the 
significance of the overall findings. The first is that the coding system confounded several lexical 
and grammatical measures. The constituent-level syntactic diversity was defined by seven 
different syntactic constituents: (a) adjectives, (b) adverbs that modify verbs, (c) adverbs that 
modify adjectives or adverbs, (d) prepositional phrases, (e) noun phrases, (f) possessives, and (g) 
quantifiers, yet these categories still relied on different lexical tokens to evaluate the so-called 
“syntactic diversity”. Therefore, the effect of lexical diversity was not teased apart from the 
measurement of constituent-level syntactic diversity.  The second limitation is that the clausal-
level diversity focused solely on complex sentences, which represented only 10% of the parent 
speech that children were exposed to at 22 months of age (Huttenlocher, Vasilyeva, Waterfall, 
Vevea, & Hedges, 2007). The contribution of simple sentences in input, which are of the 
majority of input data, was ignored when Huttenlocher et al. considered children’s development 
in clausal structures. Last, the study did not adopt linguistic analysis when analyzing parent input. 
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Thus, whether structural properties such as argument structure completeness in parent input help 
children’s language development was not addressed. 
Studies of Naigles and Hoff-Ginsberg (1995; 1998) and de Villiers (1985) took the 
emphasis on linguistic structures in input and focused on how verb acquisition is influenced by 
parental verb use. Naigles and Hoff-Ginsberg investigated 57 parent-child dyads and collected 
language samples at home in four settings: meal-time, dressing, toy play, and book reading. The 
relationship between Time 1 parental verb use and Time 2 children’s verb production was 
examined, with Time 1 and Time 2 involving a10-week interval. The input sample at Time 1 was 
constructed by combining the 57 parent speech samples, with each parent providing 393 
utterances. The child speech sample at Time 2 was constructed by combining the 57 child speech 
samples, with each child contributing 90 utterances. Naigles and Hoff-Ginsberg examined the 
emergence of 25 commonly used verbs in the input sample and the child speech sample, 
analyzing the frequency and the verb-related syntactic frames of the 25 verbs. They coded both 
“broad syntactic frames” and “narrow syntactic frames.” The broad frame coding analyzed verbs 
in theory-driven frames such as transitivity (i.e., being followed by a direct object noun phrase), 
post-verbal sentences, post-verbal prepositional phrases, and adverbs. These frames were 
considered to indicate the appropriate semantic classes of the target verbs.  The narrow frame 
coding analyzed the sequence of non-head materials of each target verb phrases and reflected the 
potential parsing strategies that a child with some rudimentary syntax might adopt to his/her 
input. The researchers found that, individual verbs’ frequency in the Time 2 child speech sample 
was highly correlated with the verbs’ frequency and syntactic diversity characterized by the 
narrow frame coding in the Time 1 input sample. Regression analysis further showed that input 
syntactic diversity at Time 1 explained an additional 2% of variance for children’s verb 
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frequency at Time 2 after Time 1 input verb frequency was taken into account. Results suggested 
that, while children’s use of individual verbs was influenced by input frequency, multiple 
syntactic frames further served as a supportive resource.  
De Villiers (1985) investigated the relationship between parent input and children’s 
production of verb morphology with two child participants. Language samples were collected 
through bi-weekly two-hour sessions at home with a series of ten sessions. The input sample was 
constructed for each child by combining the mother’s speech in the first five sessions. For Adam, 
the child speech sample consisted of his own speech of the complete ten sessions. For Eve, the 
first five and the last five sessions were constructed as two different child speech samples. De 
Villiers coded both parents’ and children’s verb use by their “immediately adjacent morphemes” 
and identified 13 morphological contexts. Examples are third person singular present tense -s, 
present progressive tense V-ing, or regular past tense -ed (see de Villiers (1985) p. 589 for 
details). Only verbs that were shared between the maternal input and the child output were 
analyzed. Children’s morphological variety of verb use was regressed on children’s verb 
frequency, input verb frequency, and input morphological variety of verb use. Separate 
regression analysis of the two children exhibited similar results. Input morphological variety of 
verb use was the only significant predictor across the two children. In addition, de Villiers found 
that children’s production was predicted by their own mother’s verb use but not by the other 
mother, which suggested that the input and the output of individual parent-child dyads could be 
unique if compared to that of other dyads.  
Studies of Naigles and Hoff-Ginsberg (1995; 1998) and de Villiers (1985) demonstrated 
that both syntactic frames and verb-related morphology in input are helpful in verb acquisition. 
However, these studies still involve limitations. First of all, the outcome measures used in these 
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studies were the frequency of children’s lexical verb production. Although these researchers 
argued that verb-related structural cues are helpful for children to figure out the meaning of verbs, 
children’s production of specific verbs does not guarantee that children understood the verb 
meaning. Naigles and Hoff-Ginsberg and de Villiers never addressed whether they assumed 
production equals comprehension in children’s verb acquisition. Thus, the extent to which 
children understand the meaning of specific verbs is not clear.  The second limitation resulted 
from how researchers constructed the speech samples. As Naigles and Hoff-Ginsberg used 
pooled speech samples of maternal input and child output, they failed to reveal the individual 
differences in children’s exposure to lexical verbs and verb-related structural cues. Children may 
differ from each other in their reliance on input information, and certain input features may be 
more vital for some children but not others (cf. Valian, 1999). Therefore, it is important to know 
if parents differ in providing lexical verb input and verb-related structural cues. The last 
limitation lay in the fact that these studies investigated only a fraction of verbs and did not 
control the relationship between children’s verb use and parents’ verb use. Naigles and Hoff-
Ginsberg only studied 25 common verbs, and de Villiers analyzed verbs that were shared by the 
mothers and the children. As we know that parents may adjust their vocabulary according to 
children’s lexical development (Huttenlocher et al., 2010), one may become suspicious of de 
Villiers’s results since parents’ verb use can be influenced by children’s verb use. 
The benefits of structural cues in verb learning 
The idea that verb-related structural cues are helpful in verb learning emerges from the 
research of syntactic bootstrapping. Syntactic bootstrapping is a procedure in which children 
infer verb meanings according to the structural environments that verbs occur with (Naigles & 
Swensen, 2007). Frequent structural cues tend to correspond with verb semantics. For example, 
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verbs involving agent-and-patient relations such as take, like, want, and push usually occur with 
the transitive frame (Naigles & Hoff-Ginsberg, 1998). The more different structural cues a verb 
occurs with, the earlier it emerges in children’s vocabulary and children may use the verb in 
more different ways. Children are sensitive to structural cues such as the number of arguments 
appearing with verbs (i.e., whether verbs occur in intransitive, transitive, or ditransitive frames) 
and the morphological contexts of verbs (e.g., third person singular present tense -s, present 
progressive tense V-ing, or the regular past tense -ed), Using simplified declarative sentences in 
which the informativeness of the number of arguments was exaggerated, Yuan et al. (2012) 
found that children as young as 19 months of age looked at the two-participant caused-motion 
events more often when hearing novel verbs in the transitive frame. By adopting the “bystander” 
manipulation, it was demonstrated that children recognized the transitive frame as an indicator of 
two-participant events instead of any events that present two unrelated participants in the scene. 
Behrend et al. (1995) found that children could deduce verb meanings from morphological 
inflections. They taught children novel verbs with either the regular past tense -ed or the present 
progressive -ing. In English, the former inflection tends to co-occur with result verbs and the 
latter with action verbs. The 3-year-olds were less willing to accept a result-changed event if it 
was labeled by a target novel verb taught in the -ed inflection, whereas action-changed events 
were less acceptable if the target novel verbs co-occurred with -ing. The study implied that 
syntactic bootstrapping (or at least morphological bootstrapping) is a mechanism that children 
may adopt during a specific age period. 
Since there is no absolute correspondence between syntactic frames, morphological 
contexts, and verb meanings, syntactic bootstrapping is proposed to operate through multiple 
trials to reveal verb meanings. The claim is that, the more often a verb occurs with different 
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structural cues, the more likely it will be learned earlier than other verbs that occur with less 
different structural cues (Naigles & Swensen, 2007). This statement uncovers a gap between 
experimental findings and naturalistic data. Though toddlers demonstrated the sensitivity to verb-
related structural cues in lab settings, much less is known about whether the real-world parent 
input provides the structurally-different verb environments for children to adopt such sensitivity. 
In addition, no studies have ever addressed if parents differ in using diverse syntactic frames or 
morphological contexts with lexical verbs.  
To summarize, there are two issues of great interest when considering how input 
contributes to children’s verb lexicon growth. The first one focuses on the different aspects of 
input effects. Though vocabulary development has been linked to lexical frequency and diversity 
in input, no studies have ever investigated the effects of lexical verb input frequency and 
diversity on children’s verb lexicon growth. We are further interested in whether the amount of 
verb-related structural cues benefit verb lexicon growth since multiple syntactic and 
morphological cues have been shown to facilitate verb learning in experimental studies. The 
second issue involves individual differences between different parent-child dyads. As children 
may differ in their reliance on input information, it is important to figure out if parents differ in 
using lexical verbs and providing verb-related structural cues. De Villiers (1985) and Naigles and 
Hoff-Ginsberg (1995; 1998) directed their efforts toward characterizing the structural 
environments of verbs from the perspective of theoretical psycholinguistics. In contrast, the 
Huttenlocher team (Huttenlocher et al., 1991; 2010) focused on targeted relationships and 
individual differences to better understand input effects. They also showed that input could be 
affected by prior child speech. It is important to note that the two approaches differ in the 
dependent variables that they measured. Naigles and Hoff-Ginsberg and de Villiers focused on 
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specific verbs and examined the relationship between Time 1 parents’ verb use and Time 2 
children’s verb use. Naigles and Hoff-Ginsberg set Time 1 at the point when the children just 
started to combine words and Time 2 at 10 weeks later than Time 1. Since age was not a 
selection criterion, the ages of the participants varied. De Villiers analyzed only two children that 
ranged from 2;3 to 2;8 and 1;6 to 1;11 and did longitudinal bi-weekly data collection for 10 
sessions. The Huttenlocher team, on the other hand, investigated the relationship between 
children’s lexical diversity (measured by the number of different words produced) and syntactic 
diversity with prior input quantity and lexical/syntactic diversity. Hierarchical linear modeling 
(HLM) was adopted to examine consecutive measurement points. The two studies of the 
Huttenlocher team reported here involved different age ranges. Huttenlocher et al. (1991) 
recruited children when they were 14 months old and followed them until 26 months of age. 
Speech samples were collected every two months and the study focused only on lexical 
development. Huttenlocher et al. (2010) followed the children from 14 months to 46 months of 
age with a 4-month data collection interval. Both lexical development and syntactic development 
were investigated. Table 1 provides a summary of these studies and lists the important findings. 
Similarities and differences between the current study and the previous studies are also presented.   
The current study combined the two approaches and examined the input effects on 
children’s verb lexicon growth. We retained the approach of Huttenlocher et al. (1991; 2010) by 
emphasizing individual differences in input studies while adopting the theoretically motivated 
coding systems from de Villiers (1985) and Naigles and Hoff-Ginsberg (1995; 1998). Together, 
these approaches were used to examine if lexical verb frequency, lexical verb diversity, and 
verb-related structural cues in input influence verb acquisition. We focused on children who had 
similar verb lexicon size at 21 months of age in order to minimize initial differences. We then 
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separated children into different groups according to their verb lexicon size at 27 months of age. 
Different groups of children were compared to see if there were quantitative or qualitative 
differences in their parents’ verb use at 21 months of age. A group design was used because there 
were substantial differences in children’s reported change of verb lexicon size between 21 and 27 
months. Some parents reported slow verb growth, with children adding an average of 20 verbs 
within the six months. Other parents reported moderate growth, with an average increase of 
about 50 verbs. A third group of parents reported more rapid growth, with children adding an 
average of 85 verbs to their verb lexicon between 21 to 27 months. Therefore, we were interested 
in determining whether differences in the measures of parents’ lexical verb use distinguished 
these growth patterns.  
The study explored the following three research questions:  
(1) Are there group differences in parents’ lexical verb input frequency? 
(2) Are there group differences in parents’ lexical verb input types? 
(3) Are there group differences in the verb-related structural cues in parent input? 
Measures of specific structural cues are: (a) the amount of declaratives and discourse 
questions containing lexical verbs, (b) argument structure completeness, (c) syntactic 
frames, and (d) morphological contexts. 
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CHAPTER 2 
METHODS 
Database 
Data for the current study were obtained from an existing longitudinal database funded by 
the Natural Science Foundation (NSF; Rispoli & Hadley, 2008). Families were originally 
recruited for a study of the acquisition of tense and agreement in toddlers between 21 and 36 
months of age. Naturalistic conversations between parents and children were collected every 
three months in a lab playroom. The data collection sessions were audio and video recorded. 
Developmental measures, conversational language samples, and family demographic information 
were available for 58 children and their families. 
Participants were recruited from the university community and surrounding rural 
communities in Champaign, Vermillion, and Macon counties in Illinois, with English being the 
only spoken language at home. Parents were phone-interviewed regarding children’s general 
development milestones. Children with frank neurological or sensory impairments, insertion of 
pressure equalization tubes as a result of repeated bouts of otitis media, or delayed onset of 
walking or talking (i.e., after 15 months) were not eligible to participate. Information regarding 
children’s general development and language production was gathered through parent report 
checklists. The Ages and Stages Questionnaire (ASQ, Bricker & Squires, 1999) was used at 21 
and 24 months of age to screen for difficulties in communication, fine motor, gross motor, social, 
and cognitive development. The MacArthur-Bates Communicative Development Inventories: 
Words and Sentences (CDI; Fenson et al., 2007) was used at 21, 24, 27 and 30 months to gather 
information of children’s expressive vocabulary and emerging grammatical complexity.  
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Spontaneous language samples were collected in the lab playroom at each measurement 
point from 21 to 36 months of age. The 1-hr data collection session was divided into two 
sampling contexts. The first 30-min context was parent-child free play with age appropriate toys. 
Parents were encouraged to “play as they would at home.” In the second 30-min context, an 
examiner joined the parent-child dyad and introduced semi-structured play scenarios. The goal of 
the second 30-min sampling context was to provide more opportunities for children to produce 
tense and agreement morphemes with different lexical subjects and verbs.  
Participants 
Eighteen primary caregivers (1 father) and their children participated in the current study. 
Parents ranged from 23 to 40 years, M = 30.72, SD = 4.95. Parents’ highest educational levels 
included completion of high school (n = 2), associate’s degree or some college (n = 3), 
bachelor’s degree (n = 9), and advanced degree (n = 4). Sixteen mothers were white and two 
were black. The 18 children were reported by their parents to be either white (n =16) or black (n 
= 2).  
For a parent-child dyad to be included in the current study, children were required to 
demonstrate: (a) a passing score on the communication section of ASQ (Bricker & Squires, 1999) 
at 21 and 24 months, and (b) an expressive vocabulary at or above the 10th percentile according 
to the CDI norms (Fenson et al., 2007) at 24 months of age. None of the children received early 
intervention services prior to three years of age. Twelve of the 58 children in the archival 
database were excluded because they failed to meet either one of the above criteria. Together, the 
ASQ, CDI, and early intervention criteria ensured that the remaining 46 children were typically 
developing in regards of communication and vocabulary development. From this pool, we 
excluded those who had a larger expressive verb lexicon size at 21 months of age in order to 
 17 
minimize the influence of children’s verb use on parents’ verb use in the language sample. 
Children reported to produce more than 10 action words based on the CDI (i.e., Part I section 14: 
Action Words) were excluded. Cross-sectional CDI norms show that 50% of parents report 10 
common action words (verbs) in their 21-month-old children’s expressive vocabulary (Fenson et 
al., 2007; Hadley, 2006). Of the 46 children, 19 children (13 males) had less than or equal to 10 
action words in their expressive lexicon at 21 months of age.  
Though the CDI parent reports indicated that the 19 children were similar in verb lexicon 
size at 21 months of age, this did not ensure that they were in the same level of general language 
development. Therefore, we examined children’s spontaneous language samples and analyzed 
three measures of language production: the number of different verbs produced, the average 
utterance length, and the amount of syntactically organized word combinations. The number of 
different verbs produced in the language samples was compared to that reported in CDI. A 
combined verb lexicon size for each child was calculated. Children’s average utterance length 
was characterized by MLU in words. Children’s syntactically organized word combinations were 
characterized by unique syntactic types (USTs; Ingram, 1989). Hadley (1999) operationalized 
USTs as unique combinations of two or more words with syntactic status. Words that do not bear 
syntactic status such as greeting words (e.g., hi), words of social courtesies (e.g., please), 
interjections, and addressee terms were eliminated. One girl, 25G, who scored 2 SD above the 
mean for all three measures was identified as an outlier and excluded from the study in order to 
maintain the similarity of the participants at 21 months of age. Detailed information of each child 
is provided in Table 2. 
The remaining 18 children had a combined verb lexicon size ranging from 1 to 12 with a 
mean of 5.22, SD = 3.73. The MLU in words was between 1.00 and 1.47 with a mean of 1.12, 
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SD = 0.11. This indicates that most children were in the single word stage at 21 months of age. 
The number of USTs ranged from 0 to 7 with a mean of 2, SD = 2.2. Most USTs were noun 
phrases (e.g., a bubble, the duck, my ball) and word combinations involving prepositions (e.g., 
cow in, baby out, back in). Six children produced a few USTs that involved verb phrases or very 
simple sentences (e.g., want ball, it beep). Of these six children, four had only one such utterance.  
Three groups were formed based on children’s verb lexicon size at 27 months of age. The 
group distinction was decided using a data-driven approach. Although all children had less than 
or equal to 10 common verbs at 21 months of age, their verb lexicon size at 27 months of age fell 
into three unique clusters. Group 1 (n = 7; 5 males) had less than 33 common verbs at 27 months 
of age. Group 2 (n = 6; 3 males) had a verb lexicon size between 47 and 64, and Group 3 (n = 5; 
5 males) had more than 79 common verbs. The group difference in the verb lexicon size at 27 
months of age was significant, F(2,15) = 96.686,  p < 0.001. The verb lexicon size growth of the 
three groups from 21 months to 27 months of age is presented in Table 3. Figure 1 further 
illustrates how the three groups separated from each other.  
The three groups of children were compared to see if there were group differences in 
measures of language production at 21 months of age. Two CDI measures and 10 language 
sample measures were examined. Of the 12 measures examined, only two measures from the 
spontaneous language samples revealed significant group differences: the number of total 
utterances, F(2,15) = 3.959, p = 0.042, and the number of total nouns produced, F(2,15) = 4.258, 
p = 0.034, (see Table 4). The similarities among the three groups at 21 months of age and the 
differences in their verb lexicon size at 27 months of age made these children a good sample to 
explore whether parent input at 21 months of age contributed to the different patterns of verb 
lexicon growth.   
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Language samples of parent input 
The input speech samples used in this study came from the 30-min parent-child free play at 
21 months. Parents were encouraged to “play as they would at home.” The playroom was always 
set up in the same way. Toys available included a play kitchen and a table, a play farm with 
farmers and animals, some building blocks, a penguin bowling set, puzzles, and bubbles. 
Additional toy kits such as the Potato Heads set, a baby doll bath set, a baby stroller, and a crib 
could be found in cupboards and closets. Parents were told that all toys in the room were 
available for exploring. Given the similarity of the available toys, parents were expected to talk 
about similar topics and use similar lexical choices. Common lexical verbs include wash, eat, 
and drink in the play kitchen, drive in the play farm, go and fit when playing with the puzzles, 
blow and pop when blowing bubbles, and knock, build, and fall when building towers with the 
blocks. As the play contexts rendered participants to speak of similar topics, the influence of 
conversational topic variations on the research findings is considered to be limited. 
Each sample was transcribed according to the standard conventions of the Systematic 
Analysis of Language Transcripts (SALT; Miller & Chapman, 2000). Transcription of adult and 
child utterances was completed separately by trained graduate or undergraduate research 
assistants based on audio and video recordings. Transcribers listened to each utterance for a 
maximum of three times in order to maintain a conservative transcription judgment of the parent 
and child utterances. Transcribers added contextual notes to transcripts according to video 
recordings if necessary. Once a transcript was constructed, a second transcriber completed a 
consensus pass by re-listening to all utterances on the audio recordings and referring to the video 
recordings if necessary. The consensus transcriber was allowed to add content words, delete 
morphemes, or change utterances to unintelligible if the original transcription could not be 
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confirmed. If the consensus transcriber noticed additional, un-transcribed tense/agreement 
morphemes, another lab transcriber would act as a third party listener to confirm the decision. 
The consensus transcription procedures served as the transcription reliability procedures for the 
current study.   
Measures 
Descriptive measures 
The descriptive measures addressed the total amount of parent input as well as the amount 
of parent input related to lexical verbs. These measures reflect if a talkative parent exposed 
his/her child to more opportunities to learn lexical verbs. 
Utterances. For each parent, the number of total utterances produced in the 30-min free 
play was calculated. Nonspontaneous utterances such as singing or book reading were excluded 
to keep the focus on parents’ spontaneous utterances directed to their children. Only complete 
utterances were included to ensure the accurate coding of verb forms.  
The amount of simple sentences containing lexical verbs. Utterances containing lexical 
verbs were categorized as simple sentences, compound sentences, and complex sentences. A 
simple sentence is defined as an independent clause containing a subject and a verb. Sentences 
with serial verb constructions (e.g., go get it), modals (e.g., can do it, may do it), and tags (e.g., 
isn’t it?) were considered simple sentences. Two independent clauses joined by a coordinator 
such as and, but, or so at the inflectional phrase level were coded as compound sentences. For 
example, Mary likes apple and Henry likes banana is a compound sentence. Sentences that bear 
one independent clause and at least one dependent clause were coded as complex sentences. We 
followed the operational procedures of Vasilyeva, Waterfall, and Huttenlocher (2008) and 
required overt subjects in the dependent clauses for sentences to be coded as complex. For 
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instance, I need to take a nap was coded as a simple sentence, whereas I need you to do it was 
treated as a complex sentence.  
Words. The number of total words and the number of different words produced by each 
parent were computed. When calculating the number of total words, we followed the operational 
definition of Huttenlocher et al. (2007). Specific classes of words such as animal noises (e.g., 
baaa, moo, quack, etc.), letter names and parental imitations of babbling were excluded. 
Interjections such as ooh, oops, or ohno and words used as interjections such cool, great, or darn 
were exempted, too. When computing the number of different words, words derived from 
derivational affixes were considered distinct types (e.g., bake and baker are of two types). 
Regular inflectional variants of one word were treated as a single type (e.g., cook, cooks, cooking, 
cooked = one type), whereas irregular inflectional variants were treated as different types 
because irregular variants are lexically-stored in the users’ lexicon (e.g., run and ran are two 
types; goose and geese are two types).  A proper name and its nickname were treated as one type 
(e.g., Cynthia, Cindy = one type). Dimimutives and commonly occurring motherese words were 
standardized and treated as examples of the same type (e.g. doggy|dog = one type; ma, mama, 
mammy|mom = one type; lookit, lookee|look = one type).  
Measures of verbs and verb-related structural cues 
Parents’ verb use is of central importance to this study. These measures addressed if 
parents of different groups differed in using lexical verbs and providing verb-related structural 
cues. Additional measures of clausal level complexity and verb-phrasal level complexity were 
included. 
Verbs. The number of total lexical verbs and the number of different lexical verbs were 
calculated. Following the word-level criteria, verbs with regular inflectional variants were coded 
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as a single type  (e.g., play, plays, playing, played = one type). Irregular inflectional variants 
were treated as different types (e.g., go and went are two types).  
The composition of simple sentences containing lexical verbs. We further focused on 
simple sentences because simple sentences occupy the majority of parent input at 21 months of 
age (Huttenlocher et al. 2007). All simple sentences were categorized as declaratives, structural 
questions, discourse questions, and imperatives. As these sentences have different functions in 
conversations, they also involve different sentential structures. Declaratives are of the canonical 
SVO word order, whereas structural questions involve movement. Discourse questions refer to 
questions that remain the canonical SVO word order but adopt contextual or intonational cues to 
express the query (e.g., Daddy’s at home?). Imperatives by nature reduce the subject you and are 
usually of simple VO word order. These structures may pose different challenges on verb 
acquisition, with declaratives and discourse questions being considered the most straight-forward 
language models. Note that there might be occasions when it was difficult to distinguish between 
imperatives and other types of subject-reduced sentences. In such cases, the operational 
procedure in Vasilyeva et al. (2008) was adopted, with linguistic and contextual information 
being used to confirm the decision. For instance, in the sentence going back to see your baby? 
the use of going indicates that this is not an imperative but a subject-reduced sentence. The rising 
intonation further suggests that this is a discourse question instead of a command. For cases in 
which the ambiguity cannot be resolved, the sentences were coded as imperatives according to 
the structural resemblance of imperatives.  
Argument structure completeness. The completeness of argument structures of individual 
sentences was analyzed. Children under age 2 have been found to use the number of noun 
phrases within sentences as a cue to decode verb meanings if the sentences were simple enough 
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(Yuan et al., 2012). Therefore, hearing verbs presented in complete argument structures may be 
beneficial for children to learn them. Each simple sentence was coded for argument structure 
completeness as: (a) full, (b) subject-reduced, and (c) object-reduced. Note that some verbs take 
both transitive and intransitive frames. Thus, whether a sentence is reduced or not must be 
decided according to the discourse context. For example, the sentences I am cooking and I am 
cooking the eggs are both argument-complete sentences since cook can be used as either a 
transitive or an intransitive verb. In contrast, the sentence I want was coded as object-reduced 
because the verb want must be used with the transitive frame or take a sentential complement. 
Imperatives by nature were coded as subject-reduced.  
Syntactic frames of commonly used verbs. The “broad syntactic frames” of Naigles and 
Hoff-Ginsberg (1995; 1998) were used to analyze the commonly used verbs in input samples. To 
control the effect of verb frequency upon frame diversity, only the 10 most frequently used 
lexical verbs in each language sample were analyzed. Verbs used less than five times were 
excluded because they provided insufficient opportunities for parents to demonstrate frame 
diversity. In addition, verbs that were already produced by more than 20% of the children (n = 4) 
were excluded because we would like to reduce the influence of children’s verb use on parents’ 
verb use. These operational procedures were adopted to focus on verbs that were: (a) not initially 
part of children’s lexicon, and (b) frequent enough to demonstrate frame diversity if there was 
any. Note that not every parent had exactly 10 most frequently used verbs that entered the 
analysis. A parent might have less than 10 verbs being analyzed because fewer verbs were 
produced more than five times. On the contrary, a parent might have more than 10 verbs being 
analyzed due to a tie in frequency between two to three verbs.  
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Two modifications to the “broad syntactic frame” coding were made. First, phrasal verb 
construction was added as a valid frame since a large portion of English verbs co-occurs with 
particles to form distinct semantic units. Second, we excluded the frame for coding adverbs 
because adverbs are not related to verb meanings. In the syntactic frame analysis, each target 
verb was coded as involving: (a) transitivity (i.e., being followed immediately by a noun phrase 
direct object), (b) post-verbal sentence, (c) post-verbal prepositional phrase, and (d) verb-particle 
construction. These frames indicate the appropriate semantic classes of the target verbs and are 
considered to benefit children’s verb learning. Note that verbs might involve no frames or might 
take more than one frame within a single utterance. For example, the verb blow in the sentence 
are you blowing does not involve any syntactic frames. The verb put in the sentence put the box 
under the chair takes two frames, transitivity and post-verbal prepositional phrase, since put is 
immediately followed by a noun phrase direct object and the post-verbal phrase includes a 
prepositional phrase. For each verb being analyzed, the number of unique frame combinations 
was calculated, and the ratio of different combinations to total verb tokens was computed. Each 
parent received an average ratio of his/her 10 most frequent lexical verbs, which represents the 
extent to which the parent used diversified syntactic frames. 
Appendix A provides an example of how to measure the syntactic frame diversity. The 
parent of 26B was used as an illustration. The father had 9 frequently used verbs that entered the 
analysis: get, want, have, do, say, look, put, like, and give. They were among the 10 most 
frequently used verbs after eliminating the verbs that were already produced by more than four 
children. These verbs were all used more than or equal to five times during the 30-min free play. 
Utterances containing the above verbs were coded for the syntactic frames of the target verbs. A 
total of 93 utterances were examined. 
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Morphological contexts of commonly used verbs. Verbs that were analyzed for syntactic 
frame diversity were also analyzed for morphological contexts. The coding followed de Villiers 
(1985) with some modifications. Twelve adjacent morphological contexts for lexical verbs were 
coded:  
(a) unmarked V  
(b) infinitive to V (e.g., I am going to sleep)  
(c) Modal + V (e.g., can, must, should +V) 
(d) future will + V and the contracted ‘ll + V 
(e) catenatives + V and the full forms of catenatives + V (e.g., gonna, wanna, gotta +V and 
going to, want to, got to + V) 
(f) do support + V 
(g) progressive be + V-ing 
(h) third person present V-s 
(i) regular past tense V-ed 
(j) perfect have + V participle  
(k) irregular past tense.  
(l) irregular third person present tense. 
Negative constructions were categorized with their corresponding forms. For example, the 
verb eat in the sentence pooh is not eating bananas was coded as having a “progressive be + V-
ing” morphological context. For each verbs being analyzed, the ratio of different morphological 
contexts to total verb tokens was computed. Each parent received an average ratio that marks 
their diversity in using verbs with different morphological contexts.  
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Appendix B provides an example of how to compute the number of unique morphological 
contexts and the morphological contexts ratio for each verb, again using the parent of 26B.  The 
same 93 utterances analyzed in syntactic frame diversity coding in Appendix A were examined 
for the morphological contexts of the target verbs.  
Reliability 
Three of the 18 parents (approximately 17% of the participants) were randomly selected 
and coded independently by a graduate volunteer. The volunteer coded simple sentences versus 
complex sentences, the composition of simple sentences, argument structure completeness, 
syntactic frames of commonly used verbs, and morphological contexts of commonly used verbs. 
Percent agreement for all coding decisions was calculated by the author. Because some coding 
schemes had less than 90% agreement, a third expert reviewed all coding disagreements to 
determine whether coding errors were typically made by the author during the original coding or 
by the volunteer during the process of reliability coding.   
 For the distinction between simple and complex sentences, the initial agreement was 
92.83% (of 614 items). Of the 44 items with disagreements between the author and the volunteer, 
21 resulted from the volunteer consistently coding sentences with catenatives (e.g., wanna or 
gonna) and sentences with simple infinitives (verb to verb construction) as complex sentences. 
The remaining 23 disagreements involved no clear patterns, and the third expert agreed with the 
author in 19 cases. For the composition of simple sentences, the initial agreement between the 
author and the reliability coder was 79.62% (of 525 items). Among the 107 items with 
disagreements, the expert agreed with the author’s original coding in 76 cases. Based on this 
review, it was estimated that the author’s original coding was accurate in more than 90% of the 
data for the composition of simple sentences (i.e., 494/525 = 94%). The initial coding agreement 
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in argument structure completeness was 96.94% (of 523 items). Of the 16 items coded 
differently, the third expert agreed with the author in 15 cases. The initial agreement in the 
syntactic frame coding was 82.44 % (427 items). Note that the coding for syntactic frames was 
particularly challenging in that coders had to stay focused on specific lexical verbs while 
ignoring other lexical verbs in the same utterance. The third expert agreed with the author in 70 
of the 75 cases. In light of this, it was estimated that the author’s original coding for syntactic 
frames was accurate in more than 90% of the data (i.e., 422/427 = 99%). The initial agreement 
for the morphological context coding was 92.51 % (of 427 items). The third expert agreed with 
the author in 28 of the 32 items.  
Data analysis and predictions  
To address Research Question 1 and 2, the group differences between parental lexical verb 
input frequency and diversity were examined using one-way ANOVA tests. Since vocabulary 
development has been linked to lexical frequency and diversity, group effects were expected 
with parents of the children in Group 3 demonstrating significantly higher frequency and 
diversity in using lexical verbs than parents of the children in Group 1. No predictions were 
made for parents of the children in Group 2. Research Question 3 involved four verb-related 
structural cues: (a) the composition of simple sentences containing lexical verbs, (b) argument 
structure completeness, (c) syntactic frames of commonly used verbs, and (d) the morphological 
contexts of commonly used verbs. Group differences for these four measures were also examined 
using one-way ANOVA tests. Parents of the children in Group 3 were predicted to have more 
declaratives and discourse questions than parents of the children in Group 1 since the two 
sentence types are of the canonical SVO word order and may be more useful for children to 
decode subjects and predicates.  Parents of the children in Group 3 were also expected to use 
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more full argument structure sentences because the number of noun phrases within sentences is 
considered a reliable cue for children under age 2 to detect verb meanings. Last, we anticipated 
to find the group differences between the average ratio of syntactic frame diversity and 
morphological contexts diversity in commonly used verbs, with parents of the children in Group 
3 demonstrating higher diversity.  
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CHAPTER 3 
RESULTS 
 This study investigated whether parent input contributed to group differences in 
children’s patterns of verb lexicon growth. Lexical verb quantity and diversity, as well as verb-
related structural cues were of primary interest. A total to 7,049 parent input utterances were 
examined, among which 3,493 utterances contained lexical verbs and were coded for verb-
related structural cues. General descriptive statistics are presented first to provide background 
information about the nature of parent input, followed by analysis of the primary variables. 
Descriptive measures 
Four general descriptive measures of parent input were examined, including the number of 
total utterances, the number of simple sentences containing lexical verbs, the number of total 
words, and the number of different words. Details of the descriptive statistics are provided in 
Table 5. The average spontaneous input utterances directed to children in the 30-min free play 
was 391.61. The average simple sentences containing lexical verbs was 172.06. Therefore, 
approximately 45% of parental child-directed speech in the lab playroom was simple sentences 
containing lexical verbs. The average number of total words and the average number of different 
words addressed to the children were 1417.67 and 242.83, respectively. 
One-way ANOVA tests showed that there were no group differences in the four general 
descriptive measures of parent input (see Table 5). The three groups of children received similar 
amount of input as measured by total input utterances and words.  
Lexical verb input frequency and diversity  
Research Question 1 and 2 asked if there were group differences in parental lexical verb 
input frequency and input types. For the full sample, the average number of total lexical verbs 
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and the average number of different lexical verbs in the 30-min free play were 222.17 and 54.06, 
respectively. One-way ANOVA tests revealed no group differences in the number of total lexical 
verbs, F(2,15) = 0.383,  p = 0.698, and the number of different lexical verbs, F(2,15) = 0.024,  p 
= 0.976 . In other words, no input effects were detected in the frequency or diversity of lexical 
verbs that the three groups of parents addressed to their children.  
Measures of verb-related structural cues 
Research Question 3 examined if the three groups of parents differed in providing verb-
related structural cues. Four measures of structural cues were investigated. They were: (a) the 
number of declaratives and discourse questions containing lexical verbs, (b) argument structure 
completeness, (c) syntactic frames of the 10 most frequently used verbs, and (d) morphological 
contexts of the 10 most frequently used verbs. 
Declaratives and discourse questions containing lexical verbs. The number of declaratives, 
discourse questions, structural questions, and imperatives are reported for the full sample and for 
the three groups in Table 7. For the full sample, children heard an average of 172.06 simple 
sentences containing lexical verbs in the 30-min free play. The average number of declaratives 
was 44.56, or is about 26% of all simple sentences. The average number of discourse questions 
that children heard was 31.11, accounting for 18% of the simple sentences. The average number 
of structural questions was 59.22, accounting for about 34% of all simple sentences. Finally, 
parents produced an average of 37.17 imperatives, or 22% of all simple sentences. The 
distribution of simple sentences with lexical verbs was relatively similar across the three groups 
as can be seen in Table 7. 
Declarative sentences and discourse questions were analyzed together since both types 
involve the canonical SVO word order. Compared to structural questions that involve movement 
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and imperatives that tend to be subject reduced, declaratives and discourse questions were 
hypothesized to be more straight-forward language models. However, a one-way ANOVA test 
revealed no group difference in the combined number of simple declaratives and simple 
discourse questions containing lexical verbs, F(2,15) = 0.366,  p = 0.700. In fact, no group 
differences were found for any of the individual categories (see Table 7).   
Argument structure completeness. Each simple sentence containing lexical verbs was 
coded for argument structure completeness as of (a) full, (b) subject-reduced, and (c) object-
reduced. Full argument structure sentences refer to sentences in which the subject and the 
required object of the verb are both presented. The full argument structure sentences were 
considered more beneficial for verb acquisition than subject-reduced and object-reduced 
sentences because the verbs and arguments are presented together in the input. Note that not 
every verb requires an object. Sentences such as we could sit in this chair and she needs her tray 
are both full argument structure sentences; however, sit is an intransitive verb that requires only 
subject (e.g., we) and need is a transitive verb that requires both subject (e.g, she) and object (e.g., 
her tray). Subject-reduced sentences may be declaratives, imperatives, and discourse questions. 
For example, the sentence fell over on its own is a declarative, in which the past tense verb, fell, 
is not presented with the subject. In imperative sentences such as pass the juice and a cup, the 
understood subject you does not appear with the verb pass. In addition, subjects may be reduced 
in discourse questions such as wanna do puzzles with me? Object-reduced sentences rarely 
appeared in spontaneous language samples since they are ungrammatical in English. Only three 
parents produced object-reduced sentences such as put right here, and only seven object-reduced 
sentences were identified in the total of 3,097 simple sentences containing lexical verbs. Object-
reduced sentences were so infrequent that they were not analyzed statistically.  
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Table 8 provides the descriptive data for argument structure completeness for the full 
sample and for the three groups. On average, children heard 119.72 sentences with full argument 
structure, approximately 70% of all simple sentences. The average number of subject-reduced 
sentences was 52.33, accounting for the remaining 30% of the simple sentences. Counter to our 
prediction, the one-way ANOVA test indicated no group difference in the number of full 
argument structure sentences, F(2,15) = 0.282,  p = 0.758, across the three groups of parent input.  
Syntactic frames of commonly used verbs. The 10 most frequently used lexical verbs of 
each parent were analyzed for their syntactic frames. To be included in the analysis, individual 
verbs had to be used five or more times in the 30-min free play. In addition, six verbs, bite, eat, 
go, help, sit, and stop, were eliminated from the analysis because they were already produced by 
more than 20% of the children (n = 4). Parents differed in the number of the frequently used 
verbs being analyzed, ranging from 6 verbs to 12 verbs, M = 10, SD = 1.61. The 10 most 
frequently used lexical verbs accounted for about half of the lexical verbs that parents produced. 
In addition, parents overlapped considerably in their most frequently used verbs. Eight verbs, do, 
get, have, look, put, say, see, and want, were used by more than 10 parents as their most frequent 
lexical verbs. Appendix C provides a list of the frequently used verbs for each parent.    
Recall that we coded the following four frames for each verb: (a) transitivity, (b) post-
verbal sentence, (c) post-verbal prepositional phrase, and (d) verb-particle construction. A verb 
may take no frame, one frame, or more than one frame. The number of unique frame 
combinations for each verb was used to measure the syntactic frame diversity of the verb. For 
each verb being analyzed, we calculated the ratio of the number of unique frame combinations to 
total verb tokens. Each parent received an average ratio of his/her 10 most frequently used 
lexical verbs.   
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Table 9 lists the average ratios of syntactic frame diversity for all parents as well as the 
group average. The average ratio of syntactic frame diversity is 0.27. The one-way ANOVA test 
showed no group difference, F(2,15) = 1.980,  p = 0.173. 
 Morphological contexts of commonly used verbs. The 10 most frequently used lexical 
verbs were also analyzed for morphological context diversity. We identified twelve adjacent 
morphological contexts. Table 10 lists the average ratios of morphological context diversity for 
all parents as well as the group average and the overall average. The overall average ratio of 
morphological context diversity is 0.35. The one-way ANOVA test suggested no group 
difference, F(2,15) = 0.475,  p = 0.631. 
To summarize, the parent input to the three groups of children was very similar on all 
metrics evaluated in this study. First, there were no group differences in the descriptive measures, 
indicating that the three groups of children received a similar amount of parent input in the 30-
min free play. Second, there were no group differences in the quantity and diversity of input 
lexical verbs between the three groups of parents. Furthermore, none of the proposed verb-
related structural cues, such as argument structural completeness, syntactic frame diversity, or 
morphological context diversity, differed between the three groups of parents.  
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CHAPTER 4 
DISCUSSION 
The current study proposed a group design and investigated whether there were any 
differences in the parent input at 21 months for children who had different verb lexicon growth 
patterns between 21 to 27 months of age. Children were selected to have a limited verb lexicon 
size (producing less than or equal to 10 action words according to the parent report) at 21 months 
of age, and were divided into three groups according to their verb lexicon growth patterns 
between 21 to 27 months of age.  
The analysis of general descriptive measures suggests that the three groups of children 
received a similar amount of input. The average number of input utterances in this study was 
391.61. Recall that Naigles and Hoff-Ginsberg (1995; 1998) constructed their input speech 
sample with each parent contributing 393 utterances. The amount of input that each child 
received in this study, therefore, was close to that of Naigles and Hoff-Ginsberg. 
Research Question 1 and 2 asked if the three groups of parents differed in the quantity and 
diversity of the lexical verbs used in play-based conversational interactions with their children. 
Research Question 3 examined whether parents differed in the verb-related structural cues they 
provided such as word order, argument structure completeness, multiple syntactic frames, and 
multiple morphological contexts. Answers to the three research questions, contrary to the initial 
predictions, were all negative. That is, the three groups of parents were similar in their lexical 
verb quantity and lexical verb diversity. Furthermore, they used verb-related structural cues with 
lexical verbs in similar ways.  
These findings point to two speculations. First of all, it seems that the input effects of 
parents’ lexical verb use upon children’s verb lexicon size growth, if any do exist, are really 
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small. Therefore, a group design with a small sample size (n = 18) was unable to detect input 
effects. Previous studies adopted multiple regression analysis to reveal input effects on children’ 
language production (de Villiers, 1985; Naigles & Hoff-Ginsberg, 1995; 1998; Huttenlocher et 
al., 1991; 2010). Though most input measures in these studies were significantly correlated with 
the targeted child language output measures, they did not explain an impressive amount of 
variance in the child language output measures. For example, Huttenlocher et al. (1991) reported 
that the overall amount of parent input accounted for about 20% of the variance in the rate of 
vocabulary growth acceleration between 14 to 26 months of age. Naigles and Hoff-Ginsberg 
(1998) found that children’s lexical verb frequency was predicted by prior input verb frequency 
and the number of syntactic frames that each input verb involved. Input verb frequency 
accounted for 24% of the variance in children’s verb frequency, and the number of syntactic 
frames accounted for an additional 2% of the variance. Therefore, while the current study 
employed one-way ANOVA tests to investigate parental lexical verb input for groups of children 
with different patterns of verb lexicon growth, it is possible that the targeted relationship 
between lexical verb input and children’s verb lexicon growth is not strong enough to be 
detected by group comparisons.   
Alternatively, it may be the case that the differences between children’s verb lexicon 
growth patterns are more attributable to factors intrinsic to children themselves rather than to 
characteristics of parent input. Huttenlocher et al. (2010) found that, not only prior parental input 
lexical diversity predicted later children’s lexical diversity, but prior children’s lexical diversity 
also predicted later parental input lexical diversity. The bidirectional relationship existed only in 
the lexical level but not the two syntactic levels that the researchers examined. Therefore, it is 
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suggested that lexical development is a mutual process in which input word use and children’s 
productive vocabulary are influenced by each other. 
Three additional child factors may have influenced parental language input in the current 
study. First of all, the three groups of children differed significantly in the number of total 
utterances produced and the number of total nouns produced in the language samples at 21 
months of age, even though there were no differences in parent reported measures and other 
measures of the language samples. Group 3, the group with the fastest verb lexicon growth 
pattern between 21 to 27 months of age, produced more utterances and more nouns than the two 
other groups in the 30-min free play at 21 months of age. In other words, Group 3 took more 
verbal turns in the interaction with their parents compared to the other two groups. Although not 
measured directly in this study, more verbal turn-taking between the Group 3 children and their 
parents might provide more opportunities for parents to expand children’s word production in 
semantically contingent ways, and hence bring about greater verb lexicon growth. Input studies 
in mainstream American-European culture have indicated that semantically contingent responses 
to children’s utterances constitute a good predictor of early vocabulary development (Barnes, 
Gutfreund, Satterly, & Wells, 1983; Snow, 1982). However, further analyses focused on 
properties of the parent-child discourse are needed to evaluate this potentiality.  
In addition to the measures of spontaneous language production, the second child factor 
involves CDI measures. Children from Group 1 had a smaller initial vocabulary size than Group 
2 and Group 3 at 21 months of age, although the group analysis did not reach significance. The 
potential difference in children’s vocabulary size suggests that individual differences among 
children may play a role in the subsequent patterns of verb lexicon growth. Further analysis 
should be carried out to see if there is any relationship between children’s noun lexicon size and 
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subsequent verb lexicon growth since a set of concrete nouns is considered to be the prerequisite 
of verb acquisition (Connor, Fisher, & Roth, 2013).  
The third child factor is child gender. It was noted that Group 3 consisted of only boys, 
whereas Group 1 and Group 2 included both boys and girls. Recall that our participants came 
from an existing longitudinal database that recruited 58 children, among which 46 children (22 
males) were identified as typical in communication and vocabulary development. Of the 46 
children, 18 children (13 males) were selected for the present study because they produced 10 or 
fewer verbs at 21 months according to the parent report.  This criterion identified more than half 
of the typically developing boys, but only one-fifth of the typically developing girls. In other 
words, the boys in the database tended to have smaller verb lexicons at 21 months of age than the 
girls. Previous studies have documented the female advantage in early language development (cf. 
Bornstein, Hahn, & Haynes, 2004). Huttenlocher et al. (1991) found that girls demonstrated 
faster vocabulary acceleration than boys between 14 and 26 months of age, though the gender 
differences started to decline after 20 months of age. The CDI normative data also suggests that 
young girls tend to have a larger expressive vocabulary under 30 months of age (Fenson et al., 
2007). Thus, it may be more likely that the faster verb lexicon growth pattern observed in Group 
3 is more influenced by gender differences in the timing of vocabulary growth (i.e., acceleration) 
than by differences in parental lexical verb input.  
The current study is the first attempt to investigate if parental lexical verb input influences 
children’s verb lexicon growth. We recognized that individual differences in children’s language 
abilities are of a central issue in input studies, so we proposed the study using spontaneous 
language samples between individual parent-child dyads. We further adopted linguistics theory-
driven coding systems to analyze verb-related structural cues. The study documents how 
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American English-speaking parents expose their children to verbs. Still, there are methodological 
limitations. The first limitation was resulted from the selection criteria of participants. Since we 
excluded children who produced more than 10 action words according to CDI to reduce the 
initial differences of language development between participants. That excluded approximately 
half of children in the database. As a result, the sample used in this study involved only low to 
average learners, and we lost the potential variability of parent input that was related to above 
average learners. The exclusion criterion also disproportionately eliminated girls and left us with 
a gender imbalance. The second limitation was that we measured children’s verb lexicon size 
according to parent report. Studies such as Huttenlocher et al. (1991; 2010), de Villiers (1985), 
and Naigles and Hoff-Ginsberg (1998) used children’s actual production to measure either 
vocabulary size or verb use. The third limitation involved the type of planned analyses. Previous 
input studies indicated that input effects typically accounted for about 20% of the variance in 
children’s lexical development (Naigles & Hoff-Ginsberg, 1998; Huttenlocher et al., 1991). 
Input effects of verb-related structural cues such as syntactic frame diversity accounted for even 
less variance (Naigles & Hoff-Ginsberg, 1998). With such a potentially small input effect, the 
current sample size and the group comparison design in the study was probably underpowered 
for detecting input effects. 
Future research is needed to better understand the relationship between parental lexical 
verb input and children’s verb lexicon growth. A larger sample that includes learners from the 
full range of language development may yield more informative results than the restricted 
sample used in this study. Adequately powered regression analysis examining the relative 
contribution of parent input measures, along with child factors such as gender and Time 1 verb 
production, in predicting children’s verb production at Time 2 may be a more fruitful approach. 
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Although findings of this study were not significant, future studies investigating how input 
contributes to children’s verb lexicon growth are still important since verb acquisition is a vital 
milestone in early language development. The identification of facilitative input factors, in 
addition, will further contribute to the design of more efficient language intervention strategies.  
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CHAPTER 5 
TABLES 
Table 1  
A Summary of Huttenlocher et al. (1991; 2010), Naigles and Hoff-Ginsberg (1998), de Villiers (1995), and the Current Study 
Study Participants Designs Input variables Outcome variables 
Findings and 
Significance 
Huttenlocher, 
Haight, Bryk, 
Seltzer, and 
Lyons. (1991). 
22 Children from 
14 months to 26 
months of age 
• Longitudinal data 
collection from 14 
months to 26 months 
with a 2-month interval 
• Used HLM to compare 
the input and language 
outcomes of individual 
parent-child dyads 
• # of total words 
 
• # of different 
words that 
children 
produced 
 
• About 20% of the 
variance in the rate of 
vocabulary acceleration 
was accounted for by 
the amount of parent 
input. 
 
Huttenlocher, 
Waterfall, 
Vasilyeva, 
Vevea, and 
Hedges. (2010). 
47 Children from 
14 months to 46 
months of age 
• Longitudinal data 
collection from 14 
months to 46 months 
with a 4-month interval 
• Used HLM to 
compared the input and 
language outcomes of 
individual parent-child 
dyads 
• # of total words 
• # of different 
words 
• # of different 
constituent-
level elements  
• # of different 
clausal-level 
elements 
• # of different 
words that 
children 
produced 
• # of different 
constituent-
level elements  
• # of different 
clausal-level 
elements 
 
• Lexical and 
grammatical 
development were 
predicted by input 
quantity and diversity. 
The authors did not 
report how much 
variance each factor 
explained. 
• Earlier child speech 
predicted later parental 
speech in the lexical 
level but not the 
syntactic levels. 
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Table 1 (cont.) 
Naigles and 
Hoff-Ginsberg. 
(1998). 
57 Children who 
just started to 
produce two word 
combinations, 
ranged from 1;6 to 
2;5, M = 1;10’5 
(year; month’ day) 
• Used pooled Time 1 
input samples and 
pooled Time 2 (10 
weeks later) child 
output samples  
• Used regression 
analysis to examine the 
relationship between 
Time 1 input measures 
and Time 2 children’s 
output  
• frequency of 
individual 
verbs 
• final position 
frequency of 
individual 
verbs 
• # of narrow 
syntactic 
frames of 
individual 
verbs 
• frequency of 
individual 
verbs 
• # of narrow 
syntactic 
frames of 
individual 
verbs  
• The frequency of Time 
2 children’s lexical 
verb production was 
predicted by the verbs’ 
frequency (24% of the 
variance) and the 
number of syntactic 
frames (2% of the 
variance) in the Time 1 
input sample. 
• The number of narrow 
syntactic frames of 
individual verbs in 
Time 2 children’s verb 
production was 
predicted by the verbs’ 
frequency (4% of the 
variance), the verbs’ 
final position frequency 
(3% of the variance), 
and the number of 
syntactic frames (2% of 
the variance) in the 
Time 1 input sample. 
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Table 1 (cont.) 
de Villiers. 
(1985). 
Two children who 
ranged from 2;3 to 
2;8 and 1;6 to 
1;11 
• Longitudinal bi-weekly 
data collection for 20 
weeks 
• Used regression 
analysis to examine the 
relationship between 
Time 1 input measures 
and Time 2 children’s 
output 
• frequency of 
individual 
verbs 
• # of different 
morphological 
contexts of 
individual 
verbs 
• frequency of 
individual 
verbs 
• # of different 
morphological 
contexts of 
individual 
verbs 
• The diversity of time 2 
children’s lexical verb 
morphological contexts 
was predicted by the 
diversity of 
morphological contexts 
in parental speech. The 
author did not report 
how much variance 
was explained. 
Hsu. (2014). 18 children at 21 months of age 
• Used Time 1 (21 
months) input samples 
and Time 2 (27 
months) children’s verb 
lexicon size between 
individual parent-child 
dyads  
• Used group comparison 
to examine input 
differences in children 
who had different 
patterns of verb lexicon 
growth 
• # of total 
lexical verbs 
• # of different 
lexical verbs 
• Other verb-
related 
structural cues 
Three groups were 
identified based 
on children’s verb 
lexicon growth 
between 21 
months and 27 
months  
• No group differences 
were found on the 
quantity and diversity 
of parental lexical verb 
input. 
• No group differences 
were found on verb-
related structural cues. 
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Table 2  
Children’s Verb Lexicon Size, MLU, and USTs at 21 months  
 Verb Lexicon Size MLU-W USTs 
 CDI LSA Combined   
GTP06B 5 2 7 1.24 3 
GTP10G 1 0 1 1.18 0 
GTP13B 2 0 2 1.19 2 
GTP18B 2 4 5 1.08 1 
GTP21B 7 1 7 1.09 1 
GTP22B 1 0 1 1.00 0 
GTP26B 10 0 10 1.06 1 
GTP28G 10 5 12 1.47 7 
GTP30B 4 0 4 1.08 1 
GTP36B 3 0 3 1.00 0 
GTP40B 1 0 1 1.00 0 
GTP44B 7 0 7 1.10 4 
GTP45G 10 3 12 1.19 7 
GTP47B 5 3 6 1.13 1 
GTP51G 1 1 1 1.06 3 
GTP52B 3 0 3 1.07 2 
GTP55G 3 1 3 1.17 3 
GTP57B 8 2 9 1.05 0 
Mean 4.61 1.22 5.22 1.12 2 
SD 3.29 1.59 3.73 0.11 2.2 
GTP25G (excluded) 10 11 20 1.36 14 
Note. LSA = Language sample analysis. 
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Table 3  
The Three Groups of Children’s Verb Lexicon size at 21 months, 24 months, and 27 months 
 
Group 1 
(n = 7) 
 Group 2 
(n = 6) 
 Group 3 
(n = 5) 
 
F(2,15) p 
21 months         
Range 1 - 5  1 - 10  2 - 10    
Average 2.86  6.17  5.20  1.935 .179 
Standard Deviation 1.68  4.17  3.27    
24 months         
Range 6 - 16  7 - 34  13 - 65    
Average 10.86  22.50  43.40  6.617 .009* 
Standard Deviation 3.29  10.54  26.91    
27 months         
Range 10 - 33  47 - 64  83 - 103    
Average 21.00  56.67  89.80  96.686 <.001* 
Standard Deviation 9.66  7.03  8.35    
* p < .05. 
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Table 4  
Group Comparisons of Children’s Language Production Measures at 21 months 
 
Group 1 
(n = 7) 
Group 2 
(n = 6) 
Group 3 
(n = 5) 
F(2,15) p 
CDI measures      
Number of total words 55 98.83 91 2.546 .112 
Number of total action words 2.86 6.17 5.2 1.935 .179 
Language sample measures      
Number of total utterances 58 47.5 114.6 3.959 .042* 
MLU in words 1.12 1.16 1.06 1.076 .366 
Number of total words 64.71 56.5 122.4 3.095 .075 
Number of different words 17.57 18.83 20.60 .180 .837 
Number of total nouns 36.86 33.83 77 4.258 .034* 
Number of different nouns 10 11.67 12 .245 .785 
Number of total verbs 5.14 11.67 6.6 .812 .463 
Number of different verbs 2.29 3.17 2.2 .618 .552 
Number of total adjectives 7.29 0.33 1.6 1.248 .315 
Number of different adjectives 1.43 0.33 1 1.081 .364 
Note. CDI = MacArthur Bates Communicative Development Inventory. 
* p < .05. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	   46 
Table 5  
Group Comparisons of the Descriptive Measures for Parental Input at 21 months 
 
All 
(n = 18) 
Group 1 
(n = 7) 
Group 2 
(n = 6) 
Group 3 
(n = 5) 
F(2,15) p 
Number of total utterances 
391.61 
(116.30) 
405.71 
(77.20) 
374.00 
(185.56) 
393.00 
(68.49) 
.108 .898 
Number of simple sentences   
containing lexical verbs 
172.06 
(49.46) 
179.00 
(35.56) 
161.17 
(76.04) 
175.80 
(31.01) 
.208 .815 
Number of total words 
1417.67 
(419.76) 
1473.43 
(411.11) 
1249.17 
(464.98) 
1541.80 
(397.21) 
.740 .494 
Number of different words 
242.83 
(47.29) 
238.57 
(32.94) 
227.50 
(49.56) 
267.20 
(60.67) 
1.008 .388 
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Table 6  
Group Comparisons of the Lexical Verb Input Frequency and Diversity at 21 months 
 
All 
 (n = 18) 
Group 1 
(n = 7) 
Group 2 
(n = 6) 
Group 3 
(n = 5) 
F(2,15) p 
Number of total lexical verbs 
222.17 
(60.91) 
230.14 
(52.42) 
204.00 
(77.12) 
223.20 
(57.48) 
.383 .698 
Number of different lexical 
verbs 
54.06 
(10.39) 
54.14 
(9.30) 
53.33 
(11.89) 
54.80 
(12.28) 
.024 .976 
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Table 7  
Group Comparisons of the Composition of Input Simple Sentences Containing Lexical Verbs at 
21 months 
 
All 
 (n = 18) 
Group 1 
(n = 7) 
Group 2 
(n = 6) 
Group 3 
(n = 5) 
F(2,15) p 
Number of simple sentences   
containing lexical verbs 
172.06 
(49.46) 
179.00 
(35.56) 
161.17 
(76.04) 
175.80 
(31.01) 
.208 .815 
Number of simple 
declarative sentences plus 
simple discourse questions 
75.67 
(25.21) 
74.71 
(17.53) 
70.17 
(36.10) 
83.60 
(22.02) 
.366 .700 
Number of simple 
declarative sentences  
44.56 
(14.88) 
40.00 
(11.75) 
43.50 
(16.08) 
52.20 
(17.33) 
1.003 .390 
Number of simple discourse 
questions  
31.11 
(15.83) 
34.71 
(14.74) 
26.67 
(22.15) 
31.40 
(8.53) 
.389 .695 
Number of simple structural 
questions 
59.22 
(28.90) 
69.14 
(41.91) 
53.00 
(18.86) 
52.80 
(13.77) 
.647 .538 
Number of simple 
imperatives  
37.17 
(25.86) 
35.00 
(20.61) 
38.00 
(39.32) 
39.40 
(15.95) 
.041 .960 
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Table 8  
Group Comparisons of Argument Structure Completeness 
 
All 
 (n = 18) 
Group 1 
(n = 7) 
Group 2 
(n = 6) 
Group 3 
(n = 5) 
F(2,15) p 
Number of full argument 
structure sentences 
119.72 
(39.60) 
126.57 
(51.50) 
109.67 
(40.89) 
122.20 
(18.83) 
.282 .758 
Number of subject-reduced 
sentences 
52.33 
(31.12) 
52.29 
(36.51) 
51.50 
(50.34) 
53.60 
(26.03) 
.004 .996 
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Table 9 
The Average Ratio of Syntactic Frame Diversity of Each Parent and the Group Average Ratios  
 Average Ratio of Syntactic Frame Diversity 
GTP06B 0.23 
GTP13B 0.19 
GTP22B 0.25 
GTP47B 0.28 
GTP51G 0.27 
GTP52B 0.29 
GTP55G 0.27 
Group 1 Average 0.25 (0.03) 
GTP10G 0.33 
GTP21B 0.40 
GTP28G 0.36 
GTP40B 0.25 
GTP45G 0.28 
GTP57B 0.23 
Group 2 Average 0.31 (0.06) 
GTP18B 0.28 
GTP26B 0.22 
GTP30B 0.26 
GTP36B 0.20 
GTP44B 0.35 
Group 3 Average 0.27 (0.06) 
Overall Average 0.27 (0.06) 
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Table 10 
The Average Ratio of Morphological Contexts Diversity of Each Parent and the Group Average 
Ratios 
 Average Ratio of Morphological Context Diversity 
GTP06B 0.37 
GTP13B 0.21 
GTP22B 0.41 
GTP47B 0.41 
GTP51G 0.34 
GTP52B 0.34 
GTP55G 0.37 
Group 1 Average 0.35 (0.07) 
GTP10G 0.44 
GTP21B 0.43 
GTP28G 0.43 
GTP40B 0.32 
GTP45G 0.28 
GTP57B 0.29 
Group 2 Average 0.37 (0.08) 
GTP18B 0.36 
GTP26B 0.35 
GTP30B 0.31 
GTP36B 0.30 
GTP44B 0.32 
Group 3 Average 0.33 (0.03) 
Overall Average 0.35 (0.06) 
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CHAPTER 6 
FIGURE 
 
Figure 1. The Group Average Verb Lexicon Growth Patterns from 21 months to 27 months. 
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APPENDIX A 
MEASURING SYNTACTIC FRAME DIVERSITY (GTP26B) 
Target 
V 
Utterance Tran Sent PP V-part cf-Frame 
get 
Now I understand why our house 
gets so messy so quick. 
o o o o 1 
get Can you get daddy a spoon? x o o o 2 
get 
Can you get some cups and some 
juice? 
x o o o 2 
get I/'m gonna get you. x o o o 2 
get I/'m gonna get you. x o o o 2 
get I/'m gonna get you. x o o o 2 
get We got another puzzle down here. x o o o 2 
get You got it. x o o o 2 
get I got your nose. x o o o 2 
get I got your ear. x o o o 2 
get Can you get some cups to drink? x x o o 3 
get What do we got to eat? x x o o 3 
get You gonna get one for Cname? x o x o 4 
get Get that out of your mouth. x o x o 4 
get What else we got in there? x o x o 4 
get {oh} We got two cups of peas? x o x o 4 
want You want this one? x o o o 1 
want Do you want peas? x o o o 1 
want Cname want an apple? x o o o 1 
want Baby wants the bubbles? x o o o 1 
want You want me to do that one? o x o o 2 
want Do you want daddy to take those? o x o o 2 
want (Here you wanna s*) you want to o x o o 2 
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switch? 
want 
Do you want to play with the puzzle 
again? 
o x o o 2 
want 
Do you want to help me with the 
puzzle? 
o x o o 2 
want You don't want to drink that. o x o o 2 
want Do you want to pour it? o x o o 2 
want You want the pizza in the oven? x o x o 3 
want You want the pizza in the oven? x o x o 3 
have Can daddy have the animal cracker? x o o o 1 
have Can daddy have one? x o o o 1 
have I have a cup. x o o o 1 
have Can daddy have some syrup? x o o o 1 
have Here, let's have a pizza. x o o o 1 
have Can daddy have some eggs? x o o o 1 
have Can daddy have a bite? x o o o 1 
have Can daddy have a bite? x o o o 1 
have Can daddy have one of those? x o o o 1 
have Can I have one? x o o o 1 
have Do you have to go potty? o x o o 2 
have Do you have to go potty? o x o o 2 
do You did it again. x o o o 1 
do You can do it. x o o o 1 
do You can do it. x o o o 1 
do Here, you do that one. x o o o 1 
do I’ll do this one. x o o o 1 
do Now what are you doing? x o o o 1 
do Try to do that again. x o o o 1 
do 
I thought you liked doing that when 
your sister does that,{huh}? 
x o o o 1 
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do You want me to do that one? x o o o 1 
do 
(What'd you do with the) what'd you 
do with the little thing for that? 
x o x o 2 
do 
I don't know what we do with the 
orange piece to that then. 
x o x o 2 
say What’s a monkey say? x o o o 1 
say What’s a monkey say? x o o o 1 
say What does he say? x o o o 1 
say Can you say bubbles? x o o o 1 
say Can you say bubbles? x o o o 1 
say Can you say elephant? x o o o 1 
say You say juice? x o o o 1 
say Can you say spoon? x o o o 1 
say Can you say waffle? x o o o 1 
say Can you say hi? x o o o 1 
look (Look do*) look down here. o o o o 1 
look Cname, look. o o o o 1 
look Look. o o o o 1 
look Look, Cname. o o o o 1 
look Look what's in here. o x o o 2 
look {whoa}, look at that. o o x o 3 
look (Look) look at bubbles. o o x o 3 
look Look at that belly. o o x o 3 
look Look at that belly. o o x o 3 
put 
Are you gonna put your crackers on 
your plate? 
x o x o 1 
put Can I put this on you? x o x o 1 
put You don't put it in your mouth, silly. x o x o 1 
put No, don't put it in your mouth. x o x o 1 
put Now can you put the juice in the x o x o 1 
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cups? 
put Did you put juice in your cup? x o x o 1 
put Don't put it in your mouth. x o x o 1 
put Can I put it on? x o o x 2 
like See if the baby likes the apple. x o o o 1 
like Does the baby like eggs? x o o o 1 
like Does the baby like eggs? x o o o 1 
like {ooh} just the way I like it. x o o o 1 
like You like grapes. x o o o 1 
like (2) 
Your mommy doesn't like mustard so 
she wouldn't like this drink. 
x o o o 1 
like 
I thought you liked doing that when 
your sister does that,{huh}? 
x x o o 2 
like (1) 
Your mommy doesn't like mustard so 
she wouldn't like this drink. 
x x o o 2 
give Give me my nose back. x o x o 1 
give No, give me my ear back. x o x o 1 
give Give me my ear back. x o x o 1 
give Give me it back. x o x o 1 
give Give me my nose back. x o x o 1 
give Give me my nose. x o o o 2 
Note. Tran = Transitivity; Sent = Post-verbal sentence; PP = Post-verbal prepositional phrase; V-
Part = Verb-particle construction; cf-Frame = Accumulative frequency of unique frame 
combinations. 
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Target V Verb tokens Number of different syntactic frames Syntactic frame ratio 
get 16 4 0.25 
want 13 3 0.23 
have 12 2 0.17 
do 11 2 0.18 
say 10 1 0.10 
look 9 3 0.33 
put 8 2 0.25 
like 8 2 0.25 
give 6 2 0.33 
  Average syntactic frame ratio 0.23 
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APPENDIX B 
MEASURING MORPHOLOGICAL CONTEXT DIVERSITY (GTP26B) 
Target V Utterance Morphological Context 
cf-
Context 
get Get that out of your mouth. unmarked V 1 
get Can you get daddy a spoon? Modal + V 2 
get 
Can you get some cups and 
some juice? 
Modal + V 2 
get Can you get some cups to drink? Modal + V 2 
get I/'m gonna get you. 
Catenatives + V  
the full forms of catenatives + V 
3 
get I/'m gonna get you. 
Catenatives + V  
the full forms of catenatives + V 
3 
get I/'m gonna get you. 
Catenatives + V  
the full forms of catenatives + V 
3 
get You gonna get one for Cname? 
Catenatives + V  
the full forms of catenatives + V 
3 
get What do we got to eat? Do support + V 4 
get 
Now I understand why our 
house gets so messy so quick. 
3rd person present V-s 5 
get 
We got another puzzle down 
here. 
Irregular past tense 6 
get You got it. Irregular past tense 6 
get I got your nose. Irregular past tense 6 
get I got your ear. Irregular past tense 6 
get What else we got in there? Irregular past tense 6 
get {oh} We got two cups of peas? Irregular past tense 6 
want You want this one? unmarked V 1 
want You want the pizza in the oven? unmarked V 1 
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want You want the pizza in the oven? unmarked V 1 
want Cname want an apple? unmarked V 1 
want You want me to do that one? unmarked V 1 
want 
(Here you wanna s*) you want 
to switch? 
unmarked V 1 
want 
Do you want daddy to take 
those? 
Do support + V 2 
want 
Do you want to play with the 
puzzle again? 
Do support + V 2 
want 
Do you want to help me with the 
puzzle? 
Do support + V 2 
want You don't want to drink that. Do support + V 2 
want Do you want peas? Do support + V 2 
want Do you want to pour it? Do support + V 2 
want Baby wants the bubbles? 3rd person present V-s 3 
have I have a cup. unmarked V 1 
have Here, let's have a pizza. unmarked V 1 
have Can daddy have one? Modal + V 2 
have 
Can daddy have the animal 
cracker? 
Modal + V 2 
have Can daddy have some syrup? Modal + V 2 
have Can daddy have some eggs? Modal + V 2 
have Can daddy have a bite? Modal + V 2 
have Can daddy have a bite? Modal + V 2 
have Can daddy have one of those? Modal + V 2 
have Can I have one? Modal + V 2 
have Do you have to go potty? Do support + V 3 
have Do you have to go potty? Do support + V 3 
do Here, you do that one. unmarked V 1 
do Try to do that again. Infinitive to V 2 
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do You want me to do that one? Infinitive to V 2 
do You can do it. Modal + V 3 
do You can do it. Modal + V 3 
do I’ll do this one. future will + V 4 
do 
(What'd you do with the) what'd 
you do with the little thing for 
that? 
Do support + V 5 
do 
I don't know what we do with 
the orange piece to that then. 
Do support + V 5 
do Now what are you doing? Progressive be + V-ing 6 
do You did it again. Irregular past tense 7 
do 
I thought you liked doing that 
when your sister does 
that,{huh}? 
irregular 3rd person present tense 8 
say You say juice? unmarked V 1 
say Can you say bubbles? Modal + V 2 
say Can you say bubbles? Modal + V 2 
say Can you say elephant? Modal + V 2 
say Can you say spoon? Modal + V 2 
say Can you say waffle? Modal + V 2 
say Can you say hi? Modal + V 2 
say What does he say? Do support + V 3 
say What’s a monkey say? Do support + V 3 
say What’s a monkey say? Do support + V 3 
look (Look do*) look down here. unmarked V 1 
look Cname, look. unmarked V 1 
look Look. unmarked V 1 
look Look, Cname. unmarked V 1 
look Look what's in here. unmarked V 1 
look {whoa}, look at that. unmarked V 1 
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look (Look) look at bubbles. unmarked V 1 
look Look at that belly. unmarked V 1 
look Look at that belly. unmarked V 1 
put Can I put it on? Modal + V 1 
put Can I put this on you? Modal + V 1 
put 
Now can you put the juice in the 
cups? 
Modal + V 1 
put 
Are you gonna put your crackers 
on your plate? 
Catenatives + V  
the full forms of catenatives + V 
2 
put Did you put juice in your cup? Do support + V 3 
put Don't put it in your mouth. Do support + V 3 
put 
You don't put it in your mouth, 
silly. 
Do support + V 3 
put No, don't put it in your mouth. Do support + V 3 
like {ooh} just the way I like it. unmarked V 1 
like You like grapes. unmarked V 1 
like (2) 
Your mommy doesn't like 
mustard so she wouldn't like this 
drink. 
Modal + V 2 
like Does the baby like eggs? Do support + V 3 
like Does the baby like eggs? Do support + V 3 
like (1) 
Your mommy doesn't like 
mustard so she wouldn't like this 
drink. 
Do support + V 3 
like See if the baby likes the apple. 3rd person present V-s 4 
like 
I thought you liked doing that 
when your sister does 
that,{huh}? 
Regular past tense V-ed 5 
give Give me my nose back. unmarked V 1 
give No, give me my ear back. unmarked V 1 
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give Give me my ear back. unmarked V 1 
give Give me it back. unmarked V 1 
give Give me my nose back. unmarked V 1 
give Give me my nose. unmarked V 1 
Note. cf-Context = Accumulative frequency of unique morphological contexts. 
 
Target V Verb tokens Number of different morphological contexts  
Morphological 
contexts ratio 
get 16 6 0.38 
want 13 3 0.23 
have 12 3 0.25 
do 11 8 0.73 
say 10 3 0.30 
look 9 1 0.11 
put 8 3 0.38 
like 8 5 0.63 
give 6 1 0.17 
  Average morphological contexts ratio  0.35 
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APPENDIX C 
THE 10 MOST FREQUENTLY USED LEXICAL VERBS FOR EACH PARENT 
06B 10G 13B 18B 21B 22B 26B 28G 30B 
blow blow blow blow do blow do do blow 
do do close cook get get get drive break 
get hold cook do hop have give get have 
have put do give know know have like know 
need say feed have look like like look look 
open see look like see look look need need 
put think open look   play put open put 
see try put put   put say see say 
think want say say   say want think think 
want    see   show  want want 
     think   try       
   want   
 
  
10 9 9 12 6 11 9 10 10 
 
36B 40B 44B 45G 47B 51G 52B 55G 57B 
blow blow get blow do build cook do come 
cook do have do get find get get do 
do find know feed give get look have get 
feed get look get have give pop knock have 
get have pick look know have put know know 
have look put play look know see look put 
look pick see put make look try need say 
put put take see open make   put think 
say say turn sing put need   say throw 
want shake want wash say put   think want 
  try wash   see see   want   
 wash    want    
10 12 11 10 11 12 7 11 10 
 
