We consider a device-to-device wireless network where n users are densely deployed in a squared planar region and communicate with each other without the help of a wired infrastructure. For this network, we examine the three-phase hierarchical cooperation scheme originally proposed by Ozgur, Leveque and Tse, and the two-phase improved hierarchical cooperation scheme successively proposed by Ozgur and Leveque based on the concept of network multiple access. Exploiting recent results on the optimality of "treating interference as noise" in Gaussian interference channels, we optimize the achievable average per-link rate and not just its scaling law (as a function of n). In addition, we provide further improvements on both the previously proposed hierarchical cooperation schemes by a more efficient use of TDMA and spatial reuse.
I. INTRODUCTION
Although it is extremely hard to characterize exactly the capacity of wireless networks, significant progress has been made towards the understanding of their theoretical limits. In [1] , the capacity of multiple multicast wireless network is approximately determined within a constant additive gap that depends on the number of nodes in the network but not one the signal-to-noise ratio (SNR) and on the channel coefficients. Also, for multiple flows over a single hop, capacity approximations were obtained in the form of degrees of freedom (DoF), generalized DoF (GDoF), and O(1)-gap bounds [2] - [4] .
However, the multiflow-multihop case remains widely unsolved in general. Scaling laws provide a useful way to characterize the behavior of the capacity of such networks when the number of nodes becomes large. Initiated by Gupta and Kumar's seminal work [5] , extensive studies in the past decade have made significant progress in the understanding of the scaling laws of such large wireless networks. The wellknown multihop routing (aka, decode and forward relaying) yields a sum capacity that scales as Θ( √ n) [5] . In [6] , Ozgur, Leveque and Tse proposed a cooperative architecture named hierarchical cooperation that combines local communication and long-range cooperative MIMO communication. Applying t stages of the basic cooperative scheme to a dense network with n users in a hierarchical architecture, a capacity scaling of Θ(n t t+1 ) was shown to be achievable. Therefore, for any > 0, a scaling Θ(n 1− ) is achievable for sufficiently large t. While the result of [5] holds for both a "physical model", that considers the actual standard communication-theoretic complex baseband signal at each node receiver, and a "protocol model", that considers interference as a distance-based link conflict condition, the result of [6] depends critically on modeling the channel coefficient between any two clusters of transmitting and receiving users as a full-rank matrix, due to independent fading coefficients between different antenna pairs. An interesting dichotomy appeared when in [7] Franceschetti, Migliore and Minero showed that the capacity is fundamentally limited to scale as Θ( √ n). Instead of assuming an independent fading model, they started from Maxwell's equations and counted the number of independent electromagnetic modes that can flow across a cut separating two regions of the network, and combined this counting argument with a standard information theoretic cut-set bound. This debate was resolved independently in [8] and [9] ,
by showing that both results are correct and they are applicable in different operating regimes of the network. Summarizing, they concluded that linear scaling is achievable if n ≤ √ A λ where A denotes the area of network and λ denotes the wavelength of the operating carrier frequency. Consider for example a network of area A = 1 km 2 , operating at carrier frequency of 3 GHz (λ = 0.1m). In this case, for n ≤ 10 4 we would expect that the hierarchical cooperation architecture of [6] yields a linear scaling of the sum capacity. Such "linear scaling" of the network capacity with the number of users n is the holy grail of large wireless networks since it yields constant average rate per source-destination pair in the case where sources and destinations are randomly selected such that their distance is O(1). In turn, this implies that the network, in the linear scaling regime, is "scalable" since the rate per end-to-end communication session does not vanish as the number of users grows.
While scaling law analysis yields nice and clean results, it is hard to tell how a network really performs in terms of rates, since such type of analysis typically fails to characterize the constants of the leading term in n versus the next significant terms. As a matter of fact, it has been often questioned whether hierarchical cooperation scheme can achieve significant rate gains over multihop routing for networks of practical size and in realistic conditions of pathloss exponent and signal to noise ratio.
With this question in mind, the purpose of this paper is twofold. First, we derive an achievable sum rate (not just a scaling law) for hierarchical cooperation scheme. In particular, we consider both the originally proposed hierarchical cooperation scheme in [6] and the improved hierarchical cooperation scheme proposed successively by Ozgur and Leveque in [14] , based on the concept of network multiple access. We also provide improvements of these schemes through a better use of TDMA and spatial reuse.
Second, we optimize all such hierarchical cooperation schemes on the basis of the obtained sum rate expression, by appropriately choosing the transmit power, the spatial reuse factor, and the quantization distortion level at the cooperative receivers. Based on this optimization, we can provide a concrete quantitative comparison between hierarchical cooperation scheme and multihop routing for networks of finite size. Our result confirm that optimized hierarchical cooperation schemes can provide very significant rate gains over multihop routing in realistic conditions of channel propagation exponents, signal to noise ratio, and number of users. In contrast, we also show that careful system optimization of hierarchical cooperation is necessary and non-trivial, since when hierarchical cooperation is applied with off-the-shelf choice of the system parameters, no significant rate gain with respect to multihop routing is achieved.
We also show that for large pathloss exponent (e.g., α = 7) the sum rate is a nearly linear function of the number of users n in the range of networks of practical size (n ≤ 10 5 ), thus shedding light on the long-standing question on the effective achievability of linear sum rate scaling with hierarchical cooperation scheme in practice. Finally, we notice that the achievable sum rate for large α is much larger than for small α (e.g., α = 4). This suggests that hierarchical cooperation scheme is especially suited 3 for networks operating at millimeter-waves, where the pathloss exponent is generally large.
Going back to scaling laws, we confirm and improve the previous result in [10] where, based on a more refined scaling law analysis, it was found that the optimal number of hierarchical stage is O( √ log n).
Since our analysis is based on achievable rate expressions and not only on scaling laws, we are able to
provide a more precise quantitative characterization of the optimal number of stages for given finite n.
For example, we show that for n ≤ 10 4 (as in the above example) the optimal number of stages t is less than 3 (see Fig. 5 ).
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Notice that the linear scaling in [6] is obtained by first letting n → ∞ to get the scaling law of a single stage of the hierarchical cooperation scheme, and then letting t → ∞ to achieve the linear scaling of the sum rate. Notice also that the order of the limits here is critical. In fact, letting n → ∞ is not possible because it violates the "electromagnetic propagation" dimensionality bound n ≤ √ A λ said above. In contrast, the behavior of a sequence of networks of increasing size n should be characterized by letting n → ∞ and optimizing t a as a function of n, for each finite n. In light of our results on the optimal number of hierarchical cooperation stages t (see also [10] ), one is tempted to conclude that linear scaling of the sum rate is not feasible by hierarchical cooperation in any regime. In contrast, thanks to our explicit rate analysis, we can conclude that suitably optimized hierarchical cooperation schemes effectively achieve a near-linear scaling of the sum rate in the range of practical network sizes, when the pathloss exponent is not too small.
System model:
We consider a network deployed over a unit-area squared region and formed by n nodes placed on a regular grid with minimum distance 1/ √ n. The grid topology captures the essence of the problem while avoiding some technicalities due to the random placement of nodes. The network consists of n source-destination pairs, such that each node is both a source and a destination, and pairs are selected at random over the set of n-permutation π that do not fix any element (i.e., for which π(i) = i for all i = 1, . . . , n). We focus on max-min fairness, such that all source-destination pairs wish to communicate at the same rate. The channel coefficient between a transmitter node k and a receive node at distance r k is given by h k = r −α/2 k exp (jθ k ), where α denotes the path-loss exponent and θ k ∼ Unif(0, 2π] denotes a random i.i.d. phase. This independent "phase fading" model is the same assumed in [6] , [10] , [14] . 1 Notice that n = 10 4 nodes in 1 km 2 is already a very high density of nodes in practical sensor networks and tactical device-to-device networks, and even increasing the carrier frequency from 3 GHz to 30 GHz, i.e., pushing the upper bound on the network size to n ≤ 10 5 , yields an optimal number of stages t not larger than 4. Hence, our conclusion stands even considering networks that operate in the mm-wave range [11] - [13] . Paper organization: In Section II, we derive an achievable sum rate for the basic three-phase cooperative transmission scheme of [6] . We also optimized such rate by appropriately choosing the transmit power, reuse factor, and quantization distortion level of the scheme. This result is extended to the hierarchical cooperation architecture in Section III. We also consider various improvements on the basic hierarchical cooperation scheme of [6] , where we employ more efficiently the TDMA during the local communication phases and consider the local communication phase as a network multiple access problem as in [14] .
In Section IV, we compare hierarchical cooperation scheme with multihop routing and show that the optimized hierarchical cooperation scheme largely outperforms multihop routing, even for a moderately large network size. Some concluding remarks are provided in Section V.
II. COOPERATIVE TRANSMISSION SCHEME
In this section, we optimize the cooperative transmission scheme proposed in [6] with respect to the achievable sum rate. We let R c (α) denote the common message coding rate for all users, expressed in bits per codeword symbol. The scheme delivers n messages using a certain number of time slots, each of which corresponds to the duration of a codeword. Hence, the network sum throughput is given by
where T(n, α) = n/(required number of time slots), is the number of delivered source-destination messages per time slot ratio (referred to as packet throughput in the following). The network is divided into n/M clusters of M nodes each. The cooperative transmission scheme consists of three phases:
• Phase 1: Information dissemination. Each source distributes M distinct sub-packets of its message to the M neighboring nodes in the same cluster. One transmission is active per each cluster, in a round robin fashion, and clusters are active simultaneously in order to achieve some spatial spectrum reuse. The inter-cluster interference is controlled by the reuse factor L, i.e., each cluster has one transmission opportunity every L 2 time slots (see Fig. 1 ).
• Phase 2: Long-range MIMO transmission. One cluster at a time is active, and when a cluster is active it operates as a single M -antenna MIMO transmitter, sending M independently encoded data streams to a destination cluster. Each node in the cooperative receiving cluster stores its own received signal.
• Phase 3: Cooperative reception. All receivers in each cluster share their own received and quantized signals so that each destination in the cluster decodes its intended message on the basis of the (quantized) M -dimensional observation. Quantization and binning (or random hashing of the quantization bits onto channel codewords) is used in this phase, which is a special case of the general quantize-remap-and-forward (QMF) scheme (also referred to as noisy network coding) for wireless relay networks [1] , [15] . Each destination performs joint typical decoding to obtain its own desired message based on the quantized signals (or bin indices).
The parameters that must be optimized in the cooperative transmission scheme are the cluster size M , the node transmit power SNR, and reuse factor L. Regarding the transmit power, it is assumed that SNR can be chosen arbitrarily with a uniform bound SNR ≤ SNR max where the latter is a fixed arbitrarily large constant that does not scale with n. As the result of such optimization, we have:
Theorem 1: For network size n and path-loss exponent α, the cooperative transmission scheme achieves the sum rate of
(1)
Proof: See Sections II-A, II-B, and II-C.
Theorem 1 implies that all sources can reliably transmit their messages at rate R c (α) ≈ log √ SNR over the 2 √ 2L(SNR) √ n time slots. Notice that despite the fact we let SNR max to be an arbitrarily large constant, the optimal SNR depends only on the pathloss α and it is generally not too large. This is because there is tension between the transmit power of each local link and the reuse factor necessary to keep inter-cluster interference under control. The optimal transmit power is determined in Section II-C (Theorem 1), as a result of this tradeoff. For comparison, notice that in the original scheme of [6] the reuse factor is fixed to L = 3. Figs. 2 and 3 show that our optimized scheme provides a substantial gain over the scheme of [6] .
Remark 1: By considering only the dominant interfering terms at each receiver, the total interference power is well-approximated by:
With the approximation L(SNR) ≈ √ SNR 1/α +1, the achievable sum rate in Theorem 1 can be simplified as
From (5), we observe that the sum rate grows almost linearly with the pathloss exponent α. Thus, the optimized cooperative transmission scheme can provide a higher rate when the system operates at high frequencies (e.g., mm-waves) due to the fact that at those frequencies the pathloss exponent becomes large [13] , [18] . ♦ A. Information dissemination by TDMA and spatial reuse Phases 1 and 3 of the scheme employ intra-cluster TDMA and spatial reuse across the clusters.
Therefore, there is inter-cluster interference between simultaneously active clusters. Since only one source-destination pair is active per cluster and there are n/M cluster, we are in the presence of a n/M user interference channel. For such channel, advanced coding schemes such as message splitting and successive interference cancellation [19] , [20] , interference alignment [21] , and structured coding [22] , require extensive channel state information at both transmitters and receivers. On the other hand, it has been recently recognized in [23] that there exists a regime of the interference channel gains for which "Gaussian" single-user capacity achieving codes and treating interference as noise (TIN) is informationtheoretically optimal (within a constant gap). TIN is most attractive in practice since it requires standard codes and minimum distance decoders. Hence, we design our optimized scheme such that the network operates in the TIN-optimal regime. For convenience, we recall here the main result of [23] :
For n-user interference channel, if the following condition is satisfied, then treating interference as noise (TIN) can achieve the whole capacity region to within a constant gap of log(3n):
where
and
denote the signal-to-noise ratio of user i and the interferenceto-noise ratio of source j at destination i, respectively.
In order to ensure that the interference channel induced by the local communication phases operates in the regime for which TIN is (near) optimal, we can choose appropriately the reuse factor L. We first determine the transmit power P according to the cluster area A and the pathloss exponent α as P = SNRA α/2 . This choice yields SNR i ≥ SNR for all i. Also, let INR denote the strongest interference power, i.e., INR = max j =i INR ij = max k =i INR ki where the last equality is due to the symmetric structure of network. Considering the TDMA structure, we obtain that INR ≤ (L − 1) −α SNR. Due to symmetry, the optimality condition of TIN in Theorem 2 is satisfied if INR ≤ √ SNR. We can find L to meet the above condition as
Then, the local communication rate of
is achievable by TIN, where the inter-cluster total interference is upper bounded by P I in (3). Reliable local communication is ensured by letting:
From Figs. 2 and 3, we observe that the achievable sum rate vs. SNR curves, for fixed values of L, are non-decreasing and saturate to an horizontal asymptote. We notice also that the pair of L and SNR chosen according to the above TIN criterion yield a sum rate essentially equal to the maximum achievable rate, when maximizing also with respect to L, although, for fixed gap > 0 from the maximum, a lower transmit power per node is generally possible. Since in our system optimization we are not concerned in minimizing transmit power, we conclude that the proposed TIN criterion yields a useful and effective way to optimize the sum rate in closed-form, without the need of performing system simulation.
B. Long-range MIMO communication and cooperative reception
By concatenating phases 2 and 3 of the cooperative scheme, we obtain an equivalent distributed MIMO channel with finite backhaul capacity of rate R 0 as shown in Fig. 4 , where the M transmit (resp., M receiver) antennas correspond to the M nodes in the source cluster (resp., destination cluster). This model has been extensively studied in [17] , [24] . In particular, in [24] we showed that the capacity of this channel is almost achieved by either QMF or compute-and-forward (CoF) [25] , depending on the channel coefficients and on the value of R 0 . Specifically, CoF can outperform QMF if the number of strong interferers at each receiver is relatively small with respect to the total number of nodes in the network (i.e., sparse network) and the backhaul capacity is small (i.e., R 0 ≤ 5). In this regime, the impact of the non-integer penalty of CoF is not severe, while QMF suffers from the quantization noise due to the small backhaul capacity (see [24] for details). In other regimes, QMF shows better performance than
CoF because it can fully exploit the MIMO beamforming gain. Since our model can be considered as a dense network (i.e., each receiver suffers from n − 1 non-negligible interfering nodes), here we choose to employ QMF for the long-range MIMO transmission. In QMF [24] , receivers perform vector quantization of their received signal at some rate R ≥ R 0 where R 0 denotes a backhaul capacity (see Fig. 4 ). They map the blocks of nR quantization bits into binary words of length nR 0 by using some randomized hashing function (notice that this corresponds to binning if R > R 0 ), and let the destination perform joint decoding of all source messages based on the observations of all the (hashed) quantization bits. We remark that in [6] , quantize-and-forward (QF), a simplified version of QMF without using binning (see [24] for details), was used.
For the MIMO transmission (i.e., phase 2), the transmit power is given by
where SNR can be arbitrary chosen with SNR ≤ SNR max as in the local communication. Using distancedependent power control in order to eliminate the effect of the pathloss between the transmit and receiving clusters, the channel matrix of the distributed MIMO channel is
Let N 0 denote the variance of the additive noise plus inter-cluster interference. 2 As in [6] , the local communication of phase 3 can be expanded over Q time slots for some integer Q, in order to obtain more flexibility in the quantization rate of the underlying QMF scheme.
This yields the backhaul capacity of the "equivalent" model as R 0 = QR (1) (SNR). An optimal Q will be chosen later on.
The computation of the rate achievable by QMF for the distributed MIMO channel with finite backhaul capacity is generally difficult since it involves a complicated combinatorial optimization [17] . So far, a closed-form expression was only available for the symmetric Wyner model [17] . In this paper, we derive a closed-form expression of the achievable rate for our model, exploiting the fact that, for large n, the problem becomes symmetric although the matrix H is "full" and not tri-diagonal as in the Wyner model. Our result is based on asymptotic random matrix theory and the submodular structure of the rate expression:
Theorem 3: For a distributed MIMO channel with backhaul capacity equal to R 0 and random i.i.d.
channel coefficients with zero mean and unit variance, QMF achieves the symmetric rate of
for some quantization level σ 2 q ≥ 0, where
Proof: See Appendix A.
Since the achievable rate in (8) is the minimum of two terms, where the first is an increasing function of σ 2 q and the second is a decreasing function of σ 2 q , the optimal value of σ 2 q is attained by solving
we can find
This is because σ 2 q,min makes the first term of the minimum in (8) zero and σ 2 q,max is the quantization level of QF, which makes the second term to attain the minimum in (8) . Using bisection method, we can quickly find an optimal quantization level σ 2 q,opt . This will be used in this paper to plot the achievable rates of QMF.
Putting together the MIMO rate constraint of Theorem 3 with the rate achievable in phase 1 (7), we
Since there is no inter-cluster interference (i.e., N 0 = 1) in the MIMO communication phase 2, we can find some finite value SNR with Q = 1 such that
Then, we have that R c (α) = R (1) (SNR), where the optimal SNR will be determined in the next section.
In fact, we do not have to compute an exact explicit expression for the achievable rate of QMF in this section but the QMF rate will be used in Section III for the hierarchical cooperation architecture, when we shall consider multiple stages of the three-phase cooperative scheme.
Remark 2: We observe that, by choosing SNR = SNR, the achievable coding rate is about R c = R (1) (SNR) − 0.5 when using the optimal quantization level. This has about 0.5 bits improvement compared with noise-power level quantization in [1] . The improvement becomes larger when considering a hierarchical cooperation scheme with t > 1 stages. In this case, QMF is applied to a multihop distributed MIMO channel consisting of t relay stages (see Section III-A). Due to the accumulation of quantization noises, the rate of QMF decreases as t grows. Remarkably, we observe that with noise-level quantization, the gap grows linearly with the number of stages t while with optimal quantization, the gap grows logarithmically with the number of stages t. This shows that indeed optimizing the quantization level can significantly improve the rate of QMF. Analogous results have been shown in [26] - [29] for other Gaussian networks. ♦
C. Achievable sum rate
In order to derive an achievable sum rate, we will compute the packet throughput T(n, α). As anticipated before, in the cooperative scheme each source transmits M distinct sub-packets of its message to the intended destination. To transmit overall nM sub-packets (in the whole network), phase 1 requires (L(SNR)M ) 2 time slots, phase 2 requires n time slots, and phase 3 requires Q(L(SNR)M ) 2 time slots.
Hence, we have
Since the coding rate R (1) (SNR) is independent of M , we can find the optimal cluster size M by treating M as a continuous variable and solving
Then, the packet throughput is obtained as
and accordingly, the achievable sum rate is given by
Next, we will optimize the transmit power SNR to maximize the above sum rate. To make the problem tractable, we use the approximations L(SNR) ≈ √ SNR 1/α and R (1) (SNR) ≈ log( √ SNR/8). Then, the sum rate is approximated byR
where Q = 1 is chosen because of the argument given in Section II-B. Differentiating and solving dRsum(n,α) dSNR = 0, we find that the optimal transmit power is given by
This concludes the proof of Theorem 1.
III. OPTIMIZING THE HIERARCHICAL COOPERATION ARCHITECTURE
The basic hierarchical cooperation architecture was proposed in [6] by employing the three-phase cooperative transmission scheme reviewed and analyzed in Section II as a recursive building block, applied for local communication of a higher stage, i.e., at a larger space scale in the network. In the overall hierarchical cooperation scheme, we use the symmetric coding rate R c (α) regardless of the number of hierarchical stages t. Based on Section II, we choose
for stages i = 1, . . . , t, where A i denotes the cluster area of stage i. Notice that these choices guarantee that, regardless of the hierarchical stage i, the received power of inter-cluster interference is upper bounded by P I given in (3). For the MIMO communication phase, we choose transmit power
which also makes the interference power to be not larger than P I . As a matter of fact, the original hierarchical cooperation scheme proposed in [6] can be improved. One improvement (here referred to as Method 3) was proposed in [14] , where the local communication phase is formulated as a network multiple access problem instead of decomposing it into a number of unicast network problems (see Section III-B3). In this paper, we further improve the throughput of both Method 1 and Method 3 by using a more efficient TDMA scheduling. The resulting enhanced schemes are referred to as Method 2 and Method 4, respectively. The main result of this section is:
Theorem 4: For network size n and path-loss exponent α, hierarchical cooperation scheme (in the various forms summarized above) with t ≥ 2 stages achieves the sum rate of
where L = 2 (3+α/ ln 2)/α + 1 , and R c (α) is determined in Section III-A and is given in Fig. 7 for
Proof: See Sections III-A and III-B. Notice that even for t = 1 (single stage), the sum rate in Theorem 4 does not reduce to the previous result of Theorem 1 since in this case, a higher coding rate can be chosen because there is no inter-cluster interference in the MIMO communication phase. Instead, the coding rate in Theorem 4 is chosen in order to meet the most stringent constraint for reliable communication with an arbitrary number of stages t,
i.e., including the case where the MIMO communication phase of stages i < t suffers from inter-cluster interference.
From Theorem 4, we observe that a linear scaling can be achieved as t → ∞ when the network size n grows faster than the constant term in the denominator of the packet throughput. For a finite network size, however, this term cannot be neglected since it also grows with t. Namely, adding more stages does not necessarily improve the achievable sum rate. Thus, for given n, we can find the optimal number of hierarchical stages to maximize the sum rate. In Theorem 4, Methods 4, 2, 3, and 1 achieve the higher sum rate in that order. Here, specifically, we considered Method 2 and find the optimal number of stages in closed form. Since Method 1 is inferior to Method 2, we omit the corresponding result for the sake of brevity. Unfortunately, it is not possible to find a closed-form expressions for Methods 3 and 4. However, it is very easy to find the optimal number of stages by a simple one-dimensional search for all the methods, and Fig. 5 summarizes such results. For Method 2, we relax the integer constraint on t and find the optimal t as solution of
sum (n,α) dt = 0. This yields the equation
which provides the solution
We notice that, even for n as large as 10 7 , the optimal number of hierarchical stages is not larger than 4 (see Fig. 5 ). Figs. 11 and 12 plot the achievable sum rates of the optimized hierarchical cooperation schemes with an optimal number of stages. We observe that the proposed Method 4 provides a significant gain over the conventional schemes in [6] and [14] , having a larger gain as n increases. Remarkably, the optimized hierarchical cooperation schemes exhibit a sum rate that grows essentially linearly with the number of users, for the considered range of networks of practical size.
Remark 3: In [10, Theorem 3.1], the following refined achievable rate scaling law is determined as
where R and Q are some unspecified constants, and the reuse factor L is assumed to be 2. Based on (11), it was found in [10] that the optimal number of hierarchical stage is t opt = O( √ log n). In view of this previous work, one would be tempted to conclude that, for a sequence of networks of increasing size n, and optimal number of hierarchical cooperation layers t opt calculated as a function of n, the linear scaling of the sum rate is not achievable. In contrast, we explicitly derive expressions for the achievable sum rate by carefully optimizing the parameters of the hierarchical cooperation schemes by using the TIN criterion as the guiding principle in order to obtain such system optimization in closed form. As a consequence, while on the basis of (11) it is still impossible to make a quantitative comparison of hierarchical cooperation scheme versus multihop routing in terms of the actual achievable rate, the results of Theorem 4 enable such a quantitative comparison, for networks of finite size. We remark that optimizing the hierarchical cooperation schemes is not straightforward and, as a matter of fact, it was not done before. In addition, we also observe that such optimization is necessary in order to make an accurate comparison with multihop routing. In fact, the standard hierarchical cooperation scheme of [6] 
A. Achievable coding rate
From Section II, we have the rate-constraint of
for reliable local communication at the bottom stage (i.e., stage 1). Concatenating phases 2 and 3 of stage 1, we can produce an equivalent distributed MIMO channel with backhaul capacity of QR (1) (see Section II-B). Then, the coding rate should satisfy the constraint
Lemma 1 below yields that R (2) ≤ R (1) for any positive integer Q ≥ 1. Since R (2) is the local communication rate of stage 2, we can produce a degraded distributed MIMO channel with backhaul capacity QR (2) ≤ QR (1) , resulting in the rate-constraint
Due to the smaller backhaul capacity, we have that R (3) ≤ R (2) . Repeating the above procedure, we obtain that
implying that {R (t) } is monotonically non-increasing. Hence, there exists a limit
where such limit depends on α and Q. All rate-constraints are satisfied by choosing R c (α, Q) = R (α, Q).
One might have a concern that this choice is not a good one for small t. However, Fig. 6 shows that R (t) quickly converges to its positive limit for Q ≥ 2. Also, we observe that Q = 2 is the best choice since it almost achieves the upper bound R (1) , while it requires only two time slots in order to deliver the quantization bits to the receivers in phase 3 of each stage. Therefore, we choose Q = 2 and R c (α) = R (α, 2) in the following, for any t. The corresponding coding rates are plotted in Fig. 7 as a function of α. 
Proof: Taking Q → ∞, we have a naive upper bound:
Letting SNR eff = SNR 1+PI , the proof follows from the limit upper bound: 
B. Achievable sum rate
Focusing on the packet throughput, we review the previous works in [6] , [14] and propose an improvement by efficiently using the TDMA scheme during the local communication phases. For convenience, we let phase (t, i) denote the phase i of stage t.
1) Method 1 (Conventional approach in [6]):
The operation of stage 1 is equivalent to the cooperative transmissions discussed in Section II and thus, from Section II-C, the packet throughput is given by
Also, stage 2 employs stage 1 as its local communication both for information dissemination (phase (2,1)) and for cooperative reception (phase (2,3)) as shown in Fig. 8 . Then, the required number of time slots is (LM 1 ) 2 /T (1) (M 1 , α) for phase (2,1), n for phase (2, 2) , and Q(LM 1 ) 2 /T (1) (M 1 , α) for phase (2, 3) . The resulting packet throughput is given by
The optimal cluster size M 1 is obtained by solving
= 0, which yields the
Then, we obtain the
Generalizing to t stages, we obtain the achievable sum rate of the method in [6] as
2) Method 2 (Improved TDMA scheduling): We will improve the penalty term associated with TDMA scheme from L t to L 2t t+1 . This provides a non-trivial gain especially when t is large, since the former exponentially increases with t while the latter is upper bounded by L 2 . We explain our approach based on a 2-stage hierarchical cooperation architecture (see Fig. 9 ) and then extend the result to general t.
First, we remark that TDMA scheme is used so that the received power of interference is less than a certain level for all transmissions. It can be noticed that this requirement is satisfied for phases (1,1) and (1,3) without using the TDMA scheme of phase (2,1) since local communications have already included the TDMA operation. However, the TDMA scheme of phase (2,1) (2,1) with M nodes. Since TDMA is only applied to phase (1,2), it requires
at the ground layer achieved by TDMA inside each cluster as shown in Fig. 9 . Since there are M 2 transmissions in the local communication, we have
Then, the resulting packet throughput is given by
since there is no TDMA in the phases (2,1) and (2,3). Applying the above idea recursively, we obtain
From Lemma 2, we have:
Using (16), we can compute the achievable sum rate of Method 2 as
where (a) is from (16) and (b) follows by choosing the optimal cluster size
Lemma 2: The number of time slots necessary to complete the local communication in each cluster in isolation, normalized by the message length in bits, is given by Proof: The result is provided by induction. The result holds for t = 1. Assuming that it hods for t − 1, we show that it also hods for t. We have:
We can minimize it by choosing the cluster size M as solution of
which yields the optimal cluster size as
By plugging (22) into (20), we can get:
This completes the proof.
3) Method 3 (Network multiple access approach in [14] ): In the local communication (both phase 1 and phase 3) of the cooperative transmission scheme of Section II, each node in the cluster wants to send independent messages to all other nodes in the same cluster. This communication problem is referred to as network multiple access problem in [14] . In Method 1 and Method 2, this problem is handled by decomposing it into a number of unicast network problems. In [14] , an improved communication method was presented as follows. Consider a network multiple access problem with n nodes, where node has an (n − 1) independent information messages, one for each other node (all messages have the same size in bits). The strategy consists of dividing the network into cluster of size M . For each node d, and each cluster S, all nodes in cluster S transmit their message destined to node d at the same time.
The M nodes in cluster D (where d belongs to), receive the superposition of these M signals, quantize their received signals, and store them. Since we have n destination nodes d, and each MIMO multiple access transmission carries the message of M source nodes in S, the number of such transmissions is n 2 /M (for each destination, we have one transmission per cluster). Now, with spatial reuse factor L, each cooperative reception cluster delivers its quantized received signal to each of its nodes. Notice that this local cooperative reception phase consists again of a network multiple access problem, on the subnetwork of size M formed by a single cluster. Letting F 1 (M ) denote the number of time slots necessary to complete the network multiaccess transmission in each cluster in isolation, normalized by the message length in bits, the time necessary to complete the cooperative transmission phase is n M L 2 QF 1 (M ) (to disseminate information from each cluster S, we have L 2 QF 1 (M ) transmissions) where, as before, Q denotes the number of quantization bits. Hence, the time to complete the network multiaccess transmission for the whole network of n nodes is given by
Applying this idea recursively and letting F 1 (M ) = M 2 at the ground layer, achieved by TDMA inside each cluster, we obtain
Using the recursive equation in (25) and by finding an optimal cluster size M t (similar to what done in Lemma 2), we obtain
Using (26), we can compute the packet throughput as
The optimal cluster size M is obtained by solving
Plugging (28) into (27), we have:
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In this method, the symmetric coding rate R c (α) is determined by the rate constraints of degraded distributed MIMO channels as shown in Section III-A, since the concatenation of MIMO multiaccess transmission and cooperative reception is also considered as a distributed MIMO channel with a finite backhaul capacity and the backhaul capacity decreases as t grows. Thus, Method 3 has the same symmetric coding rate of Method 1 and Method 2, and the achievable sum rate is given by
Comparing with Method 1, we observe that Method 3 enhances the penalty term associated with local
4) Method 4 (Combined approach of Method 2 and Method 3):
We can further improve the achievable sum rate of Method 3 by using the efficient TDMA scheme as in Method 2. Namely, each cluster has a turn to perform the long-range MIMO multiaccess transmission every L 2 time slots and TDMA scheme is not applied for the cooperative reception phase. As explained in Section III-B2, this approach guarantees that the received power of interference is less than a certain level for all transmissions. From this TDMA scheme, we obtain the following recursive equation:
Using the recursive equation in (31) and by finding the optimal cluster size M t , we obtain
Then, the packet throughput is given by
where notice that as in Method 2, the reuse factor L 2 is not applied to the long-range MIMO multiaccess transmission since one cluster at a time is active (i.e., no interference). By optimizing the cluster size M , we obtain the achievable sum rate of Method 4 as
As expected, this method enhances the both penalties associated with TDMA and with local communication. 
IV. COMPARISON WITH MULTIHOP ROUTING
In this section, we compare the sum rate performance of our optimized hierarchical cooperation scheme with that of conventional multihop routing (i.e., multihop decode and forward strategy). In the multihop protocol, the packets of a source-destination pair are communicated by successive point-to-point transmissions between relaying nodes. In [30] , the performance of this scheme has been analyzed in terms of scaling law. Also, it was shown that the cluster size M = 1 maximizes the sum rate by minimizing the relaying burden. Following this result, we assume M = 1 and derive an achievable sum rate of multihop routing for the grid network considered in this paper. Recall that the source-destination pairs are selected at random over the set of n-permutation π that do not fix any element. As in [30] , we assume that the communication between each source-destination pair is relayed by the following simple routing scheme: first proceeding horizontally and then vertically (see Fig. 10 ). As done for local communication in Section II, the distance-dependent power control is applied and the interference is controlled by the reuse factor L, chosen to enforce the optimality condition of TIN as L(SNR) = √ SNR 1/α + 1 . The corresponding achievable coding rate for reliable hop transmission is given by R c (SNR) = log 1 + SNR 1 + P I
where P I is defined in (3).
Next, we need to compute the packet throughput of multihop routing. The notation of Fig. 10 will be used in the following. Focusing on the center node r, the relaying traffic (i.e., the required number of time slots to deliver all messages) is generated either by the source nodes located in the same horizontal slab or the destination nodes located in the same vertical slab as r. The number of nodes contained in a slab is equal to √ n. Then, the overall traffic generated by the source nodes located in the same horizontal slab as r is upper bounded by √ n. Also, the same computation can be applied to the overall traffic generated by the destination nodes located in the same vertical slab as r, which is bounded by √ n.
Then, the overall average relaying traffic is equal to 2 √ n. For other relay nodes, we can easily see that the traffic is not larger than 2 √ n. Including the impact of TDMA, the achievable sum rate of multihop routing is given by
where L(SNR) = √ SNR 1/α + 1 . Finally, we can find the optimal transmit power by differentiating and solving dRsum dSNR = 0, yielding the optimal transmit power
which is very close to the value found in Theorem 1, for the single stage of the hierarchical cooperation architecture.
Remark 5: (Average rate) Since one can argue that it is conservative to use a lower bound for the performance comparison, we also compute the average relaying traffic. As before, we focus on the center node r. Let S = {s 1 , . . . , s |S| } denote the set of source nodes located in the right side of r (see Fig. 10 ).
Also, let d i denote the corresponding destination node for i = 1, . . . , |S|. First, we compute the average relaying traffic generated by the source nodes in S. This traffic is generated only when d i is located in the right half-space, i.e., d i ∈ D in Fig. 10 . Then, we have
where 1 {E} denotes the indicator function of an event E and P(·) is the probability measure induced by the random source-destination assignment. In the above, we use the fact that P(d i ∈ D) = 1 2 for i = 1, . . . , |S| since for any given source node, its destination can be located in the right half-space with probability 1 2 . With the exactly same argument, the average traffic generated by the source nodes located in the left side of r is also equal to √ n 4 . Then, the overall average traffic generated by the source nodes located in the same horizontal slab as r is equal to √ n 2 . Also, the same computation can be applied to the average traffic generated by the destination nodes located in the same vertical slab as r, which is equal to √ n 2 (i.e., √ n 4 generated from the destination nodes located in the upper side of r and √ n 4 generated from the destination nodes located in the lower side of r). Then, the overall average relaying traffic is equal to √ n. We observe that average rate is two times higher than the lower bound as
In this section, we compare the optimized hierarchical cooperation schemes and multihop routing for a network of size n ≤ 10 5 , for which the optimal number of hierarchical stages t opt is small (t opt < 4 for n ≤ 10 5 from Fig. 5 ). When t < 4, it turns out that Q = 1 can also guarantee a positive coding rate as shown in Fig. 6 . Hence, the optimal Q can be obtained by either Q = 1 or Q = 2, depending on the actual network size n and and pathloss exponent α. Taking this into account,
we calculate the achievable rates of hierarchal cooperation schemes by maximizing over t and Q, as
• Method 1:
• Method 2:
(42)
• Method 3:
(43)
• Method 4:
where the coding rate R (t) is defined in Section III-A, as a function of α and Q. Here, we employ a different coding rate depending on the number of hierarchical stages t, instead of using its limit as in Section III, since for Q = 1, R (t) is far from its limit for large t. For the interesting network sizes (i.e., n ≤ 10 5 ), the optimal number of hierarchical stages is small and the optimization in (41) can be quickly solved by exhaustive search. ♦ Fig. 11 and 12 plot the achievable sum rates of optimized hierarchical cooperation schemes in (41)-(44) and multihop routing in (36) and (40). We observe that for n ≤ 10 5 , the optimal Q of hierarchical cooperation schemes is equal to 1, i.e., the phase 3 does not need to use time-expansion and transmit the quantization bits on multiple time slots. This is because for small network sizes (assuming that n = The original hierarchical cooperation scheme exactly follows the scheme in [6] with L = 3 and QF.
can be considered as "small"), the optimal number of hierarchical stages is also small (i.e., not larger than 5) and hence the coding rate is large enough with Q = 1 (as shown in Fig. 6 ), which minimizes the number of time slots. We also observe that when Q = 1, QF cannot achieve the performance of QMF since the "backhaul" capacity of phase 3 (without expansion) is not large enough. For example, when α = 7, Method 4 (with QMF) achieves the sum rate of 680 bits/s/hz but Method 4 with QF achieves the sum rate of 396 bits/s/hz. Also, we observe that the optimized hierarchical cooperation scheme provides a higher sum rate than multihop routing, where the relative gain increases with the network size. Comparing the performances of Figs. 11 and 12, we can see that the performance gains of the hierarchical cooperation schemes over multihop routing become larger as the pathloss exponent α grows. It is remarkable that, although the original hierarchical cooperation scheme without careful system parameters optimization does not provide significant gains over multihop routing as shown in
Figs. 11 and 12, the improved variants of the basic hierarchical cooperation scheme with our proposed system optimization yield significant gains in terms of achievable sum rate, and exhibit a sum rate that The original hierarchical cooperation scheme exactly follows the scheme in [6] with L = 3 and QF.
is a nearly linear function of the number of users n in the range of networks of practical size (n ≤ 10 5 ).
Remark 7:
It is also interesting to assess whether the optimized hierarchical cooperation architecture is able to provide attractive performances for future wireless networks. Consider a network with area A = 1km 2 and number of users between 10 4 and 10 5 (this is representative of a university or large industry campus). Assume that the network operates in the mm-wave range, with carrier frequency 38 GHz and bandwidth 200 MHz (see [31] ), where α = 7 can be expected. Fig. 11 shows that the optimized hierarchical cooperation scheme can achieve a sum rate between 100 and 680 bits/s/Hz, such that the achievable rate per source-destination pair is between 2 and 1.4 Mbps, respectively. In the case of multihop routing, the sum rate varies from 25 to 80 bit/s/Hz and the corresponding achievable rate per source-destination pair is between 500 and 160 Kbps, respectively.
It is also interesting to remark that if the same network operates in standard cellular bands (around 2GHz) with typical pathloss α = 4, and system bandwidth of 20 MHz, the rate per source-destination pair ranges from 68 to 40 Kbps for the optimized hierarchical cooperation scheme, and from 20 to 3.5
Kbps for the multihop routing.
Given the significant gain of the optimized hierarchical cooperation scheme over multihop routing, and the fact that the network spectral efficiency is increases significantly with the pathloss exponent α, we conclude that the combination of a carefully optimized hierarchical cooperation scheme and mm-wave communications may be a very attractive solution for future device-to-device dense wireless networks. ♦
V. CONCLUDING REMARKS
In this work we have taken a closer look at the actual achievable rate of hierarchical cooperation architectures for dense device-to-device wireless networks. For the local communication phases, we focused on simple Gaussian codes, single-user decoding, and treating interference as noise (TIN). We exploted the recent results on the approximate optimality of TIN [23] , in order to optimize the spatial reuse factor and the transmit power. It turns out that even though we assume an arbitrarily large per-node power constraint (as long as it is a fixed constant that does not scale with n), then the optimal transmit power is a constant value that depends only on the pathloss exponent α. For the global MIMO communication phase, we considered the optimization of the QMF approach of [1] , observing that the combination of phase 2 and 3 of the MIMO cooperative scheme is formally analogous to the well-investigated MIMO MAC channel with central processing and backhaul links of finite capacity. For such model, we have found new closed-form expressions for the achievable rate in the case of large number of nodes and random i.i.d. channel coefficients, extending the formulas provided for the symmetric Wyner model in [17] . Finally, we optimized further the achievable sum capacity by considering a variation of the original hierarchical cooperation scheme in [6] , where we combine the TDMA phases of the hierarchical stages for better overall spectral efficiency.
The result of our optimization yields the performance of the hierarchical cooperation architecture in terms of actual achievable rates. We believe that these rates cannot be easily beaten for this type of network model, as well as any network with random independent placements of the nodes and random assignment of the source-destination pairs, for schemes that do not make "non-physical assumptions" on the communication channel model (i.e., consider actual signal and noise power, and not artificial collisionbased interference models such as the "protocol model") and do not assume unreasonable knowledge of the network global state (i.e., this rules out interference alignment schemes based on the knowledge of the network state with infinite precision). Furthermore, since the scheme considered here involves only "Gaussian" single-user coding, the analysis of this paper is suitable to be extended to more refined finite-length analysis [32] , where the tradeoff between coding length and block error probability can be also investigated, thus illuminating also issues about the latency of such networks. This interesting aspect, however, is out of the scope of the present paper and it is deferred to future work.
The main conclusions of our work are summarized as follows. Despite in terms of sum rate scaling, when we take the limit for large n and optimize for each n the number of hierarchical stages t, the linear scaling of the sum rate versus the number of users n seems not attainable (in agreement with previous findings in [10] ), our quantitative analysis shows that for a wide range of practically relevant network sizes and in realistic conditions of SNR and pathloss exponent the improved and optimized hierarchical cooperation architecture developed in this paper achieves a nearly linear scaling of the sum rate. Remarkably, this is so even if the optimal number of hierarchical stages is not not larger than 4, even for unreasonably large networks (up to n = 10 7 ). Furthermore, we were able to compare the sum rate (not just the scaling law) achievable by hierarchical cooperation scheme with that achievable by conventional multihop routing. To the best of our knowledge, this is the first time that such quantitative comparison is made. Thanks to our quantitative analysis, we were able to shed light on the long-standing question of whether hierarchical cooperation scheme can yield throughput advantages over multihop routing in terms of actual user rates, in practically relevant network scenarios. We found that, in a scenario representative of a possible next-generation device-to-device network operating at mm-waves, about 800% (a factor of 8) rate gain of hierarchical cooperation scheme over multihop routing can be expected.
Another more subtle aspect that we wish to just mention here is that, since for practical network sizes the optimal number of hierarchical stages t is small, then the optimized hierarchical cooperation scheme delivers the messages to their destination in a small number of hops (including both local and global MIMO hops). Instead, multihop routing yields on average Θ( √ n) number of hops to deliver messages.
This may yield a significant difference in latency and in coding rate when considering the effect of finite block length and non-zero block error rate. This interesting question is left for future investigation.
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APPENDIX A ACHIEVABLE RATE OF DISTRIBUTED MIMO CHANNEL WITH FINITE BACKHAUL CAPACITY
In this section, we derive a closed-form expression of achievable rate of QMF for the distributed MIMO channel with finite backhaul capacity of rate R 0 (see Fig. 4 ). Let H ∈ C M ×M denote the channel matrix, with k-th row h k , for k = 1, . . . , M , and i.i.d. elements with zero mean and unit variance. Also, we assume that the transmit power of each user is equal to SNR M (i.e., the sum-power is fixed as SNR) and we let N 0 denote the total received interference plus noise power. We focus on the symmetric user rate.
The following notations will be frequently used in this section. Let x and y denote the M -dimensional transmit and receiver vectors, respectively. Let S ⊆ [1 : M ] denote the row index set of H. For given S ⊆ [1 : M ], H S represents the channel sub-matrix of the inputs x to the outputs y S .
