Abstract. We describe a new variant of the so-called homoclinic snaking mechanism for the generation of infinitely many distinct localized patterns in spatially reversible partial differential equations on the real line. In standard snaking a branch of localized states undergoes infinitely many folds as the pattern grows in length by adding cells at either side. In the cases studied here the localized states have a defect or hump in the middle corresponding to an additional orbit homoclinic to the underlying spatially periodic orbit, and the folds accumulate on a parameter value where the periodic orbit undergoes a saddle-center transition. By analyzing an appropriate normal form in a spatial dynamics approach, it is shown that convergence of the folds is algebraic rather than exponential. Specifically the parameter value of the nth fold scales like n −4 . The transition from this saddlecenter mediated snaking to regular snaking is described by a codimension-two bifurcation that is also analyzed. The results are compared with numerical computations on two distinct complex Ginzburg-Landau models, one of which is variational and so represents a conservative system in space, while the other is nonvariational. Good agreement with the theory is found in both cases, and the connection between the theory and the recently identified defect-mediated snaking is established.
Introduction.
There has been much recent interest in the formation and dynamics of localized patterns, either stationary or oscillatory, in a wide variety of nonlinear media. Examples abound in fluids, optics, chemical reactions, granular media, and even crime-wave statistics [32] . In many cases properties of such patterns can be related to the phenomenon of homoclinic snaking. In this scenario there is an infinite multiplicity of localized states of arbitrarily wide spatial extent that lie on one of a pair of connected bifurcation curves that snake between two (or more) asymptotic parameter values [33, 12, 9, 2, 13] . These parameter values delimit the Pomeau pinning region [30] containing a large multiplicity of both single pulse and multipulse localized states. The pinning region straddles the Maxwell point, i.e., the parameter value at which a pair of heteroclinic connections forms between a patterned state and a homogeneous background state. These connections correspond to stationary fronts. In one spatial dimension, the snaking structure can be explained by the presence of beyondall-orders terms in a weakly nonlinear (normal form) description of Pomeau fronts [22, 11, 15] . These terms lead to heteroclinic tangles creating infinitely many distinct homoclinic connections corresponding to localized patterns of arbitrarily wide extent [33, 12, 2] .
In many situations, and in particular in the Swift-Hohenberg equation, solutions between alternate pairs of folds of the homoclinic snake are temporally stable [2, 9] , implying that the pinning region contains infinitely many stable localized structures. It is also known that close to each fold of the snake, there is a symmetry-breaking bifurcation. In cases in which the governing partial differential equation (PDE) has variational structure, the resulting asymmetric localized states are stationary and form branches that connect the two snaking curves, forming the so-called snakes and ladders structure, a term coined by Burke and Knobloch [8] . It is also known that nearby there are multipulse bound states of localized patterns and that branches of such states form an infinite stack of nested isolas [7, 21] . Nonvariational systems possess similar structures, but the asymmetric ladder states correspond to moving patterns. Finally, in recent work, Dawes [13] describes a form of slanted snaking that arises in the presence of coupling to a global (wavenumber zero) spatial mode (see also [17, 14] ). This coupling turns the Maxwell point into an amplitude-dependent "Maxwell curve" around which homoclinic snaking continues to be observed.
The above discussion provides a brief summary of our understanding of localized structures in one spatial dimension. The behavior in two or more spatial dimensions is richer still (see, e.g., [26, 25, 1] ), but the theoretical underpinnings are less well developed.
In order to explain the new phenomenon to be studied in this paper, we review two recent and seemingly unrelated examples that point to the existence of different forms of homoclinic snaking in one spatial dimension. Yulin and Champneys [34] studied homoclinic snaking in a spatially discrete system that also contains a constant offset. In this system snaking curves of localized solutions occur within an S-shaped bistability region bounded by fold (saddle-center) bifurcations of the background and patterned states. As a second parameter is varied, the width of the snake increases, until one side of the snake "crashes" into the parameter value corresponding to the saddle-center bifurcation of the patterned state. This codimension-two transition results in a change of topology and transforms the homoclinic snake into a stack of C-shaped isolas. These isolas involve what one might describe as hybrid localized states that contain an additional small-amplitude modulation in the center of the excited state. This scenario is depicted qualitatively in Figure 1 in the context of planar reversible maps, as we now briefly explain.
The upper part of Figure 1 depicts the case of regular homoclinic snaking between a background state B and a patterned state A, but in the neighborhood of a parameter value λ = 0 at which the state A undergoes a saddle-center transition. The insets (a), (b), and (c) depict, via a sequence of red curves, the assumed behavior of successive iterates of the global unstable manifold W u glob (B) in a neighborhood of a fixed point corresponding to A. The corresponding values of the parameter λ are indicated on the main bifurcation diagram. The local stable and unstable manifolds W s loc (A) ∪ W u loc (A) are depicted as a black curve. The main panel shows in red the schematic bifurcation diagram of a homoclinic snake of primary homoclinic orbits to B. The leftmost folds of the snake occur for small positive λ values and 
Figure 1. The transition from regular snaking (upper plots) due to heteroclinic tangencies to a case (lower plots) where the left-hand boundary of the snake interacts with a saddle-center transition. See text for details.
are caused by an outer tangency between W u glob (B) and W s loc (A). Depicted as a purple line is the nearby bifurcation curve of hybrid homoclinic orbits that contain a small homoclinic orbit produced by the separatrix trajectory near A. Numbered intersections between W u glob (B) and the line y = 0 in panels (a)-(c) correspond to the depicted portions of the homoclinic snake branch in the main panel.
The lower portion of Figure 1 shows the corresponding behavior for a nearby value of a second parameter for which the homoclinic snake has widened so that it persists through λ = 0. The analysis in section 4 shows that this transition produces a change in the topology of the snakes such that branches of the primary and hybrid homoclinic orbits become connected to one another. The overall effect on the bifurcation diagram is to replace the two disconnected snakes by a stack of C-shaped isolas. An analysis of the codimension-two bifurcation that causes the transition from the upper to lower panels in Figure 1 forms the subject of section 4, in the context of planar reversible maps, the relevance of which is explained in section 5.
The second recent example is that studied by Ma, Burke, and Knobloch [28] , who considered a nonvariational version of the complex Ginzburg-Landau (CGL) equation that arises as an amplitude equation for periodically forced oscillations close to 1:1 resonance (see section 6) and found a form of snaking that involves a single connected branch along which primary and hybrid localized states alternate. In this example, the additional central modulation within the hybrid states takes the form of a small defect, and Ma, Burke, and Knobloch dubbed this behavior defect-mediated snaking.
In section 3 we provide a theoretical underpinning for defect-mediated snaking (DMS), again in the context of planar reversible maps. In particular, we show that the bifurcation structure arises because the behavior near both the left and right boundaries of the snake resembles the behavior near the left boundary of the snake in the lower plot of Figure 1 . Since the 1:1 resonant CGL equation is nonvariational, the theory of planar maps does not directly apply and must be extended (see section 6) into the realm of appropriate three-dimensional reversible maps in order to describe the spatial dynamics in this example.
We also present, in section 5, another continuum CGL-like example, originally proposed by Bortolozzo, Clerc, and Residori [4] , that also undergoes a transition like that depicted in Figure 1 . In particular, we are able to provide a theoretical explanation for the strange snaking behavior seen in the simulations of Bortolozzo, Clerc, and Residori that they tentatively described as slanted snaking in the spirit of [13] .
The paper is organized as follows. We begin, in sections 2-4, with a description of the above behavior within the realm of reversible planar maps. Specifically, after setting the mathematical scene in section 2, we show in section 3 how the new kind of snaking leads to a scaling in which the location of the nth fold scales like |λ| −1/4 to leading order. Section 4 then goes on to study the codimension-two situation in which regular snaking transitions into saddle-center mediated snaking as depicted in Figure 1 . Section 5 applies the analysis to a PDE whose steady states are described by the solutions of a periodically perturbed integrable spatial dynamical system. Numerical results on a system of this type suggested by Bortolozzo, Clerc, and Residori [4] show good agreement with the −1/4 power asymptotic scaling of the theory. Section 6 describes an extension of the theory to deal with spatially reversible problems with no conserved first integral and compares the resulting theory with numerical results for the forced CGL equation with 1:1 resonance. Section 7 draws conclusions and points to directions for future work. Assume also that the fixed point set S := Fix R is one-dimensional. Suppose that the map F depends on a single parameter λ such that at λ = 0 there is a symmetric fixed point A 0 ∈ S, the linearization around which can be represented by a nonsemisimple pair of eigenvalues at 1. Furthermore, assume that λ unfolds this singularity in a generic way such that for λ > 0 there is a pair of nearby symmetric fixed points, one of which is a saddle and the other is a center, while for λ < 0 there are no nearby fixed points. In what follows we let A(λ) refer to the continuous family of saddle points of the map for small λ > 0, and extend the definition so that A 0 = A(0). Suppose that global coordinates (x, y) are chosen for all λ such that the reversing transformation can be written
By standard properties of reversible maps, any trajectory of the dynamical system (x, y) → F (x, y; λ) that intersects S is necessarily symmetric under R. That is, any point (x 0 , 0) ∈ R 2 is necessarily part of a trajectory {(x n , y n )} N n=−N for which x −n = x n and y −n = −y n ; see [24] for further properties of reversible maps.
Next, consider a small neighborhood U of A 0 and Λ of λ = 0 in phase and parameter space. Then, by standard results (see, e.g., [23, Thm. 1.1]), coordinate transformations can be chosen such that the map can be approximated, up to exponentially small terms, by the time-one map of the vector field normal form for the equivalent singularity. In the present case the vector field can be shown to be topologically equivalent to its 2-jet, viz.,
corresponding to the Hamiltonian
The dynamics of (2.1)-(2.2) are depicted in Figure 2 . When λ > 0, there is a saddle point at A(λ) = (− √ λ, 0) and a center at (+ √ λ, 0). When λ = 0 the equilibrium is degenerate and there exist trajectories of the flow (and hence invariant sets of the time-one map) that asymptote (algebraically) to A 0 = (0, 0) as t → ±∞. These trajectories are given explicitly by y = ± −(2/3)x 3 for x < 0 and correspond to stable and unstable sets to the origin of the corresponding time-one map. As λ is increased from zero these sets have continuous sing (A 0 ). For simplicity, after a smooth change of coordinates if necessary, we shall suppose that the dynamics outside of U is unaffected by variation of λ ∈ Λ.
Furthermore, assume there is an additional saddle point B ∈ S of the map F that is outside U , such that the two one-dimensional sets W u (B) and W s (A 0 ) intersect transversally (see Figure 3(a) ). Using the motivating example in section 1, we identify B with the background state, and A with the excited state.
Direct calculation shows that W s loc (A(λ)) and its tangent space are continuous in λ at λ = 0. Hence, as depicted in Figure 3 also indicates that at λ ≥ 0 there must necessarily be an infinite discrete family of homoclinic orbits to B, which occur whenever W u (B) intersects the x-axis S. Note that there are two kinds of homoclinic connections-those with their point of symmetry at (x 0 , 0) with x 0 < 0 and those for which x 0 > 0. We shall refer to those with x 0 < 0 as primary homoclinic orbits and to those with x 0 > 0 as hybrid homoclinic orbits. This nomenclature is inspired by the situation for λ > 0, where the primary homoclinic orbits approach the core state A monotonically up to their point of symmetry, whereas the hybrid ones contain extra iterates close to the homoclinic loop of the normal form.
We shall be interested in what happens to this set of B-homoclinic orbits for λ < 0. Specifically, in the next section we analyze the bifurcation that occurs for λ < 0 when W u (B) becomes tangent to S so that a pair of intersection points is created. These intersections persist for λ > 0, at which point one corresponds to a single-pulse homoclinic orbit and the other to a hybrid. As λ tends to zero from below there is an infinite number of such bifurcations that create the situation shown in Figure 3 . Section 4 then considers the codimension-two case, where we break the transversality hypothesis about the intersection of W u (B) and W s sing (A 0 ) and introduce an additional parameter that unfolds this tangency.
3. Codimension-one bifurcation. Locally, in the normal form coordinates, the singular stable manifold is given by y n (θ) = 0 and y n (θ) = 0. Now, from (2.3) we calculate explicitly that
where
and c(θ, λ) is the value of the first integral H. We are interested in the behavior for small λ, with δ fixed, implying that the value c of the first integral H selected by the initial condition
Since c is approximately affine in θ in the following, we vary c instead of the parameter θ. We can now solve (2.1)-(2.2) for the time t to reach x = x n , obtaining the implicit expression t(x n ; λ, c) =
The first of the conditions in (3.1) is satisfied if x n in the upper limit of the integral (3.3) satisfies Y (x n ; λ, c) = 0. Consider now the second condition in (3.1). Since
where, by (2.1), dy dt is strictly negative when λ < 0, it follows that the second condition is satisfied if and only if dt dc (x n ; λ, c) = 0.
Moreover, it is easy to see that such a point must be a maximum of t with respect to c. Hence to find a homoclinic tangency we need to solve for λ, c such that
To compute an asymptotic expression for the integral (3.3) in the limit of small λ (and hence large n), we use the rescaling
and rewrite (3.3) as
We now seek the maximum of τ (χ) = (−λ) 1/4 n.
is independent of δ and θ to leading order. Numerically, we find that τ (χ) has a unique maximum at τ 0 = 3.6384, for which χ = χ 0 ≈ 0.61015. Hence, as λ → 0, the nth fold and its corresponding λ-value are asymptotically related by
Equivalently,
In summary, we have shown that there is a sequence of λ values, λ n , say, which converges to 0 from below according to the scaling (3.5) as n → ∞. For λ = λ n , the nth iterate of a local piece of W u (B) within U intersects S tangentially. For λ > λ n there is a pair of transverse intersections, each corresponding to a homoclinic orbit to B. Each of these orbits has 2n iterates within the neighborhood U of the excited state A 0 . The two orbits differ in that for λ > 0 their point of symmetry (x 0 , 0) lies on opposite sides of x = 0. Thus, for one, x 0 > 0 and its point of symmetry lies close to the point of symmetry of the separatrix of the normal form, while, for the other, x 0 < 0. The former correspond to hybrid localized states, while the latter correspond to primary localized states. Both types of orbits are present even when λ < 0 but are connected by folds that accumulate algebraically in λ = 0 at the rate predicted by (3.5).
Codimension-two bifurcation.
We next consider an unfolding of the homoclinic orbits to B that arise from the codimension-two point for which W u (B) is quadratically tangent to the singular stable manifold W s sing (A 0 ). To that end, we introduce an additional parameter β that unfolds the quadratic tangency in a generic way. To describe the tangency, we introduce a small arc Γ(β) of W u (B) within U . Again, at the critical parameter values λ = β = 0 we assume Γ(0) intersects W s sing (A 0 ) at the point γ 0 : (x, y) = (−δ, (2/3)δ 3/2 ) for some small δ > 0. To describe the tangency, it is convenient to introduce local right-handed coordinates (u, v) such that the unit vector e u is tangent to the flow at γ 0 , and e v is normal to the flow. Specifically,
Then the assumption of quadratic tangency implies that we can write
Furthermore, we suppose that a parameter β unfolds this tangency in a generic way:
We look for homoclinic orbits to B. Such orbits occur when a forward image Γ n (β), n > 0, of Γ(β) under the map F (·; λ) intersects the symmetric section S = {(x, y) : y = 0}. In particular, we look at loci in the (β, λ)-plane of points of tangency between Γ n and S.
In what follows we compute such loci numerically by solving appropriate boundary-value problems using AUTO [16] and draw whatever analytical insights we can in various distinguished limits. There are two topologically distinct cases to consider, depending on the sign of κ in (4.2). The case κ > 0 is referred to as an outer tangency, while κ < 0 is an inner tangency, according to whether Γ(0) lies inside or outside the cusp formed by W s sing (A 0 ) and W u sing (A 0 ). Figure 5 (a) depicts Γ(0) and its numerically computed first 10 iterates Γ n , n = 1, . . . , 10, for λ = β = 0 and κ > 0. We see that, for sufficiently large n, Γ n intersects the set S (which is just the x-axis in the figure) at locations with x > 0. These intersections persist even when λ is slightly negative, as can be seen from the computation of Γ 10 in Figure 5 (b). Intersections can also occur for λ > 0 provided β is sufficiently negative, as in Figure 5 (d). In addition, in both panels (b) and (d) there are also intersections between Γ 10 and S with x < 0. Figure 5 (b) reveals that there are four points on Γ 10 that cross the x-axis. As λ is slightly reduced from the value depicted, these homoclinic orbits will disappear in pairs as the two branches of the red curve Γ 10 become tangent to the x-axis. We shall call such tangencies side tangencies. From the geometry, we see that the side tangencies corresponding to each distinct branch of Γ 10 occur for nearby values of λ, but for distinct values of θ. Thus θ parametrizes points in Γ 10 . Looking now at panels (c) and (d) of Figure 5 , we note that between these two values of β four points of intersection between Γ 10 and the x-axis are created. These are created at β-values where the "tip" of the highly folded curve Γ 10 becomes tangent to the x-axis, either for x > 0 or for x < 0. We call such events creating homoclinic orbits tip tangencies. A tip tangency for x < 0 creates a pair of primary homoclinic orbits, and one for x > 0 creates a pair of hybrid homoclinic orbits. See [10] for a related problem involving folding of manifolds close to a heteroclinic cycle in which the interplay between side and tip tangencies is important. Figure 6 contains the results of a numerical computation of curves of both kinds of tangencies of Γ 10 in the (β, λ)-plane. The figure also shows the direction of bifurcation at each of these tangencies and the number of intersections that Γ 10 makes with the x-axis. The figure suggests that the curves corresponding to the two different kinds of folds meet each other tangentially, but on closer examination one finds that this is not the case and that a cusp point is present, as expected of a cubic tangency. Although invisible on the scale of Figure 6 , computed for n = 10, the cusp becomes visible for smaller n (see Figure 9 for an example for the inner tangency case with n = 5). A similar unfolding of a fourth-order tangency into a cusp arises when the termination point of a homoclinic snake in a periodic domain switches from one periodic branch to another as the domain period changes [3] . Figure 7 shows the implications of this two-parameter bifurcation diagram for various different one-parameter sweeps. Panel (b) shows a sweep in which the homoclinic orbits are destroyed in tip tangencies for λ sufficiently large. This is equivalent to the situation in Figure 1 (a), where the folds of the homoclinic snake do not reach the parameter value corresponding to the fold of the core state. In contrast, Figure 7 (e) shows a case where the homoclinic orbits are destroyed by side tangencies that occur for λ < 0. This is equivalent to the case in Figure 1 (b), where the homoclinic snake reaches beyond the parameter value of the fold of the core state. Between these two cases there is a change in connectedness of the branches of homoclinic orbits. In the first case the primary and hybrid homoclinic orbits remain on distinct branches, whereas in the second case primary and hybrid orbits connect to each other. The mechanism by which this happens as the "angle" of the one-parameter sweep passes through the codimension-two point is highlighted in Figures 7(c)-(d).
Outer tangency case.
We remark that our construction has focused only on symmetric homoclinic orbits. From Figure 3 (b) it is clear that there must also be nonsymmetric homoclinic orbits, corresponding to intersections of W s (B) and W u (B) away from S. These asymmetric homoclinic orbits form the rung states in the snakes and ladders structure of a regular snake [6, 8, 2] . Although section 5 provides a numerical confirmation of this fact, the precise fate of these asymmetric states in the codimension-two bifurcation is beyond the scope of this paper.
Inner tangency case.
The case of an inner tangency between W u (B) and W s sing (A 0 ), i.e., κ < 0, can be analyzed in exactly the same way as in the outer case. The results are similar and are summarized in Figure 8 . As before, the precise interaction between tip and side tangencies is not clear at the scale depicted. Instead, Figure 9 shows a zoom for smaller n in which the cusp singularity is revealed. Figure 10 shows how the curves of tip and side tangencies scale with n. The scaling of the two types of tangency curves and their codimensiontwo meeting points as n → ∞ can be explained as follows.
Scaling of the tangency curves.
As argued in section 3, side tangencies correspond to extrema of the time taken for points on Γ(β) to reach the symmetric section S. The flight time from y = +∞ to any point on Γ(β) is given by
This is a constant offset independent of λ or c. The flight time t(λ, c) from y = +∞ to the symmetric section y = 0 is then related to n by
where c ex denotes the value of c such that t attains an extremum. Consider a point P : (u, v) = (θ, β + κθ 2 ) ∈ Γ(β). In terms of (x, y), the displacement of
where e u ≈ (1, − 3δ/2) and e v ≈ ( 3δ/2, 1). The Hamiltonian c at P can be calculated similarly to (3.2) . In this calculation we assume that δ 1 and take λ, β to be smaller still, 1. In the following we therefore assume that κε 2 ∼ β = o(δ 3/2 ) and obtain
Thus c = c(β), and the extremum depends only on β. A tip tangency occurs for c = c with Consider first the asymptotic scaling as n → ∞ of the (approximate) codimension-two meeting point (λ * n , c * n ) of the nth side and tip tangency curves. The above discussion shows that such points are defined by c ex = c, where c is a local extremum of t(λ * n , c). This extremum must be the local maximum for λ < 0 as calculated in section 3. Equation (4.3) is equivalent to (3.3) and leads to the asymptotic scaling
This prediction is consistent with the numerical results in Figure 10 , in which it can be seen that the codimension-two points converge algebraically on λ = β = 0. Consider now the asymptotics of the side tangencies. At the nth side tangency (λ s n , c s n ), the extremum of t no longer occurs at c ex =c but instead occurs at c ex ∈ int(I c ). This implies that, to leading order, the nth side tangency occurs on the half-line
that extends from the codimension-two point. Again this is consistent with the numerical observations in Figure 10 , in which the parabolic curves of side tangencies become closer to double covers of the horizontal lines λ = const as n increases.
Finally, consider the asymptotics of the tip tangencies. Let (λ t n , c t n ) be parameter values at which the nth tip tangency occurs. The condition for a tip tangency, c = c, where c is the extremum value of c within Γ, combined with (4.5), requires that max c∈R t(λ t n , c) ≥ n. This implies that a tip tangency occurs only for λ t n ≥ λ * n , which reduces to λ t n ≥ 0 as n → ∞. In the n → ∞ limit, (4.5) becomes t(λ, c t ∞ (λ)) = ∞, so that the tip of P must lie on the stable manifold W s (A) of the saddle equilibrium A. Thus the limiting curve for tip tangency is defined by c being equal to the H-value of A, i.e.,
For large but finite n, (4.5) leads to two solutions for c t n at c t n < c t ∞ and c t n > c t ∞ . The former, denoted by c pt n , describes a trajectory to the left of W s (A) and corresponds to a tip tangency of primary homoclinic orbits. The latter, denoted by c ht n , describes a trajectory to the right of W s (A) and corresponds to the tip tangency for hybrid homoclinic orbits. The expressions for c pt n and c ht n can be calculated from the linearized flow around A,
where z + and z − are the coordinates along W u (A) and W s (A), and Λ is the unstable eigenvalue of A. For primary homoclinic orbits the initial condition is (z + (0), z − (0)) ∼ (Δc n , 1), where Δc n ≡ c t ∞ − c n > 0 and we assume δ is an O(1) constant as β → 0. We can now solve (4.8) up to the time taken to intersect the symmetric section S, i.e., such that z + = z − . Setting this time equal to n, we find that the nth tip tangency for primary homoclinic orbits occurs at For hybrid homoclinic orbits the initial condition is again (z + (0), z − (0)) ∼ (Δc n , 1), where Δc n ≡ c n − c t ∞ > 0, but this time the trajectory passes through the full neighborhood of A; i.e., the trajectory follows the positive x component of the unstable manifold of A before intersecting the symmetric section S to the right of this separatrix at (z + (n), z − (n)) ∼ (1, Δc n ). Setting the time taken equal to n, we find that the nth tip tangency for hybrid homoclinic orbits occurs at 
whereas the convergence of those corresponding to hybrid homoclinic orbits is also exponential but with asymptotic scaling
In the context of homoclinic snaking, the above results suggest that while the folds on the primary and hybrid snakes due to tip tangencies both converge exponentially to the same limit, they converge from different directions, and the exponent for the hybrid snake is half that of the primary snake. Note also that the loci of such tip tangencies are the same for outer and inner tangencies, although in one case each tangency creates a pair of homoclinic orbits as β increases, and in the other it destroys them. The dependence of the constant α in (4.11) on the (arbitrary) parameter δ is not a problem since β also depends on the choice of δ. If c, the extremal value of the normal form Hamiltonian along the segment Γ, is used as a more natural choice of the unfolding parameter, the line (4.11) is replaced by the curve (4.7) that is independent of δ.
As pointed out above, homoclinic orbits to B in the two-dimensional reversible map F correspond to localized states in a fourth-order reversible and Hamiltonian ODE for a scalar function u(x). Without loss of generality, we can regard the discrete time n in the former as being proportional to locations of maxima in u(x) in the latter. In this connection, the homoclinic orbits to B that take integer iterations to reach the symmetric section S, as studied in sections 3 and 4, correspond to localized states with maxima in u(x) at x = 0. On the other hand, the localized states with minima in u(x) at x = 0 correspond to homoclinic orbits to B that take half-integer iterations to reach S. As a result, the expressions for the nth folds in the minima case are simply those in the maxima case with n replaced by n + 1/2. In other words, the folds on the minima branch(es) should interpolate between the folds on the maxima branch(es).
Application to variational PDEs.
The bifurcation results, although derived in the context of reversible maps, will now be used to describe the formation of localized patterns in PDE models. The analysis of solutions to variational PDEs often leads to spatial dynamics problems that are both reversible and conserve a first integral. If the spatial dynamics system is four-dimensional, then taking a Poincaré section within a level set of the first integral shows that the spatial dynamics can be described by a planar map. Moreover, the map is areapreserving, and the Poincaré section can be chosen such that it is also reversible, thus putting us exactly in the framework of the previous analysis. Even if such a Poincaré section cannot be defined globally, a local Poincaré section close to a symmetric periodic orbit is all that is required for the preceding analysis to apply. See [33] for additional details.
The following example concerns a second-order PDE with spatially periodic forcing. In this case a global Poincaré section can be chosen by considering a fixed phase of the modulation. The example contains up to seven separate equilibria in the integrable limit which alternate between being of saddle and center type, and permits the presence of a heteroclinic chain connecting all the saddle-type equilibria. The addition of periodic forcing unfolds this chain and leads to the situation described in this paper.
Example 1:
The model of Bortolozzo, Clerc, and Residori [4] . We consider a higher order CGL equation with spatial forcing,
where A(x, t) is a complex amplitude function and μ and η ≥ 0 are real parameters. When η = 0, the equation is invariant under the continuous symmetry A → A exp iφ, and the spatial dynamical system for its steady states is then completely integrable. Consequently no transverse intersections of stable and unstable manifolds can occur. Bortolozzo, Clerc, and Residori [4] suggested that the nonautonomous forcing present when η = 0 will destroy the integrability of the steady state equation, thereby restoring generic behavior, and used the resulting equation as a model in which homoclinic snaking can be explicitly constructed owing to the structure of the autonomous equation when η = 0. We consider here two different types of spatial forcing, viz., f (x) = cos qx and f (x) = exp iqx (the latter used in [4] ). In both cases we are interested in stationary localized patterns of (5.1) and thus set A t = 0. The resulting spatial dynamical system is a periodically forced ordinary differential equation (ODE), and we can study its solutions by considering the "time"-τ map, where τ = 2π/q denotes the period of the forcing. The properties of this map can be derived from those of the integrable system when η = 0. The analysis of this system is made easier by the existence of invariant subspaces in the equation. In particular, with A ≡ U + iV , A t = 0, and η = 0, (5.1) has real solutions described by the second-order ODE
This equation is a one-degree-of-freedom Hamiltonian system with first integral We use the level sets of H(U, U ) to construct explicitly homoclinic and heteroclinic orbits to equilibria. The resulting phase portraits are shown in Figure 11 for three different values of the parameter μ.
We see that for μ = μ het ≈ −2.4684 a heteroclinic cycle exists between U = 0 and the steady state U + ≈ 1.379. Since the system is symmetric under the reflection U → −U , there is a second heteroclinic cycle between U = 0 and U − = −U + , but in what follows we concentrate on positive U values. When μ is varied, the heteroclinic connection breaks up, and homoclinic solutions to 0 (corresponding to localized solutions) are present instead. The phase portraits in Figure 11 show that these differ in their type, depending on which side of the heteroclinic connection in parameter space we are on. More precisely, primary homoclinic solutions exist for μ > μ het , while hybrid homoclinic solutions exist for μ < μ het . If μ is increased further, to μ ≈ −2.332, the equilibrium U + vanishes in a Hamiltonian saddle-center (fold) bifurcation. We are interested in the effect of this local bifurcation on homoclinic solutions to 0 when 0 < η 1, i.e., in the spatially modulated system.
Real spatial modulation.
We consider first the case of real spatial forcing, f (x) = cos qx, for which the space of real solutions A = U ∈ R remains invariant. The dynamics of (5.1) can be analyzed using the time-τ stroboscopic map, with τ = 2π/q, in the usual way. It is important to note that this planar map is reversible with reverser R : (U, U ) → (U, −U ), so that the theory developed in sections 3 and 4 applies directly to this setting.
In [4] , the wavenumber q was set to q = 12. To reduce the computational effort in what follows, we use the lower value q = 3 and investigate the behavior of localized solutions when μ and η vary using numerical continuation. The solutions of the autonomous system provide the starting solutions for numerical continuation using AUTO [16] .
For η > 0, the nonzero steady state U + becomes a periodic orbit, which we denote by the same symbol for simplicity. For small η we find that symmetric localized solutions lie on snaking curves. More precisely, there are two snaking curves corresponding to primary orbits and two snaking curves of hybrid orbits. As in standard snaking, the primary orbits along one of the curves are characterized by maxima at x = 0 (Figure 12(i) ), while those along the other have minima at x = 0 (Figure 12(iii) ). The two snaking curves of hybrid orbits are likewise distinguished by maxima at x = 0 (Figure 12(ii) ) or minima at x = 0 (Figure 12(iv) ). The two sets of curves with maxima at x = 0 track each other in the bifurcation diagram (Figure 12(c) ), as do the curves with minima at x = 0 (Figure 12(d) ). These diagrams show plots of the L 2 -norm of U against the bifurcation parameter μ when η = 0.2. When η is increased, we find a critical value at which the snaking structure breaks up into isolas. The resulting structures are shown in panels (a) and (b) of Figure 12 for η = 0.4 and form via reconnection between the primary and corresponding hybrid states. Thus, along the parts of the isola which forms from the primary states, the localized states resemble a primary state, but as one follows an isola the state develops continuously into a hybrid state and then back again.
The interaction between the bifurcation curves of localized solutions and the fold bifurcation of U + is illustrated in the central panel of the figure, which shows the bifurcation curves in the (μ, η) parameter plane. The curves "lf" and "rf" indicate where folds on the left and on the right along the snaking curves or isolas accumulate. To compute these, we have chosen a localized solution with a large L 2 -norm. Either these folds are exponentially close to the folds of the fronts connecting 0 and U + (see [2] ), or they are algebraically close to the critical parameter value at which U + undergoes the saddle-center bifurcation. To demonstrate the latter, the figure also contains the corresponding bifurcation curve "sc," along which the periodic orbit U + vanishes in a saddle-center bifurcation. This curve intersects rf at η ≈ 0.3276.
Note that Figure 12 only contains information about solutions that are symmetric under reversal of x. However, as in standard homoclinic snaking, we can also find nonsymmetric solutions. Figure 13 shows examples of bifurcation curves for these solutions. Within the theory of homoclinic snaking, it is well known that nonsymmetric solutions lie on "rungs" in the snaking bifurcation diagram [9, 2] . These rung or ladder states are created in pitchfork bifurcations close to each of the folds along the snaking curves (or isolas). At each pitchfork a pair of nonsymmetric states emerges, and these then connect in a second pitchfork to another fold on the symmetric snake. Panel (a) of Figure 13 shows this familiar diagram for the primary homoclinic solutions, for which the rungs "connect" the snaking curves of the primary localized states with maxima and minima at x = 0; cf. [9] . On the other hand, the curves of nonsymmetric hybrid solutions connect points on the same snake, as shown in panel (b) of the figure, and take the form of Z-shaped branches. In contrast, in the isola regime at larger η the nonsymmetric states fall on different types of branches, which can be C-shaped, S-shaped, or Z-shaped, and which provide connections within individual isolas. Both S-shaped and Z-shaped connections connect symmetric states with minima at x = 0, while the C-shaped states connect states with maxima at x = 0. Similar break-up of the basic snakes-and-ladders structure has been found in other settings; see [2, 18] . A detailed analysis of the behavior of nonsymmetric solutions is left to future work.
Complex spatial modulation.
We now turn to the case of complex spatial forcing and take f (x) = exp 3ix in (5.1). This is the form of the inhomogeneous term used in [4] but with a smaller wavenumber q. Note that within the framework of spatial dynamics, we can think of the resulting time-independent equation as a periodically forced system in 4+1 dimensions; i.e., we have a periodically forced system in four-dimensional state space.
Our computations show that despite the higher dimension of the problem, the situation resembles very closely the behavior of (5.1) with real forcing despite the absence of reversibility with respect to x → −x. This is a consequence of the fact that (5.1) still retains important symmetries. In particular, when η = 0, (5.1) is equivariant with respect to (a) phase invariance, P : A → A exp iφ, and (b) a different reversibility, R : A → A * or, equivalently, R : (U, V ) → (U, −V ). While the phase invariance is broken when η = 0, the reversibility symmetry R persists, and in the following we will consider solutions that are symmetric with respect to the latter symmetry.
The computations proceed in the same way as for the case of real forcing, and the results are summarized in Figure 14 , which contains bifurcation diagrams of localized solutions for η = 0 in panel (a), η = 0.2 in panel (b), and η = 0.5 in panel (c). These diagrams show plots of the L 2 -norm of the solution vector (U, U , V, V ) of (5.1) with A t = 0 against the bifurcation parameter μ. We see that snakes of symmetric solutions break up into isolas as η increases, and we again distinguish between primary and hybrid solutions. Note that only two snakes are shown, which then form a single family of isolas, each corresponding to localized states with maxima at x = 0. As in the case of real forcing, a second pair of snaking curves is present for small η, corresponding to localized states with minima at x = 0, and these give rise to a second family of isolas when η increases (not shown).
Asymptotic scaling.
For both forms of forcing, our results demonstrate that localized states are present beyond the saddle-center bifurcation that destroys the periodic state U + . For real modulation, the central panel in Figure 12 shows that these states lie on portions of isolas that extend into a region where U + is absent and that the folds of these states stack up much as in the standard snaking scenario [33, 9, 2] . Analogous results are observed for the equation with complex modulation. In particular, there is a well-defined parameter value at which the folds accumulate-despite the presence of an initial slant. This slant becomes more visible for larger values of the forcing wavenumber q (not shown), but geometrical considerations imply that all folds must ultimately accumulate at parameter values corresponding to first and last tangencies between the unstable manifold of B and the stable manifold of A. Thus no persistent slanted snaking is present. See also [27] .
To provide further evidence that the mechanism involved in the snaking of localized states within (5.1) is as described in this paper, we can test the rate of accumulation of the folds in the snakes as the number of internal oscillations in the localized solution increases. In particular, we can test the validity of the asymptotic formula (3.5) for the numerical results we have just presented.
Specifically, we consider the case of real spatial forcing, f (x) = cos 3x, fix μ = −2.44, and consider the effect of increasing η from η = 0.2 for the solutions presented in panels (c) and (d) of Figure 12 . The continuation reveals that the localized states lie on isolas in the usual diagram, where the L 2 -norm of the solutions is plotted against the parameter η (not shown). Furthermore, the parameter values at which folds occur for large n accumulate at a value η ∞ ≈ 0.44167 with increasing width of the localized structure. The parameter value η ∞ corresponds to a saddle-center bifurcation of U + at this value of μ. The asymptotic convergence of the folds, at η = η n for large n, is illustrated in Figure 15 To analyze the asymptotic behavior more precisely, Figure 15 includes two additional panels. In panel (b) we plot the logarithm of the distance between consecutive bifurcation values against log n. The values in the diagram appear to follow a straight line, and a linear fit reveals the relation
We can thus conclude that the convergence of η n occurs at a rate of O(n −4 ) as n → ∞, as predicted by (3.5). Finally, Figure 15 (c) tests the asymptotic rate of convergence more directly by plotting log(|η n − η ∞ |) against log n. A best fit produces the relation
The slope here is only 0.25% away from the theoretical prediction; an even better fit is likely if we were to consider folds farther up the snake, although there are numerical difficulties in doing so. An inspection of panels (b) and (c) in Figure 15 for small values of n reveals that the bifurcation values line up in pairs. These pairs are bifurcation values of folds that lie on the same isola when continued in η, and the behavior is a consequence of the fact that the number of oscillations in the middle part of a localized state on any one isola does not change but increases by two in going from one isola to the next higher one. To compare folds of like states it is necessary therefore to examine the convergence of every second fold along the right edge of the snaking region. We also mention that, although we have not studied the stability of these states, continuity arguments suggest that the hybrid states are stable outside the bistability region.
6. Theory for nonconservative reversible systems. In systems with a conserved Hamiltonian the Hamiltonian can be used to reduce a four-dimensional reversible conservative ODE to a two-dimensional reversible map. In this section we turn to a four-dimensional reversible ODE in which no underlying conserved Hamiltonian is present. By taking an appropriate Poincaré section Σ, we can reduce the system to a three-dimensional reversible map. In this map we can again study the convergence of side tangencies near an analogue of the saddlecenter bifurcation. However, for this purpose the theory in section 3 requires modification, as discussed next.
As before, we assume that a reversible saddle-center bifurcation of a periodic orbit is present. Even in the absence of a global conserved quantity, the normal form near such a bifurcation is integrable and can be represented by the same normal form as the Hamiltonian case studied in section 2 with H and λ playing the role of the two conserved quantities. The dynamics of this normal form can be represented in a three-dimensional Poincaré section which contains a two-dimensional symmetric section S (see Figure 16 ) and by the same arguments as in section 2 can be represented as the time-one map of an equivalent flow.
We assume the existence of a distant equilibrium B with two-dimensional stable and unstable manifolds and consider iterations of a segment Γ of the unstable manifold of B under the three-dimensional map. Within the normal form flow near the saddle-center, we consider the family Ω(λ) of two-dimensional invariant submanifolds corresponding to λ = const on which the dynamics are equivalent to the two-dimensional saddle-node normal form map with parameter λ. The preceding analysis reveals that for given λ ≤ 0, Ω(λ) is foliated by trajectories M (λ, c) parametrized by the "energy" c of the normal form Hamiltonian. In particular, the λ < 0 dynamics exhibit self-similarity in the sense that the time for a distant point to reach the symmetric section along M scales as
The function τ (χ) peaks at (χ 0 , τ 0 ) = (0.61015, 3.6384) and decays to zero as (see section 3)
On the other hand, the absence of a global first integral implies that Γ generically does not lie in any single Ω(λ); see Figure 16 . The control parameter that determines the relative position between Ω(λ) and Γ will be denoted by γ.
To analyze the resulting situation we define the collection of slowest trajectories (corresponding to χ = χ 0 ) as the 2-manifold Υ := {M (λ, c 0 (λ)) : λ ≤ 0}. By construction, we are interested in the critical parameter value γ ∞ at which Γ intersects Υ at λ = 0, with this intersection corresponding to t = ∞. Let us define Δγ ≡ γ ∞ − γ. Then for γ < γ ∞ , we suppose that Γ ∩ Υ lies at the point λ Υ . In the generic case, we expect that λ Υ ∝ Δγ to leading order, specifically λ Υ = −lΔγ for some l > 0. The correction to this linear relation for c = c 0 can be calculated by factoring out the direction along the trajectory and considering the dynamics in the (λ, c)-plane. In such a plane, we can write leading-order expressions for the curves Υ and Γ:
where φ describes the deviation angle from the vertical axis λ = 0. In the conservative case the existence of a global first integral implies that φ = 0 and hence that λ ∝ Δγ. In the general reversible case we expect that φ = 0. In this case the intersection occurs at
Finally, after approximating the iterate number n of the underlying Poincaré map by the continuous time t in the normal form and recalling that t = τ 0 (−λ) −1/4 , we arrive at the prediction
or, equivalently,
where Γ ≡ (Δγ) −1/4 . Thus the leading-order correction, as measured by k 2 , provides a measure of the angle φ.
In the next section we select a particular example where the above theory applies. We consider stationary periodic wavetrains in a purely reversible PDE. In systems with nongradient dynamics such wavetrains are generically invariant under the reflection x → −x. However, the wavetrains may be unstable in time with respect to a wavelength changing instability called the Eckhaus instability if their wavenumber (inverse wavelength) is too far from their "preferred" wavenumber [19] . Ma, Burke, and Knobloch [28] show in an appendix, following [20, 31] , that viewed from the point of view of spatial dynamics the boundary of the Eckhaus-stable wavenumber region is determined by the location of an inflection point in an effective potential, i.e., by a Hamiltonian saddle-center bifurcation. Although the derivation applies only to systems with a conserved spatial Hamiltonian such as the real Ginzburg-Landau equation, numerical solutions of a forced CGL equation [28] show that an analogous fold bifurcation is responsible for both boundaries of a region of defect-mediated snaking, as discussed next. 
where X and τ are suitable slow variables. Equation (6.2) applies near the onset of spontaneous homogeneous oscillations, as measured by the (real) parameter μ. The remaining parameters ν, α, β, and γ are real and represent, respectively, the frequency mismatch between ω f and the natural frequency (the detuning), dispersion, nonlinear frequency correction, and forcing. The equation describes both homogeneous oscillations (A independent of space) and spatially localized oscillations called oscillons (A homoclinic to a constant as |X| → ∞).
In the present work we focus on steady localized states of (6.2) describing spatially periodic oscillations connected to homogeneous oscillations as X → ±∞. Such states solve the steady state problem
Written in terms of A ≡ U + iV , this is a four-dimensional reversible ODE, as in Example 1, but here there is no conserved Hamiltonian. In [28] a new mechanism was observed for the growth of such structures as one follows the solutions through parameter space. In this mechanism the localized structure grows by repeated splitting of the central cell instead of adding cells at either end as in standard snaking. This snaking mechanism, referred to as defect-mediated snaking, is depicted in Figure 17 and is briefly described as follows. [28] shows that the limit of the observed pinning region is defined, on both sides, by Eckhaus bifurcations of the periodic wavetrain whose wavenumber matches the local wavenumber within the localized structure at the corresponding parameter value. As a result, all of the folds on the L 0 branch correspond to side tangencies, and the folds corresponding to tip tangencies characteristic of standard snaking are absent. This fact is reflected in the profiles along the branch shown in Figure 17 (b). The figure shows the succession of solution profiles as one follows L 0 to larger L 2 -norm and reveals that L 0 contains, in succession, all four solution types, primary and hybrid localized states with maxima and minima at X = 0, in contrast to Example 1, in which we found a stack of isolas consisting of branch segments with primary and hybrid localized states of one or other type.
In Figure 18 we show a detail of the L 0 branch, focusing on the rate of accumulation of successive L 0 folds at the left edge of the pinning region (Figure 18(a) ). To leading order we expect the successive folds to follow the predicted scaling relation (6.1)
where n is the index of the fold (odd for left folds), γ n is the location of the nth fold, and γ ∞ is the location of the saddle-center corresponding to the Eckhaus boundary. Since measurements are made for finite n, we fit our numerical results to
where n 0 is a constant offset corresponding to Δt in (4. added an extra term wn 2 0 to the sum of squared errors in n to be minimized, where the weight w was chosen as w = 1/64. The result is shown in Figure 18 (b) with the best fit parameters k 1 = 1.96, k 2 = −44.5, and n 0 = −1.06. As is consistent with the remark ending section 4, the accumulation of every fold (i.e., n in steps of 2) follows the scaling relation equally well, even though the localized state at the nth fold with n = 4m − 1 (n = 4m − 3), m ∈ N, has a local minimum (maximum) in V (X) at X = 0. Figure 18 (c) compares the numerically determined slope n (Γ) with the prediction from (6.4). Although the limiting value γ ∞ cannot easily be measured directly, we have been able to adjust its value to make the slope n (Γ) almost constant for larger Γ outside the range of this figure. The decrease in the slope n (Γ) as Γ increases is visible for the smaller Γ used in this figure, and the dependence appears to be captured reasonably well by (6.4).
To gain further insight into the spatial dynamics of DMS, we have also computed the two-dimensional unstable manifold W u (A − ) intersected with the three-dimensional Poincaré section Σ ≡ {(U, U X , V, V X ) : U X = 0}. Figure 19 shows a collection of segments comprising W u (A − ) ∩ Σ, which are computed near the nth fold for increasing n, at a fixed value of γ slightly to the left of the DMS region. The two intersections between a segment and the symmetric section V X = 0, if present, create the pair of primary and hybrid localized states on the DMS branch at the corresponding n and γ. As shown in Figure 19(a) , the collection of segments consists of two clusters with the left (right) cluster consisting of those segments with n = 4m − 1 (n = 4m − 3), m ∈ N, and these segments create localized states with a local minimum (maximum) in V (X) at X = 0. Away from the symmetric section, the segments from the same cluster turn out to converge to a single trajectory, but more relevant for our purpose is the behavior near the symmetric section as shown in Figure 19 (b)-(c). For very small n, we expect the shape of the segment to undergo little change as γ varies near γ ∞ . At fixed γ, the evolution of points on this segment as n increases is then gradually taken over by the slow dynamics near the saddle-center. Finally, the value of n at which the last point crosses the symmetric section is the index of the fold that occurs at this chosen value of γ. This picture of fold accumulation is qualitatively the same as in Example 1, despite the fact that one cannot reduce the four-dimensional non-Hamiltonian ODE (6.3) to a two-dimensional map. The existence of a slowest trajectory is also evident from the formation of sharp turns in segments with larger n, as shown in Figure 19(d) -(e).
7.
Discussion. In this paper we have studied the properties of localized states associated with a heteroclinic cycle between a trivial state and a periodic state of saddle-center type. Our analysis, using appropriate return maps, demonstrates the presence of two types of localized states near this cycle-primary homoclinics and hybrid homoclinics. Each of these states is reflection-symmetric and has either a maximum or a minimum at the point of symmetry. The primary homoclinics represent the localized states familiar from standard snaking scenarios, i.e., a periodic wavetrain connected to the trivial state by a pair of fronts at either end. The hybrid states differ in having an extra defect or hump in the center and so resemble the states present in defect-mediated snaking. We have seen that when these states extend beyond the saddle-center bifurcation, corresponding to an Eckhaus instability, the folds on the corresponding snaking branch accumulate algebraically as n −4 .
In addition we have explored, by analyzing an appropriate codimension-two problem, how the branches of primary and hybrid states reconnect. We have checked the predicted algebraic convergence of folds in two numerical examples and in both cases found reasonable agreement with the exponent predicted by our theory. We have not, however, attempted to confirm quantitatively the predictions of the codimension-two analysis. On the other hand, our numerical exploration of Example 1 does show that with increasing parameter η the primary and hybrid snaking branches do indeed reconnect, forming a stack of figure-eight isolas. As one follows an isola one passes in succession through a primary state to a hybrid state and back again. In fact, there are two stacks of isolas-one corresponding to states with maxima at x = 0 and the other to states with minima at x = 0.
In contrast, in Example 2, the 1:1 forced CGL equation, we found instead a single snaking branch of localized states which visits each of the above four states in succession. The reason for this difference can be traced to the fact that in Example 1 only one boundary of the snaking region for isolas corresponds to a side tangency, while in Example 2 both boundaries correspond to Eckhaus points. In the spatial dynamics point of view these Eckhaus points correspond to saddle-center points that yield side tangencies [28] . It may also be the case that the cut taken in parameter space influences which kind of global bifurcation diagram is seen, much as in Figures 2 and 6 of [5] .
As already mentioned, near the folds, the solution typically changes from one resembling a primary localized state to one resembling a hybrid state. Asymptotically near such folds one expects to find bifurcations to nonsymmetric localized states. Such states should therefore be present outside the bistability region, in the regime of algebraic accumulation, and it would be of interest to study the properties of these states in this regime. In this connection we emphasize the crucial role played by the local wavenumber within the localized structure. This wavenumber, k(r), say, depends on the value of the parameter r within the pinning region (r − < r < r + ), sometimes strongly. For our scenario to apply the edge of the pinning region must correspond to values r = r ± such that the periodic wavetrains with wavenumber k ± = k(r ± ) are at threshold for Eckhaus instability. Thus it is the parameter dependence of the local wavenumber that ultimately determines the width of the pinning region. This dependence in turn follows from a conserved Hamiltonian [6] if such a Hamiltonian exists, but in systems with no conserved Hamiltonian the wavenumber selection process remains to be understood.
We wish to mention that qualitatively similar hybrid states exist in other systems, but their origin may be quite different. For example, in the quadratic-cubic Swift-Hohenberg equation there are regimes (see Figure 20 of [6] ) containing a large amplitude central oscillation embedded in a background of small oscillations that are in turn connected at either end to the trivial state. These states differ from those considered here in that the central oscillation is of large amplitude. Indeed, the states identified in [6] form as a result of an overlap of two distinct pinning regions, with the large amplitude localized states in the first pinning region falling under the influence of a second Maxwell point and ultimately forming a heteroclinic cycle involving the second, small amplitude oscillation. These states cannot be readily related to the unfolding of a saddle-center, although the large amplitude central oscillation may be viewed as being due to a large amplitude homoclinic to the small oscillations. In that system such homoclinics are associated with heteroclinic cycles between two different periodic orbits, and the present paper suggests possible approaches to studying the associated defect or hybrid states.
We have not in this paper fully addressed the fate of asymmetric or multipulse localized solutions in the context of the new snaking mechanism we have uncovered. This will be left for future work. Even in the standard scenarios such multipulse states lie on figure-eight isolas in a neighborhood of the usual pair of homoclinic snakes as described in [7, 21] . Thus it would be interesting to analyze what happens to such isolas under the assumptions of the codimension-two mechanism described in section 4. We have also observed that in some cases the stack of single pulse isolas shown in Figure 12 may terminate, and will describe the mechanism whereby this occurs in a future publication. Also left for future work is the possibility of a local description of the new algebraically accumulating snaking identified here, in the neighborhood of appropriate codimension-two local bifurcations. For equivalent theory for standard snaking, see [22, 11, 15] .
Another avenue left to be explored is the extension of the analysis to higher-dimensional systems. Intuitively, in such systems a center-manifold reduction analysis near a saddle-center transition point should lead to results similar to those obtained here. Such an approach could perhaps be used to understand why the five-dimensional spatial dynamics in Example 1 with complex spatial forcing exhibit behavior in such close agreement with the theory presented here, despite the absence of an obvious reduction to a two-dimensional map. Even for problems in two spatial dimensions, a similar analysis is likely to apply in the neighborhood of points where an Eckhaus instability of an array of periodic rolls interacts with a Pomeau pinning region for planar fronts; cf. [1] . On the other hand, the question of fully localized patterns in two dimensions, as in [26, 2] , is likely to be much more delicate.
Finally, and perhaps most importantly, we have not studied the temporal stability properties of the localized states, primary, hybrid and nonsymmetric, in the parameter regime where the spatially periodic state undergoes an Eckhaus instability. In an infinite wavetrain this instability leads to phase slips and a change in the wavenumber of the wavetrain. This process typically continues until the wavenumber falls again in the Eckhaus stable range and the wavetrain stabilizes. This picture is modified in the presence of fronts on either side of the structure in ways that are not fully understood. In addition, near the folds the fronts undergo a depinning transition [6] , and this instability can interact with the Eckhaus instability to modify the speed of the resulting fronts [29] .
