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Abstract
This paper improves the sequential update algorithm proposed in the paper (Masuyama,
Queueing Syst., Vol. 92, Nos. 1–2, 2019, pp. 173–200), which computes the stationary
distribution vector in continuous-time upper block-Hessenberg Markov chains (upper
BHMCs). The original algorithm requires an input parameter set (v, b,C) satisfying
both the Foster-Lyapunov drift condition and the convergence condition. Such a param-
eter set (v, b,C) may not be easy to find in some cases, and the convergence condition
does not necessarily hold for any upper BHMC. Furthermore, the original algorithm
computes the infinite sums involved with the vector v at each update procedure. These
problems are removed from the improved algorithm presented in this paper.
Keywords: Upper block-Hessenberg Markov chain (upper BHMC); Level-dependent
M/G/1-type Markov chain; Matrix-infinite-product (MIP) form; Last-block-column-
linearly-augmented truncation (LBCL-augmented truncation); Foster-Lyapunov drift con-
dition; Lyapunov function
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1 Introduction
The purpose of this paper is to improve the sequential update algorithm, proposed in [18],
for computing the stationary distribution vector in continuous-time upper block-Hessenberg
Markov chains (upper BHMCs).
We first provide the definition of upper BHMCs. LetN = {1, 2, 3, . . .}, Z+ = {0, 1, 2, . . .},
and
S =
∞⋃
k=0
{k} ×Mk,
∗This research was supported in part by JSPS KAKENHI Grant Numbers JP18K11181.
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where Mk = {1, 2, . . . ,Mk} ⊂ N for k ∈ Z+. Let Q := (q(k, i; ℓ, j))(k,i;ℓ,j)∈S2 denote a
proper Q-matrix (see Definition A.1), i.e.,
q(k, i; k, i) ∈ (−∞, 0], (k, i) ∈ S,
q(k, i; ℓ, j) ∈ [0,∞), (k, i) ∈ S, (ℓ, j) ∈ S \ {(k, i)},∑
(ℓ,j)∈S
q(k, i; ℓ, j) = 0, (k, i) ∈ S.
Assume thatQ is in an upper block-Hessenberg form:
Q =

L0 L1 L2 L3 · · ·
L0 Q0,0 Q0,1 Q0,2 Q0,3 · · ·
L1 Q1,0 Q1,1 Q1,2 Q1,3 · · ·
L2 O Q2,1 Q2,2 Q2,3 · · ·
L3 O O Q3,2 Q3,3 · · ·
...
...
...
...
...
. . .
, (1.1)
where Lk := {k} ×Mk is called level k and an element i of Mk is called phase i (of level
k). A Markov chain on state space S is said to be an upper block-Hessenberg Markov chain
(upper BHMC) if its (infinitesimal) generator is given by Q. Note that an upper BHMC may
be called a level-dependent M/G/1-type Markov chain.
Throughout the paper, unless otherwise stated, we assume that generator Q is ergodic
(i.e., irreducible and positive recurrent). We then define π := (π(k, i))(k,i)∈S as the unique
and positive stationary distribution vector of the ergodic generatorQ (see, e.g., [1, Chapter 5,
Theorems 4.4 and 4.5]). Thus,
πQ = 0, πe = 1, π > 0,
where e denotes a column vector of ones with an appropriate dimension. For later reference,
let π(k) = (π(k, i))i∈Mk for k ∈ Z+, which leads to the partition of π:
π =
(L0 L1 · · ·
π0 π1 · · ·
)
.
Furthermore, let π(N), N ∈ N, denote
π(N) =
(π0,π1, . . . ,πN)∑N
ℓ=0 πℓe
, (1.2)
which is referred to as the conditional stationary distribution vector. For any sufficiently large
N , π(N) is considered an approximation to π.
There have been several related studies, which target at computing the approximation to
the stationary distribution vector in upper BHMCs and level-dependent quasi-birth-and-death
processes (LD-QBDs). The LD-QBD is a special case of upper BHMCs. For LD-QBDs, the
studies [3, 5, 22] present the algorithms for computing the conditional stationary distribution
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vector π(N). For upper BHMCs, Takine [25] proposes an algorithm for π(N) under some
additional conditions, which are removed by Kimura and Takine [9]. In addition, Shin and
Pearce [24], Li et al. [14], and Klimenok and Dudin [12] establish algorithms for approxi-
mately computing the stationary distribution vector in upper BHMCs by making transition
rates (or transition probabilities) eventually level independent.
We note that the algorithms of [22, 24] have their respective update procedures to im-
prove the results, though those procedures simply repeat, from scratch, the main parts of the
algorithms until the difference from the last results is negligible. Therefore, the algorithms
of [22, 24] are basically designed to compute the approximation to the stationary distribution
vector. In conclusion, we can say that all the existing algorithms [3, 5, 9, 12, 14, 22, 24]
target at computing the approximations to the stationary distribution vectors of upper BHMCs
and/or LD-QBDs.
On the other hand, Masuyama [18] targets at computing the stationary distribution vec-
tor π itself in upper BHMCs. More specifically, Masuyama [18] proposes a sequential up-
date algorithm (see Algorithm 1 below) that generates a convergent sequence of last-block-
column-linearly-augmented truncation approximations (LBCL-augmented truncation approx-
imations), which yields a matrix-infinite-product (MIP) form of π (see also [17]). The re-
markable feature of the sequential update algorithm is to utilize the components of the current
approximation in order to generate efficiently a new approximation.
However, the sequential update algorithm of [18] has certain input parameters: a positive
column vector v := (v(k, i))(k,i)∈S such that inf(k,i)∈S v(k, i) > 0; a constant b ∈ (0,∞); and
a finite set C ⊂ S (see Remark 2.6 below). For convenience, let V denote the space of input
parameter sets represented by (v, b,C). The sequential update algorithm requires an input
parameter set (v, b,C) ∈ V to satisfy the following two conditions (see [18, Conditions 1 and
2]).
Condition 1 (Foster-Lyapunov drift condition)
Qv ≤ −e+ b1C,
where 1A := (1A(k, i))(k,i)∈S, A ⊆ S, denotes a column vector defined by
1A(k, i) =
{
1, (k, i) ∈ S,
0, (k, i) ∈ S \ A.
Condition 2 (Convergence condition for the algorithm in [18])∑
(n,i)∈S
π(n, i)|q(n, i;n, i)|v(n, i) <∞.
As is well known (see, e.g., [13]), Condition 1 holds for some (v, b,C) ∈ V if and only if
the generatorQ is ergodic. Nevertheless, it may not be easy to find a (v, b,C) ∈ V satisfying
this drift condition, in some cases. Note here that the vector v of Condition 1 is required to
establish a certain series of linear fractional programming (LFP) problems. Their solutions
are the essential components of LBCL-augmented truncation approximations that converge
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to an MIP form of the stationary distribution vector π provided that Condition 2 is satisfied.
However, Condition 2 does not necessarily hold for any upper BHMC. Therefore, there exist
upper BHMCs to which the sequential update algorithm is not applicable (such an example is
presented in Appendix B). In addition, the objective functions of the LFP problems require to
compute the infinite sums:
∞∑
ℓ=n+1
Qk,ℓvℓ, n ∈ Z+, k = 0, 1, . . . , n, (1.3)
where vℓ = (v(ℓ, i))i∈Mℓ for ℓ ∈ Z+. Clearly, computing the infinite sums is of infinite (time)
complexity, in general.
The contribution of this paper is to solve these problems on the input parameters, the
convergence condition, and the infinite sums. More specifically, this paper improves the se-
quential update algorithm of [18] so that the input parameter set (v, b,C) ∈ V is removed,
and the algorithm always converges to the stationary distribution without any convergence
condition and also is free from computing any infinite sums like (1.3).
The rest of this paper is divided into two sections. Section 2 describes the original sequen-
tial update algorithm in [18], and Section 3 presents an improved version of it.
2 Preliminary results
The sequential update algorithm in [18] is based on the LBCL-augmented truncation approx-
imation. We first describe the LBCL-augmented truncation approximation and then provide
the sequential update algorithm.
Let Sn =
⋃n
k=0 Lk for n ∈ Z+. Let (n)Q := ((n)q(k, i; ℓ, j))(k,i;ℓ,j)∈(Sn)2 , n ∈ Z+, denote a
submatrix of the proper Q-matrixQ such that
(n)Q =

Q0,0 Q0,1 Q0,2 · · · Q0,n−2 Q0,n−1 Q0,n
Q1,0 Q1,1 Q1,2 · · · Q1,n−2 Q1,n−1 Q1,n
O Q2,1 Q2,2 · · · Q2,n−2 Q2,n−1 Q2,n
...
...
...
. . .
...
...
...
O O O · · · Qn−1,n−2 Qn−1,n−1 Qn−1,n
O O O · · · O Qn,n−1 Qn,n

.
Furthermore, let (n)α̂, n ∈ Z+, denote
(n)α̂ =
(Sn−1 Ln
0 αn
)
,
where S−1 = ∅ and αn := (αn(j))j∈Mn is a probability vector.
We now define (n)Q̂ := ((n)q̂(k, i; ℓ, j))(k,i;ℓ,j)∈(Sn)2 , n ∈ Z+, as
(n)Q̂ = (n)Q− (n)Qe(n)α̂, n ∈ Z+.
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The matrix (n)Q̂ is a properQ-matrix, and can be considered a linearly-augmented truncation
of Q such that the augmentation distribution (n)α̂ has its probability masses only on the last
block column (see [18, Section 1]). Thus, (n)Q̂ is referred to as the last-block-column-linearly-
augmented truncation (LBCL-augmented truncation).
The LBCL-augmented truncation (n)Q̂ is a finite properQ-matrix and thus has a stationary
distribution vector. Let (n)π̂ := ((n)π̂(k, i))(k,i)∈Sn , n ∈ Z+, denote
(n)π̂ =
(n)α̂(−(n)Q)
−1
(n)α̂(−(n)Q)−1e
, n ∈ Z+.
Clearly, (n)π̂ is a probability vector satisfying (n)π̂(n)Q̂ = (n)π̂, that is, a stationary distribu-
tion vector of the LBCL-augmented truncation (n)Q̂. We refer to (n)π̂ as the LBCL-augmented
truncation approximation to π.
The LBCL-augmented truncation (n)Q̂ inherits the upper block-Hessenberg structure from
Q. The structure yields a matrix-product form of
(n)π̂ = ((n)π̂0, (n)π̂1, . . . , (n)π̂n),
where (n)π̂k = ((n)π̂(k, i))i∈Mk for n ∈ Z+ and k ∈ Zn := {0, 1, . . . , n}. Moreover, the
matrix-product form of (n)π̂ leads to a matrix-infinite-product (MIP) form of π, which is the
basis of the sequential update algorithm in [18].
We describe the matrix-product form of (n)π̂ = ((n)π̂0, (n)π̂1, . . . , (n)π̂n). Let
U ∗n =

(−Q0,0)
−1, n = 0,(
−Qn,n −
n−1∑
ℓ=0
Un,ℓQℓ,n
)−1
, n ∈ N,
(2.1)
where the empty sum is defined as zero (e.g.,
∑−1
ℓ=0 · = 0), and where, for n ∈ Z+,
Un,k =
{
(Qn,n−1U
∗
n−1)(Qn−1,n−2U
∗
n−2) · · · (Qk+1,kU
∗
k ), k ∈ Zn−1,
I, k = n.
(2.2)
We then have (see [18, Remark 2.2])
πℓ = πnUn,ℓ, n ∈ N, ℓ ∈ Zn. (2.3)
For n ∈ Z+, we also define U
∗
n,k (k ∈ Zn) and u
∗
n := (u
∗
n(i))i∈Mn as
U ∗n,k = U
∗
nUn,k, k ∈ Zn, (2.4)
u∗n =
n∑
ℓ=0
U ∗n,ℓe =
n∑
ℓ=0
U ∗nUn,ℓe > 0, (2.5)
where u∗n > 0 follows from [18, Remark 2.3]. Combining (2.4), (2.5), and [18, Lemma 2.2],
we obtain the matrix-product form of (n)π̂ = ((n)π̂0, (n)π̂1, . . . , (n)π̂n).
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Proposition 2.1 ([18, Equation (2.21)]) For n ∈ Z+ and k ∈ Zn,
(n)π̂k =
αnU
∗
n,k
αnu∗n
, (2.6)
or equivalently,
(n)π̂k =
αnU
∗
nUn−1Un−2 · · ·Uk
αn
∑n
ℓ=0U
∗
nUn−1Un−2 · · ·Uℓe
,
where Uk = Qk+1,kU
∗
k for k ∈ Z+.
Basically, an MIP of π is obtained as the limit of the matrix-product form of (n)π̂ as
n→∞. However, this is not necessarily the case for any augmentation distribution (n)α̂ (see
[18, Section 2.3]). Therefore, we have to choose {(n)α̂;n ∈ Z+} so that {(n)π̂;n ∈ Z+} can
converge to π.
For this purpose, Masuyama [18] considers the following LFP problem for each n ∈ Z+:
Problem 2.2
Minimize
αnyn
αnu∗n
;
Subject to αne = 1,
αn ≥ 0,
where yn := (yn(i))i∈Mn is given by
yn = vn +
n∑
k=0
U ∗n,k
∞∑
ℓ=n+1
Qk,ℓvℓ > 0. (2.8)
Remark 2.3 IfQ is an LD-QBD generator, that is,Qk,ℓ = O for all k ∈ Z+ and |k− ℓ| > 1,
then Equation (2.8) is reduced to
yn = vn +U
∗
n,nQn,n+1vn+1.
It follows from [18, Theorem 3.1] that an optimal solution of Problem 2.2 is given by a
probability vector α†n := (α
†
n(j))j∈Mn such that
α†n(j) =
{
1, j = j†n,
0, j 6= j†n,
(2.9)
where
j†n ∈ argmin
j∈Mn
yn(j)
u∗n(j)
. (2.10)
Using the optimal solution α†n, we define (n)π̂
† := ((n)π̂
†
0, (n)π̂
†
1, . . . , (n)π̂
†
n) as a probability
vector such that
(n)π̂
†
k =
α†nU
∗
n,k
α
†
nu∗n
=
row{U ∗n,k}j†n
u∗n(j
†
n)
, k ∈ Zn, (2.11)
where row{ · }j denotes the j-th row of the matrix in the brackets. We then have the following
result.
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Proposition 2.4 ([18, Theorem 3.2]) If Conditions 1 and 2 hold for some (v, b,C) ∈ V , then
lim
n→∞
‖(n)π̂
† − π‖ = 0.
Remark 2.5 The probability vector (n)π̂
† corresponds to “(n)π̂
∗ ” in the original statement
of [18, Theorem 3.2]. Similarly, (n)α
† and j†n correspond to “(n)α
∗ ” and “j∗n ”, respectively,
used in [18].
Proposition 2.4, together with Proposition 2.1, yields a matrix-infinite-product (MIP) form
of π = (π0,π1, . . . ) (see [18, Corollary 3.1]):
πk = lim
n→∞
α†nU
∗
n,k
α
†
nu∗n
= lim
n→∞
α†nU
∗
nUn−1Un−2 · · ·Uk
α
†
n
∑n
ℓ=0U
∗
nUn−1Un−2 · · ·Uℓe
, (2.12)
where the limits converge uniformly for all k ∈ Z+. Based on this MIP form, Masuyama [18]
proposes the sequential update algorithm (Algorithm 1 below), which computes the conver-
gent sequence {(n)π̂
†;n ∈ Z+} to π by using the recursions of {U
∗
n,k} and {u
∗
n} (see [18,
Equations (3.23)–(3.25)]):
U ∗0,0 = U
∗
0 = (−Q0,0)
−1, (2.13a)
U ∗n,k =
{
U ∗nQn,n−1 ·U
∗
n−1,k, n ∈ N, k ∈ Zn−1,
U ∗n, n ∈ N, k = n,
(2.13b)
and
u∗0 = U
∗
0e = (−Q0,0)
−1e, (2.14a)
u∗n = U
∗
n
(
e+Qn,n−1u
∗
n−1
)
, n ∈ N, (2.14b)
with
U ∗n =
(
−Qn,n −Qn,n−1
n−1∑
ℓ=0
U ∗n−1,ℓQℓ,n
)−1
, n ∈ N. (2.15)
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Algorithm 1: The original sequential update algorithm proposed in [18]
Input: Q, ε ∈ (0, 1), increasing sequence {nℓ ∈ N; ℓ ∈ Z+}, and
(v, b,C) satisfying Conditions 1 and 2.
Output: (n)π̂
† = ((n)π̂
†
0, (n)π̂
†
1, . . . , (n)π̂
†
n), where n ∈ Z+ is fixed when the iteration stops.
1. Set n = 0 and ℓ = 1.
2. ComputeU ∗0 by (2.13a) and u
∗
0 by (2.14a).
3. Iterate (a)–(d) below:
(a) Increment n by one.
(b) ComputeU ∗n = U
∗
n,n by (2.15).
(c) ComputeU ∗n,k, k = 0, 1, . . . , n− 1, by (2.13b), and then compute u
∗
n by (2.14b).
(d) If n = nℓ, then perform the following:
i. Compute yn by (2.8), and find j
†
n satisfying (2.10).
ii. Compute (n)π̂
†
k, k = 0, 1, . . . , n, by (2.11).
iii. If ‖(nℓ)π̂
† − (nℓ−1)π̂
†‖ < ε, then stop the iteration; otherwise increment ℓ by
one and return to step (a).
Remark 2.6 In the original description in [18] of the above algorithm, the following opera-
tion is inserted as the first step: “Find v > 0, b > 0, and C ∈ S such that Conditions 1 and 2
hold”. However, in general, this cannot be performed algorithmically. Rather, v > 0, b > 0,
and C ∈ S are input parameters of the algorithm, as described in Algorithm 1 above.
Algorithm 1 has three drawbacks. The first one is to require an input parameter set
(b,C, v) ∈ V satisfying Conditions 1 and 2. To find such a set (b,C, v) ∈ V may not be
easy in some cases. The second one is that the convergence condition, Condition 2, does not
always hold. Appendix B provides an example violating Condition 2. The third one is to
perform the infinite sums
∞∑
ℓ=n+1
Qk,ℓvℓ, k = 0, 1, . . . , n,
in order to compute yn by (2.8). Remark 3.6 in [18] mentions special cases such that these
infinite sums can be avoided. Except for such favorable cases, we generally have to compute
the infinite sums in (2.8).
The contribution of this paper is to solve the three drawbacks, mentioned above, of Algo-
rithm 1.
3 Main results
In this section, we first show theoretical results that contribute to improving Algorithm 1, and
then present an improved version of the algorithm. For this purpose, we formulate another
LFP problem different from Problem 2.2, which requires some definitions.
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Let K denote an arbitrary finite subset of Z+, and let K = maxK. Moreover, for any
n ∈ Z+, let Zn = Z+ \ Zn = {n + 1, n + 2, . . . }. We then define u
∗
n,K := (u
∗
n,K(i))i∈Mn ,
n ∈ ZK−1, as
u∗n,K =
∑
ℓ∈K
U ∗n,ℓe = U
∗
n
∑
ℓ∈K
Un,ℓe, (3.1)
where the second equality is due to (2.4). The definition (3.1) together with (2.13b) implies
that the sequence {u∗n,K;n = K,K + 1, . . . } satisfies the following recursion:
u∗n,K =

∑
ℓ∈K
U ∗K,ℓe, n = K,
U ∗nQn,n−1 · u
∗
n−1,K, n ∈ ZK .
(3.2)
We also define I+n , n ∈ Z+, as
I
+
n =
{
j ∈Mn; [e
⊤Qn+1,n]j > 0
}
, n ∈ Z+,
where [ · ]j denotes the j-th element of the (row or column) vector in the square brackets. Note
that I+n consists of the phases of Ln which accept direct (incoming) transitions from Ln+1. In
addition, sinceQn+1,n is nonnegative,
[e⊤Qn+1,n]j = 0, j ∈Mn \ I
+
n . (3.3)
The following is our new LFP problem, which is formulated for each n ∈ ZK−1.
Problem 3.1
Maximize rn(αn) :=
αnu
∗
n,K
αnu∗n
; (3.4a)
Subject to αne = 1, (3.4b)
αn(j) = 0, j ∈Mn \ I
+
n , (3.4c)
αn ≥ 0. (3.4d)
Remark 3.2 Problem 3.1 replaces yn of Problem 2.2 with u
∗
n,K. For each n ∈ ZK−1, the
vector u∗n,K can be computed by the recursion (3.2) in a finite number of operations. Further-
more, Problem 3.1 has the additional equal constraint (3.4c), which can reduce the cost of
finding its optimal solution.
Lemma 3.3 below provides us with a way to find an optimal solution.
Lemma 3.3 For n ∈ ZK−1, fix j
∗
n ∈ I
+
n such that
j∗n ∈ J
∗
n := argmax
j∈I+n
u∗n,K(j)
u∗n(j)
, (3.5)
and let α∗n := (α
∗
n(j))j∈Mn denote a unit (row) vector such that
α∗n(j) =
{
1, j = j∗n,
0, j 6= j∗n.
(3.6)
It then holds that α∗n is an optimal solution of Problem 3.1.
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Proof. It follows from (3.6) and j∗n ∈ J
∗
n that
ξn :=
α∗nu
∗
n,K
α∗nu
∗
n
=
u∗n,K(j
∗
n)
u∗n(j
∗
n)
= max
j∈I+n
u∗n,K(j)
u∗n(j)
, (3.7)
which yields u∗n,K(j) ≤ ξnu
∗
n(j) for all j ∈ I
+
n . Thus, for any feasible solution αn satisfying
(3.4b)–(3.4d), we obtain
αnu
∗
n,K =
∑
j∈I+n
αn(j)u
∗
n,K(j) ≤ ξn
∑
j∈I+n
αn(j)u
∗
n(j) = ξnαnu
∗
n. (3.8)
Combining (3.7) and (3.8) yields
r(αn) =
αnu
∗
n,K
αnu∗n
≤ ξn =
α∗nu
∗
n,K
α∗nu
∗
n
= r(α∗n),
which shows that α∗n is an optimal solution of Problem 3.1. ✷
Remark 3.4 For each n ∈ ZK−1, the maximum value r(α
∗
n) of the objective function is
positive, which follows from
u∗n,K ≥ 0, 6= 0. (3.9)
For completeness, we prove that (3.9) holds. Suppose that u∗n,K = 0. The definition (2.1)
implies that the diagonal elements of U ∗n are all positive. Thus, from (3.1) and u
∗
n,K = 0, we
have Un,ℓ = O for all ℓ ∈ K. Moreover, (2.3) yields
∑
ℓ∈K πℓ = πn
∑
ℓ∈KUn,ℓ = 0, which
contradicts π > 0.
Lemma 3.3 states that finding an element in J∗n ⊆ I
+
n yields an optimal solution α
∗
n of
Problem 3.1. This task can be lightened by the following lemma.
Lemma 3.5 Let
O
+
n := {i ∈Mn; [U
∗
nQn,n−1e]i > 0}, n ∈ N. (3.10)
It then holds that
J
∗
n = argmax
j∈I+n∩O
+
n
u∗n,K(j)
u∗n(j)
, n ∈ ZK−1. (3.11)
Remark 3.6 Constructing the setO+n needs to identify the nonzero rows ofU
∗
nQn,n−1, though
this matrix product is not an extra “intermediate product”. The matrix product U ∗nQn,n−1 is
a crucial component of the recursion (2.13b) of {U ∗n,k}. Furthermore, the construction of the
setO+n may be easily performed based on the probabilistic interpretation: The setO
+
n consists
of the phases of Ln which are the starting points of (outgoing) paths ultimately leaving Ln and
reaching Ln−1 while avoiding ∪
∞
k=n+1Lk.
Proof of Lemma 3.5 It suffices to show (see (3.5) and Remark 3.4) that
[u∗n,K]i = 0, i ∈Mn \O
+
n , n ∈ ZK−1. (3.12)
Improving the sequential update algorithm for upper BHMCs 11
Equations (3.1) and (2.13b) yield
u∗n,K = U
∗
nQn,n−1
∑
ℓ∈K
Un−1,ℓe, n ∈ ZK−1.
Furthermore, (3.10) shows that
U ∗nQn,n−1 =
(Mn−1
O+n ∗
Mn \O
+
n O
)
, n ∈ N.
Therefore, (3.12) holds. ✷
For each n ∈ ZK−1, we define (n)π̂
∗
k, k ∈ Zn, as a vector obtained by replacing αn in
(2.6) with α∗n, i.e.,
(n)π̂
∗
k =
α∗nU
∗
n,k
α∗nu
∗
n
=
row{U ∗n,k}j∗n
u∗n(j
∗
n)
, k ∈ Zn. (3.13)
The vector (n)π̂
∗ := ((n)π̂
∗
0, (n)π̂
∗
1, . . . , (n)π̂
∗
n) is an LBCL-augmented truncation approxima-
tion to π. Furthermore, it follows from (3.13), (3.1), and (3.4a) that∑
ℓ∈K
(n)π̂
∗
ℓe =
α∗nu
∗
n,K
α∗nu
∗
n
= rn(α
∗
n). (3.14)
Using this equation, we obtain the following lemma.
Lemma 3.7
lim inf
n→∞
∑
ℓ∈K
(n)π̂
∗
ℓe ≥
∑
ℓ∈K
πℓe. (3.15)
Proof. It follows from (3.14) and Lemma 3.3 that any feasible solution αn satisfies
r(αn) ≤ r(α
∗
n) =
∑
ℓ∈K
(n)π̂
∗
ℓe.
Therefore, to prove (3.15), it suffices to construct a feasible solution α˜n := (α˜n(j))j∈Mn
satisfying
lim
n→∞
r(α˜n) =
∑
ℓ∈K
πℓe. (3.16)
Let α˜n := (α˜n(j))j∈Mn , n ∈ Z+, denote a probability vector such that
α˜n =
πn+1Qn+1,n
πn+1Qn+1,ne
, n ∈ Z+, (3.17)
where πn+1Qn+1,n ≥ 0, 6= 0 because π > 0 and Qn+1,n ≥ O, 6= O (due to (1.1) and the
ergodicity ofQ). From (3.3) and (3.17), we have
α˜n(j) = 0, j ∈Mn \ I
+
n ,
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which shows that α˜n is a feasible solution of Problem 3.1.
We prove that (3.16) is achieved by the probability vector α˜n given in (3.17). Substituting
α = α˜ into (3.4a), and using (3.17), (2.5), and (3.1), we obtain
rn(α˜n) =
πn+1Qn+1,nu
∗
n,K
πn+1Qn+1,nu∗n
=
πn+1Qn+1,n
∑
ℓ∈KU
∗
nUn,ℓe
πn+1Qn+1,n
∑n
ℓ=0U
∗
nUn,ℓe
, n ∈ ZK . (3.18)
From (2.2) and (2.3), we also have
πn+1Qn+1,nU
∗
nUn,ℓ = πn+1Un+1,ℓ = πℓe, ℓ ∈ Zn.
Using this, we rewrite (3.18) as
rn(α˜n) =
∑
ℓ∈K πℓe∑n
ℓ=0 πℓe
, n ∈ ZK−1,
which leads to (3.16). ✷
We are now ready to present the main theorem of this paper, except for defining the total
variation distance: For vectors h1 := (h1(j))j∈A and h2 := (h2(j))j∈B,
‖h1 − h2‖ :=
∑
j∈A∩B
|h1(j)− h2(j)|+
∑
j∈A\B
|h1(j)|+
∑
j∈B\A
|h2(j)|,
where A and B are subsets of a common countable set.
The following is the main theorem of this paper, which is an immediate consequence of
Lemma 3.7 and Theorem A.8.
Theorem 3.8
lim
n→∞
‖(n)π̂
∗ − π‖ = 0.
Theorem 3.8 yields a new MIP form of π = (π0,π1, . . . ), different from (2.12).
Corollary 3.9 For k ∈ Z+,
πk = lim
n→∞
α∗nU
∗
n,k
α∗nu
∗
n
= lim
n→∞
α∗nU
∗
nUn−1Un−2 · · ·Uk
α∗n
∑n
ℓ=0U
∗
nUn−1Un−2 · · ·Uℓe
. (3.19)
Furthermore, this limit converges uniformly for all k ∈ Z+.
Proof. The proof of this corollary is the same as that of [18, Corollary 3.1]. ✷
The new MIP form (3.19) is very similar to the MIP form (2.12). The difference between
the two forms lies in whether using α†n given in (2.9) or using α
∗
n given in (3.6). Recall that
α†n of the MIP form (2.12) is an optimal solution of Problem 2.2 and its objective function
requires yn including the infinite sums associated with the vector v of the input parameter
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set (v, b,C) satisfying Conditions 1 and 2. On the other hand, α∗n of the MIP form (3.19)
is an optimal solution of Problem 3.1, which does not need any input parameter set (v, b,C)
satisfying Conditions 1 and 2. The objective function of Problem 3.1 requires u∗n,K given in
(3.1), instead of yn. Unlike yn, the vector u
∗
n,K is calculated in a finite number of operations
(see Remark 3.2). In addition, Theorem 3.8 shows that the newMIP form (3.19) holds for any
ergodic upper BHMC without any additional condition.
These advantages of the new MIP form (3.19) enable us to improve Algorithm 1, that
is, the original sequential update algorithm in [18]. Our improved algorithm is described as
follows.
Algorithm 2: An improved version of the sequential update algorithm in [18]
Input: Q, ε ∈ (0, 1), finite set K ⊂ Z+, and increasing sequence {nℓ ∈ ZK ; ℓ ∈ Z+}.
Output: (n)π̂
∗ = ((n)π̂
∗
0, (n)π̂
∗
1, . . . , (n)π̂
∗
n), where n ∈ ZK is fixed when the iteration stops.
1. Set n = 0 and ℓ = 1.
2. ComputeU ∗0 by (2.13a) and u
∗
0 by (2.14a).
3. Iterate (a)–(d) below:
(a) Increment n by one.
(b) ComputeU ∗n = U
∗
n,n by (2.15).
(c) ComputeU ∗n,k, k = 0, 1, . . . , n− 1, by (2.13b), and then compute u
∗
n by (2.14b).
(d) If n = nℓ, then perform the following:
i. Compute u∗n,K by (3.2), and find an element j
∗
n of J
∗
n given by (3.11).
ii. Compute (n)π̂
∗
k, k = 0, 1, . . . , n, by (3.13).
iii. If ‖(nℓ)π̂
∗ − (nℓ−1)π̂
∗‖ < ε, then stop the iteration; otherwise increment ℓ by
one and return to step (a).
Remark 3.10 The choice of finite set K ⊂ Z+ can impact on the convergence speed of Algo-
rithm 2. However, it would be difficult to discuss theoretically an optimal set K. A reasonable
choice of K would be ZK = {0, 1, . . . , K}.
Remark 3.11 If (nℓ)π̂
∗ is enough close to the stationary distribution vector π, then the stop-
ping criterion of Step (3.d.iii)
‖(nℓ)π̂
∗ − (nℓ−1)π̂
∗‖ < ε (3.20)
is certainly satisfied. However, the reverse is not necessarily true. More specifically, the
iterationmay stop with not enough large nℓ and thus the output (nℓ)π̂
∗ may not be enough close
to π. Such an undesirable situation can be avoided by choosing the sequence {nℓ; ℓ ∈ Z+}
such that it is rapidly increasing, e.g., nℓ = 2
ℓ +K.
Remark 3.12 We can encounter a case opposite to the one considered in Remark 3.11, that is,
the case where the stopping criterion (3.20) is not easily satisfied. Consider the total variation
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distance ‖(n)π̂
∗ − π‖. By definition,
‖(n)π̂
∗ − π‖ =
n∑
k=0
‖(n)π̂
∗
k − πk‖+
∞∑
k=n+1
πke, n ∈ Z+.
Therefore, the convergence of {(n)π̂
∗;n ∈ Z+} toπ can be extremely slow if the tail
∑∞
k=n+1πke
is heavy, that is, the stationary distribution vector π is heavy-tailed. In such cases, it may be
better to fix N ∈ Z+ arbitrarily and to use the following stopping criterion, instead of (3.20):
N∑
k=0
∥∥∥∥∥ α∗nℓU ∗nℓ,k∑N
m=0α
∗
nℓ
U ∗nℓ,m
−
α∗nℓ−1U
∗
nℓ−1,k∑N
m=0α
∗
nℓ−1
U ∗nℓ−1,m
∥∥∥∥∥
=
N∑
k=0
∥∥∥∥∥ (nℓ)π̂∗k∑N
m=0 (nℓ)π̂
∗
me
−
(nℓ−1)π̂
∗
k∑N
m=0 (nℓ−1)π̂
∗
me
∥∥∥∥∥ < ε, (3.21)
where the equality is due to (2.5), (3.1), and (3.13). This alternative criterion (3.21) (theoret-
ically) holds for all sufficiently large n ∈ Z+ because
lim
n→∞
∥∥∥∥∥((n)π̂∗0, (n)π̂∗1 , . . . , (n)π̂∗N)∑N
m=0 (n)π̂
∗
me
− π(N)
∥∥∥∥∥ = 0,
where π(N) is given by (1.2). Note that using the alternative criterion (3.21) substantially
means approximately computing the conditional stationary distribution π(N).
A Subinvariant measures of Q-matrices
This section presents basic results on the subinvariant measure of Q-matrices. They are a
foundation of the main results of this paper. Especially, Theorem A.8 below is crucial to
Theorem 3.8, which guarantees the convergence of Algorithm 2.
We redefine the symbols S and Q introduced in the body of the paper: Let S denote a
countable set, and let Q := (q(i, j))i,j∈S denote a Q-matrix (see, e.g., [1, page 64]), that is, a
diagonally dominant matrix such that
q(i, i) ∈ [−∞, 0], i ∈ S,
q(i, j) ∈ [0,∞), i ∈ S, j ∈ S \ {i},∑
j∈S
q(i, j) ≤ 0, i ∈ S.
We now define the type of Q-matrices on which we focus in this section.
Definition A.1 A Q-matrixQ is said to be proper if and only if it is stable and conservative,
that is, satisfies the following: For all i ∈ S,
(i) q(i, i) is finite (stability); and
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(ii)
∑
j∈S q(i, j) = 0 (conservativity).
Remark A.2 A proper Q-matrix is not necessarily regular (or equivalently, non-explosive).
Indeed, a proper Q-matrixQ is regular if and only if, for any λ > 0, the system of equations
Qx = λx with x := (x(i))i∈S ≥ 0
has no bounded solution other than x = 0 (see, e.g., [1, Chapter 2, Theorem 2.7] and [4,
Chapter 8, Theorem 4.4]).
A proper Q-matrix Q can be considered the (infinitesimal) generator of a regular-jump
Markov chain on state space S (see, e.g., [4, Chapter 8, Definition 2.5]). For convenience,
we denote such a Markov chain by {Φ(t); t ≥ 0}. As is well known, the irreducibility and
recurrence of {Φ(t)} have a relation to the existence and property of the subinvariant measure
ofQ.
We provide the definition of the subinvariant measure of the proper Q-matrixQ, and then
define the irreducibility and recurrence of {Φ(t)}.
Definition A.3 For a proper Q-matrix Q, a vector µ := (µ(j))j∈S ≥ 0, 6= 0 is said to be a
subinvariant measure if
µQ ≤ 0.
Furthermore, if µQ = 0, then µ is said to be an invariant (or a stationary) measure. Note
that if an invariant measure is a probability vector then it may be called an invariant (or
a stationary) probability measure or a stationary distribution vector (stationary distribution).
Especially, the latter tends to be used keeping in mind theMarkov chain {Φ(t)}with generator
Q.
Defining the irreducibility and recurrence of {Φ(t)} needs some preparations. Let
P = I + diag{−Q}−1Q, (A.1)
where diag{−Q} is a diagonal matrix whose diagonal elements are identical to those of −Q.
The stochastic matrix P is the transition probability matrix of an embedded discrete-time
Markov chain for {Φ(t)} with generatorQ (see, e.g., [4, Chapter 8, Section 4.2]). Hence, we
call P the embedded transition probability matrix of {Φ(t)} with generatorQ.
Definition A.4 The proper Q-matrix Q and its Markov chain {Φ(t)} are irreducible (resp.
transient, recurrent) if and only if the embedded transition probability matrix P in (A.1) is
irreducible (resp. transient, recurrent) (see, e.g., [4, Chapter 8, Definitions 5.1 and 5.2]). Fur-
thermore, the irreducible Q-matrix Q and its Markov chain {Φ(t)} are ergodic (i.e., positive
recurrent) if and only if there exists a summable invariant measure unique up to constant
multiples (see, e.g., [4, Chapter 8, Definition 5.4, Theorems 5.1–5.3]).
The following proposition summarizes the basic results on the existence and property of
the subinvariant measure of a proper Q-matrix.
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Proposition A.5 Suppose that the proper Q-matrix Q is irreducible. The following state-
ments hold:
(i) There always exists a subinvariant measure ofQ.
(ii) Any subinvariant measure ofQ is positive, that is, its elements are all positive.
(iii) If Q is recurrent, then it has an invariant measure, which is unique up to constant
multiples.
(iv) If µ is a subinvariant measure of recurrentQ, then it is an invariant measure.
(v) The matrixQ has no invariant measures if and only if it is transient.
Proof. Let η denote
η = µdiag{−Q} ≥ 0, 6= 0. (A.2)
It then follows from (A.1) and (A.2) that
ηP = η + µQ.
Thus, η is a subinvariant (resp. an invariant) measure of the embedded transition probability
matrix P (see, e.g., [23, Definition 5.3]) if and only if µQ ≤ 0 (resp. µQ = 0) or equiva-
lently, µ is a subinvariant (resp. an invariant) measure of the proper Q-matrix Q. Therefore,
the present lemma is an immediate consequence of Theorem 5.4 (together with its corollary)
and Lemmas 5.5 and 5.6 in [23]. That causality is as follows:
[23, Lemma 5.5] =⇒ Statement (i),
[23, Lemma 5.6] =⇒ Statement (ii),
[23, Theorem 5.4] =⇒ Statement (iii),
[23, The corollary of Theorem 5.4] =⇒ Statement (iv),
[23, Theorem 5.4] =⇒ Statement (v).
✷
Proposition A.5 states that an ergodicQ-matrix has the unique stationary distribution vec-
tor. If the ergodic Q-matrix has infinite order (the corresponding Markov chain has infinite
states), then the unique stationary distribution vector is the solution of an infinite set of bal-
ance equations, which is not easy to solve in general. The augmented truncation is a practical
method for approximately computing the stationary distribution vector in Markov chains with
infinite states (see [7, 26, 15]). However, the augmented truncation has an infinite number
of varieties, and some of them do not generate convergent approximations to the stationary
distribution vector (see [26]).
The rest of this section is devoted to providing useful results on the convergence of aug-
mented truncation approximations. For this purpose, we assume the following.
Assumption A.6
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(i) The proper Q-matrix Q is ergodic with the unique stationary distribution vector π :=
(π(j))j∈S > 0 (see Proposition A.5).
(ii) For all n ∈ Z+,Qn := (qn(i, j))i,j∈S is a properQ-matrix that has at least one stationary
distribution vector, denoted by πn := (πn(j))j∈S.
(iii) limn→∞ qn(i, j) = q(i, j) for all i, j ∈ S.
Under Assumption A.6, we present Lemma A.7 and Theorem A.8 below, which are con-
cerned with the convergence of {πn;n ∈ Z+} to the stationary distribution vector π of Q.
These results are the Q-matrix-versions of Lemma 2.1 and Corollary 2.2 in Wolf [26] for
stochastic matrices.
Lemma A.7 Suppose that Assumption A.6 holds. Fix j0 ∈ S arbitrarily, and let H denote an
infinite subset of Z+ such that {πn(j0);n ∈ H} is a convergent subsequence of {πn(j0);n ∈
Z+} and
α = lim
n→∞
n∈H
πn(j0). (A.3)
We then have
lim
n→∞
n∈H
πn(j) =
α
π(j0)
π(j) for all j ∈ S, (A.4)
α ≤ π(j0). (A.5)
Furthermore, if α > 0, then
lim
n→∞
n∈H
∥∥∥∥ πAnπAne − π
A
πAe
∥∥∥∥ = 0 for any finite A ⊂ S, (A.6)
where, for any vector x := (x(j))j∈S, x
A := (xA(j))j∈S denotes a vector such that
xA(j) =
{
x(j), j ∈ A,
0, j 6∈ A.
Proof. We first prove (A.4) and (A.5). To this end, it suffices to show that
lim inf
n→∞
n∈H′
πn(j) =
α
π(j0)
π(j) ≤ π(j) for all j ∈ S and all infinite H′ ⊆ H. (A.7)
Indeed, for any j ∈ S, there exists some infinite H(j) ⊆ H such that
lim sup
n→∞
n∈H
πn(j) = limn→∞
n∈H(j)
πn(j) = lim infn→∞
n∈H(j)
πn(j). (A.8)
Furthermore, it follows from (A.7), H(j) ⊆ H, and H ⊆ H that
lim inf
n→∞
n∈H(j)
πn(j) = lim infn→∞
n∈H
πn(j) =
α
π(j0)
π(j) ≤ π(j), j ∈ S. (A.9)
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Combining (A.8) and (A.9) leads to (A.4) and (A.5).
For the proof of (A.4) and (A.5), we prove (A.7). Let H′ be an arbitrary infinite subset of
H, and let
µ(j) = lim inf
n→∞
n∈H′
πn(j), j ∈ S. (A.10)
From (A.3), we then have
α = µ(j0). (A.11)
Furthermore, using (A.10), Assumption A.6 (iii), πnQn = 0, and Fatou’s lemma, we obtain
−µ(j)q(j, j) = − lim inf
n→∞
n∈H′
πn(j)qn(j, j) = lim infn→∞
n∈H′
∑
i∈S, i 6=j
πn(i)qn(i, j)
≥
∑
i∈S, i 6=j
lim inf
n→∞
n∈H′
πn(i)qn(i, j)
=
∑
i∈S, i 6=j
µ(i)q(i, j), j ∈ S,
which leads to ∑
i∈S
µ(i)q(i, j) ≤ 0, j ∈ S.
Thus, it follows from PropositionA.5 (iii), (iv), and AssumptionA.6 (i) that ifµ := (µ(j))j∈S 6=
0 then µ is the unique (up to constant multiples) invariant measure ofQ. Therefore, there ex-
ists some c ≥ 0 such that
µ(j) = cπ(j) for all j ∈ S. (A.12)
Substituting (A.12) into (A.11) yields
c =
α
π(j0)
.
Combining this with (A.10) and (A.12) results in
lim inf
n→∞
n∈H′
πn(j) = µ(j) =
α
π(j0)
π(j), j ∈ S. (A.13)
In addition, it follows from πne = πe = 1, Fatou’s lemma, and (A.13) that
1 = lim inf
n→∞
n∈H′
∑
j∈S
πn(j) ≥
∑
j∈S
lim inf
n→∞
n∈H′
πn(j)
=
α
π(j0)
∑
j∈S
π(j) =
α
π(j0)
,
which completes the proof of (A.7). Consequently, (A.4) and (A.5) have been proved.
We move on to the proof of the remaining statement. Suppose α > 0, and let A be an
arbitrary finite A ⊂ S. Since α > 0, it follows from (A.4) and π > 0 that
lim
n→∞
n∈H
πAne =
α
π(j0)
πAe > 0, (A.14)
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and thus πAne > 0 for all sufficiently large n ∈ H. Therefore, from (A.4) and (A.14), we
obtain
lim
n→∞
n∈H
πAn
πAne
=
πA
πAe
,
which results in (A.6). ✷
Theorem A.8 Under Assumption A.6, limn→∞ ‖πn −π‖ = 0 if and only if there exists some
finite and nonempty A ⊂ S such that
lim inf
n→∞
∑
j∈A
πn(j) ≥
∑
j∈A
π(j). (A.15)
Proof. We prove only the “if” part because the “only-if” part is obvious. The dominated
convergence theorem ensures that limn→∞ ‖πn − π‖ = 0 is equivalent to
lim
n→∞
πn(j) = π(j), j ∈ S.
Furthermore, for any j ∈ S, there exist infinite subsets of H+j and H
−
j of Z+ such that
lim
n→∞
n∈H+j
πn(j) = lim sup
n→∞
πn(j),
lim
n→∞
n∈H−j
πn(j) = lim inf
n→∞
πn(j). (A.16)
Thus, applying Lemma A.7 to the sequences {πn;n ∈ H
+
j } and {πn;n ∈ H
−
j } yields
lim sup
n→∞
πn(j) ≤ π(j), j ∈ S,
lim inf
n→∞
πn(j) ≤ π(j), j ∈ S.
These imply that limn→∞ ‖πn − π‖ = 0 if and only if
lim inf
n→∞
πn(j) ≥ π(j) for all j ∈ S. (A.17)
Therefore, to prove the present theorem, it suffices to show that (A.17) holds if (A.15) is
satisfied for some finite and nonempty A ⊂ S.
Suppose that
α := lim inf
n→∞
πn(j0) < π(j0) for some j0 ∈ S, (A.18)
which denies (A.17). Furthermore, let A ⊂ S be a finite and nonempty set satisfying (A.15).
Let H =
⋂
j∈AH
−
j , which is an infinite subset of Z+. It then follows from (A.16) that
lim
n→∞
n∈H
πn(j) = lim inf
n→∞
πn(j) for all j ∈ A. (A.19)
It also follows from (A.18), (A.19), and Lemma A.7 that
lim inf
n→∞
πn(j) =
α
π(j0)
π(j) < π(j) for all j ∈ S. (A.20)
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Using (A.20) and the finiteness of A, we obtain
lim inf
n→∞
∑
j∈A
πn(j) =
∑
j∈A
lim inf
n→∞
πn(j) <
∑
j∈A
π(j),
which contradicts (A.15). Therefore, (A.18) does not hold. In other words, (A.17) holds. ✷
B An example violating Condition 2
This section presents an example of an upper block-HessenbergQ-matrixQ = (q(k, i; ℓ, j))(k,i;ℓ,j)∈S
such that any (v, b,C) ∈ V satisfying Condition 1 does not satisfy Condition 2. TheQ-matrix
Q is presented throughQ = P − I , where P := (p(k, i; ℓ, j))(k,i;ℓ,j)∈S is a stochastic matrix
of upper block-Hessenberg form.
For simplicity, fix Mk = M := {1, 2, . . . ,M} ⊂ N for all k ∈ Z+ and thus the state
space S is reduced to Z+ ×M. Let {A(k); k ∈ Z+ ∪ {−1}} denote a sequence of M ×M
substochastic matrices such that A :=
∑∞
k=−1A(k) is stochastic. Furthermore, let {θn;n ∈
Z+} denote a sequence of positive numbers such that
0 < θ0 < θ1 < θ2 < · · · < sup
n∈Z+
θn = 1. (B.1)
We then define P as a stochastic matrix of an upper block-Hessenberg form:
P =

A(0)(−1) A(0)(0) A(0)(1) A(0)(2) · · ·
A(1)(−1) A(1)(0) A(1)(1) A(1)(2) · · ·
O A(2)(−1) A(2)(0) A(2)(1) · · ·
O O A(3)(−1) A(3)(0) · · ·
...
...
...
...
. . .
 , (B.2)
where
A(n)(k) =
{
θnA(−1) + (1− θn)A, k = −1,
θnA(k), k ∈ Z+.
(B.3)
We now consider the following conditions on (v, b,C) ∈ V .
Condition 3
Pv ≤ v − e+ b1C.
Condition 4
πv =∞.
In the present setting, Condition 3 is equivalent to Condition 1 whereas Condition 4 is
equivalent to the denial of Condition 2. Therefore, the goal of this section is achieved by
proving that Condition 3 is sufficient for Condition 4 under appropriate assumptions. In fact,
such assumptions are as follows.
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Assumption B.1 Let P1 denote an M/G/1-type stochastic matrix such that
P1 =

A(−1) A(0) A(1) A(2) · · ·
A(−1) A(0) A(1) A(2) · · ·
O A(−1) A(0) A(1) · · ·
O O A(−1) A(0) · · ·
...
...
...
...
. . .
 . (B.4)
(i) The stochastic matrices P1 andA are irreducible; and
(ii) σ := ̟βA < 0, where̟ > 0 denotes the unique stationary distribution vector of A,
and where βA is given by
βA =
∞∑
ℓ=−1
ℓA(ℓ)e. (B.5)
Assumption B.2
lim
k→∞
A(k)
(k + 1)−3
= C ≥ O, 6= O. (B.6)
Remark B.3 Assumption B.1 guarantees that P1 is irreducible and positive recurrent (see,
e.g., [2, Chapter XI, Propisiton 3.1]).
In the rest of this section, we prove the following statement.
Statement B.4 If Assumptions B.1 and B.2 are satisfied, then there exists some (v, b,C) ∈ V
satisfying Condition 3, and such any (v, b,C) always satisfies Condition 4.
For this purpose, we use the notions “block monotonicity” and “blockwise domination”
(see, e.g., [16]). That needs some preparations. For θ ∈ (0, 1], let Pθ denote an M/G/1-type
stochastic matrix such that
Pθ =

Aθ(−1) Aθ(0) Aθ(1) Aθ(2) · · ·
Aθ(−1) Aθ(0) Aθ(1) Aθ(2) · · ·
O Aθ(−1) Aθ(0) Aθ(1) · · ·
O O Aθ(−1) Aθ(0) · · ·
...
...
...
...
. . .
 , (B.7)
where
Aθ(k) =
{
θA(−1) + (1− θ)A, k = −1,
θA(k), k ∈ Z+.
(B.8)
The definition (B.7) of Pθ, θ ∈ (0, 1], is consistent with the definition (B.4) of P1. Further-
more, let T denote
T =

IM O O O · · ·
IM IM O O · · ·
IM IM IM O · · ·
IM IM IM IM · · ·
...
...
...
...
. . .
 ,
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where IM is theM ×M identity matrix. Clearly,
T−1 =

IM O O O · · ·
−IM IM O O · · ·
O −IM IM O · · ·
O O −IM IM · · ·
...
...
...
...
. . .
 .
It then follows from (B.1)–(B.3), (B.7), and (B.8) that
T−1PT ≥ O, T−1PθT ≥ O, θ ∈ (0, 1],
and thus P and Pθ, θ ∈ (0, 1], are block monotone with block size M (see [16, Defini-
tion 1.1]). It also follows that, for any 0 < θ < θ′ ≤ 1, Pθ is blockwise dominated by Pθ′ (see
[16, Definition 2.3]), or equivalently,
PθT ≤ Pθ′T , 0 < θ < θ
′ ≤ 1. (B.9)
In addition, the following (blockwise) domination relation holds:
Pθ0T ≤ PT ≤ P1T . (B.10)
We note that P1 is irreducible and positive recurrent (see Remark B.3). It thus follows
from (B.9), (B.10) and [16, Proposition 2.3] that P and Pθ, θ ∈ (0, 1], have their own unique
stationary distribution vectors π := (π(k, i))(k,i)∈S and πθ := (πθ(k, i))(k,i)∈S, which satisfy
πθT ≤ πθ′T , 0 < θ < θ
′ ≤ 1,
πθ0T ≤ πT ≤ π1T . (B.11)
We now suppose that there exists some (v, b,C) ∈ V such that
P1v ≤ v − e+ b1C, (B.12a)
v0 ≤ v1 ≤ v2 ≤ · · · , (B.12b)
where vk = (v(k, i))(k,i)∈S for k ∈ Z+. It then follows from (B.10), (B.12b), and [16, Re-
mark 2.1] that
Pθ0v ≤ Pv ≤ P1v.
Thus, (B.12a) yields
Pθ0v ≤ Pv ≤ v − e + b1C,
which shows that Condition 3 holds. Therefore,
(B.12) =⇒ Condition 3. (B.13)
To proceed further, we need the following proposition.
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Proposition B.5 Suppose that there exists some (v, b,C) ∈ V such that (B.12b) holds and
Pv ≤ v − e+ b1C. (B.14)
We then have
lim inf
k→∞
k−1v(k, i) ≥ ε, i ∈M, (B.15)
where ε > 0 is a constant.
Proof. Let {(Y
(θ)
n , S
(θ)
n );n ∈ Z+}, θ ∈ (0, 1], (resp. {(Yn, Sn);n ∈ Z+}) denote an M/G/1-
type Markov chain with transition probability matrix Pθ (resp. P ). Let
T
(θ)
0 = {n ∈ N; Y
(θ)
n = 0}, T0 = {n ∈ N; Yn = 0}.
It then follows from Condition 3 and [20, Theorem 11.3.4] that
v(k, i) ≥ E[T0 | (Yn, Sn) = (k, i)], (k, i) ∈ N×M. (B.16)
It also follows from [16, Lemma A.1] and the blockwise domination relation (B.10) that, for
(k, i) ∈ N×M,
E[T0 | (Yn, Sn) = (k, i)] ≥ E[T
(θ0)
0 | (Y
(θ0)
n , S
(θ0)
n ) = (k, i)]. (B.17)
Recall here that P (θ0) is an M/G/1-type stochastic matrix. Thus, there exists some ε > 0 such
that (see [19, Lemma 3.3])
lim
k→∞
k−1E[T
(θ0)
0 | (Y
(θ0)
n , S
(θ0)
n ) = (k, i)] = ε for all i ∈M. (B.18)
Combining (B.16)–(B.18) yields (B.15). ✷
We still suppose that (B.12) holds for some (v, b,C) ∈ V . From (B.12b), (B.11), and [16,
Remark 2.1], we have
πθ0v ≤ πv ≤ π1v.
Furthermore, combining (B.13) and Proposition B.5 leads to (B.15). Thus, if
lim
k→∞
πθ0(k, i)
k−2
> 0, i ∈M, (B.19)
then πv ≥ πθ0v = ∞, that is, Condition 4 holds. As a result, to prove Statement B.4, it
suffices to show that
Assumptions B.1 and B.2 =⇒ (B.12) and (B.19). (B.20)
To this goal, we consider the following Poisson equation:
(I −A)x = −σe+ βA. (B.21)
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Poisson equation (B.21) has a close relation to the stationary distribution vector of the G-
matrix G of the M/G/1-type stochastic matrix P1. The matrix G is defined as an M ×M
matrix that is the minimal nonnegative solution of the matrix equation (see [21, Theorem 2.2.2
and Eq. (2.3.3)]):
G =
∞∑
k=−1
A(k)G k+1.
Assumption B.1 ensures that G is stochastic (see [21, Theorem 2.3.1]) and has the unique
stationary distribution vector, denoted by g (see [10, Proposition 2.1]).
The vector g enables us to construct a solution of Poisson equation (B.21). We first note
that (I − A − βAg)
−1 exists due to Assumption B.1 (see, e.g., the proof of [21, Theo-
rem 3.1.1]). We then define x+ as
x+ = (−σ)
[
(I −A− βAg)
−1e+ ξe
]
,
where ξ is given by
ξ = −min
i∈M
[(I −A− βAg)
−1e]i.
The vector x+ ≥ 0 is a solution of Poisson equation (B.21) (see Proposition C.1 below).
Furthermore, let
vk =
1
−σ
(ke + x+)
=
k
−σ
e + (I −A− βAg)
−1e + ξe ≥ 0, k ∈ Z+, (B.22)
where −σ > 0 due to Assumption B.1 (ii). We then have the following results.
Proposition B.6 If Assumption B.1 holds, then
P1v = v − e+
1
−σ
1{0}×M. (B.23)
Proposition B.7 If Assumptions B.1 and B.2 hold, then
lim
k→∞
πθ(k)
k−2
=
θ̟Ce
−2σ
̟ > 0, θ ∈ (0, 1], (B.24)
where πθ(k) = (πθ(k, i))i∈M for k ∈ Z+.
It follows from Proposition B.6 and (B.22) that (B.12a) and (B.12b) hold for
b =
1
−σ
, C = {0} ×M, v =
1
−σ

x+
x+ + e
x+ + 2e
...
 .
Proposition B.7 also leads to (B.19). Therefore, (B.20) holds.
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Now we have achieved the original goal of the present section, except for providing the
proofs of Propositions B.6 and B.7.
Proof of Proposition B.6 It follows from (B.4) that
P1v =

∑∞
ℓ=−1A(ℓ)vℓ+1∑∞
ℓ=−1A(ℓ)vℓ+1∑∞
ℓ=−1A(ℓ)vℓ+2∑∞
ℓ=−1A(ℓ)vℓ+3
...
 . (B.25)
Using (B.22) andAe =
∑∞
ℓ=−1A(ℓ)e = e, we have
∞∑
ℓ=−1
A(ℓ)vℓ+k =
1
−σ
∞∑
ℓ=−1
A(ℓ){(ℓ+ k)e+ x+}
=
1
−σ
(
∞∑
ℓ=−1
ℓA(ℓ)e+ ke +Ax+
)
=
1
−σ
(
βA + ke+Ax
+
)
, k ∈ N, (B.26)
where the last equality holds due to (B.5). Recall that x+ is a solution of Poisson equation
(B.21) and thus Ax+ + βA = x
+ + σe. Substituting this into (B.26), and using (B.22), we
obtain
∞∑
ℓ=−1
A(ℓ)vℓ+k =
1
−σ
(
x+ + ke + σe
)
= vk − e, k ∈ N. (B.27)
Furthermore, (B.22) yields
v1 = v0 +
1
−σ
e. (B.28)
Applying (B.27) and (B.28) to (B.25) results in (B.23). ✷
Proof of Proposition B.7 We use [11, Theorem 4.1.1], through that needs some preparations.
Let (F (k); k ∈ Z+) denote a discrete probability distribution such that
F (k) =
(k + 1)−3
ζ(3)
, k ∈ Z+, (B.29)
with ζ( · ) is the zeta function. Furthermore, let (Fe(k); k ∈ Z+) denote a discrete probability
distribution such that
Fe(k) =
1
µ
∞∑
ℓ=k
F (ℓ) =
1
µζ(3)
∞∑
ℓ=k
(ℓ+ 1)−3, k ∈ Z+, (B.30)
where µ =
∑∞
k=1 kF (k) = ζ(2)/ζ(3)− 1.
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Equation (B.29) shows that (F (k); k ∈ Z+) is decreasing. Equation (B.30) also shows
that Fe is a Pareto distribution and thus is (0, 1]-subexponential (see [6, Definition 4.20 and
Theorem 4.28]). Furthermore, it follows from (B.6), (B.8), and (B.29) that
lim
k→∞
Aθ(k)
F (k)
= θζ(3)C ≥ O, 6= O. (B.31)
As a result, the stochastic matrix Pθ satisfies all the conditions of [11, Theorem 4.1.1].
It follows from [11, Theorem 4.1.1], (B.31), and
∑∞
k=0 πθ(k) = ̟ (due to the block
monotonicity of Pθ and [16, Equation (3.1)]) that
lim
k→∞
πθ(k)
Fe(k)
=
µθζ(3)̟Ce
−σ
̟ > 0, (B.32)
where the positivity holds due to̟ > 0 andC ≥ O, 6= O. Note here that (B.30) leads to
lim
k→∞
Fe(k)
k−2
=
1
2µζ(3)
.
Combining this and (B.32) results in (B.24). ✷
C Solutions of Poisson equation (B.21)
This section provides a proposition concerned with solutions of Poisson equation (B.21).
Proposition C.1 Suppose that Assumption B.1 holds. For any c ∈ (−∞,∞), let xA(c) and
xG(c) denote
xA(c) = (I −A+ e̟)
−1βA + ce,
xG(c) = (−σ)(I −A− βAg)
−1e+ ce,
respectively. These vectors then are solutions of Poisson equation (B.21).
Proof. We note that (I −A)e = 0 and σ =̟βA due to Assumption B.1. We also note that
̟(I −A+ e̟) =̟ and thus̟(I −A+ e̟)−1 =̟. Using these equations, we have
(I −A)xA(c) = (I −A+ e̟ − e̟)(I −A+ e̟)
−1βA
= βA − e̟(I −A+ e̟)
−1βA
= βA − e̟βA
= βA − σe,
which shows that xA(c) is a solution of Poisson equation (B.21). By similar calculations with
g(I −A− βAg)
−1e = 1/(−σ) (see [21, Equation 3.1.15]), we obtain
(I −A)xG(c) = (−σ)(I −A− βAg + βAg)(I −A− βAg)
−1e
= −σe + (−σ)βAg(I −A− βAg)
−1e
= −σe + βA,
which shows that xG(c) is a solution of Poisson equation (B.21). ✷
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Remark C.2 Suppose that A is aperiodic. It then follows from [8, Proposition 1.1] that, for
some γ ∈ (−∞,∞), xA(0) = xG(0) + γe and thus
(I −A+ e̟)−1βA = (−σ)(I −A− βAg)
−1e + γe. (C.1)
In fact, (C.1) holds for periodic A. To confirm this, let A˜ = (I +A)/2, which is aperiodic
and satisfies̟A˜ =̟. We then consider the following Poisson equation:
(I − A˜)x˜ = −σe+ βA. (C.2)
Two solutions x˜1 and x˜2 of (C.2) satisfy
x˜1 = x˜2 + γe for some γ ∈ (−∞,∞).
In addition, (C.2) is equivalent to
(I −A)(x˜/2) = −σe + βA,
which shows that the solutions of (C.2) have one-to-one correspondence to those of (B.21).
Therefore, (C.1) holds regardless whether or notA is aperiodic.
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