The Dantzig selector performs variable selection and model fitting in linear regression. It uses an L 1 penalty to shrink the regression coefficients towards zero, in a similar fashion to the Lasso. While both the Lasso and Dantzig selector potentially do a good job of selecting the correct variables, they tend to over-shrink the final coefficients. This results in an unfortunate trade-off. One can either select a high shrinkage tuning parameter that produces an accurate model but poor coefficient estimates or a low shrinkage parameter that produces more accurate coefficients but includes many irrelevant variables. We extend the Dantzig selector to fit generalized linear models while also eliminating over-shrinkage of the coefficient estimates. In addition, we develop a computationally efficient algorithm, similar in nature to least angle regression, to compute the entire path of coefficient estimates. A detailed simulation study illustrates the advantages of our approach relative to several other possible methods. Finally, we apply the methodology to two real-world datasets.
Introduction
In the traditional linear regression model,
a common problem is that of variable selection, i.e. determining which β j are nonzero. Recent methods include the Lasso (Tibshirani, 1996; Chen et al., 1998) , the adaptive Lasso (Zou, 2006) , Smoothly Clipped Absolute Deviation (Fan & Li, 2001) , the elastic net (Zou & Hastie, 2005) , the relaxed Lasso (Meinshausen, 2007) , the Dantzig selector (Candes & Tao, 2007) and Variable Inclusion and Shrinkage Algorithms (Radchenko & James, 2008) . Many of these methods use an L 1 penalty on the regression coefficients, which has the effect of shrinking some coefficients towards zero and setting others to exactly zero, thereby performing variable selection. This paper concerns a somewhat less well studied problem, that of variable selection methods for generalized linear models (McCullagh & Nelder, 1989) , of which logistic regression is an example. There has been some previous work in this area. Tibshirani (1996) briefly discusses using the Lasso to fit generalized linear models. Others have used L 1 penalties to fit logistic regression models; See Shevade & Keerthi (2003) , Genkin et al. (2006) , and an unpublished technical report from the University of Adelaide by J. Lokhorst. In addition Zhao & Yu (2007) and Park & Hastie (2007) develop methods for fitting the entire coefficient path for generalized linear models and other models with L 1 penalties.
We use the Dantzig selector, which works by minimizing the L 1 norm of β subject to an L ∞ constraint on the correlation of the residuals with the predictors. We make three main contributions. First, the Dantzig selector was not designed for generalized linear models, so we develop an extension, called the 'generalized Dantzig selector', which works by reformulating the Dantzig selector criteria in terms of the maximum likelihood equations, thereby suggesting a natural extension to arbitrary response distributions. Secondly, we present a path algorithm for simultaneously computing the generalized Dantzig selector coefficients for all values of the tuning parameter, λ, in an efficient manner. This makes it practical to perform crossvalidation on λ even for very large datasets.
The third contribution is the introduction of three closely related new methods, the 'Double Dantzig', the 'Ridge Dantzig' and the 'Interpolated Dantzig', designed for fitting generalized linear models with large numbers of predictors but sparse coefficient vectors. The Dantzig selector and Lasso tend either to select the correct variables and produce poor coefficient estimates or to generate more accurate coefficients at the expense of including many irrelevant variables. Our methods eliminate this drawback by using two-step procedures. For all three methods, the first step involves using the generalized Dantzig selector to select a candidate set of predictors. In the second step we estimate the coefficients by fitting various models to the candidate predictors: the Double Dantzig reapplies the generalized Dantzig selector, with a new tuning parameter; the Ridge Dantzig uses a generalized linear models version of ridge regression; the Interpolated Dantzig uses a weighted average of the original generalized Dantzig selector coefficients and the coefficients from a generalized linear models fit to the candidate predictors.
Methodology

The Dantzig selector
The Dantzig selector (Candes & Tao, 2007) was designed for linear regression models such as (1) with large p but a sparse set of coefficients, in that most of the β j 's are zero. Assume that in the linear regression model (1) the columns of the design matrix, X , have been normalized. The Dantzig selector estimator,β, is the solution to
where || · || 1 represents the L 1 norm, X j is the jth column of the design matrix, λ is a tuning parameter and B represents the set of possible values for β, usually taken to be a subset of R p . The L 1 minimization produces coefficient estimators that are exactly zero in a similar fashion to the Lasso and hence can be used as a variable selection tool. Candes & Tao (2007) provide several examples of real world problems involving large values of p where the Dantzig selector performs well. In this set-up X j is assumed to have norm one, which is rarely the case in practice. However, this difficulty is easily resolved by reparameterizing (1) such that the X j 's have norm one. Let d j = ||X j || 2 . Then computingβ for the standardized X j 's and returningβ j /d j produces the Dantzig selector estimator for β j on the original scale.
For Gaussian error terms, (2) can be rewritten as
where l ′ j is the partial derivative of the loglikelihood function with respect to β j and σ 2 = var(ε i ). Hence, for λ = 0, (3) will return the maximum likelihood estimator. Alternatively, the constraint in (2) is equivalent to X T Y = X T Xβ, which is simply the least squares normal equation. For λ > 0 the Dantzig selector searches for theβ with the smallest L 1 norm that, within a fixed tolerance, satisfies the normal equations characterizing the maximum likelihood solution, i.e. the sparsestβ that is still reasonably consistent with the observed data. Even for p > n, in which case the likelihood equation will have infinitely many solutions, this approach can still hope to identify the correct solution, provided β is sparse, because it is only attempting to locate the sparsestβ close to the peak of the likelihood function. One might imagine that minimizing the L 0 norm, which counts the number of nonzero components of a vector, would be more appropriate than the L 1 norm. However, directly minimizing the L 0 norm is computationally intractable and one can show that, under suitable conditions, the L 1 norm will also provide a sparse solution.
The Dantzig selector has some nice properties. The first is that (2) can be formulated as a linear programming problem. As a consequence, standard software can easily be used to efficiently fit the data. For example, in § 5 we can cope with a dataset with over 2000 observations and almost 1500 variables. Recently, James et al. (2008a) developed the DASSO algorithm for fitting an entire coefficient path of the Dantzig selector. The algorithm efficiently constructs a piecewise linear path through a sequential simplex-like algorithm that identifies the path breakpoints and solves the corresponding linear programmes. It is more efficient than standard linear programming when the true number of predictors is sparse though interior-point methods may be preferable when there are many influential predictors. The second useful property is theoretical. Candes & Tao (2007) prove a tight nonasymptotic bound on the error in the estimator for β that is within a factor of log p of the error rate achieved if the true predictors are assumed known. Since log p grows very slowly, the Dantzig selector only pays a small price for adaptively choosing the significant variables.
Generalized Dantzig selector
In our generalized linear model framework for a random variable, Y , with distribution,
we model the relationship between predictor and response as g(
and g is referred to as the link function. Common examples of g include the identity link used for normal response data and the logistic link used for binary response data. The coefficient vector β is generally estimated using maximum likelihood. For notational simplicity we will assume that g is chosen as the canonical link, though all the ideas generalize naturally to other link functions. With the canonical link function, the score statistics are given by
Hence the maximum likelihood estimator satisfies X T j (Y −μ) = 0, j = 1, . . ., p, which can be solved by an iteratively weighted least squares algorithm. However, when p is large relative to n, the maximum likelihood approach becomes undesirable. First, solving (4) will not produce any coefficients that are exactly zero so no variable selection is performed. As a result, the final model is less interpretable and probably less accurate. Secondly, for large p the variance of the estimated coefficients will become large and when p > n, equation (4) has no unique solution.
We address both these limitations by extending the Dantzig selector to the generalized linear models setting. In § 2.1 we observed that the constraints in the standard Dantzig selector can be written in terms of a Gaussian likelihood function. Hence a natural generalization involves formulating the optimization criterion in terms of a generalized linear models likelihood. In particular, by combining (3) and (4) we produce our generalized Dantzig selector criterion,
For the Gaussian distribution with the identity link function, the procedure reduces to the standard Dantzig selector. For categorical {0, 1} response data we can solve (5) using a logistic link function. The generalized Dantzig selector enjoys all the important properties of the Dantzig selector. In particular, it works well even when p > n and produces sparse coefficient estimates, so it can be used for variable selection purposes. In addition, in § 3 we show that the computational advantages of the Dantzig selector are preserved, and the entire coefficient path can be computed efficiently. Example 1. Figure 1 provides an example of the generalized Dantzig selector coefficient estimates from a simulated dataset with Bernoulli responses and a logistic link function. The data were generated as n = 100 observations with p = 20 predictors with a design matrix produced using independent and identically distributed Gaussian random variables. All but the first five components of the 'true' coefficient vector were zero; that is the last fifteen variables were independent of the response. This was a fairly hard problem because there were many variables and relatively few observations. In addition, each response provided relatively little information because it only took two possible values. As noted previously, λ = 0 gives the standard generalized linear models fit. However, as λ grows the generalized Dantzig selector constraint relaxes until the point where all the coefficients are estimated as zero. Figure 1 plots the estimated coefficients for various values of λ with the L 1 norm of the coefficients on the x-axis. Each line represents the coefficient for a single predictor variable with the thicker solid lines relating to the five true predictors and dashed lines for the remaining fifteen unimportant variables. Despite the relatively small amount of information provided by the responses, the generalized Dantzig selector clearly identifies the correct five variables first with a significant break before adding the remaining variables. However, in the region where the correct variables are chosen the estimated coefficients are approximately one, far below the true coefficient values of five. This example illustrates that, as with the Lasso and the Dantzig selector, the generalized Dantzig selector has a tendency to over-shrink the coefficients. We address this limitation in the following section.
Shrinkage Tuning Methods
As we illustrate in the simulation study of § 4, for models with sparse sets of nonzero coefficients, one can either select a high-shrinkage tuning parameter that produces an accurate model but poor coefficient estimates or a low-shrinkage tuning parameter that produces more accurate coefficients but includes many irrelevant variables. The latter case is the norm when crossvalidation is used to select λ.
Here we propose three methods that eliminate this trade-off by implementing the following two-stage fitting method.
Step 1. Select two tuning parameters, λ and φ.
Step 2. Fit the generalized Dantzig selector to the response, Y , using predictors, X 1 , . . ., X p , and tuning parameter, λ. Step 3. Identify the q variables with nonzero coefficients, X * 1 , . . . , X * q .
Step 4. Use the predictors X * 1 , . . . , X * q to estimate the corresponding coefficients.
In this paper we investigate three methods for implementing the final step.
Method 1.
Reapply the generalized Dantzig selector to the response, Y , using predictors X * 1 , . . . , X * q and tuning parameter, φ. We call this approach the Double Dantzig.
Method 2. Fit a generalized linear models version of ridge regression to the response, Y , using predictors, X * 1 , . . . , X * q , and tuning parameter, φ. This approach is implemented in an analogous fashion to standard generalized linear models using an iterated reweighted algorithm. However, instead of applying least squares to the adjusted dependent variable, the coefficients are estimated using ridge regression. We call this approach Ridge Dantzig.
Method 3. Linearly interpolate between the coefficient estimates obtained using the generalized Dantzig selector in Step 2 above and the coefficient estimates from generalized linear models applied to the predictors, X * 1 , . . . , X * q . The tuning parameter, φ, determines the relative weighting of the two sets of coefficients. We call this the Interpolated Dantzig approach.
The Interpolated Dantzig shares some similarities with the relaxed Lasso (Meinshausen, 2007) since both methods estimate the coefficients using an interpolation between an initial, highly-shrunk fit, and a final, unshrunk fit. The key differences are that the relaxed Lasso uses the Lasso and it has only been applied to standard linear regression models rather than the generalized linear models framework. In this sense the Interpolated Dantzig can be thought of as an extension of the relaxed Lasso.
Generally, λ will be set to generate a high degree of regularization, while φ will be chosen to ensure relatively little shrinkage of the final coefficients. The key idea behind all three methods is that, by using two different levels of shrinkage, one high and the other low, we can both select an accurate model and produce accurate coefficient estimates; See § § 4 and 5 for illustrations.
A key issue is the choice of λ and φ. In § 3 we introduce a path algorithm for computing the generalized Dantzig selector for each value of λ. Hence, for any given pair of λ and φ, we can efficiently compute the crossvalidated deviance. In this paper we compute the crossvalidated deviance on a grid of values for the two tuning parameters and select the pair corresponding to the lowest deviance. When prediction accuracy is the final goal, crossvalidation is a natural approach. When inference on the regression coefficients is the goal, this is less clear. However, crossvalidation is quite standard in such settings, and our simulation results from § 4 suggest that such a method can work well even when we are estimating the regression coefficients.
Fitting the models
Computing the generalized Dantzig selector
Unless g is the identity function, the constraints in (5) are nonlinear, so linear programming software cannot be used directly to compute the generalized Dantzig selector solution. In the standard generalized linear models setting, an iterative weighted least squares algorithm is used to solve (4). In particular, given the current estimate forβ, an adjusted dependent
A new estimate for β is then computed using weighted least squares, i.e. X T j W (Z −Xβ) = 0, for j = 1, . . . , p, where W = diag(V 1 , . . .,V n ). This procedure is iterated untilβ converges.
An analogous iterative approach works well when computing the generalized Dantzig selector solution.
Step 1. At the (k + 1)th iteration let
where (k) denotes the corresponding estimate from the kth iteration.
Step 2.
Step 3. Use the Dantzig selector to computeβ (k+1) with Z * as the response and X * as the design matrix.
Step 4. Repeat Steps 1-3 until convergence.
Step 3 is equivalent to
which can be solved by linear programming. In addition, once the algorithm has converged,
| and hence the solution to (6) will also be in the feasible region for (5).
As with the standard generalized linear models iterative algorithm, there is no theoretical guarantee of convergence. However, in practice we have found that, for sparse solutions, our algorithm generally converges very rapidly and the computation time is only a small multiple of that for the standard Dantzig selector. For large p and low values of λ, near the generalized linear models solution, the algorithm does not always converge, though in this circumstance it usually iterates between two similar estimates so one can choose either. We do not see this as a significant limitation because we are most interested in producing relatively sparse models, in which case the algorithm always performs well. Efron et al. (2004) demonstrated that the coefficient path of the Lasso, i.e. the set of all possible coefficient vectors for different values of the tuning parameter, λ, was piecewise linear. They introduced a highly efficient algorithm called least angle regression and showed that it could fit the entire Lasso path. More recently James et al. (2008a) developed the DASSO algorithm, a generalization of least angle regression, which can fit the coefficient paths for both the Lasso and the Dantzig selector. Park & Hastie (2007) also use a variant of least angle regression to produce an approximation of the path from a generalized linear models version of Lasso. We refer to this method as GLasso. One key advantage of all these approaches is that they allow one to perform crossvalidation on a fine grid of tuning parameters in a computationally efficient manner. Here we introduce our own algorithm for fitting the generalized Dantzig selector coefficient path. Our algorithm is a generalization of DASSO and computes the generalized Dantzig selector path in a similar fashion to that of the GLasso algorithm. As with GLasso, our algorithm provides an approximation to the true path.
The generalized Dantzig selector path algorithm
By analogy with DASSO, least angle regression and GLasso, the generalized Dantzig selector algorithm progresses in piecewise linear steps. At the start of each step the variables that have maximum covariance with the residual vector are identified. These variables make up the current 'active set', A, and determine the optimal direction in which the coefficient vector, β, should move. We then update A and compute an approximate value of the distance that can be travelled before the active set changes. At this point we 'correct' the coefficient vector by solving the generalized Dantzig selector optimization problem for given sets of active constraints and nonzero coefficients. An appealing feature of such a correction is that the use of an optimization package is not required. We outline the main steps of our algorithm below and provide the details of Steps 3-5 in the Appendix.
Step 1. Initialize β 1 j = 0, for j = 1, . . . , p. Set A 1 = / 0 and l = 1.
Step 2. Let c = X T (Y − µ l ) and C l = arg max j |c j | where c j is the jth component of c.
Augment A l with any variables not currently in A l for which |c j | = C l .
Step 3: Direction step. Based on the current active set, A l , and coefficient estimates, β l , compute the p-dimensional direction vector, h l , that minimizes the rate of increase in β l 1 relative to the decrease in
Step 4: Distance step. Form A l+1 by updating A l . Compute γ l , an approximate distance to travel in the direction h l until a new variable enters the active set or one coefficient hits zero.
Step 5: Correction step. Produce the corrected coefficient vector β l+1 based onβ l+1 .
Step 6. Set l ← l + 1. Repeat Steps 2-5 until C l = 0.
The entire coefficient path can then be constructed by linearly interpolating β 1 , . . . , β L , where L denotes the number of steps taken by the algorithm. Steps 3 and 4 above closely mirror the corresponding direction and distance steps in DASSO and essentially provide a linear approximation to the generalized Dantzig selector path.
Step 5 is a corrector step to adjust for the lack of linearity. Figure 2 shows the first segment of the generalized Dantzig selector path for the spam dataset, see Hastie et al. (2001) , produced by both our path algorithm and the generalized Dantzig selector on a fine grid. Although the generalized Dantzig selector coefficient path is not guaranteed to be exactly piecewise linear, we see here that the two paths are practically identical.
Simulation Study
In this section we present the results from several simulation studies that we conducted to compare the Double Dantzig, Ridge Dantzig and Interpolated Dantzig with the generalized Dantzig selector and four other possible approaches; standard generalized linear models, the Oracle, the Gauss Dantzig and GLasso. In the Oracle method, which represents a gold standard that cannot be used in practice, it is assumed that the important predictors are known and the generalized linear models procedure is used to estimate their coefficients. The Gauss Dantzig is an approach suggested by Candes & Tao (2007) . They first used the Dantzig selector as a variable selection tool to identify the important predictors and then used standard linear regression, on the reduced set of variables, to produce the final coefficient estimates. In our setting this process involves using the generalized Dantzig selector to select the variables and then running standard generalized linear models on the subset. The Gauss Dantzig method is a special case of the Double Dantzig with φ set to zero. Finally, GLasso uses the R package 'glmpath' to compute the coefficients that minimize the generalized linear models loglikelihood subject to an L 1 penalty on β, i.e. a generalized linear models version of the Lasso (Park & Hastie, 2007) . We tested these eight approaches in a total of nine sets of simulations. All simulated datasets contained n = 100 observations and either p = 20, p = 50 or p = 105 predictors. In all cases only the first five predictors had a relationship with the response. For each of the nine sets of simulations we generated 100 training datasets and 100 corresponding validation datasets. The methods were fitted using the training data, while the various tuning parameters were chosen so as to minimize the deviance on the validation datasets. For Double Dantzig λ and φ where chosen as the values that jointly minimized the deviance on the validation data using a two-dimensional grid of possible values. The tuning parameters for Ridge Dantzig and Interpolated Dantzig were separately chosen in an identical fashion. Similarly, the single tuning parameters for the Gauss and GLasso methods were the values minimizing the validation deviance. Finally, we used the GLasso tuning parameter for the generalized Dantzig selector so as to maintain comparability between the two methods. 
The first three sets of simulations used a Binomial 0 − 1 response distribution with either p = 20, p = 50 or p = 105 predictors. The design matrices, X , were generated using independent and identically distributed standard normal random variables and the first five regression coefficients were all set to the value three. The second three sets of simulations were identical to the first except that the design matrix was generated from normal random variables with a correlation coefficient of 0.2 between each pair of predictors. The final three sets of simulations used a Poisson response distribution, independent and identically distributed standard normal random variables for the design matrices and regression coefficients set to one rather than three. Figure 3 provides a graphical representation of the root mean squared errors between the estimated and true coefficients over the one hundred simulation runs for each simulation set. We have excluded the boxplots for the generalized linear models fits because the errors were so large. In Figures 3(a) , (d) and (g), for the Binomial simulations with independent and identically distributed entries in the design matrix, all three of our methods performed very well. In some cases they even outperformed the Oracle method because, while the Oracle approach fitted the correct variables, it did not use any shrinkage on the regression coefficients. The Gauss method performed similarly to the Oracle but was inferior to our three methods. Finally, the GLasso and generalized Dantzig selector provided almost identical results to each other but, with the exception of generalized linear models, were worse than the other methods. This similarity is consistent with the theory and empirical results in Efron et al. (2007) , Meinshausen et al. (2008) , James et al. (2008a) and others, which show strong connections between the Lasso and Dantzig selector. In terms of the median error rate, Double Dantzig, Ridge Dantzig and Interpolated Dantzig were almost identical. However, Ridge Dantzig appeared to have slightly more stable results and hence less of a tail in terms of error rates. Figures 3(b) , (e) and (h) illustrate the Binomial simulations with correlated entries in the design matrix. The addition of correlations among the predictors made the problem more difficult and increased the errors for all seven methods. However, in general the relative performances among the methods were very similar to the uncorrelated case. Perhaps the worst affected of the approaches was the Interpolated Dantzig, which both became more unstable and experienced a relatively larger increase in its typical error. Figures 3(c) , (f) and (i) provide the Poisson results. Interestingly, Double Dantzig, Ridge Dantzig, Interpolated Dantzig and Gauss exhibited almost identical performance to each other. The Oracle approach provided slightly better results but, of course, could not be used in practice. The performances of GLasso and generalized Dantzig selector were both markedly inferior to the other five methods. However, while GLasso and generalized Dantzig selector acted in almost identical fashions for the Binomial cases, generalized Dantzig selector performed slightly better than GLasso for the Poisson response. This is interesting because previous empirical comparisons of the Lasso and Dantzig selector have failed to find a scenario where the Dantzig selector outperformed the Lasso.
Numerical results for the nine simulations are given in Table 1 . For each combination of p and response distribution we give the median root mean squared error, as in Fig. 3 . We also provide the false positive rate, i.e. the proportion of unrelated variables that are estimated to have nonzero coefficients, and the false negative rate, i.e. the proportion of important variables that are zeroed out. For p = 20 and p = 50 the standard generalized linear models approach was significantly inferior to the other seven approaches in terms of root mean squared error. For p = 105, where p > n, the generalized linear models could not be fitted, while the other methods still performed well. Double Dantzig, Ridge Dantzig and Interpolated Dantzig had low false positive rates and essentially zero false negative rates. Gauss had slightly lower false positive rates but correspondingly higher false negative rates. GLasso and generalized Dantzig selector both had extremely high false positive rates, reflecting the fact that they must include a number of incorrect variables to avoid over shrinking the coefficient estimates. 
Applications
We illustrate the performance of our methods on two realworld datasets. Given the similarities in the simulation performance of Double Dantzig, Ridge Dantzig and Interpolated Dantzig, we would expect similar results from them all and we opted to use the Double Dantzig. We also show the generalized Dantzig selector results for comparison purposes. The first dataset is the spam data described in Hastie et al. (2001) , which consists of n = 4601 emails. For each email the response variable records whether this is a true email or a spam. We also have p = 57 predictors recording the relative frequencies of commonly occurring words and characters. The aim is to treat this as a two-class classification problem using the 57 predictors to identify the type of email. We began by computing the 10-fold Double Dantzig crossvalidated error rate using the logistic link function on a fine grid of (a)
values for λ. We fixed φ at an appropriate small value. The crossvalidation required little computational effort because the generalized Dantzig selector and Double Dantzig methods ran extremely quickly on datasets of this size. For each value of λ we computed the average number of variables included in the model. Figure 4 (a) plots the error rate against the number of variables. Clearly the first five to ten variables cause a significant decline in the error rate, and from that point on there is a slow decline until approximately the thirty-variable model, at which point the error rate levels out. Figure 4 (b) provides a comparison of the coefficients from the thirty-variable generalized Dantzig selector and Double Dantzig fits to those using the standard generalized linear models. The generalized linear models coefficients are extremely variable with several that have not been plotted on this scale because they range between −45 and 5. Of the remainder, interestingly, a number of the nonzero Double Dantzig coefficients closely match the generalized linear models coefficients. The Double Dantzig appears to zero-out the less important variables and to shrink the extreme coefficient estimates. The generalized Dantzig selector generally returns coefficients with the same sign as the Double Dantzig but with a substantial degree of shrinkage.
Most of the reduction in error rate comes from the first few variables. In Table 2 , we have listed the first twelve variables, in the order in which they appear in the model, along with their Double Dantzig coefficients. Negative coefficients correspond to a decrease in the probability of spam, and positive coefficients correspond to an increase. The emails were sent to George Forman at Hewlett-Packard. Hence words such as 'hp', 'hp1' and 'george' are most likely indicators of non-spam, while '000' and '$' suggest spam. Thus all the coefficients appear to have the correct sign. In addition, we used the bootstrap to produce 95% confidence intervals via the percentile method; see Efron & Tibshirani (1993) , Chapter 13. The first six variables plus the intercept provide clear evidence of predictive power. The other variables include a point mass at zero so their predictive power is less clear. However, with the exception of '1999', none of these variables contains values on either side of zero, which one might expect for independent variables. The second dataset that we examined was the internet advertising data available at the University of California-Irvine machine learning repository. These data provide instances of possible advertisements on Internet pages. Hence the response is categorical, indicating whether or not the image is an advertisement or not. The predictors record the geometry of the image as well as phrases occurring in the URL, the image's URL and alt text, the anchor text and words occurring near the anchor text. After preprocessing the dataset contained n = 2359 observations and p = 1430 variables. We included this dataset because its large number of predictors presents significant statistical and computational difficulties for standard approaches. For example, the generalized linear models function using R took almost fifteen minutes to run and most coefficients produced NA estimates. However, for the ten-variable model represented in Table 3 , the generalized Dantzig selector and Double Dantzig methods were able to estimate all the coefficients in under two minutes. Table 3 presents the coefficient estimates and bootstrap confidence intervals for the first ten variables to enter the model. The most important variables, in addition to the intercept, were whether or not the anchor URL contained the words 'com' or 'click' and whether or not the image URL contained the word 'ads'. 
where µ i = EY i . FLiRTI estimates the coefficient curve, β(t), by assuming sparsity, not in the coefficients, but instead in the derivatives of β(t). For example, assuming that β ′′ (t) = 0 at most timepoints produces an estimate for β(t) that is piecewise linear with the breakpoints determined by the data. The FLiRTI approach uses the Dantzig selector to determine the locations of the nonzero derivatives and hence estimate β(t). James et al. (2008b) show that the Dantzig selector's theoretical bounds also apply to FLiRTI. One potential limitation with this approach is that the Dantzig selector can over shrink the derivative estimates, and the methodology suggested in this paper could be used to eliminate this shrinkage problem and produce more accurate estimates for β(t).
Our direction step and that for the DASSO are identical except that ours is applied to X * and Z * rather than X and Y . Let X * A represent the K columns of X * corresponding to the elements of the active set A. The set-up of the algorithm ensures that, except for some degenerate cases, the number of nonzero elements of β is either K or K − 1. Consider the latter case first. Let d be a vector with 1s for the first 2p elements and 0s for the remaining K elements. Furthermore , let β + > 0 and β − > 0 represent the positive and negative parts of β, i.e. β = β + − β − . Finally, let S represent a K-dimensional diagonal matrix whose jth diagonal element is 1 if the jth component of X T A (Y − µ) is positive and −1 otherwise. The procedure for choosing the direction h can be summarized in the following steps.
Step 1. Compute the K by 2p + K matrix A = [ −SX * T A X * SX * T A X * I ], where I is the identity matrix. The first p columns correspond to β + and the next p columns to β − .
Step 2. We wish to identify a subset of the columns of A to form a K by K matrix B. We will construct B in the form [B A i ], whereB is produced by selecting all the columns of A that correspond to the nonzero components of β + and β − , and A i is one of the remaining columns. Write the two parts of B in the following block form:
where B 1 is a square matrix of dimension K − 1, and A i 2 is a scalar. Finally, let dB and d i be the components of d corresponding to the columns inB and the column A i , respectively.
Step 3 Step 4. Compute h * = −B −1 1 and let h be a p-dimensional vector of 0's. Depending on the columns chosen for B, certain elements of h * will correspond to elements of β + and β − . For each k, set h j = h * k if h * k corresponds to β + j , and set h j = −h * k if h * k corresponds to β − j . Note that h has at most K nonzero components.
In the remaining case of exactly K nonzero β-coefficients, the above procedure is simplified by removing Steps 2 and 3, and using the matrix B that is produced by selecting all the columns of A that correspond to the non-zero components of β + and β − ; see James et al. (2008a) for further explanation of, and motivation for, the direction step.
Distance step. We are looking for the next point on the path at which either a new variable becomes as correlated with the residuals as those in the active set or one of the coefficients hits zero. We start by taking the distance step of the DASSO algorithm, applied to X * and Z * . If the index j in Step 3 within the direction step was chosen as 2p + m for some positive m, remove the mth active constraint from the index set A. Let X * k represent any variable that is a member of the current active set and define
where min + is the minimum taken over the positive components only and c k and c j are the kth and jth components of c. Set γ 2 = min + j −β j /h j and γ = min{γ 1 , γ 2 }. Letμ be the mean vector corresponding toβ = β + γh. Since the generalized Dantzig selector path is not guaranteed to be exactly piecewise linear, it is possible that our candidate γ is too large. If this is the case we set γ ← γ/2, recomputeμ and iterate until max j∈A c |X Form the set I by combining the index sets of nonzero coefficients of vectors β andβ.
Define B = −SX * T A X * I using S from the direction step, set β I = B −1 (C ′ 1 − SX * T A Z * ), and then recompute X * , Z * and B. Iterate these steps until convergence, and then let β be the pdimensional vector whose only nonzero coefficients are in the positions specified by I and have the values given by β I . Typically, very few iterations are required for convergence. Note that β satisfies X T A (Y − µ) = SC ′ 1, so that all the covariances within the active set are now equal in magnitude.
