Abstract-The Tile Calorimeter (TileCal), the central section of the hadronic calorimeter of the ATLAS experiment, is a key detector component to detect hadrons, jets and taus and to measure the missing transverse energy. Due to the very good muon signal to noise ratio it assists the spectrometer in the identification and reconstruction of muons. TileCal is built of steel and scintillating tiles coupled to optical fibers and read out by photo-multipliers. The calorimeter is equipped with systems that allow to monitor and to calibrate each stage of the read out system exploiting different signal sources: laser light, charge injection and a radioactive source.
I. INTRODUCTION
T HE ATLAS Tile Calorimeter (TileCal) is the central hadronic calorimeter for the ATLAS detector at the LHC (Fig. 1) . Within the ATLAS detector, TileCal is located outside the liquid Argon calorimeter between the Liquid Argon electromagnetic calorimeter and the muon system. The reach in terms of pseudo-rapidity (η) 1 is from -1.7 to 1.7 and is symmetric around η = 0 [1] . Its construction consists of alternating steel and scintillator tiles orientated transversely with respect to the beam direction. The detector is divided into three main sections, a central long barrel (LB) and two smaller extended barrels (EB) on each side. There are 64 modules in each extended barrel and 128 in the long barrel for a total of 256 modules. The long barrel is further divided into two sides with 64 modules each. Each module has its own power supply and read out electronics.
A TileCal cell consists of many steel absorber plates with scintillator sandwiched in between. On the two sides of each scintillating Tile, wavelength shifting fiber has been installed that shifts the ultraviolet light produced by the scintillator down to the visible light spectrum before delivering the light to a photomultiplier tube (PMT) [2] . The majority of cells are read out by two PMTs for redundancy. Tile contains approximately 10,000 read out channels and 5150 cells and provides read out where θ is the angle with respect to the beam axis Each TileCal barrel has three finely segmented radial sampling layers. The inner most layer is referred to as the A layer, the middle layer is the BC (or just B in the EB) and the outer most layer is the D layer. For the A and B layers, the segmentation in ∆η is 0.1 [1] . The D layer is larger and each cell spans a range of ∆η = 0.2. Each barrel consists of 64 wedges (Fig. 2) evenly spaced around φ. The φ granularity is 0.1. Additionally in the EB there are several special cells located in the gap and crack region between the LB and EB to assist in corrections for the energy lost in the gap area. Of these cells, C10 and D4 cells have a construction similar to normal Tile cells but cells E1-4 are a single piece of scintillator surrounded by dead material. The geometry of the LB and EB cells is shown in Figure 3 .
II. STATUS AND MONITORING
The installation of Tile occurred in 2005 and the detector has been fully operational since 2007. The status of Tile is being constantly monitored. Calibration runs are taken every few days and are used to spot any problems occurring in the detector. If a problem severe enough to render the channel or PMT unusable arises, then the affected channel is masked. Since most cells have two PMTs, there is redundancy and only cells with both PMTs masked have a dead cell correction applied. The percentage of cells usable for physics at the beginning of 2011 is 97.6%.
The PMT gain is a function of temperature and the applied high voltage (HV) so these are important quantities that are 978-1-4577-0927-2/11/$26.00 ©2011 IEEE monitored (Fig. 4) . Around the 700V HV setting for optimal gain, a 1 volt deviation corresponds to about a 1% change in the PMT gain [3] . The HV settings are adjusted to equalize PMT responses. Over the course of one and a half years, the RMS of the voltage deviations with respect to the voltage setting for all PMTs is 0.37 V. The gain dependence on temperature was studied before the PMTs were installed in the detector. The results showed that the gain depends linearly on temperature at a rate of 1% per 5
• Celsius [4] .
III. READOUT CHAIN
As particles pass through the scintillating tiles, photons are emitted that are collected by the wave-length shifting (WLS) fibers on the edge of each tile. These fibers transport the light to a PMT which produces a very short electrical pulse. This pulse is then passed through a shaper which stretches out the pulse [5] . At this stage the signal pulse is sent to the digital read out and to trigger adder boards. The adder boards take the analog signal from cells in a ∆η × ∆φ = 0.1 × 0.1 region and build towers [6] using the cell energies. The energy in each tower is sent to the ATLAS trigger system by the adder boards. The digital read out has an ADC that samples the pulse seven times at 25ns intervals. The samples are then fed through an optimal filtering algorithm, on the digital signal processor (DSP) and in the off-line software, to reconstruct the amplitude and time of the pulse. Each electronics channel also has an intergrator card read out. This reads the signal before the shaper and integrates the PMT current over time [5] .
IV. CALIBRATION SYSTEMS
The calibration systems of Tile have been designed to calibrate each of the steps in the signal chain as illustrated in figure 5 . The final channel energy has calibration constants applied for each step.
The amplitude, A pulse is multiplied by a constant to convert from ADC to pC and another constant that converts pC to GeV [6] . This particular constant was set with the testbeam.
A. Charge Injection System
To calibrate the electronics, Tile is equipped with a charge injection system (CIS) that is able to inject pulses directly into the fast read out electronics chain. This injected charge amplitude can have both its amplitude and phase varied. Runs can be taken at a fixed amplitude or can scan the entire dynamic range of the ADCs. These runs are used to measure the linearity of the response and to extract pC to ADC calibration constants. This is the calibration for the read out electronics but to get from GeV to pC, the rest of the calibration chain is needed. By studying the long term behavior of CIS constants, the stability of the electronics read out can be quantified. The average change over 2010 was just 0.04% and the uniformity was quite good as well (Fig. 6 ). The RMS of the distribution of changes in calibration constants during 2010 is less than 0.07% (Fig. 7) .
B. Laser
For the calibration of the PMT response, light from a laser is used. It also provides a cross-check of PMT stability in between Cs source scans which are taken much less frequently. A high statistics (100k events) laser run can be performed on the time scale of 30 minutes whereas a cesium run takes several hours. During physics runs, laser pulses are sent in the 3µs orbit gaps at 1Hz so the PMT response can be monitored over the course of a run. The laser box is located outside of ATLAS in a separate room adjacent to the experiment cavern. Within in this box there is a laser with selectable filters to control the light output in addition to being able to vary the laser intensity. The laser intensity is monitored by several photo diodes. The light then passes through a beam expander before being directed to optical fibers which transmit the light from the laser box to the PMTs within the detector.
The fast read out electronics are used to reconstruct the pulse 2 . By monitoring variations in gain over time, failing or unstable PMTs can be discovered. The laser system allows for monitoring of PMT response stability independently of cesium response (Fig. 8) . The RMS of the distribution of variations is 0.21% for a 40 day period (Fig. 9 ).
C. Radioactive Cesium Source
Tile's cesium system is incorporated into the detector itself (Fig. 10) . Most tile cells have tubes that allow the source 2 It should be noted that the laser read out chain differs with respect to the integrator card read out the cesium system uses to travel through. The exceptions to this are the gap and crack scintillators located between the LB and EBs. Pressurized water is used to push capsules containing the radioactive source through the detector before returning the source to one of the garages which are located on the outside the radius of TileCal. Each of the three barrels has its own cesium source, all of which have comparable activity [6] . The integrator readout is used instead of the fast read-out electronics. Typically scans are taken on a monthly basis and HV is fine-tuned to equalize and preserve in time the cell gains (Fig. 11) . Cesium calibration constants are adjusted to maintain the EM-scale that was defined during the testbeam period. When comparing multiple measurements for a typical cell, the reproducibility is about 0.3%. Scans have been taken with and without magnetic field and there is noticeable effect. There is a 0.5% increased response in the long barrel and 0.2% in the extended barrels (Fig  12) . This was expected since the iron in Tile serves as a return yoke for the solenoid magnetic field and the solenoid is contained within the LB but not the EB. The overall stability of cesium constants over time is monitored. With respect to the expectations based upon cesium decay rates, a small up drift of 0.1% per month (Fig. 13) has been observed and is under investigation.
V. TIMING
It's important that Tile has good timing performance. For the pulse reconstruction, assumptions are made about the time of the peak of the pulse and we observe a correctable bias if this phase is shifted within 10ns. For best energy reconstruction performance, the peak position should be known to 1ns precision [6] . The electronics timing can be shifted in order to move the pulse peak to the center of the sampling window with 0.1ns precision.
The LHC provides the experiments with a 25ns clock that is synchronized with the beam parameters. This clock is the reference for the cell time and pulse position. Before the start of LHC running, the calorimeter's time was intercalibrated using the laser and cosmic muons to a precision of 2ns. At the beginning of the LHC running, the LHC provided the experiments with several beam splash events. These are produced by allowing the proton beam to strike a closed collimator located in the LHC tunnel 140 meters away from the ATLAS interaction point. This produces an enormous spray of high energy particles that travel through the detector depositing significant amounts on energy in all of the cells. The timing is measured after correcting for the lengths of the WLS fibers between the cells and the PMTs as well as the time of flight of the horizontally passing particles (Fig. 14) . The resolution is quite good and the RMS of the distribution of cell time after corrections is just 0.5 ns (Fig. 15) . The timing continues to be validated using collision events.
VI. MINIMUM BIAS INTEGRATING CURRENT
The integrating read-out can also be used to measure cell response within physics events. This integrates the current passing through the PMT for a large number of collision events, approximately 10 5 . The system has an independent electronics calibration system which consists of a DAC applying a voltage across the integrator card. This differs from the fast read out's CIS system which discharges a capacitor to simulate a PMT pulse. Over a 26 month period, the average electronic's response as measured with this system has been extremely stable to within 0.01% (Fig. 16) .
In collision runs, no event selection is possible so the system records every event, which is dominated by minimum bias events. The integrated current scales linearly with beam luminosity to a high degree of precision. The gradual ramp up of the LHC luminosity has given us the opportunity to test the system over an order of magnitude in instantaneous luminosity. Examining one cell that is particularly well exposed, the deviations from linearity have been confirmed to be on the order of 0.001% (Fig. 17) . The system was not designed to give an absolute luminosity measurement but serves instead as an additional calibration system for cell response.
VII. CELL ELECTROMAGNETIC SCALE
Before the installation in the ATLAS pit, 28 modules (11%) underwent testbeam studies at CERN. The cesium system was used to equalize the gain of the modules after CIS calibrations had already been applied. The modules were subjected to electron beams of 20, 50, 100 and 180 GeV which were used to define the EM-scale. The resulting RMS of the distribution of EM-scales for the 28 modules is 2.4% [3] . These modules were installed in the ATLAS detector along with the rest of the Tile modules. The cesium system was again used to transfer the scale from the testbeam and to equalize the gain of the rest of the modules to the 11% of modules that underwent testbeam studies.
A. EM Scale Uncertainties
Module responses are maintained to reproduce Cs response during testbeam period, which maintains the EM-scale as it was defined. In the transfer, there are systematic uncertainties which must be accounted for [6] .
• 0.1% from CIS calibration uncertainty • 0.2% from Cs integrator gain calibration • 0.3% from uncertainty in the longitudinal layers intercalibration at the testbeam • 0.5% from difference when comparing Cs constants before and after a magnetic field ramp cycle • 1.5% from observation of Cs constants drifting higher at a rate of 0.1% per month The first two are relatively small are come from the precision of the electronics calibration. The EM scale is set for the A layer and extrapolated to the BC and D layers. The magnetic field contributes to the uncertainty since constants before and after field has been applied often differ. The dominant uncertainty comes from the observed deviation from the cesium decay rate.
VIII. VALIDATION OF EM SCALE USING COSMIC MUONS
To validate the transfer of the EM scale defined at the testbeam to the ATLAS cavern, cosmic muon response was used. The triggered muons were required to pass through the inner tracking detector. The path through Tile can be reconstructed and the path length through individual cells can be calculated. The path length in a cell for an event is required to be at least 20 cm long to enter in the analysis. Additionally the tracks must pass within |θ track − θ cell | < 0.045 to avoid effects caused by multiple scattering in which the muon enters the neighboring cell [6] . To avoid cell noise, a cut of 60 MeV was applied which roughly corresponds to a signal significance cut of 2σ. Muons with momentum from 10 to 30 GeV are selected. Cells are required to have at least 100 events passing these selection criteria which correspond to 18%, 22% and 38% of cells for the A, BC and D layers respectively. The uniformity of each layer is quantified by examining the RMS of the dE/dx distribution (Fig. 18) . The values are 0.060, 0.046 and 0.52 (M eV /mm) in data for the A,BC and D layers compared to the values expected from Monte Carlo of 0.049, 0.043 and 0.048.
The estimator for the EM scale uncertainty is chosen to the double ratio as defined in equation 2. If the EM scale has successfully been transfered from the testbeam to the detector then this double ratio should be 1. The findings for the three layers are 1.01 ± 0.03, 0.96 ± 0.04 and 0.98 ± 0.03 for the A, BC and D layers respectively (Fig.  19 ). All three layers are consistent with one suggesting that the EM scale has been preserved. For the uncertainty, the largest deviation from 1 is used which corresponds to a 4% EM scale uncertainty.
IX. SINGLE PARTICLE RESPONSE In addition to cosmic muons, isolated hadrons are produced in collisions as well which can be used to study the calorimeter response. Hadrons that develop their shower in TileCal are selected by applying a minimizing ionizing particle requirement using liquid argon calorimeter information. The momentum of the particle is measured using the inner tracker and the energy only considers the TileCal cell contribution. The average response agrees with the Monte Carlo which is a valuable cross-check since the hadronic shower modeling was tuned to testbeam data (Fig. 20) . This analysis also provides another method to measure the uniformity of cell response with physics events.
X. SUMMARY The Tile calorimeter has been performing very well during the first year of LHC running. The operating conditions of the PMTs are very stable and are monitored constantly. Deviations from ideal conditions have been examined and can be corrected for. The calibration systems are showing us that for most calibration constants, the detector is responding stably and our precision is within the design parameters. TileCal had been timed in correctly using the laser system and is providing good time resolution [6] . This has been confirmed using splash events provided by the LHC. The constantly changing LHC beam conditions has given us the ability to show that the integrator read out system reacts linearly over a wide range of luminosities. The continuing cosmic analysis has demonstrated that we were successful in transferring the EM scale that had been defined at the testbeam to the rest of the detector installed and operating in the ATLAS cavern. ACKNOWLEDGMENT I would like to thank the ATLAS Tile community for all their support and expertise which made this presentation possible. 
