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Meta-learning for Multi-variable Non-convex
Optimization Problems: Iterating Non-optimums
Makes Optimum Possible
Jing-Yuan Xia, Shengxi Li, Jun-Jie Huang, Imad Jaimoukha, and Xinwang Liu
Abstract—In this paper, we aim to address the problem of solving a non-convex optimization problem over an intersection of multiple
variable sets. This kind of problems is typically solved by using an alternating minimization (AM) strategy which splits the overall
problem into a set of sub-problems corresponding to each variable, and then iteratively performs minimization over each sub-problem
using a fixed updating rule. However, due to the intrinsic non-convexity of the overall problem, the optimization can usually be trapped
into bad local minimum even when each sub-problem can be globally optimized at each iteration. To tackle this problem, we propose a
meta-learning based Global Scope Optimization (GSO) method. It adaptively generates optimizers for sub-problems via meta-learners
and constantly updates these meta-learners with respect to the global loss information of the overall problem. Therefore, the
sub-problems are optimized with the objective of minimizing the global loss specifically. The proposed method is achieved by a
two-level meta-learning model. The first level of meta-learning extracts mutual knowledge of gradient descent strategies across a
sequence of sub-problems within each overall problem, and the second level is performed across a set of different overall problems. In
this paper, our model exploits Long Short-Term Memory networks as meta-learners which are able to generate adaptive updating rules
to optimize variables by leveraging history experiences on solving different sub-problems and overall problems. We evaluate the
proposed model on a number of simulations, including solving bi-linear inverse problems: matrix completion, and non-linear problems:
Gaussian mixture models. The experimental results show that our proposed approach outperforms AM-based methods in standard
settings, and is able to achieve effective optimization in some challenging cases while other methods would typically fail.
Index Terms—Alternating Minimization, Meta-learning, Non-convex Optimization, Matrix Completion, Gaussian Mixture Model.
F
1 INTRODUCTION
ONE of the most significant features of human intelli-gence is the capability of learning to solve new tasks by
leveraging on previous experiences as a guidance. Recently,
the idea of learning to learn or meta-learning [1], [2], [3]
enables an artificial intelligent agent to learn an adaptive
strategy in solving problems from both existing data and
historical information, therefore to be able to achieve gener-
ally good performances on a set of new tasks with limited
training samples. The key idea of meta-learning is to learn
an algorithm that is capable of achieving fast adaption and
good performances on a large number of new tasks. This is
achieved by extracting inductive bias across a set of tasks,
which is the refined knowledge from previous experiences
of solving different tasks and is exploited to provide efficient
and effective algorithms for solving new tasks. More specifi-
cally, the meta-learning establishes a learning strategy which
collects domain-specific knowledge within each single task,
and then extracts domain-general knowledge across differ-
ent tasks as inductive bias. In this way, the meta-learning no
longer learns the knowledge of optimizing a single task in
hand but the knowledge of generalizing a solution for a set
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of tasks.
Recently, meta-learning has witnessed increasing impor-
tance on a variety of machine learning tasks including few-
shot learning [4], model-agnostic meta-learning [5], training
neural networks [3], and learning a gradient-descent based
optimizations algorithm [1]. Most of these works employ
the meta-learning model to learn an optimization strategy
or initialized parameters for certain gradient descent based
optimization problems. In these works, meta-learning is
mainly applied to find an algorithm or initialization for
fast convergence and adaptive capacity on a set of new
tasks. In general, the studied problems in existing works
have benign landscape, most of which are convex or have
closed-form solutions. Nevertheless, meta-learning for solv-
ing optimization problems which are non-convex and ill-
posed, especially for those of non-convex problems over the
intersection set of two or multiple variables, have not been
investigated in previous works.
The non-convex multi-variable optimization problems
play crucial roles in various machine learning tasks and
applications, such as Gaussian mixture models (GMMs),
dictionary learning, and matrix completion problems. In
general, existing literature optimizes over multiple variables
by using an alternating minimization (AM) strategy which
converts the original problem into a sequence of iterative
optimizations on a set of sub-problems corresponding to
each variable. However, it is still challenging to optimize
the multi-variables stably and globally. Due to the non-
convexity of the objective function over the multiple vari-
ar
X
iv
:2
00
9.
04
89
9v
1 
 [c
s.L
G]
  9
 Se
p 2
02
0
SUBMITTED TO IEEE TRANS. PATTERN ANALYSIS AND MACHINE INTELLIGENCE, MONTH AUGUST, YEAR 2020 2
ables, the obtained solutions might be local optimum in
the original problem, even when all sub-problems reach
global optimums individually through the AM procedure
at each iteration. For instance, the multi-variable setting in
GMMs makes the optimization very sensitive to initializa-
tion; dictionary recovery suffers from instability; and matrix
completion requires specific structures on the matrix to be
recovered and needs sufficient observations as well. So far,
there has been little discussion about taking global loss
information from the overall problem to guide the opti-
mization procedures in sub-problems. Therefore, instead of
optimizing each sub-problem individually, it is essential to
design an efficient and adaptive optimization algorithm to
optimize each sub-problem within a bird eye on the overall
problem.
Recalling the aforementioned learning strategy of meta-
learning, one widely used formulation has a bi-level op-
timization procedure [1], [5], where the inner procedure
performs optimization on a given task and the outer process
is for the meta-training and parameter updating across a
set of tasks. In the non-convex multi-variable optimization
problem, we find that each sub-problem can be considered
as a single task, and each overall problem is composed by
a set of sub-problems. Hence, we apply the meta-learning
on the non-convex multi-variable problem, that collects
intra-information within each sub-problem and extracts
inter-information across different sub-problems. The meta-
learning on the previous sub-problems provides inductive
bias for the algorithm updating and thus improves its per-
formance on following sub-problems. In this way, we are
able to learn an adaptive algorithm across all sub-problems.
Therefore, we propose a new meta-learning based
method for solving the non-convex multi-variable opti-
mization problem. We first show in this paper that to the
end of minimizing the global loss function, there exists a
better descending step for each variable in a single iteration
compared to the one obtained by exhaustively optimizing
each variable locally and individually on each sub-problem.
In other words, to achieve a faster and better convergence
in terms of the global loss function, the descending steps are
not necessarily the optimal solution for each sub-problem.
We name the proposed optimization strategy as the global
scope optimization (GSO) method as the key idea of the
proposed method is providing global scope information
at outer loops for those sub-problems being optimized at
inner loops. The proposed model exploits meta-learners
to generate optimizers, which perform as variable update
functions to update variables at inner loops. Meanwhile, the
meta-learners are updated at outer loops with respect to the
global losses.
Our GSO method automatically learns to appropriately
optimize each sub-problem under the guidance of the over-
all objective function. In a sense, the updates of meta-
learners build an interaction between inner loop updates
for variables and the global loss variation at outer loops.
Specifically, the GSO model builds this connection via gen-
erating the variable updating functions by meta-learner
networks. The parameters of these meta-learner networks
are updated through backpropagation with the objective to
minimize the accumulated global losses, and are fixed while
generating the variable update functions. Consequently, an
interaction between variable update rule and global losses
is built to allow that the variations on global loss directly
impact the update rule. Therefore, an adaptive and global
gradient descent rule is continuously generated by meta-
learners through iterations and applied on the sub-problems
within each iteration. To ensure the adaption ability of our
GSO method on different overall problems, our GSO model
contain two levels of meta-learning process. The first level
meta-learns on all the sub-problems within each overall
problem, while the second level meta-learning leverages the
optimization experiences across different overall problem
from training sets. The learned algorithm is able to solve a
class of overall problems instead of overfitting on a specific
one.
In this paper, we exploit a Long Short Term Memory
(LSTM) network based meta-learner model [1] to construct
our GSO model. The LSTM meta-learner continuously gen-
erates dynamic gradient descent strategies for each variable
within each sub-problem. It stores the information of loss
trajectories and variable status within each previous sub-
problem by the memory cell of the LSTM network, and
learns a less-greedy algorithm for the overall problem via
updating the network parameters by the global loss vari-
ation over iterations. Consequently, the learned algorithms
result in more “optimally” descending points for the global
loss function. In this way, a global scope optimization,
that provides information of global geometry for each sub-
problem on “local” geometry, can be achieved.
The contribution of this paper is mainly three-fold:
• We propose a meta-learning based GSO model for
solving non-convex optimization problems over the
intersection of multiple variable sets. Our GSO
model establishes an interaction between variable
updates within sub-problems and global loss func-
tion which allows the variables to be directly and
constantly updated with the objective of minimizing
the global loss.
• We apply a hierarchical LSTM-based meta-learner
model to implement our GSO model in this paper.
The LSTM networks generate variable update func-
tions with fixed parameters, and update parameters
with respect to minimizing the global losses in our
two levels of meta-learning process.
• We have successfully implemented the proposed
GSO method for those non-convex multi-variable
problems where traditional methods would typi-
cally fail. We evaluate our GSO method on matrix
completion problems and GMM problems in some
challenging scenarios, such as completion of matrices
without rank knowledge, and matrices with different
ranks.
The rest of the paper is organized as follows. Section
2 gives a brief review on meta-learning and multi-variable
optimization problems. Section 3 introduces our proposed
GSO approach and presents an LSTM-based meta-learner
model. Section 4 illustrates two practical applications of
our GSO method. Section 5 provides simulation results and
Section 6 concludes the paper.
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2 RELATED WORKS
In this section, we will briefly review the related works to
our proposed method. Specifically, we will first review the
meta-learning approaches, and then give an introduction on
multi-variable optimization problems.
2.1 Meta-learning for Optimization
Recently, meta-learning has witnessed increasing impor-
tance on a variety of machine learning tasks including few-
shot learning [4], model-agnostic meta-learning (MAML)
[5], training neural networks [3], and learning a gradient-
descent based optimization algorithm [1]. In this paper, we
mainly focus on optimization-based meta-learning, espe-
cially the gradient descent based meta-learning.
Using the meta-learning to learn a strategy for solving
optimization problems is not new. Andrychowicz et al. [1]
proposed an LSTM meta-learner to learn a gradient-based
strategy for updating the parameters of neural networks.
The learned strategy outperforms standard approaches in-
cluding ADAM [6] and RMSProp [7] in terms of conver-
gence speed. This is achieved by using a meta-learner to
train a neural network for generalizing the gradient descent
update rule. The learned update rule is with the objective to
minimize the partial accumulated losses for several gradient
descent steps instead of minimizing loss at each step.
In [4], an LSTM meta-learner is applied to learn an
algorithm for training another neural network that is used
as an image classifier. This work makes the utmost of
LSTM structural features to learn an update rule for training
a network. With respect to the capability of storing the
valuable features of data and ignoring trivial information
of the cell state in LSTM networks, it sets the cell state as the
parameters of the classifier networks. Thus the LSTM meta-
learner can determine the significance of information about
the gradient descent rule through the optimization process.
Meta-learning has also been applied to find solution
algorithms for gradient based optimization problem [3], [8],
and to obtain a superior initialization which can lead to fast
convergence in gradient descent procedure by the popular
Model-Agnostic Meta-Learning (MAML) algorithm, which
is proposed by Finn et al. [2], [5]. The key idea of MAML
can be concluded as learning a superior base model or
initialization for the optimization problem to obtain quick
convergence. It simultaneously runs several tasks by re-
inforcement learning to obtain different predictions of the
gradient and composes them to be the real gradient of each
of the task.
For different optimization problems, learning an opti-
mization strategy can be considered as learning the param-
eters θ to generate the variable updating function φ in the
form of
Xi = Xi−1 + φ({Xk}i−1k=0,∇f(Xi−1),θ), (1)
where θ represents the parameters of the meta-learner,
{Xk}i−1k=0 represents the historical values of parameters for i
optimization steps, and ∇f(Xi−1) is the gradient of objec-
tive function on Xi−1. It can be concluded that in meta-
learning the tasks (optimization problems) are optimized
by the algorithms that are determined by variable updating
function φ, and φ is also updated by the parameters θ from
meta-learners. Therefore, the optimization rule on θ essen-
tially determines the learning principle of meta-learning on
a set of optimization problems. Typically, the parameters
θ are updated by the losses or predictions across different
problems, instead of that within a single problem. In this
way, the meta-learning leverages the experience of opti-
mizing a set of optimization problems to refine task-across
knowledge in constantly optimized θ, while the experiences
of solving up-streaming tasks are embedded. To this end,
the learned algorithm is determined by the parameters of
the optimized meta-learners.
2.2 Optimization on the Intersection Set of Two or Mul-
tiple Variables
In machine learning, optimization problem that contains
more than one variable with an underlying linear (e.g.,
product or convolution) or a non-linear (e.g., logarithmic
operation, exponential kernel) relationship between vari-
ables, is of great importance but typically difficult to be
well accommodated. A general formulation of optimization
problem over an intersection of two variables can be ex-
pressed in the form of:
min
(W ,X)∈W×X
F (W ,X), (2)
where F : W × X → R is a non-convex function with two
variables W ∈ W and X ∈ X .
2.2.1 Bi-linear Inverse Problem
The bi-linear inverse problem is a typical optimization prob-
lem whose variables are within an intersection of two sets.
Many non-convex optimization problems can be cast as
the bi-linear inverse problems, including low-rank matrix
recovery [9], [10], [11], [12], [13], dictionary learning [14],
[15], and blind deconvolution [16], [17], [18]. For example, in
the bind deconvolution and in the matrix completion F (·, ·)
in (2) represents circular convolution and matrix product,
respectively.
In this paper, we will take the matrix completion [11],
[12], [13], [19], [20] as a representative bi-linear inverse
problem to demonstrate the effectiveness of our proposed
method. We therefore review the matrix completion in more
details. Specifically, matrix completion is a class of problems
that aims to recover missing entries in a data matrix [19],
[20], [21] and has been widely applied to practical problems
such as recommending system [13] and collaborative filter-
ing [22]. Typically, it is cast as a low-rank matrix recovery
problem in which the matrix to be completed is assumed to
be low-rank with given rank information.
As for optimization, the low-rank matrix completion
problem is usually formulated as the multiplication of two
matrices and then converted into two corresponding sub-
problems which are generally strongly convex [9], [10], [23].
Then, gradient descent based methods, such as alternating
least square (ALS) [24] and stochastic gradient descent
(SGD) [25], are often applied on solving each sub-problem
and can achieve good performance. However, satisfactory
results are not universally guaranteed. On the one hand, the
good performance depends on a set of factors, including
initialization strategies, the parameter setting of gradient
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descent algorithms, the sparsity level of the low-rank ma-
trix, etc. On the other hand, the assumptions behind these
constraints are stringent, such as feature bias on variables
for sparse subspace clustering mechanism [21], [26], which
are not common in practice.
In this paper, we will consider some more realistic
and therefore challenging scenarios, including high-rank
matrix completion, matrix completion without prior rank
knowledge, and mixed rank matrix completion problems.
The algorithm designed for matrix completion is cast as a
learning problem based on the idea of meta-learning.
2.2.2 Non-linear Problem
Different from the bi-linear inverse problems, optimization
over the intersection of two variables that has a non-
linear mapping between variables and observed samples
also takes a significant role in statistical machine learning,
including Bayesian model [27], graphic model [28], [29], and
finite mixture model [30].
GMM [31], [32], [33] is one of the most important
probabilistic models in machine learning. GMM problem is
usually treated as a maximum likelihood problem over a set
of Gaussian distributions in the form of weighted Gaussian
component density [33]. The variables in GMM problem
possess a non-linear mapping to the observations.
Many methods have been proposed to solve the GMM
problem, such as conjugate gradients, quasi-Newton and
Newton [34]. However, these methods typically perform
inferior to the one called expectation-maximization (EM)
algorithm [30], [31]. One possible reason is due to the
non-convexity and non-linearity of the GMM problem that
require a sophisticated step descent strategy to find a good
stationary point. On the other hand, EM algorithm omits
the hyperparameter related to the step size by converting
the origin ML estimation problem into a relaxed problem
where a lower bound is maximized monotonically.
Even though the EM algorithm has been widely ap-
plied in the GMM problem, it also suffers from the afore-
mentioned non-convexity and non-linearity. When the non-
convexity is high (referring to some real-world scenarios:
the number of observation is not sufficient, dealing with
high-dimensional data [35] and lager number of clusters),
the convergence is not guaranteed and the performance is
significantly degraded. Many works attempt to replace EM
algorithm through reformulating GMM as adopting matrix
manifold optimization [32], [36], and also learning based
method in high dimensions [35].
In this work, we will take the GMM problem as an
application to test out GSO model. Our proposed method
follows the iterative optimization framework, but learns
an algorithm from a set of GMM problems via the meta-
learning approach.
3 PROPOSED GLOBAL SCOPE OPTIMIZATION
Our objective is to solve the optimization problem over
multiple variables. For the demonstration convenience, here
we take the optimization problem F (W ,X) over an in-
tersection of two variable sets F : W × X → R as an
example. The multiple variable case can be extended and
solved accordingly. We infer that non-convex multi-variable
optimization problem shares a similar iterative process to
the bi-levels of optimization as meta-learning does. Conse-
quently, we are inspired to propose a meta-learning based
method for solving non-convex multi-variable problems.
In contrast to the previous works, we mainly focus on
those non-convex optimization problems that are typically
intractable in existing works. In this section, we will first
briefly review the Alternating Minimization (AM) strategy.
Based on the analysis of the AM methods, we then propose
the GSO method, based on the meta-learning. In contrast to
the existing AM-based methods, the proposed GSO method
aims to learn an optimization strategy by a meta-learning
model which leads to a faster convergence speed and better
performances.
3.1 Analyzing the Alternating Minimization Strategy
AM based approaches [37], [38], [39], [40], [41], [42] have
been widely applied to solve optimization problems with
two variables. In fact, most of the approaches for solving
the bi-linear and non-linear problems discussed in Section
2.2 adopt an AM-based strategy, of which the basic idea is
to sequentially optimize the sub-problem corresponding to
one variable while keeping the other variable fixed. That is,
starting with an arbitrary initialization W0 ∈ W , the AM-
based algorithm sequentially solves the two sub-problems
at the n-th iteration via:
Xn = arg min
X∈X
fWn−1(X),
Wn = arg min
W∈W
fXn(W ),
(3)
where fWn−1(X) = F (Wn−1,X), and fXn(W ) =
F (W ,Xn).
Before proceeding further, we first clarify some impor-
tant concepts that will be used throughout this paper. We
define the overall problem as the optimization problem with
two variables over a linear or non-linear algebra space with
objective function F (W ,X), which is also called as global
loss function, and define the sub-problem as the optimization
problem over each single variable, i.e., with objective func-
tions fWn−1(X) and fXn(W ) for n ≥ 1, which are also
denoted as local loss functions.
We show the general structure of AM based methods
in Algorithm 1. Let the variables update steps (steps 4-7
and 9-14) be the inner loops, and the sub-problems update
steps (step 8 and step 13) be the outer loops. There are
two levels of loops when iterating. At the inner loops, each
variable is updated using an updating function φ while
fixing the other variable. The updating function φ defines
the updating rules for each variable, such as vanilla gradient
descent and stochastic gradient descent. At the outer loop,
all the variables are updated with respect to the inner loop
updating results. The global loss function is then evaluated
and new sub-problems are generated.
The AM-based algorithm attempts to achieve a satisfac-
tory solution to the overall problem by iteratively minimiz-
ing the two sub-problems fWn−1(X) and fXn(W ) sequen-
tially. When sub-problems have closed-form solutions, it is
thus easy to implement and apply an AM-based algorithm.
However, the AM-based algorithm may not always be
able to converge to a good solution. This could be due to
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Algorithm 1: General Structure of Alternating Opti-
mization
1 Given: global loss function F (W ,X), local loss
functions fW (X) and fX(W ), a random
initialization W0:
2 for n← 1,2, . . . do
3 i, j = 1
4 while stopping criterion is not met do
5 ∆X ← φ
(
{Xk}i−1k=0,∇fWn−1(Xi−1)
)
Xi ←Xi−1 + ∆X ;
6 i = i+ 1
7 end
8 Xn ←Xi, then fXn(W )←Xn
9 while stopping criterion is not met do
10 ∆W ← φ
(
{Wk}j−1k=0,∇fXn(Wj−1)
)
Wj ←Wj−1 + ∆W ;
11 j = j + 1
12 end
13 Wn ←Wj , then fWn(X)←Wn
14 F (Wn,Xn)←Wn,Xn
15 end
two main issues in the AM-based methods: 1) AM-based
method optimizes over the local loss functions without fully
utilizing the information from the global loss function, and
2) AM-based methods usually solve the local loss function
through exhaustive optimization using the first order infor-
mation which may not necessarily lead to the best solution
in terms of the global loss function. We will elaborate these
two issues in the sequel.
The first issue is straightforward that the AM algorithm
is essentially implemented on optimizing each local loss
function corresponding to one variable. Mathematically,
the updating rule for fWn−1(X) in the inner loop can be
expressed as:
Xi ←Xi−1 + φ
(
{Xk}i−1k=0,∇fWn−1(Xi−1)
)
, (4)
where Xi is the i-th updating step of variable X inside the
process of minimizing fWn−1(X), and φ is a function to
solve a step descent with respect to the local loss function.
It is clear that φ essentially determines the updating rule for
the variables, while it does not have a direct connection with
the global loss information from F (W ,X).
We then explain the second issue, which is on the
exhaustive-optimization. Within each iteration of the AM-
based algorithm, the two variables W and X , sequentially
optimized while fixing the other variable, are usually up-
dated towards the first order stationary point of fWn−1(X)
and fXn(W ). That is, the solutions shall eventually satisfy:
∇fWn−1(Xn) = 0,
∇fXn(Wn) = 0.
However, those first order stationary points are not
necessarily the best solutions of (3) when our objective is to
achieve a good convergence for solving (2). In other words,
unless Wn and Xn are the global minimizers, there may
exist W ∗n and X
∗
n not necessarily satisfying
∇fWn−1(X∗n) = 0,
∇fXn(W ∗n ) = 0, (5)
but achieving F (W ∗n ,X
∗
n) < F (Wn,Xn). In contrast,
the AM procedure essentially leads to an exhaustive-
optimization on sub-problems since its updating strategy
for variables is isolated from the global loss information.
Addressing the aforementioned two issues of the AM is
non-trivial because it is intractable to manually design an
algorithm to find all of those non-optimums W ∗n and X
∗
n of
each sub-problem in (5). The key obstacle is that manually
designed algorithms are essentially with fixed updating rule
with respect to φ, while to find those non-optimums requires
an algorithm with adaptive updating rules for different
scenarios.
3.2 Overall Structure of the GSO Method
As mentioned in Section 3.1, the inherent limitation of the
AM-based approaches is that the updating functions opti-
mize over the sub-problems rather than the overall problem.
At each iteration, a variable can only be optimized with
respect to its corresponding sub-problem and updated to the
first order stationary points of the sub-problem. However,
this may not be the best choice in terms of optimizing the
overall problem. Therefore, potentially, there is a mismatch
between the true and the AM-based optimization objectives.
As a result, the AM-based methods may not be able to
achieve satisfactory convergence speed and performances.
To address the limitations, our GSO method optimizes
each variable with respect to its corresponding sub-problem
as well as the overall problem. To achieve this, our GSO
method casts the design of an optimization algorithm as
a learning problem. The learning objective is to learn an
algorithm for each variable with the aim to optimize the
overall problem. We adopt a meta-learning based model to
constantly learn the updating functions for variables at each
inner loops and update the parameters of this meta-learning
model at outer loops. Thus the updating functions gener-
ated by meta-learner networks are able to extract refined
knowledge on updating rules across the sub-problems for
each variable and can be tailored to a specific sub-problem
at hand.
Specifically, there are also nested loops in our GSO
model. At the inner loops, the meta-learner networks pro-
vide the updating steps for variables with fixed network
parameters. At the outer loops, the meta-learner networks
update their parameters with respect to minimizing the
global losses from the overall problem. The global loss infor-
mation has therefore been used to update parameters, and
then to determine the variable update function at following
inner loops. As a result, our GSO model establishes a rela-
tionship between the variable update functions and global
losses, which allows that the learned updating functions
may not necessarily exhaustively optimize the variables on
each sub-problem, but is able to better accommodate the
overall problem compared to the AM.
Our GSO model therefore contains two levels of meta-
learning processes. Corresponding to the inner and outer
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(a) First-level meta-learning within Fi(W ,X). (b) Second-level meta-learning on training set
{Fi(W ,X)}Ni=1.
Fig. 1. There are two levels of meta-learning in our proposed approach. The first level of meta-learning is performed within each single task
Fi(W ,X) which consists of a sequence of sub-problems. The second level of meta-learning is performed across a set of training tasks
{Fi(W ,X)}Ni=1. At the first and the second level, our model learns to achieve a fast and high quality minimization for the current optimization
problem and all optimization problems, respectively.
loops in the general AM algorithms, each single task is the
first level meta-learning on all the sub-problems within an
overall problem, and all the tasks (overall problems) are
composed as the second level meta-learning:
• The first level of meta-learning corresponds to the
inner loops in Algorithm 1. The general structure
of the first-level meta-learning is shown in Fig. 1(a),
and it is performed within a single overall problem
Fi(W ,X). Within each inner loop, the updating
function aims to provide a good solution for the
sub-problem. As the optimization landscapes for dif-
ferent sub-problems can be significantly different,
the learned updating function should be able to
achieve a good and adaptive estimation for differ-
ent sub-problems. That is, the knowledge on gen-
erating descent steps for variables across different
sub-problems should be learned through the meta-
learning process. In other words, each inner loop
within a sub-problem can be considered as a solving
procedure for a single task, and this meta-learning
leverages the knowledge of descent steps from solv-
ing different tasks. In this way, two networks learn
to work jointly and iteratively to generate updating
functions to achieve a superior adaption at all inner
loops for solving Fi(W ,X).
• The second level of meta-learning corresponds to
the outer loop in Algorithm 1. As depicted in Fig.
1(b), the second level of meta-learning aims to ex-
tract a general knowledge of updating rules across
different overall problems. For different types of
optimization problem, the optimization trajectory for
each problem might vary significantly. However, the
training tasks {Fi(W ,X)}Ni=1 have the same vari-
able dimensionality while having significantly differ-
ent optimization landscapes. Therefore, our second
level meta-learning is with the objective to learn an
algorithm that is able to perform well on all the
{Fi(W ,X)}Ni=1. As a result, it is able to achieve a
fast adaptation on new optimization problems and
possess a good generalization ability at all the outer
loops for each task.
Therefore, the learned algorithm is no longer designed for
solving a single optimization problem, but a set of optimiza-
tion problems. Each optimization problem is considered as
a single task, and the whole learning process is accommo-
dated on a set of tasks with the same variable dimension but
different optimization landscapes. Although the proposed
GSO model follows the AM structure that solves overall
problem under the framework of inner and outer loops,
we establish a new bridge between the inner and outer
loops by replacing previous updating functions with meta-
learning networks. This allows for variable updates at the
inner loops being guided by global loss information from
the outer loops, thus achieving a global scope optimization.
3.3 GSO Method with Hierarchical LSTM-based Mata-
learners
In this section, we will introduce the details of using re-
current neural networks (RNNs) as the meta-learners in
our GSO model. Our GSO model is composed by Long
Short-Term Memory (LSTM)-based meta-learners. In the
following, we will briefly introduce the properties of the
LSTM networks, followed by the LSTM-based GSO model
in detail.
RNN has a sequentially processing chain structure to
achieve the capacity of “memory”on sequential data. LSTM
is one of the most well-known RNNs, which is able to
memory and ignore sequential data. Memory is the most
important feature of LSTM (RNN). It stores the status infor-
mation of previous iterations and allows the information to
flow along the entire chain process. In this way, the LSTM
is able to integrate previous information with the current
step input [43]. Specifically, the output of LSTM at the i-th
iterationH(i) is determined by the current gradient∇f(xi)
and the last cell state C(i) in the following forms:
H(i) = m(∇f(xi),C(i),θ),
C(i+1) = zforget C(i) + zinfor  C˜(i−1), (6)
where m(·, ·,θ) denotes the LSTM network with parameters
θ,  denotes Hadamard Product, zforget and zinfor are
the vectors of intermediate conditions inside of LSTM, and
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(a) Information flow in AM-based model.
.
(b) Information flow in GSO model.
Fig. 2. In the AM-based model, there are only information flows of variables inside the corresponding inner loops while the outer loops are isolated
from inner loops optimizations. In contrast, our GSO model builds a new connection between inner and outer loops, which allows the information
flows of variables circulate among these two level loops. We use solid edges to denote information flow along arrow, and dashed edges indicate
there is no information flow.
C˜(i−1) = ∇θ(i−1)L(i) is the candidate cell state, referring
to the gradient of current loss L(i) over the last parameters
θ(i−1) in our problem.
Another key property of LSTM is that it can avoid
gradient vanish or explosion while recording long-term
memory data. This is achieved by the forget gate zforget
that determines what information in previous states should
be ignored, and the information gate zinfor that determines
what information in the current new task should be stored.
For more detailed on LSTMs, we refer to [43], [44].
We adopt two LSTM networks mX and mW as meta-
learners to generate updating step functions φX() and φW ()
for the sub-problems corresponding to variables X and
W , respectively. We correspondingly denote θX and θW
as the parameters of mX and mW , and denote CX and
CW as their cell states. The inputs of the LSTM networks
are the gradients of sub-problems, and previous informa-
tion of variables which is represented by cell state C. The
outputs of the LSTM networks include updating steps for
variables, along with the update on cell state for the next
step. Considering the inner loop update steps i − 1 and
j − 1 at superscripts, and outer loops steps t − 1 and t at
subscripts for each sub-problem, the variables are updated
in the following forms:
H
(i−1)
X = mX
(
∇fWt−1(X(i−1)), C(i−1)X , θX
)
,
X(i) = X(i−1) +H(i−1)X ,
(7)
and
H
(j−1)
W = mW
(
∇fXt(W (j−1)), C(j−1)W , θW
)
,
W (j) = W (j−1) +H(j−1)W .
(8)
The cell states C(j)W and C
(i)
X contain the information of
previous variable positions, and can be adaptively adjusted
by the inner control gates zforget and zinfor inside LSTM
(recalling (6)). Thus, the outputs of two LSTM networks
are essentially embedded with previous variables positions
{X(k)}i−1k=0 and {W (k)}j−1k=0 at each inner loop step.
As aforementioned in Section 3.2, at the inner loops,
the parameters θX and θW are fixed, and are used to
generate the updating steps HX and HW for variables. At
the outer loops, we leverage the accumulated global losses
to guide the parameter update for θX and θW through
backpropagation. The accumulated global loss is given by
LsF =
1
tu
stu∑
ts=(s−1)tu+1
ωtsF (Wts ,Xts), (9)
where ωt ∈ R≥0 denotes the weights associated with each
outer step, and s = 1, 2, . . . , S, with S = T/tu being the
maximum update times for meta-learner networks, and T
being the maximum outer steps. For every tu outer loop it-
erations, the accumulated global losses LsF is computed and
is used to update θX and θW according to equation (10).
As tu essentially indicates the update interval of parameters
at outer loops, we define tu as the outer loops update times.
The updates of parameters are given by
θs+1X = θ
s
X + αX ·Adam(θsX ,∇θsXLsF ),
θs+1W = θ
s
W + αW ·Adam(θsW ,∇θsWLsF ),
(10)
where αX and αW denote the learning rate for the LSTM
networks mX and mW , respectively. The parameters of
LSTMs are updated by the Adam [6]. Hence, θX and θW
successfully build a connection between the variable update
functions and the global losses. At inner loops, θX and θW
convey an extra global loss knowledge from the outer loops
for the update functions compared to the standard one in
Algorithm 1.
At this stage, a general structure of our proposed GSO
algorithm is summarized in Algorithm 2. The algorithm
starts from a random initialization W0 at the beginning
of outer loop. At the t-th outer loop, it contains two inner
loops for updating X and W , respectively. Each inner loop
starts from a random initialization X(0) and W (0) and
updates variables based on equations (7) and (8) and then
repeats for I and J times, respectively. In this paper, we
set I = J = tl in which tl indicates the maximum steps
for meta-learners to generate variable update terms at inner
loops. At the end of each inner loop, the output of this
inner loop is regarded as Xt or Wt at the t-th outer loop,
and is then assigned to generate sub-problem fXt and fWt ,
respectively. As aforementioned, for every tu steps at outer
loops, the parameters θX and θW are updated with respect
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Algorithm 2: General Structure of GSO algorithm
1 Given: global loss function F (W ,X), local loss
functions fW (X) and fX(W ):
2 for t← 1,2, . . ., T do
3 i, j, s = 1
4 while i ≤ I do
5 ∆X = mX(∇fWt−1(X(i−1)),C(i−1)X ,θsX)
X(i) ←X(i−1) + ∆X ;
6 i = i+ 1
7 end
8 Xt ←X(i), then fXt(W )←Xt
9 while j ≤ J do
10 ∆W = mW (∇fXt(W (j−1)),C(j−1)W ,θsW )
W (j) ←W (j−1) + ∆W ;
11 j = j + 1
12 end
13 Wt ←W (j), then fWt(X)←Wt
14 F (Wt,Xt)←Wt,Xt
15 while s ≤ t/tu do
16 LsF = 1tu
∑stu
ts=(s−1)tu+1 ωtsF (Wts ,Xts)
θs+1X = θ
s
X − αX∇θsXLsF
θs+1W = θ
s
W − αW∇θsWLsF
17 s = s+ 1
18 end
19 end
to equations (10). Finally, GSO algorithm will stop when t
reaches the maximum setting number T .
Remark 1. In the rest of this paper, we set I = J = tl for
demonstration convenience. The choices strategy for tu and
tl are discussed in section 5.1.1. In practical scenarios, it is
reasonable to set different value for I and J according to the
demand of the objective in practical problems.
Our GSO algorithm follows the framework of the inner
and outer loops, and improves the standard AM-based
method by incorporating LSTM based meta-learners as our
variable updating functions. In contrast, it can be seen
in Fig.2, the main difference between our GSO model (in
Fig.2(b)) and AM-based model (in Fig.2(a)) is that there is
an extra updating cue for the parameters of LSTM networks
mX and mW at the outer loops, which minimizes the
global loss term LnF . In Fig.2(a), the information flows only
circulate inside each inner loops, indicating that only the
gradients of fW and fX are taken into account along with
the optimization. However, in Fig.2(b), the gradients of fW
and fX onX andW and the gradient of LnF on parameters
θX and θW are integrated into one circulating system. Thus,
a hierarchical LSTM-based meta-learner model is employed
to achieve the GSO. It contains two (or more for multiple
variables) LSTM networks which process data at inner loops
with fixed parameters and update parameters at outer loops
with respect to minimizing accumulated global losses. The
information flows across inner and outer loops, which al-
lows global scope information to be well accommodated for
the objective of updating multiple variables simultaneously.
4 APPLICATIONS IN TYPICAL PROBLEMS
In this section, we show two exemplar applications of our
GSO method on solving typical optimization problems with
the intersection of two variable sets. More specifically, we
apply our proposed GSO method on the matrix completion
problem which is a bi-linear inverse problem and on the
Gaussian mixture model (GMM) problem which is a non-
linear problem.
4.1 Bi-linear Inverse Problem: Matrix Completion
One of the most well known optimization problems over
the intersection of two variable sets is the bi-linear inverse
problem, which is a challenging and representative task
of optimizing two variables, with a variety of important
practical examples including blind deconvolution [18], blind
source separation [45], dictionary learning [46], and matrix
completion [47].
We take the matrix completion problem as a representa-
tive case of bi-linear inverse problems and we should point
out that our proposed method can be applied to other bi-
linear inverse problems in a similar manner. The matrix
completion problem is typically formulated as a low-rank
matrix recovery problem, which parametarizes a low-rank
matrix R ∈ Rp×q as a multiplication of two matrices UV T
with U ∈ Rp×s, V ∈ Rq×s and s ≤ min(p, q). The matrix
completion problem is then formulated as [48],
min
U ,V
F (U ,V ) :=
1
2
∥∥∥PΩ(R−UV T )∥∥∥2
F
+
λ
2
(‖U‖2F+‖V ‖2F ),
(11)
where the projection PΩ(·) preserves the observed elements
defined by Ω and replaces the missing entries with 0, and λ
is the weight parameter of the regularizers.
Here we define problem (11) as the overall problem,
and F (U ,V ) as the global loss function. Problem (11) is
typically NP-hard and non-convex, and thus an unique
solution is not always guaranteed.
It is straightforward that the overall problem F (U ,V ) is
not convex in terms of U and V , but the sub-problems are
convex when fixing one variable and updating the other.
Therefore, we split the problem (11) into two sub-problems
in quadratic form with respect to fixing one variable in
(11) and updating the other one, referring to fU (V ) and
fV (U). As mentioned in Section 2.2.1, Alternating Least
Square (ALS) and Stochastic Gradient Descent (SGD) can be
applied to solve the overall problem F (U ,V ) by iteratively
minimizing the two sub-problems.
At the same time, according to Algorithm 2, our GSO
method can be directly applied to solve the problem (11)
using two LSTM networks mU and mV with parameters
θU and θV , to optimize matrix U and V , respectively. The
variable update equations are given by
U (i) = U (i−1) +H(i−1)U ,
V (j) = V (j−1) +H(j−1)V ,
(12)
where HU and HV are the outputs of mU and mV ,
respectively. Two LSTM networks are updated for every tu
outer loop steps, via back-propagating accumulated global
lossesLsF according to equation (9). In this way the updating
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rule of the learned algorithm could be adjusted to find gra-
dient descent steps HU and HV for minimizing F (U ,V )
adaptively.
The advantages of our GSO model for the matrix com-
pletion problem may be explained by the replacement of
updating step function φ by the neural networks mU and
mV . In the AM methods, when a local optimum (U
′
,V
′
)
is reached, the gradient of the variables equals to zero,
e.g.,, ∂fV ′ (U
′
)/∂U = 0. At this stage, the updating-step
function, which is determined by the gradients of variables,
will stick at local optimum points. While in our GSO model,
our update functions are determined by their parameters,
θU and θV , which are further determined by leveraging
on partial global loss trajectories across outer loop steps.
This major difference possibly brings two benefits to GSO
method. One advantage is that even at local optimum
points, our neural network can still provide a certain step
update on variables. This can be understood that even when
one of the input ∂fV ′ (U
′
)/∂U = 0, network mU still
obtains some non-zero outputs given a non-linear function
of zero input, cell state, and parameters. Another advantage
is that the leveraged global loss leads to a smooth optimiza-
tion on a global loss landscape, which allows the learned
algorithm to be essentially guided by the inductive bias
from a smoother transform of the global loss landscape.
4.2 Non-linear Problem: Gaussian Mixture Model
In contrast to the bi-linear inverse problem, the non-linear
problem is more challenging due to the fact that there is
no analytic geometry for this type of problems and sub-
problems. GMM is one of the most classical and signifi-
cant problems. It is a probabilistic model for representing
observed data samples as weighted Gaussian components
[33]. Detailed descriptions of GMM problems can be found
in [49]. Given a set of G i.i.d samples X = {xg}Gg=1, each
entry xg is a D-dimensional data vector. Then, a typical
optimization when using the GMM to model the samples
is to maximize the log-likelihood (MLL) [33], which is
equivalent to minimize the KullbackLeibler divergence from
the empirical distribution. The parameters of the GMM can
then be optimized as follows,
max
{pik,µk,Σk}Kk=1
log p(X) =
G∑
g=1
log
K∑
k=1
pikN (xg|µk,Σk),
(13)
where
N (xg|µk,Σk) =
exp{− 12 (xg − µk)TΣ−1k (xg − µk)}
(2pi)D/2|Σk|1/2 .
(14)
In (13), for the k-th Gaussian component, µk is the mean
vector and defines the cluster centre, covarianceΣk denotes
the cluster scatter, pik represents mixing proportion with∑K
k=1 pik = 1, and |Σk| represents the determinant of Σk.
However, it is intractable to directly obtain a closed-form
solution that maximizes log p(X) in (13). The key difficulty
is that by differentiating log p(X) (summation of logarith-
mic summation) and equalizing it to 0, each parameter is
intertwined with each other. Gradient descent methods in an
AM manner can alternatively solve (13), but they typically
perform inferior to the one called expectation-maximization
(EM) algorithm [30], [31].
We should also point out that the EM algorithm still
updates the GMM parameters in an AM manner, i.e., it-
erating to optimum over each parameter at which its gra-
dient equals to 0 with the other parameters being fixed.
Furthermore, the EM algorithm, together with other first-
order methods, has been proved to converge to arbitrary
bad local optimum almost surely [50]. As we have discussed
before, this AM strategy can be improved by replacing
the fixed updating rule that searches optimum in a local
landscape, by a less-greedy rule that updates variables up to
global scope knowledge on the loss landscape of the global
objective function.
Therefore, we propose to solve GMMs by adopting
our GSO method, which directly applies a learning based
gradient descent algorithm to the original ML problem (13)
without any extra constraints. In this scenario, we consider
the GMM problem with covariance Σ being given; hence
the ML estimation of GMM is presented in terms of negative
log-likelihood as follows
min
{pik,µk}Kk=1
Fne(pi,µ) = −
G∑
g=1
log
K∑
k=1
pikN (xg|µk,Σk).
(15)
In this case, we treat the problem (15) as our overall
problem, and split it into two sub-problems fpi(µ) and
fµ(pi). Define vector pi ∈ RK and matrix µ ∈ RK×D ,
where K is the maximum number of clusters and D is the
dimensionality of samples. In our GSO framework, we build
two LSTM neural networksmpi andmµ with parameters θpi
and θµ to update pi and µ as follows
pi(i) = pi(i−1) +H(i−1)pi ,
µ(j) = µ(j−1) +H(j−1)µ ,
(16)
where Hpi and Hµ are the outputs of the two LSTM neural
networks respectively.
Similar to applying GSO in matrix completion, we start
from a random initialization µ0 and pi0. During our GSO
procedure given in Algorithm 2, pik and µk are updated
based on equation (16) for tl steps in inner loops respec-
tively. Meanwhile, we back-forward the accumulated global
losses with respect to the negative log-likelihood of GMM,
referring to LsF , for every tu steps on the outer loops. In
this way, the algorithm is updated based on the global
scope knowledge about the global losses across outer loop
iterations.
Considering that the existing numerical gradient-based
solutions typically perform less effectively and accurately
than the EM algorithm [31], we focus on comparing our
GSO method and the EM algorithm. EM algorithm converts
maximization of the log-likelihood into maximization on
its lower bound; hence it has closed-form formulations
to implement an AM strategy on its M-step for variable
updating. Nevertheless, our GSO method directly optimizes
the cost function, i.e., the log-likelihood, and the variables
are updated constantly up to the global scope knowledge
extracted by LSTM networks. The main advantages of ap-
plying our GSO model on GMM are similar to the analysis
in Section 4.1, which allow that the optimizations to perform
better when the overall landscapes are not good.
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5 EXPERIMENTS
In this section, we will present simulation results on the
aforementioned matrix completion and GMM problems to
validate the effectiveness and efficiency of our GSO method.
For the experimental settings, our meta-learners employ
two-layer LSTM networks with 500 hidden units in each
layer. Each network is trained by minimizing the accumu-
lated loss functions according to equation (9) via truncating
backpropagation through time (BPTT) [51] which is a typical
training algorithm to update weights in RNNs including
LSTMs. The weights of LSTMs are updated by ADAM [6],
and the learning rate is set to 10−3. In all simulations, we
set ωts = 1 for simplicity. The parameters of LSTM networks
are randomly initialized and continuously updated through
the whole training process. For evaluation, we fix the pa-
rameters of our GSO model and evaluate the performance
on the testing datasets.
5.1 Numerical Results on Matrix Completion
In this subsection, we consider learning to optimize syn-
thetic D-dimensional matrix completion problems. We take
D = 10 and D = 100 to evaluate algorithms for both
small and large scale cases. For each matrix completion
problem, the ground truth matrix R ∈ RD×D is randomly
and synthetically generated with a certain rank. Meanwhile,
the observation RS = PΩ(R) is generated by randomly
setting certain percentage of entries inR to be zeros, and the
non-zero fraction of entries is the observation rate. Matrix
completion for R is then achieved by solving the low-rank
matrix recovery on RS in the form of equation (11) in
Section 4.1. The two factorized low-dimensional matrices
U ∈ RD×km and V D×km are then used to generate recon-
struction of the ground truth matrix, denoted by Rˆ = UV T .
The evaluation criterion is given by Relative Mean Square
Error (RMSE) of
RMSE =
‖R− Rˆ‖F
‖R‖F .
Alternating Least Square (ALS) method [24] and Stochas-
tic Gradient Descent (SGD) method [25] have been adopted
for comparisons. The learning rates for their gradient de-
scent algorithms are set to 10−3, and the weight of regular-
izers λ in equation (11) is set to 10−3.
Different simulation scenarios on matrix completion are
evaluated comprehensively. We emphasis at first the follow-
ing settings employed in all simulations: i) each simulation
contains a set of 200 matrix completion problems, half of
which are employed as training samples for parameter up-
date on LSTMs, while the remaining 100 matrix completion
problems are used to evaluate the performance as testing
samples; ii) we set T = 100 as total alternating steps for each
problem; iii) the averaged RMSE over 100 testing samples
is used for evaluation; iv) in all the training and testing
processes, the ground truth matrix R is not given, which
is only used to evaluate performance after the optimizing
processes.
5.1.1 Parameters setting for inner and outer loops
The numbers of variable update steps on inner loops tl and
LSTM’s parameter update steps on outer loops tu are the
Fig. 3. Performance of the proposed GSO method on rank-5 matrix
completion problem with different parameter combinations of tl and tu
which range from 1 to 20 with step size 1.
two most important hyper-parameters. Different settings on
tl and tu are thus tested at first to provide a brief guidance
on the choices of tl and tu.
Empirically, there is a trade-off between performance
and efficiency. Here we set tl and tu to both vary from 1
to 20 with 20% observation rate, and there are therefore
20×20 = 400 different parameter combinations to be evalu-
ated for rank-5 matrix completion problems. Each parameter
combination has a set of 200 independent matrix completion
problems, half of which is used to train the networks while
the others are used for testing. The performance of these
400 simulations are shown in Fig. 3. It can be seen that
for all choices of tu, the increase on tl leads to significant
improvements on performance when tl ≤ 10, however,
further increasing on tl provides little gain on performances.
At the same time, the variations of tu have less impact on
RMSE results, while larger choices (tu ≥ 10) bring better
stability (there are less fluctuations when tl ≥ 10, tu ≥ 10).
The performance variation in Fig. 3 indicates that sufficient
numbers of update steps for inner and outer loops play
an significant role in these optimization processes. It can
be seen that when either tl or tu is small (less than 5),
the optimization does not perform good enough. A larger
choice of tl, however, typically brings higher computational
cost. Thus in the rest of this paper, we set tl = 10 and
tu = 10 as the default parameter setting.
It is understandable that tl directly determines the num-
ber of variable update steps within each inner loops. When
tl is small, the learned updating rule needs to optimize
variables in a few steps, however this could be intractable
in general. Meanwhile, the accumulated global losses are
dependent on the value of tu at outer loops which indi-
cates the length of the trajectory of global losses at outer
loops. Therefore, a large enough tu could provide sufficient
global losses trajectory for parameter update. According to
the two-levels meta-learning in our GSO model, sufficient
update steps at inner and outer loops can ensure that each
level of meta-learning works well. We infer that small tl may
limit the first level meta-learning corresponding to inner
loops, making it unable to extract effective sub-problems
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Fig. 4. Averaged log(RMSE) curves of three methods over 100 testing
samples with 20% observation rate.
across knowledge with merely few update steps, and small
tu could cause that the second level meta-learning corre-
sponding to outer loops becomes less stable due to the lack
of updates on parameters.
5.1.2 Standard matrix completion
In this part, we compare the performance of our GSO
method with two conventional methods, i.e., alternating
least square (ALS) and stochastic gradient descent (SGD), on
matrix completion problems. We will first test all methods
on low-rank matrix completion tasks and then apply them
on high rank matrix completion tasks. In both simulations
the rank knowledge is given, hence the km is set to the rank
of matrix in both the training and the testing data set.
In Table 1, average RMSE of GSO method, ALS method
and SGD method on four sets of 100-dimensional rank-5
matrix completion problems have been reported. Different
sets have different observation rates, including 20%, 40%,
60% and 80%. From Table 1, it is clear that our GSO
algorithm significantly outperforms both ALS method and
SGD method especially on high observation rate scenarios.
It is also notable that when the observation rate is 20%, ALS
can not work well with 0.86 RMSE and SGD has 0.29 RMSE,
while our GSO method achieves good reconstruction with
RMSE < 0.1.
In Fig 4, we present the RMSE and loss curves of our
GSO method, ALS method and SGD method averaged over
100 testing samples for 20% observation rate. Compared to
the ALS and SGD methods, our GSO converges with a faster
speed and to a much lower RMSE as well.
From these simulation results, we can conclude that in
the classic low-rank matrix completion problem, our GSO
method has shown better numerical performances than the
standard methods. Especially in tough conditions where
the dimension is high and observations are insufficiently
known, our GSO method achieves remarkable improve-
ments over the standard methods, which typically fail.
We will then consider high-rank and full-rank matrix
completion problems which are more challenging to solve.
Generally, the matrix completion problem is assumed to be
solved as a low-rank matrix completion problem. Here we
are looking to solving high-rank or even full-rank matrix
completion problems without adding any further assump-
tions. In this case, we test on the 20% observation rate, and
TABLE 1
RMSE of rank-5 matrix completion with different observation rates.
Methods
Observed Rate 0.2 0.4 0.6 0.8
GSO 0.089 0.057 0.045 0.003
SGD 0.292 0.213 0.136 0.072
ALS 0.864 0.717 0.423 0.228
TABLE 2
RMSE of matrix completion with different ranks.
Methods
Rank 5 10 20 40 80 100
GSO 0.089 0.095 0.057 0.045 0.003 0.003
SGD 0.292 0.405 0.689 1.337 NaN NaN
ALS 0.864 0.942 1.576 5.563 NaN NaN
apply our GSO method, ALS method and SGD method on 6
set of 100-dimensional matrix completion problems whose
ranks range from 5 to 100.
The averaged RMSE results are listed in Table 2. There
is a clear trend of decreasing performances of comparison
methods when the rank of matrices increases. Noticeably,
ALS method is no longer workable when the rank is larger
than 10, and SGD method fails after the rank reaches 40.
Meanwhile, our GSO method shows a significant difference
on this relationship between the performance and rank: the
higher the rank, the smaller the RMSEs.
Different to the traditional matrix completion methods,
we can conclude that our algorithm is capable of solving
the matrix completion problem in high-rank, even full-rank
scenarios, without any extra constraints, while standard
methods typically fail.
5.1.3 Blind matrix completion
In this part, we consider more challenging cases where the
rank information is not known (i.e., km is not provided).
We consider these are blind matrix completion problems
which are typically intractable using previous methods. We
first test our GSO method and standard methods in the case
where a set of matrix completion problems have the same
rank but the rank is not given. Then we will further test
our GSO method to a more difficult case which has a set of
matrix completion problems with different unknown ranks.
In the first case, we test our GSO model and two
standard methods on a set of rank-10 matrix completion
problems with random km. In Table 3 we report the results
of applying different km for reconstructing a rank-10 matrix
through our GSO method, ALS method and SGD method.
We can see that our GSO method is more robust when there
is a mismatch between km and the true rank.
When we take a large gap such as km = 80 or km = 100
to reconstruct a rank-10 matrix, our GSO method still
achieves acceptable performances. Meanwhile, standard
methods quickly degrade with the increase of the mismatch
between km and the rank values. As demonstrated in Fig 5,
the RMSEs of ALS and SGD quickly rise to more than 100%
when km = 40 and then sharply increase with the increase
of km. In contrast, our GSO method shows a good tolerance
on the increase of the variance between the real rank and km.
Thus, our GSO method actually does not require an accurate
rank knowledge to achieve successful matrix completion.
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TABLE 3
RMSE of rank-10 matrix completion with different choices of km.
Methods
km 10 20 40 80 100
GSO 0.09 0.12 0.19 0.30 0.36
SGD 0.31 0.78 1.35 1.65 NaN
ALS 0.89 1.04 1.22 5.21 NaN
Fig. 5. Averaged RMSE curves of three methods over 100 testing
samples on different choices of km.
Then, we test our GSO method on matrix completion
problems with different ranks for the matrix R. This means
that in the training and testing sample sets, there are mixed
matrices with different ranks. Thus the learned algorithm
is required to adapt on matrix completion problems across
different ranks.
In Table 4, RMSE results of three sets of matrix com-
pletion problems are presented. For each set, 100 training
samples and 100 testing samples are generated by setting
their ground truth rank uniformly distributed between 10
and 100 with stepsize 10. We take three different choices of
km for each set, and present the mean RMSE on the samples
of each rank respectively.
On average, our GSO method in the three cases performs
generally well on samples with different ranks. The com-
parison of the three cases further reveals that our method
of choosing km = 10 achieves the best performance in all
samples, especially on low-rank scenarios where it provides
significantly better results than the others. For the other
two choices of km, our method also has comparable per-
formances on high-rank samples, and achieves sufficiently
good accuracy on the majority of the samples.
Therefore, we can see that our GSO method is essentially
capable of solving a series of matrix completion problems
with different ranks with even an arbitrarily chosen km. This
also verifies the meta-learning mechanism in our methods,
which allows the learned strategy to generally perform well
across different problems.
In summary, it has been shown that our GSO method
is capable of solving the matrix completion problem with-
out any prior information. Typically, these problems have
underlying complicated landscapes geometries. Therefore,
it is hard for standard gradient descent based methods
to perform well. Our GSO model makes it possible to
find good solutions by incorporating the two levels meta-
learning which essentially learns those landscapes from
different problems to obtain an appropriate updating rule
Fig. 6. The performance of EM and GSO over 50 testing samples.
Averaged Non-negative log-likelihood of 50 trails through EM algorithm
is 7.77, while the result through GSO model is 7.56.
(a) EM clustering result. (b) GSO clustering result.
Fig. 7. Clustering results of one GMM problem with random initialization.
for variables.
5.2 Numerical Results on Gaussian Mixture Model
In this section, we apply our GSO method to the GMM
problems. Given the data set X = {xg}Gg=1 (G denotes
the number of observation samples), we optimize the mean
cluster centre µk and mixing proportion pik whilst keeping
the covarianceΣk fixed, which is similar to the optimization
of k-means problem. We consider one GMM problem as one
sample in the training and testing set. For solving each
GMM problem, we set the maximum alternating steps as
100, and record the negative log-likelihood Fne trajectory
according to equation (15). Similar to the settings in the
matrix completion simulation, we also choose tl = 10
and tu = 10 for all the simulation scenarios in the GMM
problems.
EM algorithm has been adopted for comparison. The
stopping criterion for EM algorithm is |Fne(t−1)−Fne(t)| <
10−4. EM algorithm and our GSO method all start from the
same random initialization for µk and pik.
We first start from the 2-dimensional GMM problems,
whose data vector xg ∈ R2. Given four clusters (K = 4),
G = 500 data points in X = {xg}Gg=1, we show 50
tested results with random initialization in Fig 6. We only
provide 500 data points here to increase the difficulty for
optimizing these GMM problems due to the limited number
of observations. From Fig 6, it can be seen that on these 50
tests, the GSO method outperforms the EM algorithm in
most cases. The mean negative log-likelihood Fne of GSO
method on these 50 samples is 7.52 while that of the EM
algorithm is 7.75. More specifically, we randomly select one
clustering result among these 50 trails which is shown in Fig
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TABLE 4
RMSEs of mixed matrix completion with different choice of km
km
Rank 10 20 30 40 50 60 70 80 90 100
10 0.120 0.081 0.065 0.055 0.049 0.046 0.043 0.042 0.042 0.039
50 0.250 0.130 0.095 0.075 0.067 0.055 0.052 0.048 0.046 0.045
100 0.450 0.210 0.140 0.100 0.081 0.068 0.061 0.056 0.052 0.048
Fig. 8. EM and GSO performance on 10 flower-shaped data. Black dash lines denote EM clustering results; Red solid lines denote GSO clustering
results.
TABLE 5
High dimensional GMM simulation results.
Methods
Dimension 4 8 16 32 64
EM 6.52 12.64 23.83 47.10 96.88
GSO 6.44 12.42 23.05 46.93 95.72
7, which clearly shows that the GSO method obtains much
better clustering results than the EM algorithm.
Besides, we further conduct simulations on a flower-
shaped synthetic data (G = 10,000) with random initializa-
tions. Each cluster in the flower-shaped data is composed
by Gaussian-distributed samples. This is a typically hard
problem as the anisotropic clusters lead to extensive local
optimum. 10 randomly selected optimization can be found
in Fig 8, in which our algorithm consistently achieves the
nearly optimal clustering but the results from EM are highly
biased.
Therefore, our GSO method outperforms the EM al-
gorithm for the 2-dimensional GMM problems with sig-
nificantly improvements on accuracy, even for some chal-
lenging scenarios such as insufficient observations and
anisotropic clusters in these illustrative evaluations.
Then, we further evaluate our method in estimating high
dimensional GMM problems. Several sets of high dimen-
sional synthetic data (G = 500, K = 4) are also randomly
generated for the evaluation, with dimension 4, 8, 16, 32 and
64. The averaged negative log-likelihoods of 100 tests for
each testing dimension are reported in Table 5.
Again, it is clear that from Table 5 our GSO method
outperforms the EM algorithm on all the high dimensional
sample sets. We thus are able to conclude that, the varia-
tion on dimensions does not affect the performance of our
method, while this typically decreases the performance of
EM algorithm in general.
Therefore, our GSO model performs well on the GMM
problem and outperforms the EM algorithm in both low and
high dimensional cases. In this stage, it has been verified
that our proposed model is able to solve non-convex multi-
variable problem with non-linear relationship between vari-
ables and observation data. Even without closed-from land-
scapes in these problems, our GSO method still successfully
finds good solutions whilst EM algorithm fails.
6 CONCLUSION
We have proposed a Global Scope Optimization (GSO)
model that aims to learn an algorithm for solving non-
convex optimization problems on the intersection of mul-
tiple variables. The learned algorithm has been verified to
have a faster convergence speed and better performances
than the alternating minimization (AM)-based methods. To
achieve that, our GSO model has employed LSTM-based
meta-learners to build an interaction between variable up-
dates and the global loss. In this way, the variables are up-
dated by the LSTM networks with fixed parameters at inner
loops, which are then updated by minimizing accumulated
global losses at outer loops. Two levels of meta-learning is
thus processed in our GSO model: meta-learning across sub-
problems within one overall problem, and meta-learning
across different overall problems. Therefore, the learned
algorithm is able to work on a set of optimization problems
with different landscapes. The experimental results show
that the proposed GSO model performs well for both matrix
completion problem and the GMM problem. It outperforms
standard methods in both cases, and achieves good perfor-
mances in some challenging cases where standard methods
typically fail.
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For the future work, we plan to apply the proposed GSO
model to Generative Adversarial Networks (GAN), which
could be used to improve the training process of GAN by
treating the training of generative networks and adversarial
networks as two sub-problems. We would also like to extend
some theoretical analysis on our GSO model. Moreover, the
GSO model can be also applied to some challenging non-
convex optimization problems with multi variables where
standard methods can not perform very well.
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