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Abstract
We prove that the logarithm of the formal power series, obtained from a stochastic differential equation,
is an element in the closure of the Lie algebra generated by vector fields being coefficients of equations. By
using this result, we obtain a representation of the solution of stochastic differential equations in terms of
Lie brackets and iterated Stratonovich integrals in the algebra of formal power series.
 2005 Elsevier Inc. All rights reserved.
Keywords: Specht–Wever theorem; Iterated Stratonovich integrals; Lie brackets; Stochastic differential equation;
Brownian motion
1. Introduction
Let us consider a SDE (Stochastic Differential Equation) on Rd ,{
dξt =∑ri=1 Xi(ξt ) ◦ dBit +X0(ξt ) dt,
ξ0 = x0,
(1)
where X0, . . . ,Xr are C∞ bounded vector fields on Rd , Bt = (B1t , . . . ,Brt ) is an r-dimensional
Brownian motion and the symbol ◦d denotes the Stratonovich stochastic differential. In the past
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the solution as a functional of Bt (see, e.g., [4,8,9]). Kunita [7] has obtained the explicit formula
in the case when the Lie algebra generated by vector fields X0, . . . ,Xr is nilpotent or solvable. In
particular, Castell [3] has expressed a universal and explicit formula in terms of Lie brackets and
iterated stochastic Stratonovich integrals. This formula contains the above results in the nilpotent
case and extends works studied by Ben Arous [2] to general diffusions.
Usual methods to get representations are essentially based on the well-known facts on a sys-
tem of ordinary differential equations obtained by replacing the Brownian path in SDE (1) with
the piecewise linear approximation. By using the Campbell–Hausdorff formula to the solution of
this ordinary differential equation and taking the limit for the extension to the case of SDE, the
above results can be obtained.
In this paper we consider the free algebra generated by X = {X0,X1, . . . ,Xr} consisting of
vector fields being coefficients of equations and extend this algebra to the algebra of formal power
series related to the solution of SDE (1). For convenience, we scale SDE (1) by introducing a
small parameter  ∈ (0,1]:{
dξt =
∑r
i=1 Xi(ξt ) ◦ dBit + 2X0(ξ t ) dt,
ξ 0 = x0.
(2)
The main purpose of this work is to show that log ξt is an element of the free Lie algebra gener-
ated by X = {X0,X1, . . . ,Xr}. By using this result, we directly obtain a representation in terms
of Lie brackets and iterated Stratonovich integrals without appealing the Campbell–Hausdorff
formula and the limit procedure. This representation can be used to derive various interesting
formulas of the solution by using algebraic computations and combinatorial arguments.
Our approach consists of the following procedures. In Section 2, we introduce some notation
and consider formal power series. In Section 3, we prove that the logarithm of the solution is a
Lie element by using Friedrichs test (see, e.g., [5, p. 170]). In Section 4, we obtain an explicit
formula for this element in terms of Lie brackets and iterated Stratonovich integrals by applying
the Specht–Wever theorem (see, e.g., [5, p. 169]) to each term of the expansion of the logarithm
of the solution. We also give some examples in order to show how our representations are useful
for solving SDE (1).
In what follows we will use the summation convention, that is, we will omit the summation
sign over repeated indices.
2. Preliminaries
We introduce the notations and give some assumptions:
(1) We define the following sets:
E := {0,1, . . . , r},
Ea :=
{
(j1, . . . , ja): j1, . . . , ja ∈ E
}
for a  1,
E(b) :=
b⋃
a=1
Ea for 1 b∞.
Let J = (j1, . . . , jm) be a multi-index with J ∈ E⊗m, m = 1,2, . . . . We set:
|J| = m (size of J) and ‖J‖ = m+ {α | jα = 0}.
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[X,Y ] = XY − YX for X,Y ∈ X(Rd). Let Xi ∈ X(Rd), i = 0,1, . . . , r , be given. For J =
(j1, . . . , jm), we define XJ and XJ to denote the |J|th order differential operator and the
iterated Lie brackets, respectively:
XJ = Xj1 · · ·Xjm and XJ =
[
Xj1
[
Xj2 · · · [Xjm−1 ,Xjm] · · ·
]]
.
(3) Let (B1t , . . . ,Brt ) be an r-dimensional Brownian motion defined on a probability space
(Ω,F ,P). We write BJt as the iterated Stratonovich integrals:
BJt =
t∫
0
◦dBjmtm
tm∫
0
◦dBjm−1tm−1 · · ·
t2∫
0
◦dBj1t1 .
Also we write B0t = t for simplicity.
Let X be a set of vector fields X0,X1, . . . ,Xr on Rd . Then we define a vector space M with
basis X by
M =RX0 ⊕RX1 ⊕ · · · ⊕RXr,
and we form the tensor algebra based on M,
F =R1 ⊕ M ⊕ (M ⊗ M)⊕ · · · .
This algebra F is graded with Mm = M ⊗ M ⊗ · · · ⊗ M (m-times) as the subspace of homoge-
neous elements of degree m and MmMn ⊆ Mm+n. A basis for this space is the set of monomials
of the form Xj1Xj2 · · ·Xjm, ji = 0,1, . . . , r . Let F denote the algebra of formal power series in
the Xi . Thus elements of F are
∑∞
i=0 ai = a0 + a1 + · · · with ai ∈ Mi , where M0 =R1.
Now we consider the following formal power series in elements of the algebra F generated by
X = {X0,X1, . . . ,Xr}:
ξt := 1 + 
t∫
0
◦Bj1t1 Xj1 + 2
t∫
0
◦dB0t1X0
+ 2
t∫
0
◦dBj2t2
t2∫
0
◦dBj1t1 Xj1Xj2 + 3
t∫
0
◦dB0t2
t2∫
0
◦dBj1t1 Xj1X0
+ 3
t∫
0
◦dBj2t2
t2∫
0
◦dB0t1X0Xj2
+ 3
t∫
0
◦dBj3t3
t3∫
0
◦dBj2t2
t2∫
0
◦dBj1t1 Xj1Xj2Xj3 + · · ·
= 1 +
∞∑
p=1
∑
|J|=p
‖J‖BJt XJ, (3)
where 1 denote the identity vector field, that is,
1 = xi ∂
i
.∂x
Y.T. Kim, J.W. Jeon / J. Math. Anal. Appl. 315 (2006) 568–582 571Here the equality (3) holds P-a.s. as an identity between two formal power series. We reorder the
right-hand side of (3) by increasing powers of , so that this series becomes
1 +
∞∑
p=1
p
∑
‖J‖=p
BJt XJ. (4)
By the successive applications of the Ito formula, we have the following theorem (see [6, p. 416]):
Theorem 1. Let ξt (x0) be the unique solution of SDE (2). Suppose that the infinite series (4) is
absolutely convergent P-a.s. for each t ∈ [0, T ] and  ∈ (0,1]. Then it holds P-a.s.
ξt (x0) = x0 +
∞∑
p=1
p
∑
‖J‖=p
BJt XJ(x0). (5)
3. Algebraic lemmas and the main theorem
In this section we show that when (4) holds, the logarithm of ξt , regarded as an element of
the algebra F generated by a set X, is a Lie element. For a fixed positive integer b, we identify
the set {y = (yJ)J∈E(b): yJ ∈R,J ∈ E(b)} with RE(b). The coordinate system on RE(b) is also
denoted by yJ, J ∈ E(b). We define the vector field Qi = Q(b)i , i ∈ E, on RE(b) by
Q
(b)
i =
∂
∂yi
+
∑
a+1b
j1,...,ja∈E
yj1,...,ja
∂
∂yj1,...,ja,i
. (6)
Then the following proposition has given by Yamato [9].
Proposition 2. The E(b)-dimensional process Yt = (BJt ,J ∈ E(b)), t  0, is the unique solution
of the following SDE:{
dYt = Q(b)i (Yt ) ◦ dBit ,
Y0 = 0 ∈RE(b).
(7)
We introduce the notation
∑
(j1,...,jγ )(jγ+1,...,jl ) appearing in the following lemma. The sum∑
(j1,...,jγ )(jγ+1,...,jl ) is taken in the following way: We indicate the l − γ numbers jγ+1, . . . , jl
by l − γ bars. Thus |j1||j2|||j3||| is used as a symbol for γ = 3 and l = 12, which represents
j4, j1, j5, j6, j2, j7, j8, j9, j3, j10, j11, j12.
The sum is taken over all the ways of this arrangement of equal to the ways of placing l − γ bars
between γ numbers j1, j2, . . . , jγ including two ends. The number of arrangements is equal to
the number of selecting γ places out of l, that is,
(
l
γ
)
.
Lemma 3. For any nonnegative integer γ and a positive integer l with γ  l, we have∑
(j1,...,jγ )(jγ+1,...,jl )
B
(ji1 ,ji2 ,...,jil )
t = B(j1,...,jγ )t B(jγ+1,...,jl )t , P-a.s. (8)
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q
p = 1 and BJ
q
p
t = 1. When γ = 0 or γ = l, it
is obvious that (8) holds for all l = 1,2, . . . . From (6), we have that for γ = 1, . . . , l − 1
Q
(l)
i
(
yJ
γ
1 y
Jlγ+1)= yJγ−11 yJlγ+1δjγi + yJγ1 yJl−1γ+1δjli .
Hence applying the Ito’s formula to a function f (y) = yJγ1 yJlγ+1 where f :RE(l) →R, we obtain
B
Jγ1
t B
Jlγ+1
t =
t∫
0
◦dBjγtjγ B
Jγ−11
tjγ
B
Jlγ+1
tjγ
+
t∫
0
◦dBjltjl B
Jγ1
tjl
B
Jl−1γ+1
tjl
. (9)
When γ = 1 and l = 2, the integration by parts gives∑
(j1)(j2)
B
(ji1 ,ji2 )
t = B(j1,j2)t +B(j2,j1)t = B(j1)t B(j2)t . (10)
Now we assume that (8) is true for γ = 1 and l = n− 1. Then from (9), we get
B
(j1)
t B
(j2,...,jn)
t =
t∫
0
◦dBj1tj1 B
Jn2
tj1
+
t∫
0
◦dBjntjl B
(j1)
tjn
B
Jn−12
tjn
= B(j2,...,jn,j1)t +
∑
(j1)(j2,...,jn−1)
B
(ji1 ,ji2 ,...,jin−1 ,jn)
t
=
∑
(j1)(jγ+1,...,jn)
B
(ji1 ,ji2 ,...,jin )
t . (11)
Hence (8) holds for γ = 1 and l = 1,2, . . . . Suppose that (8) is true for γ = m + 1, l = n and
γ = m, l = n+ 1 with m+ 1 n. Then by (9),
B
Jm+11
t B
Jn+1m+2
t =
t∫
0
◦dBjm+1tjm+1 B
Jm1
tjm+1 B
Jn+1m+2
tjm+1 +
t∫
0
◦dBjn+1tjn+1 B
Jm+11
tjn+1 B
Jnm+2
tjn+1
=
∑
(j1,...,jm)(jm+2,...,jn+1)
B
(ji1 ,ji2 ,...,jin ,jm+1)
t
+
∑
(j1,...,jm+1)(jm+2,...,jn)
B
(ji1 ,ji2 ,...,jin ,jn+1)
t
=
∑
(j1,...,jm+1)(jm+2,...,jn+1)
B
(ji1 ,ji2 ,...,jin+1 )
t . (12)
Hence (8) holds for all nonnegative integers γ and positive integers l with γ  l. 
We recall some related facts with our works about Lie algebra (see, e.g., [5]). Let F(i) be a
subset of elements of the form ai + ai+1 + · · ·. We define a valuation in F by
|a| =
{
0 if a = 0,
2−i if a 
= 0 and a ∈ F(i), a /∈ F(i+1).
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∑∞
i=1 xi , xi ∈ F, converges if and only if |xi | → 0. If z has zero R1 compo-
nent, then
exp z = 1 + z + z
2
2! +
z3
3! + · · · (13)
and
log(1 + z) = z − z
2
2! +
z3
3! − · · · (14)
are well-defined elements of F.
We denote by FL Lie algebra of an associative algebra F. Let FL be the subalgebra of FL
generated by the elements of X. An element a ∈ F is called a Lie element if a ∈ FL. Friedrichs’s
theorem gives a criterion that an element of F is a Lie element.
Theorem 4 (Friedrichs). Let F be the free algebra generated by X0, . . . ,Xr over R. Let δ be the
diagonal mapping of F, that is, the homomorphism of F into F ⊗ F such that δ(Xi) = Xi ⊗ 1 +
1 ⊗Xi . Then a ∈ F is a Lie element, that is, a ∈ FL if and only if δ(a) = a ⊗ 1 + 1 ⊗ a.
We see that an element is a Lie element if and only if its homogeneous parts are Lie elements.
Also if a is a Lie element which is homogeneous of degree m, then a may be written as a linear
combination of elements of the following form:[· · · [[Xi1,Xi2],Xi3] · · ·Xim] for ij = 0,1, . . . , r and m = 1,2, . . . .
Let FL denote the subset of F of elements of the form
∑∞
i=1 ai where ai is a Lie element in Fi .
It is obvious that FL is a subalgebra of FL.
We set ξt := expZ(t), where
Z(t) =
∞∑
n=1
(−1)n−1
n
( ∞∑
l=1
l
∑
‖J‖=l
XJBJt
)n
. (15)
From the above argument, the two series (4) and (15) converges in F for each t  0 and ω ∈
Ω1 ⊆ Ω with P(Ω1) = 1.
We apply the criterion of Friedrichs to show that the element log(ξ t ) is a Lie element.
Theorem 5. For fixed t  0,  ∈ [0,1] and ω ∈ Ω1 ⊆ Ω with P(Ω1) = 1, the element log(ξ t (ω))
is a Lie element, that is, Z(t,ω) ∈ FL.
Proof. It is clear that we have the extension of Friedrichs’s theorem: a =∑∞i=0 ai ∈ F, ai ∈ Fi ,
is in FL if and only if δ(a) = a ⊗ 1 + 1 ⊗ a where δ :a → δ(a) is the diagonal mapping from F
into F ⊗ F. Hence if we have already prove that
δ
(
expZ(t)
)= (expZ(t)⊗ 1)(1 ⊗ expZ(t)),
then
δ
(
Z(t)
)= δ(log(expZ(t)))
= log((expZ(t)⊗ 1)(1 ⊗ expZ(t)))
= log(expZ(t)⊗ 1)+ log(1 ⊗ expZ(t))
= log(expZ(t))⊗ 1 + 1 ⊗ log(expZ(t)).
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that δ(ξt (ω)) = ξt (ω)⊗ ξt (ω) for fixed  > 0, t  0 and ω ∈ Ω1 ⊆ Ω with P(Ω1) = 1 (see, e.g.,
[5, p. 173]). Let us set B(j1,j2,...,jm)t = BJt . By the definition of δ and Xji ∈ X for i = 1, . . . ,m,
we have
δ
(
ξt
)= 1 ⊗ 1 + ∞∑
p=1
p
∑
‖J‖=p
BJt δ(XJ)
= 1 ⊗ 1 + B(j1)t (Xj1 ⊗ 1 + 1 ⊗Xj1)
+ 2[B(j1,j2)t (Xj1 ⊗ 1 + 1 ⊗Xj1)(Xj2 ⊗ 1 + 1 ⊗Xj2)
+B(0)t (X0 ⊗ 1 + 1 ⊗X0)
]
+ 3[B(j1,j2,j3)t (Xj1 ⊗ 1 + 1 ⊗Xj1)(Xj2 ⊗ 1 + 1 ⊗Xj2)
× (Xj3 ⊗ 1 + 1 ⊗Xj3)
+B(j1,0)t (Xj1 ⊗ 1 + 1 ⊗Xj1)(X0 ⊗ 1 + 1 ⊗X0)
+B(0,j2)t (X0 ⊗ 1 + 1 ⊗X0)(Xj2 ⊗ 1 + 1 ⊗Xj2)
]
+ · · ·
+ p
[p/2]∑
q=0
∑
{i1,...,iq∈{1,...,p−q}|ji1=0,...,jiq =0}
B
(j1,j2,...,jp−q )
t
× (Xj1 ⊗ 1 + 1 ⊗Xj1) · · · (Xjp−q ⊗ 1 + 1 ⊗Xjp−q )
+ · · · ,
where the sum
∑
{i1,...,iq∈{1,...,p−q}|ji1=0,...,jiq =0} is taken over all the ways of choosing q’s 0 out
of j1, . . . , jp−q . When γ = 0, we set Xj1 · · ·Xjγ = 1 and B(j1,...,jγ )t = 1. Then
ξt ⊗ ξt = 1 ⊗ 1 + B(j1)t (Xj1 ⊗ 1 + 1 ⊗Xj1)
+ 2[B(j1,j2)t (Xj1Xj2 ⊗ 1 + 1 ⊗Xj1Xj2)+B(j1)t B(j2)t Xj1 ⊗Xj2
+B(0)t (X0 ⊗ 1 + 1 ⊗X0)
]
+ 3[B(j1,j2,j3)t (Xj3Xj2Xj1 ⊗ 1 + 1 ⊗Xj1Xj2Xj3)
+B(j1,j2)t B(j3)t (Xj1Xj2 ⊗Xj3 +Xj3 ⊗Xj1Xj2)+B(j1)t B(j2)t Xj1 ⊗Xj2
+B(0,j2)t (X0Xj2 ⊗ 1 + 1 ⊗X0Xj2)+B(j1,0)t (Xj1X0 ⊗ 1 + 1 ⊗Xj1X0)
+B(0)t B(j1)t (X0 ⊗Xj1 +Xj1 ⊗X0)
]
+ · · ·
+ p
[p/2]∑
q=0
∑
{i1,...,iq∈{1,...,p−q}|ji1=0,...,jiq =0}
p−q∑
γ=0
B
(j1,...,jγ )
t B
(jγ+1,...,jp−q )
t
×X1 · · ·Xjγ ⊗Xjγ+1 · · ·Xjp−q
+ · · · .
Now we will show that for p = 1,2, . . . and q = 0,1, . . . , [p ],2
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{i1,...,iq∈{1,...,p−q}|ji1=0,...,jiq =0}
B
(j1,j2,...,jp−q )
t (Xj1 ⊗ 1 + 1 ⊗Xj1)
· · · (Xjp−q ⊗ 1 + 1 ⊗Xjp−q )
=
p−q∑
γ=0
∑
{i1,...,iq∈{1,...,p−q}|ji1=0,...,jiq =0}
B
(j1,...,jγ )
t B
(jγ+1,...,jp−q )
t
×Xj1 · · ·Xjγ ⊗Xjγ+1 · · ·Xjp−q . (16)
We write the summands of the left-hand side in (16) as follows:
B
(j1,j2,...,jp−q )
t (Xj1 ⊗ 1 + 1 ⊗Xj1) · · · (Xjp−q ⊗ 1 + 1 ⊗Xjp−q )
=
p−q∑
γ=0
B
(j1,j2,...,jp−q )
t
∑
i1,...,ip−q
Xji1
· · ·Xjiγ ⊗Xjiγ+1 · · ·Xjip−q , (17)
where the sum
∑
i1,...,ip−q is over the values of i1, . . . , ip−q such that
i1 < i2 < · · · < iγ and iγ+1 < iγ+2 < · · · < ip−q .
Also we can write the summands of the right-hand side in (17) as
B
(j1,j2,...,jp−q )
t
∑
i1,...,ip−q
Xji1
· · ·Xjiγ ⊗Xjiγ+1 · · ·Xjip−q
=
( ∑
(j1,...,jγ )(iγ+1,...,ip−q )
B
(ji1 ,ji2 ,...,jip−q )
t
)
Xj1 · · ·Xjγ ⊗Xjγ+1 · · ·Xjp−q . (18)
For example, when γ = 2 and p − q = 4, by the change of variables,
B
(j1,j2,j3,j4)
t
∑
i1,...,i4
(Xji1
Xji2
⊗Xji3 Xji4 )
= B(j1,j2,j3,j4)t (Xj1Xj2 ⊗Xj3Xj4 +Xj1Xj3 ⊗Xj2Xj4 +Xj1Xj4 ⊗Xj2Xj3
+Xj2Xj3 ⊗Xj1Xj4 +Xj2Xj4 ⊗Xj1Xj3 +Xj3Xj4 ⊗Xj1Xj2)
= (B(j1,j2,j3,j4)t +B(j1,j3,j2,j4)t +B(j1,j3,j4,j2)t +B(j3,j1,j2,j4)t +B(j3,j1,j4,j2)t
+B(j3,j4,j1,j2)t
)
Xj1Xj2 ⊗Xj3Xj4
=
( ∑
(i1,i2)(i3,i4)
B
(ji1 ,ji2 ,ji3 ,ji4 )
t
)
Xj1Xj2 ⊗Xj3Xj4 .
To show that (16) holds, we need from (18) to prove that for γ = 0,1, . . . , p − q ,
∑
{iα1 ,...,iαq ∈{1,...,p−q}|jiα1 =0,...,jiαq =0}
( ∑
(j1,...,jγ )(jγ+1,...,jp−q )
B
(ji1 ,ji2 ,...,jip−q )
t
)
×Xj1 · · ·Xjγ ⊗Xjγ+1 · · ·Xjp−q
=
∑
{iα1 ,...,iαq ∈{1,...,p−q}|jiα1 =0,...,jiαq =0}
B
(j1,...,jγ )
t B
(jγ+1,...,jp−q )
t
×Xj1 · · ·Xjγ ⊗Xjγ+1 · · ·Xjp−q .
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(j1,...,jγ )(jγ+1,...,jp−q )
B
(ji1 ,ji2 ,...,jip−q )
t = B(j1,...,jγ )t B(jγ+1,...,jp−q )t . (19)
It follows from Lemma 3 that (19) holds. Hence Z(t,ω) is a Lie element for each t  0 and a.s.
ω ∈ Ω . 
4. Applications
In this section, using the result in Section 3, we directly derive a representation of a solution
without appealing an associated ordinary differential equation.
We reorder (3) by the homogeneous elements of the degree |J|, so that
∞∑
p=1
p
∑
‖J‖=p
BJt XJ =
∞∑
p=1
∑
|J|=p
‖J‖BJt XJ. (20)
Here we understand the equality (20) as an identity in F. Hence by expanding out the powers
in (15), we write Z(t) as follows:
Z(t) =
∞∑
n=1
(−1)n−1
n
∞∑
p1=1
· · ·
∞∑
pn=1
∑
|J1|=p1
· · ·
∑
|Jn|=pn
‖J1‖+···+‖Jn‖
×BJ1t BJ2t · · ·BJnt XJ1XJ2 · · ·XJn . (21)
For fixed positive integers k we consider all ways of choosing positive integers p1, . . . , pn
satisfying
∑n
i=1 pi = k. Let us set q0 = 0 and qj = p1 + · · · + pj for j  1. We denote
Ji+1 = (jqi+1, jqi+2, . . . , jqi+1) for i = 0,1, . . . , n − 1, and Xjα = ‖jα‖Xjα , where the notation‖jα‖ is defined by analogy with ‖J‖,
‖jα‖ =
{
1 if jα 
= 0,
2 if jα = 0.
Then the expansion (21) can be written as
Z(t) =
∞∑
n=1
∞∑
k=n
∑
p1,...,pn
p1+···+pn=k
(−1)n−1
n
t∫
0
◦dBjq1tq1 · · ·
t2∫
0
◦dBj1t1
t∫
0
◦dBjq2tq2
· · ·
tq1+2∫
0
◦dBjq1+1tq1+1 · · ·
t∫
0
◦dBjqntqn
tqn−1+2∫
0
◦dBjqn−1+1tqn−1+1
×Xj1 · · ·Xjq1 X

jq1+1
· · ·Xjqn−1+1 · · ·X

jqn
=
∞∑
k=1
k∑
n=1
∑
p1,...,pn
p1+···+pn=k
(−1)n−1
n
∫
◦dBj1t1 ◦ dBj2t2 · · · ◦ dB
jqn
tqn
×Xj Xj · · ·Xj , (22)1 2 qn
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0 < t1 < · · · < tq1 < t, . . . ,0 < tqn−1+1 < · · · < tqn < t.
Let F′ denote the ideal M ⊕ (M ⊗ M) ⊕ · · · in F. Then we define a linear mapping τ of F′
into FL such that
τXi = Xi, τ (Xj1 · · ·Xjm) =
[· · · [Xj1 ,Xj2] · · ·Xjm], for m> 1.
We use the following Specht–Wever theorem to obtain a representation in terms of Lie brackets
and iterated Stratonovich integrals.
Theorem 6 (Specht–Wever). If a field Φ is of characteristic 0, then a homogeneous element a of
degree m> 0 is a Lie element if and only if τa = ma.
Since Z(t) is a Lie element, if we apply the operator τ to the homogeneous part of degree k,
we have the following expression of Z(t) as a Lie element by Specht–Wever theorem:
Z(t) =
∞∑
k=1
k∑
n=1
(−1)n−1
kn
∑
p1,...,pn
p1+···+pn=k
∫
◦dBj1t1 ◦ dBj2t2 · · · ◦ dB
jqn
tqn
× [· · · [Xj1,Xj2] · · ·Xjqn ].
Hence the solution ξt (x0) of SDE (1) is represented, in algebra of formal power series, as
ξt (x0) = exp
(
Z(t)
)
(x0), (23)
where
Z(t) =
∞∑
k=1
k∑
n=1
(−1)n−1
kn
∑
p1,...,pn
p1+···+pn=k
∫
◦dBj1t1 ◦ dBj2t2 · · · ◦ dB
jqn
tqn
× [· · · [Xj1,Xj2] · · ·Xjqn ].
If Lie algebra generated by X0, . . . ,Xr is nilpotent of order p, that is,[· · · [Xj1 ,Xj2] · · ·Xjm]= 0 for j1, . . . , jm ∈ {0,1, . . . , r} and m>p,
it follows from (23) that we obtain an explicit expression of the solution of SDE (1),
ξt (x0) = exp
(
p∑
k=1
Zk(t)
)
(x0), (24)
where
Zk(t) =
k∑
n=1
(−1)n−1
kn
∑
p1,...,pn
p1+···+pn=k
∫
◦dBj1t1 ◦ dBj2t2 · · · ◦ dB
jqn
tqn
× [· · · [Xj1,Xj2] · · ·Xjqn ].
Now we provide some examples in order to show how the above representations (23) and (24)
are useful for solving SDE (1).
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[Xi,Xj ] = 0 for all i, j ∈ {0,1, . . . , r}. Then the solution ξt (x0) is represented as
ξt (x0) = exp
(
tX0 +
r∑
i=1
Bit Xi
)
(x0). (25)
In this commuting case, the solution ξt (x0) of SDE (1) is equal to φ1(x0) a.s., which is the
solution of the ordinary differential equation:
dφs
ds
=
(
tX0 +
r∑
i=1
Bit Xi
)
(φs) and φ0(x0) = x0.
Example 8 (Yamato [9]). Let us consider SDE on R3{
dξt = X1(ξt ) ◦ dB1t +X2(ξt ) ◦ dB2t ,
ξ0 = x0, (26)
where x0 = (x10 , x20 , x30) and the vector fields X1 and X2 on R3 are given by
X1 = ∂
∂x1
+ 2x2 ∂
∂x3
and X2 = ∂
∂x2
− 2x1 ∂
∂x3
. (27)
Then it is easy to see that
[X1,X2] = −4 ∂
∂x3
and
[[X1,X2],X1]= [[X1,X2],X2]= 0.
Hence the Lie algebra generated by X = {X0,X1,X2} is nilpotent of order p = 2.
• For k = 1, n = 1 (p1 = 1), then B1t X1 +B2t X2.• For k = 2, n = 1 (p1 = 2), then
1
2
( t∫
0
B1s ◦ dB2s [X1,X2] +
t∫
0
B2s ◦ dB1s [X2,X1]
)
= 1
2
( t∫
0
B1s ◦ dB2s −
t∫
0
B2s ◦ dB1s
)
[X1,X2].
• For k = 2, n = 2 (p1 = 1,p2 = 1), then B1t B2t [X1,X2] +B2t B1t [X2,X1] = 0.
By using the formula (24) with p = 2, the solution ξt (x0) of SDE (26) is then explicitly
expressed as
ξt (x0) = exp
{
B1t
∂
∂x1
+B2t
∂
∂x2
+ 2
[
x20B
1
t − x10B2t −
( t∫
0
B1s ◦ dB2s −
t∫
0
B2s ◦ dB1s
)]
∂
∂x3
}
(x0). (28)
Therefore it follows from (13) that the solution of SDE (26) is given by ξt (x0) = (ξ1t (x0), ξ2t (x0),
ξ3t (x0)), where
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ξ2t (x0) = x20 +B2t ,
ξ3t (x0) = x30 + 2
[
x20B
1
t − x10B2t −
( t∫
0
B1s ◦ dB2s −
t∫
0
B2s ◦ dB1s
)]
.
We can directly solve SDE (26). From (27), we obtain the following equation:

dξ1t (x0) = ◦dB1t ,
dξ2t (x0) = ◦dB2t ,
dξ3t (x0) = 2ξ2t (x0) ◦ dB1t − 2ξ1t (x0) ◦ dB2t .
(29)
Hence we get ξ1t (x0) = x10 +B1t , ξ2t (x0) = x20 +B2t and
ξ3t (x0) = x30 + 2
t∫
0
(
x20 +B2s
) ◦ dB1s − 2
t∫
0
(
x10 +B1s
) ◦ dB2s
= x30 + 2
[
x20B
1
t − x10B2t −
( t∫
0
B1s ◦ dB2s −
t∫
0
B2s ◦ dB1s
)]
.
In the next two examples, we give comparisons with the results obtained by Castell [3]. As
mentioned in Introduction, we directly derive the formula given in [3] by using our representa-
tions without appealing a limit procedure and an ordinary differential equation. In [3], Castell
has obtained the asymptotic expansion in small time of the solution of SDE (1). When the vec-
tor fields X = {X0,X1, . . . ,Xr} generates a nilpotent Lie algebra, the formula of the solution is
not asymptotic but exact. First we derive the exact formula obtained by Castell [3] in case of a
nilpotent Lie algebra.
Let us denote by e(σ ) the cardinality of the set {j ∈ {1, . . . ,m − 1} | σ(j) > σ(j + 1)},
where σ ∈ Sk , the group of all permutations of k letters. If J = (j1, . . . , jm), let us set J ◦ σ =
(jσ(1), . . . , jσ(m)).
Example 9 (Nilpotent case, Castell [3]). Let X0, . . . ,Xr be vector fields on Rd such that the
Lie algebra generated by X = {X0,X1, . . . ,Xr} is the nilpotent of order p. Then Castell [3] has
obtained the following explicit formula of the solution of SDE (1):
ξt (x0) = exp
(
p∑
k=1
∑
|J|=k
CJt X
J
)
(x0), (30)
where
CJt =
∑
σ∈S|J|
(−1)e(σ )
|J |2( |J |−1
e(σ )
)BJ◦σ−1t .
Let us define
Sqn(q1, . . . , qn) =
{
σ ∈ Sqn | σ(qj + 1) < · · · < σ(qj+1) for 0 j  n− 1
}
.
Now we give the representation (30) by using our formula (24). First note that
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∫
◦dBj1t1 ◦ dBj2t2 · · · ◦ dB
jqn
tqn
=
∑
σ
∫
{0<t1<···<tk<t}
◦dBj1tσ (1) ◦ dBj2tσ (2) · · · ◦ dBjktσ(k) , (31)
the summation
∑
σ being over all σ ∈ Sqn(q1, . . . , qn). It follows from (31) that
Zk(t) =
k∑
n=1
(−1)n−1
kn
∑
p1,...,pn
p1+···+pn=k
∑
σ
∫
{0<t1<···<tk<t}
◦dBj1tσ (1) ◦ dBj2tσ (2)
· · · ◦ dBjktσ(k)
[· · · [Xj1,Xj2] · · ·Xjk ]
=
k∑
n=1
(−1)n−1
kn
∑
p1,...,pn
p1+···+pn=k
∑
σ
∫
{0<t1<···<tk<t}
◦dBjσ−1(1)t1 ◦ dB
jσ1 (2)
t2
· · · ◦ dBjσ−1(k)tk
[· · · [Xj1 ,Xj2] · · ·Xjk ]. (32)
By using algebraic computations in the proof in [3, Proposition 3.2], the right-hand side of (32)
becomes
Zk(t) =
∑
σ
(−1)e(σ )
k2
(
k−1
e(σ )
) ∫
{0<t1<···<tk<t}
◦dBjσ−1(1)t1 ◦ dB
jσ1 (2)
t2
· · · ◦ dBjσ−1(k)tk
[· · · [Xj1 ,Xj2] · · ·Xjk ],
which states (30).
In the general case, we derive the asymptotic expansion of the solution of SDE (1) that was
proven by Castell [3].
Example 10 (General case, Castell [3]). In the general case, Castell [3] has obtained the fol-
lowing asymptotic expansion of the stochastic flow. For all integer p  2, we define the process
Rp(t) on R
d by
ξt (x0) = exp
(
p−1∑
k=1
∑
‖J‖=k
CJt X
J
)
(x0)+ tp/2Rp(t)(x0). (33)
Then there exist α > 0 and β > 0 such that for every c > β ,
lim
t→0P
[
sup
0st
sp/2
∥∥Rp(s)∥∥ ctp/2] exp
{
−c
α
β
}
. (34)
Let ξt (x0) be the solution of SDE (2). For fixed T > 0, we define Hp(, t), t  T and  ∈ (0,1],
by
ξt (x0) = x0 +
p−1∑
k
∑
XJ(x0)BJt + pHp(, t) a.s. (35)
k=1 ‖J‖=k
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lim
→0P
[
sup
0tT
∥∥Hp(, t)(x0)∥∥ c] exp
{
− c
α
βT
}
.
If we define Up−1(t) =
∑p−1
k=1 k
∑
‖J‖=k C
J
t X
J
, then
exp
(
Up−1(t)
)
= 1 +
∞∑
n=1
1
n!
p−1∑
k1,...,kn
k1+···+kn
∑
‖J1‖=k1,...,‖Jn‖=kn
C
J1
t X
J1 · · ·CJnt XJn
= 1 +
∞∑
k=1
k
k∑
n=[ k+p−2
p−1 ]
1
n!
∑
‖J1‖+···+‖Jn‖=m
C
J1
t X
J1 · · ·CJnt XJn
= 1 +
p−1∑
k=1
k
k∑
n=1
1
n!
∑
‖J1‖+···+‖Jn‖=k
C
J1
t X
J1 · · ·CJnt XJn
+ pQ(1)p (t)+ pQ(2)p (, t),
where Q(1)p (t) and Q(2)p (, t) are given by
Q(1)p (t) =
p∑
n=2
1
n!
∑
‖J1‖+···+‖Jn‖=p
C
J1
t X
J1 · · ·CJnt XJn,
Q(2)p (, t) =
∞∑
k=p+1
k−p
k∑
n=[ k+p−2
p−1 ]
1
n!
∑
‖J1‖+···+‖Jn‖=k
C
J1
t X
J1 · · ·CJnt XJn .
From (13) and (23), it follows that
∑
‖J‖=k
XJBJt =
k∑
n=1
1
n!
∑
‖J1‖+···+‖Jn‖=k
C
J1
t X
J1 · · ·CJnt XJn . (36)
By (35) and (36), we get
ξt (x0) = exp
(
Up−1(t)
)
(x0)+ pRp(, t)(x0), (37)
where Rp(, t)(x0) is given by
Rp(, t)(x0) = Hp(, t)(x0)−Q(1)p (t)(x0)+Q(2)p (, t)(x0).
We recall the following definition, introduced by Azencott [1] (or see [3]):
Definition 11. Let τ be a stopping time and let X = (Xt ), t  0, be a continuous stochastic
process on [0, τ ) with values in Rp . Then X is said to be inW(α,β, τ ) if and only if for all t  0
and c β ,
P
[
sup
0st
‖Xs‖ c; t < τ
]
 exp
{
−c
α
βt
}
.
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Q(1)p (t)(x0) ∈W(α,β,T ).
It is also obvious that lim→0 sup0tT ‖Q(2)p (, t)(x0)‖ = 0 a.s. From (37), it follows that there
exist α > 0 and β > 0 such that for all c > β ,
lim
→0P
[
sup
0tT
∥∥Rp(, t)(x0)∥∥ c] exp
{
− c
α
βT
}
,
which deduce (34) by the remarks given below Theorem 4.1 in [3].
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