This paper surveys some new results and constructions on BIBDs and related designs including RBIBDs, GDDs, packing and covering designs, etc. A certain number of related open problems are also discussed.
theory is based on the Dirichlet theorem on primes in arithmetical progressions, the term 'sufficiently large' remains to be specified. In another direction, Hanani [21] discussed the existence of BIBDs B [k, A.; u] for small values of k. In 1975, Hanani [21] summarized the known results for k = 3,4, 5 and discussed the case of k = 6,7, where the related designs such as group divisible designs, packing and covering designs were also discussed. Since then, much progress has been made. A recent book, 'Design Theory' by Beth et al. [S] , and a recent paper, 'Design theory: an update' by Jungnickel [27] , provide good summaries. In this paper, we mention some of the latest results on BIBDs and related designs and discuss some constructions which seem to deserve attention.
Balanced incomplete block designs (BIBDs)
As is stated in Theorem 1.1, the necessary condition for the existence of a BIBD
B[k, A; V] is as follows:
/Z(u-l)=O(modk-l), %u(u -1) ~0 (mod k(k -1)).
(2.1)
For each point in a BIBD, the number of blocks containing the point is a constant number (independent of the point), denoted by I-. Let b denote the number of all blocks. These two parameters are not independent since we have Hanani [21] proved the following theorem.
Theorem 2.1. Let i, and v > k be positive integers. For any k, 3 <k < 5, condition (2.1) is necessary and sufficient for the existence of BIBD B[k, A; v], except for the nonexisting design B[5,2; 151.
For k = 6, Hanani [Zl] solved the case i > 1 and Mills [43] almost solved the case A= 1 leaving 165 possible exceptions. This was improved by Mullin et al. [46] , Zhu Lie et al. [74] and Mullin [44] . These results can be summarized in the following theorem. [6, i; 01 , except for four nonexisting designs B [6,2; 211, B [6, 1; 161, B[6, 1; 211, B[6, 1; 361 , and 94 possible exceptions B [6, 1; v] where the values of v are shown in Table 1 . Table 1   46  51  61  81  141  166  171  196  201  226  231  246  256  261  276  286  291  316  321  336  346  351  376  406  411  436  441  466  471  486  496  501  526  561  591  616  621  646  651 [74] and is not to be listed as a possible exception.
Theorem 2.2. Let 1 and v>6 be positive integers. Condition (2.1) is necessary and sufficient for the existence of a BIBD B
When k = 7, Hanani proved in [21] that the necessary condition (2.1) is sufficient for the existence of a BIBD B [7,& v] whenever 1=0, 6, 7, 12, 18, 24, 30, 35, 36 (mod 42), or 2 > 30 and (A, 6) = 1. Recently, Hanani [20] further proved the sufficiency for i = 3 and 21, with some possible exceptions of A= 3 and v = 323,351,407,5 19,525,575,665. More recently, it was proved in [76] that a B [7, i; v] exists for A= 14 and 28 iff (2.1) holds except possibly when 1,= 14 and v= 58,82,94. Combining all these results we are able to show the following. For the remaining ;1, it has been proved in [69] that a B [7,1; v] exists if v 3 343687 and (2.1) holds. It does not appear difficult to obtain a concrete bound v,, such that a B [7,2; v] exists if v 3 v0 and (2.1) holds. Therefore, condition (2.1) is sufficient for k=7 and any (v, 2) except a finite number of pairs (v, A). However, much work still needs to be done in order to complete the existence problem of BIBDs B [7,& v] .
When k = 8 and J_ = 1, it has been proved in Cl83 that for all v > 21897 the necessary condition (2.1) is sufficient. We now mention three new constructions used in proving Theorem 2.3, which also seem to be useful elsewhere.
Let X be a finite set of points, 9 a family of distinct subsets of X called groups which A GDCK~,{l};~l (X,S,dc4) with group type 1" is called a pairwise balanced A special case of Construction 2.5 was first stated and used in packing problems (see [67] ). Other than these constructions, some further techniques were used in proving Theorem 2.3, which we state below in a more general form. Denote Proof. Since 2, ,EL(~), we have H(k, A) c B(k, 1) and H(k, 11) c B(k, p). Therefore, 
Since a B Unfortunately, the number of 'finitely many positive integers' in Theorem 3.1 is not specified and may be very large. So there is still the need for a special k to discuss the existence of an RB [k, ;L; v] . When k = 3 and 2 = 1, the existence of an RB [3, 1; u] Recently, a new recursive construction was found in [75] . Here we state its general form (see [70] ). A subset of blocks in a BIBD is called a partial parallel class if the subset consists of pairwise disjoint blocks. 
Lemma 3.12 (filling in holes). Suppose there is a (k, &frame of type t, tZ . . . t,, and let ~20. For 1 <i<n, suppose there is u (k, i)-frame of type (njErci,tij).z, where CjsrCijtij=ti. Then there is u (k, /l)-frame of type (nl,i,,njeI,iJtij)~+
Deleting one point from an RB[k, 1; v] and taking repeated blocks we can also obtain a (k, i)-frame.
Lemma 3.13. Zf there exists an RB[k, 1; v], then there is a (k, ,I)-frame of type
where 2 is any positive integer. Now, we can give an alternative proof for Construction 3.3. In fact, the existence of an RB[k, 1; v] implies by Lemma 3.13 the existence of a (k, l)-frame of type
. Using Lemma 3.11 and the existence of RTD(k, m), we obtain
Then, the conclusion of Construction 3.3 follows from Construction 3.9. We can also give an alternative proof of the following important theorem which is the main tool in solving the schoolgirl problem. Let ,?(a-l), It was Brouwer and Lenz [7, S] who started the discussion for k=4. Wei and the author [63, 641 continued the discussion for A= 1 and, finally, Rees and Stinson [52] finished the existence problem of a B, [4,1; v] . Despite the long period of time taken to obtain this result, the existence of a B, [4,1; u] for A > 1 was solved quickly. Rees and Rodger [SO] handled the case k = 4 and 1, = 2. Wei [62] solved the case k = 4 and i = 3. Finally, Kong [30] solved the case k=4 and A=6 very recently. Summarizing these we have the following theorem. is missing from (X, d), then we denote this design by (X, Y, &\a') or (~1, u; K, A)-IPBD (here I stands for incomplete). We also call Y a hole of the design. In fact, the subdesign need not exist. This concept was generalized to contain two holes as follows (see [60] ). An incomplete-0-PBD is a tuple (X, Y,, Yz, -QI), where Y, c X, Y, c X, and d is a set of blocks such that every pair of points (x, y> occurs in exactly 2 blocks, unless {x, y} c Y, or {x, y} c Y2, in which case the pair occurs in no block. We say that the 0-IPBD is a (v;w,,wz;wj;K,/2)-0-IPBD if 1X1=2;, IYrl=wi, (Y21=w2, 1 Y1 n Y,l= wg and 1AlgK for every AE~. When ;1= 1, it is simply denoted by (u; wi, wz; w3; K)-0-IPBD.
To describe a new recursive construction for IPBD, we further need the concept of IGDD.
Informally, an incomplete GDD, or IGDD, is a GDD from which a sub-GDD is missing (this is the 'hole'). Formally, an IGDD is a quadruple (X, Y, 9, &) which satisfies the following properties:
(i) X is a set of points, and Y c X; (ii) 9 is a partition of X into groups; (iii) & is a set of blocks, each of which intersects each group in at most one point; (iv) no block contains two members of Y; (v) every pair of points {x, y} from distinct groups, such that at least one of x, y is in X\ Y, occurs in exactly 2 blocks of d.
We say that an IGDD (X, Y, 9, &') is a (K, ;l)-IGDD if (A(EK for every block AC&, The type of the IGDD is defined to be the multiset of ordered pairs {(ICI, IGn YO: GEM} ( sometimes denoted by ncers( 1 GI, 1 G n Yl)). The following construction first appeared in [60] and proved to be very useful in dealing with embedding problems. 
The group divisible designs (GDDs)
The existence of a GD[k, i, m; urn] was first discussed in [21] . It is easy to obtain the necessary condition as in (5.1).
u>k,
When m= 1 and u=v, the GDD becomes a BIBD and the condition (5.1) becomes (2.1). Hanani [21] proved the sufficiency for k= 3. is also sujjicient.
When k=4, the same sufficiency has been established in [9] . ). When k = 3 and J > 1, a similar result was shown also in [Z] .
When As an embedding problem for GDDs we also consider the existence of a (k, A)-IGDD of type (c, n)". The necessary condition for the existence of a (k, l)-IGDD of type (0, n)" is When k > 3, the existence of a (k, l)-IGDD of type (v, n)k has been discussed. It has been shown in [24] It has also been shown in [71] that for nb 154 a (5, l)-IGDD of type (t., n)' exists if and only if va4n. Equivalently, these results appeared as the embedding of MOLS or as incomplete transversal designs.
In [59] a general construction for GDDs was given which serves to unify many well-known constructions for MOLS and PBDs. We restate the construction using a new idea of double GDDs.
Let X be a c-set. Let RI, R1, . . . , R, be a partition of X and let Ci, Cz, . . . , C, be another partition of X such that RinCj=Gij and IGijl= tij. Let %= (Gij: 1 <i<r, 1 < j G n). Let & be a collection of some subsets (called blocks) of X with block sizes in K. We call (X, 9, &') a double group divisible design (DGDD) if for any two points x and Y of X from Gij and Gsh, respectively, there is a unique bock AE& containing both x and y when i # s and j # h, otherwise when i= s or j = h no block AESZ can contain both x and y. We call the matrix T=(tij) the type of the design, and denote the design by K-DGDD.
A DGDD can be thought of as a GDD with several missing sub-GDDs on C1, C1, . . We then obtain a labelled BIBD. is equivalent to the one above, although they look slightly different. In [65] , the idea of labelled BIBDs played an important role in solving the existence conjecture of BIBDs mentioned in Section 1. ). The importance of the idea is that one can obtain designs with smaller indices from some designs with larger indices. It is not necessary that the resultant designs always have index unity, but we do not discuss the more general form here.
Packing and covering designs
A packing design or a scarce design SD(k, A; v, h) (a covering design or an ample design AD(k, i; U, h)) is a pair (X, g) where X is a v-set, and ?3 is a collection of some k-subsets (called blocks) of X having b blocks such that every pairset {x, y} c X is contained in at most (at least) i blocks of 39.
An The existence of an MISD(k, 1,; V(U), b) implies
by C(k, A; v). It is easy to see that
Therefore, we have the following lemma.
Lemma

If D(k, i; u)=$(k, i; u) and an MZSD(k, i; v(u), b) exists, rhen D(k, A; v)=+(k, A; v).
Similarly, the existence of an MIAD(k, R; v(u), b) implies
C(k, 3.; v) G b + C(k, i; u).
We also have the following lemma. Although there are some powerful techniques (e.g. Construction 4.3) to obtain IPBD, the use of IPBD for SD and AD is restricted by its parameters, which must satisfy
It is hoped that the known techniques such as Construction 4.3 may also work for MISD and MIAD. However, knowledge on this is very limited so far. A special case of Construction 4.3, namely the singular indirect product construction, was discussed in [47] . It is not difficult to see the following. we may replace points cu , , a 8, CE 9 by We, as, x6, respectively, whenever they occur in blocks of %. After replacing we denote the blocks by a*. It is obvious that iZ28U(~l,..., cc,), du.%*)
is an ISD(5,2; 34(6), 106). Since $(5,2; 34)= 108 and D(5, 2; 6) = $(5,2; 6) = 2, the ISD is an MISD and we have D(5,2; 34) = 108. Lu left a draft for his seventh paper intending to solve the six outstanding cases. He divided the task into four steps, and the main idea is to use the concept of an LD design with a sub-LD design.
Let X be an n-set. A design LD(X) or LD(n) is a set of 2X (x runs over X), _I?~ and 8' satisfying the following conditions (CiHC,):
(C,) Each 2, consists of ordered triples of X\(x). Each of the _P1 and P" consists of ordered quadruples of X. (C,) There exists an element C~EX such that for arbitrary x6X and je{l, 21, (x, x, x, cO) belongs to _%'j.
(C,) For any ordered triple (x0, x1, x2) of the set X, either there exists x such that (x0, xi, x~)E_P~, or there exists xj andj such that (x0, xi, x2, x~)E_!Z~.
Suppose LD(X)= {Zz: XEX} u{P'r, _P?"'}, and LD( Y)= (9;: ye Y} u {P"l, y'2}. If Y c X and YP; c _?Zy(V~~ Y), y'j c P'j(j= 1,2), we say that LD(X) contains LD( r) as a subdesign. Because of the replacement property we may denote by D, the set of all integers n such that there exists an LD(n) containing any given LD(m) as a subdesign. Lu gave a recursive construction in his draft. Lu made his plan in the following four steps:
Step 1: For q > 5 prove Theorem 7.2.
Step 2: For q = 5 prove Theorem 7.2.
Step 3: Construct an LD(47).
Step 4: Construct an LD(39) containing a subdesign LD(7). In fact, taking m = 7, q' = 32 and q = 5,8 in Theorem 7.2 we have 167 = 7 + 5.32~0,~ and 263 = 7 + 8.32~0,~ since 39 = 7 + 326D,. We then apply the following theorem. Applying the following theorem with p=l and using the known LSTS(501) and LSTS(789) we obtain an LSTS(1501) and an LSTS(2365). Thus, the six outstanding cases can be solved completely. An LKTS(9) was found by Kirkman [29] and an LKTS(33) was found by Schreiber (see [14] ). Denniston found an LKTS (15) in [16] with the aid of a computer and four other LKTS(U) for u = 51,75, 105 and 129 by some direct construction.
He also gave in [13] We then know the existence of an LKTS(3"o) for n > 0, where v = 3, 15,75 and 129.
Very recently, Wu [66] showed the existence of a TKTS(V) for v= 33,51 and 105, which implies the existence of an LKTS(3"v) for n 2 0. Summarizing these we have the following theorem, which to the author's knowledge is the best result to date. If we replace each triple {x, y, z} in an STS(tl) by (x, y, z) and (y, x, z), we obtain an MTS(v). Therefore, the existence of an LSTS(v) implies that of an LMTS(v), where v= 1 or 3 (mod 6). This approach will leave seven values of u from Theorem 7.1 including v = 7. An alternative and better approach was provided in [28] as follows. Proof. Let S= {a, bf ~2,.
An LMTS(u) consists of u MTS(v)s (S, Wi), iEZ,, where %Yi contains the following blocks:
(1) (a, b, i>, <b, a, i>; (2) (a, x+i, -2x+i),
where x~Z,\{0}; (3) (x, y, z), (y, x, z), where x, y, z are distinct elements in Z, such that x+y+z=3i (mod u).
Each MTS(u) (S, a) As an immediate corollary of Theorem 7.9 and Lemma 7.10, we have the following theorem. This then leaves the values u-6 or 10 (mod 12) for which the existence of an LMTS(u) is not known. Some of these values can be handled using various constructions, but the question is still open. Among these constructions the following ones seem to be the most helpful. 
Concluding remarks
In Section 1, we mentioned the existence conjecture of BIBDs and its solution by Wilson [65] . Since Wilson's theory did not provide a concrete bound M(k, I+), the problem of obtaining the bound M(k, A) explicitly from k and 2 still remains. In Section 2, we mentioned some recent results on the existence of BIBDs B [k, A; u] with k=6, 7 and 8, but the existence of those is still open.
In Section 3, a complete solution for the existence of an RBIBD RB[k, 2; a] was described when k = 3 or 4 in Theorem 3.2. The case when k = 5 is open. The concept of a (K, /2)-frame was discussed and it is believed that the concept will be useful in further discussions of RBIBDs.
In Section 4, we described the complete solution on embeddings of BIBDs for k = 3 and 4 in Theorems 4.1 and 4.2 respectively. Embeddings for RB [3, 1; o] are also solved in Theorem 4.5, but still open for RB [3,& a] (i> 1) and for RB [4, 3,; v] .
In Section 5, we mentioned the complete solution for the existence of a GD [k, 2, m; urn] when k = 3 or 4 in Theorems 5.1 and 5.2, respectively. For RGDDs the same existence problem is still open. Some embedding results on GDDs were also mentioned.
We also discussed the general construction for GDDs and the idea of labelled BIBDs.
In Section 6, we mentioned the complete determination of the packing number D(k, A; v) and the covering number C(k, 1; ZI) for k = 3 and 4. The same problem is still open for k = 5, but we mentioned some partial resutls. We also discussed the concept of maximal incomplete packing design and minimal incomplete covering design, which has played and will still play, an important role in the investigation of packing and covering designs. In Section 7, large sets of various triple systems including STS, KTS and MTS were discussed. We mentioned Lu's plan to deal with the remaining six values of u for LSTS(u) and the completion of the spectrum of LSTS(u) in Teirlinck's recent paper.
However, the existence of large sets of KTS(u) and MTS(V) remains open.
Added in proof (27th July, 1993): Since the paper was written, much progress has been made on the open problems mentioned in this paper. We add the following points.
(1) For a concrete bound M(k, n) in Wilson's theory, Chang [lOa] has shown that for k>, 3, I_= 1 and u= 1 (mod k(k-l)), there exists a bound M(k, l)=~l~~~"-", where u=(;k2(k-l))k'k-1), such that a B[k, 1; U] exists whenever v > M(k, 1). This serves as the first step towards solving the existence of such a bound M(k,A).
(2) The seven possible exceptions in [20] Some new results on the existence of BIBDs for 6 d k d 9 can also be found in Greig [ 18b, 18c, 18d] . [65a] . In [l la] it has been proved that a (4,1)-IGDD of type (u, n)' exists if and only if u 2 3n and u-n is even. For DGDDs we mention some recent papers [la, 62a, 40b] . (6) There is a recent survey on packing and covering designs by Mills and Mullin [43a].
(7) A recent survey on large sets of disjoint designs is available now, see Teirlinck [6la] . The existence of an LMTS(v) has been finally solved in [28a] . 
