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Well-posedness of a model of nonhomogeneous
compressible-incompressible fluids
Roberta Bianchini1, Roberto Natalini2
Abstract
We propose a model of a density-dependent compressible-incompressible fluid,
which is intended as a simplified version of models based on mixture theory as, for
instance, those arising in the study of biofilms, tumor growth and vasculogenesis.
Though our model is, in some sense, close to the density-dependent incompressible
Euler equations, it presents some differences that require a different approach from
an analytical point of view. In this paper, we establish a result of local existence
and uniqueness of solutions in Sobolev spaces to our model, using paradifferential
techniques. Besides, we show the convergence of both a continuous version of the
Chorin-Temam projection method, viewed as a singular perturbation type
approximation, and the ’artificial compressibility method’.
Keywords: Fluid dynamics model, mixture theory, multiphase model, compressible
pressure, incompressible pressure, divergence free, variable density.
1. Introduction
In this paper, we consider a fluid described by the following equations in Rd,

∂tρ+∇ · (ρv) = 0,
∂tv + v · ∇v + f(ρ, v)∇ρ+∇P = 0,
∇ · v = 0,
(1.1)
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with initial data
ρ(0, x) = ρ0(x), v(0, x) = v0(x) such that ∇ · v0(x) = 0, (1.2)
where f(ρ, v) is a scalar function of (ρ, v) ∈ Rd+1. System (1.1) describes the motion
of a nonhomogeneous, also called density-dependent, fluid. The nonnegative scalar
function ρ is the density of the fluid, v ∈ Rd its velocity, and P is the incompressible
hydrostatic pressure generated by the divergence free constraint. The term f(ρ, v)∇ρ
is a slight generalization of a compressible pressure. This system is intended as a toy
model for a general class of problems arising from mixture theory, which present
the coehexistence of the hydrostatic pressure and a compressible pressure term. For
instance, consider a simplified version of the model in [6], composed of just two
constituents, a solid(/gel) phase S and a liquid phase L:

∂tS +∇ · (SvS) = ΓS,
∂tL+∇ · (LvL) = ΓL,
∂tvS + vS · ∇vS + γ∇(1−L)S +∇P = ΓvS ,
∂tvL + vL · ∇vL +∇P = ΓvL ,
S + L = 1,
ΓS + ΓL = 0,
(1.3)
where vS , vL are the velocities of the solid and the liquid phase respectively,
ΓS ,ΓL,ΓvS ,ΓvL are source terms and γ is an experimental constant. Using the last
two conservation constraints, system (1.3) can be reduced to

∂tS +∇ · (SvS) = ΓS,
∂tvS + vS · ∇vS + γ∇SS +∇P = ΓvS ,
∂tvL + vL · ∇vL +∇P = ΓvL ,
∇ · (SvS + (1− S)vL) = 0,
L = 1− S,
(1.4)
where the equation for the solid phase velocity vS presents a pressure term
composed by two parts, one incompressible part ∇P and the compressible one
γ∇(S)
S = γ∇log(S). More generally, these kinds of problems, which are characterized
by the interaction between compressible and incompressible pressure terms, arise
from mixture theory, as, for instance, models of biofilms [6], tumor growth [1] and
organic tissues and vasculogenesis [8]. Anyway, models deriving from mixture
theory are similar to system (1.4), by replacing the compressible pressure γlog(S)
with a more general function P (S) = φ(S) only depending on the solid phase. As a
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matter of facts, model (1.4) presents several analytical difficulties, which we are
trying to understand by studying a simplified version. In order to do this, the first
idea is to consider a model where the solid phase S and the liquid L have the same
transport velocity v = vS = vL, and whose equation contains a compressible
pressure term. These assumptions give the following model:

∂tρ+∇ · (ρv) = 0,
∂tv + v · ∇v +∇φ(ρ) +∇P = 0,
∇ · v = 0,
(1.5)
where ρ is the density of the fluid and φ(ρ) a general compressible pressure. Actually,
by defining a new pressure term Q := P + φ(ρ), model (1.5) can be reduced to

∂tρ+∇ · (ρv) = 0,
∂tv + v · ∇v +∇Q = 0,
∇ · v = 0,
P = Q− φ(ρ),
(1.6)
which is just the homogeneous incompressible Euler equations plus a transport
equation for the density variable and, although the techniques developed in this
paper continue to work, it can be solved in a trivial way. Therefore, we are going to
study a mathematical generalization of model (1.5), represented by our system in
(1.1), which has got most of the analytical difficulties of model (1.4). Let us notice
that system (1.1) is somewhat similar to the density-dependent incompressible
Euler equations 

∂tρ+∇ · (ρv) = 0,
∂tv + v · ∇v + ∇Pρ = 0,
∇ · v = 0,
(1.7)
which have been studied by many authors, see for instance J. E. Marsden [14], H.
Beira˜o da Veiga [2], A. Valli [20] & R. Danchin [7]. Let us remark that, in [20], Valli
and Zajaczkowski have studied model (1.7) by using an approximating system where
the divergence of the velocity field gradually vanishes in a similar way to the Chorin-
Temam projection method in [19]. Although model (1.1) looks quite similar to the
density-dependent model (1.7), it happens that, apart from the vorticity method,
which we have still not fully explored, most of the ideas used to approach it do not
apply to our system. The main problem is that we cannot expect to gain one more
space derivative for the pressure term P with respect to the regularity of the other
unknowns ρ, v, as it is in the case of classical incompressible fluids. This can be
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viewed by applying the divergence operator to the velocity equation in (1.1), which
yields
∆P +∇ · (f(ρ, v)∇ρ)) = −∇v∇v. (1.8)
Now, if ρ ∈ C([0, T ],Hm(Rd)), then P ∈ C([0, T ],Hm(Rd)), namely
∇P ∈ C([0, T ],Hm−1(Rd)). On the other hand, if we look at the method of
resolution of the density-dependent Euler equations in [20], this leads to consider
the following elliptic equation in the pressure term
∇ ·
(
∇P
ρ
)
= −∇v∇v. (1.9)
In this case, the regularity of ρ and v guarantees, if m > [d/2] + 1, one more space
derivative of regularity for the pressure term, namely: if ρ, v belong to
C([0, T ],Hm(Rd)), then P belongs to C([0, T ],Hm+1(Rd)). Conversely, considering
system (1.1) and the related elliptic equation (1.8), we realize that it is not easy to
obtain energy estimates on equation (1.8), since we have not enough regularity in
terms of the incompressible pressure P . This is exactly what happens for system
(1.4). Nevertheless, here we estabilish the well-posedeness of system (1.1), using an
approximation based on paradifferential calculus. Next, we show the convergence of
a new singular perturbation approximation that can be considered as a continuous -
in time - version of the projection method in [19], which turns out to work also on
the homogeneous incompressible Euler equations. Finally, we briefly show that also
the more classical artificial compressibility method in [19] works on system (1.1).
We point out that these three methods - the application of paradifferential calculus,
our continuous version of the projection method and the adapted artificial
compressibility, which we have applied in order to prove well-posedness of system
(1.1) - do not seem to work on the density-dependent Euler equations, see Remarks
3.2, 4.3, and 5.2.
1.1. Organization of the paper
The paper is organised as follows. First, we explain some structural characteristics
of system (1.1), which will be useful in the following. Section 2 is devoted to the
definition of the first type of approximation based on paradifferential operators and
the related proof of existence and uniqueness. In Section 3, we prove the convergence
of our continuous version of the projection method. Finally, in Section 4, we shortly
discuss the artificial compressibility approximation and its convergence.
Remark 1.1. Notice that, when the function f(ρ, v) = f(ρ) only depends on the
density variable ρ, the velocity equation in (1.1), with the divergence free condition
∇ · v = 0, leads to system (1.5) and then to (1.6), where the homogeneous
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incompressible Euler equations can be solved in order to get the unknown density ρ
by its transport equation. Therefore, in that case we have smooth solutions to
system (1.1), in accordance with the regularity of the solutions to the homogeneous
incompressible Euler equations, which can be seen in [12].
2. General setting
Let u = (ρ, v) and FP = (0,∇P )T . System (1.1) can be written in the compact form{
∂tu+
∑d
j=1Aj(u)∂xju+ FP = 0,
∇ · v = 0, (2.1)
with initial data (1.2)
u(0, x) = u0(x) = (ρ0(x), v0(x))
T , (2.2)
where, in the 2-dimensional case
A1(u) =

 v1 ρ 0f(u) v1 0
0 0 v1

 , A2(u) =

 v2 0 ρ0 v2 0
f(u) 0 v2

 , (2.3)
and, in the general d-case, for j = 1, · · · , d,
Aj(u) =


vj δ1jρ δ2jρ · · · δdjρ
δj1f(u) vj 0 · · · 0
δj2f(u) 0 vj · · · 0
· · · · · · · · · vj · · ·
δjdf(u) 0 0 · · · vj

 . (2.4)
The symbol A(ξ,u) :=
∑d
j=1Aj(u)ξj associated to the paradifferential operator
related to system (2.1) is
A(ξ,u) =


∑d
j=1 vjξj ρξ1 ρξ2 · · · ρξd
f(u)ξ1
∑d
j=1 vjξj 0 · · · 0
f(u)ξ2 0
∑d
j=1 vjξj · · · 0
· · · · · · · · · ∑dj=1 vjξj · · ·
f(u)ξd 0 0 · · ·
∑d
j=1 vjξj

 . (2.5)
We get the eigenvalues
• λ1 = · · · = λd−1 =
∑d
j=1 vjξj,
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• λd =
∑d
j=1 vjξj −
√
f(u)ρ|ξ|,
• λd+1 =
∑d
j=1 vjξj +
√
f(u)ρ|ξ|,
and the related eigenvectors
• e1 = (0,−ξ2, ξ1, 0, · · · , 0)T ,
• e2 = (0,−ξ3, 0, ξ1, 0, · · · , 0)T ,
• ej = (0,−ξj+1, 0, · · · , 0, ξ1, 0, · · · , 0)T ,
• ed−1 = (0,−ξd, 0, · · · , 0, ξ1)T ,
• ed = (−√ρ|ξ|,
√
f(u)ξ1,
√
f(u)ξ2, · · · ,
√
f(u)ξd)
T ,
• ed+1 = (√ρ|ξ|,
√
f(u)ξ1,
√
f(u)ξ2, · · · ,
√
f(u)ξd)
T .
Remark 2.1. Assumptions: notice from above that, in order to have real and
semisimple eigenvalues, which is an essential property to guarantee hyperbolicity (see
[15]), we have to assume f(u) strictly positive.
Now, let us go back to the general setting of system (2.1). First, let us neglect
for a while the incompressible pressure term FP in (2.1). Therefore, it is easy to
check that we are considering a Friedrichs symmetrizable hyperbolic system, whose
(positive definite, since Remark 2.1 and Remark 2.2) symmetrizer is the diagonal
(d+ 1)× (d+ 1) matrix
A0(u) = diag
(
f(u)
ρ
, 1, 1, · · · , 1
)
. (2.6)
To clarify the calculations below, we write the explicit expression of
A0Aj =


f(u)vj
ρ δ1jf(u) δ2jf(u) · · · δdjf(u)
δj1f(u) vj 0 · · · 0
δj2f(u) 0 vj · · · 0
· · · · · · · · · vj · · ·
δjdf(u) 0 0 · · · vj

 , (2.7)
for j = 1, · · · d.
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Remark 2.2. Since (2.6) and (2.7), we require that the scalar variable ρ is not
vanishing for every (x, t). This can be obtained by recalling that the density equation
in (1.1) can be written as
∂tρ+∇ρ · v = 0.
Therefore, if the initial datum ρ0 in (1.2) is not vanishing for all x ∈ Rd, then ρ(t, x)
cannot vanish under some standard assumptions of regularity. In particular, if the
initial datum for the density ρ0 is in W
1,∞ and v ∈ L1([0, T ], Lip(Rd)), the positivity
of ρ follows by the results in [11]. In the following, we are going to prove that, fixing
a constant value ρ¯, if we take ρ0 such that ρ0 − ρ¯ ∈ Hm(Rd), with m > [d/2] + 1,
then (ρ − ρ¯, v) ∈ C([0, T ],Hm(Rd)) ∩ C1([0, T ],Hm−1(Rd)), and so we are in the
assumptions of Proposition 1 in [11]. Finally, notice that the non-vanishing density
variable is a condition also required by the particular case of system (1.5) where, as
in (1.4), the compressible pressure ∇Φ(ρ) = γ∇ρρ and, overall, by the general system
(1.4), where S is the considered density. This last observation shows that, although
explicitly shown only by the expression of the symmetrizer (2.6), this is an intrinsic
hypothesis of models (1.1), (1.5) and (1.4).
At this point, applying the symmetrizer A0(u) to system (2.1), we obtain the
symmetric formulation
A0(u)∂tu+
d∑
j=1
A0Aj(u)∂xju+A0(u)FP = 0. (2.8)
We point out that
A0(u)FP = diag
(
f(u)
ρ
, 1, 1, · · · , 1
)
· (0,∇P )T = (0,∇P )T = FP . (2.9)
This means that the A0-scalar product preserves the gradient function ∇P and this
essential fact makes possible to merge energy estimates induced by the symmetrizer,
as in [13], [15], [3], with the Leray projector in [4], [10], [19]. We rewrite equation
(2.8) using (2.9). Then, we have
A0(u)∂tu+
d∑
j=1
A0Aj(u)∂xju+ FP = 0. (2.10)
Now, following [4], [10], [19], we project equation (2.10) onto the space of the
divergence free velocity v. Namely, setting
P =
(
Id 0
0 P
)
, (2.11)
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where P is the standard Leray projector and, applying the projector operator (2.11)
to (2.10), this last equation becomes
P(A0∂tu+
d∑
j=1
A0Aj(u)∂xju) = 0. (2.12)
By definition (2.11),
P(A0∂tu) =
(
f(u)
ρ
∂tρ,P(∂tv)
)T
=
(
f(u)
ρ
∂tρ, ∂tv
)T
,
thanks to the divergence free property of the unknown v in (1.1). This observation
leads to the alternative formulation
(
f(u)
ρ
∂tρ, ∂tv
)T
+
d∑
j=1
PA0Aj(u)∂xju = 0. (2.13)
Alternatively, it is possible to project system (2.1) and, after that, apply the
symmetrizer A0 just to get energy estimates. Thus, we have
∂tu+
d∑
j=1
PAj(u)∂xju = 0, (2.14)
without any condition on the divergence of the velocity field v, i.e. the second
equation in (2.1), which is implicitly contained in (2.13) and (2.14).
Proposition 2.1. Systems (2.13) and (2.14) are equivalent.
Proof. Applying the symmetrizer A0 in (2.6) to equation (2.14), we get
A0(u)∂tu+
d∑
j=1
A0(u)PAj(u)∂xju = 0. (2.15)
This way, we have
A0(u)∂tu+
d∑
j=1
PA0Aj(u)∂xju+ [A0(u),P]Aj(u)∂xju = 0. (2.16)
Finally, we notice that
[A0(u),P] =
[(
f(u)
ρ 0
0 Id
)
,
(
1 0
0 P
)]
= 0. (2.17)
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Now, we give the definition of classical local solutions to system (1.1) with initial
data (1.2).
Definition 2.1. Let m > [d/2] + 1 be fixed. The function u = (ρ, v) is a classical
solution to system (1.1) with data (1.2) if, fixed a positive constant value ρ¯, we have
that (ρ− ρ¯, v) ∈ C([0, T ],Hm(Rd)) ∩ C1([0, T ],Hm−1(Rd)), with ρ > 0, and u solves
system

∂tu+
∑d
j=1Aj(u)∂xju+ (0,∇P )T = 0,
∇ · v = 0,
ρ(0, x) = ρ0(x), v(0, x) = v0(x) with ∇ · v0(x) = 0,
(2.18)
where the incompressible pressure P ∈ C([0, T ],Hm(Rd)).
Before proceeding in our proof of well-posedness, we make a slight modification of
system (2.10): fixed a constant value ρ¯, we translate the density defining
ρ˜ := ρ− ρ¯, (2.19)
because of reasons discussed in Remark 2.2, namely (2.6) and (2.10) are not defined
in ρ = 0, then the unknown ρ does not belong to L2(Rd), while the translated variable
ρ− ρ¯ does. We also define
u˜ := u− u¯ = (ρ˜, v˜)T = (ρ˜, v)T , (2.20)
where u¯ = (ρ¯, 0). By this change of variable, system (2.1) becomes
∂tu˜+
d∑
j=1
Aj(u˜+ u¯)∂xj u˜+ FP = 0, (2.21)
with initial data
u˜0 = (ρ˜0, v˜0)
T ,
where
ρ˜0(x) = ρ0(x)− ρ¯, v˜0(x) = v0(x), (2.22)
and ρ0, v0 are the original initial data in (1.2).
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2.1. Uniqueness
We end this section with the proof of uniqueness of solutions to system (2.21).
According to Definition 2.1, let u˜1, u˜2 be two solutions to system (2.21) with initial
data (2.22). We can write
A0(u˜2 + u¯)∂t(u˜2 − u˜1) +
d∑
j=1
A0Aj(u˜2 + u¯)∂xj (u˜2 − u˜1) +
(
0
∇P2 −∇P1
)
= (A0(u˜1+ u¯)−A0(u˜2+ u¯))∂tu1+
d∑
j=1
(A0Aj(u˜1+ u¯)−A0Aj(u˜2+ u¯))∂xj u˜1. (2.23)
Setting w := u˜2 − u˜1 and taking the scalar product against w, we obtain
d
dt
∫
Rd
A0(u˜2 + u¯)w ·w dx ≤ c
∫
Rd
A0(u˜2 + u¯)w ·w dx, (2.24)
i.e. w = 0, since u˜1(0, x) = u˜2(0, x) = u˜0 = (ρ˜0(x), v˜0(x))
T in (2.22).
Remark 2.3. We point out the fact that, in order to have uniqueness of solutions to
system (2.21), it is enough to require u˜ ∈ Lip([0, T ], Lip(Rd)) ∩ L∞([0, T ], L2(Rd)),
because of the fact that the constant c in (2.24) depends on |u˜|∞, |∂tu˜|∞ and |∇u˜|∞.
3. Well-posedness via paradifferential calculus
Following [4], the first idea is to approximate the compact and translated version
(2.21) of system (2.1) by a simple regularization of the equations, using mollifiers Jε.
Definition 3.1. Let Φ(|x|) ∈ C∞0 (Rd) be any positive, radial function such that∫
Rd
Φ dx = 1. Fix ε > 0, and let jε = Φ(x/ε), the mollification Jεw of functions
w ∈ L2(Rd) is defined by
Jεw(x) = (jε ∗w)(x) =
∫
Rd
Φ
(
x− y
ε
)
w(y) dy. (3.1)
Lemma 3.1. The modified version P of the Leray projector P commutes with the
diagonal matrix with mollifiers Jε entries.
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Proof. By definition (3.1) and Fourier transform property, it follows that
Jεw(x) = (jε ∗w)(x) = F−1(jˆε(ξ)wˆ(ξ)). (3.2)
This implies that jˆε(ξ), the symbol of the mollifier operator Jε, only depends on ξ,
as also the projector P in (2.11). Then, we are dealing with two different Fourier
multipliers, which commute (see [15]).
Now, recalling equations (1.1) and since the divergence free condition for the velocity
field v holds, we can reduce the first equation of system (1.1) to a transport equation,
obtaining the following equations:

∂tρ+ v · ∇ρ = 0,
∂tv + v · ∇v + f(ρ, v)∇ρ+∇P = 0,
∇ · v = 0.
(3.3)
This observation leads to a slight modification, compared to (2.3) and (2.4), in the
expressions of the matrices Aj(u) associated to the compact formulation
∂tu+
d∑
j=1
Aj(u)∂xju = 0
of system (3.3). Then, we have
A1(u) =

 v1 0 0f(u) v1 0
0 0 v1

 , A2(u) =

 v2 0 00 v2 0
f(u) 0 v2

 , (3.4)
in the 2-dimensional case and, in the general d-case, for j = 1, · · · , d,
Aj(u) =


vj 0 0 · · · 0
δj1f(u) vj 0 · · · 0
δj2f(u) 0 vj · · · 0
· · · · · · · · · vj · · ·
δjdf(u) 0 0 · · · vj

 . (3.5)
Taking into account the translation and the related definition of the new variable u˜
that we have made in the previous section, we are ready to define our approximating
system of equations (2.21):{
∂tu˜
ε +
∑d
j=1 JεAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε + (0,∇P ε)T = 0,
∇ · v˜ε = 0, (3.6)
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with initial data u˜ε0(x) = u˜0(x) = (ρ˜0(x), v˜0(x))
T in (2.22). Notice that this
approximation explicitly contains the unknown pressure P ε. Now, the idea is to
eliminate that pressure term, by applying to (3.6) the modified version (2.11) of the
Leray projector operator. Recalling that P in (2.11) projects any vector u˜ = (ρ˜, v˜)
onto the space
V s := {(ρ˜, v˜) ∈ Hs(Rd) : ∇ · v˜ = 0}, (3.7)
and, since ∇ · vε = 0, i.e. u˜ε ∈ V s, it follows that
Pu˜ε = (ρ˜ε,Pv˜ε)T = (ρ˜ε, v˜ε)T = u˜ε.
Equalities P∂tu˜
ε = ∂tPu˜
ε = ∂tu˜
ε lead to another version of system (3.6):
∂tu˜
ε +
d∑
j=1
PJεAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε = 0, (3.8)
with, again, initial data u˜ε0(x) = u˜0(x). Now, since the mollifiers properties hold, we
are able to use the Picard theorem on Banach spaces to get local solutions to system
(3.8).
Theorem 3.1. (Picard Theorem on a Banach Space, [4]). Let U ⊆ B be an open
subset of a Banach space B and let F : U → B be a mapping that satisfies the
following hypothesis:
• F (x) maps U to B.
• F is locally Lipschitz continuous, i.e., for any x ∈ U there exist L > 0 and an
open neighbourhood Ux of x s. t.
||F (x1)− F (x2)||B ≤ L||x1 − x2||B (3.9)
for all x1, x2 ∈ Ux. Then, for any x0 ∈ U , there exists a time T s.t. the ODE
dx
dt
= F (x), x|t=0 = x0 ∈ U , (3.10)
has a unique local solution x ∈ C1((−T, T ),U).
System (3.8) reduces to an ordinary differential equation:
∂tu˜
ε = F ε(u˜ε), u˜ε|t=0 = u˜ε0(x), (3.11)
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where
F ε(u˜ε) = −
d∑
j=1
PJεAj(Jε(u˜ε + u¯))∂xjJεu˜
ε. (3.12)
We prove the following theorem:
Theorem 3.2. (Local existence of approximating solutions for the first type of
approximation) Let u˜ε0 = (ρ˜
ε
0, v˜
ε
0)
T as in (2.22) belonging to V s defined in (3.7),
with s > d/2 + 1. Then, for any ε > 0, there exists a time T , independent of ε, such
that system (3.8) has a unique solution u˜ε = (ρ˜ε, v˜ε)T ∈ C1([0, T ], V s).
Proof. First of all, we show that existence and uniqueness follow from the Picard
theorem. Then, we prove that the time of local existence Tε can be bounded from
below by any time T > 0, which is independent of ε. We point out that Jεu˜
ε and
Jε(u˜
ε + u¯) are C∞ functions and, recalling [15], P is associated to an analytic
pseudodifferential operator of order 0, modulo an infinitely smooth remainder,
therefore
F ε : V s → V s,
because of the fact that ∇ · v˜ε = 0 in (3.8) and, explicitly, in (3.6). In order to apply
the Picard theorem, we have to prove that F ε(u˜ε) in (3.12) is Lispchitz continuous.
To do this, we take two vectors u˜1, u˜2 in the unknowns’ space. In the following, we
omit the index ε in the unknown functions, where there is no ambiguity. Let cS be
the Sobolev embedding constant. Therefore
||F ε(u˜1)− F ε(u˜2)||0
≤
d∑
j=1
||PJεAj(Jε(u˜1 + u¯))∂xjJεu˜1 −PJεAj(Jε(u˜2 + u¯))∂xjJεu˜2||0
≤
d∑
j=1
{||[PJεAj(Jε(u˜1 + u¯))−PJεAj(Jε(u˜2 + u¯))]∂xjJεu˜1||0
+||PJεAj(Jε(u˜2 + u¯))∂xjJε(u˜1 − u˜2)||0}
=
d∑
j=1
{∣∣∣∣∣
∣∣∣∣∣P
[∫ 1
0
d
dr
(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯))) dr
]
∂xjJεu˜1
∣∣∣∣∣
∣∣∣∣∣
0
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+c(|Jε(u˜2 + u¯)|∞)||∂xjJε(u˜1 − u˜2)||0
}
=
d∑
j=1
{∣∣∣∣∣
∣∣∣∣∣P
[∫ 1
0
(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯)))′dr
]
Jε(u˜1 − u˜2) ∂xjJεu˜1
∣∣∣∣∣
∣∣∣∣∣
0
+c(|Jε(u˜2 + u¯)|∞)||∂xjJε(u˜1 − u˜2)||0
}
≤
d∑
j=1
{c(|Jε(u˜1+u¯)|∞, |Jε(u˜2+u¯)|∞, |∂xjJεu˜1|∞)(||Jε(u˜1−u˜2)||0+||∂xjJε(u˜1−u˜2)||0)}
≤ c(|Jε(u˜1 + u¯)|∞, |Jε(u˜2 + u¯)|∞, |∇Jεu˜1|∞)||Jε(u˜1 − u˜2)||1
≤ c(cS , ||u˜1||s, ||u˜2||s, ρ¯)||u˜1 − u˜2||1, (3.13)
with ρ¯ in (2.19) and where last inequality follows from Moser estimates and properties
of mollifiers. Taking the α (|α| ≤ s) derivative and the using the commutation
property of Jε and P in Lemma 3.1, we have
||Dα(F ε(u˜1)− F ε(u˜2))||0
≤
d∑
j=1
||Dα(PJεAj(Jε(u˜1 + u¯))∂xjJεu˜1 −PJεAj(Jε(u˜2 + u¯))∂xjJεu˜2)||0
≤
d∑
j=1
{||PDα[(JεAj(Jε(u˜1 + u¯))− JεAj(Jε(u˜2 + u¯)))∂xjJεu˜1]||0
+||PDα(JεAj(Jε(u˜2 + u¯))∂xjJε(u˜1 − u˜2))||0}
≤ cS
d∑
j=1
{||PDs(JεAj(Jε(u˜1 + u¯))− JεAj(Jε(u˜2 + u¯)))||0|∂xjJεu˜1|∞
+|P[JεAj(Jε(u˜1 + u¯))− JεAj(Jε(u˜2 + u¯))]|∞||Ds∂xjJεu˜1||0
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+||PDs(JεAj(Jε(u˜2 + u¯)))||0|∂xjJε(u˜1 − u˜2)|∞
+|PJεAj(Jε(u˜2 + u¯))|∞||Ds∂xjJε(u˜1 − u˜2)||0}
= cS
d∑
j=1
{∣∣∣∣∣
∣∣∣∣∣PDs
[∫ 1
0
d
dr
(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯))) dr
]∣∣∣∣∣
∣∣∣∣∣
0
|∂xjJεu˜1|∞
+
∣∣∣∣∣P
∫ 1
0
d
dr
(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯))) dr
∣∣∣∣∣
∞
||Ds∂xjJεu˜1||0
}
+||PDs(JεAj(Jε(u˜2 + u¯)))||0|∂xjJε(u˜1 − u˜2)|∞
+|PJεAj(Jε(u˜2 + u¯))|∞||Ds∂xjJε(u˜1 − u˜2)||0}
= cS
d∑
j=1
{∣∣∣∣∣
∣∣∣∣∣PDs
[∫ 1
0
dr(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯)))′Jε(u˜1 − u˜2)
]∣∣∣∣∣
∣∣∣∣∣
0
|∂xjJεu˜1|∞
+
∣∣∣∣∣P
∫ 1
0
dr(JεAj(rJε(u˜1 + u¯) + (1− r)Jε(u˜2 + u¯)))′Jε(u˜1 − u˜2)
∣∣∣∣∣
∞
||Ds∂xjJεu˜1||0
}
+||PDs(JεAj(Jε(u˜2 + u¯)))||0|∂xjJε(u˜1 − u˜2)|∞
+|PJεAj(Jε(u˜2 + u¯))|∞||Ds∂xjJε(u˜1 − u˜2)||0}
and, then,
≤ c(cS , ||u˜1||m, ||u˜2||m, ρ¯, ε−1)||Ds(u˜1 − u˜2)||0,
= c(cS , ||u˜1||m, ||u˜2||m, ρ¯, ε−1)||u˜1 − u˜2||s, (3.14)
where, once again, last inequality follows from Moser estimates and properties of
mollifiers, as we can see in the following remark.
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Remark 3.1. Define G(u˜2) := PJε[Aj(Jε(u˜2+u¯))−Aj(u¯)]. It follows that G(0) = 0.
Applying Theorem C.12 in [3], we have that
||G(u˜2)||s = ||PJε[Aj(Jε(u˜2 + u¯))−Aj(u¯)]||s ≤ ||Aj(Jε(u˜2 + u¯))−Aj(u¯)||s
≤ c(|u˜2|∞)||u˜2||s.
Therefore
||PDs(JεAj(Jε(u˜2 + u¯)))||0
= ||PDs(JεAj(Jε(u˜2 + u¯))− JεAj(u¯)) +PDs(JεAj(u¯))||0
= ||P[Ds(JεAj(Jε(u˜2 + u¯))− JεAj(u¯))]||0
≤ c(|u˜2|∞)||u˜2||s ≤ c(cS ||u˜2||s)||u˜2||s.
Last inequality (3.14) implies that, for fixed ε, F ε is locally Lipschitz continuous on
any open set
UM = {u˜ε ∈ V s : ||u˜ε||s ≤M}. (3.15)
By using the Picard theorem, there exists a unique solution u˜ε ∈ C1([0, Tε),UM ) for
any Tε > 0.
Now, we want to show that the time of existence Tε is bounded from below by any
strictly positive time T that is independent of ε. Roughly speaking, we need a uniform
- in ε - bound on u˜ε in the higher Hs-norm. First of all, system (3.8), i.e.
∂tu˜
ε +
d∑
j=1
PJεAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε = 0,
by the commutation property of Jε and P in Lemma 3.1, can be written as
∂tu˜
ε +
d∑
j=1
JεPAj(Jε(u˜
ε + u¯))∂xj u˜
ε = 0. (3.16)
LetP and TiA be respectively the pseudodifferential and the paradifferential operators
associated to the regularized symbol P(ξ) in (2.11) and
A := A(ξ, Jε(u˜
ε + u¯)) =
d∑
j=1
Aj(Jε(u˜
ε + u¯))ξj
16
=

∑d
j=1 Jεvjξj 0 0 · · · 0
ξ1f(Jε(u˜
ε + u¯))
∑d
j=1 Jεvjξj 0 · · · 0
ξ2f(Jε(u˜
ε + u¯)) 0
∑d
j=1 Jεvjξj · · · 0
· · · · · · · · · ∑dj=1 vjξj · · ·
ξdf(Jε(u˜
ε + u¯)) 0 0 · · · ∑dj=1 Jεvjξj

 ,
(3.17)
where matrices Aj have been written in (3.4) and (3.5). The paradifferential version
of system (3.16) is the following:
∂tu˜
ε + JεPTiAJεu˜
ε = −
[
d∑
j=1
JεPAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε − JεPTiAJεu˜ε
]
. (3.18)
Following G. Me´tivier, Lemma 7.2.3 in [15], let TiAj be the paradifferential operator
associated to the symbol Aj(Jε(u˜
ε + u¯))ξj for j = 1, · · · , d. Then
||[TiAj −Aj(Jε(u˜ε + u¯))∂xj ]Jεu˜ε||s ≤ c(||u˜ε||s, ρ¯)||Jεu˜ε||s. (3.19)
Therefore, we can focus on the left hand side of equation (3.18), which is the following
paradifferential equation:
∂tu˜
ε + JεPTiAJεu˜
ε = 0. (3.20)
At this point, we have to deal with the composition P◦TiA. Following [15] and, to be
precise, referring to E. Grenier, Proposition 1.10 in [9], it is known that the symbol
associated to the composition is made by a sum, in the α multi-index, of terms like
DαξP(ξ)D
α
xA(ξ, Jε(u˜
ε + u¯)),
where Dj =
1
i ∂j. Apart from |α| = 0, the others are terms of order less than or equal
to 0. This means that the symbol related to the operator P ◦ TiA, can be written as
P(ξ)A(ξ, Jε(u˜
ε + u¯)) +Rα, (3.21)
where Rα is the remainder of order less than or equal to 0. By (3.17) and (2.11),
PA = P(ξ)A(ξ, Jε(u˜
ε + u¯))
17
=

∑d
j=1 Jεvjξj 0 0 · · · 0
0
∑d
j=1 Jεvjξj 0 · · · 0
0 0
∑d
j=1 Jεvjξj · · · 0
· · · · · · · · · ∑dj=1 Jεvjξj · · ·
0 0 0 · · · ∑dj=1 Jεvjξj

 .
(3.22)
Now, let Λ = (1 −∆) 12 , where ∆ is the Laplace operator. We are ready to estimate
||u˜ε||s. Then,
1
2
d
dt
||u˜ε||2s = (Λs∂tu˜ε,Λsu˜ε)0 = −Re(ΛsJεPTiAJεu˜ε,Λsu˜ε)0
= −Re(ΛsPTiAJεu˜ε,ΛsJεu˜ε)0, (3.23)
where last equality follows from the commutation of the mollifiers Jε with the Fourier
multiplier Λs. Next,
(ΛsPTiAJεu˜
ε,ΛsJεu˜
ε)0 = (PTiAΛ
sJεu˜
ε,ΛsJεu˜
ε)0 + ([Λ
s,PTiA]Jεu˜
ε,ΛsJεu˜
ε)0.
(3.24)
By the fact that both symbols Λs(ξ) and PTiA(ξ, Jε(u˜
ε + u¯)) are diagonal, from the
properties of the commutator operator (see [15], [9], [3], [18]) it follows that [Λs,PTiA]
is an operator of order less than or equal to s, therefore
([Λs,PTiA]Jεu˜
ε,ΛsJεu˜
ε)0 ≤ ||[Λs,PTiA]Jεu˜ε||0||ΛsJεu˜ε||0 ≤ c(||u˜ε||s)||u˜ε||2s.
It remains to deal with the first term of the right hand side of (3.24), namely
Re(PTiAΛ
sJεu˜
ε,ΛsJεu˜
ε)0. (3.25)
Looking at the operator PTiA, first we neglect the remainder terms of order less than
or equal to 0 which, as we have discussed before, do not influence our estimates.
Now, we notice that
Re (iPA) = 0,
since the symbol (3.22) is a diagonal matrix symbol of first order. Following [15] and
using the Cauchy-Schwartz inequality, this implies that
Re(PTiAΛ
sJεu˜
ε,ΛsJεu˜
ε)0 ≤ c(||u˜ε||s, ρ¯)||u˜ε||2s.
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Putting it all together and returning to (3.24), we obtain the desired estimate
d
dt
||u˜ε||2s ≤ c(||u˜ε||s, ρ¯)||u˜ε||2s. (3.26)
Let Tε be the maximum time of existence of the solution to system (3.8). We want
to show that there exists a time T > 0, which is independent of ε, such that T ≤ Tε
for every ε > 0. From the statement of Theorem 3.2, there exists a constant M such
that ||u˜ε0||s ≤ M . Fixed a constant value M˜ > M, let T ε0 ≤ Tε be a positive time
such that the smooth solution u˜ε verifies
sup 0≤τ≤T ε
0
||u˜ε(τ)||s ≤ M˜. (3.27)
By (3.26), we get
||u˜ε(t)||s ≤ ||u˜ε0||sec(M˜,ρ¯)t (3.28)
for t ∈ [0, T ε0 ]. Let T, with 0 < T ≤ T ε0 , be such that
Mec(M˜,ρ¯)T ≤ M˜ , (3.29)
namely
T ≤ log(
M˜
M )
c(M˜ , ρ¯)
. (3.30)
Since M,M˜, ρ¯ are independent of the parameter ε, estimate (3.30) implies that T is
independent of ε and the ε-dependent sequence (u˜ε)ε≥0 is uniformly bounded
provided that (3.30) holds.
We also need a uniform bound for the time derivatives (∂tu˜
ε(t))ε≥0, at least in the
low norm L2. This is immediately given by the uniform estimate
||u˜ε(t)||s ≤ c(M,M˜ ) for t ∈ [0, T ] (3.31)
just proved, which, using equation (3.8), implies
||∂tu˜ε(t)||s ≤ c(M,M˜ )||u˜ε(t)||s ≤ c˜(M,M˜ ) for t ∈ [0, T ]. (3.32)
3.1. Convergence to the solution to the Compressible-Incompressible System
This subsection is devoted to the proof of the following theorem:
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Theorem 3.3. Let u˜0 = (ρ˜0, v˜0)
T be the translated initial data in (2.22), u˜0 ∈
Hm(Rd) with m > [d/2]+1 integer. There is a positive time T , such that there exists
the unique solution u˜ ∈ C([0, T ],Hm(Rd))∩C1([0, T ],Hm−1(Rd)) to the compressible-
incompressible system (2.21). The solution u˜ to equations (2.21) is the limit of a
subsequence of solutions to the approximating system (3.8) with initial data (2.22).
The incompressible pressure term P satisfies (2.21), namely
∂tu+
d∑
j=1
Aj(u+ u¯)∂xju+ (0,∇P )T = 0. (3.33)
Proof. In order to prove the convergence of a subsequence (u˜ε)ε≥0 of solutions to
system (3.8) to solutions to (2.21), let us consider the following uniform bounds that
we have just proved in (3.31) and (3.32):
sup 0≤t≤T ||u˜ε||m ≤M1, (3.34)
and
sup 0≤t≤T ||∂tu˜ε||0 ≤M2. (3.35)
Since (3.34) and (3.35), the Lions-Aubin lemma (see [19]) implies that there exists a
subsequence - still denoted with u˜ε- and a limit function u˜⋆ = (ρ˜⋆, v˜⋆), such that
u˜ε → u˜⋆ (3.36)
as ε → 0 in C([0, T ],Hm′loc(Rd)) with m′ < m and ∇ · v˜⋆ = 0. Now, we are going to
show that u˜⋆ ∈ L∞([0, T ],Hm(Rd)). Since (3.34), the sequence (u˜ε)ε≥0 is bounded
in the reflexive Hilbert space L2([0, T ],Hm(Rd)), therefore the Banach-Alaoglu
theorem implies that there exists a subsequence u˜ε
′
and a function u˜1 such that the
subsequence weakly converges to u˜1 in L2([0, T ],Hm(Rd)). By using the uniform
convergence of u˜ε to u˜⋆ in C([0, T ],Hm
′
loc (R
d)), it can be easily seen that u˜1 = u˜⋆,
i.e. u˜⋆ ∈ L2([0, T ],Hm(Rd)).
Fix t ∈ [0, T ]. Since the sequence u˜ε(·, t) is uniformly bounded in Hm, it follows that
there exists a subsequence u˜ε
′′
(·, t) and a limit distribution u˜2(·, t) which is the weak
limit of this subsequence in Hm(Rd). Once again, the uniform convergence (3.36) of
u˜ε implies that u˜2(·, t) = u˜⋆(·, t). Thus, for each t ∈ [0, T ], the limit function’s norm
||u˜⋆(·, t)||m is bounded and then u˜⋆ ∈ L∞([0, T ],Hm(Rd)).
Now, by using (3.34) and since u˜⋆ ∈ C([0, T ],Hm′loc (Rd)), we show that
u˜⋆ ∈ C([0, T ],Hm′(Rd)). In other words, we want to prove that, for all ε > 0, there
exists δ > 0 such that, for any h ≤ δ,
||u˜⋆(·, t+ h)− u˜⋆(·, t)||m′ ≤ ε.
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To prove that, since u˜⋆ ∈ L∞([0, T ],Hm(Rd)), it follows that for all ε > 0 there exists
R = R(T ) > 0 such that
sup 0≤t≤T ||u˜⋆(·, t)||Hm(Rd/BR(x0)) <
ε
4
,
where BR(x0) is the ball of center x0 ∈ Rd and radius R > 0. Therefore, we have
||u˜⋆(·, t+ h)− u˜⋆(·, t)||Hm(Rd/BR(x0)) ≤
ε
2
.
Hence, we get
||u˜⋆(·, t+ h)− u˜⋆(·, t)||m′
≤ ||u˜⋆(·, t+h)−u˜⋆(·, t)||Hm′ (BR(x0))+||u˜
⋆(·, t+h)−u˜⋆(·, t)||Hm′ (Rd/BR(x0)) <
ε
2
+
ε
2
= ε,
where inequality
||u˜⋆(·, t+ h)− u˜⋆(·, t)||Hm′ (BR(x0))) ≤
ε
2
holds since u˜⋆ ∈ C([0, T ],Hm′loc(Rd)). Then, u˜⋆ ∈ C([0, T ],Hm
′
(Rd)). Next, let
ψ ∈ C∞c ((0, T )) and φ = (ρ, v)T so that v ∈ V0 = {v ∈ L2(Rd) | ∇ · v = 0} rapidly
decreasing. Writing a weak formulation of system (3.8), we have
∫ T
0
−ψ′(t)(u˜ε, φ)0 dt+
d∑
j=1
∫ T
0
ψ(t)(PJεAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε, φ)0 dt = 0. (3.37)
By using the uniform convergence of u˜ε → u˜⋆ in C([0, T ],Hm′loc(Rd)) and recalling
that u˜⋆ ∈ L∞([0, T ],Hm(Rd)), we have
(u˜ε, φ)→ (u˜⋆, φ)0. (3.38)
Now, for j = 1, · · · , d, it holds
|(PJεAj(Jε(u˜ε + u¯))∂xjJεu˜ε −PAj(u˜⋆ + u¯)∂xj u˜⋆, φ)0|
≤ |(PJεAj(Jε(u˜ε + u¯))∂xj (Jεu˜ε − u˜⋆), φ)0|
+|((PJεAj(Jε(u˜ε + u¯))−PAj(u˜⋆ + u¯))∂xj u˜⋆, φ)0|
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≤M1|(∂xj (Jεu˜ε− u˜⋆), φ)0|+ |(P(JεAj(Jε(u˜ε + u¯))−Aj(u˜ε+ u¯))∂xj u˜⋆, φ)0|. (3.39)
Therefore, again, since u˜ε → u˜⋆ in C([0, T ],Hm′loc(Rd)) and using that
u˜⋆ ∈ L∞([0, T ],Hm(Rd)), it follows the convergence
∫ T
0
ψ(t)(PJεAj(Jε(u˜
ε + u¯))∂xjJεu˜
ε, φ)0 →
∫ T
0
ψ(t)(PAj(u˜
⋆ + u¯)∂xj u˜
⋆, φ)0 (3.40)
uniformly on [0, T ]. This way, passing to the limit in (3.37), we obtain
∫ T
0
−ψ′(t)(u˜⋆, φ)0 dt+
d∑
j=1
∫ T
0
ψ(t)(PAj(u˜
⋆ + u¯)∂xj u˜
⋆, φ)0 dt = 0. (3.41)
Convergence of (3.37) to (3.41) and (3.35) imply, through a standard density
argument and passing to a subsequence, the weak∗ convergence ∂tu˜
ε ⇀∗ ∂tu˜
⋆ in
L∞([0, T ], L2(Rd)). Now, the weak formulation (3.41), in accordance with (2.14),
yields
∂tu˜
⋆ +
d∑
j=1
P(Aj(u˜
⋆ + u¯)∂xj u˜
⋆) = 0 (3.42)
in the sense of distributions. Thus, recalling that u˜⋆ ∈ L∞([0, T ],Hm(Rd)) and
using (3.42), we obtain also that u˜⋆ ∈ Lip([0, T ],Hm−1(Rd)). Moreover, from (3.42)
and the Hodge decomposition theorem, it follows that there exists
∇P ⋆ ∈ L∞([0, T ],Hm−1(Rd)) such that
∂tu˜
⋆ +
d∑
j=1
Aj(u˜
⋆ + u¯)∂xj u˜
⋆ = (0,−∇P ⋆)T . (3.43)
Equation (3.43) means that u˜⋆ ∈ L∞([0, T ],Hm(Rd)) ∩ Lip([0, T ],Hm−1(Rd)) is a
weak solution to the compressible-incompressible system (1.1).
Now, since u˜⋆ ∈ C([0, T ],Hm′ (Rd)), it follows that u˜⋆ ∈ Cw([0, T ],Hm′ (Rd)), i.e. for
all ε > 0, for all φ′ ∈ H−m′(Rd) there exists δ > 0 such that
|(u˜⋆(·, t+ h)− u˜⋆(·, t), φ′)−m′,m′ | ≤ ε
2
.
Furthermore, by the density of H−m
′ ⊂ H−m (m′ < m), it follows that for all ε > 0
and for all φ ∈ H−m(Rd), there exists φ′ ∈ H−m′(Rd) such that
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||φ− φ′||−m ≤ ε
4M1
,
where M1 is the uniform bound in (3.34). Putting it all together, we get
|(u˜⋆(·, t+ h)− u˜⋆(·, t), φ)−m,m|
≤ |(u˜⋆(·, t+ h)− u˜⋆(·, t), φ − φ′)−m,m|+ |(u˜⋆(·, t+ h)− u˜⋆(·, t), φ′)−m′,m′ |
≤ 2M1||φ− φ′||−m + |(u˜⋆(·, t+ h)− u˜⋆(·, t), φ′)−m′,m′ | ≤ ε,
which implies u˜⋆ ∈ Cw([0, T ],Hm(Rd)). Finally, we have obtained that
u˜⋆ ∈ L∞([0, T ],Hm(Rd)) ∩ Lip([0, T ],Hm−1(Rd)) ∩ Cw([0, T ],Hm(Rd)).
Passing to a subsequence and recalling
∂tu˜
⋆ ⇀∗ ∂tu˜
⋆ in L∞([0, T ], L2(Rd)), (3.44)
and (3.37)-(3.41), we get
∂tu˜
ε +
d∑
j=1
PJεAj(u˜
ε + u¯)∂xjJεu˜
ε ⇀∗ ∂tu˜
⋆ +
d∑
j=1
PAj(u˜
⋆ + u¯)∂xj u˜
⋆. (3.45)
in L∞([0, T ], L2(Rd)), where ∂tu˜
⋆ ∈ Cw([0, T ],Hm−1(Rd)) since (3.42) holds and
u˜⋆ ∈ Cw([0, T ],Hm(Rd)). Recalling (3.34), we have
sup 0≤t≤T ||∇P ε||0 ≤ c(M1,M2). (3.46)
Therefore, by using the Banach-Alaoglu theorem in L∞([0, T ], L2(Rd)) and recalling
(3.43), we get
∇P ε ⇀∗ ∇P ⋆ in L∞([0, T ], L2(Rd)), (3.47)
with P ∗ ∈ Cw([0, T ],Hm−1(Rd)) since (3.43) and the regularity of ∂tu˜∗ and u˜⋆.
The additional regularity C([0, T ],Hm(Rd)) ∩ C1([0, T ],Hm−1(Rd)) can be achieved
in a standard way, following [4], from u˜⋆ ∈ Cw([0, T ],Hm(Rd)). We sketch the
proof. First, it is sufficient to prove that u˜⋆ ∈ C([0, T ],Hm(Rd)) since the regularity
C1([0, T ],Hm−1(Rd)) follows directly from equations (3.43). Moreover, we only need
to prove the continuity of u˜⋆ in the strong norm || · ||m at time t = 0, in fact the
same argument can be adapted to any other time T˜ , 0 ≤ T˜ ≤ T . Furthermore, since
system (3.43) is time reversible, we only need to prove the right continuity at time
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t = 0 in the strong norm || · ||m. Recalling (3.34) and passing to a subsequence, we
have that
limsupε→0||u˜ε||m ≥ ||u˜⋆||m. (3.48)
Moreover, from (3.28), it holds that
||u˜ε||m ≤ ec(M˜ ,ρ¯)t||u˜ε0||m. (3.49)
This implies
sup 0≤t≤T ||u˜ε||m − ||u˜ε0||m ≤ ec(M˜,ρ¯)T ||u˜ε0||m − ||u˜ε0||m. (3.50)
Because of that, from Theorem 3.2, system (3.8) is associated to the original initial
data in (2.22), for every ε we have:
||u˜ε0||m = ||u˜0||m.
Last estimates give
limsup t→0+ ||u˜⋆||m ≤ ||u˜0||m. (3.51)
Now, since u˜⋆ ∈ Cw([0, T ],Hm(Rd)), it follows that
liminf t→0+ ||u˜⋆||m ≥ ||u˜0||m. (3.52)
In particular,
lim t→0+ ||u˜⋆(t)||m = ||u˜0||m. (3.53)
Then, the strong right continuity at t = 0 is proved.
Remark 3.2. We point out that this kind of approximation does not work on system
(1.7), because of the fact that, we cannot eliminate the term ∇Pρ , which is not a
gradient, by applying the projector operator.
4. The continuous projection approximation
First of all, we want to point out that, although we use again the Leray projector,
the idea inside this other kind of approximation is quite different from that
discussed before. Roughly speaking, the main feature is that we will apply the
projector operator in a completely different way, somehow treating it like a source
term. Obviously, the first order symbol of this new approximation has to satisfies
the hyperbolicity property. This is the reason why we go back to the original
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formulation (2.1) of our problem and its matrices Aj in (2.3) and (3.5). Recalling
the general setting of system (2.1) presented in Section 2, notice that, in order to
have real and semisimple eigenvalues, we have to make some assumptions on the
function f(u). We are led to give a definition of admissible scalar functions f(u).
Definition 4.1. The scalar function f(u) in (2.1) is an admissible function if
• f(u) is strictly positive;
• ∇vf(u) = α(ρ, |v|)v, where α is a positive and continuous scalar function, only
depending on the density ρ and the norm |v| of the velocity field.
An example of an admissible function is given by
f(u) = f¯ + β(ρ, v2), β(ρ0, v
2
0) ≥ 0, (4.1)
where f¯ is a constant value and ∇vβ(ρ, v2) = 2∂v2β(ρ, v2)v, with ∂v2β(ρ, v2) ≥ 0.
Last condition of this definition is essential to have uniformly bounded energy
estimates for the approximation that we are going to define, as we will see.
Now, we have the right framework for our problem and so, following [4] and [19], we
look for a suitable approximation to the compressible-incompressible system (1.1),
which is:
A0(Jεu
ε)∂tu
ε +
d∑
j=1
JεA0Aj(Jεu
ε)∂xjJεu
ε +
(
0
∇P ε
)
= 0, (4.2)
where uε := (ρε, vε) and vε is no more divergence free. Now, we choose the
approximating sequence ∇P ε so that, for each fixed ε, ∇P ε is proportional to the
gradient part of vε. Namely, using the Hodge decomposition theorem, we can set
vε = Pvε + ε∇P ε. (4.3)
This way,
∇P ε = (I− P)v
ε
ε
.
Then, the approximate equation becomes
A0(Jεu
ε)∂tu
ε +
d∑
j=1
JεA0Aj(Jεu
ε)∂xjJεu
ε = −
(
0
(I−P)vε
ε
)
, (4.4)
with initial data
ρε0(x) = ρ0(0, x), v
ε
0(0, x) = v0(x) + εv
1
0(x), (4.5)
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where ρ0, v0 are the initial data in (1.2) - v0 ∈ V = {v ∈ Hm(Rd) : ∇ · v = 0} - and
v10(x) is chosen in H
m(Rd).
Remark 4.1. Similarly to the incompressible limit of the incompressible Euler
equations in [13], [10], the ”slightly compressible” form of the initial data in (4.5)
guarantees the uniform - in ε- bound of the time derivative of vε in the L2-norm, as
we will see later.
Remark 4.2. Taking into account the translation we have made in system (2.21),
we are going to translate also our approximating system (4.4) and the related initial
data (4.5). Setting u˜ε = (ρ˜ε, v˜ε) = (ρε − ρ¯, vε), the formulation of the approximation
that we want to consider is the following:
A0(Jε(u˜
ε + u¯))∂tu˜
ε +
d∑
j=1
JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε = −
(
0
(I−P)vε
ε
)
, (4.6)
with translated initial data
u˜ε0 = (ρ˜
ε
0, v˜
ε
0)
T , (4.7)
where
ρ˜ε0(x) = ρ
ε
0(x)− ρ¯, v˜ε0(x) = vε0(x), (4.8)
and ρε0 and v
ε
0 the approximating initial data in (4.5).
Again, we use the Picard theorem on Banach spaces to get local solutions to the
approximation (4.6) with initial data (4.7). System (4.6) reduces to an ODE:
∂tu˜
ε = F ε(u˜ε), u˜ε|t=0 = u˜ε0(x), (4.9)
where
F ε(u˜ε) = −
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε −
(
0
(I−P)vε
ε
)
=: F ε1 (u˜
ε)− F ε2 (u˜ε).
(4.10)
We want to prove the following theorem;
Theorem 4.1. (Local existence of approximating solutions for the second type of
approximation) Let u˜ε0 = (ρ˜
ε
0, v˜
ε
0)
T ∈ Hm(Rd) as in (4.7) and m ∈ N, with m >
[d/2] + 1. Then, for any ε > 0, there exists a time T , independent of ε, such that
system (4.6) has a unique solution u˜ε = (ρ˜ε, v˜ε)T ∈ C1([0, T ],Hm(Rd)).
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Proof. First, we prove existence and uniqueness using again the Picard theorem.
Then, we verify that the time of local existence Tε can be bounded from below by a
positive time T independent of ε. In this context, the preliminary considerations that
assure the applicability of the Picard Theorem have been already discussed in Section
2, then we omit them. Regarding the Lipschitzianity of F ε1 , compared to Section 2,
here the only difference is represented by the multiplication by the symmetrizer A0
and its inverse matrix A−10 in (4.10). Looking at F
ε
2 in (4.10), from the properties of
the pseudodifferential operators in [15], [18] and [3], we have
||F ε2 (u˜1)− F ε2 (u˜2)||m =
(
0
||(I−P)(v˜1−v˜2)||m
ε
)
≤
(
0
1
ε ||v˜1 − v˜2||m
)
≤ 1
ε
||u˜1 − u˜2||m.
Putting it all together, we get
||F ε(u˜1)− F ε(u˜2)||m ≤ c(||u˜1||m, ||u˜2||m, ρ¯, ε−1)||u˜1 − u˜2||m. (4.11)
Thus, for fixed ε, F ε is locally Lipschitz continuous on any open set
UM = {u˜ε ∈ Hm(Rd) : ||u˜ε||m ≤M}. (4.12)
Therefore, the Picard theorem implies that there exists a unique solution
u˜ε ∈ C1([0, Tε),UM ) for any Tε > 0.
Following the path of the proof given in Section 2, we need a uniform bound on u˜ε
in the higher Hm-norm. Since (4.6), we have
∂tu˜
ε = −
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε −
(
0
(I−P)vε
ε
)
Taking the α-derivative for |α| ≤ m, we get
∂tD
αu˜ε +
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjD
αJεu˜
ε +
(
0
(I−P)Dαvε
ε
)
= Fα, (4.13)
where
Fα = −
d∑
j=1
[Dα(A−10 JεA0Aj(Jε(u˜
ε+u¯))∂xjJεu˜
ε)−A−10 JεA0Aj(Jε(u˜ε+u¯))∂xjDαJεu˜ε].
(4.14)
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Multiplying by Dαu˜ε through the A0 inner product (A0·, ·)0, where A0 is the
symmetrizer in (2.6), and using the symmetric property of mollifiers, we obtain
1
2
d
dt
(A0(Jε(u˜
ε + u¯))DαJεu˜
ε,DαJεu˜
ε)0 +
1
ε
((I − P)Dαvε,Dαvε)0
=
1
2
(∂tA0(Jε(u˜
ε+u¯))DαJεu˜
ε,DαJεu˜
ε)0+
d∑
j=1
(∂xj (A0Aj(Jε(u˜
ε+u¯))DαJεu˜
ε,DαJεu˜
ε)0
+(A0(Jε(u˜
ε + u¯))Fα,D
αu˜ε)0. (4.15)
This implies that
1
2
d
dt
(A0(Jε(u˜
ε + u¯))DαJεu˜
ε,DαJεu˜
ε)0 +
1
ε
((I − P)Dαvε,Dαvε)0
≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)||Dαu˜ε||20 + c(|u˜ε|∞)||Fα||0||Dαu˜ε||0. (4.16)
Now
||Fα||0 =
∣∣∣∣∣
∣∣∣∣∣
d∑
j=1
[Dα(A−10 JεA0Aj(Jε(u˜
ε+u¯))∂xjJεu˜
ε)−A−10 JεA0Aj(Jε(u˜ε+u¯))∂xjDαJεu˜ε]
∣∣∣∣∣
∣∣∣∣∣
0
≤
d∑
j=1
{|D(A−10 JεA0Aj(u˜ε + u¯))|∞||Dm−1∂xjJεu˜ε||0
+||Dm(A−10 JεA0Aj(u˜ε + u¯))||0|∂xjJεu˜ε|∞} (4.17)
and then, using Remark 3.1 in (4.17), we get the inequality
≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)||Dmu˜ε||20. (4.18)
Thus, we have
1
2
d
dt
(A0(Jε(u˜
ε + u¯))DαJεu˜
ε,DαJεu˜
ε)0 +
1
ε
((I − P)Dαvε,Dαvε)0
≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)||Dmu˜ε||20. (4.19)
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Using the Hodge decomposition theorem, we can obtain the main feature of our
approximation, namely
((I− P)Dαvε,Dαvε)0 = ((I− P)Dαvε,Dα((I−P)vε + Pvε))0 = ||(I−P)vε||20. (4.20)
Equalities in (4.20) imply that the singular term
1
ε
((I − P)Dαvε,Dαvε)0 = ||(I − P)v
ε||20
ε
is positive. Summing up to |α| ≤ m, we obtain
d
dt
∑
|α|≤m
(A0(Jε(u˜
ε + u¯))DαJεu˜
ε,DαJεu˜
ε)0 ≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)||u˜ε||2m. (4.21)
Since A0 is positive definite and using the properties of mollifiers, last estimate gives
d
dt
||u˜ε||2m ≤ c(u˜ε|∞, |∇u˜ε|∞, ρ¯)||u˜ε||2m. (4.22)
Using the Sobolev embedding theorem and defining y(t) := ||u˜ε||2m, it yields
y′(t) ≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)y(t). (4.23)
Now, we want to show that there exists T independent of ε, such that 0 < T ≤ Tε for
every ε > 0. It is known that there exists a constantM such that y(0) = ||u˜ε0||m ≤M .
Fix a positive constant M˜ > cSM where, again, cS is the constant of the Sobolev
embedding, and let T ε0 be such that 0 ≤ T ε0 ≤ Tε and
sup 0≤τ≤T ε
0
max{|u˜ε(τ)|∞, |∇u˜ε(τ)|∞} ≤ cS sup 0≤τ≤T ε
0
||u˜ε(τ)||m ≤ M˜. (4.24)
Thus, estimate (4.23) yields
y′(t) ≤ c(M˜ , ρ¯)y(t) for t ∈ [0, T ε0 ], (4.25)
i.e.
||u˜ε(t)||m ≤ ||u˜ε0||mec(M˜,ρ¯)t ≤ cSMec(M˜ ,ρ¯)t for t ∈ [0, T ε0 ]. (4.26)
Now, we find T, with 0 < T ≤ T ε0 , such that
cSMe
c(M˜,ρ¯)T ≤ M˜ . (4.27)
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This way, we get
T ≤
log( M˜McS )
c(M˜ , ρ¯)
. (4.28)
Now, the constants M,M˜, cS , ρ¯ are independent of the parameter ε, therefore,
estimate (4.28) implies that the time T of existence of solutions to problem (4.6) is
independent of ε and
||u˜ε(t)||m ≤ c(M,M˜ ) for t ∈ [0, T ], (4.29)
provided that T ≤
log( M˜McS )
c(M˜ , ρ¯)
.
To obtain a uniform bound for the time derivatives (∂tu˜
ε)(t), in the low norm L2, we
proceed in a similar way. We take the time derivative of equation (4.6) and let
wε = ∂tu˜
ε = (∂tρ
ε, ∂tv
ε).
Then, we have
∂tw
ε+
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε+u¯))∂xjJεw
ε+
d∑
j=1
(A−10 JεA0Aj(Jε(u˜
ε+u¯)))′Jεw
ε∂xjJεu˜
ε
= −
(
0
(I−P)∂tvε
ε
)
. (4.30)
Taking the (A0·, ·)0 inner product with wε, we have
1
2
d
dt
(A0(Jε(u˜
ε + u¯))wε,wε)0 +
||(I− P)∂tvε||20
ε
=
1
2
((A0(Jε(u˜
ε+u¯)))′Jεw
ε·wε,wε)0+1
2
d∑
j=1
((A0Aj(Jε(u˜
ε+u¯)))′∂xjJεu˜
ε·Jεwε, Jεwε)0
+
d∑
j=1
(A0(A
−1
0 JεAj(Jε(u˜
ε + u¯)))′Jεw
ε∂xjJεu˜
ε,wε)0. (4.31)
Therefore, we have
30
ddt
(A0(Jε(u˜
ε + u¯))wε,wε)0 ≤ c(|u˜ε|∞, |∇u˜ε|∞, ρ¯)||wε||20
Since (4.24) and (4.29), it holds
d
dt
(A0(Jε(u˜
ε + u¯))wε,wε)0 ≤ c(M,M˜ , ρ¯)||wε||20.
Then, since the positivity of matrix A0 and by using the Gronwall inequality and
properties of mollifiers, it follows that
||wε(t)||20 ≤ ||wε(0)||20ec(M,M˜,ρ¯)t, (4.32)
i.e.
||∂tu˜ε(t)||20 ≤ ||∂tu˜ε(0)||20ec(M,M˜,ρ¯)t. (4.33)
Therefore, (∂tu˜
ε)ε≥0 is uniformly bounded in L
2(Rd) for each t ∈ [0, T ], provided
that ||wε(0)||20 = ||∂tu˜ε(0)||20 is uniformly bounded in ε. This is guaranteed by the
structural conditions on the initial data in (4.5). In fact, since (4.6), we have
∂εt u˜
ε(0) = −
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε
0 + u¯))∂xjJεu˜
ε
0 −
(
0
(I−P)vε0
ε
)
.
Recalling the structural conditions on the initial data in (4.5), we notice that
vε0(x) = v0(x) + εv
1
0(x),
where ∇ · v0(x) = 0. This means that Pv0 = v0, and then
1
ε
(I− P)v0 = 0.
Therefore
∂tu˜
ε(0) = −
d∑
j=1
A−10 JεA0Aj(Jε(u˜
ε
0 + u¯))∂xjJεu˜
ε
0 − (I− P)v10(x),
and, by the properties of pseudodifferential operators and the Sobolev embedding
theorem, we have
||∂tu˜ε(0)||0 ≤ c(||u˜ε0||m) ≤ c(M,M˜ ). (4.34)
which is the desired bound.
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4.1. Convergence to the solution to the Compressible-Incompressible System
We want to prove the following theorem:
Theorem 4.2. Let u˜0 = (ρ˜0, v˜0)
T be the translated initial data in (2.22), u˜0 ∈
Hm(Rd) with m > [d/2] + 1. There is a positive time T , such that there exists the
unique solution u˜ ∈ C([0, T ],Hm(Rd)) ∩ C1([0, T ],Hm−1(Rd)) to the compressible-
incompressible system (2.21). The solution u˜ to equations (2.21) is the limit of a
subsequence of solutions to the approximating system (4.6) with initial data (4.7).
The incompressible pressure term P satisfies (2.21), namely
∂tu+
d∑
j=1
Aj(u+ u¯)∂xju+ (0,∇P )T = 0. (4.35)
Proof. The first part is exactly what we have done in the proof of convergence of the
previous approximation. We omit that, then, taking a subsequence (u˜ε)ε≥0 and its
limit function u˜⋆, we start from some facts:
u˜ε → u˜⋆ as ε→ 0 in C([0, T ],Hm′loc(Rd)) m′ < m; (4.36)
u˜ε ⇀ u˜⋆ as ε→ 0 in L2([0, T ],Hm(Rd)); (4.37)
u˜⋆ ∈ L∞([0, T ],Hm(Rd)); (4.38)
u˜⋆ ∈ C([0, T ],Hm′ (Rd)) m′ < m; (4.39)
u˜⋆ ∈ Cw([0, T ],Hm(Rd)). (4.40)
Now, recalling that
A0(Jε(u˜
ε + u¯))∂tu˜
ε +
d∑
j=1
A0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε = −
(
0
(I−P)vε
ε
)
, (4.41)
and looking at (4.29) and (4.34), we have
sup 0≤t≤T
1
ε
||(I− P)vε||0 ≤ c(M,M˜ ). (4.42)
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This means that ||(I−P)vε||0 → 0 as ε→ 0 and, since vε → v˜⋆ in C([0, T ],Hm′loc(Rd)),
it follows that Pv˜⋆ = v˜⋆, namely
∇ · v˜⋆ = 0. (4.43)
Next, let ψ ∈ C∞c ((0, T )) and φ = (ρ, v)T so that v ∈ V0 = {v ∈ L2(Rd) | ∇ · v = 0}
rapidly decreasing. Writing a weak formulation of system (4.6), we have
∫ T
0
−ψ′(t)(u˜ε, φ)0 dt+
d∑
j=1
∫ T
0
ψ(t)(A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε, φ)0 dt
= −
∫ T
0
ψ(t)
(
(I− P)vε
ε
, v
)
0
dt. (4.44)
Since (I−P)vε is a gradient for every ε, the right hand side of last equality vanishes.
Then, equation (4.44) becomes
∫ T
0
−ψ′(t)(u˜ε, φ)0 dt+
d∑
j=1
∫ T
0
ψ(t)(A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε, φ)0 dt = 0.
(4.45)
By using the uniform convergence of u˜ε → u˜⋆ in C([0, T ],Hm′loc(Rd)) and recalling
that u˜⋆ ∈ L∞([0, T ],Hm(Rd)), we have that
(u˜ε, φ)→ (u˜⋆, φ)0. (4.46)
Now, for j = 1, · · · , d, it holds
|(A−10 JεA0Aj(Jε(u˜ε + u¯))∂xjJεu˜ε −Aj(u˜⋆ + u¯)∂xj u˜⋆, φ)0|
≤ |(A−10 JεA0Aj(Jε(u˜ε + u¯))∂xj (Jεu˜ε − u˜⋆), φ)0|
+|((A−10 JεA0Aj(Jε(u˜ε + u¯))−Aj(u˜⋆ + u¯))∂xj u˜⋆, φ)0|
≤M1|(∂xj (Jεu˜ε − u˜⋆), φ)0|+ |((JεAj(Jε(u˜ε + u¯))−Aj(u˜ε + u¯))∂xj u˜⋆, φ)0|. (4.47)
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Therefore, again, since u˜ε → u˜⋆ in C([0, T ],Hm′loc(Rd)) and using that
u˜⋆ ∈ L∞([0, T ],Hm(Rd)), it follows the convergence
∫ T
0
ψ(t)(A−10 JεA0Aj(Jε(u˜
ε + u¯))∂xjJεu˜
ε, φ)0 →
∫ T
0
ψ(t)(Aj(u˜
⋆ + u¯)∂xj u˜
⋆, φ)0
(4.48)
uniformly on [0, T ]. This way, passing to the limit in (4.45), we obtain
∫ T
0
−ψ′(t)(u˜⋆, φ)0 dt+
d∑
j=1
∫ T
0
ψ(t)(Aj(u˜
⋆ + u¯)∂xj u˜
⋆, φ)0 dt = 0. (4.49)
Again, convergence of (4.45) to (4.49) and (4.34) yields ∂tu˜
ε ⇀∗ ∂tu˜
⋆ in
L∞([0, T ], L2(Rd)) and equation (3.42), i.e.
∂tu˜
⋆ +
d∑
j=1
P(Aj(u˜
⋆ + u¯)∂xj u˜
⋆) = 0. (4.50)
This way, we recover the adding regularity u˜⋆ ∈ Lip([0, T ],Hm−1(Rd)) and the
existence of ∇P ⋆ ∈ L∞([0, T ],Hm−1(Rd)) such that
∂tu˜
⋆ +
d∑
j=1
Aj(u˜
⋆ + u¯)∂xj u˜
⋆ = (0,−∇P ⋆)T . (4.51)
Thus, u˜⋆ ∈ L∞([0, T ],Hm(Rd)) ∩ Lip([0, T ],Hm−1(Rd)) ∩ Cw([0, T ],Hm(Rd)) is a
weak solution to the compressible-incompressible system (1.1). Passing to a
subsequence and recalling
∂tu˜
⋆ ⇀∗ ∂tu˜
⋆ in L∞([0, T ], L2(Rd)), (4.52)
and (4.45)-(4.49), we get
∂tu˜
ε +
d∑
j=1
A−10 JεA0Aj(u˜
ε + u¯)∂xjJεu˜
ε ⇀∗ ∂tu˜
⋆ +
d∑
j=1
Aj(u˜
⋆ + u¯)∂xj u˜
⋆. (4.53)
in L∞([0, T ], L2(Rd)), where ∂tu˜
⋆ ∈ Cw([0, T ],Hm−1(Rd)) since (3.42) holds and
u˜⋆ ∈ Cw([0, T ],Hm(Rd)). Recalling
−1
ε
(I− P)vε = −∇P ε, (4.54)
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and by (4.42), we have
sup 0≤t≤T ||∇P ε||0 ≤ c(M1,M2). (4.55)
Therefore, by using the Banach-Alaoglu theorem in L∞([0, T ], L2(Rd)) and recalling
(3.43), we get
∇P ε ⇀∗ ∇P ⋆ in L∞([0, T ], L2(Rd)), (4.56)
with P ∗ ∈ Cw([0, T ],Hm−1(Rd)) since (3.42) and the regularity of ∂tu˜∗ and u˜⋆.
Applying exaclty - apart from a slight modification related to the different
approximating initial data - the same proof of last part of Section 2, we get
u˜⋆ ∈ C([0, T ],Hm(Rd)) ∩ C1([0, T ],Hm−1(Rd)).
Remark 4.3. If we approximate the density-dependent incompressible Euler
equations (1.7) by this method, for instance, in the two-dimensional case, we have
the following ε-system:
∂tu
ε+

 vε1 0 00 vε1 0
0 0 vε1

 ∂xuε+

 vε2 0 00 vε2 0
0 0 vε2

 ∂yuε+
(
0,
(I− P)vε
ερε
)T
= 0, (4.57)
where uε := (ρε, vε). Taking the α-derivative in order to get energy estimates, we
notice that we have no more positivity of the singular term in ε, therefore this method
does not work in a simple way on (1.7).
5. Artificial Compressibility Method
Following [19], we consider an other kind of approximation of system (1.1), based
on a family of ε-dependent perturbed system, which, in order to approximate the
divergence constraint ∇ · v = 0, contains the following artificial equation for the
pressure term P ε:
ε2∂tP
ε +∇ · vε = 0. (5.1)
We consider the artificial state equation
P ε = P0 + εP˜
ε, (5.2)
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where P0 is constant. Without loss of generality, we take P0 = 1. Setting u
ε :=
(ρε, P˜ ε, vε), the approximating system becomes:

∂tρ
ε +∇ · (ρεvε) = 0,
∂tP˜
ε + ∇·v
ε
ε = 0,
∂tv
ε + vε · ∇vε + f(ρε, vε)∇ρε + ∇P˜ εε = 0,
(5.3)
with the following initial data as in (4.5):
ρε0(x) = ρ0(0, x), v
ε
0(0, x) = v0(x) + εv
1
0(x), (5.4)
where ρ0, v0 are the initial data (1.2) of the original problem (1.1).
Remark 5.1. To simplify the notation, we are skipping the translation of the density
variable ρ, which is required also for system (1.7) in its compact form, because of the
fact that it is the same argument previously discussed, see Remark 2.2 and Remark
4.2.
Again, we can write system (5.3) in the compact form:
∂tu
ε +
d∑
j=1
Aj(u
ε)∂xju
ε = 0, (5.5)
with initial data
uε0 = (ρ
ε
0, P˜
ε
0 , v
ε
0)
T , (5.6)
where the function P˜0 is not given with problem (1.1), but it is arbitrarily chosen,
provided that P˜0 ∈ Hm(Rd) and, as in (4.5),
ρε0 = ρ0, v
ε
0 = v0 + εv
1
0 ,
with ρ0, v0 the original initial data in (1.2). The matrices Aj(u
ε) have the following
structural form:
Aj(u
ε) = A˜j(u
ε) +
A0j
ε
(5.7)
for j = 1, · · · , d. In the 2-dimensional case, we have
A1(u
ε) = A˜1(u
ε) +
A01
ε
=


vε1 0 ρ
ε 0
0 0 0 0
f(uε) 0 vε1 0
0 0 0 vε1

+


0 0 0 0
0 0 1ε 0
0 1ε 0 0
0 0 0 0

 , (5.8)
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A2(u
ε) = A˜2(u
ε) +
A02
ε
=


vε2 0 0 ρ
ε
0 0 0 0
0 0 vε2 0
f(uε) 0 0 vε2

+


0 0 0 0
0 0 0 1ε
0 0 0 0
0 1ε 0 0

 (5.9)
and, in the general d-case, for j = 1, · · · , d
Aj(u
ε) = A˜j(u
ε) +
A0j
ε
=


vεj 0 δ1jρ
ε δ2jρ
ε · · · δdjρε
0 0 0 · · · · · · 0
δj1f(u
ε) vεj 0 · · · · · · 0
δj2f(u
ε) 0 vεj · · · · · · 0
· · · · · · · · · vεj · · · · · ·
· · · · · · · · · · · · vεj · · ·
δjdf(u
ε) 0 0 · · · · · · vεj


+


0 0 0 · · · · · · 0
0 0
δ1j
ε
δ2j
ε · · ·
δdj
ε
0
δ1j
ε 0 0 · · · 0
0
δ2j
ε 0 · · · · · · 0
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · δdjε 0 · · · · · · · · ·


.
(5.10)
System (5.5) is Friedrichs-symmetrizable by the (d+ 2)× (d+ 2) - symmetrizer
A0(u
ε) = diag
(
f(uε)
ρε
, 1, 1, · · · , 1
)
. (5.11)
Now, looking at the matrices Aj for j = 1, · · · , d, we notice that they satisfy the
structural conditions required by Majda and Klainerman in [13] and [10] to prove
the convergence of the compressible Euler equations to the incompressible ones.
Moreover, the initial data (5.6) associated to system (5.5) are consistent with
respect to the hypothesis of ’slightly compressible initial data’ in [13]. Therefore,
according to the incompressible limit in [13], the proof of convergence of a solution
to system (5.5) to a solution to the goal system (1.1) is straightforward here,
provided, as we have already point out, the apposite translation on the variable ρ
that we have made in Section 2.
Remark 5.2. Applying the artificial compressibility method to system (1.7), we
obtain an approximation system whose matrices and the related Friedrichs
symmetrizer do not satisfy the assumptions stated in [13]. For instance, in the
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two-dimensional case, setting uε := (ρε, P˜ ε, vε), we have the system
∂tu
ε +


vε1 0 0 0
0 0 1ε 0
0 1ερε v
ε
1 0
0 0 0 vε1

 ∂xuε +


vε2 0 0 0
0 0 0 1ε
0 0 vε2 0
0 1ερε 0 v
ε
2

 ∂xuε = 0, (5.12)
where the ε-singular parts of A1, A2 are not constant. Therefore, this approximation
does not work on system (1.7).
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