ABSTRACT When misalignment, deformation, and tracking failures occur, the appearance of the target tends to change significantly. How to effectively learn the change of target's appearance is an essential problem in visual tracking. Recently, most recent trackers based on convolutional neural networks update the tracker online to learn the change of target's appearance. These methods collect tracking results as online training samples. Thus, the reliability of training samples is very important for online updates. We propose a self-paced selection model, which integrates the self-paced learning model into the tracking framework for the goal of distinguishing the reliable samples from the tracking results. It estimates the reliability of the tracking results by the self-paced function. We design a method that adaptively calculates the value of the pace, which determines the number of samples selected. And this method is based on the number of tracking results. At the same time, the quality of the target's features plays a key role in the performance of the tracker. We employ dense connectivity learning to enhance the flow of information throughout the network, which makes the target's features represent better. The extensive experiments demonstrate that our selfpaced dense connectivity learning tracker (SPDCT) performs favorably against the state-of-the-art trackers over four benchmark datasets.
I. INTRODUCTION
Visual tracking plays the most fundamental role in computer vision, which has been widely applied into augmented reality, video surveillance, traffic monitoring, and human-computer interaction. The purpose of visual tracking is to estimate the trajectory of the target, which is initialized in the first frame. Although many high-performance tracking algorithms have recently been proposed, there still are some challenging problems owing to factors including such as deformation, occlusion, background clutters, and out-of-view. The key to solving these challenges is how to represent the target.
The prior methods [17] , [24] , [61] , [63] designed handcrafted features to represent the target. However, these handcrafted features can only encode one certain aspect of the target. Therefore, the hand-crafted features cannot effectively capture the target's semantic information, which will lead to The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. track the target unsuccessfully when the target's appearance changes significantly.
Recently, CNN-based trackers have attracted more and more attention and achieved excellent results in visual tracking. The reason is that the semantic information of target captured by CNN can effectively distinguish the target and background. However, when the training samples are limited, the CNN network is prone to overfitting. Although there are some methods, such as dimension reduction [27] , [38] , mixture model [37] , and data decorrelation [39] , to reduce or decouple the parameters of CNN. However, these methods cannot train CNN in an end-to-end manner. Thus, applying CNN directly to tracking problem is not feasible due to the limited training dataset for visual tracking.
In order to apply CNN to visual tracking, the previous methods [44] , [53] transferred the pre-trained CNN on an existed training dataset with classification, such as ImageNet [47] , PASCAL [12] . And the pre-trained CNN is fine-tuned by the target in the first frame.
References [43] , [49] , and [56] extract features of target utilizing VGG Network. SiamFc [4] utilizes AlexNet to extract features of the target. Reference [40] extracts the DNN-BN features by building DNN. While CNN-based trackers have achieved excellent performance, there are still two challenges. One challenge is that when the appearance of the target changes significantly, it often leads to tracking failure. Another challenge is that the input of the current layer can only be determined by the last layer, which leads to the discarding of existing features, in this traditional network.
How to effectively learn the change of the target's appearance is an essential problem of visual tracking. Most existing methods collect tracking results as training samples and update the tracker online to accommodate changes of the target. FCNT [56] only collects the most confident tracking result from fixed interval frames to avoid introducing background noise. CREST [49] collects two consecutive frames to update the tracker. References [7] and [8] add one training sample in each frame. However, training samples often contain much noise when there are tracking failures, occlusions, and misalignment, which results in incorrect online updates and ultimately leads to tracking failures.
For the purpose of addressing the above problem, the selfpaced dense connectivity learning tracker (SPDCT) is proposed for visual tracking. Specifically, self-paced selection model is designed to distinguish the reliable samples from the tracking results to reduce the noise in the training samples. Inspired by the DenseNet [23] , we employ the dense connectivity learning to enhance the flow of information and the reuse of features throughout the network, which improves the quality of features. Meanwhile, multi-layer features of CNN is fused, which is implemented by Feature Pyramid Network (FPN) [34] , with the goal of keeping the semantic and spatial information at the same time.
The contributions are mainly summarized as follows: i) Self-paced selection model (SPSM) is proposed, which unifies the SPL model and the visual tracking framework. The SPSM selects the reliable samples from tracking results to avoid a bad online updates. ii) We utilize the dense connectivity learning to strengthen the flow of the information and reuse of feature throughout the network. The semantic information of target is promoted by the dense connectivity learning. iii) We benchmark our model on four public datasets, which reveals that our model is competitive to the state-of-the-art performance.
The rest context is organized as follows. In section 2, we introduce the related work that is concerned to this paper. Then, the all components of our method and tracking algorithm based on SPDCT is explained in section 3 and section 4 separately. Section 5 represents the detail of the experiments. Finally, the conclusion is summarized in the last section.
II. RELATED WORK
Recently, visual tracking has developed rapidly. Many high performance trackers have been proposed. The existing trackers are mainly divided into three categories, DCF-based trackers, Siamese Network-based trackers and CNN-based trackers. We recommend readers to read the review [58] , [59] for more details.
A. DCF-BASED TRACKERS
Discriminative Correlation Filter (DCF) [5] , [6] , [8] , [10] , [20] , [21] based methods have achieved a balance between the accuracy and efficiency. DCF-Based trackers utilize the fast Fourier transform (FFT) to transform all the operations into Fourier domain. MOSSE [5] trains the filter with grayscale samples firstly. References [11] and [28] have attained a remarkable increase through training filters with multi channels on features from different layers. SRDCF [8] reformulates the objective function of DCF with a spatial regularization penalty to reduce the influence of boundary effects. CCOT [10] reformulates the standard DCF in the continuous domain to naturally integrate multiresolution feature maps. ECO [6] proposes a factorized convolution operator to reduce the number of parameters in the model.
B. SIAMESE NETWORK-BASED TRACKERS
The Siamese network used to calculate the similarity between different objects has achieved the excellent performance which balances the accuracy and speed. References [4] , [18] , and [52] offline train the similarity function on additional training datasets, such as ImageNet, ALOV and Youtube-BB. The similarity function does not change during the tracking. CFNet [54] calculates an average template to online update the tracker. DSiam [16] designs a fast transformation learning module to fine-tuning similarity function. SiamRPN [4] reinterprets the tracking problem as a one-shot learning for local detection task through connecting the region proposal network with the output of the Siamese network.
C. CNN-BASED TRACKERS
Deep convolutional neural network, especially CNN, which can effectively capture the semantic information of the target, has been broadly applied in visual tracking [36] , [43] , [49] , [56] , [57] . FCNT [56] designs a fully convolutional neural network to extract the features of target. CF2 [36] trains correlation filters through hierarchical features. STCT [57] utilizes ensembles learning to reduce over-fitting when updating the tracker online. MDNet [43] proposes a multi-domain learning network to learn domain-independent representation of target. VITAL [50] employ adversarial learning to reduce the tracker overfitting to single frame. These methods directly use the traditional CNN to obtain the target's semantic information. But the traditional CNN will lose features due to that its output of current layers can only be input of the next layer. To address the problem, we propose a dense connectivity learning to enhance the flow of the information throughout the network to better distinguish different categories of objects.
D. Ge et al.:
Self-Paced Dense Connectivity Learning for Visual Tracking FIGURE 1. The pipeline of SPDCT tracking algorithm. The first step, the features that extracted from different convolution layers is fused by FPN [34] . The second step, to get the response map, the fused features are used as the input of the dense connectivity learning. The third step, the reliable samples are chosen by the self-paced selection model to fine-tune our model online.
D. SELF-PACED LEARNING
Self-paced learning (SPL) [35] , [41] , which imitates the learning process of humans or animals, is a recently proposed method to train a model interactively from easy to complex training samples. Bengio et al. [3] proposes the origin version of the SPL, named curriculum learning (CL). All samples of the dataset are sorted in ascending order according to the degree of learning difficulty. But the curriculum is determined before training and is never changed in the whole training process. SPL [30] dynamically calculate the curriculum on the basis of the learned model. The objective function of SPL incorporates the self-paced function and pace parameter to jointly learning the curriculum and training parameters of the model. When the value of pace parameter is small, SPL only selects the 'easy' samples with small loss to train the model. With the increasing of the value of pace parameter, 'hard samples' with larger loss is chosen as training data to obtain mature model. Recently, SPL has been widely used in many visual tasks including segmentation [31] , reranking [25] , co-saliency detection [60] , action detection [26] and visual tracking [51] . Inspired by SPL, we design a self-paced selection model to choose reliable samples from all tracking results.
III. PROPOSED VISUAL TRACKING METHOD
Self-paced selection model unifies the SPL model and visual tracking framework to select reliable samples from tracking results to prevent a bad online update from happening. Dense connectivity learning enhances the flow of information and the reuse of features throughout network to improve the quality of features. The pipeline of our SPDCT is illustrated in Figure 1 . Each component of SPDCT is discussed as follows.
A. SELF-PACED SELECTION MODEL
Recently, most existing trackers utilize the online update strategy to learn the changes of the target's appearance. And the tracking results are often collected as online training samples. Thus, the quality of samples is the key point of the online updates. The self-paced selection model (SPSM) is proposed in this paper to construct reliable online training dataset from tracking results. Formally, the training datasets are D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, where x i and y i are the observed samples and correspond labels respectively. The self-paced function of SPSM is equivalent to calculating the optimum solution of the follow formulation: The self-paced function can be formulated as follows:
Similar to SPL [30] , we can utilizes Alternative Convex Search (ACS), which is an iterative method for biconvex optimization, to solve the optimization problem of Equation 1. The reliability r and the parameter of model θ are optimized alternately. In each iteration, when r is fixed, we can use back propagation algorithm, which is an off-the-shelf supervised learning, to optimize the parameter of model θ. When θ are fixed, the optimum solution of r = [r 1 , r 2 , . . . , r n ] is directly obtained by:
In the SPL model, the pace parameter γ increases at the same rate to select 'hard samples' in each iteration. However, it is hard to set a reasonable growing rate. We design a strategy in this paper to adaptively calculate the pace parameter value according to the number of tracking results. In the t th iteration, the whole amount of tracking results is N t . And N p denotes the ratio of selected samples to all the tracking results. The tracking results are sorted in ascending order L sort on the basis of their reliability, and the value of pace parameter γ is determined by N t * N p th loss value of L sort .
We compare online training samples of the CREST [49] (top row) and our model (bottom row) as shown in Figure 2 . CREST [49] only collects two continuous tracking results as training samples, and the limited data easily causes the tracker overfitting to current training samples. When occlusion, misalignment, and deformation occur, the tracking results contain a large amount of background which will lead to a bad online update. By comparison, SPSM can select reliable training samples by the self-paced function to avoid introducing background noise.
B. DENSE CONNECTIVITY LEARNING
As we all know, the capability of CNN-based trackers are determined by the quality of target's features. Recently, the CNN-based trackers capture the semantic information of the target by directly employing the traditional CNN, such as VGG [48] , AlexNet [29] , and so on. Within the structure of the traditional CNN, the input of the current layer can only be determined by the last layer, which leads to discarding of existing features. One layer of the dense connectivity learning is connected to rest layers behind it. We utilize the dense connectivity learning, which enhances the flow of information and the reuse of features, to extract the features of target. The structure of the dense connectivity learning is shown in Figure 3 . The l th layer takes the features extracted from all the previous layers as input. The structure of dense connectivity learning can be transferred to the following formulation:
where H l (x) denotes the non-linear transformation function which contains two parts, one is convolution (Conv) and the other is rectified linear units (ReLU). Same as DenseNet [23] , the all inputs of H l (x) are concatenated. The l th layer takes the x l as output. A four-layer dense connectivity network with a small growth rate is designed.
C. THE FUSION OF MULTI-LAYER FEATURES
Semantic information is used to distinguish between target and background. And spatial information is better for predicting the position of target. On the basis of FCNT [56] , the features of top layers with low resolution have more semantic information compared to the features of lower layers with higher resolution and more spatial information. We utilize feature pyramid network (FPN) [34] to fuse multi-layer features to keep the semantic and spatial information at the same time. We employ a convolutional layer with kernel size of 1 × 1 to unify the number of channels for different layer features. The structure of FPN is shown in Figure 4 . Get the search region based on the predicted position of the previous frame.
4:
Send the search region to the SPDCT model to calculate the response map.
5:
Locate the target on the basis of the maximum value of the response map. 6: Crop the patches with different sizes and feed them to the SPDCT model. And determine the changes of target scale according to the maximum confidence. 7: if mod(n − 1, 5) == 0 then 8: Calculate reliability r by Equation 3 9: Select the training samples with reliability r = 1.
10:
Fine-tune the SPDCT model online.
11:
Calculate the pace parameter γ by Equation 4.
12:
end if 13 : end for 14: return The trajectory of target.
IV. TRACKING ALGORITHM WITH SPDCT
We introduce the SPDCT-based trackers in four aspects: Model Initialization, Detection, Scale Estimation and Online Update. Algorithm 1 represents the procedure of SPDCT-based tracker step by step.
A. MODEL INITIALIZATION
Same as CREST [49] , in the first frame the original training patch is extracted according to the target's location. Then the extracted patch is sent to off-the-shelf neural network for the goal of extracting features of target. We assume that the label of the network obeys the Gaussian distribution. Thus we generate a Gaussian label to train the dense connectivity network. We randomly initialize the parameters, which obeys Gaussian distribution, of layers in the dense connectivity network.
B. DETECTION
When getting a new frame, we extract a search region according to the predicted position of the previous frame. The extracted search region has the same size with the training samples. The response map whose maximum value determines the target's position is generated by dense connectivity network. The detection method is extremely concise and robust.
C. SCALE ESTIMATION
We can get multiple patches by cropping the video frame with different scales after getting the target position. Then, the confidence of these patches are calculated by SPDCT. we predict the changes of target's scale according to the maximum confidence.
D. ONLINE UPDATE
Tracking results are gathered as training samples firstly. Then SPSM is utilized to select reliable samples from tracking results, which avoids errors in model update. The Gaussian label is generated based on the predicted location in each frame. The reliability r is calculated by Equation 3 when we get the response map. Samples whose reliability r is equal to 1 is chosen to fine-tune the tracker online. To prevent the tracker from over-fitting to current training samples and to satisfy the limits of memory, only the maximum of N samples can be selected each time. The tracker is fine-tuned every fixed interval.
V. EXPERIMENTS
The details of SPDCT's implementation are stated firstly in the current section. Then, we execute ablative studies to analyze the effects of every component of SPDCT for both self-paced selection model and dense connectivity learning. We conduct our experiments on four benchmark datasets: UAV123 [42] , OTB-2013 [58] , OTB-2015 [59] , and TempleColor-128 [33] to evaluate the performance of SPDCT.
A. EXPERIMENTS SETUPS 1) IMPLEMENTATION DETAILS
We crop the first frame by five times the size of the object to get the training patch. We set up the VGG model, whose only the first two pooling layer retained, as our feature extraction network. The features of target are extracted from two different convolutional layers that are conv4-3 and conv3-3 layers. The Gaussian label is constructed by a twodimensional Gaussian function whose peak value is equal to 1. In the training stage, we randomly initialize the parameters of dense connectivity network with a Gaussian distribution and fine-tune the network using the back propagation algorithm with the learning rate of 5e − 7. Our model can converge after hundreds of iterations in practice. In the online update stage, The Equation 4 adaptively calculates the value of pace parameter γ . We select the reliable samples according to the N p with the value of 0.5. The maximum number N of samples is 11. We update the SPDCT online every 5 frames. The training process is only conducted in 2 epoches and the learning rate is 1e − 8. The hardware of experiments is a GeForce GTX K40 GPU and a PC with an i7 8700 3.2GHz CPU with MatConvNet toolbox [55] .
2) BENCHMARK DATASETS
We conduct experiments on four benchmark datasets: UAV123 [42] , OTB-2013 [58] , OTB-2015 [59] , and Templecolor-128 [33] to evaluate the performance of the SPDCT. OTB-2013 consists of 50 annotated videos that cover a wide range of objects, including human, cars, toys, and so on. OTB-2015 is an expanded version of OTB-2013 that adds 50 new annotated videos. OTB dataset is categorized by annotating them with the 11 attributes to evaluate the effects of many factors such as background clutters, occlusion, deformation, fast motion, out-of-view, and scale variation. Different from OTB-2013 and OTB-2015, UAV123 employs low-altitude UAVs to capture the videos. UAV123 dataset contains a total of 123 video sequences and more than 110k frames. Temple-color-128 dataset contains a total of 128 color sequences with challenge factor and annotations ground truth.
3) EVALUATION METHODOLOGY
We utilize the precision and success plots to quantitatively compare the SPDCT to existing state-of-the-art trackers. Precision plot represents the proportion of frames which is estimated to locate in the given threshold of center location error. This error is calculated by the Euclidean distance between the ground truth and the estimated location. The threshold distance is set to 20. Success plot shows the successful percentage of frames whose overlap rate, calculated according to estimated bounding box and real bounding box, is more than the certain threshold. Overlap rate is calculated by S = |pt p a| |pt p a| , where p t indicates predicted bounding box and p a denotes the ground truth of the target. and represent the intersection and union of two regions, respectively, and |·| indicates the amount of pixels in the region.
B. ABLATION STUDIES
Our SPDCT model contains self-paced selection model and dense connectivity learning. As described in Section 3.1, self-paced selection model unifies the SPL model and the visual tracking to select reliable samples, and dense connectivity learning improves the flow of information and the reuse of features throughout network. In this section, we execute ablative studies to analyze the impact of each component of SPDCT. We analyze our SPDCT model on the OTB-2013 dataset. We design four contrastive experiments: a standard SPDCT, SPDCT without dense connectivity learning (SPDCT-unDCL), SPDCT without the self-paced selection model (SPDCT-unSPSM), and SPDCT with neither self-paced selection model nor dense connectivity learning (SPDCT-neither). Figure 5 shows the precision plot and success plot of the contrastive experiments. We can observe that the standard SPDCT has the best performance, which shows that both selfpaced selection model and dense connectivity learning are beneficial to improve the ability of the tracker. Self-paced selection model chooses reliable samples to avoid introducing background information, which prevents a bad updates from happening. Dense connectivity learning enhances the information flow and feature reuse to improve the quality of features in the update stage. The precision plot indicates the performance of SPDCT-unSPSM is not as good as We only illustrate the top 10 trackers for clarity. Our method achieves state-of -the-art performance compared to other top trackers.
FIGURE 7.
Precision and success plots of recent top trackers on the OTB-2015 dataset on the basis of the OPE manner. We only illustrate the top 10 trackers for clarity. Our method achieves state-of-the-art performance compared to other top trackers.
SPDCT-neither. Because dense connectivity learning has a better ability to capture the semantic information of target. When the training samples are contaminated by background, unrelated patterns will be learned by the model and its representation power will be decreased.
C. COMPARISONS TO STATE-OF-THE-ART TRACKERS
The SPDCT model is compared to the recent trackers with excellent performance in the current section. The comparison experiments are conducted quantitatively and qualitatively on four benchmark datasets: UAV123 [42] , OTB-2013 [58] , OTB-2015 [59] , and Temple-color-128 [33] . The results will be discussed as follows.
1) QUANTITATIVE EVALUATION a: OTB-2013 DATASET
We compare our method with 29 basic trackers of the OTB-2013 datasets and 13 state-of-the-art trackers including CF2 [36] , KCF [20] , DeepSRDCF [7] , FCNT [56] , CREST [49] , SINT [52] , SRDCFdecon [9] , MEEM [61] , SRDCF [8] , CNN-SVM [21] , DSST [21] , HDT [46] , BACF [13] . Figure 6 shows the top ten trackers on OTB-2013 for presentation clarity. In the range of all the trackers, our method achieves the state-of-the-art performance both on precision and success plots. Our method achieves the best performance with the distance precision score of 83.9%, which significantly outperforms HDT by 3.5%. Meanwhile, it obtains the overlap score of 57.7%, which is better than CREST with the gain of 0.7%.
b: OTB-2015 DATASET
We also compare our method with 29 basic trackers of the OTB-2015 datasets and 11 state-of-the-art trackers including KCF [20] , HDT [46] , CREST [49] , SRDCFdecon [9] , Deep-SRDCF [7] , CF2 [36] , SINT [52] , MEEM [61] , SRDCF [8] , DSST [21] , MUSter [22] . Figure 7 illustrates precision and success plots on OTB-2015 dataset using OPE manner. Our method achieves the best performance with the distance precision score of 86.8%, which significantly outperforms DeepSRDCF by 1.7%. Meanwhile, it obtains the overlap score of 61.9%, which reaches the fourth best.
c: UAV-123 DATASET
We compare our method with 31 basic trackers of the UAV123 datasets and 6 state-of-the-art trackers including SRDCF [8] , MEEM [61] , DSST [21] , Struck [17] , KCF [20] , DCF [20] . Figure 8 illustrates precision and success plots on UAV123 dataset using OPE manner. Our method achieves the best performance with the distance precision score of 69.7%, which significantly outperforms SRDCF by 2.1%. Meanwhile, it obtains the overlap score of 54.5%, which reaches the second best.
d: TEMPLE-COLOR-128 DATASET
We compare our SPDCT tracker with MEEM [61] , Struck [17] , KCF [20] , Frag [1] , ASLA [24] , VTD [32] , MIL [64] , OAB [14] , L1APG [2] , CN2 [11] , SemiT [15] , LOT [45] , FCT [62] , CSK [19] . Figure 9 illustrates precision and success plots on Temple-color-128 dataset using OPE manner. In the range of all the trackers, our method achieves the state-of-the-art performance both on precision and success plots. Our method achieves the best performance with the distance precision score of 73.04%, which significantly outperforms MEEM by 8.5%. Meanwhile, it obtains the overlap score of 53.10%, which reaches the first best. Figure 10 shows the results of quantitative evaluation. We compare our method with 3 other top trackers: Deep-SRDCF, HCFT, CREST, on three sequences: ClifBar, Human3, Ironman from top to down. These sequences includes some of the challenges: deformation, occlusion and background clutter, which may lead to tracking failure. DeepSRDCF improves the tracker performance through convolutional features and spatial regularization penalty. However, it does not effectively handle deformation (Ironman) and occlusion (Human3). CF2 trains multiple correlation filters using the target's feature of different convolutional layers. Unlike CF2, we fuse the features of different convolutional layers to maintain the semantic and spatial information of the target. CREST reinterprets the correlation filter as a special convolutional layer which constructs an end-toend network for visual tracking. Compared with CREST, we choose reliable tracking results as training samples to update trackers online. The results illustrate that our method can better address the influence of deformation, occlusion and background clutter compared with other trackers. 
2) QUALITATIVE EVALUATION

VI. CONCLUSION
We propose a self-paced selection model, which unifies the SPL model and visual tracking to select reliable samples from tracking results. It reduces the introduction of noise to better distinguish the target from background. Meanwhile, We employ the dense connectivity learning to improve the flow of information throughout the network, which can more effectively improve the power of feature's representation to better distinguish both the background and the target. And the fusion of multi-layers features is beneficial to carry more spatial and semantic information. Experiments indicate that our SPDCT tracker outperforms state-of-the-art trackers over four benchmark datasets. 
