Dynamic Topological Logic provides a context for studying the confluence of the topological semantics for S4, based on topological spaces rather than Kripke frames; topological dynamics; and temporal logic. In the topological semantics for S4, 2 is interpreted as topological interior: thus S4 can be understood as the logic of topological spaces. Topological dynamics studies the asymptotic properties of continuous maps on topological spaces. Thus, we define a dynamic topological system to be a topological space X together with a continuous function f that can be thought of in temporal terms, moving the points of the topological space from one moment to the next. Dynamic topological logics are the logics of dynamic topological systems, defined for a trimodal language with an S4 topological modality, 2 (interior), and two temporal modalities, (next) and * (henceforth). One potential area of study is the expressive power of this language: for example, in it one can express the Poincaré Recurrence Theorem.
Introduction
Dynamic Topological Logic provides a context for studying the confluence of three research areas: the topological semantics for S4, topological dynamics, and temporal logic. In the topological semantics, a model is a topological space X together with a valuation function V assigning to each propositional variable a subset of X. Conjunction is interpreted as intersection, disjunction as union, and negation as complementation. If we interpret the necessity connective, 2, as topological interior, the resulting modal logic is S4. It has axioms
with modus ponens and necessitation, A/2A, as inference rules. Thus S4 is a general logic of topological spaces. For a general and comprehensive discussion see for example [?] . Topological dynamics studies the asymptotic properties of continuous maps on topological spaces ([?], p. 118). Let a dynamic topological system be an ordered pair X, f where X is a topological space and f is a continuous function on X. We can think of the function f as moving the points in X in each discrete unit of time: x gets moved to f x and then to f f x and so on. In Dynamic Topological Logic, the system S4 is extended to a logic of dynamic topological systems, by adding temporal modalities suited to formalizing the action of f on X. In particular, we want to formalize both the transition from one discrete moment to next, as f acts, moment by moment, on the points in X; and the asymptotic behaviour of the function f .
We turn to ω-time temporal logic with two future-looking modalities: next, ; and henceforth, * . Suppose that we ignore topological issues and represent discrete moments as natural numbers. Let an interpretation be an assignment of a truth value to each propositional variable at each moment. The Boolean connectives are given their standard interpretations. As for the modalities, the formula A is true at the moment m iff A is true at the next moment m + 1; and the formula * A is true at the moment m iff A is true at the moment n, for each n ≥ m. Note that * A is thus equivalent to the infinite conjunction In this chapter, we combine the topological modality and the two temporal modalities, to define trimodal logics of dynamic topological systems or dynamical topological logics (abbreviated DTLs). Let a dynamic topological model be an ordered triple X, f, V , where X, f is a dynamic topological system and V is a valuation function assigning to each propositional variable a subset of X. If we think of the subsets of X as the propositions, then, as in the static topological semantics, 2P = Int(P ), for propositions P , where Int is the topological interior operation. We interpret the temporal modalities and * using the function f . Suppose that, at moment m, the proposition P is true at the point f x, i.e. f x ∈ P . Then after f has acted on x once, P will be true at x. In other words, at the next moment m + 1, the proposition P is true at the point x. So at moment m, the proposition P is true at x, that is x ∈ P iff S4 is defined by the axioms and rules of S4C, plus the following: the converse of the continuity axiom: 2 A ⊃ 2A
We will use S4C and S4 both for these axiomatizations and for the sets of all formulas derivable from the axioms by the inference rules.
Our main completeness results for the 2 fragment of the language are as follows:
Section ??: S4 is sound and complete for
• homeomorphisms on topological spaces
• homeomorphisms on Alexandrov spaces
• homeomorphisms on finite topological spaces
• homeomorphisms on Cantor Space • continuous functions on finite topological spaces
• continuous functions on Cantor Space
Most of our completeness results for mathematically interesting spaces are based on the topological completeness of S4 in the real line R -a classic result of McKinsey and Tarski, [?] . In Section ??, we give a simplified proof of this classic result, based on a specially simple proof for rational numbers in the interval (0, 1); this is followed, for real numbers in (0, 1), by a passage to limit. Our main use of this result in is Section ??: our proof that S4 is complete for homeomorphic transformations on R proceeds first by giving a simple reduction of an arbitrary formula (not containing * ) to a formula that is almost -free; this reduction allows us to appeal to the completeness of S4 in R.
This result does not extend to the logic S4C (section ??): S4C is not complete for arbitrary continuous function on R, as shown by counterexamples due to P. Kremer [?] and S. Slavnov [?] . However we are able to prove completeness for Cantor Space (section ??), an important subspace of R. There are also two positive results in the vicinity: [?] contains a proof that S4C is complete for arbitrary continuous functions on any R n , n ≥ 1; To be more precise, S4C is complete for the follow set of dynamic topological systems: { R n , f : n ≥ 1 and f is a continuous function on R n } and [?] contains a proof that S4C is complete for arbitrary continuous functions on R 2 . Whether the logic of continuous functions on R is axiomatizable remains open.
We also note the completeness of a special axiomatization of a temporal over topological fragment where the temporal modalities cannot occur in the scope of a topological modality. 
Basic definitions
We work with a trimodal language L with a set P V of propositional variables; Boolean connectives ∨ and ¬; and three one-place modalities 2 (interior), (next) and * (henceforth). We assume that &, ⊃ and ≡, are defined in terms of ∨ and ¬. We use p, q, r as metavariables over P V and A, B, C as metavariables over formulas. The language L 2 is the fragment of L whose only modality is 2; and the language L 2 is the fragment of L whose only modalities are and 2.
Definition 1.
A topological model is an ordered pair, M = X, V , where X is a topological space and V : P V → P(X) is a valuation function assigning a subset of X to each propositional variable. The valuation V is extended to all formulas of L 2 as follows:
, and
where the interior of a subset
Definition 2. A Kripke frame is an order pair W, R where W is a non-empty set (of worlds) and R is a reflexive and transitive relation on W . World w is a successor of world w iff wRw . w is R-equivalent to w (in symbols, w ≡ R w ) iff wRw and w Rw.
Definition 3. Given a Kripke frame W, R , a subset S of W is open iff S is closed under R: for every x, y ∈ W , if x ∈ S and xRy then y ∈ S. The family of open sets forms a topology. Thus, for every Kripke frame W, R , a topological space is defined by imposing that topology on the set W . We define the interior of X ⊆ W :
Note that, in these spaces, 
(ii) |= A.
Proof. The equivalence of (i)-(v) is due to [?] . For the completeness of S4 in the real line, see a streamlined proof in section ??. The equivalence of (i) and (vi) is due, in effect, to [?] .
Thus not only does the topological interpretation give a semantics for S4, but S4 is the topological logic of a host of particular topological spaces, for example the real line, R; the closed unit interval, [0, 1]; and any other dense-initself metric space. So the purely modal language is expressively weak, unable, for example, to distinguish between R and [0, 1] despite their topological dissimilarities. Part of the DTL project is to see whether analogues of Theorem ?? can be proved or disproved: see Sections ?? and ?? below.
Definition 4.
A dynamic topological system (DTS, cf.
[?], [?] ) is an ordered pair, X, f , where X is a topological space and f is a continuous function on X. A dynamic topological model (DTM) is an ordered triple M = X, f, V where X, f is a DTS and V : P V → P(X) is a valuation function assigning a subset of X to each propositional variable. The valuation V is extended to all formulas by the clauses in Definition ?? plus the following:
Definition 5. Suppose that X, f is a DTS. Validity relations are defined in a standard way.
X, f |= B iff M |= B for every model M = X, f, V . X |= B iff X, f |= B for every continuous function f.
B is valid (|= B) iff X |= B for every topological space X.
Our goal is to axiomatize interesting classes of topological spaces and continuous functions on these spaces. Definition 6. Suppose that F is a class of functions so that each f ∈ F is a continuous function on some topological space. Suppose that T is a class of topological spaces.
T , F |= B iff for every f ∈ F and every X ∈ T , if f is a continuous function on X then X, f |= B.
F |= B iff for every topological space X and every f ∈ F, if f is a continuous function on X then X, f |= B. T |= B iff X |= B for every topological space X ∈ T .
We assume that that in specifying a particular continuous function, we specify both the function itself as a set of ordered pairs, and the topological space on which we are taking it to act.
We are now ready to define various Dynamic Topological Logics, or DTLs.
Definition 7.
For any class T of topological spaces and any class F of continuous functions, we define DTL T ,F = {A : T , F |= A}.
Most of our completeness results for interesting spaces and classes of spaces are based on completeness for finite spaces of a special kind. Definition 8. A dynamic Kripke frame is an ordered triple K = W, R, f where W, R is a Kripke frame, and f is a function on W that is R-monotonic with respect to R, i.e.
wRw ⇒ f wRf w .
The world r ∈ W is a root world of W, R, f iff both f r = r and ∀ w ∈ W, rRw. W, R, f is rooted iff there is some root world r ∈ W .
Our dynamic Kripke frames are the continuous Kripke frames of [?] . They give rise to dynamic Alexandrov systems in an obvious way (cf Definition ??). Definition 9. A dynamic Kripke model is a quartuple M = W, R, f, V , where W, R, f is a dynamic Kripke frame and V is a valuation function assigning a subset of W to each propositional variable. The valuation V is extended to all formulas as follows:
This is equivalent to the familiar definition for Kripke models:
Given a particular DTL, we will also be interested in its fragments. 
3 Recurrence and the DTL of measure-preserving continuous functions on the closed unit interval
A central motivation for this study is the phenomenon of recurrence in measure theory and topological dynamics, and the possibility of expressing this phenomenon in the framework of propositional logic. In fact, we can express recurrence in our trimodal language. Let us restrict attention to the segment [0, 1] of reals which is already difficult enough (cf.
[?]). Suppose that f is a function on a set X. Say that a point x ∈ S is recurrent (for S) if f n (x) ∈ S for some n > 1. Let µ be the Lebesgue measure defined on subsets of the closed unit interval, [0, 1]. We say that S is measurable iff, for every set S , we have µ(S ) = µ(S ∩ S ) + µ(S − S). We say that a function In order to express recurrence in our trimodal language, define the possibility connective ♦ as ¬2¬, and the possibility connective # as ¬ * ¬. These represent topological closure and "some time in the future", respectively. Consider the formula (2p ⊃ ♦ #2p).
Let X, f be any dynamic topological system. Note that X, f |= (??) iff, 
A Simple Decidable DTL
To illustrate the existence of an interesting tractable DTL we prove that the logic DT L HM of measure-preserving homeomorphisms of the real interval [0, 1] is very easily reducible to S4 and hence decidable. The key observation is the next proposition. Proof. Since f is a homeomorphism, it takes all values in [0, 1] and is strictly monotonic, say increasing for definiteness. Then f (0) = 0, since otherwise 0 is not a value of f . For every
For every formula φ of S4C define two reducts corresponding to f (x) = x and f (x) = 1 − x repectively. Note that under f (x) = x one has
Define
• φ 0 := the result of erasing all occurrences of , * and
• φ 1 := the results of replacing and * according to (??) including pushing to atomic formulas and dropping all occurrences of (cf. the operation g in the Section ??).
The following theorem provides a decision algorithm for DT L HM . The notation S4 φ for a formula containing means that ψ is treated as a new atomic formula (cf. Section ??).
Proof. The direction from S4 to DTL HM is obvious. In the opposite direction we have only to prove that
for f (x) = 1 − x and every formula φ, where is applied only to atoms-that is, where φ is constructed from propositional variables p and formulas p by the Boolean connectives and 2. We apply the same method as in the proof of the similar result for R and the logic of homeomorphisms (Theorem ??).
Find an S4-countermodel M = (
on the dynamic topological system (0, 1), f . See Figure 1 . The same computation as in the proof of Theorem ?? shows that
for all formulas B and I = ( This figure must be filled in. The only thing to check anew is the implication
We consider both cases, n = 0 and n = 1. Suppose that n = 0, and suppose that x ∈ I and x ∈ V ( n p).
On the other hand, suppose that n = 1, and suppose that
Purely topological and purely temporal fragments of DTLs
In work on DTL, we foresee that most of the action will be in the interaction between the topological modality (2) and the temporal modalities ( and * ).
As it turns out, temporal differences often do not affect purely topological issues (see Theorem ??). Furthermore, the purely topological fragments and the purely temporal fragments of DTLs normally coincide with previously studied logics (see Theorems ?? and ??), namely S4 and LTL.
Theorem 4. Suppose that T is a class of topological spaces and F is a class of continuous functions. Also suppose that for every X ∈ T , there is a f ∈ F with
T . Thus temporal differences do not affect purely topological issues.
Proof. The inclusion ⊇ is obvious. For ⊆ take a modal formula α ∈ DTL 2 T and a space X ∈ T with a continuos function g on X such that X, g |= α. Now replace g with a continuous function f ∈ F with the domain X. Since α is modal, X, f |= α iff X, g |= α.
Theorem 5. Suppose that T is a class of topological spaces and that either
This figure must be filled in. 
where f in is the class of finite topological spaces.
Definition 11. Suppose that f is a continuous function and that X = dom(f ). For m, n ∈ ω, f has the m-n-property iff there is some x ∈ X such that x, f x, ..., f m+n x are all distinct and f m+n+1 x = f m x. f has the ω-property iff there is some x ∈ X such that x, f x, f 2 x, ... are all distinct. Suppose that F is a class of continuous functions. F is rich iff either (i) F contains some function with the ω-property or (ii) for each m, n ∈ ω, F contains some function with the m-n-property. For (i) and (ii) it suffices to find a homeomorphism on R with the ω-property, for example f x = x + 1. For (iii), the following function is continuous, measurepreserving and has the ω-property:
See Figure 2 . To see that f has the ω-property,
where z is an integer, so that x, f x, f 2 x, ... are all distinct. For (iv), we fix m and n and define a function with the m-n-property in the given class. Let X be the set {0, 1, 2, ..., m + n} and let f x = x + 1 if x < m + n and let f (m + n) = m. To be more precise, let an infinite purely temporal model be a function V : P V × ω → {0, 1}, where P V is the set of propositional variables; where the natural numbers represent discrete moments in time; and where 0 and 1 represent falsity and truth. Given an infinite purely temporal model V , we define n |= B, for each n ∈ ω and each formula B in the language L * as follows: n |= p iff V (p, n) = 1; n |= ¬B iff n |= B; n |= (B ∨ C) iff n |= B or n |= C; n |= B iff n + 1 |= B; and n |= * B iff m |= B for every m ≥ n. The completeness theorem for LTL tells us that since A ∈ LTL , there is some infinite purely temporal model V such that 0 |= A. Choose such a V .
Since F contains a function with the ω-property, we can choose a topological space X, a function f ∈ F and an x ∈ X, such that the points
By a standard induction on formulas, it can be shown that f k x ∈ V (B) iff k |= B for all formulas B in the language L * and all k ∈ ω. Thus x |= A since 0 |= A. So A ∈ DTL * F , as desired. Case 2. F contains a function with the m-n-property for every m, n ∈ ω. Suppose that A ∈ LTL where A is in the language L * . Let a finite purely temporal model be an ordered triple M = Y, g, V where Y is a finite set; g is a function on Y ; and V : P V × Y → {0, 1}. Given a finite purely temporal model M = Y, g, V , we define y |= B, for each y ∈ Y and each formula B in the language L * as follows: y |= p iff V (p, y) = 1; y |= ¬B iff y |= B; y |= (B ∨ C) iff y |= B or y |= C; y |= B iff g(y) |= B; and y |= * B iff g n (y) |= B for every n ≥ 0.
[?] proves that LTL satisfies the finite frame property. So since A ∈ LTL , there is some finite purely temporal model M = Y, g, V and some y ∈ Y such that y |= A. Since Y is finite,we have g m+n+1 (y) = g m (y), for some m, n ∈ ω with the g i (y) distinct for i < m + n. Choose such an m and n. Choose a function f ∈ F with the m-n-property and let X be the topological space on which f acts. Choose an x ∈ X such that x, f x, ..., f m+n x are all distinct, and such that f m+n+1 x = f m x. Define V : P V → P(X) as follows:
And let M = X, f, V . Claim: f k x ∈ V (B) iff g k y |= B for all k ∈ ω and formulas B in the language L * . We prove this by induction on formulas. Base case: For propositional variables p:
Inductive step ¬, ∨: standard. 
S4 is topologically complete for (0,1)
Here we combine ideas from several previous constructions into a short proof of topological completeness of the modal logic S4, first for the binary rational numbers (see below) in the interval (0, 1), and after that for real numbers in the same interval. Beginning with a finite, reflexive and transitive Kripke frame K, we present a direct definition of an open and continuous map from (0, 1) onto the topological space corresponding to K. Given that S4 is complete w.r.t. finite, reflexive and transitive Kripke frames, this suffices for the completeness of S4 in (0, 1). The map we define is practically the same as in [?] , very close to [?] and has some common features with [?] .
Let us state a familiar general condition of propositional equivalence (more precisely, bisimulation) of two topological spaces. Recall that a map f :
Lemma 2. Let X 1 , X 2 be two topological spaces and f a continuous and open map from X 1 onto X 2 . Let V 2 be a valuation for topological semantics on X 2 and define V 1 by the equation
In particular, if A is refuted in X 2 , then A is refuted in X 1 .
Proof. Induction on formulas. Let K = W, R be a finite Kripke frame with a reflexive and transitive accessibility relation R, a set of worlds W = {0, 1, . . . , N }, and with root 0: R0w holds for every w ∈ W . For every w ∈ W the submodel with the root w is denoted by K w .
In particular K 0 = K. If w has no proper R-successors, that is Rww implies w = w, then w is a leaf of K. Speaking of R-least, R-maximal worlds we mean reading Rww as w ≤ w . So the root 0 is the R-least element of W , a leaf is an R-maximal element. In general W may contain clusters, that is sets of R-equivalent elements. Every element of a cluster is R-least in the cluster.
Figure 3: The first partition for a three-element model
Our plan is to define a continuous open function W from Q onto K, where Q is the set of binary rational numbers in the real interval (0, 1):
Partitions
Definition 12. The first partition P 1 (K), corresponding to K = W, R , of the open interval (0, 1) of reals is defined as follows.
If N = 0, that is the frame K has just one world 0, there are no endpoints and the whole interval (0,1) is marked K. All points r ∈ Q are marked by the root 0: W 1 (r) = 0. If N > 0, then the partition has endpoints
that determine 2N + 1 open intervals which are marked as follows:
. .. The endpoints are marked by the root of the model K:
Definition 13. The first partition P 1 ((a, b), K) of an arbitrary interval (a, b), a < b corresponding to the frame K is proportional to (??). If N = 0, the whole interval is marked K and W 1 (r) = 0 for all r ∈ Q . If N > 0, the partition has endpoints
that determine 2N + 1 open intervals marked as in (??):
All endpoints are marked as in (??) by the root:
Definition 14 (n + 1-st partition.). Assume the n-th partition P n (K) of the interval (0, 1) corresponding to any finite frame K is already defined. If N = 0, define P n+1 (K) = P n (K) = P 1 (K). Otherwise assume P n (K) consists of endpoints
with each of the intervals (a j , a j+1 ) marked by some K wj , w j ∈ W . Then the (n + 1)-st partition P n+1 (K) of (0, 1) corresponding to K consists of all endpoints of P n (K) plus all endpoints of all partitions
Intervals of the new partition are marked according to partitions (??). The marking W n+1 (e k ) ∈ W is an extension of W n defined for new endpoints e i according to partitions (??):
If K wj consists only of w j , (that is w j is a leaf of K), then W n+1 (r) = w j for all r ∈ (a j , a j+1 ) ∩ Q .
Definition 15. Define P (K) as the union of all P n (K): the endpoints of P (K) are all binary rational points r ∈ Q of the interval (0, 1) marked as in the corresponding P n (K).
n(r) = the first number n such that r is an endpoint of P n (K) or r belongs to an interval of P n (K) marked by K w for a leaf w W(r) = W n(r) (r)
Example. Consider a two-element Kripke frame K = {0, 1}, ≤ :
K is used to falsify the formula (2p ∨ 2¬p) by setting V (p) = {1}, so that
The first partition corresponding to the Kripke frame K = {0, 1}, ≤ is shown in Figure 4 . This shows that successive partitions are obtained by Let P be the union of all intervals marked K 1 andP := (0, 1) − P . The valuation V leads to a topological model with the carrier (0, 1) and a valuation
The set P is open, so Int(P ) = P , but Int(P ) = ∅, since every binary rational point inP is a boundary of some interval of P . Hence
Hence (2p ∨ 2¬p) is not valid, as expected.
Properties of P n (K)
The next lemma lists some combinatorial properties of partitions P n (K). The marking w j = w j (r) in the clause ?? is determined by r and the partition P j (K).
Lemma 3.
1. The functions n(r), W(r) are defined for every r ∈ Q .
2. For m ≥ n(r), W m (r) = W n(r) = W(r). If r is an endpoint of the partition P n (K), then one of the intervals of this partition adjacent to r is marked by K W(r) and the other adjacent interval is marked by K w with some w satisfying RW(r)w.
For n(r) > 1, r belongs to an interval of P n(r)−1 (K) marked by K W(r) .
3. For every j < n(r) the point r belongs to an interval I of the partition P j (K) marked by a K w j for a world w j such that Rw j w j+1 (where w n(r)−1 = W(r)).
4. If r belongs to an interval I of the partition P m (K) marked by a K w , then RwW(r).
Proof. Induction on n. Note that if r = k/2 n , 0 < k < 2 n , then W j (r) is defined beginning with j = n(r).
Lemma 4. For r ∈ Q W(r) is an R-least w such that r = lim n→∞ r n (12) for some sequence of r n ∈ Q with r n = r and W(r n ) = w
Proof. Let n = n(r). If r belongs to an interval I of P n (K) marked by a leaf w of K, then W(r) = w = W(r ) for all r ∈ I. Hence w is the only world satisfying (??).
If r is an endpoint of P n (K), then one of the the intervals of this partition adjacent to r (say from the left) is marked by K W(r) and the other adjacent interval is marked by K w with some w satisfying RW(r)w . Hence RW(r)
Recall that the topology on K is determined by open sets K w for w ∈ W .
Lemma 5. The mapping W : Q → W is continuous: for every r ∈ Q there is a δ > 0 such that for every r ∈ Q , if |r − r | < δ, then W(r ) ∈ K W(r) .
Proof. If W(r) = 0, then w ∈ K W(r) = K holds for all w ∈ W . Otherwise, take n = n(r) > 1. Then r belongs to an interval I of P n−1 (K) which was assigned K W(r) and W(r ) ∈ K W(r) for all r ∈ Q ∩ I as required.
Lemma 6. The mapping W : Q → W is open: for every r ∈ Q , every w ∈ K W(r) and > 0 there is an r ∈ Q with |r − r | < and W(r ) = w Proof. Let n = n(r). Then W(r) = W n (r) and for any m ≥ n the number r is an endpoint of an interval which is assigned K W(r) in P m (K). Since W maps Q -points of this interval onto K W(r) , there is a point r m ∈ Q in this interval such that W(r ) = w . The sequence r m converges to r. Theorem 7. Q is complete for S4.
Proof. By Lemmas ??,?? and ??.
Extension to real numbers
The map W is extended here to real numbers in (0, 1) by continuity using (??) as a hint, so that Lemmata ??, ??, ?? still hold. To make an R-least w in (??) unique, let's fix a representative ρ(C) ∈ C for each cluster C of the model K.
Definition 16. For x ∈ (0, 1) − Q define I(n, x) := the interval of the partition P n (K) containing x W(x) = ρ(C) for the unique cluster C such that ∃n 0 (∀n ≥ n 0 )(∃w ∈ C) I(n, x) is marked by K w in P n (K)
Lemma 7. W(x) is defined for every x ∈ (0, 1) − Q .
Proof. Let x ∈ (0, 1) − Q be fixed. Since x ∈ Q , it is not an endpoint of I(n, x) for any n. Let the world M n ∈ W be the marking of the interval I(n, x) in P n (K), that is I(n, x) is marked by K Mn . For all n we have
Indeed,
since for arbitrary intervals I ∈ P n (K), J ∈ P n+1 (K) either I ⊇ J or I and J are disjoint. In the former case a relation Rww for the marking K w of I [in P n (K)] and the marking
follows from the definition of P n+1 (K), hence (??).
Since the model K is finite, (??) implies that all worlds M n are R-equivalent beginning with some n, that is M n ∈ C for one and the same cluster C, which is obviously unique. Proof. Similar to Lemma ??. Take an arbitrary x ∈ (0, 1). The case W (x) = 0 is obvious. Assume W(x) = 0. Case 1. x ∈ Q . Then n(x) > 1, since W(x) = 0. For n = n(x) > 1 and w = W(x) the point x belongs to an interval of P n−1 (K) which was marked by K w . For all real numbers y in that interval I(n − 1, x) one has RwW(y) by (??), as required.
Case 2. x ∈ Q . Let w = W(x), that is for every n ≥ n 0 the interval I(n, x) is marked by K w for some w ∼ R w. Then W(y) ∈ K w for all y ∈ I(n 0 , x), as required. Proof. For x ∈ Q use Lemma ??. Take x ∈ (0, 1) − Q . For n ≥ n 0 the point x belongs to an interval I(n, x) marked by K w for some w ∼ R W(x). These intervals stabilize or converge to x and for each w with Rww each of them contains an r ∈ Q with W(r) = w , as required. 
The logic of homeomorphisms
Of particular interest is the class H of homeomorphisms (continuous bijections with continuous inverses). Intuitively, we keep track of time with f . Although our temporal modalities are forward-looking, it seems natural to keep track of time with functions that can look in both directions (i.e. that are bijective) and that are continuous in both directions. Despite the fact that our temporal modalities are forward-looking, restricting our attention to the class H makes a difference that can be expressed in our trimodal propositional language. In particular we have (??) and (??), below:
(??) follows from the fact that Int(f −1 (S)) ⊆ f −1 (Int(S)) where S is a subset of a topological space X on which f is a homeomorphism. To see (??), let M = X, f, V where X = {0, 1} with open sets ∅, {0} and {0, 1}; and where f (0) = f (1) = 1 and V (p) = {1}. The function f is continuous and hence M is a DTM. Also note that V (2 p) = {0, 1} and V ( 2p) = ∅, so that M |= (2 p ⊃ 2p).
As mentioned in Section ??, [?] presents a proof that DTL H is not axiomatizable. We do, however, have an axiomatization of its next-interior fragment. Define the logic S4 as in Section ??. It turns out that S4 is complete for the class H, i.e., S4 = DTL 
Proof.
2 The claim that S4 ⊆ DTL
2
O is just a version of soundness, which is proved as usual. Given this, the following inclusion relations are obvious: Proof. Suppose that R, H |= A. Let M = R, f, V be a model where f is a homeomorphism on R and where M |= A. Since f is a homeomorphism on R, f is either strictly increasing or strictly decreasing. (In fact, as we show in the proof of Theorem ??, we can take f to be f (x) = x + 1. But we will continue with the more general case for now, since we have not yet shown Theorem ??.) Choose some strictly increasing continuous one-one function h from R onto the open interval (0, 1). Define f on [0, 1] as follows:
if f is strictly increasing and either x = 0 or x = 1 f (x) = 1 − x if f is strictly decreasing and either x = 0 or x = 1.
And define
f is one-one and onto. f is also continuous. Before we prove Theorems ?? and ??, some definitions and lemmas.
Definition 17. Given a formula B, let g(B) be the result of pushing all the occurrences of to the atomic formulas. For example, g(
To be more precise, define g(B) inductively as follows:
Definition 18. A near-atom is a formula of the form n p where p ∈ P V .
Definition 19.
A formula is simple iff it is built up from near-atoms using the Boolean connectives and 2. Simple formulas are the formulas in the range of g.
Convention 1.
We will take S4 to be formulated by its standard axioms and rules, for a language whose formulas are just the simple formulas, treating the near atoms as indivisible atomic formulas. We also slightly restate the definition of topological model, Definition ??: A topological model now becomes an ordered pair, M = X, V , where X is a topological space and V assigns a subset of X to each near atom n p rather than to each propositional variable p. Mimicking Definition ??, we extend V to all simple formulas as follows:
, and V (2B) = Int(V (B)).
As in Definition ??, We define standard validity relations: Proof. Suppose that A ∈ S4 . Then, by Lemmas ?? and ??, for some topological model M = (0, 1), V , we have M |= g(A). Let M be the dynamic topological model R, f, V , where f x = x + 1 and V (p) = {x ∈ R: for some natural number m, x − m ∈ V ( m p)}. See Figure 5 . f is a homeomorphism. We will be done if we can show that M |= A. For this, it suffices to show that M |= g(A), because of Lemma ?? and because of soundness. And for this it suffices to show that for every simple formula B, we have V (B) = (0, 1)∩V (B). We show this by induction on the construction of B.
Base case: B is a near atom, say n p. Note the following:
This figure must be filled in. ⇒ x ∈ (0, 1) and x ∈ V ( n p) ⇒ x ∈ (0, 1) and x + n ∈ V (p) ⇒ x ∈ (0, 1) and, for some m, x + n − m ∈ V ( m p) ⇒ m = n, since x ∈ (0, 1) and
Proof. Suppose that A ∈ S4 . Then g(A) ∈ S4. So there is a Kripke model M = W, R, V (where W, R is a Kripke frame) such that M |= g(A). Now define a dynamic topological model M = X, f, V as follows: X = { w, n : w ∈ W and n is an integer}, w, n R w , m iff wRw and n = m, Y ⊆ X is open iff Y is closed under the relation R , f w, n = w, n + 1 , and w, n ∈ V (p) iff w ∈ V ( n p).
X is a topological space, if we take the topology of open sets as defined directly above. In fact, X is an Alexandrov space (see Definition ??). f is both continuous and open since w, n R w , m iff f w, n R f w , m . And f is clearly one-one and onto. So M = X, f, V is a dynamic Alexandrov model, with f a homeomorphism. We will be done if we can show that M |= A. For this, it suffices to show that M |= g(A), because of Lemma ?? and because of soundness. And for this it suffices to show that for every simple formula B and every w ∈ W we have w ∈ V (B) iff w, 0 ∈ V (B). We show this by induction on the construction of B.
Base case: B is a near atom, say
Theorem 13. If f in, H |= A then A ∈ S4 , where f in is the class of finite topological spaces.
Proof. Suppose that A ∈ S4 . Then, by Lemma ?? and the finite model property for S4 we have M |= g(A), for some topological model M = X, V where X is finite. Let n be the maximum number of consecutive occurrences of in the formula g(A). For each k = 0, . . . , n, define the finite topological space X k as follows:
For S ⊆ X, define Int X (S) as the interior of S in X. Similarly, for S ⊆ X k define Int X k (S) as the interior of S in X k , and for S ⊆ X define Int X (S) as the interior of S in X . Then note that, for any S ⊆ X , we have X k ∩ Int X (S) = Int X k (X k ∩ S). Also note that, for any S ⊆ X, we have Int X (S) = f
Next, define the topological space X = ∪ k X k , where a set O is open in X iff the following set is open in X k for each k: O ∩ X k . Define the function f : X → X as follows:
f is clearly a homeomorphism from X onto X. Finally, define the valuation function V : P V → X as follows:
Let M be the dynamic topological model X , f, V . We will be done if we can show that M |= A. For this, it suffices to show that M |= g(A), because of Lemma ?? and because of soundness. And for this it suffices to show that for every simple formula B with n or fewer consecutive occurrences of , we have
We show this by induction on the construction of B.
Base case: B is a near atom, say k p, where k ≤ n. Note:
Inductive step B = C∨D. Note:
Inductive step B = ¬C. Note:
Corollary 3. S4 = DTL f in,H .
The logic of continuous functions
The most basic dynamic topological logic is the logic of continuous functions on topological spaces, i.e. DTL 0 = {A : |= A}. It is not known whether DTL 0 is axiomatizable. In this section, we will prove that the next-interior fragment of DTL 0 is axiomatizable: it is axiomatized by the system S4C, defined in Section ??, above. (See Section ??.) Thus, S4C is the most general next-interior logic of continuous functions on topological spaces. This is a corollary to our theorem that S4C is the next-interior logic of all dynamic Kripke frames (Section ??). We also prove that S4C satisfies the finite model property (Section ??), and that S4C is the next-interior logic of continuous functions on Cantor space (Section ??).
Together, these results provide a partial analogue to the McKinsey-TarskiKripke theorem, Theorem ??, above: For every formula A of L 2 , we have A ∈ S4C iff |= A iff Y |= A for every Kripke model Y iff Y |= A for every finite Kripke model Y . To this extent, the situation with S4C is similar to the situation with S4 (see Theorem ??, above.) But there is an important disanalogy: though S4 is the next-interior logic of homeomorphisms on R, S4C is not the next-interior logic of continuous functions on R. Presently, we will give an example of a formula A in the language L 2 such that A ∈ S4C but R |= A. See [?] for another example. We note that the axiomatizability of the next-interior logic of the real line remains an open problem.
Consider the following formula A, where p and q are propositional variables:
We first show that A ∈ S4C. Let M = X, f, V , where
the open sets are ∅, X, and {2}; f (2) = f (1) = 0 and f (0) = 1; and V (p) = {0, 1}, and V (q) = {1}.
Note the following:
We now show that R |= A. Suppose not. Then there is some dynamic topological model M = R, f , V and some x ∈ R such that x ∈ V (A). Thus,
(iv) x ∈ V (2 q). So there is some y ∈ I such that y ∈ V ( q). Thus f (y) ∈ V (q). Thus f (x) = f (y). Thus f (I) is not a singleton set. 
But this contradicts (ii).
Canonical models
We begin with the completeness of S4C for Kripke models. Recall some standard notions: A is a theorem iff A ∈ S4C. A is consistent iff ¬A ∈ S4C. A theory is a set of formulas in the language L 2 containing all the theorems of S4C and closed under Modus Ponens. A theory T is complete iff for every formula A either A ∈ T or ¬A ∈ T . A theory T is consistent iff some formula is not in T . A set S of formulas is consistent iff some theory T ⊇ S is consistent.
Theorem 14. ([?] and [?])
S4C is sound and complete for the class of all dynamic Kripke models (and hence for all dynamic Alexandrov models).
Proof. Soundness is obvious. For completeness it suffices to construct a canonical dynamic Kripke model M (see Definition ??) such that M |= A iff A ∈ S4C, for every formula A in the language L 2 . In fact, given soundness, it will suffice to show that if M |= A then A ∈ S4C.
Define a Kripke frame X, R and a function f on X as follows:
x is a complete consistent theory};
xRy iff for every formula A, if 2A ∈ x then A ∈ y; and
Note that R is reflexive since (2A ⊃ A) ∈ S4C and transitive since (2A ⊃ 22A) ∈ S4C. Now we show that f is monotone : xRy ⇒ (f x)R(f y). So suppose that xRy.
Thus X, f is a dynamic Kripke system. Define V (p) = {x ∈ X : p ∈ x}. Then M = X, f, V is a dynamic Kripke model. By a standard induction on the complexity of the formula A, we have x ∈ V (A) iff A ∈ x, for every x ∈ X.
To show that if M |= A then A ∈ S4C, suppose that A ∈ S4C. Then ¬A is consistent. By a standard argument, every consistent formula is a member of some complete consistent theory. So ¬A ∈ x, for some x ∈ X. So x ∈ V (A). So M |= A, as desired.
Corollary 4. S4C is sound and complete for the class of all dynamic topological systems.
The finite model property for S4C
We can improve on the last corollary as follows:
Theorem 15. S4C is sound and complete for the class of all finite rooted dynamic topological systems.
In particular, we will show that if A ∈ S4C, then there is some finite rooted dynamic Kripke model M = W, R, f, V such that M |= A.
Let a signed formula be any ordered pair ±, A where A is a formula of L 2 . We will write +A for +, A and −A for −, A . A pseudo-atom is a set of signed formulas. Given a pseudo-atom α, let |α| = {A : ±A ∈ α}. We identify any nonempty pseudo-atom α with its conjunction as follows: we identify {+A, −B, −C} with A & ¬B & ¬C. We identify the pseudo-atom ∅ with the formula p ∨ ¬p. We say that a formula A is consistent just in case ¬A ∈ S4C. A pseudo-atom is consistent just in case the formula with which it is identified is consistent.
We say that a set S of formulas is strongly closed iff S satisfies the following closure conditions, for any formulas B and C, and for n, m ≥ 0:
n (B ∨ C) ∈ S then n B ∈ S and n C ∈ S, and (CC6) if
Note that if S satisfies (CC1)-(CC5) then S is closed under subformulas. We say that a pseudo-atom α is strongly closed just in case the set |α| of formulas is strongly closed. If S is a strongly closed set of formulas, then an S-atom is any consistent strongly closed pseudo-atom α with |α| ⊆ S.
Suppose that the formula A ∈ S4C. We will define a finite rooted dynamic Kripke model M such that M |= A. Let S be the smallest strongly closed set of formulas containing A. Note that S is finite. Define the dynamic Kripke model M = W, R, f, V as follows:
Re (1.1): f α is inconsistent ⇒ f α is inconsistent ⇒ α is inconsistent since (α ⊃ f α) ∈ S4C. Re (1.2): Note that |f α| ⊆ |α|, since |α| is closed under subformulas; thus |f α| ⊆ S since |α| ⊆ S. Re (1.3), we must show that |f α| satisfies the closure conditions (CC1)-(CC6) above. Re (CC1): Suppose that n+1 B ∈ |f α|. Then n+2 B ∈ |α|. So n+1 B ∈ |α|, since |α| satisfies (CC2). So n B ∈ |f α|, by the definition of f . Re (CC2): Suppose that n 2B ∈ |f α|. Then n+1 2B ∈ |α|. So n+1 B ∈ |α|, since |α| satisfies (CC2). So n B ∈ |f α|, by the definition of f . Similarly for (CC3)-(CC5). Re (CC6): Suppose that n m+1 B ∈ |f α|. Then n+1 m+1 B ∈ |α|. So n+1 2 m+1 B ∈ |α|, since |α| satisfies (CC6). So n 2 m+1 B ∈ |f α|. Proof of (2) . Suppose that αRβ: we want to show that f α R f β. So suppose that +2A ∈ f α. Then + 2A ∈ α. Since α is strongly closed, |α| satisfies (CC6), above; thus either +2 2A ∈ α or −2 2A ∈ α. Note that 2A ⊃ 2 2A ∈ S4C. So +2 2A ∈ α, by the consistency of α. Thus +2 2A ∈ β, since αRβ. Thus + 2A ∈ β, by the strong closure and the consistency of β. Thus +2A ∈ f β, as desired.
Proof of (3). We proceed by induction. Base case, B is a propositional variable. Cf the definition of V .
and α ∈ V (D) iff +C ∈ α and +D ∈ α iff +B ∈ α, by the consistency of α.
Inductive step,
Inductive step, B = ¬C. Suppose that ±B ∈ α. Note that α ∈ V (B) iff α ∈ V (C) iff +C ∈ α iff −C ∈ α iff +B ∈ α, by the consistency of α.
Inductive step, B = C. Suppose that ±B ∈ α. Note that α ∈ V (B) iff f α ∈ V (C) iff +C ∈ f α iff + C ∈ α iff +B ∈ α.
Inductive step, B = 2C. Suppose that ±B ∈ α. We consider the directions of the biconditional separately.
(⇒) Suppose that +B ∈ α. Let γ = {+2D : +2D ∈ α} and let δ = γ ∪ {−C}. First note that δ is a consistent pseudo-atom: δ is inconsistent ⇒ (γ ⊃ C) ∈ S4C ⇒ (γ ⊃ 2C) ∈ S4C (since γ is a conjunction of formulas of the form 2D) ⇒ α is inconsistent. Since δ is consistent and |δ| ⊆ S, there is an Satom β such that δ ⊆ β. Since −C ∈ β, we have C ∈ β. Thus, by the inductive hypothesis, β ∈ V (C). Also note that αRβ. Thus α ∈ V (2C) = V (B).
(⇐): Suppose that +B ∈ α. To show that α ∈ V (B), consider any S-atom β with αRβ. Note that +2C = +B ∈ β by the definition of R. So +C ∈ β, by the consistency of β. So, by the inductive hypothesis, β ∈ V (C). Thus α ∈ V (2C) = V (B), as desired. 
Bisimulation of Dynamic Topological Systems
Lemma 12. Let M 1 = X 1 , T 1 , V 1 , M 2 = X 2 , T 2 , V 2 be two dynamic topological models. Suppose that W : M 1 → M 2 is a commuting map and for each propositional variable p,
Proof. By induction on A. The base case and induction steps for connectives ∨, ∧, ¬ are straightforward. Now consider the remaining two cases: A ≡ 2B and A ≡ B.
• Case A ≡ 2B. We have
by the continuity and openness of
• Case A ≡ B. We need to show that
by the definition of
by the definition of V 2 ⇔ x ∈ W −1 (V 2 ( B)).
be two dynamic topological models. Suppose that W : M 1 → M 2 is a commuting map and for each propositional variable p,
Then for any formula A of L 2 ,
, and so V 1 (A) = X 1 as required. On the other hand suppose that M 1 |= A, but M 2 |= A, i.e., V 2 (A) = X 2 . Since W is onto and
Corollary 5. Let C 1 and C 2 be two classes of dynamic Kripke models such that for every model M 2 ∈ C 2 there is an M 1 ∈ C 1 and a functor W :
Then, if C 2 is complete for S4C, then C 1 is also complete for S4C.
Proof. If M 2 |= A, then M 1 |= A by Lemma ??. Definition 21. Given a finite Kripke frame W = W, R we say that limits are chosen in W if for any R-monotone sequence {w n } a particular element w = w i is fixed such that Rw n w for all n. We write w = lim n {w n }. We assume that if {w n } stabilizes, that is w n = w for n ≥ n 0 , then w = lim n {w n }.
Stratified frames and limits
In Section ?? (and earlier in [?]) we chose limits in an arbitrary way. Now, given a dynamic system X, g , we would like the function g to commute with the limits. 
Consider an example. Let M = {0, 1, 2}, R, g, V with R00, R01, R02, R11, R12, R21 and R22; with g(0) = g(2) = 1 and g(1) = 2; and with any valuation function V . Note that 0 is the root and that {1, 2} is a cluster. The original model M is shown at the left of Figure 6 . For M = M 0 and depth d = 3 we haveM = M 0 ∪ M 1 ∪ M 2 ∪ M 3 , as shown in Figure 6 . Each of the M i , i > 0, is a cluster, and the functiong moves M i to M i+1 "horizontally".
This figure must be filled in.
In the general case, induction on formulas shows that
for all j ≤ d and all φ of the -depth ≤ d − j. In particular (w) ∈Ṽ (φ) iff w ∈ V (φ), for every φ and every w ∈ W , so given formula α is refuted at (v 0 ). Note thatg commutes with limits by the definition.
Completeness of S4C for Cantor Space

Setup
Here we present a streamlined version from [?] of a proof from [?] that S4C is sound and complete for Cantor Space. To state our main theorem, we define both Cantor Space and a number of related spaces based on trees. Let * ω be the set of finite sequences of natural numbers, including the empty sequence Λ. We use bold x, y, z, v to range over * ω. For x, y ∈ * ω, we write xy or x y for x concatenated with y. For x, y ∈ * ω we say that x ≤ y iff x is an initial segment of y, and x < y iff x ≤ y and x = y. For x ∈ * ω and k ∈ ω, we write xk or x k for x concatenated with k. For x ∈ * ω, length(x) is the length of x; and for m < length(x), x m is the m th member of x. So x = x 0 , x 1 , . . . , x length(x)−1 .
For our purposes, a tree is any T ⊆ * ω satisfying the following:
and
We can think of the members of T as nodes in T . T is nontrivially branching iff ∀ x ∈ T, ∃ k, j ∈ ω, k = j and xk, xj ∈ T . T is finitely branching iff ∀ x ∈ T , the set {k ∈ ω : xk ∈ T } is finite. We will be interested in paths through trees: these can be represented by members of ω ω, i.e. by ω-long sequences of natural numbers. We use bold-italic x, y, z, v to range over ω ω. For x ∈ * ω and y ∈ ω ω, we write xy or x y for x concatenated with y. For x ∈ ω ω and m ∈ ω, x m is the m th member of x. So x = x 0 , x 1 , . . . , x m , . . .. And for x ∈ ω ω and m ∈ ω, x m is the finite sequence consisting of the first m member of x. So x m = x 0 , x 1 , . . . , x m−1 . If T is a tree, a T -path is an x ∈ ω ω such that x m ∈ T for every m ∈ ω.
For every tree T we define path(T ) = {x : x is a T -path}.
A T -path through the node x ∈ T is any T -path of the form x y. We impose a topology on path(T ) as follows. For x ∈ T , let
= {x y : y ∈ ω ω and x y ∈ path(T )} = the set of T -paths through the node x.
Generalized T-Cantor Space is path(T ) with the topology determined by the basis sets B T x , where x ∈ T . And Cantor Space is C = path( * 2), where * 2 is the set of finite sequences of 0 and 1.
Our main theorem is as follows.
Theorem 17. (Soundness and Completeness in Cantor Space
Since soundness (i.e. the ⇐ direction of the 'iff') is routine, we concentrate on completeness: if C |= A then A ∈ S4C. Or, as we will prove it, if A ∈ S4C then C |= A. First, we reduce the problem of showing completeness in C to the problem of showing completeness in path(T ), where T is any finitely branching tree.
Lemma 14. Suppose that T is a finitely branching tree. Then, for every formula A, we have C |= A iff path(T ) |= A.
Proof. First assume T is nontrivially branching and construct a homeomorhism of path(T ) onto C, that is one-one onto continuous open function, φ : path(T ) → C. For this we construct a one-one function ψ : T → * 2. Let
Suppose that ψ(x) is defined for x ∈ T , and let k 0 , . . . , k m−1 be an exhaustive strictly increasing list of natural numbers such that xk n ∈ T for each n < m. Note that m is finite since T is finitely branching, and that m > 1 since T is nontrivially branching. If m = 5 then we have the following picture of a portion of the tree T :
We define ψ(xk n ) as follows, for each n < m: ψ(xk n ) = ψ(x) 1 n 0 if n < m − 1,
In this definition, 1 n is the finite sequence consisting of n occurrences of 1. The portion of T pictured above would get mapped by ψ into a portion of * 2 as follows: The function ψ : T → * 2 induces a function φ : path(T ) → C as follows: φ(x) is the unique * 2-path through the nodes ψ(x 0), ψ(x 1), ψ(x 2), ψ(x 3), . . .. Note that φ is indeed an isomorphism, hence T and C verify the same formulas. Now consider case when some points x ∈ T have only one successor xk. Construct a new tree T by duplicating every such successor and the whole branch it begins.
T 1 := {x 1 k 1 . . . x l k l : x 1 k 1 . . . x l k l ∈ T and C} where C means: each of k 1 , . . . k l is the only successor in T , k i ∈ {k i , k i + 1} and at least one of k i is k i + 1.
T is a nontrivially branching tree. Define a map W : T → T sending each new node into the old node of the same length from which it was generated:
W(x 1 k 1 . . . x l k l ) := x 1 k 1 . . . x l k l ∈ T for x 1 k 1 . . . Consider the tree of all R-monotone sequences of worlds w ∈ W (that is of numbers < m). In other words, one-element sequences in T are 0 , 1 , . . . , m − 1 and sons (immediate successors) of an x = x 0 , . . . x n ∈ T are x w 1 , . . . , x w l , where w 1 , . . . , w l are all R-successors of x n in W . This shows that for every x ∈ path(T ) and all n, l > 0
Define for x ∈ path(T )
g(x) := λn.f (x n ), that is (g(x)) n = f (x n ) and similarly for a finite sequence x ∈ T g(x) = λn.f (x n ) g(x), g(x) are R-monotone sequences by (??) and R-monotonicity of f , that is g(x) ∈ path(T ) and g(x) ∈ T . Moreover, g is continuous on path(T ) since g(x) n is determined by x := x n, so that for y := g(x) we have for the corresponding basic open set B T y :
Define for x ∈ path(T ): W(x) := lim n {x n } To finish, we prove that W : path(T ) → W is commuting (Definition ??). W is continuous. Indeed, W(x) = w implies Rwx, Rxw for all n ≥ n 0 . Hence for every y with y n0 = x n0 and n ≥ n 0 we have Rwy n . This implies Rw lim n {y n } that is RwW(y). This proves W(y) ∈ O w , that is W Remark 2. We should note that, by an argument similar to the arguments in Section ??, we can show that
where C is Cantor Space and H is the class of homeomorphisms. Thus S4 is the 2 logic of homeomorphisms on C just as S4C is the 2 logic of continuous functions of C.
Conclusion
Let's outline the general picture and possible direction for future work. There are complete axiomatizations of general topology (S4) and of temporal logic (LTL). For the logic of dynamic systems, the "one-step" case in the language L 2 is also axiomatizable, and even decidable, both when the action is only continuous and when it is a homeomorphism. Adding the trajectory connective * p corresponding to & n n p results in an undecidable logic ([?]). However significant fragments are (claimed to be) axiomatizable ([?]) for continuous actions. On the other hand, the general case of the measure-preserving action-the case that provided the initial impetus for our investigation-turns out to be non-axiomatizable ([?]). This does not prevent the possibility of a fruitful investigation by means of logic, similar to investigations in first order arithmetic or second order logic.
At this moment the most urgent task seems to be a propositional axiomatization allowing sufficiently many of the "routine" derivations in general topological dynamics, for example from [?] . Since the latter often involve a treatment of action as a relation, not just a function, a use of branching time temporal logic might be needed. Some of the problems left open by the current investigation may be of interest too, although it is difficult to predict which of these may be useful for mainstream mathematics. Let us mention the complete axiomatization of all continuous functions in the full trimodal language L (i.e. with modalities 2, , and * ) and an axiomatization in the language L 2 of continuous functions on the real segment, [0, 1].
