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Electronic correlations are crucial to the low energy physics of metallic systems with localized
d and f states; however, their effect on band insulators and semiconductors is typically negligible.
Here, we measure the electronic structure of the half-Heusler compound FeVSb, a band insulator
with filled shell configuration of 18 valence electrons per formula unit (s2p6d10). Angle-resolved
photoemission spectroscopy (ARPES) reveals a mass renormalization of m∗/mbare = 1.4, where
m∗ is the measured effective mass and mbare is the mass from density functional theory (DFT)
calculations with no added on-site Coulomb repulsion. Our measurements are in quantitative agree-
ment with dynamical mean field theory (DMFT) calculations, highlighting the many-body origin of
the mass renormalization. This mass renormalization lies in dramatic contrast to other filled shell
intermetallics, including the thermoelectric materials CoTiSb and NiTiSn; and has a similar origin
to that in FeSi, where Hund’s coupling induced fluctuations across the gap can explain a dynamical
self-energy and correlations. Our work calls for a re-thinking of the role of correlations and Hund’s
coupling in intermetallic band insulators.
I. INTRODUCTION
Electronic correlations are crucial for the low-energy
properties of systems with highly localized d and f or-
bitals. Examples include correlated metals [1], Mott in-
sulators [2], Kondo systems [3], and high temperature
superconductors [4]. Although the effects of correlations
are well established for metallic systems with partially
filled bands, correlations in band insulators, for which
there is a gap in the single particle spectrum, are gener-
ally overlooked due to the low carrier densities and the
absence of low energy excitations. Correlated band in-
sulators have been investigated theoretically using tight
binding models [5–7]; however, beyond the exceptions of
the narrow bandgap semiconductors (Eg < 100 meV)
FeSi [8, 9] and Fe2VAl [10, 11], there are few well estab-
lished real materials examples of correlated band insula-
tors. Both Hubbard [8] and Hund’s [9] couplings were
shown to be capable of inducing correlations in band in-
sulators, and the importance of Kondo description [12]
as well as spin fluctuations have been studied [9, 13].
Here we discover a new correlated band insulator:
FeVSb. FeVSb crystallizes in the cubic half-Heusler
structure and has a filled shell configuration of 18 valence
electrons per formula unit. In a simple Zintl bonding
picture, this corresponds to a filled [FeSb]5− polyanionic
framework (Fe d10, Sb s2p6) with zincblende structure,
and an empty cation V5+ (d0) that “stuffs” at the octahe-
dral intersticials [14] (Fig. 1). Density functional theory
∗ jkawasaki@wisc.edu
(DFT) calculations in the absence of on-site Coulomb
repulsion predict a bandgap of 0.37 eV, larger than the
∼ 100 meV predicted for FeSi [15, 16]. While FeVSb
and other 18 electron half-Heuslers are promising mate-
rials for thermoelectric power conversion [17–19], Heusler
compounds more broadly exhibit highly tunable topo-
logical states [20–23], magnetism [24–26], and novel su-
perconductivity [27, 28] as a function of electron count
[29, 30]. Here, using angle-resolved photoemission spec-
troscopy measurements, we reveal a mass enhancement
of m∗/mbare = 1.4 in epitaxial FeVSb films with respect
to the DFT band mass mbare. This lies in striking con-
trast to other chemically similar 3d half-Heuslers, e.g.,
CoTiSb [31] and NiTiSn [32], for which photoemission
and the bare DFT dispersions are in quantitative agree-
ment. Our ARPES measurements for FeVSb are in quan-
titative agreement with realistic DFT + dynamical mean
field theory (DMFT) calculations, suggesting that many-
body correlations are essential to understanding its elec-
tronic structure. We compare with FeSi and comment on
the possible role of Hund’s coupling and spin fluctuations
in enhancing the correlation strength.
II. RESULTS
General electronic structure of FeVSb. As shown
in Fig. 1(c,d), the near EF bands of FeVSb have strong
3d character. In our DFT calculations using the lo-
cal density approximation (LDA) with no added on-
site electron-electron repulsion (+Hubbard U), the man-
ifold of five valence bands just below the Fermi energy
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2FIG. 1. Band character and atomic structure of
FeVSb. (a) Crystal structure. (b) Reflection high energy
electron diffraction (RHEED) pattern. The sharp streaks in-
dicate a smooth crystalline surface, suitable for photoemission
measurements. (c) DFT-LDA calculated electronic structure
of FeVSb and projected band character. (d) DFT-LDA ensity
of states (shaded) and comparison to angle-integrated photoe-
mission (hν = 250 eV). The calculated density of states has
been shifted by 0.5 eV to match the measured valence band
maximum from photoemission.
have primarily Fe 3d character and the 5-fold conduction
bands have primarily V 3d character. The lower lying
valence bands approximately 4 eV below the Fermi en-
ergy have Sb 5p character. The orbital character is nom-
inally consistent with a Zintl bonding picture with the
V 3d0 formally empty, and the Fe 3d10 and Sb 5s25p6
formally filled [14]. There is, however, significant Fe
3d - V 3d hybridization of the valence and conduction
bands. Angle integrated measurements of the valence
bands are consistent with this picture. Fig. 1(d) shows
an angle-integrated photoemission measurement of the
valence band for our FeVSb film, grown by molecular
beam epitaxy [33] (Methods). At a 12 eV energy scale,
the angle integrated spectrum is in qualitative agreement
with the DFT-LDA calculations, with a one-to-one cor-
respondence of the main Fe 3d and Sb 5p peaks expected.
FIG. 2. Three-dimensional electronic structure of
FeVSb. (a) ARPES iso-energy cut through the top of the
valence band (EB = 0.5 eV, ky = 0), mapping the out-of-
plane kz ‖ [001] dispersion. The color scale is the photoe-
mission intensity. (b) Schematic iso-energy surface through
the three-dimensional Brillouin zone. For clarity, only the
L centered hole pockets at kz =
1
2
(2pi/a) are shown. Here,
kx ‖ [110], ky ‖ [1¯10], and kz ‖ [001]. (c) In-plane constant
energy slice at hν = 312 eV, corresponding approximately to
kz ≈ 8.5 × (2pi/a) → 12 (2pi/a). The cut through the three-
dimensional Brillouin zone is shown by the red arc in (a).
The general three-dimensional electronic structure is
also in qualitative agreement with our DFT-LDA cal-
culations. Fig. 2(a) shows a measured iso-energy cut
through the valence band maximum (EB = 0.5 eV),
tracking the out of plane kz dispersion. The data were
compiled from photon energy dependent measurements
from 250 to 695 eV, and kz was determined using a free-
electron-like model of final states and an inner poten-
tial of U0 = 16 eV to match the measured periodicity
of bands. We observe hole pockets centered at the bulk
L points as expected from our DFT-LDA calculations.
The in-plane (kx, ky) iso-energy cut at a photon energy
of 312 eV (Fig. 2(c)), which corresponds approximately
to a cut through constant kz ≈ 8.5× (2pi/a)→ 12 (2pi/a),
is also in good agreement with DFT.
Strong renormalization of the near-EF bands.
We now focus on in-plane energy dispersions, for which
we observe significant band renormalizations. Fig. 3
shows the dispersions through the high symmetry points
in the kz ≈ 12 (2pi/a) plane, the same plane as shown in
Fig. 2(b,c). The states at the bulk L point [(kx, ky) =
3FIG. 3. Mass renormalization of FeVSb. ARPES measurements in the kz ≈ 12 (2pi/a) plane (hν = 312 eV), cutting
through the bulk L and W points. (a) Energy dispersion curves (EDCs). (b) ARPES in-plane dispersion (color, same data
as (a)), compared to a DFT-LDA calculation that does not include a Hubbard U (black curves). The measured dispersion is
renormalized by a factor of m∗/mbare = 1.4, where m∗ is the measured mass and mbare is the DFT-LDA mass. (c) Spectral
function calculated by dynamical mean field theory (DMFT) with UFe = UV = 4 eV.
(1, 0) and (0, 1)] form the top of the valence band. These
states show an asymmetric lineshape in their energy dis-
persion curves (EDCs, Fig. 3(a)), which we attribute to
kz broadening (Supplemental Fig. S-4). The measured
ARPES dispersion (Fig. 3(b), color scale) is in qualita-
tive agreement with the main features of the DFT-LDA
calculation (black curves). However, we observe a nar-
rowing of the measured electronic bandwidth w, or en-
hancement of the effective mass m∗, compared to the
DFT bandwidth by a factor of wbare/w = m
∗/mbare =
1.4. Here wbare and mbare are the DFT bandwidth and
effective mass, where we use the term “bare” since the
DFT calculation was performed in the absence of on-site
Coulomb repulsion (Hubbard U = 0).
Ruling out extrinsic mechanisms for mass en-
hancement. This mass enhancement for FeVSb cannot
be explained by extrinsic mechanisms such as point de-
fects, kz broadening, or strain (Supplemental). Briefly,
ARPES measurements on an intentionally Fe-rich sam-
ple show that Fe antisite defects do not change the na-
tive dispersion. Rather, they simply add nondispersive
spectral weight near EF . kz-broadening, due to the fi-
nite out-of-plane resolution of soft x-ray ARPES, does
not significantly change the apparent dispersion based
on simulated spectra with the experimental broadening
1/λ, where λ ≈ 0.93 nm is the photoelectron inelastic
mean free path. Finally, the mass enhancement can-
not be explained by strain, since our films are relaxed
to the bulk lattice constant as measured by x-ray diffrac-
tion. Moreover, our DFT calculation show that in the
absence of correlations an unphysically large strain of 10
percent would be required to produce the measured mass
enhancement.
Electron correlations as the origin of mass en-
hancement. The strong and intrinsic band renormaliza-
tion suggests that an approach beyond DFT with local
density or generalized gradient approximations (LDA or
GGA) is needed to capture many-body exchange and cor-
relation more accurately. A natural starting point is to
consider hybrid functionals such as HSE [34, 35], given
the success of HSE in predicting the band gaps of com-
pound semiconductors [36, 37]. However, we find that
HSE increases the Fe 3d bandwidth at L from 1.32 eV
(GGA) to 1.5 eV (HSE), compared to the 0.94 eV band-
width measured by ARPES (Supplemental Fig. S-1).
DFT+U approaches also do not capture the measured
reduction in bandwidth: values of U on the Fe and V
sites ranging from U = 0−4 eV produced only moderate
changes in the bandwidth, from 1.29 eV to 1.37 eV. These
tests suggest that DFT approaches with static correla-
tions cannot capture the low energy electronic structure
of FeVSb.
4For a more accurate treatment of many-body correla-
tions, we turn to DFT plus dynamical mean field theory
(DFT+DMFT). Unlike the hybrid functionals, DMFT
reproduces dynamical correlations that are local to an
atomic site [38–40]. We find quantitative agreement be-
tween ARPES and DMFT for UFe = UV = 4 eV (Fig.
3(c)). The value of U is method and implementation
dependent, and in our projector-based DMFT approach,
where the U is applied onto an atomic sphere, but not to
a wider Wannier orbital, typically larger values of U (as
large as 10 eV for 3d transition metals) are used. The
values of UFe = UV = 4 eV applied here are smaller
than what has been shown to reproduce the the elec-
tronic structure of Fe pnictides or oxides [41], but similar
in magnitude to the values that reproduces the electronic
structure of FeAl alloys with other DMFT implementa-
tions (UFe = 3.36 eV [42]). Tests with UFe = 6 eV and
UV = 0 produced similar renormalizations of the valence
bands (Supplemental Fig. S-5). Our combined ARPES
measurements and DMFT calculations suggest that dy-
namical correlations are essential for capturing the low
energy electronic structure of FeVSb.
III. DISCUSSION
Our observation of correlation-induced mass enhance-
ment in FeVSb lies in striking contrast to chemically
similar half-Heusler compounds such as CoTiSb [31],
NiZrSn [43], and NiTiSn [32, 44], for which photoemis-
sion and DFT calculations are in quantitative agreement
(m∗/mbare = 1.0). FeVSb, CoTiSb, and NiTiSn all have
18 valence electrons per formula unit, simple band theory
predicts them to be diamagnetic semiconductors, and the
valence bands all have strong 3d (Fe, Co, Ni) character.
Additionally, our maximally localized Wannier function
analysis [45] reveals that both FeVSb and CoTiSb share
a similar spatial extent of the 3d orbitals and a simi-
lar degree of mixed covalent plus ionic bonding character
(Supplemental Fig. S-6). Thus the fundamental question
is: why is FeVSb correlated, while CoTiSb and NiTiSn
are not?
We speculate that Hund’s coupling may explain the
enhanced correlations for FeVSb. Hund’s coupling J is
known to strongly renormalize the electronic structure of
“Hund’s metals,” e.g., iron pnictides and ruthenates [46–
48], and to a lesser extent the narrow bandgap semicon-
ductor FeSi (Eg ∼ 100 meV) [9]. Our DMFT calculations
reveal a qualitatively similar picture for FeVSb, despite
its larger bandgap (Eg ∼ 0.4 eV). For FeVSb we find the
inverse of the quasiparticle residue Z−1, calculated from
slope of the frequency dependent electronic self energy
Σ(ω) using [49]
Z−1 = 1− ∂ Im Σ(iωn)
∂ω
(1)
on the lowest Matsubara frequency ωn, is dependent on
J . (In a Fermi liquid with linear self energy near ω = 0,
Z−1 is equal to the effective mass renormalization.) In
particular, Z−1 increases with J in an orbitally selec-
tive manner, with Z−1 = 1.2 − 1.3 at J = 0.7 eV and
Z−1 = 1.24 − 1.43 at J = 1.0 eV (Supplemental Fig.
S-7). Neither this J-induced mass enhancement, nor the
degree of its orbital selectivity, is as strong for FeVSb as
it is for the prototypical Hund’s metals such as Fe pnic-
tides; but it is comparable to the semiconductor FeSi
(Z−1 = 1.2− 1.6 at J = 0.7 eV [9]).
In comparison, effects of Hund’s coupling in CoTiSb
are weaker than FeVSb, with Z−1 = 1.15−1.2 at J = 0.7
eV, and a weaker dependence on J . The weaker J de-
pendence in CoTiSb may be due, in part, to its larger
bandgap (1.45 eV for CoTiSb, 0.37 eV for FeVSb), which
makes the competition between the bandgap and the
Hund’s coupling go in the favor of the bandgap, sup-
pressing correlation effects. Previous DFT calculations
suggest that the bandgap for half-Heuslers follows a Zintl
trend [14], in which the bandgap scales with the elec-
tronegativity difference between the two transition met-
als, e.g., Fe and V in FeVSb. From this trend the
bandgap is expected to decrease across the series NiTiSn
→ CoTiSb → FeVSb, and the dependence of Z−1 on J
is expected to increase. We caution, however, that the
bandgap is difficult to predict from DFT or DFT+DMFT
alone, since nonlocal static exchange has an effect on
the bandgap as well, as shown by the HSE calculations.
More systematic studies are required to fully evaluate
the effects of Hund’s coupling and competition with the
bandgap in these materials.
Spin fluctuations may also play a role in the en-
hanced correlations of FeVSb. Our DMFT calculations
find that the expectation values for the magnitudes of
spin are larger for Fe and V in FeVSb (〈|SFe|〉 = 0.73,
〈|SV |〉 = 0.65) than Co and Ti in CoTiSb (〈|SCo|〉 = 0.62,
〈|STi|〉 = 0.54), suggesting moderately larger spin fluc-
tuations in FeVSb than CoTiSb. Since both compounds
are band insulators in diamagnetic states in the absence
of cross gap excitations, the marginally larger spin fluctu-
ations may be an indication of the stronger correlations
in FeVSb.
In summary, we demonstrate electronic correlations
are not limited to metals and narrow bandgap semi-
conductors. Our ARPES measurements reveal a mass
enhancement of m∗/mbare = 1.4 in the semiconduc-
tor FeVSb, which is notable since FeVSb has a larger
bandgap than previously identified correlated band in-
sulators FeSi and Fe2VAl. Hund’s coupling may be re-
sponsible for the enhanced correlations in FeVSb, com-
pared to chemically similar compounds. Generalizing the
observations of correlations in FeSi to a system with a
larger bandgap, our work shows that the Hund’s coupling
can affect dynamical correlation strength and bandwidth
renormalization in semiconductors, as long as it is large
enough to compete with the bandgap. Beyond the funda-
mentals implications on correlated electron systems, our
discovery has a strong impact on applications such as
thermoelectrics. For example, the thermoelectric power
5factor is highly sensitive to the effective masses [50], and
spin fluctuations [51] are known to enhance the Seebeck
coefficient. Correlated semiconductors with strong spin
fluctuations are a promising platform for new thermo-
electrics.
IV. MATERIALS AND METHODS
MBE growth. FeVSb films with thickness 50-100
nm were grown by molecular beam epitaxy on MgO (001)
substrates. Samples were grown using a semi adsorption-
controlled growth window, such that the Sb stoichiome-
try is self limiting. Further growth details are found in
Ref. [33]. Immediately following growth, samples were
capped with ∼ 50 nm Sb to protect the surface for trans-
fer through air. Immediately prior to ARPES measure-
ments, the Sb cap was desorbed in UHV by annealing
the sample at 400◦C, to reveal a clean FeVSb (001) sur-
face. Surface cleanliness and full cap desorption were
confirmed by photoemission core level measurements.
ARPES measurements. Angle resolved photoe-
mission spectroscopy measurements were performed at
beamline 29-ID of the Advanced Photon Source. We
use horizontally polarized light with energy 250-1000 eV
and a Scienta R4000 analyzer. All measurements were
performed at a sample temperature of 20 K. The to-
tal energy resolution is ∼ 95 meV and angular resolu-
tion 0.01 degrees. We determined the out-of-plane mo-
mentum using a free-electron-like model of final states
kz =
√
2m/~2(Ekincos2θ+U0)1/2. This model contains a
single adjustable parameter, the inner potential U0 which
we determine to be U0 = 16 eV by matching the period-
icity of the photon energy dependent measurements.
DFT calculations. Density functional theory cal-
culations were performed using the codes Wien2k and
VASP. Calculations using the local density approxima-
tion (LDA), and the PBE0 [52] functional within the
generalized gradient approximation (GGA) yield quanti-
tatively similar bandstructures (Supplemental Fig. S-1).
We also tested the Hybrid functional HSE06 [35]. Fur-
ther calculation details are found in the Supplement.
Dynamical mean field theory (DMFT) calcula-
tions. The DFT+DMFT calculations were performed
using Rutgers eDMFT package [53, 54] which uses the
Wien2k code [55] for DFT, and the continuous time quan-
tum Monte Carlo impurity solver [56, 57]. Exact double
counting scheme [58] was used, and the temperature was
set to β = 1/50 eV. In the calculations reported in the
main text, both Fe and V atoms were treated as impu-
rities, and all d orbitals were taken into account. (In
some of the calculations reported in the supplemental in-
formation, only Fe was treated as an impurity.) Unless
otherwise stated, U = 4 eV and J = 0.7 eV were used
for both impurities. Note that due to the nature of the
eDMFT implementation, the U values used are typically
higher than the Wannier based DMFT implementations.
Time reversal symmetry was imposed in all DMFT cal-
culations.
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