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R&D-EXPERIENCE AND INNOVATION SUCCESS 
 





This paper analyses the role of firms’ R&D-experience in their innovative success 
using a representative sample of Spanish firms for the period 1990-2002. Using count data 
models and within an innovation production function approach, we investigate the influence 
of firms’ R&D-experience in the achievement of innovative results. To estimate R&D-
experience, partially unobserved, we estimate a duration model and use the obtained results 
and a non-parametric procedure to impute R&D-experience when unobserved. We obtain 
that R&D effectiveness increases along the R&D history of the firm. 
Keywords: innovation, accumulation of knowledge, R&D-experience, duration 
models, count data models. 




En este trabajo se analiza el papel de la experiencia en actividades de I+D sobre el 
éxito innovador de las empresas utilizando una muestra representativa de empresas 
españolas para el periodo 1990-2002. Mediante modelos de recuento (count-data models) y 
partiendo de la especificación de una función de producción de innovaciones, investigamos 
la influencia de la experiencia en I+D en la obtención de resultados innovadores. Para 
estimar la experiencia en I+D, que es parcialmente inobservable, estimamos un modelo de 
duración y utilizamos los resultados obtenidos en este modelo y un procedimiento no 
paramétrico para imputar la experiencia en I+D a aquellas empresas para las que no se 
observa. Nuestros resultados muestran que la efectividad de la inversión en I+D aumenta 
con el historial innovador de la empresa. 
Palabras clave: Innovación, acumulación del conocimiento, experiencia en I+D, 
modelos de duración, modelos de recuento.   3 
1.  Introduction 
It may be broadly accepted that the acquisition of technological knowledge is a 
dynamic, cumulative learning process which relies, to a great extent, upon the continuity of 
the performance of R&D activities within the firm. There is a growing literature on firms’ 
innovative persistence that supports this view. For instance, according to Cefis and 
Orsenigo (2001), sustained innovative persistence needs to be supported by a systematic 
and continuous process of accumulation of resources and competencies, so that persistence 
in carrying out these activities might be even more important than the size of R&D 
expenditures.  
The importance of knowledge accumulation in explaining innovation has been 
developed by the approach of evolutionary theory (Nelson and Winter, 1982). The argument 
is based on the idea that experience allows the accumulation of knowledge, which is 
associated with dynamic increasing returns in the form of learning-by-doing and learning-
to-learn effects. This stream of literature considers that innovations are the result of a 
process of accumulation of firms’ specific competencies (Rosenberg, 1976). In particular, 
by investing in R&D projects, firms develop abilities in the form of knowledge, both 
scientific and informal know-how, that may be  used to develop further innovations at 
consecutive times. According to this view, firms benefit from dynamic increasing returns in 
the form of learning-by-doing, learning-to-learn or scope economies in the production of 
innovations (Cohen and Levinthal, 1989). 
More recently, the idea of knowledge cumulativeness, that is, the degree by which 
the generation of new knowledge builds upon current knowledge, has been described by 
Malerba (2005). Malerba (2005) distinguishes three different sources of cumulativeness. 
The first source is cognitive, so that current research is constrained both by past knowledge 
and the learning process, which also give rise to new questions and knowledge. The second 
source of cumulativeness arises from the firm and its organizational capabilities. Firms 
differ in their capabilities to master the R&D skills that are needed for innovative success, 
which implicitly determine its potential for the achievement of innovations. The third 
source of knowledge cumulativeness is the result of a feedback from the market, such as the 
“success-breeds-success” process. Innovative success yields profits that can be reinvested in 
R&D, thereby increasing the probability to innovate again. 
The abstract concept of knowledge capital and its cumulative process cannot be 
captured in a simple way. The usual approach followed in the literature has been the 
“knowledge capital” model of Grilliches (1979), which treats the accumulation of   4 
knowledge capital in the same way as the accumulation of physical capital. U sing the 
“perpetual inventory method”, knowledge capital is accumulated from period to period at a 
linear and constant rate proportional to R&D investments, and it is also subject to a constant 
depreciation rate.
1  
In this paper, we argue that the time dimension of the cumulative process of R&D 
knowledge goes beyond the effect of R&D capital stock. Technical skills and learning-by-
doing accumulated through time may not be properly measured by the standard inputs 
considered in the empirical literature, such as R&D expenditures or R&D capital stock. Our 
hypothesis is that R&D-experience, measured as the number of years devoted to the 
performance of R&D activities, is a key driver in the innovation success. In particular, we 
consider that the effect of R&D in the achievement of innovations depends on R&D-
experience, that is, on the period of time during which the firm has been engaged in R&D 
activities.  
Although it may be broadly accepted that firms’ experience in R&D activities could 
be an important determinant of their innovative success, there is a lack of empirical 
evidence that explicitly deals with this issue. This lack of empirical evidence is likely to be 
due to data restrictions: innovation surveys do not usually report, in a retrospective way, the 
number of years the firm has been carrying out innovative activities.
2 One strand of the 
empirical literature has focused on the analysis of the relationship between firms’ R&D 
input (measured as R&D capital stock, R&D expenditures, or as the ratio of R&D 
expenditures to sales or revenues) and innovative output (measured, e.g., in terms of patents 
or productivity). In particular, the relationship between innovation, R&D and patents has 
been surveyed by Griliches (1990), who reports a robust R&D-patents relationship at the 
firm level.
3 More recently, the availability of CIS surveys has given rise to a number of 
empirical works that also analyse the innovative performance of firms by relating 
                                                 
1 Although useful at an empirical level, there are a number of reservations about using this method since it 
does not take into account the particular features of knowledge (see, e.g., Griliches, 1995). Recently, a number 
of alternative specifications for the estimation of the cumulative nature of knowledge have emerged (see, e.g., 
Klette and Johansen, 2000, Bitzer, 2005, and Doraszelski and Jaumandreu, 2006).
 
2 This is not the case for the literature of labour economics, where data on labour experience by individuals is 
usually available, and so the role of ex perience, measured by the number of years the individual has been 
working, is a key factor determining salaries or the duration of unemployment (see, e.g., Baffoe-Bonnie and 
Ezeala-Harrison, 2005, and references therein). 
3 Among the most well known works are those of Schmookler (1966, ch. 2), Scherer (1965), Bound et al. 
(1984), Hausman, Hall and Griliches (1984), Hall, Griliches and Hausman (1986), Pakes and Griliches (1984), 
Scherer (1983) and Acs and Audretsch (1989). See also Henderson and Cockburn (1993), Branstetter (1996) 
and Crépon et al. (1998).   5 
innovation inputs to innovation outputs
4. However, these empirical studies do not explicitly 
take into account the possibility that the effectiveness of the innovation inputs changes as 
firms accumulate experience in the performance of their innovation activities.
5 
The aim of this paper is to test the hypothesis that R&D-experience matters, i.e., 
that, due to the cumulative nature of technological knowledge, the number of years devoted 
to the performance of R&D activities affects positively the firms’ innovation success 
(measured as patents and product innovations). In particular, we investigate whether firms’ 
R&D effectiveness, i.e., the rate at which R&D investments yields innovation output, 
depends upon firms’ accumulated R&D-experience.  
We use for this purpose a representative sample of the population of Spanish 
manufacturing firms for the period 1990 to 2002. The dataset is drawn from the Encuesta 
sobre Estrategias Empresariales (ESEE, henceforth), a survey carried out annually since 
1990 that provides detailed information at the firm level. We first analyse firms R&D 
patterns in order to determine the duration of firms’ R&D spells, i.e. periods of time during 
which firms perform R&D activities in a continuous way. Due to data restrictions, there is a 
number of R&D spells for which we do not know the starting year of the spell. To estimate 
such (left) censored R&D spells, we implement a three steps procedure. First, we estimate a 
duration model to identify firm and industry characteristics affecting R&D durations; 
secondly, and as a necessary intermediate step, we directly use the duration model results to 
predict expected durations for right censored spells (still in progress at the end of our 
sample observation window); thirdly, the information on complete spells and estimated 
right censored spells is used to non-parametrically impute durations to left-censored spells. 
Once we have estimated the R&D-experience of firms as described above, we proceed to 
estimate, within the framework of an innovation production function and using count data 
models, the influence of firms’ accumulated R&D-experience on their R&D innovative 
effectiveness. In order to do this, we treat R&D-experience as a moderator variable and 
investigate how it influences the impact of R&D capital on firm innovation success. To the 
best of our knowledge, this paper is the first attempt to empirically address, in a direct and 
                                                 
4 Some of these works are Klomp and van Leeuwen (2001) for the Netherlands, Sandven and Smith (2000) for 
Norway, Lööf and Heshmati (2001) for Sweden, or Mairesse and Mohnen (2005) and Kremp and Mairesse 
(2004) for France. 
5 Another strand of the literature has been devoted to the analysis of innovation persistence, both in the 
achievement of innovations (see, e.g., Geroski  et al., 1997, Malerba  et al., 1997, Cefis, 2003) and in the 
performance of R&D activities (Máñez  et al., 2005, 2006, Peters, 2006). These empirical studies, however, 
have not directly modelled the continuity in the performance of R&D activities as an additional driver of 
innovation success.  
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explicit way, this issue, and this is the main contribution of this paper to the existing 
literature. 
To anticipate our results we obtain that, after controlling for R&D capital stock and 
other firms’ individual heterogeneity, firms’ R&D effectiveness rises with R&D-
experience, that is, with the accumulation of technical skills and knowledge that emerge as 
firms invest in R&D over time. In addition to past R&D-experience, we also find that the 
performance of informal innovation activities, and the technological intensity of the 
industry in which the firm operates, are significant determinants in the achievement of 
innovations.  
These findings may contribute to a better understanding of the cumulative process of 
learning and the importance of R&D-experience in the effectiveness of R&D investments, 
and may be a guide for policy makers in the design of policy measures to be implemented in 
order to stimulate the production of R&D knowledge. In particular, given that R&D-
experience matters for innovation, our results suggest the convenience of implementing 
measures aimed at inducing firms to engage in R&D activities in a continuous way. Among 
these measures, a technological policy planed within a medium run perspective, or measures 
designed with the aim of creating a stable institutional framework, could help firms to 
persistently perform innovative activities. 
The rest of the paper is organised as follows. In section two we present the empirical 
model and the econometric procedure, where we outline the empirical framework we use 
throughout the paper. Section 3 presents the data. Section 4 is devoted to the estimation of 
firms’ R&D-experience, including the estimation of a duration model, the computation of 
“out of sample” predictions for right censored spells and non-parametric predictions for left 
and left-and-right censored spells. Section 5 describes the estimation of the innovation 
production function. Finally, section 6 concludes.  
2.  Empirical model and econometric procedure 
Our main hypothesis to be tested relies on the idea that the effectiveness of R&D 
activities may vary with the R&D-experience of the firm, that is, with the accumulation of 
knowledge that takes place along with the research effort that is undertaken. Technical skills 
and learning-by-doing accumulated with time may not be properly measured by the 
standard R&D inputs considered by the empirical literature that has tried to explain the 
factors underlying the achievement of innovation  results. In this paper we attempt to 
measure the extent to which this R&D-experience matters in determining the effectiveness   7 
of R&D activities. Our approach is based on the concept of an  innovation production 
function that may, in a very general form, be expressed as follows 
  itit N = f (x, )  b   (1) 
where i refers to the firm and  t to the time period, N it  stands for any chosen indicator of 
innovation outcomes and xit represents the vector of innovation inputs in the equation. A 
usual component of  xit  are R&D inputs, quite often measured by R&D capital. Our 
innovation production function will differ from the standard one in that the effectiveness of 
R&D capital is specified as a function of the R&D-experience of the firm. In particular, the 
parameter vector b may be decomposed as  
  1it2   = [(E), ] bbb   (2) 
where b1 is the parameter that measures the “innovative effectiveness” of the R&D input, Eit 
stands for firms’ R&D-experience, and b2 stands for other inputs’ parameters. Therefore, the 
effect of R&D in the achievement of innovation outcomes depends on R&D-experience, 
that is, on the time the firm has been engaged in R&D activities.  
The econometric approach to estimate the parameters in (1) is conditioned by the 
kind of data used to measure  innovation success, that is, the output of the innovation 
process (Nit). By far, the measure used more frequently is the number of patents registered 
by the firm. In this paper, two alternative measures of innovation output will be used: the 
number of patents registered, and the number of product innovations introduced by the firm 
during the period under analysis. These two measures share two common features: both of 
them are event counts (non-negative integers) for unit i during time period t, and in any 
given year many firms do not register patents or do not introduce innovations. 
It is standard in the literature to assume that the Poisson distribution is a reasonable 
description for count data. According to the Poisson process, research results are the 
outcome of an unknown number of Bernoulli trials with a small probability of success. The 
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We may model the single parameter of the Poisson distribution function, l, as a 
function of our explanatory variables, x, and parameters, b, in the standard fashion
6  
  itit   = exp(x) lb   (4) 
It is easily shown that  
  lb itititititit E[N|x]=Var[N|x]==exp(x)   (5) 
so that lit represents the arrival rate of innovations per firm per year and also the expected 
number of innovation outcomes per firm per year. Taking logs in (5) we get 
  itititit log E[N|x]  = log  =  x  lb   (6) 
If the explanatory variables are used in logs, the estimated b are the elasticities of the 
expected number of innovations with respect to these variables. We will consider xit = (Rit , 
Eit ,  z it) where  Rit is knowledge or R&D capital (derived from the flow of real R&D 
investments),
7 Eit is the firm’s R&D-experience, and z it stands for an index of other inputs 
and control variables.  
In our case, we assume that expression (5) takes the form 





lb =   (7) 
that is, the estimated function has a direct proportionate relationship between the R&D 
capital and innovation counts moderated by a multiplicative set of variables hypothesized to 
shift the distribution of expected innovation results. The impact of R&D capital on the rate 
of innovation is assumed to be a function of the R&D-experience of the firm. This function 
may be non-linear, so in order to allow for a non-linear relationship we assume the 
following quadratic form   
 
2
1012 () ititit EEE baaa =++   (8) 
                                                 
6 Note that lit is a deterministic function of x it and the randomness in the model comes from the Poisson 
specification for Nit. 
7 For a discussion on the use and construction of the R&D stock measure (the so-called R&D capital), see, for 
example, Hall and Mairesse (1995). The use of the stock measure has, at least, two advantages as compared 
with the use of R&D flows: it avoids making assumptions about distributed lags while being somewhat 
equivalent to imposing a geometric lag structure, and it prevents from having to drop much of the data in order 
to have a given number of lags in the R&D spending pattern of firms. Details about how we construct this 
stock are given in Table 1.   9 
Formally, ß1 is defined as the percentage change in innovation output generated by a 
1 percent change in R&D capital. Thus, this elasticity represents the effectiveness of R&D 
capital, moderated by R&D-experience, in obtaining innovation outputs, such as product 
innovations or patents. Note that a0 would be the standard elasticity parameter if R&D-
experience would not matter for R&D success. In addition, a1 captures the impact of firm’s 
R&D-experience on R&D effectiveness and a2 is the change in the impact of firm’s R&D-
experience on R&D effectiveness. 
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  (10) 
We u se equation (10) to examine the effect of firm’s R&D-experience on R&D 
effectiveness. If the estimate of a2 is significantly positive (negative), then the relationship 
between R&D effectiveness and firm’s R&D-experience approximates to a “U-type” 
(inverted “U-type”). However, if the estimate of a1 is significantly different from zero but 
the estimate of  a2 is not significant, then firm’ R&D effectiveness is a monotonically 
increasing or decreasing function of firm’s R&D-experience. 
In order to proceed further we need to address an important limitation of our 
measure of firms’ R&D-experience. The problem we face is an empirical one: our data set 
does not include (similar to most of innovation surveys) retrospective information about the 
R&D history of firms, that is, when a firm enters the survey, we do not have information on 
how many years this firm has been undertaking R&D activities. To see this problem more 
clearly we can have a look at Figure 1 (which will be explained in more detail in section 
4.1). In this figure, the horizontal axis shows the passage of time, and the length of each 
horizontal line shows the time spent on performing R&D activities. If the year 1990 
represents the first year a firm is observed, and the firm reports R&D investment for that 
year, we do not have information on whether the firm has been investing in R&D during 
previous years. This lack of retrospective information brings about a serious limitation to 
our possibility of measuring the R&D-experience of this type of firms. To deal with this 
problem, we implement a procedure to estimate such (left) censored R&D-experiences. Our 
procedure is developed in three consecutive steps: first, we identify the factors underlying 
the length of firms’ R&D-spells, that is, the number of uninterrupted periods of R&D   10 
activities. To this end, we estimate a discrete time duration model
8. The essence of duration 
models is to analyse the length of time that an individual spends in a relevant state (in our 
case, the length of time a firm performs R&D activities) before experiencing the exit from 
that state to another state (in our case the cease in R&D activities).  
Secondly, once we have the estimates associated with the factors explaining spells 
duration, we proceed to “predict” the total duration of spells that are still in progress at the 
end of our sample period (right-censored spells). At this stage, we should obtain values for 
two key statistical functions in duration analysis: the hazard function, which in discrete-time 
is defined as the probability of transition out of a state at each discrete point in time t given 
survival up to that point, and the discrete-time survival function,  ( ) [ ] Pr StTt => , which is 
the probability that the duration of the spell is higher than t. The mean or expected duration 
of a spell is the sum (in the case of discrete time) of the survival function evaluated at 
survival time 1 up to the maximum survival time (when the survival function reaches the 
value of 0). 
Finally, we focus on the duration of R&D spells that were in progress at the moment 
the firms were firstly observed in our sample (the left-censored spells). For them, we cannot 
proceed as for right-censored spells because the key statistical measures in a duration model 
are conditional on past information until t, and for left-censored spells we do not have this 
necessary past information. Thus, for this type of spells we carry out a matching approach 
to impute them R&D spells durations non-parametrically. In this final step we use the 
information about both completed spells durations and the estimated total durations for right 
censored spells. Through non-parametric regression (kernel regression) we impute to each 
left censored spell a duration equivalent to a weighted sum of complete durations (either 
originally observed or estimated, as it is the case for right censored spells), with weights 
based on similarities in the firm and industry characteristics used in the duration model. 
To sum up, our empirical procedure will proceed as follows: first, we estimate a 
duration model to identify firm and industry characteristics that affect R&D durations; 
secondly, we predict expected durations for right censored spells; thirdly, we use 
information on spells duration for observed complete and estimated (right censored) spells 
to impute durations, by non-parametric regression methods, to left-censored spells. Finally, 
once a measure of our R&D-experience variable is available, we estimate a panel count data 
                                                 
8 The nature of our data set lead us to consider time as a discrete variable, not because it is intrinsically 
discrete but because the data in the survey is provided on a yearly basis.  
   11 
model for our innovation production function. Section 4 presents and explains in more 
depth these empirical steps. 
3.  Data 
The data are drawn from the Encuesta sobre Estrategias Empresariales (Survey on 
Business Strategies, ESEE hereafter), a representative annual survey of Spanish 
manufacturing firms carried out since 1990.
9 The sampling procedure of the ESEE is the 
following. In the base year, 1990, firms were chosen using a selective sampling scheme 
with different participation rates depending on firm size. All firms with more than 200 
employees (large firms) w ere requested to participate and the participation rate reached 
approximately 70% of the number of firms in the population. Firms that employed between 
10 and 200 (small firms) were randomly sampled by industry and size strata, holding 
around 5% of the population.
10 Important efforts have been made to minimise attrition and 
to annually incorporate new firms with the same sampling criteria as in the base year so that 
the sample of firms remains representative of the Spanish manufacturing industry over time. 
The sample used in this paper covers the period 1990-2002. To this sample, we have 
applied the following selection criteria. First, we have dropped out from the data those firms 
which do not respond to the questionnaire in some of the panel years, as well as those firms 
that have experienced any ownership change process such as a merger or absorption. 
Secondly, we have removed firms with missing observations in the R&D variables, and 
selected those which have undertaken R&D activities at least during one of the observed 
periods. As a result, we are endowed with a sample of 6,627 observations, corresponding to 
671 firms.
11  
                                                 
9 See http://www.funep.es for a more detailed description of the ESEE.  
10 Firms with less than 10 employees in 1990 were not included in the survey. 
11 The number of observations in the empirical applications outlined in sections 4 and 5 may vary due to 
additional missing data in the variables used. The details about the data used in each of these applications, as 
well as some descriptive statistics on the variables of interest in each case, will be given in the corresponding 
sections below.   12 
4.  The estimation of R&D-experience 
4.1.  R&D Duration Model 
Duration models analyse the length of time that an individual spends in a relevant 
state before experiencing the transition to another state. In the case of the study of R&D 
activities, it consists in the analysis of the period of time for which a firm uninterruptedly 
performs R&D activities. The unit of observation in this section is the R&D spell, defined 
as the number of uninterrupted years a firm performs R&D activities. Figure 1 presents our 
observation window (period of time for which we follow firms R&D patterns), 
corresponding to the period 1990-2002, and it provides visual and simplified information 
about the sample distribution, number and types of R&D spells. The total number of R&D 
spells in our sample is 985 spells. 




T*=To, 360 (36.5%) 
Right censored spells 
T*=To+Tr, 219 (22.2%) 
Left censored spells 
T*=Te+To, 201 (20.4%) 
Left and right  
censored spells 
T*=Te+To+Tr, 205 (20.8%) 
1990  2002 
 
We refer to censored R&D spells as those spells for which we do not observe their 
initial and/or final date, that is, those spells for which we do not know their exact length. 
We denote with Te (elapsed duration) the length of time from the beginning of the spell still 
in progress at the time the firm is incorporated to the survey, to the year of incorporation.
12 
                                                 
12 To make simpler the typological representation of spells in Figure 1, we made elapsed duration to coincide 
with unobserved periods before the year 1990. However, for firms incorporated to the survey later than 1990, 
the elapsed duration period reaches the corresponding year of incorporation.   13 
We denote with  To (observed duration) the observed spell duration over the observation 
window, and Tr (remaining duration) the length of time from 2002 to the end of the R&D 
spell. The lines in Figure 1 represent the different types of R&D spells firms may exhibit. 
The actual duration of the spell, T
*, is measured by the length of the line. There are four 
categories of R&D spells in relation to censoring. The first relates to completed spells (not 
censored), representing the 36.5% of the total number of sample spells, for which their full 
length is known and no problem of either right or left censoring arises (T
*=To). The second 
category corresponds to right censored spells (22.2% of the total), for which  Tr is not 
observed. Given that the observation window is finite, some spells are still in progress at the 
end of the period analyzed, and therefore, these spells are only partially observed (we only 
observe To from the actual duration  T
*=To+Tr). In the estimation of duration models the 
likelihood contribution of right censored spells can be easily handled.  
The third category refers to left censored spells (20.4% of the total), for which Te is 
not observed. As an example, consider the year 1990 (starting date of the survey). In this 
year, firms were asked to declare whether or not they invested in R&D activities. However, 
due to the lack of retrospective information on R&D activities performed by the firm 
previously to 1990, the starting date of the spells that were in progress in 1990 is unknown. 
Attempts to correct for left-censoring in empirical applications of duration models are rare, 
mainly because it is a very complex issue due to the lack of information on the value of the 
survival time, i.e., the previous duration of the spell (this is a kind of initial conditions 
problem). The standard approach to handle this problem in the estimation of duration 
models is to discard all left-censored spells.  
Finally, the fourth category corresponds to both left-and-right censored spells 
(20.8% of the sample), for which both  Te and  Tr are unobserved. This censoring case 
presents the same complexity than left censoring and it is usually handled in a similar way. 
We follow the standard approach and in the estimation of our duration model we only use 
those spells that are either complete or right censored (which sum up to 58.7% of total 
spells). The inclusion in the estimation of the duration model of the observed durations of 
left censored spells and both left-and-right censored spells would have lead to a well known 
underestimation of the duration of the R&D spells. 
To choose the appropriate econometric model for estimation we should treat time 
either as continuous or discrete. In general, it is assumed that the transition out from one 
state may occur at any particular instant in time, thus the stochastic process generating 
durations occurs in continuous time. However, as pointed out by Jenkins (2004), survival 
time is not necessarily a continuous variable and, as in our case, it is not intrinsically 
discrete but it is observed in discrete intervals. In the ESEE the data is recorded yearly and,   14 
therefore, we do not have information on the exact date at which a firm starts or ends an 
R&D spell, we only know (at most) the starting or the exiting year.  
Further, we have to choose a family of duration models, that is, to choose between 
accelerated failure time models and proportional hazard duration models. We select a 
proportional hazard model, where the baseline hazard f unction (controlling for duration 
dependence) depends only on survival time t and multiplies an exponential component that 
incorporates the explanatory variables (covariates) and it is not a function of survival time t. 
The reason to select a proportional  hazard model is threefold. First, it is the most widely 
used formulation in duration analysis. Secondly, it allows for a nice interpretation of the 
coefficients in the hazard function. That is, in proportional hazard models the estimated 
coefficients are interpreted as the proportionate response of the hazard to a unit change in a 
given covariate. However, this nice interpretation is lost when the model incorporates 
individual unobserved heterogeneity, in which case it is called a mixed proportional hazard 
model. Thirdly, it can be easily extended to include time varying covariates and unobserved 
individual heterogeneity, and it allows treating time both in continuous and discrete terms. 
Therefore, the implemented duration model is a discrete time proportional hazard 
model that aims at capturing the particular nature of the dataset (the econometric procedure 
to estimate this model is explained in Appendix A). This duration model is estimated using 
both completed and right censored spells. We start up for estimation with 579 spells (1666 
observations). After deleting observations for which some of the relevant variables were 
missing, we end up with 1653 observations corresponding to 569 spells.
13 The specification 
of the model includes a number of variables that are considered to be relevant in 
determining the continuity of the performance of R&D activities. In addition, given that the 
duration model is a first step in order to obtain the parameter estimates that will be used for 
prediction purposes in the next sections, we have avoided the inclusion of highly time 
varying variables and/or variables with a clearly increasing or decreasing trend. 
Table 1 presents a definition of all the variables used in the estimation. Among these 
variables we have included industry dummies to control for technological opportunities, 
appropriability conditions and spillovers at the industry level. We have also included a 
                                                 
13 These 569 spells correspond to 435 firms, of whom 75% are firms with only one spell, 20% are firms with 
two spells, 4.3% are firms with three spells and 0.7% corresponds to firms with four spells. To the best of our 
knowledge, there is not easy way to deal with repeated spells, and the standard approach is to consider them 
independent once conditioning the length of the spell not only on observable explanatory variables but also on 
a firm individual and spell specific effect that controls for unobserved spell specific firm heterogeneity. We 
are aware that this standard approach does not consider the potential effect of the number and length of 
previous R&D spells on the length of future spells. However, due to the complexity of dealing properly with 
this issue, we leave it for future research. 
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dummy variable indicating whether the firm sells in foreign markets, which may capture 
economic opportunities and competitive pressure; the age and size of the firm; its ownership 
structure; its R&D intensity and R&D workforce ratio; and, finally, a measure of regional 
and local spillovers.  
 
Table 1. Variable definitions for the duration model 
Ln(t)  Ln of spell duration in years 
Industry dummies  Industry dummies accounting for 20 industrial sectors of the NACE-93 
classification. See Table 2 for the classification of industries. 
International market  Dummy variable taking value 1 if the geographic limits of the firm main market are 
foreign or both national and foreign, and 0 otherwise. 
Age5  Dummy variable taking value 1 if the firm mean age during the spell is smaller or 
equal than 5 years, and 0 otherwise. 
Age510  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
5 and smaller or equal than 10 years, and 0 otherwise. 
Age1020  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
10 and smaller or equal than 20 years, and 0 otherwise. 
Age2030  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
20 and smaller or equal than 30 years, and 0 otherwise. 
Age3040  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
30 and smaller or equal than 40 years, and 0 otherwise. 
Age4050  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
40 and smaller or equal than 50 years, and 0 otherwise. 
Age50  Dummy variable taking value 1 if the firm mean age during the spell is greater than 
50 years, and 0 otherwise. 
Size100  Dummy variable taking value 1 if the firm number of workers is smaller or equal 
than 100, and 0 otherwise. 
Size100200  Dummy variable taking value 1 if the firm number of workers is greater than 100 
and smaller or equal than 200, and 0 otherwise. 
Size200  Dummy variable taking value 1 if the firm number of workers is greater than 200, 
and 0 otherwise. 
No Corporate  Dummy variable taking value 1 if the firm is not a limited liability corporation, and 
0 otherwise. 
Med/High R&D intens.  Dummy variable taking value 1 if the firm’s R&D intensity (R&D expenditure to 
sales ratio) belongs to the second and third thirds of the sample R&D intensity 
distribution, and 0 otherwise. 
R&D workers ratio  Ratio of R&D workers to total number of workers. 
Regional spillovers  Ratio of firms that perform R&D in the same region but outside the corresponding 
two digit NACE-93 industry. 
Local spillovers  Ratio of firms that perform R&D in the same region and the same two digit NACE-
93 industry. 
Patents  Number of patents registered during the year both in Spain and abroad. 
Product innovations  Number of product innovations introduced by the firm during the year. 
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Table 1 (continued). Variable definitions for the count data model 
Scientific/technical services  Dummy variable taking value 1 if the firm has undertaken services of scientific 
and technical information, and 0 otherwise. 
Quality control  Dummy variable taking value 1 if the firm has undertaken works of 
normalisation and quality control, and 0 otherwise. 
Imported technology  Dummy variable taking value 1 if the firm has undertaken efforts to assimilate 
imported technologies, and 0 otherwise. 
Marketing  Dummy variable taking value 1 if the firm has undertaken marketing studies 
orientated to the commercialisation of new products, and 0 otherwise. 
Design  Dummy variable taking value 1 if the firm has undertaken design activities, and 
0 otherwise. 
Other  Dummy variable taking value 1 if the firm has undertaken other informal 
innovation activities, and 0 otherwise.  
Low technological sector  Dummy variable taking value 1 if the firm belongs to a low technological 
intensity sector: meat products; beverages; textiles; leather and shoes; wood; 
paper; printing; non metallic minerals; metallic products;  furniture; other 
manufacturing goods. 
Medium technological sector  Dummy variable taking value 1 if the firm belongs to a medium technological 
intensity sector: food and tobacco, rubber and plastic; metallurgy; machinery and 
mechanical equipment; electronic. 
High technological sector  Dummy variable taking value 1 if the firm belongs to a high technological 
intensity sector: chemical products; office machines; electronic; other transport 
material. 
E: R&D-experience  Number of years the firm has been investing in R&D in the past. For firms 
undertaking R&D activities the first year they are observed, this past history of 
R&D investments is estimated following the procedure in section 4. 
Size1  Dummy variable that equals 1 if the number of employees of the firm is below or 
equal to 20, and 0 if otherwise. 
Size2  Dummy variable that equals 1 if the number of employees of the firm is above 20 
and below or equal to 50, and 0 if otherwise. 
Size3  Dummy variable that equals 1 if the number of employees of the firm is above 50 
and below or equal to 100, and 0 if otherwise. 
Size4  Dummy variable that equals 1 if the number of employees of the firm is above 
100 and below or equal to 200, and 0 if otherwise. 
Size5  Dummy variable that equals 1 if the number of employees of the firm is above 
200 and below or equal to 500, and 0 if otherwise. 
Size6  Dummy variable that equals 1 if the number of employees of the firm is above 
500, and 0 if otherwise. 
K: R&D-capital  The knowledge capital derived from the firm’s R&D investment follows the 
historical or perpetual inventory method:  
Kit  = (1- d) Kit-1 + Rit-1         
where d is the rate of depreciation, K is is the R&D-capital stock and R is real 
R&D expenditures (current R&D has been deflated using industrial prices for the 
whole manufacturing industry). 
To calculate the R&D-capital according to the equation above we need an initial 
value for R to start the recursion. We use for that purpose the information about 
the number of years the firm has been undertaking R&D activities, that is the 
firm’s R&D-experience, which comes from the estimation and predictions 
explained in section 4. By backwards induction, the sequence of past R&D 
expenditures can be imputed till the first year of R&D activities, when the initial 
R&D-capital stock is equal to zero. The R&D-capital is defined for a depreciation 
rate of 15 percent and a pre-sample growth rate of real R&D investment equal to 
the mean growth rate for the firms which perform R&D activities and are 
observed during the sample period, that is g = 4,5%. 
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Table 2 shows the estimation results for the discrete time proportional hazard 
cloglog model. We find evidence of unobserved individual heterogeneity given that the 
hypothesis of the unobserved heterogeneity variance component (
2 s ) being equal to zero is 
rejected at a 7% significance level. Furthermore, once controlling for unobserved individual 
heterogeneity, the duration dependence parameter is not significantly different from zero.  
For continuous variables, the interpretation of the estimated coefficients is as 
follows. A positive (negative) coefficient means that if the corresponding covariate 
increases, the hazard risk of ending the spell rises (decreases), and so, the expected duration 
of the R&D spell decreases (rises). The interpretation is analogous for sets of dummy 
variables, but in this case we do not generally refer to increases of the covariates but to the 
way in which the hazard (duration) is affected when the firm belongs to different 
components of each set of dummies. 
According to our results, there are only two industries,  Leather and shoes and 
Motors and cars, showing a differential longer R&D spell duration. Exporting firms 
experience longer R&D spells. This may indicate that firms in more competitive markets 
have greater incentives to undertake R&D activities in a continuous way in order to 
maintain market competitiveness and high quality standard products required by 
international markets (Kleinschmidt and Cooper, 1990, and Kotable, 1990). Firms’ age 
increases the probability of experiencing longer R&D spells in a non linear manner. It is 
especially remarkable the effect on spell length for firms between 40 to 50 years old. For 
firms with more than 50 years the effect of age on duration decreases considerably and also 
the significance level with which this coefficient is estimated. These results are consistent 
with Huergo and Jaumandreu (2004) who also found a non linear effect of age and the 
probability to innovate.  
Regarding the relationship between firm’s size and R&D investments, our results 
confirm that R&D spells of larger firms have lower chances of ending. Arguments related to 
superior firm internal capabilities associated with size, such as exploitation of economies of 
scale and scope, larger market size, lower risk, higher appropriability conditions, financial 
means, etc., are the usual arguments to support a positive association between firm size and 
innovative activities in general. The coefficients corresponding to the two included size 
groups (the excluded one is the group with less or equal to 100 employees) are negative and 
significant, justifying then a lower ending risk and consequently a longer spell duration. 
However, the impact of firm size on the length of the R&D spell i s not linear, as the 
comparison of both coefficients suggests that R&D spells of firms with more than 200  18 
Table 2. Maximum likelihood estimates for the discrete time proportional hazard model 
cloglog with Gamma  individual unobserved heterogeneity 
and Weibull type duration dependence 
  Coefficientsa  p-value 
Ln(t)  0.305  0.72 
Food and tobaccob  -1.189  0.23 
Beverages  -1.673  0.15 
Textiles  -1.385  0.21 
Leather and shoes  -2.747*  0.08 
Wood   -2.579  0.11 
Paper   -1.739  0.16 
Printing   -0.395  0.70 
Chemical products  -1.983  0.11 
Rubber and plastic   -1.876  0.19 
Non metallic miner   -1.618  0.17 
Metallurgy   -0.077  0.94 
Metallic products  -0.858  0.38 
Machin. and mech. eq.   -1.376  0.23 
Office machines  -1.026  0.57 
Electronic   -2.137  0.12 
Motors and cars   -2.244*  0.09 
Other transp. material  -0.756  0.51 
Furniture  -1.789  0.20 
Other manufact. goods  -1.580  0.30 
International market  -0.383*  0.06 
Age510  -1.076**  0.03 
Age1020  -1.012**  0.05 
Age2030  -1.732**  0.03 
Age3040  -1.865**  0.03 
Age4050  -2.882**  0.04 
Age50  -1.631*  0.06 
Size100200  -0.763*  0.10 
Size200  -0.989***  0.01 
No Corporate  0.636*  0.09 
Med/High R&D intens.  -0.714***  0.01 
R&D workers ratio  -4.860**  0.04 
Regional spillovers  -1.571**  0.05 
Local spillovers  -0.235  0.61 
Intercept  3.666  0.11 
Log likelihood  -717.008   
N. of observations  1653   
N. of spells  569   
Test for unobserved 
individual heterogeneity 
 
LR test of Gamma variance=0 
Chibar2(01)= 2.152 
p-value =0.07 
a (***), (**), and (*), means statistically different from zero at the one, 
five, and ten-percent significance level. 
b The meat industry is the reference category.   19 
employees (size200) endure better survival prospects than firms between 100 and 200 
employees.
14  
Firms that are not legally organized as a limited liability corporation have shorter 
R&D spells. This result is consistent with the hypothesis that these firms are relatively more 
risk averse (as compared to managed firms) and thus less willing to undertake risky 
investments such as R&D activities (Love et al., 1996). 
In relation to R&D i ntensity and the nature of the R&D investments, we have 
included two different measures. The first is the yearly ratio of R&D expenditure over sales 
and the second the yearly ratio of R&D employees over total number of employees in the 
firm. The greater these two ratios, the more the firm is expected to perform R&D activities 
in a continuous way. Both measures may be capturing the extent of sunk costs in which 
firms incur when undertaking R&D projects (Cohen and Klepper, 1996). According to our 
results, those firms in medium/high R&D intensity industries enjoy R&D spells with longer 
survival prospects, as compared to those firms in low R&D intensity industries (the 
coefficient for medium/high R&D intensity is negative and significant at 1% level). As 
regards the ratio of R&D specialized workforce, which may also capture technological 
opportunities, we find a very strong effect in decreasing the risk of ending an R&D spell, 
contributing then to explain longer spells duration. This variable has appeared to be the best 
one in capturing the internal nature of the R&D activities.  
Finally, the literature on R&D has stressed the importance of spillovers on the 
decision to innovate. We find evidence of regional spillovers increasing the R&D spell 
duration. Local spillovers do not seem to be relevant, and industrial spillovers cannot be 
separately identified in the estimation from the industry dummies. 
To conclude this section, we evaluate the goodness of fit of the duration model in 
Table 2. Provided that the hazard f unction with discrete time has the interpretation of a 
conditional probability (which lies between 0 and 1), we use for this purpose the 
information on predicted hazards. For each firm on each of the survival years of a given 
spell, we use the predicted value of the hazard to classify the firm as a firm ending the spell 
in a particular survival year or continuing the spell at least one more year. Given that the 
hazard is defined as the probability of ending the spell in year t provided the spell has lasted 
until t-1, a firm observation in a given spell is classified as continuing the spell when the 
predicted hazard for abandoning it is lower than 0.5, and as finishing the spell when this 
                                                 
14 We obtain that, in absolute value, the negative coefficient of size100200 is significantly smaller than the 
coefficient of size200.   20 
predicted hazard is higher than 0.5. This classification rule allows classifying correctly 
70.7% of the exit/no-exit statuses for firms’ observations along spells. 
4.2.  Out- of-sample Prediction for Right Censored Spells 
Once the parameters from the duration model have been estimated, we are interested 
in computing the average duration of right censored R&D spells for firms with different 
characteristics. To do this, we need to know the shape of the survival function. As Jenkins 
(2004) has noticed, there are not typically closed form expressions for the mean in discrete 
time models, requiring then numerical solutions. In general, 
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where  J  is the maximum survival time. The corresponding discrete time survival function 
(see in appendix A the cloglog hazard function given in A1 and A6) is 
 
















  (12) 
Therefore, for right censored spells we may obtain the mean expected duration of the 
spell by predicting the hazard rates, given the values of the covariates and the value of  k  
(survival time) in the relevant spell years. This allows generating survival function values 
per spell-years, and aggregating them until the maximum survival time (spell-year in which 
the survival probability is zero). This is what Jenkins (2004) calls “out of sample 
prediction”, which requires from the model a parametric specification of the baseline hazard 
to be able to project to the future, with the model estimates, for right censored spells. 
In our sample there are 219 right censored spells with observed durations from 1 to 
13 years.
15 The distribution of observed durations for these spells can be found in Table 3. 
For all these spells we are going to calculate the value of the survival function from survival 
time 1 to survival time 200 (survival time that guaranties that for all the right censored 
spells the survival function value reaches 0). For the observed survival periods, the value of 
that function is calculated with the parameter estimates in the duration model applied to the 
value of the explanatory variables of any given firm in that survival time period. For the 
                                                 
15 The 13 years observed spell length for right censored spells corresponds to firms that were born in 1990, 
and already in this year and in all the subsequent years, including the year 2002, claimed to invest in R&D.   21 
non-observed survival periods in the future, we fix the values of the explanatory variables at 
their values in the observed final year (2002 for all of them), with the exception of the 
variable log(t) (log of the survival time) that before taking logs it is increased by one each 
considered extra year of the spell. Among other things, the need to project to the future for 
right censored spells was already conditioning the type of variables to be included in the 
first step estimation (duration model). We tried to capture main characteristics of the firms 
without the inclusion of highly time varying variables and/or variables with a clearly 
increasing or decreasing trend. The only exception was for the variable survival time itself, 
which value should increase by one each spell period. We did the full procedure for all the 
right censored spells, which graphical representation may be found in Figure 2.  
Table 3. Distribution of observed durations (To) for right censored spells 
To 
Number of 
spells  % 
1  61  27.85 
2  31  14.16 
3  19  8.68 
4  20  9.13 
5  18  8.22 
6  12  5.48 
7  13  5.94 
8  10  4.57 
9  7  3.20 
10  10  4.57 
11  5  2.28 
12  11  5.02 
13  2  0.91 
Total  219  100 
 
Finally, we imputed as the total spell duration for a right censored spell the already 
observed number or years plus the expected duration remaining afterwards. That is, for 
instance, for right censored spells which observed duration is of 13 years we apply the 
formula in (11) to get as expected spell duration  
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(see in Figure 2 the remaining survival function values after the vertical line at survival time 
13 years). The distribution of predicted durations for the right censored spells can be found 
in Table 4.   22 














































Predicted cloglog survival functions
 
Table 4. Distribution of predicted durations  ( ) ( )
*
i ET  for right censored spells 
To  Number of spells  % 
2  27  12.33 
3  31  14.16 
4  24  10.96 
5  26  11.87 
6  17  7.76 
7  21  9.59 
8  13  5.94 
9  15  6.85 
10  7  3.20 
11  10  4.57 
12  5  2.28 
13  11  5.02 
14  3  1.37 
16  2  0.91 
17  1  0.46 
19  2  0.91 
21  1  0.46 
33  1  0.46 
37  1  0.46 
41  1  0.46 
Total  219  100   23 
4.3.  Non-Parametric Prediction for Left and Left-and-Right Censored Spells 
In order to impute predicted spell durations for those spells that are either left or 
both left-and-right censored we proceed as follows. In the case of no censored spells and 
right censored spells we have either the actual spell duration or the (previously obtained) 
predicted spell duration, respectively. Thus, for each spell in these two spell categories we 
can associate its spell duration with a given value of  bb + 0 ij x  in (A6) in Appendix A.
16 
From here, and according to the differences in the values of  bb + 0 ij x  for the 
aforementioned two spell categories with respect to the values of  bb + 0 ij x  for spells that 
are left or left-and-right censored, we can calculate by non-parametric regression (kernel 
regression) the prediction for the spell duration of left or left-and-right censored spells. The 
intuition behind the method is to predict the missing spell duration of any left and left-and-
right censored spell by weighting the known (or predicted) spell durations for no censored 
and right censored spells, according to the corresponding differences in the linear index of 
characteristics in (A6), that is,  bb + 0 ij x . Then, the spell duration we are seeking will be a 
weighted average of other spells durations, with higher weights for spells that are close in 
terms of the value of  bb + 0 ij x , and lower weights for spells that are far in terms of this 
value. The weighting function is going to be a kernel function that is a probability density 
function which formula will be given in Appendix B.  
We first calculate the value of the index  bb + 0 ij x  associated with each spell. For the 
matching step, the  ij x  are not taken at any particular survival time (j) value, but taken as 
fixed during the spell and equal to its mean value over the observed years of the 
corresponding spell. Furthermore, the parameters in the index are the parameter estimates in 
the duration model. Consequently, our working index is  bb + 0 ˆˆ
i x , which can be reduced to 
b ˆ
i x  given that  b0 ˆ  is a common constant to all spells. 
For left and both left-and-right censored spells, the conditional expectations 
( )
* ˆ
ii ETx b  are replaced by non-parametric estimators  ( )
* ˆ ˆ
ii ETx b , such as kernel 
estimators. In order to compute the  ( )
* ˆ ˆ
ii ETx b  values, in our application we will use the so-
called  Nadaraya-Watson kernel regression function estimator (details for this estimator are 
given in Appendix B). 
                                                 
16 Given that the individual unobserved heterogeneity component is unknown, the value of  ( ) ln ii u n ”  in 
(A6) is settled to zero, since the random term  i n  has unit mean.   24 
In our sample there are 197 left censored spells, and 205 spells which are both left-
and-right censored spells. The distribution of observed durations for these spells can be 
found in Table 5. Observed left censored durations are more concentrated in the low part of 
the durations’ distribution than observed durations for both left-and-right censored spells. 
For all these spells we are going to calculate the expected value of the spell duration by the 
kernel regression method just described above.  
Table 5. Distribution of observed durations (To) for left and both left/right censored spells 
 
Left and both left/right 
censored spells 
Left censored spells  Both left/right censored spells 
To 
(Number of matching spells  ( )
*
, TT joi ‡ )a 
Number of 
spells  %  Number of 
spells  %  Number of 
spells  % 
1 (569)  59  14.68  59  29.95     
2 (381)  40  9.95  35  17.77  5  2.44 
3 (274)  100  24.88  33  16.75  67  32.68 
4 (208)  30  7.46  25  12.69  5  2.44 
5 (161)  16  3.98  16  8.12     
6 (121)  29  7.21  8  4.06  21  10.24 
7 (100)  10  2.49  6  3.05  4  1.95 
8 (75)  2  0.50  2  1.02     
9 (61)  6  1.49  4  2.03  2  0.98 
10 (45)  5  1.24  4  2.03  1  0.49 
11 (38)  4  1.00  4  2.03     
12 (28)  7  1.74  1  0.51  6  2.93 
13 (23)  94  23.38      94  45.85 
Total  402  100  197  100  205  100 
a For left and both left-and-right censored spells, which observed durations are denoted by  , Toi, we use for the implicit 
matching procedure in the non-parametric regression (kernel regression) those observed complete and predicted right 
censored spells with duration equal or higher than 
, oi T . 
 
As we have already stated, we use the information related to the total spell length of 
observed complete spells and the one predicted for right censored spells (a total of 569 
spells, o f which 350 are complete and 219 are right censored). The total durations’ 
distribution for these spells can be found in Table 6. For the left and both left-and-right 
censored spells, which observed durations are denoted by  , oi T , we  use for the implicit 
matching procedure in the non-parametric regression (kernel regression) those observed   25 
complete and predicted right censored spells with duration equal or higher than  , oi T . The 
corresponding number of matching spells with 
*
, joi TT ‡  are included in the first column of 
Table 5. Finally, the distribution of predicted durations for the left and both left-and-right 
censored spells can be found in Table 7. 
Table 6. Distribution of observed complete durations and predicted right censored 
durations 
To  Number of spells  % 
1  188  33.04 
2  107  18.80 
3  66  11.60 
4  47  8.26 
5  40  7.03 
6  21  3.69 
7  25  4.39 
8  14  2.46 
9  16  2.81 
10  7  1.23 
11  10  1.76 
12  5  0.88 
13  11  1.93 
14  3  0.53 
16  2  0.35 
17  1  0.18 
19  2  0.35 
21  1  0.18 
33  1  0.18 
37  1  0.18 
41  1  0.18 
Total  569  100 
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Table 7. Distribution of predicted durations  ( ) ( )
*




spells  % 
2  8  1.99 
3  23  5.72 
4  41  10.20 
5  32  7.96 
6  47  11.69 
7  49  12.19 
8  28  6.97 
9  28  6.97 
10  14  3.48 
11  7  1.74 
12  11  2.74 
13  8  1.99 
14  55  13.68 
15  16  3.98 
16  12  2.99 
17  10  2.49 
19  3  0.75 
20  1  0.25 
25  3  0.75 
26  2  0.50 
29  2  0.50 
32  2  0.50 
Total  402  100 
 
 
5.  Estimates of the innovation production function 
We now proceed, using the results of the previous section, to estimate the innovation 
production function. Recall from section 2 our estimating equation (10), which takes the 
form  
  laaab =++++
2
0122 loglog()logloglog ititititititit AtRERERz  (14) 
Control variables in zit include informal innovation-related activities carried out by 
firms, firm size, and the type of industry in which the firm operates according to the degree   27 
of technological intensity (see the Table 1 for details). Additionally, a time trend and its 
squared value substituting for log A(t) are included. 
In the estimation we follow the econometric approach pioneered by Hausman, Hall, 
and Griliches (1984), (HHG from now onwards). Their work develops and adapts statistical 
models of counts in the context of panel data to analyze the relationship between patents 
and R&D expenditures. 
Using the Poisson specification as our starting point, and following HHG, we 
estimate the model under three alternative distributional assumptions: the existence of 
overdispersion in the data, the existence of random firm specific effects, and the existence 
of fixed firm specific effects potentially correlated with the regressors.  
One limitation of the Poisson model is the assumption that the variance of Nit equals 
its mean (see equation 5), which neglects the possible existence of ‘overdispersion’ in the 
data. In the presence of such overdispersion, though the estimated parameters will be 
consistent, their standard errors will typically be under-estimated, leading to spuriously high 
levels of significance. After an initial estimation of the Poisson model, we shall consider the 
possibility of such overdispersion. If the results indicate the presence of such overdispersion 
in the data, we will proceed to the estimation of a Negative Binomial (NB) regression 
model. The NB is an extension of the Poisson regression model which allows the variance 
of the process to differ from the mean. One way for the model to arise is as a modification 
of the Poisson model in which lit is re-specified as  
  ititit  log  = x lbe +   (15) 
where exp(eit) has a gamma distribution with mean 1 and variance a. This is a natural form 








  (16) 
If the results render an estimate for a different from zero, we will be rejecting the 
Poisson model against the NB model.  
Both the Poisson and NB models may be changed to allow for fixed and random 
effects. Apparently, these extensions mirror the panel data models for the linear regression 
model. For the fixed effects case the model takes the form 
  lmbe ++ itiit  log  =   ( for the NB model) it x   (17)   28 
where mi is the coefficient of a binary variable indicating membership to the i-th group. The 
difference with linear regression panel data models is that now the model cannot be fit by 
least squares using deviations from group means. Instead, a conditional maximum 
likelihood approach is used which removes mi from (17). The random effects model is 
  lb + ititi  log  = x v   (18) 
where vi is a random effect for the i-th group such that 
i v e  has gamma distribution with 
parameters (q,q). For the NB model, it is assumed that 
i v e  is distributed as gamma with 
parameters (qi , qi), which brings in a model with a parameter that varies across groups. 
Moreover, it is assumed that  qi /(1+qi) is distributed as beta ( r, s). An estimate for  s  
statistically different from zero indicates a variance to the mean ratio, that is, a value for the 
overdispersion ratio, different from one (the Poisson case, see HHH, 1984, pp. 372-373). 
The approach for the NB model is to integrate out the random effect and estimate by 
maximum likelihood the parameters of the resulting distribution. To evaluate the 
convenience of estimating a random effects version of the model, a likelihood ratio (LR) 
test will be performed testing the random effects model versus a pooled estimation of the 
model. Subsequently, a Hausman’s (1978) specification test is used to compare the 
estimated vectors under the random and fixed effects versions of the model, that is, to test 
fixed versus random effects.  
Before turning to the econometric results, we present in Table 8 the descriptive 
statistics for two firm size groups (firms with 200 employees or less, and firms with more 
than 200 employees), according to the sample procedure of the ESEE. The first column 
shows intervals of years of R&D-experience. For instance, the first interval “1-3 years” 
corresponds to firms that are either in their first, second or third year of R&D-experience. 
This R&D-experience is calculated for each observed period as the sum of past years with 
positive R&D spending, using the observed data of firms with no left censored R&D spells. 
Thus, what we report in this table are averages of the number of product innovations, the 
number of patents and the R&D-to-sales ratio that firms achieve each year when they are in 
their 1
st to 3
rd year of R&D-experience, in their 4
th to 6
th year of R&D-experience, and so 
on.  
A first comparison between the two size groups suggests that large firms have, on 
average, longer R&D-experience: the percentage of firms in the first interval is above 61% 
in the case of small firms, whereas this percentage is about 49% in the case of large firms. 
Consequently, the percentage of observations in the higher intervals is higher in the case of 
large firms. This could be indicating that R&D-experience is positively correlated with firm  
Table 8. Descriptive statistics on R&D-experience and innovation results 

































                   
1 – 3 years  381 
(61.75 %)  0.83  0.05  1.82   
163 
(48.95 %)  0.73  0.51  0.95 
4 – 6 years  149 
(24.25 %)  1.05  0.05  1.77   
88 
(26.43 %)  0.76  0.69  1.39 
7 – 9 years  68 
(11.02 %)  1.04  0.08  1.90   
52 
(15.62 %)  1.11  0.34  1.44 
10 – 13 years  19 
(2.90 %)  1.42  0.09  2.75   
30 
(9.0 %)  1.68  0.60  1.76 
Total  617          333       
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size, which is consistent with the well established empirical finding of a positive correlation 
of firm size with the probability of performing R&D activities. 
As regards to the average number of product innovations that firms achieve yearly, 
figures in Table 8 indicate that they rise with R&D-experience. For the group of small 
(large) firms this average number ranges from 0.83 (0.73) in the first three years of R&D-
experience to 1.42 (1.68) in the highest observed interval of R&D-experience (10
th-13
th 
years). In the case of the average number of patents, similar patterns are observed, although 
for the group of large firms there is a decline between the second and the third interval, 
which is recovered in the last interval. Thus, at a descriptive level, the data in our sample 
show that firms tend to achieve more innovative results as they accumulate years of R&D-
experience. Finally, the average R&D-to-sales ratio also shows a positive relationship with 
R&D-experience. This ratio goes from 1.82 to 2.75 in the case of small firms, and from 0.95 
to 1.76 in the case of large firms.  
Therefore, both the average number of our measures of innovative results and the 
R&D effort made by firms seem to increase with firms’ R&D-experience. However, we 
cannot at this stage discern whether we are simply observing the well established and 
intuitive result that higher R&D efforts lead to higher number of innovation results, or 
whether it is the case that R&D effectiveness rises with R&D experience, that is, whether 
each “euro” spent in R&D activities is more effective in achieving innovative results if 
combined with higher R&D-experience. In order to test this last hypothesis, which is our 
main objective in this paper, we turn to the analysis of our econometric results.  
The econometric results from estimation for both product innovations and patents 
are reported in Tables 9 and 10, respectively. All regressions include our R&D-capital 
variable and its interactions with R&D-experience and with squared R&D-experience. In 
the estimation, these three regressors have been additionally interacted with firm size. In 
particular, two size dummy variables have been created: the first dummy indicates whether 
the firm has 200 employees or less, and the second whether it has more than 200 employees. 
These two dummy variables have been multiplied by each of the R&D variables. In this 
way, our estimation results allow us to differentiate the effect of R&D capital and 
experience in the two sub-samples of firms
17. Additionally, our estimation equations include 
a set of dummy variables accounting for other informal innovation related activities carried 
out by firms (scientific and technical services, quality control, imported technology, 
marketing, design, and other). It has been argued that a considerable amount of firms’ 
                                                 
17 The differentiation between these two sub-samples of firms is convenient here both because small and large 
firms tend to show different innovation patterns, and because the different sampling procedure in the ESEE for 
these firm size intervals.   31 
innovation output may be the result of these informal innovation activities undertaken by 
firms (Sirrili, 1987). Furthermore, a set of control variables such as firm size (in the form of 
six size dummies), three dummy variables that indicate whether or not the firm belongs to a 
low, medium or high technological industry and, finally, a time trend and its square have 
been included. Details about the construction and definition of these variables are given in 
Table 1.  
Columns 1 and 2 in tables 9 and 10 report the pooled regressions results both under 
the Poisson and the NB distributional assumptions, respectively.
18 In both tables, the 
parameter capturing overdispersion is statistically significant at conventional levels, 
indicating the rejection of the Poisson against the NB model (see columns (2) in both 
tables). Moreover, in column (3), the NB random effects model is estimated and tested 
against the NB pooled model. In this case, the LR test leads to the rejection of the NB 
pooled model. Finally, column (4) reports the fixed effects NB model, and the 
corresponding Hausman test rejects the null of no-correlated fixed effects. Our econometric 
sequence, therefore, suggests the choice of the estimates of the NB fixed effects model for 
both product innovations and patents as measures of innovation output. 
A first result in Table 9 is that both R&D-capital and the interaction of R&D-capital 
with R&D-experience have positive estimated signs, while the sign of the interaction of 
R&D with squared experience is negative. However, if we turn to the last column, that is, to 
our preferred estimation method, the first and third of these estimated coefficients do not 
exhibit statistical significance at conventional levels for the case of small firms. These 
results would be suggesting that the relationship between R&D effectiveness (here 
expressed in elasticity form) and R&D experience is of an inverted U-type in the case of 
large firms, and is monotonically increasing in the case of small firms. In the case of large 
firms, these results arise regardless of the distributional assumptions considered in the 
estimation, although the coefficients are somewhat lower in the panel estimation, that is, in 
columns (3) and (4). If we take the (statistically significant) results in column (4), the 
corresponding R&D-elasticity for large firms would be of a magnitude of  0.093 + 0.008 ￿ 
Eit  - 0.0004 ￿ Eit
2 , whereas for small firms the elasticity amounts to 0.007 ￿ Eit .   
 
 
                                                 
18 The number of observations included in each table differs slightly due to missing data in the dependent 
variable. It is also noticeable that the fixed effects estimation drops out part of the sample because the 
conditional method in this case needs at least one observation per firm on the dependent variable to be 
different from zero along the whole period.   32 
Table 9. Estimates of the Innovation Production Function 
  Product innovations 








  (1)  (2)  (3)  (4) 
Large firms                 
Log  K  .174**  (.007)  .129**  (.029)  .094**  (.020)  .093**  (.021) 
Log K · E  .004**  (.001)  .010*  (.006)  .007**  (.003)  .008**  (.003) 
Log K · E2  -.4e-03**  (.6e-04)  -.7e-03**  (.3e-03)  -.4e-03**  (.1e-03)  -.4e-03**  (.1e-03) 
Small firms                 
Log  K  .034**  (.004)  .043**  (.019)  .023*  (.013)  .019  (.014) 
Log K · E  .017**  (.9e-03)  .008*  (.004)  .007**  (.002)  .007**  (.002) 
Log K · E2  -.001**  (.5e-04)  -.5e-03**  (.2e-03)  -.1e-03  (.1e-03)  -.1e-03  (.1e-03) 
                 
Cient.& tech. services  .217**  (.016)  .053  (.088)  .228**  (.056)  .234**  (.059) 
Quality control  -.729**  (.015)  -.555**  (.089)  .165**  (.058)  .162**  (.060) 
Imported tech.  .248**  (.017)  .109  (.105)  .089  (.062)  .131**  (.064) 
Marketing  .173**  (.016)  .195**  (.095)  .244**  (.059)  .225**  (.061) 
Design  .907**  (.015)  .794**  (.086)  .259**  (.056)  .171**  (.058) 
Other  -.012  (.049)  -.129  (.306)  .536**  (.162)  .527**  (.166) 
Size2  .811**  (.023)  .477**  (.116)  .005  (.091)  .025  (.098) 
Size3  .594**  (.028)  .493**  (.151)  .022  (.115)  .016  (.125) 
Size4  .284**  (.028)  .343**  (.145)  .238**  (.111)  .213*  (.122) 
Size5  -.921**  (.067)  -.737**  (.195)  -.757**  (.181)  -.871**  (.196) 
Size6  -1.342**  (.076)  -.751**  (.232)  -.585**  (.208)  -.646**  (.225) 
Med. tech. sectors  -.868**  (.020)  -.684**  (.096)  .194**  (.072)  .178**  (.077) 
High tech. sectors  -.568**  (.020)  -.363**  (.110)  .465**  (.081)  .492**  (.087) 
Trend  -.076**  (.008)  .063  (.047)  .025  (.029)  .029  (.030) 
Trend2  .002**  (.5e-03)  -.004  (.003)  -.002  (.001)  -.003  (.002) 
Intercept  .564**  (.037)  .175  (.191)  -2.061**  (.132)  -1.979**  (.134) 
N. obs (N.firms)  6464  (670)  6464  (670)  6464  (670)  5094  (510) 
log likelihood  -53245.11  -10048.80  -8965.32  -6438.77 












Hausman test of correlated fixed effects    94.57 
p-value: 0.000 
Standard errors in parenthesis.  ** significant at 5% level;  * significant at 10% level   33 
 
These results indicate that our measure of R&D effectiveness is different for firms 
with different R&D-experience, and that the effectiveness of R&D rises with R&D-
experience, although at a decreasing rate in the case of large firms. For instance, in our 
sample of large firms, and for a value of 6 years undertaking R&D activities (corresponding 
approximately to the median of the sample distribution) the value of the elasticity would be 
of 0.141, that is, by about a 41% larger than the elasticity of a firm that has been 
undertaking R&D for only one year. Moreover, the maximum v alue of the estimated 
elasticity, 0.213, corresponds to an R&D-experience of about 10 years, and beyond that 
value the estimated elasticity decreases
19. Regarding the sample of small firms, and for a 
median value of 4 years of R&D-experience, the value of the R&D-elasticity would be of 
about four times the value of the R&D-elasticity of a firm with one year of experience.  In 
the light of the obtained results, it seems that the inverted U -type relationship it is also 
suggested, to some extent, in the sample of small firms. In fact, the pooled estimations 
showed in columns (1) and (2) would lead to accept as significant this shape for the 
relationship between R&D-elasticity and R&D-experience. The extent to which this result 
could be also obtained for small firms with other data samples or estimation methods is a 
matter of further investigation.
20  
Figure 3 illustrates the R&D-capital elasticities for product innovations and patents. 
The R&D-capital elasticity for product innovations is represented in Graph 1 and Graph 2 
for large and small firms, respectively. As already stated, our estimated elasticity for the 
sample of large firms reaches its maximum value between the 10
th and 11
th year of R&D-
experience, and decreases for further years of R&D-experience. However, not all points 
depicted in graph 1 are equally probable in our sample, and, in particular, 90% of the 
distribution is below 10 years of experience. On the other hand, the representation of the 
R&D elasticity-R&D experience relationship for small firms is an upwards sloping line, as 
commented above.  
If we turn now to Table 10, we observe somewhat different results when patent 
counts are taken as our indicator of innovation output. Our preferred results are also those 
from the NB fixed effects estimation but, in this case, the coefficient of the interaction term 
of R&D-capital with R&D-experience is not statistically significant, whereas the coefficient 
of the interaction term of R&D-capital with squared R&D-experience turns out to be 
positive and statistically significant for the case of large firms. For this sub-sample of large
                                                 
19 In our sample of large firms, only a 10% of firms have more than 10 years of R&D-experience. 
20 In exploratory estimations including the whole sample of firms (without distinguishing between large and 
small firms) the U-type relationship appeared as statistically significant for the case of product innovations.    34 
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firms, the formula for the calculus of the R&D-elasticity would be now 0.082 + 0.0003 ￿Eit
2. 
This R&D-elasticity is monotonically increasing with R&D-experience. However, for low 
levels of R&D-experience, the effect of the interaction term above is very small, and it 
becomes more noticeable as R&D-experience rises. This result is illustrated in Figure 3, 
Graph 3, where the (positive) slope of the curve rises with R&D-experience. For a value of 
6 years of R&D-experience, which represents approximately the median of the sample 
distribution, the value of the elasticity is about 12 % higher than the elasticity of a firm that 
has been undertaking R&D for only one year. We also observe, for instance, that a firm 
with 10 years of experience has an elasticity which is about 36% higher than the elasticity 
of a firm with only one year of R&D experience. Therefore, we obtain that the longer the 
R&D-experience the higher the value of the elasticity, possibly indicating that it is required 
a lengthy R&D-experience to benefit from dynamic economies of scale, but that, once 
accumulated the necessary knowledge, further R&D efforts pay more and more in terms of 
patents. Thus, our results indicate that the effectiveness of R&D-capital changes along the   35 
R&D history of the firm, and that the results may differ depending on the indicator of 
innovation results.  
Table 10. Estimates of the Innovation Production Function.  










  (1)  (2)  (3)  (4) 
Large firms                 
Log  K  .177**  (.014)  .074*  (.040)  .101**  (.031)  .082**  (.032) 
Log K · E  .001  (.001)  -.006  (.008)  -.003  (.004)  -.002  (.004) 
Log K · E2  .2e-03**  (.5e-04)  .6e-03  (.4e-03)  .3e-03*  (.1e-03)  .3e-03*  (.1e-03) 
Small firms                 
Log  K  -.003  (.020)  -.003  (.039)  .070**  (.032)  .063**  (.034) 
Log K · E  .044**  (.004)  .041**  (.009)  -.2e-03  (.007)  -.005  (.007) 
Log K · E2  -.002**  (.2e-03)  -.002**  (.6e-03)  -.1e-04  (.4e-03)  .3e-03  (.4e-03) 
                 
Cient./tec. services  .557**  (.039)  .285*  (.163)  .369**  (.112)  .356**  (.119) 
Quality control  -.064  (.044)  -.121  (.145)  .264**  (.114)  .292**  (.122) 
Imported tech.  -.348**  (.040)  -.341**  (.174)  -.249**  (.114)  -.230**  (.120) 
Marketing  .334**  (.038)  .481**  (.152)  -.274**  (.108)  -.366**  (.111) 
Design  .407**  (.037)  .856**  (.139)  .384**  (.105)  .247**  (.110) 
Other  -.291*  (.176)  -.465  (.503)  1.145**  (.359)  1.318**  (.381) 
Size3  1.125**  (.112)  .947**  (.262)  -.040  (.265)  -.141  (.304) 
Size4  .872**  (.113)  .802**  (.248)  .381  (.239)  .180  (.274) 
Size5  .767**  (.176)  1.958**  (.322)  -.003  (.350)  -.351  (.390) 
Size6  .152  (.191)  1.798**  (.374)  -.099  (.383)  -.450  (.423) 
Med. tech. sectors  -.190**  (.051)  -.020  (.152)  .176  (.146)  .200  (.161) 
High tech. sectors  .604**  (.044)  .436**  (.186)  .205  (.149)  .187  (.159) 
Trend  -.288**  (.021)  -.236**  (.079)  -.162**  (.052)  -.137**  (.054) 
Trend2  .013**  (.001)  .011**  (.005)  .006**  (.003)  .004  (.003) 
Intercept  -2.48**  (.135)  -2.651**  (.328)  -1.888**  (.275)  -1.437**  (.302) 
N. obs (N.firms)  6627  (671)  6627  (671)  6627  (671)  2261  (219) 
log likelihood  -9297.10  -3423.96  -3005.94  -1868.52 







LR test pooled vs. random effects.    840.75 
p-value: 0.000 
 
Hausman test of correlated fixed effects    82.06 
p-value: 0.000 
Standard errors in parenthesis.  ** significant at 5% level;  * significant at 10% level 
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The inverted U -shape of the R&D effectiveness for product innovations could be 
related to a decrease in technological opportunities of the life cycle of the firms’ product. 
However, the joint consideration of the results for product innovations and for patents may 
be interpreted in a more suggestive manner:  it might be the case that as firms accumulate 
experience in the development of their R&D activities, they are able to select more 
successfully those innovation projects with more innovative content and thus, more likely to 
be translated into patents. This would explain the joint occurrence of a lower number of 
product innovations and a higher number of patents as R&D-experience grows.
21  
The interpretation above would be in line with Beneito (2006), who has highlighted 
how the joint consideration of alternative indicators of innovative output may enrich the 
understanding of R&D performance. Unfortunately the available data do not allow us to 
distinguish the innovative and/or economic content of each of the obtained innovations the 
firm declares to have introduced in a given year. Instead we only know the number of 
innovations obtained, as well as the number of patents registered. With such a detailed data 
the offered interpretation could be tested more accurately. 
Other complementary results in Tables 9 and 10 that deserve some attention are 
those related to informal innovation activities. In our preferred specification, all the dummy 
variables capturing these informal activities have turned out to be robustly significant. In the 
case of product innovations, all kinds of informal activities contribute to the achievement of 
product innovations, whereas importing technology and marketing is negatively correlated 
with the number of patents obtained by the firm. This negative and significant sign of 
‘assimilation of imported technologies’ in the case of patents might be indicating that the 
more orientated the firm’s technological strategy is towards the import of (already existing) 
technologies, the lower the propensity to patent innovations. Informal innovation activities 
exhibit in our sample a positive correlation with formal R&D activities, rising the estimated 
R&D-elasticity if they are excluded from the estimation.
22 This point is remarkable in our 
sample because of two reasons. On the one hand, in the case of the Spanish industry, with a 
considerable percentage of firms of small and medium size, these informal R&D activities 
may be important for their innovation effectiveness. On the other hand, empirical work in 
this area does not typically include this information in the R&D patents relationship, a point 
that, among others, may help to explain the lower obtained magnitude of our R&D 
elasticities. 
                                                 
21 We are grateful to an anonymous referee for suggesting this interpretation. 
22 These results are available from the authors upon request.   37 
6.  Conclusions 
In this paper we have tested the hypothesis that, due to knowledge cumulativeness, 
the period of  time during which firms perform R&D activities, which we call R&D-
experience, is a key determinant of the number of innovations they may achieve. We have 
argued that the temporal dimension captured by R&D-experience goes beyond the effect of 
R&D investments. In particular, we have tested the hypothesis that the effect of R&D-
capital stock in the achievement of innovations depends on R&D-experience, that is, the 
number of years the firm has been performing R&D activities. By doing so, this paper has 
been an  attempt to contribute to a better understanding of the nature of the cumulative 
process of learning and the importance of experience in the achievement of innovations. 
We have investigated the role of firms’ R&D-experience in the achievement of 
innovations using a representative sample of Spanish manufacturing firms (ESEE) for the 
period 1990-2002. We first have analysed firms R&D patterns in order to determine the 
duration of firms’ R&D spells. For those spells for which, due to data restrictions, the 
starting year is unknown (left censored spells), we have implemented a three steps 
procedure. First, we have estimated a duration model to identify firm and industry 
characteristics affecting R&D durations; secondly, and as a necessary intermediate step, we 
have used the duration model results to predict expected durations for right censored spells; 
thirdly, the information on complete spells and estimated right censored spells has been 
used to non-parametrically impute durations to left-censored spells. Once we have estimated 
the R&D-experience of firms as described above, we have proceeded to estimate, within the 
framework of a knowledge production function and using count data models, the influence 
of firms’ accumulated R&D-experience on their R&D innovative effectiveness.  
Our empirical analysis has indicated that, after controlling for R&D-capital stock 
and other firms’ individual heterogeneity, firms’ R&D effectiveness rises with R&D-
experience, that is, with the accumulation of technical skills and knowledge that emerge as 
firms invest in R&D in a continuous way over time. However, the relationship between 
R&D-effectiveness and R&D experience is somewhat different depending both on the 
innovation output we consider (product innovations or patents) and on the firm size sub-
sample we analyse (small or large firms). The results seem to appear statistically clearer in 
the sample of large firms. For such a sub-sample of firms the results suggest an inverted U-
type relationship between R&D effectiveness and R&D experience in the case of product 
innovations, and a monotonic increasing relationship between them in the case of patents. 
Our preferred interpretation for such a result is that, possibly, as firms accumulate 
experience in the development of their R&D activities, they are able to select more 
successfully those innovation projects with more innovative content and thus, more likely to   38 
be translated into patents. Further investigation with other data sources and more detailed 
information could reinforce this hypothesis. Finally, and in addition to past innovation 
experience, the performance of informal innovation activities and the technological 
intensity of the industry in which the firm operates have also been found to be important 
determinants in the achievement of innovations.    39 
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APPENDIX A. The duration model: econometric methodology. 
Time intervals in our data set are of one year. Thus, the interval boundaries are the 
positive integers j=1, 2, 3, 4,…, and the interval j is  ( ] 1, jj - . For estimation, one R&D 
spell can either be complete ( 1 i c = ) or right censored ( 0 i c = ). A censored R&D spell i 
with length j intervals contributes to the likelihood function with the discrete time survival 
function (the probability of survival until the end of interval j):  








=>=- ￿   (A1) 
where  { }
** min, iii TTC = , and 
*
i T  is some latent failure time and 
*
i C  some latent censoring 
time for spell i, and  ( ) Pr11 ikii hkTkTk =-<£>- is the discrete hazard (the probability 
of ending the spell in interval k conditional to the probability of survival up to the beginning 
of this interval). A complete spell  i in the j interval contributes to the likelihood with the 
discrete time density function (the probability of ending the spell within the j interval):  
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Using (A1) and (A2), the log likelihood function for the sample of spells is: 
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￿￿￿   (A3) 
Allison (1984) and Jenkins (1995, 2004) show that (A3) can be rewritten as the log 
likelihood function of a binary dependent variable  ik y  with value one if spell i ends in year 
k, and zero otherwise: 








Lyhyh   (A4) 
This allows discrete time hazard models to be estimated by binary dependent 
variable methods and time-varying covariates to be incorporated.    44 
Following Prentice and Gloeckler (1978), we assume that hik is distributed as a 
complementary log-log (cloglog) function to obtain the discrete time representation of an 
underlying continuous time proportional hazard:
 23  
 
( ) ( ) ( ) ( )













  (A5) 
where  ( ) cj is the baseline hazard parametrically specified as in a Weibull 
( ( ) ( ) ( ) =- 1ln cjqj ),
24 and  ij x  are explanatory variables (covariates), which may be time-
varying (although constant within intervals). 
Incorporating unobserved heterogeneity, the cloglog model in (A5) becomes  
  ( ) ( ) ( ) ( ) bb Øø =--++-+ ºß 0 1expexp1ln jijiji hxxqju  (A6) 
where  ( ) ln ii u n ” , and  ni originally enters the underlying continuous hazard function 






iti htxht  multiplicatively. It is standard to assume that  n is Gamma 
distributed with unit mean and variance 
2 s , to be estimated from the data (Meyer, 1990).
25  
Not controlling for unobserved individual heterogeneity may cause two problems. 
First, the degree of negative (positive) duration dependence in the hazard (the parameter 
estimate f or (q-1)) is over-estimated (under-estimated). This is the result of a selection 
process. For instance, with negative duration dependence, individuals with high  n-value 
finish the spell more rapidly. Then, as time goes by, a higher proportion of individuals with 
low values of n remain in the spell, which implies a lower hazard. Secondly, positive 
(negative)  b  parameters are under-estimated (over-estimated). 
 
                                                 
23 Given that we are interested in a proportional hazard specification with duration data observed discrete but 
with an underlying continuous time generating process, the complementary log-log function is the most 
appropriate one. 
24 If q>1, that is, if (q-1)>0, there is positive duration dependence, what means that survival time increases the 
risk of ending the R&D spell. If q<1, that is, if (q-1)<0, there is negative duration dependence, what means 
that survival time decreases the risk of ending the R&D spell. If q=1, that is if (q-1)=0, there is not duration 
dependence. 
25 An up-to-date Stata program drawn up by S. Jenkins that implements the cloglog with gamma distributed 
unobserved heterogeneity is available from  http://www.bc.edu/RePEc/bocode/p  or it can also be o btained, 
inside the Stata program, by typing “ssc install pgmhaz8”. An initial version of the program was presented in 
Jenkins (2001).   45 
APPENDIX B. The kernel regression function estimator: the Nadaraya-Watson model. 
According to the Nadaraya-Watson kernel regression function estimator the 
corresponding non-parametric regression function estimator of  ( )
* ˆ ˆ
ii ETx b  is 




























  (B1) 
which are leave-one-out kernel estimators constructed without 
*
i T  being used in estimating 
( )
* ˆ ˆ
ii ETx b . This is convenient both theoretically and for our particular application of the 
method, given that we do not observe 
*
i T  for left and left-and-right censored spells.  
In order to apply this method, one needs to choose the kernel function  K and a 
particular bandwidth parameter  cN. We implement a univariate second order bias reducing 
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  (B2) 
where W is a positive definite matrix . We specify W = $, V  where  $ V  is the sample variance 
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  (B3) 
We will now focus on the problem of the bandwidth selection. We need the 
convergence rate of  ( )
* ˆ ˆ
ii ETx b  to the true value to be faster enough. According to Bierens   46 
(1987), the best uniform consistency rate for a univariate kernel of order two is obtained for 
16
N ccN
- =￿ , and so we use this form in the estimation.
26 Therefore, the bandwidth 
selection problem is reduced to choosing the constant  c. In our application, the constant 
part of the bandwidth was chosen to be equal to 1. There was no serious attempt at choosing 
c optimally, but we avoided values which could entail extreme bias or variability. 
 
 
                                                 
26 If we were focused on convergence in distribution, the optimal rate would have been obtained by setting 
15 - =￿ N ccN . 