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Silicon nanocrystals and nanowires have been extensively studied because of their novel proper-ties and their applications in 
electronic, optoelectronic, photovoltaic, thermoelectric and biological devices. Here we discuss results of ab-initio calculations for 
undoped and doped Si nanocrystals and nanowires showing how theory can aid and improve the comprehension of the structural, 
electronic and optical properties of these systems.
1 Introduction
The scaling down of Si structures to nanometer size has opened
new chances to overcome the inability of bulk Si as efficient
light emitter. In low-dimensional Si-based nanosystems, such as
porous-Si (a quantum sponge made up of Si nanostructures),
Si nanowires (Si-NWs) and Si-nanocrystals (Si-NCs), the pos-
sibility to achieve efficient visible photoluminescence (PL) has
been clearly demonstrated1–7. In these nanostructures the low-
dimensionality causes the zone folding of the conduction band
minimum of bulk Si, thus introducing a quasi-direct band gap.
Furthermore, the quantum confinement (QC) effect induced by
size and dimensionality reduction of the systems enlarges the
energy band gap enabling light emission in the visible range8.
QC can also enhance the spatial localization of electron and hole
wave functions and their overlap, and thus the probability of their
recombination. Moreover, size reduction offers the possibility to
modulate the electronic and optical properties and therefore to in-
crease the solar light harvesting, opening new routes in the devel-
opment of efficient, nanostructured, Si-based solar cell devices9.
Si-NCs have attracted, from the beginning, much interest be-
cause they exhibit very bright visible PL, which is tunable with
respect to their dimensions, and sample dependent high quan-
tum yields, that can be enhanced by careful surface passiva-
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tion10. Optical gain in Si-NCs has been observed and stud-
ied11–14, multiple exciton generation effects in excited carrier
dynamics after the absorption of a single high-energy photon
have been proved in ensemble of Si-NCs, revealing an efficient
carrier photogeneration that could increase solar cell perfor-
mances15–22. Indeed a full exploitation of size, shape and sur-
face termination23–32 of Si-NCs together with their low toxic-
ity and good bio-compatibility has boosted their application in
microeletronics33–36, photonics37–39, non-linear optics40, photo-
voltaics9,41,42, thermoelectrics43 , nano and biomedicine44–49.
Si-NWs are particularly appealing thanks to bottom-up growth,
that allows at overcoming the limit of conventional lithography
based top-down design. Si-NWs with very small diameters (of
the order of few nm) have been successfully grown and several
applications have been demonstrated in the field of electronics
devices, nonvolatile memories, photonics, photovoltaics, biolog-
ical sensors and thermoelectrics5,50–52. In particular in these
one-dimensional structures the electronic and optical properties
strongly depends not only on the diameter, but also on the growth
orientation, the surface termination and on the crystal phase53,54.
An additional degree of freedom in semiconductor materials
design is given by the introduction of impurities. Controlled dop-
ing is at the heart of the modern Si-based semiconductor industry.
The presence of the dopants changes remarkably the optical and
electronic properties of the host material. In particular, B and P
impurities introduce very shallow levels in the band gap of bulk
Si (above the valence band and below the conduction band, re-
spectively) than can be efficiently ionized at room temperature
increasing dramatically the conductivity of bulk Si. Doping in
Si nanostructures can be used to alter in a controllable way the
electronic, optical and transport properties of nanomaterials. As
a consequence, intentional doping with n- and p-type impurities
can be exploited to design and realize novel devices. The possibil-
calculations have been explicitly performed in order to achieve
a better comparison with respect to previous results obtained
through the use of several computational packages. In particu-
lar we note that different codes applied to the same nanosystem
calculate energy eigenvalues that differ less than 0.05 eV.
The paper is organized in the following way: in section 2 we
briefly describe the ab-initio models used for the calculations of
the structural, electronic and optical properties of Si nanostruc-
tures. In section 3 we present results regarding free-standing and
matrix-embedded Si-NCs, with particular focus on the theoretical
calculations for undoped (see subsections 3.1) and doped NCs.
We will consider mainly B and P impurities (see subsections 3.2),
but a section has been devoted to other p- and n-doping atomic
species (see subsections 3.3). Section 4 instead is devoted to Si-
NWs, with a subsection dedicated to the theoretical results for
NWs with different phases (subsection 4.3). Conclusions are pre-
sented in section 5.
2 Computational methods
Computational modelling of the structural, electronic and optical
properties of complex systems is nowadays accessible, thanks to
the impressive development of both theoretical approaches and
computing facilities. Surfaces, interfaces, nanostructures, and
even biological systems can now be studied within ab-initio meth-
ods. Even within the Born-Oppenheimer approximation, which
allows at decoupling the ionic and electronic dynamic, the solu-
tion of the Schrödinger equation that governs the physics of all
those systems is a formidable task due to the many-body long-
range electronic coulomb interaction. It is hence necessary to re-
sort to further approximations. Density Functional Theory (DFT)
avoids dealing directly with the Many-Body equation by mapping
the interacting system into a fictitious non-interacting system,
which is then described by self-consistent single particle equa-
tions62,63. Despite DFT is a ground state theory based on rela-
tions that represent a fictitious auxiliary system with no physical
meaning, it is often used to calculate band structures and their
eigenvalues are often interpreted as one electron excitation ener-
gies corresponding to the excitation spectra of the system upon
removal or addition of an electron. The level of accuracy is often
related to the approximation used to describe the exchange corre-
lation energy (Exc). Here we adopt the Local Density Approxima-
tion (LDA) where Exc of the system is replaced with the one of a
uniform electron gas with the same density. DFT-LDA is computa-
tionally cheap and permits to investigate systems of realistic size,
the agreement with experiments is often remarkable, but some-
times only qualitative: the electronic gaps of semiconductors are,
as a matter of fact, always systematically underestimated within
DFT. The Green’s function approach should be the formally cor-
rect approach to obtain the electronic addition and removal en-
ergies, through the solution of the so-called quasi-particle (QP)
equation. This is formally similar to the KS equation but instead
of the exchange-correlation potential a non-local, energy depen-
dent and non-hermitian self-energy (usually estimated within the
GW approximation) operator appears. This physically means that
excitations are described are described in terms of a particle of
finite life time, that represent the extra electron (and/or the extra
ity of enhancing the electrical conductivity of nanosized systems 
has been attempted, for instance, by fabricating porous-Si from
n- or p-doped bulk Si by means of an electrochemical etching55.
However, though the etching process does not remove the impu-
rities from the system56, a very low conductivity was measured,
even for the larger mesoporous samples. This suggests that the
ionization of the impurities at room temperature may be strongly
quenched with respect to the bulk. Therefore the possibility of
generating free charge carriers from impurity states can be lim-
ited by size effects. As for the optical properties, the introduction
in Si nanostructures of an isoelectronic impurity can modify the
indirect nature of band gap in bulk Si. However, Si does not
possess proper isoelectronic impurities that can strongly localize
excitons at room temperature and enhance the PL intensity. An
alternative approach is given by codoping. i.e. the formation
of Si nanosystems with the same number of n- and p-type im-
purities57. The first a ttempts t o d ope S i n anostructures started
about two decades ago. The results obtained revealed that doped
Si nanostructures showed different properties with respect to the
doped Si-bulk58–60.
From an experimental point of view, several factors contribute 
to make the interpretation of the measurements on these systems 
a difficult task. First of all, independently on the fabrication tech-
nique, the degree of reproducibility of a single individual NC is 
very low. For instance, samples show a strong dispersion in the 
Si-NC size, that is difficult t o d etermine. I n t his c ase i t i s pos-
sible that the measured quantity does not correspond exactly to 
the mean size but instead to the most responsive Si-NCs61. More-
over, Si-NCs synthesized by different techniques often show dif-
ferent properties in terms of size, shape and in the structure of 
the interface. Finally, in solid nanocrystal arrays, some collective 
effects caused by electron, photon, and phonon transfer between 
Si-NCs can render more complicated the interpretation of the ex-
perimental results.
In this context the role of theoretical modeling and simulations 
is extraordinarily important. In particular, ab-initio approaches 
represent a unique and very powerful instrument to predict and 
design the properties of novel molecules, materials, and devices 
with an accuracy that complements the experimental characteri-
zation. Thus the importance of the theoretical investigation lies 
not only in the interpretation of the experimental results but 
also in the possibility to predict structural, electronic, optical and 
transport properties of unexplored materials.
In this work we will describe recent and new results obtained 
by ab-initio simulations for doped and codoped Si-NCs and Si-
NWs. We will mainly consider B and P as dopant atoms due 
to their high solid solubility in silicon and because they are the 
most commonly used impurities at experimental level. The whole 
discussion will be conducted taking as reference the correspond-
ing results for undoped nanostrutures to underline the differences 
and novelties introduced by the presence of impurities. In particu-
lar, together with previous outcomes, we will present new results 
related to the doping of Si nanocrystals with different group-III 
and group-V species, to the band structures of cubic Si-NWs and 
to the comparison for stability and segregation of several dopants 
in cubic and hexagonal Si-NWs. It is worthwhile to note that new
hole added to the system) plus its screened interaction with the
electrons of the system64. Nevertheless, due to the complexity
and high-computational cost of solving this QP equation, what is
usually done is to estimate in a perturbative way, the exchange
correlation potential, Vxc, and correct the KS energies. To resolve
this problem on can use, on top of DFT-LDA, the Green’s func-
tion approach (in the so called GW approximation), that maps
the Many-Body electronic problem to a system of quasi-particles.
The main consequence of adopting this approach is the opening
of the band gap by amounts that, for nanostructures, are strongly
size dependent.
As for the optical properties, one can perform first-principles
calculation of the dielectric response taking into account many-
body interaction (namely excitonic and local-field effects)
through the solution of the Bethe-Salpeter equation (BSE)65 al-
ways within the Many-Body Green’s function approach. How-
ever, it is worth noting that results obtained through LDA are
still interesting for several reasons: i) the inclusion of many-
body effects is computationally very demanding and thus limited
to small nanocrystals and nanowires53,66,67, ii) an almost com-
plete compensation of self-energy and excitonic effect68–70 has
been observed in silicon based nanostructures, thus rendering the
KS based description significant, iii) very often, one is interested
in trends of a specific property whose behaviour remains simi-
lar going from independent-particle approximation to the many-
particle corrections. Thus, when not stated otherwise, the re-
sults of this paper are mainly been obtained using the DFT-LDA
approaches. In all the performed supercell calculations the opti-
mized structures have been achieved by relaxing all atomic pos-
tions and cell parameters. Several different packages have been
used, QUANTUM ESPRESSO71,72, SIESTA73, ABINIT74, VASP75
and YAMBO code76.
3 Silicon nanocrystals
3.1 Undoped isolated and matrix embedded Si-NCs wih dif-
ferent passivation
Si-NCs have been largely investigated in the last two decades by
scientific community for different technological applications. Re-
search activities have been mainly focused on the study of micro-
scopic properties of these systems, and in particular of the mech-
anisms that rules their electronic and optical properties. Despite
the relevant efforts dedicated to the study of these systems, im-
portant issues remain unsolved. For instance, experiments have
not totally clarified the microscopic origin of the PL peak in Si-
NCs; sometime it was assigned to transition between states local-
ized inside the Si-NC, other times to transition between defects
and/or interface states33. In this context, theory can play a cru-
cial role and can support experimental investigation by solving
fundamental controversial. In order to investigate PL in Si-NCs,
we have considered two different types of surface termination for
our model. In the first case the dangling bonds at the surface of
the Si-NCs are passivated with H atoms. Although Si-NCs usually
experience oxidation, there are experiments where NC surface
are passivated with H77. In the second case we have performed
studies for the same Si-NCs, but now with dangling bonds capped




















Fig. 1 HOMO-LUMO gaps for hydrogenated (black dots and black
squares) and hydroxided (green diamonds) Si-NCs as function of the NC
diameter.
by OH terminations. NCs have been always modelled by using a
supercell method, where a large region of vacuum was adopted
to separate points at the surface of the NC and its images, thus
avoiding effects induced by spurious interactions between repli-
cas. We consider both spherical-like and faceted Si-NCs. The
first are obtained by cutting Si atoms outside a sphere from Si
bulk, whereas the faceted NCs result from a shell-by-shell con-
struction procedure, in which one starts from a central atom and
adds shells of atoms successively. Figure 1 shows the obtained re-
sults for the Highest Occupied Molecular Orbital (HOMO)-Lowest
Unoccupied Molecular Orbital (LUMO) gaps for both the hydro-
genated and hydroxided Si-NCs. The investigation of the spatial
localization of HOMO and LUMO for the Si-NCs passivated with
H shows that these states are not related to H atoms. Therefore,
the dependence of HOMO-LUMO gap on the Si-NCs diameter is
a direct consequence of the QC effect (the NC shape does not
have any influence) and thus the observed PL is directly related to
states localized inside the Si-NCs60,78–80. For the OH-terminated
Si-NCs, instead, the changes in the HOMO-LUMO gap are strongly
dependent from the oxidation degree (see Table 1) at the NCs in-
terface. Infact, in these NCs, the Si atoms at the interface have
a different number of nearby O atoms. By defining an oxidation
degree Ω as the ratio between the number of O atoms and the
number of Si atoms bonded to them, we can compare the be-
havior of the HOMO-LUMO gap with the oxidation degree (see
second and third columns of Table 1). What emerges is a strong
correlation between the calculated gap values and Ω (a larger ox-
idation degree results in a larger gap), consequently the QC effect
dependence from the size is still there (NCs with similar Ω show
gaps with a clear dependence on the diameter), but strongly mod-
ulated by the presence of oxidation. It is worthwhile to note that
a size-dependent experimental study of the Si core-level shifts for
Si-NCs embedded in a SiO2 matrix showed that the shell around
the Si-NCs consists of three different Si suboxide states, where for
NCs with diameter less than 3 nm the presence of suboxides with
higher oxidation is favored81.
Thus these results suggest that, in the case of Si-NCs embedded
Table 1 Energy gap (HOMO-LUMO) for the OH-terminated Si-NCs as
function of the diameter and the oxidation degree Ω.

























Fig. 2 Position in energy, with respect to the HOMO (set equal to zero),
of the B related impurity state (red squares) and of the LUMO state for
the undoped Si-NCs (black dots), as function of the NC diameter.
with the observation that for Si-NCs embedded in a SiO2 matrix,
the matrix provides a strong barrier to P diffusion, inducing P
segregation in the Si rich region106,107. By contrast, still consis-
tently with experiments108, the diffusion of B toward the matrix
is significantly easier. Once more the structural relaxation around
the impurity plays a significant role. P atoms maintain a sort of
tetrahedral coordination in all the cases, with all the bonds show-
ing approximately constant characteristic lengths with Si and/or
O. Instead, B atoms tend to form, when placed at the interface
with two O atoms, a strong antibonding with one of the neigh-
bors, causing repulsion to a large distance. Experimental results
based on atom probe tomography and proximity histograms sup-
port these conclusions109–111
As regards as the electronic and optical properties for B and
P single doped Si-NCs one has to consider that in Si bulk the
extra hole associated to the B impurity creates an acceptor level
slightly above, in energy, the valence band maximum, whereas for
P impurity the extra electron creates a donor state slightly below
the conduction band minimum. Figures 2 and 3 show our results
for the position in energy of the calculated impurity state for the
H-Si-NCs single doped with B (red squares) or P (green squares).
The position of these impurity levels is compared with the energy
of the LUMO for the undoped NCs. In both figures the zero in
energy is set to the HOMO level of the corresponding undoped
Si-NCs. The binding energy (BE) of the acceptor is defined as
the energy difference between the impurity level and the HOMO,
whereas the BE of the donor is given by the energy difference
between the LUMO and the impurity level. Looking at the plots,
it is clear that the BE strongly depend on NC size. On going to
smaller NCs, the impurity levels, differently from the bulk case,
are localized well inside the Si band gap and thus necessitate of a
larger activation energy. As a consequence, the optical properties
for single-doped Si-NCs show intense absorption peaks, due to
transitions that involve the impurity states in the absorption. Only
for the larger NCs (diameters of the order of 3 nm) the absorption
spectra of the single doped case are very similar to that of the
undoped case60,80.
in SiO2 matrices, for diameters above a certain threshold, about
2-3 nm, the emission peak of the Si-NCs simply follows the QC 
model, while interface states assume a crucial role only for very 
small-sized Si-NCs82–89.
3.2 Single B and P doped and codoped isolated and embed-
ded Si-NCs
In bulk Si the level of doping lies in the interval 1013-1018 cm−3. 
In a Si-NC of about 2 nm in diameter, which possess more than 
200 Si atoms, the introduction of a single impurity atom corre-
sponds to a doping level of about 1020 cm−3, that is a quite dif-
ferent situation. Despite the large number of works dedicated to 
the study of doped and codoped Si-NCs, important unsolved is-
sues still exist. The effective dopant location, the occurrence of 
self-purification e ffects ( the t endency o f t he S i-NC t o e xpel the 
dopant atoms towards its surface), as well as the role played by 
the chemical environment of the Si-NCs are topics still under dis-
cussion56,58,59,90–97.
In H-terminated Si-NCs the dopant atom could be either inside 
the NC or on a surface position. In order to define the most stable 
impurity location, we have probed all the possible substitutional 
sites, moving from the center of the Si-NC to the surface. For each 
configuration, calculations of formation energies (FE) have been 
performed. As is known, this is a crucial quantity that allows at 
understanding which is the energy cost of creating a defect into 
an host crystal98–100. The results for the FE show that the B neu-
tral impurity tend to migrate towards a subsurface position, the 
position directly below the interface Si atoms linked to H. This 
is explained by considering that such positions are the only ones 
that allow a significant atomic relaxation around the impurity. For 
P impurities this behavior depend on the Si-NC diameter, in fact P 
atoms prefer to stay at the subsurface positions for Si-NCs with di-
ameter less than 2 nm, whereas for larger nanocrystals the Si-NC 
center is the energetically most favorable position. These results 
are not only confirmed by s everal c alculations91,97,101, but also 
supported by experiments102–104, thus confirming the possibility 
to incorporate B and P as impurities even in small Si-NCs60.
Calculations on matrix-isolated single doped Si-NCs clearly in-
dicate that for n-type doping the impurity tends to settle in the 
Si-NC core. Instead, in the case of p-type doping the interfacial 
sites are favored. Moreover, the doping of the SiO2 region is un-
likely to occur. In particular, a very high FE is required to move a P 
dopant from the Si-NC core to the silica105. This is in agreement















Fig. 3 Position in energy, with respect to the HOMO (set equal to zero),
of the P related impurity state (green squares) and of the LUMO state for
the undoped Si-NCs (black dots), as function of the NC diameter.
In the case of B and P codoped NCs the simultaneous doping
strongly reduces the FE with respect to both B or P single doped
cases, independently from their size66,92. This reduction is a con-
sequence of the carriers compensation in codoped Si-NCs, that
recover, around the impurities, an almost Td configurations. Fur-
thermore, the FE of the codoped Si-NCs depends on the distance
between the two impurities. A reduction of the distance between
the two impurities results in a reduction of the FE. In particu-
lar, the minimum of the FE is obtained when the impurities are
located at the nearest neighbors locations at the surface of the
Si-NCs. Noteworthy, it has been observed that codoping is an ef-
fective mean for promoting segregation and stability of the B and
P impurities in the Si-NC interface region109. The fact that Si-
NCs can be more easily codoped than single-doped explains the
possibility of easily grow57,112 B and P codoped colloidal Si-NCs.
As for the optoelectronic properties, Fig. 4 show our calcu-
lated energy gaps for B and P codoped Si-NCs in comparison with
the calculated gaps for the corresponding undoped cases. We see
the codoping originate a true lower energy gap. As shown in
the inset of Fig. 4, this is due to the presence of both an accep-
tor (now fully occupied, localized on the B atom) and a donor
state (now empty, localized on the P atom) within the undoped
Si-NC band gap. In the codoped case the PL emission is thus orig-
inated from donor-acceptor pair recombination mechanism. This
mechanism is at the origin of the possibility to tune the PL in
codoped Si-NCs. This tuning has been experimentally observed
and clearly related to the presence of donor-acceptor pair recom-
bination113–117. Noteworthy, as consequence of donor-acceptor
pair recombination, evidence of carrier multiplication in codoped
Si-NCs has been reported114.
3.3 Other group-III and group-V dopants
As previously underlined there are several difficulties concerning
impurity doping in Si-NCs, i.e. self-purification effects, large im-
purity formation energies, difficulty in tracking the locations of
dopants elements. Thus, while the doping of Si-NCs with boron
and phosphorus has been studied in detail, the doping with other
group-III and group-V species has been investigated in very few
cases. To our knowledge there are no experimental works regard-
ing other group-III elements, whereas for group-V dopants, with
the exception of a study concerning the role of nitrogen in the for-
mation of matrix-embedded Si-NCs118, only arsenic has attracted
some interest. In particular the structural and optical properties
of As-doped Si-NCs embedded in silicon dioxide matrices have
been investigated using Rutherford Backscattering Spectrometry,
Transmission Electron Microscopy and Photoluminescence119,120
and very recently using atom probe tomography121. It turns out
that As show a similar behavior to phosphorus both regarding
PL and the efficient incorporation of impurities in the core of Si-
NCs. In this section we briefly present results of ab initio simu-
lations concerning formation energies, changes in the structural
features, atomic location and optical properties, in the case of Al
(group-III) and N and As (group-V) doped Si-NCs, comparing the
obtained trends with those for the B and P doped nanocrystals of
the same size. All these new calculations have been performed for
free standing Si-NCs caped by hydrogen atoms with the impurity
located at the center of the NCs, whereas for the case of Si-NCs
embedded in a SiO2 matrix we have varied the atomic position of
the doping species.
The calculated formation energies are similar for the case of
group-III dopants (Al vs B), whereas in the case of group-V
dopants they are larger for N with respect to P and As. This is
a consequence of the larger rearrangement of the Si atoms near
the impurity for the N case, owing to the small dimension of N. It
is interesting to note that for Al impurity, as in the case of B, we
found around the dopant a C3V symmetry, due to the presence
of one longer and three equally shorter Si-impurity distances,
whereas in the case of As and P we found four similar impurity-Si
bond lengths. The case of N represents again an exception, since
the similarity between the four impurity-Si bond lengths is not so
clear. Thus it seems that the structural features induced by the
impurity presence are linked directly to the their valence (triva-
lent vs. pentavalent atoms). In the case of Si-NCs embedded in a
silicon dioxide matrix, again, for p-type doping the behavior of Al
is similar to that of B (the sites at the interface with the matrix are
favoured), and for n-type doping the behavior of N is similar to
that of P (there is for the impurity a strong tendency to be located
in the Si-NC core).
Concerning the computed optoelectronic properties, the Al im-
purity (like B) originates shallow acceptor levels in the band gap
of the Si-NCs, whereas N, differently from P, induces deep donor
levels. Moreover, as consequence of the quantum confinement ef-
fect the energy position of these levels strongly depends on the
Si-NCs diameter. For smaller diameters the acceptor and donor
levels are located deeper in the nanocrystals band gap. Regard-
ing the calculated optical spectra, in small Si-NCs the Al-related
absorption peaks are more intense than those related to B im-
purity, but they become of similar intensity for larger nanocrys-
tals. For group-V impurities the deeper donor character of the
N impurity is clearly reflected in the optical spectra, that show
impurity-related absorption peaks highest in energy with respect
to the other dopants.

















Fig. 4 Comparison between the HOMO-LUMO gaps of the undoped
(black dots) and codoped (red squares) hydrogenated Si-NCs as a func-
tion of the NC diameter. In the inset a schematic illustration of the energy
level structures in both cases.
4 Silicon nanowires
4.1 Cubic-diamond Si nanowires
Because of their natural compatibility with silicon based technolo-
gies, cubic-diamond (3C) Si-NWs have being extensively theoreti-
cally studied and several experiments have already characterized
their main structural and electronic properties5,6,50–52,54,122. It
has been possible to fabricate, for example, single-crystal Si-NWs
with diameter as small as 1 nm and lengths of a few tens of mi-
crometers. Ultrathin NWs show a substantial blue-shift with de-
creasing the size as revealed by STS measurements123. Si-NWs
grow along well-defined crystalline directions: depending on the
size, one can fabricate <110>, <111> and <112> NWs. In par-
ticular, surface passivation is required to obtain semiconducting
ultrathin NWs.
Fig. 5 report our DFT-LDA calculations for the band structures
of Si-NWs of different orientation and size. All the dangling bonds
at the NW surface are capped by H atoms. We note that i) in all
cases we find a direct band gap at Γ. The direct nature of the
fundamental gap is due to the folding of bulk bands, ii) moreover,
as consequence of QC effects, the electronics gaps are much larger
with respect to bulk Si, iii) the electronic properties vary changing
the growth orientation of wires. This is a result of the anisotropic
behaviour of these low dimensional systems. Indeed the gap for
the <100> direction is larger than that of <111> and <110>
direction.
As regards the optoelectronic properties, we found that the GW
correction the to DFT-LDA band gaps are much larger than in the
bulk case and that they depend on the size and on the orientation
of the wire. The excitonic effects are very strong originating a
very large binding energy for the electron-hole bound states. In-
deed the wires are almost transparent when the light is polarized
in the direction perpendicular to the axis of the wire53. This is
due to the microscopic fields, induced by the external perturba-
tion, which screens the electric field in the NWs.
Table 2 reports our calculated DFT-LDA, quasi- particle (self-
Fig. 5 Band structure at the DFT-LDA level for Si-NWs grown along the
[100] (top panel), [111] (central panel), [110] (lower panel) direction. In
each panel the plots for different wire cross section, l = 0.4 nm (left), l =
0.8 nm (center), l = 1.2 nm (right) are reported. The zero of the energy is
set to the top of the valence band.
energy, GW calculations) and excitonic (BSE calculations) gaps
for all the Si-NWs of Fig. 5. An almost complete compensation,
for the absorption onset, of the self-energy and excitonic contribu-
tions is observed. This fact confirms again the validity of the DFT-
LDA description, especially regarding trends of a specific quantity.
Table 2 DFT, quasi Particle and excitonic gaps for Si-NWs with different
orientation and size. All values are in eV.
Wire size Orientation Egap(DFT) Egap(QP) Egap(EXC)
[100] 3.8 6.2 4.4
0.4 nm [111] 3.5 5.7 4.1
[110] 2.5 4.2 3.0
[100] 2.5 4.2 3.0
0.8 nm [111] 2.2 3.5 2.7
[110] 1.4 3.0 1.8
[100] 1.8 3.1 2.3
1.2 nm [111] 1.2 2.3 1.9
[110] 1.0 2.1 1.7
4.2 Doped cubic-diamond Si nanowires
Doping in 3C-Si-NWs has been examined in depth from theoreti-
cal and experimental point of view124–136, focusing mainly on B
and P single doping. Experimentally, it has been clearly demon-
strated that, with the current growth methods, it is possible to
incorporate group III and V impurities into the wire and to ob-
tain both n-type and p-type wires. On the other hand, theoret-
ical investigations have shown that B and P impurities give rise
to energetic levels deep in the band gap, and that they prefer to
segregate towards the surface of the wire in order to minimize
mechanical stress and distortions. The simultaneous addition of
B and P impurities, codoping, has also been demonstrated to be a
fundamental tool for modifyng the electronic and optical features
of NWs137. Unlike the case of B and P single doped systems,
very few theoretical studies124,130 have addressed the analysis of
B and P codoped Si-NWs, and moreover they have been mainly
focused on very thin NWs (with diameters up to 1.6 nm). We in-
vestigated the FE and the band structure for <110> oriented B-P
codoped H terminated Si-NWs with a diameter of 2.4 nm using
the SIESTA code138. The results show that the impurities tend
to get closer together and to occupy edge positions, as a conse-
quence of greater freedom of mechanical relaxations. P atoms
will have a preference to sit in inner subsurface sites (as in the
case of codoped Si-NCs). The simultaneous addition of B and
P only slightly modifies the energy band gap value with respect
to the pure wire (see Table 3) and the introduction of impuri-
ties does not change too much the dispersion of the electronic
states. The analysis of wave function localization of the band
edges shows that the top of the valence band is located at the
B impurity, while the bottom of the conduction band is located
at P. The calculated reduction of the band gaps is thus due to
donor-acceptor transitions as in the case of Si-NCs, even if in the
case of NWs, due to the fact that QC effects act only in the di-
rections perpendicular to the growth axis, this reduction is much
smaller. Only for edge-edge configuration valence band maxi-
mum and conduction band minimum are both localized on Si,
whereas the impurity states are localized in the bands.
Table 3 DFT-LDA band gaps (in eV) for the pure H terminated Si-NW
(<110> direction and diameter of 2.4 nm) and for different codoped P-B
configurations.
Pure B core-P core B core-P edge P core-B edge B edge-P edge
0.97 0.91 0.81 0.80 0.96
4.3 Hexagonal Si nanowires
The theoretical and experimental investigation of novel phases in
Si-NWs has attracted a huge interest in the last years139–144. In
particular, Si-NWs showing the hexagonal-diamond (2H) phase
have been the object of an intense study because of their poten-
tial of adding new functionalities to 3C Si-NWs. The electronic,
optical and transport properties of 2H-Si-NWs145–151 have been
under scrutiny highlighting how this phase can offer a further de-
gree of property modulation with respect to the versatility of 3C-
Si-NWs. For example, it has been shown that 2H-Si-NWs are char-
acterized by a more pronounced QC effect than 3C-Si-NWs and by
a more enhanced optical absorption in the visible region147. For
very small diameters, 2H-Si-NWs have a larger band gap with re-
spect to 3C-Si ones, but the difference vanishes for diameters of
the order of 4 nm and then it changes sign for larger diameters.
For very large NWs, when QC effects become negligible, band
gaps converge to the bulk value, that is 0.1-0.2 eV larger for 3C
than for 2H. Indeed, differently from the 3C case, the band gap
of 2H-Si-NWs is indirect for the smallest considered diameter, but
it becomes direct for the other cases147.
4.4 Doped hexagonal Si-NWs
Much less attention have been dedicated instead to the behaviour
of dopants in 2H-Si-NWs. In a recent study151 we performed ab
initio DFT calculations to describe the properties of p-type and n-
type dopants, located at the innermost sites, in 2H-Si-NWs com-
paring our results with those obtained for 3C-Si-NWs. All the
surface dangling bonds are saturated by H atoms. Our findings
for the middle and large diameters NWs (beyond the QC regime)
can be summarized as follows: i) p-dopants have a lower forma-
tion energy when they are in 2H wires with respect to 3C ones, ii)
n-type dopants, in first approximation, do not show any prefer-
ence of phase. The origin of this different behaviour was ascribed
to the different symmetry that is induced when a dopant is in-
serted in one specific phase. While p-type dopants preserve the
C3V symmetry of the host 2H lattice, n-type dopants show a clear
tendency to occupy Td lattice sites.
Here, we expand on our previous results by investigating the
structural and electronic properties of group III and V dopants in
ultrathin Si-NWs (with diameter of 2 nm).
We performed ab initio DFT calculations whose details are the
same of Ref.151.
Table 4 The calculated formation energy (E f orm) (in eV) for group III (B,
Al, Ga) and V (N, P, As) impurities in 3C-Si- and 2H-Si-NWs.
Group Impurity 3C-NWs 2H-NWs
B -6.338 -6.230
III Al -2.609 -2.637
Ga -1.727 -1.754
N -4.201 -4.158
V P -5.059 -4.908
As -2.541 -2.423
Table 5 The nearest neighbour distances to the first neighbouring atoms
of impurities for group III impurities in 3C-Si- and 2H-Si-NWs. For 2H sys-
tems, the first three bond lengths corresponds to bonds between atoms
in the basal plane of the hexagonal cell. The fourth bond length is instead
the one along the c direction.




























there are few interesting differences that can be pointed out: i)
the impurity state in the 2H phase are always flatter than in the
case of 3C, as a consequence of the more pronounced QC effect
of the former, ii) the activation energy of the B dopant is larger
in the case of 2H-Si-NW with respect to the 3C phase (70 meV
to be compared with 163 meV, respectively). In the case of P we
observed an opposite behaviour as the activation energy amounts
to 180 meV in 2H-Si-NW to be compared with 95 meV calculated
for 3C systems.
5 Conclusions
The properties of undoped and n- and p-doped Si-NCs and Si-NWs
obtained through ab-initio calculations have been discussed. We
showed that first-principle calculations can be a powerful tool for
the understanding of the effects induced by substitutional dop-
ing on the structural, electronic and optical properties of free-
standing and matrix-embedded Si nanostructures. The preferen-
tial positioning of the dopants and their effects on the structural
properties with respect to the undoped case, as a function of the
nanocrystals diameter and termination, have been characterized
through total-energy considerations. The localization of the ac-
As a first step, in order to investigate the structural stability of 
an impurity in one phase with respect to the other, we performed 
calculations of FE, within the scheme reported in Ref.151. Results 
of these calculations are reported in Table 4. The table clearly 
shows that, for both group III and V impurities, the difference in 
the FE between the two phases does not exceed 0.1 eV. Though 
the stability of impurities is slightly larger in the cubic phase, this 
means that there is not a clear preference of one phase with re-
spect to the other one. This finding i s i n c ontrast t o w hat was 
found in the case of middle and large diameter NWs151. This 
different behaviour can be related to the different structural reor-
ganization around the impurity that one can observe in ultrathin 
NWs. While in the bulk system and large diameter NWs the host 
crystal, together with its symmetry, may favor or not the stability 
of a given impurity, in the case of a small NW the major degree 
of geometrical relaxation is an ideal chemical environment for all 
the types of dopants. In other words, each impurity can find its 
structural stability regardless of the phase. This is more evident 
if one looks at the first neighbours distance around the impurity 
after relaxation reported in Table 5 and 6.
Interestingly, the local symmetry around the impurity in an ul-
trathin NW does not change too much from one phase to the 
other. This is in contrast with respect to what we found in the 
case of large diameter NWs in which the rigidity of the host lat-
tice has a much pronounced influence on determining the dopant 
symmetry. When the size of the NW shrinks down to few nm, the 
possibility for Si atoms to accommodate stress is much larger in 
both the phases and hence the role of the symmetry of the host 
lattice is less pronounced. This is the reason why, as in the case 
of Si-NCs, group III atoms, have a C3V symmetry (three short and 
one longer bond length with first neighbours) in both 3C- and 2H-
Si-NWs (see Table 5) while group V atoms present, independently 
from the phase, the Td configuration ( the four bond l engths are 
practically the same, see Table 6, with the exception of N, the 
smallest impurity).
Calculations of the electronic structure have been done only for 
B and P impurities, which are the most common dopants for both 
3C- and 2H-NWs. Results of band structure calculations are re-
ported in Fig. 6 and Fig. 7. With respect to the band structures 
of the corresponding undoped NWs147 we note the presence of 
the impurity states near the band edges (B atom state is located 
near the valence band, that related to the P atom near the con-



























3C Si NW 
B doped 
Fig. 6 Band structure of B doped 2H-Si-NWs (left) and B doped 3C-Si-




























3C Si NW 
P doped
Fig. 7 Band structure of P doped 2H-Si-NWs (left) and P doped 3C-Si-
NWs (right). The zero of the energy is set to the Fermi energy of the
system.
Table 6 The nearest neighbour distances to the first neighbouring atoms
of impurities for group V impurities in 3C-Si- and 2H-Si-NWs. For 2H sys-
tems, the first three bond lengths corresponds to bonds between atoms
in the basal plane of the hexagonal cell. The fourth bond length is instead
the one along the c direction.




























ceptor and donor related levels in the band gap of the Si-NCs and
Si-NWs, together with the impurity activation energy, have been
discussed as a function of the nanostructures size. The dopant
induced differences in the optical properties with respect to the
undoped case have been presented. The role played by interface
effects, orientation growth and phases has been outlined. Indeed
we have studied the case of B and P codoped nanocrystals and
nanowires showing that if carriers are perfectly compensated, the
Si nanostructures undergo a minor structural distortion around
the impurities inducing a significant decrease of the impurities
formation energies with respect to the single doped case. Due
to codoping, additional peaks are introduced in the absorption
spectra, giving rise to a size- and dopant localization- dependent
red-shift of the optical spectra. These results give a strong indica-
tion that with doping it is possible to efficiently tune the optical
properties of silicon nanostructures.
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