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RESUMEN: El objetivo central del presente trabajo es encontrar las expresiones analíticas para el cálculo de la 
probabilidad de detección correcta y de falsa alarma de un detector digital no lineal, usado como elemento central en 
la etapa de detección, de un receptor que procesa señales de comunicación y navegación para bajos niveles de 
relación señal a ruido y altos corrimientos Doppler. Para ello se encontrará el espectro energético del cuadrado de la 
envolvente  compleja  del  proceso  entrante  y  la  p.d.f  resultante  en  la  salida  del  procesador  de  Fourier.  Dichos 
resultados permiten graficar las curvas de detección de la señal, para una probabilidad de alarma falsa dada, y 
comparar con resultados obtenidos experimentalmente en simulación. 
PALABRAS CLAVE: detección, probabilidad de detección, probabilidad de falsa alarma. 
ABSTRACT: The central objective of the present work is to find analytical expressions for the detection and false 
alarm probabilities computation in a nonlinear digital detector, used as the main detection device of a receiver that 
processes communication and navigation signals with low signal to noise ratios and high Doppler shifts. In order to 
accomplish this task, the energy spectrum of the squared complex envelope of the incoming process and the resulting 
p.d.f out of the Fourier processor are calculated. These results allow to find the curves of detection probabilities of 
the signal, for a given false alarm probability, and compare them with experimentally curves, found by means of 
simulation. 
KEYWORDS: detection, detection probability, false alarm probability. 
1.  INTRODUCCIÓN 
Entre las exigencias requeridas para los dispositivos 
electrónicos  portátiles  modernos,  usados  en  los 
sistemas  aeronáuticos  y  estaciones  satelitales 
livianas,  se  encuentra  la  de  proveer  servicios 
integrados  de  comunicación,  navegación  e 
identificación  [1­4].  La  base  para  el  diseño  y  la 
implementación unificada de estos sistemas son los 
esquemas  de  software­radio  [5,6],  gracias a 
su versatilidad, confiabilidad y economía.  La 
detección  de  la  señal  y  estimación  de  sus 
parámetros en la etapa inicial de entrada en 
servicio en este tipo de receptores unificados, 
que  pueden  operar  en  condiciones  de  muy 
baja relación señal a ruido, del orden de 1,5­5 
dB, y con grandes rangos de indeterminación.Vélez et al  272 
en frecuencia, 4 kHz, mejora considerablemente el 
desempeño  de  los  mismos  [7].  En  las  referencias 
[8,9]  se  presenta  un  detector  digital  que  permite 
identificar  la  presencia  de  la  señal  y  realizar  una 
primera  estimación  gruesa  de  la  frecuencia  de  la 
misma, el cual está basado en una transformación no 
lineal de la mezcla de señal y ruido, seguido luego 
del análisis espectral de dicha señal. Este detector es 
la  parte  básica  inicial  del  módulo  de  entrada  en 
servicio de un receptor que ha sido implementado en 
un sistema unificado de procesamiento de señales de 
comunicación  y  navegación  satelital.  El  sistema 
opera para 4 tazas de transmisión: 2,4  Kbps, 4,8 
Kbps, 9,6 Kbps y 19,2 kbps. 
La idea del presente trabajo es encontrar expresiones 
analíticas  para  el  cálculo  de  la  probabilidad  de 
detección correcta D y de falsa alarma F de dicho 
detector.  Para  ello  se  encontrará  el  espectro 
energético del cuadrado de la envolvente compleja 
del proceso  de  entrada, conformado por una señal 
BPSK  y  ruido  blanco,  así  como  la  función  de 
densidad de probabilidad (p.d.f.) del módulo de los 
valores en la salida del procesador de Fourier, para 
una  entrada  de  solo  ruido  y  señal  más  ruido 
respectivamente. 
El  método  de  análisis  del  proceso  aleatorio  en  la 
salida del bloque no lineal se realizará utilizando el 
método  directo  [10,11].  Con  la  ayuda  de  estos 
resultados se graficarán las curvas de detección de la 
señal, para una probabilidad de alarma falsa dada, y 
se  compararán  con  los  valores  encontrados 
experimentalmente  por  medio  de  simulación.  Los 
resultados mostrados se presentarán para las señales 
de  comunicación,  debido  a  que  las  señales  de 
navegación necesitan un procesamiento secundario 
que no se describe en este artículo. 
El diagrama de bloques simplificado del detector se 
muestra en la figura 1. La mezcla inicial de la señal 
modulada  )  (t  u  s  y  el  ruido  )  (t  n  ,  da  origen  al 
proceso  )  (  )  (  )  (  t  n  t  u  t  u  s  +  =  . En el bloque formador 
de  la  señal  en  cuadratura  (FC)  se  forman  dos 
componentes  digitales  de  baja  frecuencia  en 
cuadratura. Estas componentes, descritas en adelante 
como  la  parte  real  e  imaginaria  de  la  envolvente 
compleja  )  (  )  (  )  (  t  U  t  U  t  U 
NO  SO  o  &  &  &  +  =  del  proceso 
)  (t  u  , pasan por el filtro pasa bajas digital (DLPF) y 
luego  entran  al  bloque  de  elevación  al 
cuadrado de la envolvente compleja  )  (t  U  &  , en 
donde  se  elimina  la  modulación  de  fase. 
Posteriormente, en el procesador de Fourier, 
bloque  FFT,  se  encuentra  el  espectro 
complejo  )  (w  y  S &  del  cuadrado  de  la 
envolvente compleja  )  (  )  ( 
2  t  U  t  y  &  &  =  . 
Figura 1. Diagrama de bloques simplificado del 
detector digital unificado 
Figure 1. Simplified block diagram of the unified 
digital detector 
En la última etapa se busca el módulo de la 
componente máxima del espectro Spmax, cuyo 
valor  se  compara  con  un  umbral  escogido 
previamente  según  el  criterio  de  Neyman­ 
Pearson  [12]  y  una  técnica  de  verificación 
similar a las presentadas en [13]. Si Spmax es 
mayor  que  dicho  umbral  se  establece  una 
bandera que indica la presencia de señal y se 
forma  la  estimación  de  la  frecuencia  de  la 
portadora. De lo contrario, se repite la rutina 
de búsqueda hasta el momento de detección 
de la señal. 
2. CARACTERÍSTICAS ESTADÍSTICAS 
DEL  PROCESO  EN  LA  SALIDA  DEL 
BLOQUE ELEVADOR AL CUADRADO 
Para  simplificar  el  análisis  del  proceso 
aleatorio, en la salida del bloque de elevación 
al  cuadrado,  tendremos  en  cuenta  lo 
siguiente:Dyna 162, 2010  273 
1.  Se  supondrá  que  el  bloque  FC  forma  dos 
componentes  cuadráticas  del  proceso  sin 
distorsión. 
2.  Los  procesos  observados  serán  considerados 
funciones de tiempo continuo t. 
Escribamos  la  envolvente  compleja  de  la  señal 
BPSK como 
e 
o  t  s  j 
t  U  U  t  U  PM  SO  SO 
)  ( 
)  (  )  ( 
j  w  + 
=  &  ,  (1) 
donde  so  U  es la amplitud de la señal,  o  j  es la fase 
inicial de la señal,  s  s  f  p  w  2  =  es la desviación de la 
frecuencia  de  la  señal  con  respecto  a  su  valor 
nominal,  )  (t  U 
PM  es la función de modulación, que 
toma valores equiprobables  –1. 
El proceso aleatorio complejo en la salida del bloque 
cuadrático es igual a: 
2  2  ))  (  )  (  (  )  (  )  (  t  U  t  U  t  U  t  y 
N  S  &  &  &  &  +  =  =  ,  (2) 
en  donde  )  (t  U 
S  &  y  )  (t  U 
N  &  son  la  envolvente 
compleja  de  la  señal  y  el  ruido  en  la  salida  del 
bloque  DLPF  correspondientemente,  obtenidas 
mediante la convolución de  )  (t  U  o  &  y la respuesta al 
impulso  )  (t  g  &  . 
Encontremos  la  función  de  autocorrelación  (AF) 
)  ,  (  t  K  y  t  &  del proceso  )  (t  y  &  . Teniendo en cuenta que 
los procesos  )  (t  U 
N  &  y  )  ( 
2  t  U 
N  &  tienen valor promedio 
cero, que la esperanza matemática de la envolvente 
compleja  )  (t  U  s  &  también  es  cero  y  utilizando  los 
resultados  presentados  en  [10,14],  es  posible 
demostrar que la AF del cuadrado de la envolvente 
compleja es 
+  =  )  ,  (  )  ,  (  2  t  K  t  K 
S  U  y  t  t  &  & 
)  ,  (  )  ,  (  )  ,  (  4  2  t  K  t  K  t  K 
N  N  S  U  U  U  t  t  t  &  &  &  +  +  ,  (3) 
En donde  )  ,  (  t  K 
S  U  t  &  y  )  ,  (  2  t  K 
S  U  t  &  son las AF de la 
envolvente compleja de la señal y de su cuadrado 
respectivamente.  De  manera  similar,  )  ,  (  t  K 
N  U  t  &  y 
)  ,  (  2  t  K 
N  U  t  &  son las AF de la envolvente compleja del 
ruido  y  de  su  cuadrado  correspondientemente.  De 
esta  forma,  la  AF  del  cuadrado  de  la  envolvente 
compleja  del  proceso  tiene  tres  componentes:  la 
primera  de  ellas  ocasionada  solo  por  la  señal;  la 
segunda es producto de la interacción entre la 
señal  y  el  ruido  como  consecuencia  de  la 
transformación  no  lineal  y  la  tercera  es 
causada solo por el ruido. 
La  dependencia  de  la  AF  con  respecto  al 
tiempo  es  causada  por  los  procesos 
transitorios  en  el  filtro. Teniendo  en cuenta 
que  las  características  estocásticas  del 
detector, se determinan a partir de la varianza 
del  ruido  en  el  canal  del  analizador  de 
espectros  FFT  y  que  la  duración  de  la 
realización del proceso  )  (t  y  &  , para la cual se 
calcula  la  FFT,  es  mucho  mayor  que  la 
duración  de  los  procesos  transitorios  en  el 
filtro,  entonces  es  posible  despreciar  la  no 
estacionariedad para el cálculo de la AF del 
proceso  )  (t  y  &  . Adicionalmente, la simulación 
ha  mostrado  que,  incluso,  para  la  máxima 
velocidad observada (19,2 Kbps), cuando el 
ancho  de  banda  de  la  señal  es 
aproximadamente  1,5  veces  menor  que  el 
ancho  de  banda  del  filtro,  la  primera 
componente en la expresión (3), causada por 
las distorsiones en el filtro, es menor en un 
orden de 2, que el resto de componentes. Por 
estas  razones,  en  adelante  no  se  tendrá  en 
cuenta esta componente para el cálculo. De 
esta  forma,  la  AF  del  proceso  )  (t  y  &  se 
encuentra aproximadamente como 
)  (  )  (  )  (  4  )  (  2  t  t  t  t 
N  N  S  U  U  U  y  K  K  K  K  &  &  &  &  +  =  .  (4) 
Es  posible  demostrar  que,  si  el  ruido  es 
Gaussiano, entonces, en correspondencia con 
[10] 
)  (  2  )  ,  ( 
2 
2  t  t 
N  U  N 
K  t  K 
U  &  &  =  .  (5) 
Teniendo  en  cuenta  esto,  finalmente 
obtenemos: 
)  (  2  )  (  )  (  4  )  ( 
2  t  t  t  t 
N  U  N  S  K  K  K  K  U  U  y  &  &  &  &  +  =  .  (6) 
Aplicando  el  teorema  de  Einstein­Wiener­ 
Jinchin  [10,15]  a  (6)  y  utilizando  las 
propiedades de las transformadas de Fourier 
encontramos  la  Densidad  Espectral  deVélez et al  274 
Potencia  (PSD)  del  cuadrado  de  la  envolvente 
compleja para la mezcla de señal más ruido: 
+  ˜  =  )  (  )  (  4  )  (  w  w  w 
N  U  S  U  G  G  G y  &  &  & 
)  (  )  (  2  w  w 
N  U  N  U  G  G  &  &  ˜  +  ,  (7) 
en  donde  )  (w 
S  U  G  &  y  )  (w 
N  U  G  &  son  los  espectros 
energéticos de la envolvente compleja de la señal y 
ruido respectivamente. 
Veamos un caso particular, cuando  el DLPF tiene 
una respuesta en frecuencia ideal cuadrada con un 
ancho de banda de paso igual al ancho de banda de 
la  señal  y  no  afecta  la  misma.  En  este  caso,  la 
envolvente  compleja  del  ruido  )  (t  U 
N  &  tiene  un 
espectro energético simétrico uniforme igual a 
￿ 
￿ 
￿ 
> 
£ 
= 
n 
n  o 
U 
G 
G 
N  w  w 
w  w 
w 
|  |  ,  0 
|  |  , 
)  (  &  ,  (8) 
en donde  n  n  f  p  w  2  =  es la frecuencia de corte del 
filtro. El valor fn  se determina a través de la mitad 
del espectro de la señal  2  /  s  F  D  y la desviación de 
frecuencia máxima fsmax como 
max  2  /  s  s  n  f  F  f  +  D  =  .  (9) 
El  nivel  del  espectro  energético  del  ruido  o  G  es 
igual a 
n 
N 
o  f 
G 
2  s 
=  ,  (10) 
En donde 
2 
N  s  es la varianza de las componentes en 
cuadratura del ruido. 
La AF de la envolvente compleja de la señal BPSK 
es igual a 
e 
s  j 
U  PM  SO  S  K  U  K 
t  w  t  t  )  (  )  ( 
2  =  &  ,  (11) 
en  donde  )  (t 
PM  K  es  la  AF  de  la  función 
moduladora, la cual se define, para una duración del 
símbolo Tc, como [13] 
￿ 
￿ 
￿ 
> 
<  - 
= 
c 
c  c 
T 
T  T 
K  PM  |  |  ,  0 
|  |  ,  |  |  1 
)  ( 
t 
t  t 
t  , (12) 
Ahora,  teniendo  en  cuenta  la  expresión  (7), 
encontremos  el espectro energético del cuadrado de 
la  envolvente  compleja  de  la  mezcla  de  señal  y 
ruido. Para ello denotemos 
)  (  )  (  4  )  (  w  w  w 
N  U  S  U  SN  G  G  G  &  &  ˜  = 
)  (  )  (  2  )  (  w  w  w 
N  U  N  U  NN  G  G  G  &  &  ˜  =  (13) 
El  espectro  energético  de  la  envolvente 
compleja de la señal es 
=  =  ￿ 
¥ 
¥  - 
-  - 
t  t  w 
t  w  w 
d  K  U  G  e 
s  j 
PM  SO  S  U 
)  (  2  )  (  )  (  & 
2 
2 
2 
)  ( 
2 
1 
œ  ß 
ø 
Œ  º 
Ø  - 
= 
c  s 
c 
T 
T  U  SO 
w  w 
p 
sinc  .  (14) 
Utilizando  las  expresiones  (8)  y  (14) 
encontramos la convolución (13): 
·  = 
p 
w 
2 
4 
)  ( 
2 
c  o 
SN 
T  G  U 
G 
SO 
￿ 
+ 
- 
W  œ  ß 
ø 
Œ  º 
Ø  -  W 
· 
n 
n 
d 
T  c  s 
w  w 
w  w 
w 
2 
2 
)  ( 
sinc  .  (15) 
Haciendo  el  cambio  de  variable 
2 
)  (  c  s  T 
x 
w  -  W 
=  , llevamos la expresión (15) 
a la forma 
Œ 
º 
Ø 
-  ￿ 
ł 
￿ 
￿ 
Ł 
￿  -  + 
= 
2 
)  ( 
2 
4 
)  ( 
2 
c  S  n  o  T 
T 
G  U 
G 
SO 
SN 
w  w  w 
p 
w 
œ 
ß 
ø 
￿ 
ł 
￿ 
￿ 
Ł 
￿  -  - 
- 
2 
)  (  c  S  n  T 
T 
w  w  w 
,  (16) 
en donde 
)  2  (  2 
1  )  2  cos( 
2  )  (  x 
x 
x 
xdx  x  T  Si  sinc 
2  + 
- 
=  =  ￿ 
y Si(x) es la función seno integral. 
La  integral  de  convolución  (13),  que 
determina  )  (w 
NN  G  , es igual a 
￿ 
￿ 
￿ 
￿ 
￿ 
￿ 
￿ 
> 
£  £  - 
£  £  -  + 
< 
= 
n 
n  n  o 
n  n  o 
n 
G 
G 
G 
NN 
w  w 
w  w  w  w 
w  w  w  w 
w  w 
w 
2  ,  0 
2  0  ),  2  (  2 
0  2  ),  2  (  2 
2  ,  0 
)  ( 
2 
2 
(17) 
Reemplazando en (7) las expresiones (16) y 
(17)  obtenemos  la  expresión  final  para  el 
espectro  energético  en  la  salida  antes  de  la 
FFT 
).  (  )  (  )  (  w  w  w  NN  SN  y  G  G  G  +  =  &  (18) 
De la última expresión (18) se observa que, 
debido a la presencia de la señal, el espectroDyna 162, 2010  275 
del  proceso,  en  la  salida  del  bloque  encargado  de 
elevar la señal al cuadrado, tiene una componente 
adicional  de  ruido,  concentrada  cerca  de  la 
frecuencia central de la señal de entrada. 
Figura 2. Espectros energéticos del proceso para una tasa 
de transmisión de 9,6 kbps. 
Figure  2.  Energy  spectrum  of  the  process  for  a 
transmission rate of 9,6 kbps 
En la figura 2,a se muestra los resultados del cálculo 
del espectro energético obtenido con la ayuda de las 
expresiones  (16­18).  Se  escogieron  los  siguientes 
valores  de  parámetros  para  el  cálculo:  tasa  de 
transmisión de 9,6 kbps, relación señal a ruido en la 
entrada del detector igual a 1,5 dB y una desviación 
de frecuencia de la señal de 1,875 kHz.  En la figura 
2,b  se presenta los resultados obtenidos, teniendo en 
cuenta la respuesta en frecuencia total del sistema de 
filtrado  del  detector,  tomada  experimentalmente. 
Para  ello  se  combinaron  parte  de  los  resultados 
obtenidos analíticamente con técnicas numéricas en 
la  solución  de  la  ecuación  (7).  Los  resultados  del 
cálculo se compararon con los resultados obtenidos 
en  un  modelo  de  simulación.  Se  observa  que  las 
curvas  teóricas  y  experimentales  prácticamente 
concuerdan. 
3.  CÁLCULO  DE  LAS  CARACTERÍSTICAS 
ESTADÍSTICAS  DE LOS  PROCESOS  EN LA 
SALIDA DEL PROCESADOR FFT 
En virtud del teorema del límite central es posible 
considerar que cuando el tamaño de la transformada 
de  Fourier  es  grande,  la  función  de  densidad  de 
probabilidad de las muestras del espectro, en 
la  salida  del  procesador  de  Fourier,  es 
normal. Por esta razón la p.d.f ws+n(z) de una 
muestra del espectro en amplitud en el canal 
del procesador de Fourier, donde cae la señal, 
se describe con la distribución de Rice [10]: 
, 
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(19) 
donde Аm и sv 
2 son la amplitud de la señal y 
la varianza del ruido en la salida del canal de 
la FFT, I0 es la función de Bessel modificada 
de orden cero. Para encontrar la varianza del 
proceso en la salida del canal de la FFT que 
contiene la señal en un momento dado (este 
canal corresponde al  doble  de la frecuencia 
de  la  señal,  puesto  que  ha  pasado  por  un 
bloque  que  eleva  dicha  señal  al  cuadrado) 
tenemos en cuenta que en los límites de un 
canal del analizador de espectros la densidad 
espectral  del  ruido  puede  considerarse 
constante, por lo tanto 
2  2  )  4  (  s  s  y  v  N  F  f  G  D  »  p  s  &  .  (20) 
en donde  F  D  es el ancho de banda del ruido 
del canal de la FFT. Es posible demostrar que 
este  valor  se  determina,  a  través  de  la 
longitud de la realización discreta entrante Ns 
y la frecuencia de muestreo ó discretización 
d  f  , como 
s  d  s  N  f  T  F  =  =  D  1  .  (21) 
Encontremos la amplitud Аm de la señal como 
el valor promedio del proceso en la salida del 
canal de la FFT que contiene la señal. Este 
valor  promedio  se  encuentra  como  la 
esperanza  matemática  del  espectro  del 
cuadrado  de  la  envolvente  compleja  de  la 
señal 
)  (  }  )  (  {  }  )  (  { 
2  w 
S  S  y  s  m  S  t  y  F  t  U  F  A  &  &  &  =  =  =  , (22) 
en  donde  el  operador  F{  }  representa  la 
transformada de Fourier. Además 
2  2  ))  (  )  (  (  )  (  )  (  t  U  t  g  t  U  t  y  so  s  S 
&  &  &  &  ˜  =  =  .  (23) 
Encontremos  la  esperanza  matemática  del 
cuadrado de la envolvente compleja (22) 
=  ˜  ˜  =  ))  (  )  (  (  ))  (  )  (  (  )  (  t  U  t  g  t  U  t  g  t  y  so  so  s  &  &  &  &  & 
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¥  - 
2  2  2  )  (  )  (  t  t  t  d  U  t  g  so  &  &  (24) 
Reemplazando (24) en (22), encontramos 
=  =  }  )  (  {  )  (  t  y  F  S  s  y  s  &  & 
&  w 
￿ ￿ 
¥ 
¥  - 
¥ 
¥  - 
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2  1  1  2  )  (  )  (  t  t  t  t  d  d  U  U  so  so  &  &  ·  .  (25) 
Veamos  la  expresión  )}  (  )  (  {  2  1  t  t  -  -  t  g  t  g  F  &  &  . 
Debido  a  que  la  transformada  de  Fourier  de  una 
multiplicación  de  funciones  es  igual  a  la 
convolución  de  sus  transformadas  de  Fourier, 
entonces 
=  -  -  )}  (  )  (  {  2  1  t  t  t  g  t  g  F  &  & 
)}  (  {  )}  (  {  2  1  t  t  -  ˜  -  =  t  g  F  t  g  F  &  &  .  (26) 
Supongamos que: 
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en  donde  )}  (  {  )  (  t  g  F  j  K  &  &  =  w  es  la  función  de 
transferencia del  filtro. Teniendo  en cuenta  (27) y 
(28) la expresión (26) toma la forma 
=  -  ˜  -  )}  (  {  )}  (  {  2  1  t  t  t  g  F  t  g  F  &  & 
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en  donde  1  2  t  t  q  -  =  .  Si  escribimos 
W  W  -  W  = ￿ 
¥ 
¥  - 
W 
d  j  j  K  j  K  B  e 
j  q 
w  q  w  )  (  )  (  )  ,  (  &  &  , 
entonces la expresión (29) queda como 
=  -  ˜  -  )}  (  {  )}  (  {  2  1  t  t  t  g  F  t  g  F  &  & 
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2  q  w 
wt  B  e 
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Encontremos  ahora  la  esperanza  matemática  de  la 
multiplicación  de  los  valores  de  la  envolvente 
compleja de la señal en los momentos de tiempo t1 y 
t2 , la cual entra en la expresión (25). Debido a que 
el espectro en amplitud no depende de la fase inicial 
de la señal, entonces para simplificar el tratamiento 
consideraremos que jо = 0. Por consiguiente, 
=  )  (  )  (  1  2  t  t  so  so  U  U  &  & 
e 
s  j 
so  PM  K  U 
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1  2 
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t  t  w 
t  t 
+ 
-  =  .  (31) 
Reemplazando las expresiones obtenidas (30) 
y  (31)  en  la  fórmula  para  el  cálculo  de  la 
media  del  espectro  (25)  y  pasando  de  la 
integral  en  1  2  t  q  t  +  =  a  la  integral  en  q, 
obtenemos 
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La integral de t1 da una función delta ubicada 
en el doble de la frecuencia de la señal: 
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Transformemos la primera integral de  (32), 
teniendo en cuenta la ecuación (11) 
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Reemplacemos en (34) la expresión definida 
para la función B(w,q) y cambiemos el orden 
de la integración: 
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La  integral  en  los  corchetes  es  la 
transformada  de  Fourier  de  la  AF  de  la 
envolvente de la señal, es decir, el valor del 
espectro energético en la frecuencia  W  -  w  . 
De esta manera, 
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La  integral  obtenida  es  la  convolución  de  las 
funciones  )  (  w  j  K  &  y  )  (  )  (  w  w 
S  U  G  j  K  &  &  . Teniendo en 
cuenta  esto  obtenemos  finalmente  la  siguiente 
expresión para calcular la esperanza matemática del 
espectro complejo de la señal en la salida del bloque 
de elevación al cuadrado: 
[  ]  {  }·  ˜  =  )  (  )  (  )  (  )  (  w  w  w  w 
S  U  s  G  j  K  j  K  S  y  &  &  &  & 
& 
)  2  (  2  s  w  w  pd  -  ·  .  (36) 
La  amplitud  de  la  señal  Аm,  para  el  caso  de 
concordancia entre  s  w  2  y la frecuencia de uno de 
los canales del analizador de espectros, se encuentra 
como 
fft 
s 
s  y 
m  N 
S 
A 
s 
)  2  (  2 
)  2  ( 
w  w  pd 
w 
- 
= 
&  & 
,  (37) 
en donde Nfft es el volumen ó tamaño de la FFT. La 
expresión  (37)  se  convierte  en  (36)  cuando 
¥  ﬁ  fft  N  . 
En la figura 3 se muestra la función de la relación 
señal  a  ruido  en  la  salida  de  la  FFT  (S/N)out  = 
v  m  A  s  con  respecto  a  la  relación  (S/N)in  en  la 
entrada  del  detector  para  cuatro  velocidades  de 
transmisión.  En  este  caso  se  escogió  un 
desplazamiento  de  frecuencia  de  la  señal  de  1875 
Hz,  el  tamaño  de  la  secuencia  de  la  señal  fue 
Ns=2048 y el volumen de la FFT Nfft = 4096. 
Figura 3. Función de la relación (S/N)out en el canal de 
señal, en la salida de la FFT, con respecto a la relación 
(S/N)in en la entrada del detector 
Figure 3. (S/N)out rate in the signal’s channel, in the FFT 
output, as a function of  (S/N)in rate in the detector input 
De dicha figura se observa que a partir de la relación 
S/N de entrada de 1,5 dB el valor de relación S/N en 
la  salida  es  mayor  a  18  dB,  de  esta  manera  se 
alcanza el valor relación señal a ruido exigido para 
una detección confiable de la señal [16]. De 
la gráfica también se observa que a medida 
que aumenta la relación S/N en la entrada del 
dispositivo los valores del a S/N en la salida 
de la FFT se unifican para todas las tasas de 
transmisión. 
4.  PROBABILIDAD  DE  ALARMA 
FALSA Y DE DETECCIÓN CORRECTA 
DE LA SEÑAL 
Encontremos inicialmente la probabilidad de 
alarma  falsa  F.  Para  ello  se  debe  tener  en 
cuenta  la  distribución  del  máximo  de  los 
módulos de las componentes espectrales del 
ruido en N canales de la FFT y el valor del 
umbral  de  detección  V n  de  la  siguiente 
manera: 
)  (  1  }  )  (  {  )  (  n  N  M  n  V  F  V  N  M  P  F  -  =  >  =  ,  (38) 
en  donde  |)  |  ,  |,  |  |,  (|  max  )  (  2  1  N  S  S  S  N  M  &  K  &  &  = 
es  el  máximo  de  los  módulos  de  las 
componentes  espectrales  del  ruido;  )  (  )  (  ￿  N  M  F 
es  la  función  de  densidad  de  probabilidad 
acumulativa (c.d.f.) del máximo. 
Teniendo  en  cuenta  que  la  detección  de  la 
señal  se  realiza  en  el  intervalo  de 
desviaciones de frecuencia –dfs, entonces el 
análisis  debe  hacerse  en  N  canales, 
etiquetados con los números 1,2, …, Ndfs  +1 
(para  las  desviaciones  de  frecuencia 
positivas) y Nfft  ­ Ndfs, Nfft  ­ Ndfs  +1, …, Nfft 
(para las desviaciones negativas), en donde 
œ 
ß 
ø 
Œ 
º 
Ø 
=  fft 
d 
s 
fs  N 
F 
f 
N 
d 
d  ,  (39) 
la operación [∙] representa el redondeo de la 
parte entera del número. 
Para  encontrar  la  función  )  (  )  (  x  F  N  M  la 
secuencia de muestras del espectro complejo 
N  S  S  S  &  K  &  &  ,  ,  ,  2  1  se  analiza  como  un  proceso 
aleatorio  discreto  )  (k  S  &  .  Este  proceso  tiene 
una  p.d.f.  normal  con  media  cero  y  es  no 
estacionario, debido a que la varianza de las 
muestras  del  espectro  depende  del  númeroVélez et al  278 
del canal de la FFT. Para este tipo de procesos la 
variable aleatoria  )  (N  M  tiene una p.d.f. como la que 
exhibe el máximo absoluto de una secuencia de N 
muestras de la envolvente de un proceso Gaussiano 
aleatorio con envolvente compleja  )  (k  S  &  . 
Los métodos de búsqueda de la p.d.f. de los valores 
máximos  de  la  envolvente,  relacionados  con  los 
procesos  aleatorios  estacionarios,  se  pueden 
encontrar en la monografía [17]. Debido a que en el 
caso  general  este  problema  no  tiene  una  solución 
exacta,  entonces  en  correspondencia  con  [17]  se 
presentan dos variantes aproximadas: 
1.  Considerado  la  correlación  entre  dos  valores, 
módulos  de  las  componentes  espectrales  del 
ruido,  en  los  canales  de  la  FFT  (aproximación 
independiente); 
2.  Sin considerar la correlación entre los valores de 
las componentes en 2 canales vecinos de la FFT 
(aproximación de primer orden). 
Para  el caso  de la  aproximación  independiente,  la 
c.d.f. de los máximos es igual a 
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en  donde  cada  una  de  las  multiplicaciones  se 
aproxima con la expresión 
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En esta expresión, 
2 
k  s  &  s  es la varianza de la muestra k 
del espectro complejo, cuyo valor se encuentra con 
la ayuda de la expresión (20) para el canal k, con 
frecuencia fk, del procesador como 
F  f  G  k  y  s  N  k  D  »  )  ( 
2 
&  &  s  (42) 
Para  la  aproximación  de  primer  orden  la  función 
)  (  )  (  x  F  N  M  del  máximo  absoluto  del  proceso 
aleatorio  estacionario, conformado por  N  muestras 
distribuidas de la misma forma se encuentra con la 
expresión 
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En  donde  )  ,  (  2  1  |  |  |  |  1  x  x  F 
k  k  S  S  +  &  &  es  la  c.d.f. 
bidimensional  de  los  módulos  de  las 
componentes  espectrales  en  los  canales  k  y 
k+1.  Gracias  a  que  consideramos  que  las 
componentes  espectrales  tienen  una 
distribución  normal,  entonces  la  función 
)  ,  (  2  1  |  |  |  |  1  x  x  F 
k  k  S  S  +  &  &  puede  encontrarse  como  la 
función  bidimensional  de  distribución 
cumulativa  de  la  envolvente  de  un  proceso 
aleatorio normal 
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[18]; 
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0 
)  ,  1  (  g  es  la  función 
Gamma incompleta;  1  ,  +  k  k  r  es el modulo del 
coeficiente  de  correlación  de  las 
componentes espectrales en los canales  k y 
k+1 de la FFT. 
El análisis de la expresión para el coeficiente 
de correlación  1  ,  +  k  k  r  &  cuando el volumen de 
la  FFT  Nfft  es  el  doble  de  la  cantidad  de 
muestras de la señal y se cumple que Nfft >> 
2p está determinado por: 
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Por  lo  tanto,  el  modulo  del  coeficiente  de 
correlación  1  ,  +  k  k  r  no depende  del número del canal 
k y aproximadamente es igual a 
p 
r 
2 
»  .  (46) 
El  valor  del  umbral  puede  ser  encontrado  si  se 
resuelve  la  ecuación  (38)  teniendo  en  cuenta  las 
expresiones  (43)  y  (44)  para  una  probabilidad  de 
alarma falsa dada. Sin embargo, para utilizar estas 
formulas  en  la  práctica  es  necesario  calcular  la 
varianza en N canales del procesador de Fourier. 
Encontremos  ahora  la  probabilidad  de  detección 
correcta  D,  para  ello  utilizamos  la  p.d.f.  de  la 
envolvente  del  proceso  aleatorio  en  la  salida  del 
canal de la FFT, encontrada anteriormente (19). La 
probabilidad D la encontramos entonces como: 
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en donde 
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-  =  es  la 
función Q de Marcum [16]. La varianza del ruido en 
la salida del canal del procesador de Fourier sv 
2 y la 
amplitud  de  la  señal  Аm  se  encuentran  con  las 
formulas dadas (20) y (37) correspondientemente. El 
valor del umbral V n se escoge como un compromiso 
para garantizar una probabilidad de alarma falsa del 
detector. 
En  la  figura  4  se  comparan  las  curvas  de 
probabilidad de detección correcta en función de la 
relación  S/N  para  4  velocidades  de  transmisión, 
obtenidas  con  las  expresiones  encontradas  en  este 
artículo    y  experimentalmente  en  un  modelo 
simulado del detector. El tamaño de la muestra para 
el análisis fue de 1000 realizaciones. 
A  partir  de  las  funciones  encontradas  es  posible 
hacer las siguientes conclusiones: 
•  Las curvas analítica y experimental prácticamente 
coinciden. 
•  Si la relación S/N es de 1,5 dB en la entrada del 
detector, la probabilidad de detección D, para la 
señal  que  tiene  una  velocidad  de  1,2  kbps  es 
cercana a 0,99. La probabilidad D para las 
otras  velocidades  de  transmisión 
prácticamente  es  igual  a  1,0  bajo  la 
probabilidad de alarma falsa dada y dentro 
de  las  restricciones  planteadas  en  el 
experimento. 
Figura 4. Curvas de probabilidad de detección de 
la señal en función de la relación S/N (F=0,01) 
Figure 4. Detection probability curves in function 
of the S/N relation (F=0,01) 
•  El hecho de que las curvas para mayores 
velocidades  arrojen  mejores  resultados, 
obedece  principalmente  a  las 
características  específicas  del  receptor. 
Dicho  dispositivo  permite  la  recepción 
unificada  de  varios  tipos  de  señales,  a 
varias  tasas  de  transmisión.  Para  lograr 
esto se diseñó el filtro DLPF con un ancho 
de  banda  fijo  para  la  máxima  tasa  de 
transmisión, teniendo en cuenta el máximo 
desplazamiento  Doppler.  Es  decir,  que 
para las otras tasas el excedente de ancho 
de  banda  relativo  causa  una  disminución 
en la relación S/N. 
5.  CONCLUSIONES 
En  este  trabajo  se  han  encontrado  las 
características estocásticas de un detector no 
lineal de comunicaciones basado en análisis 
espectral.  Se  presentan  las  expresiones 
generales  para  calcular  la  función  de 
autocorrelación y el espectro energético en la 
salida del bloque cuadrático. Se obtuvo una 
expresión cerrada para el espectro energético 
para  el  caso  cuando  la  respuesta  en 
frecuencia del filtro es ideal y cuadrada. Se 
presentaron  las  curvas  de  relación  S/N  de 
salida  en  la  FFT  en  función  de  la  relación 
S/N de entrada, las cuales mostraron que para 
un tamaño de Ns =2048 muestras de la señal 
se  garantiza  la  detección  confiable  de  laVélez et al  280 
señal. Se presentaron las expresiones para el cálculo 
de la probabilidad de alarma falsa y la probabilidad 
de detección correcta de la señal. 
Para  esta  última,  se  muestran  las  curvas  de 
detección. Se determinó que para una relación S/N 
de 1,5 dB la probabilidad de detección correcta es 
igual a 0,99 para una probabilidad de alarma falsa de 
0,01. 
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