ABSTRACT The orthogonal matching pursuit (OMP) algorithm is a standard greedy algorithm in the context of compressed sensing. Due to its high efficiency and effectiveness, OMP has drawn much attention in the recent decade. The goal of this paper is to study different conditions for stable recovery of sparse signals with OMP from a limited number of linear measurements for noisy signals. Specifically, two new sufficient conditions on the minimum magnitude of nonzero elements of sparse signals under which OMP can precisely recover the support of sparse signals are presented under the ∞ -Gaussian and bounded noise, respectively. Our conditions are much weaker when compared with the existing ones.
I. INTRODUCTION A. PROBLEM SETUP
One usually considers the following linear model in the context of compressed sensing (CS):
where y ∈ R m and ∈ R m×n (m n) are respectively the observation vector and the sensing matrix, z ∈ R n refers to the unknown L-sparse vector (signal), (in other words, |supp(z)| ≤ L, where supp(z) = {i : z i = 0} refers to support of z and |supp(z)| can be referred to set size of supp(z)) and v ∈ R m is a noise vector.
One central research topic of CS is to design an efficient and effective algorithm to stably recover the sparse signal z from (1) by utilizing given and y. Note that m n in most practical applications, it is impossible to achieve such a goal in general. Fortunately, it has been shown that under certain conditions on , z and v, stably recovering z is possible and many such kind of algorithms have been proposed in earlier studies (see [1] - [3] and the references therein for more details).
Orthogonal matching pursuit (OMP) [4] , [5] is one of the most famous recovery algorithms for CS due to its efficiency and effectiveness. For a subset S of {1, 2, · · · , n}, let us assume that A S is the submatrix of A which only have indexed columns of S. Likewise, let us assume @ S is the subvector of @ which only have indexed entries of S. Then, OMP algorithm is represented as Algorithm 1. Many sufficient conditions have been developed to guarantee that the sparse algorithms can stably recover the sparse signal z. Among them, one of the widely used frameworks to characterize these sufficient conditions is based on the well-known restricted isometry property (RIP) [6] . For the given m × n matrix and an integer L, restricted isometry constant (RIC) of order L can be defined as the smallest constant δ L such that
where, z ∈ R n for all L-sparse vectors. Another constant called the restricted orthogonality constant (ROC) was introduced in [6] , which also is one of the most commonly used frameworks in literature. The ROC of order (s, s ) with s + s ≤ n is defined to be the smallest quantity θ s,s such that
holds for all disjoint sets C, C ⊆ {1, 2, 3, · · · , n} with |C| ≤ s and |C | ≤ s , and for all vectors z ∈ R |C| and z ∈ R |C | . It is well known that the Gaussian noise case gained more interest in statistics field. Here, our results with respect to bounded noise cases are implemented to the Gaussian noise case. In order to estimate z with Gaussian noise v ∼ N (0, σ 2 I ), Candés and Tao [7] introduced a new estimator-Dantzig selector (DS), which is the answer for
for some λ n > 0, where δ 1 denotes the RIC of order 1 for .
B. EXISTING WORK
RIC has received extensive attention in recent years. Several sufficient RIC conditions give assurance of exact recovery of some L-sparse signal z in L number of iterations, in noiseless case, have been reported. These include
. It is worth noting that Mo [13] proved that δ L+1 < 1/ √ L + 1 recovers L-sparse z with L steps of OMP. In fact, Mo [13] and Wenet al. [14] reported that sufficient conditions for the exact recovery of the L-sparse signal z via L iterations of OMP can be stronger than δ L+1 < 1/ √ L + 1. In addition, Dai and Milenkovic [15] presented a conjecture, that is, a matrix exists, which satisfies δ L+1 ≤ 1/ √ L such that OMP fails to recover with a L-sparse vector z in L iterations, which has been proved by examples in [10] and [11] .
In the case of noisy (v = 0), usually we want to recover L-sparse signal support z from (1). In both bounded noises 2 and ∞ , it has been proved [16] that, under certain conditions on min i∈supp(z) |z i |, OMP recovers exactly the support of L-sparse signal z in L number of iterations when [12] . The best existing condition is [18] . It is also a sharp sufficient condition.
C. OUR CONTRIBUTION
In this work, a weaker sufficient condition has been considered than the best existing one in [18] , based on min i∈supp(z) |z i |, for the recovery of supp(z) via OMP under ∞ bounded noise. In addition, an important case of Gaussian noise v ∼ N (0, σ 2 I ) has been considered. Our contributions can be summarized as follows.
• For bounded noise v ∞ ≤ , we show that if the sensing matrix and all the nonzero elements of the L-sparse signal z with |supp(z)| = L respectively satisfy the RIP of order L + 1 with
, and
then OMP with the stopping criterion
• For Gaussian noise v ∼ N (0, σ 2 I ) with v ∞ ≤ ( is defined in Theorem 2 below), we show that if satisfies the RIP of order L + 1 and the ROC of order (L, 2L) with
for each i ∈ supp(z)
II. NOTATION
We fix some notation that will be used throughout this paper unless otherwise stated. R denotes the real field. Boldface lowercase letters denotes column vectors, and boldface uppercase letters denotes matrices. For a vector z, the subvector can be denoted as z i:j and it is formed by entries i, i + 1, · · · , j. e denotes the -th column of the identity matrix I, and a zero matrix or a zero column vector can be denoted by 0 according to the setting. For any L-sparse signal z, | | ≤ L, when = supp(z) and | | be the number of elements in , For any sets and , \ = {i|i ∈ , i / ∈ }. The complement of can be denoted by c = {1, 2, . . . , n} \ . For the set , let is the submatrix of which has only the columns indexed by and z is the subvector of z which has only the entries indexed by . For the full column rank matrix , let P = ( ) −1 and P ⊥ = I − P are the projector and orthogonal complement projector respectively onto the column space of , where is the transpose of . Note that the fact that the orthogonal projector has both symmetry and idempotent properties. Thus, for the orthogonal projector P ⊥ , one has
III. MAIN RESULTS
This section explains that if sensing matrix and min i∈ |z i | respectively satisfy some conditions, then OMP will exactly recover the support = supp(z) via | | iterations from (1) with ∞ bounded noises. Moreover, in Guassan noise (i.e., v ∼ N (0, σ 2 I )) case, OMP will recovers the support by | | iterations with high probability. The following are the major results of our work and their proofs are presented in the next section.
Theorem 1: For the L-sparse signal z with = supp(z) from (1), suppose that the sensing matrix and the noise vector v in (1) satisfies RIP of order L + 1 with
and v ∞ ≤ . So, OMP with stopping criterion
exactly recovers the support in | | iterations if all the nonzero elements z i with i ∈ satisfy
Remark 1: With the same notation and condition on δ L+1 , it was shown in [18] that the OMP with the stopping criterion in (7) exactly recovers the support in | | iterations if all the nonzero elements z i with i ∈ satisfy
It is easily seen that our condition in (8) is weaker than that in (9). Theorem 2: Let us assume that and v ∼ N (0, σ 2 I) in (1) satisfy the RIP of order L + 1 and the ROC of order (L, 2L) with
and
Then we can infer that for any L-sparse signal z from (1), OMP with the stopping criterion (7) recovers the support of z in | | iterations with probability P ≥ 1 − 1 2n η √ π log n , provided that (8) holds for each i ∈ .
IV. THE PROOFS OF MAIN RESULTS
The main objective of this section is to prove Theorems 1 and 2. To this end, we need several lemmas.
Lemma 1 [6] : If satisfy the RIP of orders 1 and 2 with 1 ≤ 2 , then δ 1 ≤ δ 2 . Lemma 2 [19] : Let ∈ R m×n satisfies the RIP of order and ⊂ {1, 2, . . . , n} with | | ≤ , then for any z ∈ R m ,
Lemma 3 [20] : Let sets 1 , 2 satisfy | 2 \ 1 | ≥ 1 and the matrix satisfies RIP of order | 1 ∪ 2 |, then for any
Lemma 4 [18] : Suppose that in (1) satisfies the RIP of order L + 1 and is a subset of with | | < | |, then
Lemma 5 [7] : Suppose that the noise vector v and in (1) respectively satisfy v ∼ N (0, σ 2 I) and δ 2L + θ L,2L < 1. Taking λ n = √ 2 log n in DS problem (4), then with large probability, the solutionz of (4) obeys
where
Let the Gaussian error v ∼ N (0, σ 2 I) in (1), then the probability
where η ≥ 0. We now in a position to present the proofs of Theorems 1 and 2.
A. THE PROOF OF THEOREM 1
We show this theorem by induction. First, we explain that OMP selects an index from support at the first iteration (i.e., λ 1 ∈ ). Second, we explain that suppose the OMP algorithm selects correct indices (they are in the support ) in the first − 1 iterations with 2 ≤ ≤ | |, that is, −1 ⊆ , then the OMP algorithm also selects a correct index at the -th iteration, which implies λ ∈ (see Algorithm 1). At last, we determine the termination conditions to guarantee that OMP exactly stops after performing | | iterations, i.e., OMP performs exactly | | iterations.
By line 2 of the loop in Algorithm 1, in order to show λ ∈ which implies OMP selects the correct index at -iteration, we need to prove that
The inequality (13) is equivalent to
Especially, for the first iteration (i.e., = 1),
Then, the inequality (14) is equivalent to
By triangle inequality, (14) holds provided that
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Now, we prove the inequality (15) . Using v ∞ ≤ , one has v ∞ ≤ and C v ∞ ≤ which implies
On the other hand, 0 = ∅ implies that P ⊥ 0 = I. By Lemma 4,
where, last inequality obtained from Lemma 1 and it has to be noted that | | ≤ L. By (16) and (17), (15) holds if
In other words, if
(i.e., (6) holds) and the noise vector z satisfies min
, OMP select a correct index at the first iteration. Furthermore, it follows directly form (6) that
for any L ≥ 1. Therefore under (6) and (8), λ 1 ∈ which implies OMP with (7) selects an index from at the first iteration.
For the -iteration with 2 ≤ ≤ | |, we first simplify (13) . By the following equalities (see, [18, eqs. (32) and (33)])
one has
= 0 for i ∈ −1 . Therefore, the inequality (13) is equivalent to
Next, we prove the inequality (21). Applying (19) and the (reverse) triangle inequality, it was shown in [18] (see [18, eqs. (36) and (37)] for more details) that
By (22) and (23), to show (21), one needs to show
In the following equation, we provide an upper bound on the right-hand side of (24) and lower bound on the left-hand side of (24) 
Thus we have
Now, we consider an upper bound on the right-hand side of (24). Let λ be the largest singular value of the matrix ( 
where (a) obtained from the definition of P −1 , (b) is obtained from the assumption that λ is the largest singular value of ( 
Hence,
v| 30440 VOLUME 6, 2018
where (a) is due to the fact that i 0 ∪j 0 P
v be a 2×1 vector and the Cauchy-Schwarz inequality,(b) and (c) obtained from Lemma 2 and (27). By (26) and (30), if (8) and (6) hold, then (24) holds, 1 which implies OMP selects an exact index at the k-th iteration. Therefore, under (8) and (6), OMP selects an exact index at each iteration.
At last, our job is to show that the OMP algorithm exactly stops after the | |-th iteration. With respect to [18, eq. (52)], one has
Moreover, applying the Cauchy-Schwarz inequality, (5) Lemma 3 and (25), one has
where (a) obtained from the Cauchy-Schwarz inequality, (b) follows to (5), (c) follows Lemma 3, and the final inequality follows (25).
In the following equation, we estimate an upper bound on
1 Note that (24) still holds under the relaxed condition of (8).
By the triangular inequality, one has
where (a) is from | j 0 P v| is a constant which can be treated as a one-dimensional vector, (b) is from Lemma 2 and (c) follows (27). Therefore, for each 1 ≤ < | |, by (8) and (31)- (33), we have
where (a) is because of
and the final inequality is from Lemma 1. That is,
Hence, by the stopping rule (7), the OMP algorithm does not end before the | |-th iteration. 2 2 If is column normalized, then δ 1 = 0. Thus, under the relaxed condition of (8), we have
. Thus, the OMP algorithm does not terminate before the | |-th iteration under the relaxed stopping condition. Now, we show that OMP with (7) ends after performing the | |-th iteration. By (19), one has
where (a) follows from the definition of | | = | | , Thus, applying technique for deriving (33), we obtain
Therefore, by (7), the OMP algorithm terminates after performing the | |-th iteration. 3 Summarizing analysis above completes the proof of Theorem 1
B. PROOF OF THEOREM 2
Assume thatz is the solution DS problem (4) with λ n = √ 2 log n, then
Furthermore, we have
where (a) follows (reverse) triangle inequality, and both (b) and (c) are from the Cauchy-Schwarz inequality and compatibility of matrix norm. Together with (34) and (35), Lemma 5 leads to
where the two equalities are from the definitions of and η, respectively. By Lemma 6, we have
3 If is column normalized, then δ 1 = 0. Thus,
, which implies that the OMP algorithm ends after performing the | |-th iteration.
From the first inequality in (10), (7), (8) and Theorem 1, it is obvious that OMP exactly recovers the support of the L-sparse signal z in | | iterations with probability at least 1 − 1 2 n η √ π log n . This completes the proof of Theorem 2.
V. CONCLUSION
In this paper, we respectively presented a sufficient condition on the minimal magnitude of nonzero coordinates of the L-sparse signal z for the exact recovery of the support 
