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Abstract
In this paper, we prove the existence of eigenvalues for the problem
{
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0, a.e. in (0,1),
u(0) = u(1) = 0,
where ϕp(s) = |s|p−2s, p > 1, λ is a real parameter and the indefinite weight h is a nonnegative mea-
surable function on (0,1) which may be singular at 0 and/or 1, and h ≡ 0 on any compact subinterval in
(0,1). We derive similar properties of eigenvalues as known in linear case (p = 2) or continuous case (h ∈
C[0,1]) if h satisfies ∫ 10 tp−1(1 − t)p−1h(t) dt < ∞ when 1 < p  2 and ∫ 1/20 ϕ−1p (∫ 1/2s h(τ ) dτ) ds +∫ 1
1/2 ϕ
−1
p (
∫ s
1/2 h(τ) dτ) ds < ∞ when p  2, respectively.
For the result, we establish the C1-regularity of all solutions at the boundary for the above problem as
well as the following problem:
{
ϕp
(
u′(t)
)′ + λh(t)f (u(t))= 0, a.e. in (0,1),
u(0) = u(1) = 0,
where f ∈ C(R,R), sf (s) > 0 for s = 0, f is odd and f (s)/ϕp(s) is bounded above as s → 0.
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1. Introduction
In this paper, we are concerned with the following one-dimensional p-Laplacian eigenvalue
problem under the Dirichlet boundary condition
{
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0, a.e. in (0,1),
u(0) = u(1) = 0, (Eλ)
where ϕp(s) = |s|p−2s, p > 1 and λ is a real parameter and h is a nonnegative measurable
function on (0,1) which may be singular at 0 and/or 1. We call such a function h as an indefinite
weight. It is very important to know the existence and properties of eigenvalues for (Eλ), since
they play a key role to study certain nonlinear problems of the form
{
ϕp(u
′)′ + λh(t)f (u) = 0, a.e. in (0,1),
u(0) = u(1) = 0, (Pλ)
where f ∈ C(R,R). We note that radial problems for partial differential equations on exterior
domains or on annulus can be converted to problem (Pλ).
We say (λ,u) a solution of (Pλ) if u ∈ C[0,1] ∩C1(0,1) and ϕp(u′) is absolutely continuous
in any compact subinterval of (0,1) and u satisfies the first equation in (Pλ) a.e. in (0,1) and
u(0) = 0 = u(1).
Since our concern is focused on the indefinite weight, let us summarize a history about
(Eλ) with several kinds of weights briefly. In the case of h ∈ L∞(0,1) with meas{t ∈ (0,1),
h(t) > 0} = 0, Anane, Chakrone and Moussa [2] obtained a sequence of eigenvalues and proved
that its corresponding eigenfunctions have properties (i), (ii) and (iii) given below, employing the
Ljusternik–Schnirelmann critical theory. In the case of h ∈ L1(0,1) with h 0, using Sturm type
comparison, Zhang [12] showed the existence of a sequence of eigenvalues and their correspond-
ing eigenfunctions for (Eλ) which hold the properties (i) and (iii), and using Picone identity, Lee
and Sim [10] proved the property (ii):
(i) The set of all eigenvalues of (Eλ) is a countable set {λk | k ∈ N} satisfying 0 < λ1 < λ2 <
· · · < λk < · · · → ∞.
(ii) For each k, the solution space is a subspace of C1[0,1] and its dimension is one.
(iii) Let uk be a corresponding eigenfunction to λk , then the number of interior zeros of uk is
k − 1.
Furthermore, if we take h ≡ 1, then we get the explicit formula for λk and uk (see [5]). It is
worth to note that if h is of class L1(0,1), then all solutions for (Pλ) are of class C1[0,1] when
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1∫
0
s(1 − s)h(s) ds < ∞, (1.1)
Asakawa [3] showed the existence of a sequence of eigenvalues and their corresponding eigen-
functions for linear eigenvalue problem which has properties (i), (ii) and (iii), employing the
spectral theory of a linear operator, the Prüfer transformation and the properties of initial value
problems.
The purpose of this paper is to obtain the same properties (i), (ii) and (iii) for (Eλ) under a
larger class of indefinite weights than L1-weights. Let us introduce classes of indefinite weights
that we concern. The natural extension of condition (1.1) to p-Laplacian problem is
1∫
0
sp−1(1 − s)p−1h(s) ds < ∞.
Thus, the first class of indefinite weights is given as
A≡
{
h:
1∫
0
sp−1(1 − s)p−1h(s) ds < ∞
}
.
The second one which comes naturally from the study of positive solutions for p-Laplacian
problems [1,8,11] is given as
B ≡
{
h:
1/2∫
0
ϕ−1p
( 1/2∫
s
h(τ ) dτ
)
ds +
1∫
1/2
ϕ−1p
( s∫
1/2
h(τ) dτ
)
ds < ∞
}
.
It is obvious to see L1(0,1) ⊂A∩B and it is also known that
{
h: ∃0 < α,β < p − 1 such that
1∫
0
sα(1 − s)βh(s) ds < ∞
}
⊂A∩B.
In particular, A = B when p = 2. Recently, Byun and Sim [4] showed a relation between two
classes A and B according to p. They proved the inclusion A ⊂ B for 1 < p < 2 and B ⊂ A
for p > 2. Moreover, they gave counterexamples showing B A for 1 < p < 2 and A B for
p > 2.
The operator approach used in the linear case is not suitable for our problem because the
nonlinear operator theory does not guarantee the existence of a sequence of eigenvalues for (Eλ)
and Sturmian comparison is not applicable directly neither. The novelty of our approach is first
to show the C1-regularity of solutions for the following problem at the boundary 0 and/or 1:{
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0, a.e. in (0,1),
u(0) = u(1) = 0,
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uniqueness of solutions for the following initial value problems:
{
ϕp(u
′)′ + λh(t)ϕp(u) = 0, a.e. in (0,1),
u(t0) = u0, u′(t0) = u1, (IVPt0 )
for 0 < t0 < 1, u0, u1 ∈ R and
{
ϕp(u
′)′ + λh(t)ϕp(u) = 0, a.e. in (0,1),
u(0) = 0, u′(0) = 1. (IVP0)
After checking the C1-regularity of solutions for (Eλ) and proving continuous dependence of
solutions for (IVP0) with respect to parameter, we establish all eigenvalues for (Eλ) and finally
conclude that properties (i), (ii) and (iii) hold either h ∈A with 1 < p  2 or h ∈ B with p  2.
We also extend the C1-regularity of solutions to (Pλ), where f ∈ C(R,R), sf (s) > 0 for
s = 0, f is odd and f (s)/ϕp(s) is bounded above as s → 0. The authors believe that this result
is useful in many applications.
This paper is organized as follows: In Section 2, we state main results. In Section 3, we in-
troduce some lemmas and well-known results which will be used in the subsequent sections.
In Section 4, we show the existence and uniqueness of a solution for initial value problems.
In Section 5, we devote the C1-regularity for problems (Eλ) and (Pλ). In Section 6, we prove
that solutions of (IVP0) depend continuously on λ in the spaces C[0,1] and C1[0, T ] for any
0 < T < 1. Finally in Section 7, we establish a sequence {(λk, uk)} of eigenvalues and eigen-
functions for (Eλ) which hold properties (i), (ii) and (iii).
2. Main results
In this section, we present our main results, the existence of eigenvalues, the existence and
uniqueness of solution for the initial value problem and the C1-regularity of solution at the
boundary.
We start with the eigenvalue problem. We first remind the definition of eigenvalues. λ is
called an eigenvalue of (Eλ) if there exists u ∈ C[0,1] ∩ C1(0,1) such that ϕp(u′) is absolutely
continuous in any compact subinterval of (0,1) and u satisfies the first equation in (Eλ) a.e. in
(0,1) and u(0) = 0 = u(1).
Theorem 2.1. Let p > 1 and h ∈A. Then there exists a set of eigenvalues for (Eλ) which satisfies
the following:
(i) It is countable set {λk: k ∈ N} such that λk is strictly increasing on k and diverges to ∞ as
k → ∞.
(ii) Its corresponding eigenfunctions u belong to C1[0,1] and ϕp(u′) ∈ W 1,1(0,1).
(iii) Each eigenspace is one-dimensional.
(iv) Any eigenfunction corresponding to λk has exactly k − 1 simple zeros in (0,1).
(v) If λ is an eigenvalue for (Eλ) with λ = λk , then corresponding eigenfunctions are not of
C1[0,1].
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more eigenvalues other than {λk: k ∈ N} in assertion (i). Our results on the initial value problems
are as follows.
Theorem 2.2. Assume h ∈A. Let 0 < t0 < 1. Then problem (IVPt0) has a unique solution u such
that u ∈ C1(0,1) ∩ C[0,1] and ϕp(u′) ∈ W 1,1loc (0,1).
Theorem 2.3. Assume h ∈ A. Then problem (IVP0) has a unique solution u such that u ∈
C1[0,1) ∩ C[0,1] and ϕp(u′) ∈ W 1,1(0, T ) for any 0 < T < 1.
We state a result on the C1-regularity of solution at t = 0,1.
Theorem 2.4. Let h ∈A∩B, f ∈ C(R,R), sf (s) > 0 for s = 0, f be odd and
lim sup
s→0+
f (s)/sp−1 < ∞.
Suppose that u ∈ C[0,1] ∩C1(0,1), ϕp(u′) ∈ W 1,1loc (0,1) and u satisfies (Pλ). Then u ∈ C1[0,1]
and ϕp(u′) ∈ W 1,1(0,1).
Putting f (u) = ϕp(u) in Theorem 2.4, we have the following corollary.
Corollary 2.5. Let h ∈A ∩ B. Suppose that u ∈ C[0,1] ∩ C1(0,1), ϕp(u′) ∈ W 1,1loc (0,1) and u
satisfies (Eλ). Then u ∈ C1[0,1] and ϕp(u′) ∈ W 1,1(0,1).
In all theorems, we could not remove the assumption h ∈A because it is necessary for the ex-
istence of nontrivial solution having C1-regularity at the boundary. Indeed, we have the following
proposition.
Proposition 2.6. There exists u ∈ C1[0, a) with some a ∈ (0,1) which satisfies the first equation
of (Eλ) in (0, a), u(0) = 0 and u′(0) = 0 if and only if
1/2∫
0
sp−1h(s) ds < ∞. (2.1)
Replacing [0, a) by (a,1] and (2.1) by
1∫
1/2
(1 − s)p−1h(s) ds < ∞,
we get the same conclusion.
From this proposition, we see that h ∈A is essential to guarantee the existence of solutions in
C1[0,1] for problem (Eλ). On the other hand, in Theorem 2.4 and Corollary 2.5, we impose a
stronger condition h ∈A ∩ B (= B for p > 2), because this condition is necessary to guarantee
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example.
Example 2.7. Let k ∈ N and p > 2. Then there exist h ∈A \B and μk > 0 satisfying the follow-
ing property. Equation (Eλ) with λ = μk has a solution u such that u ∈ C1[0,1), u /∈ C1(0,1]
and has exactly k − 1 zeros in (0,1).
By this example and Theorem 2.1, if h ∈A \ B, then (Eλ) may have two solutions (λk, uk)
and (μk, vk) for some k ∈ N such that uk ∈ C1[0,1], vk /∈ C1[0,1] and both have exactly k − 1
zeros in (0,1).
We see that μk in this example is an eigenvalue not contained in {λk: k ∈ N} of assertion (i),
Theorem 2.1. On the other hand, if h ∈A∩B, then all solutions are of C1[0,1] by Corollary 2.5.
Thus assertion (v) in Theorem 2.1 never be made which implies that there is no eigenvalues other
than {λk: k ∈ N} in assertion (i), Theorem 2.1.
Recalling the facts A ⊂ B for 1 < p < 2, B ⊂ A for p > 2, and A= B for p = 2, the as-
sumption in Theorem 2.4 is reduced to h ∈A for 1 < p  2 and h ∈ B for p  2. The same is
true for Corollary 2.5. Therefore, the main result of this paper follows from Theorem 2.1 and
Corollary 2.5.
Corollary 2.8. Assume either 1 < p  2 and h ∈ A or p  2 and h ∈ B. Then the following
assertions hold.
(i) The set of all eigenvalues for (Eλ) is a countable set {λk: k ∈ N} such that λk is strictly
increasing on k and diverges to ∞ as k → ∞.
(ii) Any eigenfunction u belongs to C1[0,1] and ϕp(u′) ∈ W 1,1(0,1).
(iii) Each eigenspace is one-dimensional.
(iv) Any eigenfunction corresponding to λk has exactly k − 1 simple zeros in (0,1).
3. Preliminaries
In this section, we prepare some lemmas which will be useful in the subsequent sections. We
begin with an elementary but important inequality.
Lemma 3.1. Let 0 a < b 1. Then
∣∣u(t)∣∣p  (2t (1 − t))p−1
b∫
a
∣∣u′(s)∣∣p ds (3.1)
for t ∈ [a, b] and u ∈ W 1,p0 (a, b). Here W 1,p0 (a, b) denotes the Sobolev space.
Proof. Let 1/p + 1/q = 1 and u ∈ W 1,p0 (a, b). By the Hölder inequality, we get
∣∣u(t)∣∣=
∣∣∣∣∣
t∫
u′(s) ds
∣∣∣∣∣
( t∫
ds
)1/q( t∫
|u′|p ds
)1/p
,a a a
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∣∣u(t)∣∣p  (t − a)p−1
b∫
a
|u′|p ds. (3.2)
By the same way, we have
∣∣u(t)∣∣p  (b − t)p−1
b∫
a
|u′|p ds. (3.3)
If 0  t  1/2, then t − a  t  2t (1 − t). Accordingly, (3.2) leads to (3.1). Similarly for
1/2 t  1, (3.3) implies (3.1) and the proof is complete. 
Now, we introduce the generalized Picone identity due to Jaroš and Kusano [7]. We consider
the following operators:
lp(y) ≡
(
ϕp(y
′)
)′ + q(t)ϕp(y),
Lp(z) ≡
(
ϕp(z
′)
)′ + Q(t)ϕp(z).
Lemma 3.2. (See [9, p. 382].) Let q(t) and Q(t) be measurable functions on an interval I . If
y, z, ϕp(y
′) and ϕp(z′) are differentiable a.e. on I and z(t) = 0 on I , then the following identity
holds
d
dt
{ |y|pϕp(z′)
ϕp(z)
− yϕp(y′)
}
= (q − Q)|y|p −
[
|y′|p + (p − 1)
∣∣∣∣yz′z
∣∣∣∣
p
− pϕp(y)y′ϕp
(
z′
z
)]
− ylp(y) + |y|
p
ϕp(z)
Lp(z). (3.4)
Using the generalized Picone identity, we obtain the following lemma.
Lemma 3.3. Let q|y|p,Q|y|p ∈ L1(a, b) and y, z, ϕp(y′), ϕp(z′) be absolutely continuous on
[a, b], lp(y) ≡ 0, Lp(z) ≡ 0 in (a, b) and z > 0 in (a, b). We assume either (i) or (ii) below:
(i) y(t) = 0 at t = a, b.
(ii) y > z > 0 in (a, b) and y(t) = z(t) at t = a, b.
Then we have
b∫
a
(
q(t) − Q(t))|y|p dt  0. (3.5)
Moreover, if the integral above is equal to zero, then y and z are linearly dependent in (a, b).
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|y′|p + (p − 1)
∣∣∣∣yz′z
∣∣∣∣
p
− pϕp(y)y′ϕp
(
z′
z
)
 0. (3.6)
The equality holds if and only if y′ = yz′/z in (a, b).
Step 1. Suppose z(a), z(b) > 0.
In any cases (i) or (ii), we have
|y|pϕp(z′)
ϕp(z)
− yϕp(y′) 0 at t = b,
|y|pϕp(z′)
ϕp(z)
− yϕp(y′) 0 at t = a.
Integrating (3.4) over (a, b), we get (3.5).
Step 2. Suppose z(a) = 0 or z(b) = 0.
Put zε(t) ≡ z(t) + ε with sufficiently small ε > 0. Since Lp(z) ≡ 0, we have
ϕp
(
z′ε
)′ + Qε(t)ϕp(zε) = 0,
where Qε(t) = Q(t)ϕp(z(t))/ϕp(zε(t)). If (i) holds, then Step 1 gives
b∫
a
(
q(t) − Qε(t)
)|y|p dt  0.
Let ε → 0. Since |Qε(t)| |Q(t)|, the Lebesgue convergence theorem yields (3.5). Consider the
case (ii). Then there is a subinterval (aε, bε) of (a, b) such that y(t) > zε(t) > 0 in (aε, bε) and
y(t) = zε(t) at t = aε, bε . By Step 1, we have obtained
bε∫
aε
(
q(t) − Qε(t)
)|y|p dt  0.
Letting ε → 0, we get (3.5). Finally, if the integral in (3.5) is equal to zero, then (3.6) identically
vanishes. Thus y′ = yz′/z in (a, b) so that y and z are linearly dependent. This completes the
proof. 
We apply Lemma 3.3 to the equation
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0. (3.7)
Lemma 3.4. Let h ∈A and 0 a < b 1. Suppose that (λ,u) and (μ, v) are positive solutions
of (3.7) in (a, b) such that u,v ∈ C1[a, b] and ϕp(u′), ϕp(v′) are absolutely continuous on
[a, b]. In addition, suppose either u(0) = 0 when a = 0 or u(1) = 0 when b = 1. Then we have
the following.
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(ii) If μ = λ, u(t) = v(t) at t = a, b and either v(a) > 0 or v(b) > 0, then u ≡ v in (a, b).
Proof. We first show h|u|p ∈ L1(a, b). If 0 < a < b < 1, then it is true because h ∈ L1loc(0,1).
Let a = 0. Then since u(0) = 0 by assumption (3.2) is reduced to
∣∣u(t)∣∣p  tp−1
t∫
0
∣∣u′(s)∣∣p ds.
Therefore h|u|p ∈ L1(0, c) with any c ∈ (0, b). The similar discussion is valid for the case b = 1.
Hence h|u|p ∈ L1(a, b). Applying Lemma 3.3 with y = u and z = v, we have
b∫
a
(λ − μ)h(t)|u|p dt  0 (3.8)
which implies λ  μ and (i) is verified. We show (ii). Suppose on the contrary, u(t0) > v(t0)
or u(t0) < v(t0) at certain t0 ∈ (a, b). We deal with the case u(t0) > v(t0). Since u(t) = v(t)
at t = a, b, there is an open neighborhood (α,β) of t0 in (a, b) such that u(t) > v(t) in (α,β)
and u(t) = v(t) at t = α,β . Note that v(α) > 0 or v(β) > 0. By the assertion (i), we have (3.8)
replacing (a, b) with (α,β). Since μ = λ, this integral is equal to zero. By Lemma 3.3, u and v
are linearly dependent. If v(α) > 0, then u(α) = v(α) > 0. Hence u ≡ v in (α,β). Similarly for
the case v(β) > 0, we also get u ≡ v. This contradicts u(t0) > v(t0). Therefore u ≡ v in (a, b)
and the proof is complete. 
4. Initial value problems
In this section, we show local and global existence and uniqueness of solutions for the follow-
ing initial value problems
ϕp
(
u′(t)
)′ + λh(t)ϕp(u(t))= 0, a.e. in (0,1), (4.1)
u(t0) = u0, u′(t0) = u1, (4.2)
u(0) = 0, u′(0) = 1. (4.3)
Throughout this section, we assume h ∈ A. Using Lemma 3.1, we can estimate the interval
between two zeros of solutions for (4.1).
Lemma 4.1. For any Λ > 0, there exists δ > 0 such that if u ∈ C1[t1, t2] is a solution of (4.1) in
(t1, t2) with 0 < λΛ, u(t1) = u(t2) = 0 and t2 − t1 < δ, then u identically vanishes on [t1, t2].
Proof. Choose δ > 0 sufficiently small that
2p−1Λ
t2∫
tp−1(1 − t)p−1h(t) dt < 1/2, (4.4)t1
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Multiplying (4.1) by u and integrating over (t1, t2), we get
t2∫
t1
|u′|p dt = λ
t2∫
t1
h|u|p dt. (4.5)
Substituting (3.1) into the integrand on the right-hand side of (4.5) and using (4.4), we get
t2∫
t1
|u′|p dt  2p−1λ
t2∫
t1
tp−1(1 − t)p−1h(t) dt
t2∫
t1
|u′|p dt
 1
2
t2∫
t1
|u′|p dt. (4.6)
This shows u ≡ 0 and the proof is complete. 
To show Theorems 2.2 and 2.3, we need the following three lemmas.
Lemma 4.2. Let u and v satisfy (4.1) in an interval (a, b), u(t0) = v(t0) and u′(t0) = v′(t0) at
some t0 ∈ (a, b). Then there exist sequences {tn} and {sn} converging to t0 such that sn < t0 < tn,
u(tn) = v(tn) and u(sn) = v(sn).
Proof. We show the existence of {tn}. Suppose on the contrary u(t) > v(t) or u(t) < v(t) in
(t0, t0 + δ) with small δ > 0 and let us consider the former case. Then (4.1) implies that
ϕp(u
′)′ < ϕp(v′)′ in (t0, t0 + δ).
Therefore ϕp(u′)−ϕp(v′) is decreasing. Since u′(t0) = v′(t0), ϕp(u′(t)) < ϕp(v′(t)) and u′(t) <
v′(t) for t ∈ (t0, t0 +δ). Thus u(t) < v(t) in (t0, t0 +δ), because u(t0) = v(t0). This contradiction
provides the existence of {tn}. The existence of {sn} can be obtained in the same way and the
proof is complete. 
Lemma 4.3. Let u satisfy (4.1) in an interval (a, b) and u(t0) = u′(t0) = 0 at some t0 ∈ (a, b).
Then u ≡ 0 in (a, b).
Proof. We set
A ≡ {t ∈ (a, b): u(t) = u′(t) = 0}.
Then A is non-empty by assumption and relatively closed in (a, b). We show that A is open.
Let t0 ∈ A. Then by Lemma 4.2 with v ≡ 0, we have sequences {tn} and {sn} converging to t0
such that sn < t0 < tn, u(tn) = u(sn) = 0. By Lemma 4.1, u ≡ 0 on [sn, tn] for n large enough.
Consequently, (sn, tn) ⊂ A and A is open. Therefore A = (a, b) and the proof is complete. 
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choosing the integer K with K > 1/δ.
Lemma 4.4. For any Λ > 0, there exists a positive integer K such that for all nontrivial solutions
u of (4.1) with 0 < λΛ, u has at most K many interior zeros in (0,1).
Proof of Theorem 2.2. The local existence follows from Proposition 3.2 in [6]. Thus, we only
need to show the uniqueness and global existence of solutions. We start with uniqueness. Let u
and v be any solutions of (4.1) + (4.2), which are defined on a common interval (a, b). Put
A ≡ {t ∈ (a, b): u(t) = v(t), u′(t) = v′(t)}.
Then A is non-empty by assumption and relatively closed in (a, b). To prove the uniqueness, it is
enough to show that A is open. Let t0 ∈ A. If u(t0) = u′(t0) = 0, then u ≡ v ≡ 0 by Lemma 4.3.
This is the desired conclusion. Suppose on the other hand, u(t0) = 0 or u′(t0) = 0. First, we
consider the case u(t0) > 0. In this case, u,v > 0 on (t0 − ε, t0 + ε) with sufficiently small ε > 0.
By Lemma 4.2, we have sequences {sn} and {tn} at which u(t) = v(t) holds. By Lemma 3.4(ii),
u ≡ v on (sn, tn). Hence A is open. For the case u(t0) < 0, we get the same conclusion. Next,
we consider the case u(t0) = 0 and u′(t0) > 0. Then there exists ε > 0 such that u,v > 0 on
(t0, t0 + ε) and u,v < 0 on (t0 − ε, t0). Again, we have {sn} and {tn}. By Lemma 3.4(ii), u ≡ v
in [sn, tn]. Therefore A is open and the uniqueness is proved.
We now prove the global existence of solution. We deal with the case t0 < t < 1. By the similar
fashion, we can prove the case 0 < t < t0. Let [t0, T ) be the maximal interval of existence for
solution. It is enough to show T = 1. Suppose on the contrary T < 1. Then we will show that u
and u′ are bounded on [t0, T ). Integrating (4.1) over (t0, t), we have
ϕp
(
u′(t)
)= ϕp(u1) − λ
t∫
t0
h(s)ϕp(u)ds,
which is estimated as
∣∣u′(t)∣∣p−1  |u1|p−1 + λ
t∫
t0
h(s)
∣∣u(s)∣∣p−1 ds. (4.7)
Note that
∣∣u(t)∣∣ (t − t0) max
t0st
∣∣u′(s)∣∣+ |u0| (4.8)
and define
v(t) ≡ max
t0st
∣∣u′(s)∣∣p−1.
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∣∣u′(t)∣∣p−1  |u1|p−1 + λC|u0|p−1
T∫
t0
h(s) ds + λC
t∫
t0
h(s)(s − t0)p−1v(s) ds.
Putting
C1 ≡ |u1|p−1 + λC|u0|p−1
T∫
t0
h(s) ds, (4.9)
we get
∣∣u′(τ )∣∣p−1  C1 + λC
τ∫
t0
h(s)(s − t0)p−1v(s) ds
 C1 + λC
t∫
t0
h(s)(s − t0)p−1v(s) ds,
for τ ∈ [t0, t]. Taking the maximum on τ ∈ [t0, t], we have
v(t) C1 + λC
t∫
t0
h(s)(s − t0)p−1v(s) ds.
By the Gronwall inequality, we obtain
v(t) C1 exp
(
λC
t∫
t0
h(s)(s − t0)p−1 ds
)
. (4.10)
Hence v and u′ are bounded on [t0, T ), if T < 1. This contradicts that [t0, T ) is the maximal
interval. Thus T = 1 and u can be extended up to [t0,1). In the same discussion as above, u can
be extended up to (0, t0]. We now show u ∈ C[0,1]. By Lemma 4.4, u > 0 or u < 0 in (1 − δ,1)
with small δ > 0. If u > 0, then it is concave. Therefore it has a limit as t → 1−. In the case of
u < 0, we also find a limit similarly. Consequently, u ∈ C[0,1]. Since h ∈ L1loc(0,1), we have
ϕp(u
′)′ = −λh(t)ϕp(u) ∈ L1loc(0,1).
Therefore ϕp(u′) ∈ W 1,1loc (0,1) and the proof is complete. 
Proof of Theorem 2.3. Because of the singularity of h at t = 0, we must show the local existence
and uniqueness of solution for (4.1) + (4.3). Let us choose δ > 0 so small that
λ
δ∫
h(s)sp−1 ds < min
{
1
3
,
1
2
(dpep)
−1
}
, (4.11)0
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dp =
{
1/(p − 1), if 1 < p  2,
(1/(p − 1))2(p−2)(p−1), if p > 2,
and
ep =
{
ϕ′p(ϕ−1p (1/2)), if 1 < p  2,
ϕ′p(ϕ−1p (3/2)), if p > 2.
Then the definition of dp implies
∣∣ϕ−1p (t) − ϕ−1p (s)∣∣ dp|t − s| for t, s ∈ [1/2,1]. (4.12)
Consider a Banach space X = {u ∈ C1[0, δ]: u(0) = 0} with the norm ‖ · ‖X ,
‖u‖X ≡ max
0tδ
∣∣u′(t)∣∣
and define a closed subset Y of X by
Y ≡
{
u ∈ X: 1
2
 ϕp
(
u′(t)
)
 3
2
for 0 t  δ
}
.
Problem (4.1) + (4.3) is equivalent to the integral equation defined in X by
u(t) =
t∫
0
ϕ−1p
(
1 − λ
s∫
0
h(τ)ϕp
(
u(τ)
)
dτ
)
ds. (4.13)
We denote the right-hand side by Su. A solution of problem (4.1) + (4.3) is considered as a fixed
point of S in X. Now, we show that S satisfies SY ⊂ Y and is a contraction on Y . Indeed, for
u ∈ Y , we have
ϕ−1p (1/2) u′(t) ϕ−1p (3/2),
which leads to
ϕ−1p (1/2)t  u(t) ϕ−1p (3/2)t. (4.14)
Thus, the second inequality in (4.14), (4.13) and (4.11) imply
∣∣ϕp((Su)′(t))− 1∣∣=
∣∣∣∣∣−λ
t∫
h(s)ϕp
(
u(s)
)
ds
∣∣∣∣∣ 12 .
0
1998 R. Kajikiya et al. / J. Differential Equations 244 (2008) 1985–2019Therefore, Su ∈ Y . Next, we show that S is a contraction on Y . For u ∈ Y , from the above
inequality and the first inequality in (4.14), we have
1
2
 1 − λ
t∫
0
h(s)ϕp
(
u(s)
)
ds  1 for 0 t  δ.
Let u1, u2 ∈ Y . Then it follows from (4.12) that
∣∣(Su1)′(t) − (Su2)′(t)∣∣=
∣∣∣∣∣ϕ−1p
(
1 − λ
t∫
0
h(s)ϕp
(
u1(s)
)
ds
)
− ϕ−1p
(
1 − λ
t∫
0
h(s)ϕp
(
u2(s)
)
ds
)∣∣∣∣∣
 dpλ
t∫
0
h(s)
∣∣ϕp(u1(s))− ϕp(u2(s))∣∣ds. (4.15)
We note that from the definition of the norm,
∣∣u1(t) − u2(t)∣∣
t∫
0
∣∣u′1(s) − u′2(s)∣∣ds  t‖u1 − u2‖X
and (4.14) is rewritten as
c1t  u(t) c2t,
where c1 = ϕ−1p (1/2) and c2 = ϕ−1p (3/2). Thus for 1 < p  2, we have
∣∣ϕp(u1(s))− ϕp(u2(s))∣∣ ϕ′p(c1s)∣∣u1(s) − u2(s)∣∣ ϕ′p(c1)sp−1‖u1 − u2‖X,
and for p > 2, we have
∣∣ϕp(u1(s))− ϕp(u2(s))∣∣ ϕ′p(c2s)∣∣u1(s) − u2(s)∣∣ ϕ′p(c2)sp−1‖u1 − u2‖X.
Therefore, we have
t∫
h(s)
∣∣ϕp(u1(s))− ϕp(u2(s))∣∣ds  ep
t∫
sp−1h(s) ds‖u1 − u2‖X.0 0
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‖Su1 − Su2‖X  dpepλ
t∫
0
sp−1h(s) ds‖u1 − u2‖X  12‖u1 − u2‖X.
By the Contraction Mapping Theorem, there exists a unique u ∈ Y such that u = Su for 0 t  δ.
Consequently, a local solution exists and is unique. We have already proved the global existence
and u ∈ C[0,1] in Theorem 2.2. Also, the global uniqueness follows from Theorem 2.2 and the
proof is complete. 
5. C1-regularity
In this section, we consider the differentiability at t = 0,1 of solutions for the problem
ϕp
(
u′(t)
)′ + λh(t)f (u(t))= 0, a.e. in (0,1), (5.1)
and we prove Theorem 2.4 and Proposition 2.6. We concentrate on the regularity at t = 0, how-
ever our method given below is applicable to the case t = 1 as well. We investigate the behavior
of solutions for (5.1) near t = 0 in the following two lemmas.
Lemma 5.1. Let h ∈ B and f satisfy the assumptions of Theorem 2.4. Suppose that a > 0 and
u ∈ C[0, a) ∩ C1(0, a), ϕp(u′) ∈ W 1,1loc (0, a), u(0) = 0, u > 0 on (0, a) and u satisfies (5.1)
in (0, a). Then
lim sup
t→0+
u(t)
tu′(t)
< ∞. (5.2)
Proof. Since f (s)/sp−1 is bounded as s → 0+, there exists C0 > 0 such that
f
(
u(t)
)
 C0u(t)p−1 for t ∈ [0, a]. (5.3)
Observe the inequality
(α + β)1/(p−1)  Cp
(
α1/(p−1) + β1/(p−1)) for α,β  0, (5.4)
where
Cp ≡
{
1, if p  2,
2(2−p)/(p−1), if 1 < p < 2.
Since u > 0 in (0, a), it is concave. Since h ∈ B, we choose b > 0 so small that b < min(a,1/2),
u′(t) > 0 in (0, b) and
(λC0)
1/(p−1)Cp
b∫ ( 1/2∫
h(τ) dτ
)1/(p−1)
ds <
1
2
. (5.5)0 s
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u′(s)p−1  u′(t)p−1 + λC0u(t)p−1
t∫
s
h(τ ) dτ,
since u is increasing in (0, b). Using (5.4), we have
u′(s) Cpu′(t) + (λC0)1/(p−1)Cpu(t)
( 1/2∫
s
h(τ ) dτ
)1/(p−1)
.
Integrating over (0, t) with respect to s, we have
u(t) Cptu′(t) + (λC0)1/(p−1)Cpu(t)
t∫
0
( 1/2∫
s
h(τ ) dτ
)1/(p−1)
ds.
By (5.5), we obtain
(1/2)u(t) Cptu′(t).
This implies (5.2) and the proof is done. 
Lemma 5.2. Impose the assumptions in Lemma 5.1 where we replace h ∈ B with h ∈A. If
u /∈ C1[0, a), then
lim
t→0+
tu′(t)
u(t)
= 0. (5.6)
Proof. Fix ε > 0 arbitrarily. Since u > 0 in (0, a), we choose δ ∈ (0, a) so small that u′ > 0 on
(0, δ) and
δ∫
0
h(t)tp−1 dt < ε.
Integrating (5.1) over (s, t) and using (5.3), we have
u′(s)p−1  u′(t)p−1 + λC0
t∫
s
h(τ )
(
u(τ)/τ
)p−1
τp−1 dτ
 u′(t)p−1 + λC0
(
u(s)/s
)p−1 t∫
s
h(τ )τp−1 dτ
 u′(t)p−1 + λC0ε
(
u(s)/s
)p−1
,
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(s/u(s))p−1, we obtain
(
su′(s)
u(s)
)p−1

(
s/u(s)
)p−1
u′(t)p−1 + λεC0.
Since u′(s) u(s)/s and u /∈ C1[0,1), u(s)/s diverges to ∞ as s → 0. Hence we have
lim sup
s→0+
(
su′(s)
u(s)
)p−1
 λεC0.
Since ε > 0 is arbitrary, this inequality is reduced to (5.6). 
Proof of Theorem 2.4. We prove u ∈ C1[0,1/2). Let u ≡ 0. Then by Lemma 4.4, u has no zeros
in a small interval (0, δ). Suppose u > 0 in (0, δ). If u /∈ C1[0, δ), Lemmas 5.1 and 5.2 contradict
each other. Thus u ∈ C1[0, δ). By the same way, we see u ∈ C1(1/2,1]. Since u ∈ C1[0,1] and
u(0) = u(1) = 0, there exists C > 0 such that
∣∣u(t)∣∣ Ct(1 − t) on [0,1]. (5.7)
Since |f (s)|/|s|p−1 is bounded as s → 0, there exists C0 > 0 such that
∣∣f (u(t))∣∣ C0∣∣u(t)∣∣p−1 on [0,1].
By (5.7), we have
∣∣f (u(t))∣∣ C0Cp−1tp−1(1 − t)p−1
which shows
ϕp(u
′)′ = −λh(t)f (u(t)) ∈ L1(0,1).
Therefore ϕp(u′) ∈ W 1,1(0,1) and the proof is complete. 
Proof of Proposition 2.6. We will show the first assertion in Proposition 2.6. The other one can
be proved by the same way. Assume condition (2.1). Then we already have proved that (IVP0)
has a solution in C1[0,1) by Theorem 2.3. We can easily see in the proof of Theorem 2.3 that
the existence of solution needs condition (2.1) only.
Conversely, let u ∈ C1[0, a) be a solution such that u(0) = 0 and u′(0) = 0. Assume u′(0) > 0.
Then u(t) tu′(0)/2 for t > 0 small enough. Integrating (IVP0) over (s, t), we have
ϕp
(
u′(t)
)− ϕp(u′(s))+ λ
t∫
h(τ)ϕp
(
u(τ)
)
dτ = 0. (5.8)s
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λ
t∫
s
h(τ )
(
τu′(0)/2
)p−1
dτ  ϕp
(
u′(s)
)− ϕp(u′(t)).
As s → 0+, the right-hand side converges. Hence h satisfies condition (2.1). 
6. Continuous dependence
Throughout this section, we suppose h ∈ A and denote the solution of (IVP0) by u(t, λ).
In this section, we prove that u(t, λ) continuously depends on λ > 0 in the spaces C[0,1] and
C1[0, T ] for any 0 < T < 1.
Theorem 6.1. For any 0 < T < 1, u(·, λ) is continuous from λ ∈ (0,∞) to u(·, λ) ∈ C1[0, T ].
Theorem 6.2. u(·, λ) is continuous from λ ∈ (0,∞) to u(·, λ) ∈ C[0,1].
Proof of Theorem 6.1. We use (4.9) and (4.10) with t0 = 0, u0 = 0 and u1 = 1. Then C1 = 1
and (4.10) is reduced to
max
0st
∣∣u′(s)∣∣p−1  exp
(
λC
t∫
0
h(s)sp−1 ds
)
. (6.1)
Let {λn} converge to λ∞ ∈ (0,∞). Let us fix T ∈ (0,1) arbitrarily and put un(t) = u(t, λn) for
n ∈ N ∪ {∞}. Then {un} is bounded in C1[0, T ] by (6.1). Let {u˜n} be any subsequence of {un}.
By the Ascoli–Arzela theorem, we choose a subsequence {Un} of {u˜n} which converges to a
limit, say U in C[0, T ]. Substituting s = 0, λ = λn and u = Un in (5.8), we have
ϕp
(
U ′n(t)
)= 1 − λn
t∫
0
h(τ)ϕp(Un)dτ. (6.2)
We can easily see for Un that
∣∣Un(t)∣∣=
∣∣∣∣∣
t∫
0
U ′n(s) ds
∣∣∣∣∣ t‖Un‖C1[0,T ].
Since Un is bounded in C1[0, T ], there is C > 0 such that∣∣λnh(t)ϕp(Un(t))∣∣ Ch(t)tp−1.
Therefore, by the Lebesgue convergence theorem, we have
T∫ ∣∣λnhϕp(Un) − λ∞hϕp(U)∣∣dt → 0, as n → ∞.
0
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1 − λ∞
t∫
0
h(s)ϕp(U)ds.
Thus {Un} converges to U in C1[0, T ], which satisfies
ϕp(U
′) = 1 − λ∞
t∫
0
h(s)ϕp(U)ds.
Differentiating both sides, we see that U is a solution of (IVP0) with λ = λ∞. Hence U = u∞.
Consequently, {un} itself converges to u∞ in C1[0, T ] and the proof is complete. 
To prove Theorem 6.2, we fix λ0 > 0 arbitrarily and show that u(t, λ) uniformly converges to
u(t, λ0) as λ → λ0. We divide our discussion into three cases:
(i) u(1, λ0) = 0 and u′(t, λ0) is bounded as t → 1.
(ii) u(1, λ0) = 0 and u′(t, λ0) is unbounded as t → 1.
(iii) u(1, λ0) = 0.
We first deal with the case (i). In this case, u′(t, λ0) has a finite limit as t → 1.
Lemma 6.3. Assume that u(1, λ0) > 0 and u′(t, λ0) has a finite limit as t → 1. Then u(t, λ)
uniformly converges to u(t, λ0) on [0,1] as λ → λ0.
Proof. We write u0(t) = u(t, λ0). By the assumptions, h ∈ L1(1/2,1). Indeed, by (5.8), we have
λ0
t∫
s
h(τ )ϕp
(
u0(τ )
)
dτ = ϕp
(
u′0(s)
)− ϕp(u′0(t)). (6.3)
As t → 1, the right-hand side converges and the integrand is estimated as
h(τ)ϕp
(
u0(τ )
)
 ϕp
(
u0(1)/2
)
h(τ),
provided that τ is sufficiently close to 1. Hence h ∈ L1(1/2,1) and all solutions u(t, λ) belong
to C1[0,1]. Since the left-hand side of (6.3) with u0(t) = u(t, λ) converges to zero as s, t → 1,
ϕp(u
′(t)) has a limit and u ∈ C1[0,1]. By (6.1), solutions have a uniform bound,
∣∣u′(t, λ)∣∣ exp
(
λC(p − 1)−1
1∫
h(s)sp−1 ds
)
. (6.4)0
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M ≡ exp
(
(λ0 + 1)C(p − 1)−1
1∫
0
h(s)sp−1 ds
)
,
fix ε > 0 arbitrarily and choose a ∈ (0,1) satisfying M(1 − a) < ε. Integrating (6.4) over (a, t),
we have
∣∣u(t, λ) − u(a,λ)∣∣M(t − a) < ε,
for t ∈ [a,1] and |λ − λ0| < 1. By Theorem 6.1, there exists δ > 0 such that∣∣u(t, λ) − u(t, λ0)∣∣< ε for t ∈ [0, a] and |λ − λ0| < δ. (6.5)
Therefore
∣∣u(t, λ) − u(t, λ0)∣∣ ∣∣u(t, λ) − u(a,λ)∣∣+ ∣∣u(a,λ) − u(a,λ0)∣∣+ ∣∣u(a,λ0) − u(t, λ0)∣∣
 3ε,
for t ∈ [a,1]. By this inequality with (6.5), u(t, λ) uniformly converges to u(t, λ0) on [0,1]. 
For the case u(1, λ0) > 0 and u′(t, λ0) is unbounded as t → 1, we easily see that u′(t, λ0)
necessarily diverges to −∞, since u is concave near t = 1.
Lemma 6.4. Suppose that u(1, λ0) > 0 and u′(t, λ0) diverges to −∞ as t → 1. Then for any
ε > 0, there exist a constant δ > 0 and a ∈ (0,1) such that
1
1 + ε u(t, λ0) u(t, λ) (1 + ε)u(t, λ0), (6.6)
for t ∈ [a,1] and |λ − λ0| < δ.
Proof. Fix ε ∈ (0,1) arbitrarily. We put u0(t) = u(t, λ0). First, we choose a ∈ (0,1) sufficiently
close to 1 such that
u0(t) > 0, u′0(t) < 0, in [a,1),
u0(a) (1 + ε/6)u0(t), in [a,1]. (6.7)
Second, choose θ ∈ (0,1) so small that 0 < θ < ε and
(1 + θ)(1 + ε/6) < 1 + ε/5, (6.8)
(ε/4 + θ + εθ/4)(1 + θ)(1 + ε/6) < ε/3. (6.9)
Third, we take δ1 > 0 so small that
R. Kajikiya et al. / J. Differential Equations 244 (2008) 1985–2019 2005λ0/λ < (1 + ε/6)p−1, (6.10)
(λ/λ0)(1 + ε/5)p−1 < (1 + ε/4)p−1, (6.11)
for |λ − λ0| < δ1. From (6.8) and (6.10), it follows that
(1 + θ)p−1 < λ
λ0
(1 + ε/5)p−1. (6.12)
Last, by Theorem 6.1, we determine δ2 > 0 so small that
u′(a,λ) < 0,
∣∣u′(a,λ)∣∣ (1 + θ)∣∣u′0(a)∣∣, (6.13)
1
1 + θ u0(a) < u(a,λ) < (1 + θ)u0(a), (6.14)
for |λ − λ0| < δ2. Put δ = min(δ1, δ2) and u(t) = u(t, λ). For |λ − λ0| < δ, we claim
1
1 + ε u0(t) < u(t) < (1 + ε)u0(t), in (a,1). (6.15)
Suppose that the claim is false. However, this inequality holds near t = a because of (6.14).
Therefore there exists b ∈ (a,1) such that
1
1 + εu0(t) < u(t) < (1 + ε)u0(t), in (a, b), (6.16)
u0(b) = (1 + ε)u(b) or u(b) = (1 + ε)u0(b). (6.17)
By (6.16), u > 0 on (a, b) and u is concave. Since u′(a) < 0, u′ is negative on (a, b). There-
fore (6.14), (6.7) and (6.8) imply
u(t) u(a) (1 + θ)u0(a)
 (1 + θ)(1 + ε/6)u0(t)
 (1 + ε/5)u0(t), (6.18)
for t ∈ [a, b]. Noting u′0(t), u′(t) < 0, we rewrite (6.3) as
∣∣u′0(t)∣∣p−1 = ∣∣u′0(a)∣∣p−1 + λ0
t∫
a
h(s)u0(s)
p−1 ds, (6.19)
∣∣u′(t)∣∣p−1 = ∣∣u′(a)∣∣p−1 + λ
t∫
a
h(s)u(s)p−1 ds. (6.20)
By using (6.13), (6.18) and (6.12), we estimate (6.20) as
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t∫
a
hu
p−1
0 ds
 λ
λ0
(1 + ε/5)p−1
{∣∣u′0(a)∣∣p−1 + λ0
t∫
a
hu
p−1
0 ds
}
.
This inequality with (6.19) and (6.11) implies
∣∣u′(t)∣∣ (1 + ε/4)∣∣u′0(t)∣∣ in (a, b).
Integrating both sides, we get
0 < u(a) − u(t) (1 + ε/4)(u0(a) − u0(t)) in (a, b),
which with (6.14) means
u(a) + (1 + ε/4)u0(t) (1 + ε/4)u0(a) + u(t)
 (1 + ε/4)(1 + θ)u(a) + u(t).
Thus we have
(1 + ε/4)u0(t) (ε/4 + θ + εθ/4)u(a) + u(t). (6.21)
By the way, it follows from (6.14) and (6.7) that
u(a) (1 + θ)(1 + ε/6)u0(t).
Substituting this inequality into the right-hand side of (6.21) and using (6.9), we obtain
(1 + ε/4)u0(t) (ε/3)u0(t) + u(t),
or equivalently,
u0(t) (1 − ε/12)−1u(t) (1 + ε/2)u(t), (6.22)
for t ∈ [a, b]. However, (6.18) and (6.22) contradict (6.17). Consequently, our claim (6.15) is
true and the proof is complete. 
We denote the L∞(0,1)-norm by ‖ · ‖∞.
Lemma 6.5. Suppose u(1, λ0) = 0. Then
∥∥u(·, λ) − u(·, λ0)∥∥∞ → 0 as λ → λ0. (6.23)
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u(1, λ0) < 0 too. Put u0(t) = u(t, λ0) and u(t) = u(t, λ). When u′0(t) has a finite limit as t → 1,
then (6.23) has already been proved in Lemma 6.3. Suppose on the other hand, that u′0(t) is
unbounded as t → 1. Then it diverges to −∞. Let ε > 0. Then we may choose a > 0 and δ > 0
by Lemma 6.4 which satisfy (6.6). Then we have
∣∣u(t) − u0(t)∣∣ ε max(u0(t), u(t))
 ε(1 + ε)u0(t)
 ε(1 + ε)‖u0‖∞,
for t ∈ [a,1]. This inequality with Theorem 6.1 implies
lim sup
λ→λ0
∥∥u(·, λ) − u(·, λ0)∥∥∞  ε(1 + ε)‖u0‖∞.
Since ε > 0 is arbitrary, the left-hand side must be zero and the proof is done. 
Before proving Theorem 6.2, we need the following lemma, which is obvious if u ∈ C1(0,1].
However, we note that as stated in Example 2.7, some solutions do not belong to C1(0,1].
Lemma 6.6. Let u ∈ C[0,1] ∩ C1(0,1) satisfy (4.1) and u(1) = 0. Then (1 − t)u′(t) converges
to zero as t → 1.
Proof. Let u ≡ 0 satisfy the assumptions. Then by Lemma 4.4, u > 0 or u < 0 on a small in-
terval (a,1). We consider the former case. Since u(1) = 0, we may assume u′ < 0 on (a,1)
after replacing a ∈ (0,1) by a constant close to 1. Multiply (4.1) by (1 − t)p−1 and integrate it
over (s, t). Then by the fact u′ < 0, we get
∣∣u′(t)∣∣p−1(1 − t)p−1 − ∣∣u′(s)∣∣p−1(1 − s)p−1 + (p − 1)
t∫
s
∣∣u′(τ )∣∣p−1(1 − τ)p−2 dτ
= λ
t∫
s
h(τ )u(τ)p−1(1 − τ)p−1 dτ, (6.24)
for a < s < t < 1. Since the right-hand side is bounded as t → 1, we have
1∫
s
∣∣u′(τ )∣∣p−1(1 − τ)p−2 dτ < ∞.
Hence two integrals in (6.24) converge to zero as s, t → 1, and therefore we see
∣∣u′(t)∣∣p−1(1 − t)p−1 − ∣∣u′(s)∣∣p−1(1 − s)p−1 → 0,
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Then it follows that
u′(t) < (c/2)(1 − t)−1,
for t ∈ (1 − δ,1) with δ > 0 small enough. Integrating both sides, we have
u(t) − u(s) (c/2) log
(
1 − s
1 − t
)
, for 1 − δ < s < t < 1.
As t → 1, a contradiction occurs since c < 0. Consequently, c = 0 and the proof is complete. 
Proof of Theorem 6.2. It remains to prove for the case u(1, λ0) = 0, by Lemma 6.5. We put
u0(t) = u(t, λ0). Since u0 has no zeros near t = 1 except for t = 1, we may suppose u0 > 0 near
t = 1. Let ε ∈ (0,1), then by Lemma 6.6, we may choose a ∈ (1/2,1) sufficiently close to 1 such
that
0 < u0(t) < ε and u′0(t) < 0, in [a,1), (6.25)
21/(p−1)
(
1 + ∣∣u′0(a)∣∣)(1 − a) < ε, (6.26)
2p−1(λ0 + 1)
1∫
a
h(t)ρ(t) dt <
1
2
. (6.27)
Here ρ(t) = tp−1(1 − t)p−1. Choose δ > 0 so small that
u(a,λ) > 0, u′(a,λ) < 0,
∣∣u(a,λ) − u0(a)∣∣< ε,∣∣u′(a,λ)∣∣ 1 + ∣∣u′0(a)∣∣, (6.28)
for |λ− λ0| < δ. Fix λ with |λ− λ0| < δ. Put u(t) = u(t, λ). We divide the proof into two cases.
Case 1. u > 0 on (a,1).
Case 2. u has a zero on (a,1).
In Case 1, u′ < 0 on (a,1), thus we get
0 < u(t) u(a) u0(a) + ε < 2ε, (6.29)
for all t ∈ (a,1). This is a desired estimate.
In Case 2, u has exactly one zero in (a,1) because of Lemma 4.1 with (6.27). We denote it
by b. As shown in (6.29), we have
0 < u(t) 2ε, for t ∈ (a, b). (6.30)
By (6.20), we have
∣∣u′(b)∣∣p−1 = ∣∣u′(a)∣∣p−1 + λ
b∫
hup−1 dt.a
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0 u(t)
∣∣u′(b)∣∣(b − t) for t ∈ (a, b).
Thus we obtain
∣∣u′(b)∣∣p−1  ∣∣u′(a)∣∣p−1 + λ
b∫
a
h(b − t)p−1 dt∣∣u′(b)∣∣p−1. (6.31)
Since a > 1/2, (6.27) gives
(λ0 + 1)
1∫
a
h(t)(1 − t)p−1 dt < 1/2.
Therefore (6.31) is reduced to
∣∣u′(b)∣∣p−1  2∣∣u′(a)∣∣p−1  2(1 + ∣∣u′0(a)∣∣)p−1, (6.32)
where we have used (6.28). On the other hand, since u < 0 on (b,1), it is convex. Therefore we
have
u′(b)(t − b) u(t) < 0,
for t ∈ (b,1). Thus (6.32) and (6.26) give
∣∣u(t)∣∣ ∣∣u′(b)∣∣(t − b) 21/(p−1)(1 + ∣∣u′0(a)∣∣)(1 − a) < ε, (6.33)
for t ∈ (b,1). By (6.29), (6.30) and (6.33), we have
max
at1
∣∣u(t, λ)∣∣ 2ε,
which with (6.25) shows
max
at1
∣∣u(t, λ) − u0(t)∣∣ 3ε.
This inequality with Theorem 6.1 implies
lim sup
λ→λ0
∥∥u(·, λ) − u(·, λ0)∥∥∞  3ε.
This completes the proof. 
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In this section, we prove Theorem 2.1 and construct an example for Example 2.7. We assume
h ∈A and denote the solution of (IVP0) by u(t, λ) in this section. We investigate u(t, λ) and
obtain the properties of its zeros.
Lemma 7.1. There exists λ0 > 0 such that if λ ∈ (0, λ0), then u(t, λ) > 0 for t ∈ (0,1).
Proof. Let u(t, λ) have the first zero t0 in (0,1). As in (4.6), we have
t0∫
0
|u′|p dt  2p−1λ
t0∫
0
h(t)ρ(t) dt
t0∫
0
|u′|p dt,
where ρ(t) = tp−1(1 − t)p−1. This is reduced to
1 2p−1λ
t0∫
0
h(t)ρ(t) dt  2p−1λ
1∫
0
h(t)ρ(t) dt.
This inequality is not possible if λ > 0 is sufficiently small. Consequently, u(t, λ) has no zeros
in (0,1) for λ > 0 small enough and the proof is complete. 
Lemma 7.2. For any 0 < a < b < 1, there exists L > 0 such that if λ > L, then u(t, λ) has at
least one zero in (a, b).
Proof. Let Cp(t) denote the solution of
{
ϕp(u
′)′ + ϕp(u) = 0,
u′(0) = 0, u(0) = 1
and define
πp = 2π(p − 1)
1/p
p sin(π/p)
.
Then all zeros of Cp(t) are of the form πp/2 + nπp with n ∈ Z (see [12]). Let 0 < a < b < 1.
Also let c = a + (b − a)/3, d = a + 2(b − a)/3, λ0 ≡ πp/(b − a) and
v(t) ≡ Cp
(
λ0(t − a) − πp/2
)
.
Fix L > 0 so large that
L
d∫
c
h(t)
∣∣v(t)∣∣p dt > λp0
b∫
a
∣∣v(t)∣∣pdt. (7.1)
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ϕp(v
′)′ + λp0 ϕp(v) = 0, v(t) > 0, in (a, b),
v(a) = v(b) = 0.
Let λ > L. Then we show that u(t, λ) has a zero in (a, b). Suppose on the contrary u > 0 on
(a, b). Choose C > 0 so large that Cv(t) > u(t) for t ∈ [c, d]. Put V (t) = Cv(t). Then there is
an interval (α,β) such that a  α < c < d < β  b, V > u on (α,β) and V (t) = u(t) at t = α,β .
By Lemma 3.3, we have
β∫
α
(
q(t) − Q(t))∣∣V (t)∣∣p dt  0.
Here q(t) = λp0 and Q(t) = λh(t). Since V = Cv, we get
λ
p
0
β∫
α
∣∣v(t)∣∣p dt  λ
β∫
α
h(t)
∣∣v(t)∣∣p dt,
which leads to
λ
p
0
b∫
a
∣∣v(t)∣∣p dt  λ
d∫
c
h(t)
∣∣v(t)∣∣p dt.
This contradicts (7.1) and the proof is complete. 
The next proposition directly follows from Lemma 7.2.
Proposition 7.3. For each k ∈ N, there exists L(k) > 0 such that if λ > L(k), then u(t, λ) has at
least k − 1 zeros in (0,1).
In the following lemma, we investigate relation between the position of zeros for u(t, λ) and
the order of λ.
Lemma 7.4. Let 0 < μ1 < μ2. Denote all interior zeros of u(t,μ1) and u(t,μ2) by {ti}ni=1
and {si}mi=1, respectively, which are arranged in increasing order. Then nm and si < ti for
1  i  n. Moreover, if u(·,μ1), u(·,μ2) ∈ C1[0,1] and {ti}ni=1, {si}mi=1 are zeros in (0,1] of
u(t,μ1) and u(t,μ2), respectively, then the conclusion above is still valid.
Proof. Put ui(t) = u(t,μi) for i = 1,2. Let {ti}ni=1 and {si}mi=1 be zeros in (0,1) of u1 and u2,
respectively. We prove the second inequality by induction. First we show s1 < t1. Suppose on
the contrary t1  s1. Then we choose c > 0 so large that cu1(t) > u2(t) at some t ∈ (0, t1).
Put v(t) ≡ cu1(t). Then there exists an interval (a, b) in (0, t1) such that v > u2 in (a, b) and
v(t) = u2(t) at t = a, b. By Lemma 3.4(i), μ2  μ1. This is a contradiction. Therefore s1 < t1.
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u1 > 0 on (ti−1, ti ) and u2 > 0 on (si−1, si) because we replace ui by −ui if necessary. Let us
choose c > 0 so large that cu1(t) > u2(t) at some t ∈ (ti−1, ti). Then the same argument as in the
case i = 1 yields a contradiction. Therefore it follows si < ti . By induction, we obtain si < ti for
1 i  n and obviously, nm. Even if u1, u2 ∈ C1[0,1] and {ti}ni=1, {si}mi=1 are zeros in (0,1],
the argument given above works well. 
Lemma 7.4 immediately implies the next lemma.
Lemma 7.5. If u(·, λ), u(·,μ) ∈ C1[0,1] have the same number of zeros in (0,1) and u(1, λ) =
u(1,μ) = 0, then λ = μ.
Lemma 7.4 asserts that the number of zeros for u(t, λ) is nondecreasing as λ increases. More-
over, in the next lemma, we show that the number of zeros for u(t, λ) can be increasing at most
one when it changes.
Lemma 7.6. Let k  2 and λ0 > 0 satisfy that u(·, λ0) has exactly k − 1 zeros in (0,1) and
u(1, λ0) = 0. Then there exists ε > 0 such that if |λ − λ0| < ε, then u(·, λ) has either k − 1 or
k zeros in (0,1).
Proof. Choose T which is greater than the maximal zero of u(·, λ0) in (0,1) and less than one.
Since u(·, λ) is continuous in C1[0, T ] with respect to λ, u(·, λ) has exactly k − 1 zeros in (0, T )
for λ sufficiently close to λ0. To prove the lemma, it is enough to show that u(·, λ) has at most
k zeros in (0,1). Suppose on the contrary that there is a sequence {λi}∞i=1 converging to λ0 such
that u(·, λi) has k + 1 or more zeros in (0,1). Denote the kth and the (k + 1)th zero by tk,i and
tk+1,i . Then these sequences converge to 1 as i → ∞. By Lemma 4.1, u(·, λi) ≡ 0 on [0,1] for i
large enough. This is impossible. Therefore u(·, λ) has at most k zeros in (0,1) and the proof is
complete. 
Our proof of Theorem 2.1 is based on the following result.
Theorem 7.7. Let h ∈A. For each k ∈ N, we put
λk ≡ sup
{
λ > 0: u(·, λ) has at most k − 1 zeros in (0,1)}.
Then {λk} is strictly increasing and diverges to ∞. A solution u(·, λ) belongs to C1[0,1], satisfies
u(1, λ) = 0 and has exactly k − 1 zeros in (0,1) if and only if λ = λk . Therefore λk is the kth
eigenvalue and u(·, λk) is the corresponding eigenfunction in C1[0,1].
This theorem implies that if λ = λk for all k, then u(1, λ) = 0 or u′(t, λ) diverges as t → 1−.
To prove the theorem, we consider the problem,
ϕp(u
′)′ + λh(t)ϕp(u) = 0, in (t1, t2), (7.2)
u(t1) = u(t2) = 0, (7.3)
u(t) = 0, in (t1, t2). (7.4)
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is a solution of (7.2)–(7.4) with |u′(t1)|  C1 and 0 < λ  Λ, then |u′(t2)|  C2. Here C2 de-
pends only on C1 and Λ but does not on t1 and t2.
Proof. Let (λ,u) be as in the lemma. We may assume without loss of generality, u > 0 on (t1, t2).
We choose a ∈ (1/2,1) sufficiently close to 1 such that
2p−1Λ
1∫
a
h(t)tp−1(1 − t)p−1 dt < 1/2 (7.5)
and fix b with a < b < 1. We show t1 < a. Suppose on the contrary a  t1 < t2  1. Then by
Lemma 4.1 with (7.5), u ≡ 0. This is a contradiction. Therefore t1 < a.
There are two cases to consider: Case 1: b t2  1 and Case 2: 0 t2 < b.
Case 1. In this case, t1 < a < b t2. We show
∣∣u′(a)∣∣ C1
b − a . (7.6)
Since u(t) > 0 in (t1, t2), it is concave. Thus we have
0 < u(t) u′(t1)(t − t1) C1 in (t1, t2)
and u(a) C1. If u′(a) 0, then 0 u′(a) u′(t1) C1. This proves (7.6). If u′(a) < 0, then
the concavity of u gives
−C1  u(t2) − u(a) u′(a)(t2 − a) u′(a)(b − a),
which proves (7.6). Integrating (7.2) over (a, t2), we have
ϕp
(
u′(t2)
)− ϕp(u′(a))+ λ
t2∫
a
hup−1 dτ = 0. (7.7)
Since u(t) is concave, it follows that
0 < u(t)
∣∣u′(t2)∣∣(t2 − t) in (a, t2).
Now, since a > 1/2, (7.5) implies
Λ
1∫
a
h(t)(1 − t)p−1 dt < 1/2.
Thus (7.7) is estimated as
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t2∫
a
h(τ)(t2 − τ)p−1 dτ
∣∣u′(t2)∣∣p−1

∣∣u′(a)∣∣p−1 + Λ
1∫
a
h(τ)(1 − τ)p−1 dτ ∣∣u′(t2)∣∣p−1

∣∣u′(a)∣∣p−1 + (1/2)∣∣u′(t2)∣∣p−1.
This inequality with (7.6) gives
∣∣u′(t2)∣∣ 21/(p−1)∣∣u′(a)∣∣ 21/(p−1)C1(b − a)−1. (7.8)
This completes the proof for Case 1.
Case 2. Noting u′(t1) > 0, u′(t2) < 0, we integrate (7.2) over (t1, t2). Then
−∣∣u′(t2)∣∣p−1 − ∣∣u′(t1)∣∣p−1 + λ
t2∫
t1
hup−1 dτ = 0. (7.9)
Since u is concave in (t1, t2), we have
0 < u(t) u′(t1)(t − t1) C1(t − t1) in (t1, t2).
This inequality with (7.9) yields
∣∣u′(t2)∣∣p−1  λ
t2∫
t1
hup−1 dτ
ΛCp−11
t2∫
t1
h(τ)(τ − t1)p−1 dτ
ΛCp−11
b∫
0
h(τ)τp−1 dτ,
which is rewritten as
∣∣u′(t2)∣∣ C1
(
Λ
b∫
h(τ)τp−1 dτ
)1/(p−1)
. (7.10)0
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C2 ≡ C1 max
{
21/(p−1)(b − a)−1,
(
Λ
b∫
0
h(τ)τp−1 dτ
)1/(p−1)}
. (7.11)
Then |u′(t2)| C2 and the proof is complete. 
When u(t, λ) has a zero in (0,1), we denote the largest zero in (0,1) by Tλ. We note even if
u(1, λ) = 0, Tλ < 1.
Lemma 7.9. Let h ∈A. For any Λ > 0, there exists a constant C > 0 such that if u(·, λ) has a
zero in (0,1) and 0 < λΛ, then
∣∣u(t, λ)∣∣+ ∣∣u′(t, λ)∣∣ C on [0, Tλ].
Here C depends only on Λ but not on Tλ.
Proof. By Lemma 4.4, there exists K ∈ N depending on Λ such that u(·, λ) with 0 < λΛ has
at most K interior zeros. Since Tλ < 1, u belongs to C1[0, Tλ]. Let k ( K) be the number of
zeros in (0,1) for u(t, λ). We denote the zeros of u by {ti}ki=0 arranged in increasing order. Here
t0 = 0, tk = Tλ and k K . To prove the lemma, we use Lemma 7.8 repeatedly. Observing (7.11),
we define C0 = 1 and
Ci ≡ Ci−1 max
{
21/(p−1)(b − a)−1,
(
Λ
b∫
0
h(τ)τp−1 dτ
)1/(p−1)}
.
Then we have
∣∣u′(ti , λ)∣∣Ci for 1 i  k.
Since u is convex or concave in each interval [ti−1, ti], it follows that
∣∣u′(t, λ)∣∣max{∣∣u′(ti−1, λ)∣∣, ∣∣u′(ti , λ)∣∣} CK for t ∈ [ti−1, ti].
Consequently, |u′(t, λ)| CK on [0, Tλ]. Integrating both sides over [0, t], we get |u(t, λ)|CK
on [0, Tλ] and the proof is complete. 
Proof of Theorem 7.7. By Lemma 4.4, any solution u(t, λ) does not have infinitely many zeros.
By Lemma 7.1 and Proposition 7.3, λk is well defined and 0 < λk < ∞. Assume λ = λk .
(1) We show u(1, λk) = 0: Suppose that it is not true. Then u(t, λ) with λ sufficiently close
to λk has the same number of zeros as that of u(t, λk) since u(·, λ) is continuous on λ in the
space C[0,1]. This contradicts the definition of λk . Hence u(1, λk) = 0.
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if λ > λk . Let Tλ be the largest zero of u(·, λ) in (0,1). Then by Lemma 7.9, there is a constant
C > 0 such that ∣∣u′(t, λ)∣∣ C for t ∈ [0, Tλ] and λ ∈ (λk, λk + 1). (7.12)
Fix s ∈ (0,1) arbitrarily. As λ → λ+k , Tλ converges to 1. Furthermore, u(·, λ) converges to
u(·, λk) in C1[0, s]. As λ → λ+k in (7.12), we have∣∣u′(t, λk)∣∣ C for t ∈ [0, s].
Since s > 0 is arbitrary, this shows sup0<t<1 |u′(t, λk)| < ∞. Thus u(·, λk) ∈ C1[0,1]. Indeed,
u(t, λk) has no zeros in (1 − δ,1) with a small δ > 0. If u(t, λk) > 0 in this interval, it is concave.
Since u′(t, λk) is bounded, it has a finite limit as t → 1. For the case u(t, λk) < 0, this argument
is also valid.
(3) We show that u(·, λk) has exactly k − 1 zeros in (0,1): This is true for k = 1 because
u(1, λ1) = 0 and u(t, λ1) > 0 in (0,1). Let k  2. By the definition of λk , there exists a sequence
{μi}∞i=1 converging to λk as i → ∞ such that μi  λk and u(·,μi) has at most k − 1 zeros
in (0,1). Moreover, if λ > λk , then u(·, λ) has k or more zeros. By these facts and Lemma 7.6,
we conclude that u(·, λk) has exactly k − 1 zeros in (0,1).
We have now proved that u(·, λk) ∈ C1[0,1], it has exactly k − 1 zeros in (0,1) and
u(1, λk) = 0. Conversely, it is easy to see by Lemma 7.5 that a solution having such a property is
only u(·, λk). Finally, since u(·, λk) has exactly k − 1 zeros in (0,1), λk is different from λk+1.
Therefore {λk} is strictly increasing and by Lemma 4.4, {λk} diverges to ∞. The proof is com-
plete. 
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. The assertions (i), (iv) and (v) follow from Theorem 7.7. We have already
proved that the eigenfunction u(t, λk) belongs to C1[0,1]. By (5.7), we have∣∣ϕp(u(t, λk))∣∣ Cp−1tp−1(1 − t)p−1 on [0,1],
which guarantees
ϕp(u
′)′ = −λh(t)ϕp
(
u(t, λk)
) ∈ L1(0,1).
Hence ϕp(u′(t, λk)) ∈ W 1,1(0,1). It remains to show (iii). Let u and v be any eigenfunctions
corresponding to the same eigenvalue λ > 0. We put U(t) ≡ u(t)/u′(0) and V (t) ≡ v(t)/v′(0).
Then these are solutions of (IVP0). Theorem 2.3 implies U(t) ≡ V (t). Thus the eigenspace is
one-dimensional and the proof is complete. 
We conclude this paper by constructing Example 2.7.
Construction of Example 2.7. Let p > 2. We fix α > 0 and put
μk = (p − 1)αp−1.
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1 − (α + 1)∣∣log(1 − t)∣∣−1 > 0 on [T ,1].
We define U by
U(t) =
{0, if t = 1,
| log(1 − t)|−α, if t ∈ [T ,1).
From an easy computation, it follows that
U ′(t) = −α(1 − t)−1∣∣log(1 − t)∣∣−α−1,
ϕp(U
′) = −αp−1(1 − t)−(p−1)∣∣log(1 − t)∣∣−(α+1)(p−1),
ϕp(U
′)′ = −(p − 1)αp−1(1 − t)−p∣∣log(1 − t)∣∣−(α+1)(p−1){1 − (α + 1)∣∣log(1 − t)∣∣−1}.
We define h on (T ,1) by
h(t) ≡ −ϕp(U ′)′/
(
μkU
p−1)
= (1 − t)−p∣∣log(1 − t)∣∣−(p−1){1 − (α + 1)∣∣log(1 − t)∣∣−1}. (7.13)
Then h is well defined and h > 0 on [T ,1). Put
V0 ≡ U(T ) =
∣∣log(1 − T )∣∣−α > 0,
V1 ≡ U ′(T ) = −α(1 − T )−1
∣∣log(1 − T )∣∣−α−1 < 0.
For c > 0, we consider the initial value problem,
ϕp(V
′)′ + μkcϕp(V ) = 0, in (0, T ),
V (T ) = V0, V ′(T ) = V1.
We solve this equation backward from t = T to t = 0. Denote the solution by V (t, c). Then
V (t, c) is continuous in C1[0, T ] with respect to c 0, i.e.,
∥∥V (·, c) − V (·, c0)∥∥C1[0,T ] → 0 as c → c0.
If c = 0, then V (t, c) > 0 on [0, T ]. If c is large enough, then V (t, c) has sufficiently many zeros.
Therefore there is c0 > 0 such that V (t, c0) has exactly k − 1 zeros in (0, T ) and V (0, c0) = 0.
Now we put
u(t) =
{
V (t, c0), on [0, T ),
U(t), on [T ,1).
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with λ = μk and has k − 1 zeros in (0,1). Moreover, u ∈ C1[0,1) and u /∈ C1(0,1]. We verify
h ∈A \B. There are constants c1, c2 > 0 such that
c1(1 − t)−p
∣∣log(1 − t)∣∣−(p−1)  h(t) c2(1 − t)−p∣∣log(1 − t)∣∣−(p−1),
for t close to 1. Therefore we have
1∫
1/2
h(t)(1 − t)p−1 dt  c2
1∫
1/2
(1 − t)−1∣∣log(1 − t)∣∣−(p−1) dt < ∞.
Thus h ∈ A. Let us show h /∈ B. Since | log(1 − τ)|−(p−1)  | log(1 − s)|−(p−1) for 0 < τ <
s < 1, we have
s∫
1/2
h(τ) dτ  c1
∣∣log(1 − s)∣∣−(p−1)
s∫
1/2
(1 − τ)−p dτ
 c3
∣∣log(1 − s)∣∣−(p−1)(1 − s)−(p−1),
with a small constant c3 > 0 provided that s is sufficiently close to 1. Therefore
1∫
1/2
ϕ−1p
( s∫
1/2
h(τ) dτ
)
ds  c1/(p−1)3
1∫
1/2
(1 − s)−1∣∣log(1 − s)∣∣−1 ds = ∞.
Thus h /∈ B.
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