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We introduce an inhomogeneous protocol to drive a weakly disordered quantum spin chain quasi-
adiabatically across a quantum phase transition and minimize the residual energy of the final state.
The number of spins that simultaneously reach the critical point is controlled by the length scale in
which the magnetic field is modulated, introducing an effective size that favors adiabatic dynamics.
The dependence of the residual energy on this length scale and the velocity at which the magnetic
field sweeps out the chain is shown to be nonmonotonic. We determine the conditions for an
optimal suppression of the residual energy of the final state and show that inhomogeneous driving
can outperform conventional adiabatic schemes based on homogeneous control fields by several
orders of magnitude.
I. INTRODUCTION
Techniques to control or assist adiabatic dynamics
are of broad interest in quantum technologies, includ-
ing quantum simulation and quantum computation [1, 2].
The breakdown of adiabatic dynamics in quantum crit-
ical systems is conveniently described using the Kibble-
Zurek mechanism (KZM) [3–7]. This is the paradigmatic
theory to account for the nonequilibrium dynamics across
a continuous quantum phase transition. It exploits the
divergence of the relaxation time in the neighborhood of
the critical point in combination with scaling theory to
predict the density of excitations in the final state that
results from crossing the transition at a finite rate. The
KZM can also be used to estimate the mean energy of
the final state, known as residual energy, when measured
with respect to the corresponding ground state energy
[8]. Both the density of excitations and the residual en-
ergy are shown to scale as a universal power law of the
quench rate, where the power-law exponent is fixed by
the correlation length and dynamic critical exponents, ν
and z, as well as the dimensionality of the system.
Strategies that have been developed to mimic adiabatic
dynamics in quantum critical systems, in the absence of
disorder, often boil down to finding ways out of the KZM.
This is challenging as the KZM is broadly applicable and
it holds even in strongly-coupled systems [9, 10]. Yet, a
variety of protocols have been put forward. Prominent
examples include the driving of finite many-body systems
with a nonzero energy gap [11], coupling the system of
interest to a thermal bath [12], and engineering the time
variation of the driving field using scaling theory [13, 14]
or optimal control [15, 16]. Further approaches include
the design of counterdiabatic fields to implement short-
cuts to adiabaticity [18–22], or the modulation of multi-
ple control parameters in time [23], see [24] for a review.
All these strategies are particularly crucial – and should
be additionally scrutinized – in the presence of noisy con-
trol fields, that preclude adiabatic dynamics [17].
Recently, it has been shown that the KZM should be
modified when spatial or temporal inhomogeneities affect
the critical behavior of classical and quantum systems. In
the absence of disorder, the residual energy dependence
on the quench rate can be enhanced in classical inho-
mogeneous systems [25–31]. This is the case when the
critical point is first reached at a local front that subse-
quently spreads throughout the system, completing the
crossing of the phase transition. A number of recent ex-
periments are consistent with the fact that the interplay
between the velocity of the critical front and the speed
of information way to suppressing defect formation [7].
The role of causality has also been established in quan-
tum spin chains with no disorder [34–36].
By contrast, the development of techniques to ap-
proach the adiabatic limit in disordered systems is much
more limited. This is however a pressing issue for boost-
ing the performance of quantum annealers that encode
combinatorial optimization problems and thus are inher-
ently disordered [1]. It has been shown that, for disor-
dered Ising spin chains, the KZM predictions are severely
modified and the residual energy of the state upon com-
pletion of the driving exhibits only a weak dependence on
the quench rate [37, 38]: it no longer follows a power-law
and vanishes only with the inverse of the logarithm of
the quench rate. One main outstanding challenge, that
we address in this work, is to explore the effect of inho-
mogeneous driving across a quantum critical point in the
presence of disorder. The main goal is to spatially co-
ordinate symmetry breaking events among neighboring
regions by finding the appropriate degree of inhomogene-
ity and the speed of critical front to reduce the number
of topological defects.
In this work, we introduce an inhomogeneous driving
strategy for a weakly disordered Ising spin chain by a
transverse magnetic field with a smooth step-like spatial
profile that sweeps out the chain from side to side, as il-
lustrated in Fig. 1. The length scale in which the field is
modulated controls the number of spins that simultane-
ously cross the critical point. We study the dependence
on the shape (slope) of the profile and the velocity at
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2FIG. 1. Driving of a disordered spin chain by an in-
homogeneous magnetic field. Under inhomogeneous
driving, the critical front is reached locally as the magnetic
field is swept through the chain at velocity v. The length scale
in which the external field is modulated, controlled by α, sets
the number of spins in the neighborhood of the critical point.
which it is moved throughout the chain to minimize the
residual energy of the final state, effectively approach-
ing adiabatic dynamics. We show that our local driving
protocol can outperform conventional quantum anneal-
ing schedules based on homogeneous fields, reducing the
relative residual energy by several orders of magnitude.
The paper is organized as follows: In Sec. II we intro-
duce the weakly disordered transverse Ising model and
briefly review previous relevant results. In Sec. III we use
the adiabatic theorem to show the existence of a thresh-
old velocity of the critical front below which the evolution
is adiabatic. By an analysis in the spirit of the inhomo-
geneous KZM, we show that this velocity has a universal
character for smooth fronts. Subsequently, in Sec. IV
we present simulations of full dynamics to find the inho-
mogeneous protocols that optimize the residual energy.
While for fast driving a homogeneous control field proves
advantageous, in slower schemes for which the critical
front does not exceed the threshold velocity the inho-
mogeneous protocol with a smooth front extended over
several spins turns out to be optimal, effectively reach-
ing the adiabatic limit. We close with a discussion and
conclusions in Sec. V.
II. MODEL
We consider a chain of N spins described by the ran-
dom Ising Hamiltonian
Hˆ = −J
N−1∑
n=1
Jnσ
x
nσ
x
n+1 − J
N∑
n=1
gnσ
z
n, (1)
with quenched disorder (constant in time) in the nearest-
neighbors couplings Jn. We set J = ~ = 1 in subsequent
calculations, that is equivalent to use ~/J as a unit of
time. Realizations of disorder are drawn from a uniform
distribution
P (Jn) =
{
1 for Jn ∈ (1/2, 3/2),
0 otherwise.
(2)
The equilibrium properties of the model are well under-
stood as it is solvable using the strong disorder renor-
malization group approach [39], see [40] for a review. In
particular, the critical point satisfies log(gc) = log(|Jn|)
for uniform gn = gc (' 0.9558 . . .), and belongs to the
universality class of the infinite-randomess fixed point.
We consider a driving protocol where at an initial time
ti the system is prepared in the ground state for the mag-
netic field gn(ti) = gi deeply in the paramagnetic phase
(in the simulations we use gi = 3) and then driven at
a finite rate to the final value gn(tf ) = gf , deeply in
the ferromagnetic phase. We set gf = 0 for which the
Hamiltonian in Eq. (1) can be considered classical, with
a non-vanishing energy gap (notice that Jn ≥ 0.5 which
we refer to as weak disorder) and is outside of the Grif-
fiths phase surrounding the critical point.
Under homogeneous driving and in the absence of dis-
order the nonequilibrium dynamics is well described by
the KZM [3–7]. The mechanism exploits the divergence
of the equilibrium relaxation time τ [ε] = τ0/|ε|zν , known
as critical slowing down, as a function of the dimension-
less distance to the critical point ε = (gc − g)/gc. In the
proximity of gc the modulation of the magnetic field can
be linearized in the form g(t) = gc(1 − t/τQ), so that
ε = t/τQ, where τQ sets the quench time. The critical
point is reached at t = 0 around which the relaxation
time diverges. As the system is driven through the phase
transition, the evolution can be roughly split in three
sequential stages where the dynamics is approximately
adiabatic, frozen and adiabatic again. The time scale
in which the system leaves the frozen stage to evolve
adiabatically in the broken-symmetry side of the tran-
sition is known as the freeze-out time tˆ = (τ0τ
zν
Q )
1
1+zν ,
and satisfies τ(tˆ) = |ε/ε˙|. KZM estimates the size of the
domains in the broken symmetry phase using the equi-
librium value of the correlation length ξ[ε] = ξ0/|ε|ν . At
the freeze-out time, it scales as a power-law of the quench
rate, e.g., ξˆ = ξ[ε(tˆ)] = ξ0(τQ/τ0)
ν
1+zν . In the Ising model
without disorder, ν = z = 1, and the KZM prediction for
the density of excitations reads d ∼ ξ(tˆ)−1 ∼ 1√τQ [41–
43], as corroborated by the exact solution [41]. Similar
power-laws can be derived for other observables using
scaling theory [8, 44, 45]. This is the case for the resid-
ual mean energy defined as the difference between the
mean energy of the system following the completion of
the protocol and the corresponding ground state energy,
e.g., Q = 〈Hˆ〉τ − Egs. For the Ising model, the value of
Q after the quench scales in the same way as the density
of excitations.
The presence of disorder, that drives the universality
class of the critical point towards the infinite-randomnes
fixed point, severely modifies the dependence of the re-
laxation time on the distance from the critical point. It
is found that τ [ε] ' τ0/|ε|1/|ε|, where the critical expo-
nent z = 1/|2ε|+O(1) effectively diverges as the system
approaches the critical point (z → ∞ as ε → 0) [39].
As a result, the scaling of the density of excitations is
3no longer described by a power-law and a more careful
analysis based on KZM predicts d ∼ 1/ ln2 τQ in a slow
transition (for large τQ) [37, 38]. The dependence on the
quench time becomes then much weaker than in the ab-
sence of disorder. We note that a similar result can also
arise in a clean model as a result of a particular decoher-
ence mechanism [46].
The existence of these logarithmic scaling laws signifies
that one is forced to consider exponentially long evolution
times to reduce the residual energy of the final state. As
an alternative to a global homogeneous modulation of the
magnetic field, we introduce an inhomogeneous protocol
gn(t) =

gi, n− vt > gi−gf2α ,
gi+gf
2 + α(n− vt), |n− vt| ≤ gi−gf2α ,
gf n− vt < gf−gi2α ,
(3)
where the linear front interpolating between gi and gf
travels through the chain with velocity v and gradually
drives the system from the paramagnetic to the ferro-
magnetic phase, by sweeping out the chain from end to
end. We denote by nf = vt the position of the spin for
which the magnetic field equals the arithmetic mean of
gi and gf . The slope α sets the effective number of spins
driven at a given instant. The resulting protocol is illus-
trated in Fig. 1 and interpolates between the following
two limiting cases: (i) homogeneous driving, which is re-
covered in the limit of α → 0 and v → ∞ while keeping
αv = τ−1Q fixed, and (ii) driving of one spin at a time,
when α ≈ 1 [47].
In absence of disorder, the KZM can be extended to ac-
count for an inhomogeneous scenario [27–31]. The central
prediction is the existence of threshold velocity vt that
determines the relevance of the driving scheme. When
the velocity of the front widely surpasses this thresh-
old value, v  vt, the effect of the local modulation of
the control magnetic field is negligible and the nonadi-
abatic critical dynamics resembles that under homoge-
neous driving, well described by the standard KZM. By
contrast, in the case v  vt the length scale in which
the front is smoothed out becomes relevant and deter-
mines the number of spins that simultaneously experi-
ence criticality. The smooth front of the inhomogeneous
field opens up an energy gap, that allows for adiabatic
evolution.
For a smooth front with α 1, KZM predicts that the
penetration depth across the critical point, i.e., the size
of the critical region separating the phases to both sides
of the inhomogeneous front, varies as [31–33]
ξˆi ∼ α− νν+1 . (4)
When the gap at the critical point vanishes polynomially
with the system size this leads to the opening of instanta-
neous gap that scales as ∆ˆi ∼ ξˆ−zi ∼ α
zν
ν+1 . By combining
the characteristic time and length scales in the problem
one can then estimate the threshold velocity as
vt ∼ α
(z−1)ν
ν+1 . (5)
In the Ising model without disorder z = 1 and vt is a
constant independent of α (α  1). The analytical so-
lution [34] shows that when Jn = 1 in Eq. (1), vt = 2
and equals the sound velocity at the critical point. What
is more, the transition between the adiabatic regime for
v < vt and the effectively homogeneous regime for v > vt
is actually sharp.
The presence of disorder changes the universality class
of the model and the assumptions leading to Eq. (5) do
not longer hold. Naively setting z →∞ in that equation
leads to a vanishing threshold velocity and would indi-
cate that inhomogeneous driving does not favor adiabatic
dynamics in disordered systems. In this article we show
this not to be the case. Indeed, the analysis presented
in the next Section predicts that the threshold velocity
vt acquires a finite value, that admits a universal form
for small α. This paves the way to implement adiabatic
dynamics by inhomogeneous driving.
All simulations shown below are done using the
Jordan-Wigner transformation that maps the Hamilto-
nian in Eq. (1) onto the system of free-fermions where it
can be solved numerically in a standard way. For details,
we refer the reader to Appendix B.
III. THRESHOLD VELOCITY AT THE
ADIABATIC LIMIT
We next provide a quantitative prediction of the
threshold velocity under quasi-adiabatic dynamics when
diabatic transitions occur within the manifold spanned
by the ground and the first-excited states. The forma-
tion of excitations is proportional to the mixing matrix
element between these two states,
|〈0, t|dHˆ
dt
|1, t〉| = |〈0, t| dHˆ
dnf
|1, t〉|dnf
dt
= Ω(nf )v, (6)
where we have defined Ω(nf ) = |〈0, t| dHˆdnf |1, t〉|. The in-
stantaneous energy gap ∆nf can be parameterized both
as a function of the front position nf and the time of
evolution t,
∆nf = ∆(nf ) = ∆(t) = E1(t)− E0(t), (7)
where E0,1(t) are the energies of the instantaneous
ground state |0, t〉 and the first excited state |1, t〉 of
Hamiltonian (1), respectively. Since the parity opera-
tor Pˆ =
∏N
i=1 σ
z
n is conserved during time evolution, we
consider only the subspace with the same parity as the
initial ground state.
According to the adiabatic theorem, the evolution fol-
lows the instantaneous ground state with high fidelity
provided that
|〈dHˆ/dt〉|0,1
∆(t)2
=
vΩ(nf )
∆(nf )2
 1, (8)
4which allow us to estimate the value of threshold sweep
velocity vt below which the dynamics of the quench is
effectively adiabatic as
v  vnf = vt(nf ) =
∆(nf )
2
4Ω(nf )
. (9)
The factor of 4 in the definition of vt above is introduced
so that vt(nf ) matches the exact known value in the case
without disorder, when vt = 2, see Appendix A for a
detail discussion of this case.
The matrix element reads
Ω(nf ) = |〈0, nf |
∑
n
g′n(nf )σ
z
n|1, nf 〉|, (10)
where
g′n(nf ) =
{
0, |n− nf | > gi−gf2α ,
−α, |n− nf | ≤ gi−gf2α .
(11)
This analysis is restricted to quasi-adiabatic dynamics
governed by adiabatic following of the ground-state and
|0〉-|1〉 transitions. As a result, it is expected to fail when
transitions to higher excited states are dominant, e.g., for
large α (≈ 1), when the inhomogeneous front approaches
a step function.
In Figure 2(a) we show the instantaneous gap during
the evolution for a single realization of disorder and fixed
value of the slope α = 1/32. While the gap fluctuates as
the front travels through the chain, it remains finite. We
define ∆min as the minimal gap for a given realization of
disorder. This definition involves averaging over a finite-
length chain (N = 512 in Figs. 2 and 3) and in principle
depends on N . However, since only a fixed fraction of the
system is being driven at given instant, we expect the de-
pendence to be weak for finite α > 0. In that case, the
critical front can be thought of as probing different local
realizations of disorder where the effective size of the sys-
tem ξˆi (set by α) is finite. As a result, fluctuations of the
instantaneous gap are limited and there is a negligible
probability of having a gap smaller than a given thresh-
old. This can be qualitatively seen in Fig. 3(a) where we
consider many realizations of disorder and show different
quantiles of ∆min, as we shall discuss further at the end
of this section where we provide a quantitative scaling ar-
gument. By contrast, in the homogeneous case (α = 0)
the typical energy gap at the critical point is expected to
vanish as ∼ exp(−C√N) [38, 39, 48, 49], where C is a
nonuniversal constant.
In Fig. 2(b) we show the mixing term Ω(nf ) for the
same realization of the couplings, and by combining it
with the gap, from Eq. (9) we estimate the local value
of threshold velocity of the front vt(nf ) below which the
evolution is expected to stay adiabatic. We define vt
as the minimum of vt(nf ) for a given realization; see
Fig. 2(c), where its value is of order unity for α = 1/32.
Since vt(nf ) is widely fluctuating one could envision a
fine-tuned inhomogeneous driving protocol where the ve-
locity of the front is adjusted with respect to the local
0
∆min
0.5
1
1.5
(a)
∆
n
f
0
0.02
Ωmax
0.04
(b)
Ω
n
f
1 256 512
0
vt
1
2
(c)
nf
v n
f
=
∆
2
/
4
Ω
FIG. 2. Local adiabaticity under inhomogeneous driv-
ing. Instantaneous (a) gap ∆(nf ) and (b) mixing term Ω(nf )
when the inhomogeneous front, centered at site nf , as it trav-
els through the chain for a given realization of disorder. (c)
From this trajectory, a local value is estimated for the ve-
locity below which the system should stay adiabatic and the
global minimum is identified as threshold velocity (N = 512,
α = 1/32).
value of the threshold velocity. However, the design of
the corresponding driving protocol gn(t) would require
quite a specific knowledge of the system. Here, to explore
the broad applicability and universality of the inhomo-
geneous scheme, we keep the front velocity v fixed along
the evolution.
The results obtained from sampling over many real-
izations of disorder are summarized in Fig. 3. It shows
the dependence of the average value of the minimum
gap ∆min, the largest value of mixing matrix denoted
by Ωmax as well as the threshold velocity vt as a function
of the smoothness α of the inhomogeneous magnetic-field
front for a disordered Ising chain. The average is taken
over 1000 realizations from which statistics is built to de-
termine the quantiles corresponding to the hardest (95%)
and easiest (5%) cases, displayed by dotted lines. All
quantities increase monotonically as a function of α in
the range of values considered, with the exception of the
threshold velocity that levels off for large values of α.
For smooth fronts corresponding to small values of α, a
power-law fit yields Ωmax ∼ α1.1 similar to the Ising case
with no disorder where Ω ' α. The gap ∆min, however,
disappears faster than polynomially in that limit which
results in a monotonic dependence of vt on α (without
disorder ∆min ∼ α1/2). The maximum value of velocity
is obtained for a value of α close to but lower than unity,
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FIG. 3. Local adiabaticity as a function of the front
shape of the inhomogeneous control field. Dependence
of (a) minimal instantaneous gap, (b) maximal mixing term,
and (c) threshold velocity as a function of the slope α of the
magnetic field. A solid line denotes the median of 1000 real-
izations while dotted lines show 5% (circle, easiest instances)
and 95% (triangles, hardest instances) quantiles, respectively.
For each realization ∆min, Ωmax and vt are extracted as in-
dicated in Fig. 2 (N = 512).
when the inhomogeneous front extends over a few sites.
We also notice that the optimal α is smaller than 1 (i.e.
the limit of driving one spin at a time).
For a more quantitative scaling prediction, we consider
the distribution of the instantaneous gap ∆(nf ), where
the front is traveling inside the chain as in the middle
part of Fig. 2(a). In doing so, we disregard the con-
figurations in which the front is entering or leaving the
chain and the gap is large. We denote by P (∆nf , α)
the distribution of the instantaneous gap for different α,
normalized according to
∫∞
0
d∆nfP (∆nf , α) = 1. For
homogenous driving (α = 0) of a finite system at the crit-
ical point the equivalent distribution over realizations of
disorder is universal if one considers the scaling variable
θ = N−1/2 ln ∆ [38, 39, 48, 49]. In the spirit of the inho-
mogeneous KZM [30], for an inhomogeneous system the
characteristic length scale which governs the behavior of
the system is expected to scale as ξˆi ∼ α− ν1+ν ∼ α−2/3,
see Eq. (4). This suggests that the relevant scaling vari-
able for small finite α is
θ∆ = ξˆ
−1/2
i ln ∆nf = α
1/3 ln ∆nf , (12)
where ξˆi plays the role of an effective size of the critical
system. For the random Ising model, the critical expo-
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∆
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FIG. 4. Universal gap distribution for different fronts
of the inhomogeneous control field. The distribution
of instantaneous gap ∆nf is found when the front is traveling
inside the chain. The distributions for different α 1 collapse
onto each other when the scaling variable θ∆ is used. For the
distribution of the gap with a homogeneous magnetic field at
the critical point (α = 0), the scaling variable reads θ∆ =
log(∆)/
√
0.46N [50].
nent ν = 2 [39] characterizes the equilibrium value of
ξ[ε], that describes mean correlations dominated by rare
pairs of strongly correlated spins and should be relevant
for the low energy part of the spectrum.
In order to numerically verify Eq. (12), for each real-
ization of disorder we sample values of ∆nf for a couple
of hundreds equidistant instances of nf corresponding to
the front traveling inside the chain; see. Fig 2(a). We
collect the values of the gap obtained that way for a cou-
ple of thousands realizations and from the histogram we
extract the probability distribution P (θ∆, α) as a func-
tion of α. Depending on α the statistics is built from
> 106 points from > 2000 realizations of disorder. The
distributions for different α 1 collapse onto each other
corroborating our scaling prediction; as seen for α ≤ 1/64
in Fig. 4. In addition, this distribution coincides with the
one obtained for homogeneous system at the critical point
(gn = gc), when the scaling variable log(∆)/
√
0.46N is
used [50]. The factor of ' 0.46, which we found by col-
lapsing the distributions in Fig. 4, can be interpreted as
the prefactor in the scaling ξˆi ∼ α−2/3, that sets the
effective size of the critical region.
On the other hand we observe that for larger values
of α, such as e.g. α = 2−4 in Fig. 4, the distribution
differs from the universal one. We expect that this hap-
pens due to the effective finite-size effect, where the size
of the critical region is so small that non-universal con-
tributions are still relevant. While the analytical strong
disorder renormalisation group approach of Ref. [39, 40]
cannot be directly used in the presence of inhomogeneous
(position correlated) field, we expect that a number of ini-
tial decimation RG steps would be necessary to approach
610−3
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FIG. 5. Optimization of the inhomogeneous driving protocol. Landscape plots of residual energy for various time scales
and α(v) for N = 512. We show the q = 50% and q = 99% quantiles (q is the percentage of realizations with smaller residual
energy) obtained from simulation of 1000 realizations (500 for T = 104). While for short time scales the best residual energy is
obtained for homogeneous driving, for longer time scales the sharp minimum appears for intermediate values 1/16 ≥ α ≥ 1/32.
The residual energy for optimal smoothness, α ' 0.03 at T = 10000 timescale, is five orders of magnitude smaller than both
the standard annealing strategy with α = 0 and the inhomogeneous scheme based on flipping one spin at a time, shown for
α = 2
√
2 ' 2.82 [53].
universal fixed point trajectory.
The typical value of instantaneous gap scales as ∆nf ∼
exp(−Cα−1/3) in the limit α → 0. Here, we are mostly
interested in the minimal gap ∆min, which would be de-
termined by the behavior of the tail of P (θ∆, α) corre-
sponding to small energies. The derivation in [49] sug-
gests that we can expect this tail to be Gaussian, which
is indeed consistent with the data in Fig. 4 [50]. As the
front travels though the chain, it samples the distribu-
tion P (θ∆, α) in a continuous way; see Fig. 2(a). We can
estimate the dependence of the minimal gap ∆min on
the system size N by assuming that, to leading order, N
instances are drawn from the distribution P (θ∆, α) and
determining the probability distribution for the minimal
value. With a Gaussian tail this means that any fixed
quantile of the minimal (global) gap (e.g. plotted in
Fig. 3(a) for N = 512), vanishes slower than a poly-
nomial in N , making this dependence a subleading cor-
rection. The leading contribution related to the system
size is the time needed for the front to travel though the
chain with fixed velocity which is proportional to N (for
fixed α).
Summarizing, the above analysis suggests the existence
of a finite threshold velocity vt for non-zero α and a max-
imum at α near unity, when the front extends over few
sites. However, given our analysis in terms of the the in-
stantaneous ground state and the first excited state, the
values of vt could in principle be overestimated. This is
especially true for large α close to unity, when the first
excited state is not well separated from the rest of the
spectrum. This could be addressed by using adiabatic
theorem taking into account all excited states, see e.g.
[51, 52]. We however take a different approach in the
next section, namely, the numerically-exact simulation
of the full dynamics.
IV. OPTIMIZATION OF THE PROTOCOL AND
RESIDUAL ENERGY
Given the existence of a finite threshold velocity vt
discussed in the previous section, we next explore the
possibility of implementing adiabatic dynamics under in-
homogeneous driving. In particular, we focus on the min-
imization of the residual energy Q of the final state.
We note that the total time required for the inhomo-
geneous protocol to be completed reads
T =
N
v
+
|gi − gf |
αv
, (13)
where the first term corresponds to the time needed for
the middle of the front to travel through the chain and
the second term accounts for additional time needed for
the magnetic field to reach the final value for all the spins.
In the homogeneous limit, the second term in (13) dom-
inates and the total time reduces to |gi − gf |τQ (in this
limit v → ∞ as α → 0). By contrast, in the strongly
inhomogeneous limit (when N  |gi − gf |/α) the first
term dominates and the second one constitutes a small
over-head. Here, to compare different protocols we fix
the value of T and choose the velocity v according to
Eq. (13) for a given α and N .
A direct analysis of the performance of the inhomoge-
neous driving scheme is shown in Figure 5 that displays
the dependence of Q on both v and α for a fixed value of
the ramp time T . The slope α in this plot interpolates
7between the nearly homogeneous transition and the limit
of a steep front where only one spin is driven at a time.
We observe that for short time scales the homogeneous
driving is optimal. However, for longer ramps, when the
velocity of the front is small enough, there is a sharp min-
imum for intermediate values of α where the dynamics is
effectively adiabatic. The value of the threshold velocity
that marks the appearance of that minimum is consistent
with vt, obtained in Fig. 3 for intermediate and small val-
ues of α. Notice, however, that the actual minimum of Q
is reached for a slightly smaller value of α than suggested
by that figure.
This efficiency in suppressing excitations is shown to be
fairly insensitive to the hardness of the problem as quan-
tified by the quantiles considered. Approximately the
same landscape is observed for quantiles with q = 50%
and q = 99%, where q marks the percentage of realiza-
tions which have smaller residual energy. Further, the
optimal value of α weakly depends on the quantile. In
particular, for T = 104, α ≈ 1/16 is optimal for harder
cases with q = 99% and α ≈ 1/32 is optimal for q = 50%
[53]. Notice however that in both cases the value of the
residual energy is almost that of an adiabatic transition,
with the fidelity larger than 0.9999 in both cases. In this
limit the actual position of Q might also depend on the
additional smoothing of the critical front in Eq. (3) that
is nonanalytic at the point between the piecewise linear
and constant sections of the front [54].
Finally, we identify scenarios for the supremacy of
the inhomogeneous driving scheme over its homogeneous
counterpart in Fig. 6. In particular, we plot in Fig. 6(a)
the time needed to reach a given quality of the solution,
as quantified by the inverse of residual energy density.
We compare the two schemes, when the optimal value
of α for the inhomogeneous scheme is found from the
landscape studies as in Fig. 5. The homogeneous tran-
sition (or α → 0) is shown to be optimal for short time
scales in Fig. 6(a). However, for long time scales the
residual energy after such a quench is expected to scale
only as Q/N ∼ 1/ log(T )2 [37, 38], making it unpractical
to reach the adiabatic limit. The inhomogeneous driving
approaches this limit for non-zero α for long enough time
scales such that the velocity of the inhomogeneous front
is reduced below the threshold value. This is further con-
firmed in Fig. 6(b) where we compare the performance
of homogeneous and inhomogeneous protocols with fixed
α = 1/32 for a time-scale of T = 104, for different system
sizes. As the system size is reduced for given T , the ve-
locity of the front is proportionally smaller, which is the
reason behind the weak increase of residual energy with
growing N in the inhomogeneous case.
V. CONCLUSIONS
In summary, we have analyzed the driving of weakly-
disordered spin chains with a time-dependent magnetic
field. Under spatially homogeneous driving, the mini-
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FIG. 6. Supremacy of optimal inhomogeneous driving
over homogeneous schemes. Comparison of the homoge-
neous and best inhomogeneous protocol for different ramp
times and system sizes. (a) 99% quantile of residual en-
ergy. The symbol + denotes the best inhomogeneous strat-
egy, where the optimal α is extracted from landscape plots in
Fig. 5. For long-enough timescales it is advantageous to use
larger α ≈ 1/16, while for short ramps homogeneous driving
α→ 0 is better. Circles show the residual energy for a homo-
geneous quench in the same ramp time. (b) Comparison of
homogeneous (red) and inhomogeneous (blue) strategies with
fixed α = 1/32 (T = 10000). Solid lines indicate the median
of 1000 realizations for 4 system sizes while the dotted lines
mark 1% and 99% quantiles, respectively.
mization of the residual energy in the final state is es-
sentially constrained by the adiabatic theorem. Long-
evolution time are then required to minimize excitations.
As an alternative scheme, we have proposed the use of an
inhomogeneous magnetic field that sweeps out the system
at a well-controlled velocity. In this scenario the spatial
modulation of the magnetic field introduces an effective
system size that favors adiabatic dynamics. The depen-
dence of the residual energy of the final state on the latter
and the sweeping velocity is not monotonic. Upon opti-
mization with respect to these two parameters, we have
identified the supremacy of inhomogeneous driving over
homogeneous schemes in reducing the residual energy of
the final state. In this article we have focused on the
case of weak-disorder where the couplings Jn are nonzero.
We shall discuss the case of strong disorder with possibly
vanishing couplings Jn in a subsequent article [55].
Our results can prove useful in the design of novel
quantum annealing protocols with inhomogeneous con-
trol fields on disordered spin systems with the potential
to outperform conventional schemes [56] and might be
applicable to open systems [57]. Inhomogeneous sched-
8ules with controllable local magnetic field can be imple-
mented on the next generations of quantum annealers
that are currently under development by D-Wave System
and the Google Quantum AI laboratory. Our approach
might be applied for finding higher quality of solutions
for constrained optimization problems over standard adi-
abatic quantum computation (with homogeneous fields),
as the corresponding embedded problems on annealing
hardware Hamiltonians would involve finding low-energy
states of disordered spin glasses on low-dimensional lat-
tices.
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Appendix A: Adiabatic theory approach to clean
Ising model
In this section, we show the results of the analysis
based on adiabatic theorem, see Sec. III, applied to the
case without disorder, Jn = 1. In Figure 7(a-c) we show,
respectively, the instantaneous gap, mixing term Ω(nf )
and, the estimation on local value of threshold velocity
(from the combination of the two using Eq. (9)), for the
slope of the front α = 1/32 and N = 512. They can be
directly compared with the disordered case presented in
Fig. 2.
We define the threshold velocity based on the value
in the bulk (i.e. when the front is inside the chain) – we
neglect here a small peak appearing in Fig. 7(c) when the
front is entering the chain. The scaling of the gap in the
bulk can be derived analytically, ∆ ' √8α (α 1) [34].
For small α we fit Ω ' α. Accordingly, as can be seen
in Fig. 7(d), the vanishing of the gap with decreasing
α is compensated by the vanishing of the mixing term
that results in the saturation of vt to a constant value for
α 1. This can be contrasted with the disordered case –
Fig. 3(c) – where the threshold velocity is monotonically
decreasing with (small) α. Such a dependence is expected
for models with finite critical exponent z > 1, see Eq. (5)
[35].
The threshold velocity can be found analytically [34]
as vt = 2 and equals the largest velocity of quasiparticles
at the critical point of the clean Ising model. We fix
the factor of 4 in the denominator of Eq. (9) to match
the correct value of the threshold velocity in the limit of
α 1. In that limit vt gives a sharp boundary between
v > vt where the system gets excited when the front is
traveling through the chain, and v < vt, where there are
no excitations appearing in the bulk.
Fig. 7(d) also indicates that for α ≈ 1 the threshold ve-
locity is becoming smaller as the scaling prediction, based
on assumption that the front is smooth enough, α  1,
does not longer hold. This is as well the limit where the
first excited state is not well separated from the rest of
the spectrum and the estimation of threshold velocity as
presented in Sec. III is expected to break down.
Appendix B: Details of simulations
The Hamiltonian in Eq. (1) is solved in a standard way,
exploiting its mapping onto a system of free fermions
via the Jordan-Wigner transformation σzn = 1 − 2c†ncn;
σxn+iσ
y
n = 2cn
∏
m<n(1−2c†mcm), where cn are fermionic
annihilation operators. It is convenient to introduce Ma-
jorana fermions a2n−1 = cn + c†n, a2n = i(cn − c†n),
which are Hermitian and satisfy anticommutation rela-
tions {am, an} = 2δm,n. In this base the Hamiltonian
reads:
Hˆ = −
N−1∑
n=1
(
iJn
2
a2na2n+1 + h.c.
)
(B1)
−
N∑
n=1
(
ign
2
a2n−1a2n + h.c.
)
=
= HˆJ + Hˆg.
For convenience we introduce Hˆ = ~a†H~a, where ~a is a col-
umn vector consisting of operators an and H is a 2N×2N
matrix. We separate the matrix describing full Hamilto-
nian H = HJ + Hg into parts corresponding respectively
to the coupling and magnetic field, which are both block
diagonal,
Hg =
⊕N
n=1
(
0 −ign/2
ign/2 0
)
,
HJ = 0⊕
⊕N−1
n=1
(
0 −iJn/2
iJn/2 0
)
⊕ 0.
The static properties of (instantaneous) system are
found by numerical diagonalisation of matrix H. This
amount to employing Bogoliubov transformation to a
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FIG. 7. Instantaneous (a) gap ∆(nf ), (b) mixing term Ω(nf ),
and (c) local value of threshold velocity when the inhomo-
geneous front is traveling through the chain for clean Ising
model with Jn = 1, N = 512, α = 1/32. In (d) we show the
threshold velocity in the bulk, which approaches constant for
α 1.
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new base of Majorana fermions ~a = O0~b, where or-
thogonal matrix O0 brings the Hamiltonian into canon-
ical form Hˆ = −i∑Nn=1 nb2n−1b2n, that is OT0 HO0 =⊕N
n=1
(
0 −in/2
in/2 0
)
, with n ≥ 0. The ground state
of Hˆ is a vacuum state annihilated by all annihilation
operators in that base (b2n−1 − ib2n)|0, nf 〉 = 0, and the
quasiparticles energies n are arranged in ascending or-
der. We note that some care is needed for a system with
degenerated ground state, 1 = 0 (within numerical pre-
cision), in which case one has to take the proper linear
combination of eigenvectors of H to eigenvalue 0, to en-
sure that O0 is orthogonal.
The parity operator Pˆ =
∏N
i=1 σ
z
n =
∏N
i=1(ia2n−1a2n)
commutes with the Hamiltonian [Hˆ, Pˆ ] = 0, and the rel-
evant instantaneous gap is calculated as energy of two-
quasiparticles excitation,
∆nf = 2(1 + 2). (B2)
In Fig. 2 we follow the instantaneous ground state
in the given parity subspace and we make sure that
〈0, nf |Pˆ |0, nf 〉 is fixed – and in our case equal 1. In case
the true (numerical) ground state is a state with parity
−1, we fix it be exciting one-quasiparticle which corre-
sponds to 1 → −1, b2 → −b2 and [O0]n,2 → −[O0]n,2.
The mixing term Ω(nf ) in Eq. (10) is calculated from
〈0, nf |σzn|1, nf 〉 = 〈0, nf |ia2n−1a2nd†1d†2|0, nf 〉 using the
Wick’s theorem, where d†n = (b2n−1 + ib2n)/2 creates the
quasiparticle with energy n.
The time evolution in Sec. IV is simulated in the
Heisenberg picture ∂∂tan(t) = i[Hˆ(t), an(t)]. For a free
fermionic problem like in Eq. (B1) time-dependent oper-
ators can be expanded in the base of original Majorana
fermions, ~a(t) = O(t)~b. This leads to the time-dependent
Bogoliubov equations
∂
∂t
O(t) = −4iH(t)O(t), (B3)
with the initial condition O(t = 0) = O0 which cor-
responds to starting in the ground state of the ini-
tial Hamiltonian. We numerically solve this differ-
ential equations by employing 4-th order time depen-
dent Suzuki-Trotter decomposition [58], which is sym-
plectic and allows to greatly speed up the calcula-
tions: we split the Hamiltonian matrix H into parts
corresponding to HJ and Hg, that are block-diagonal
in the original basis. This facilitates the propaga-
tion at intermediate steps involving terms of the form
exp(−idtHJ(g)) that can be efficiently calculated with-
out diagonalizing the full Hamiltonian at each time
step. Finally, the energy of the final state (here
gf = 0) is found as −
∑N−1
n=1 Jn〈σxnσxn+1〉t=tfinal =
−∑N−1n=1 Jni〈a2n(tfinal)a2n+1(tfinal)〉.
