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Abstract
In this paper, we fit the model In addition, we obtain second order derivatives of our curve fits and propose the use of T*, the time in days taken to slow the rate of the increase in the number of cumulative SARS cases, as a measure of the effectiveness of control measures in each country.
We then incorporate explanatory variables to link the model parameters to economic and demographic indices of areas hit heavily by SARS. The work enables prediction of the future behavior of SARS or other epidemics should they ever strike again.
Background
The Severe 
Motivation
Among numerous researches conducted on SARS, a few have attempted to model the cumulative incidence of cases attributed to SARS during the global outbreak in 2003, but very few have carried out the study on a global scale. If the SARS outbreak were to re-emerge, such a model will be useful in predicting the cumulative cases and deaths that may arise. The emergence of the avian influenza in early 2004 has sparked warnings of a possible pandemic. The World Health
Organization (WHO) asserted that it could take years to eliminate the avian influenza from the environment while recent findings reported its widespread occurrence across poultry and wild birds in Asia (2004c) . The model derived from the SARS outbreak will be helpful to examine other diseases such as the avian influenza.
In this study, we examine SARS data from Singapore, Canada, Hong Kong, Taiwan and China and propose a model for the SARS outbreak. Following which, we examine the validity of our model using these data and analyze the resulting curve fits using R 2 and residual analysis.
Economic and demographic explanatory variables are then introduced to enable predictive function of the model. Implications of the findings will be discussed, before we end off with the limitations of this study.
1 See Lipsitch et al. (2003) and Ghani et al. (2005) 
Data and Methodology
We gather data from the World Health Organization (2005) After examining the data, we find the figures on the number of cumulative cases in Taiwan to be unreliable for modeling due to the many errors in the initial estimation of probable SARS cases.
Out of over 600 cumulative cases, 325 cases (about 50%) were discarded (World Health Organization, 2004a) . Because these discarded cases are a substantial percentage of the total, and we do not have data on the dates these discarded cases were first labeled as probable SARS cases, we are not able to make a reliable model based on the available data. Hence, Taiwan is omitted from this project.
Thanks to the availability of epidemic curves of the SARS outbreaks in Singapore and Canada from their public health authorities, the graphs of cumulative cases that we generate for these two countries represent the number of cumulative cases by symptom onset date. In contrast, as epidemic curves of the SARS outbreaks in Hong Kong and China are unavailable in local reports, we turn to the cumulative SARS cases reported by WHO, though one must be reminded of the possible time lag between symptom onset and reporting of a new probable SARS case.
Fit each region separately with no explanatory variables
With varying periods of outbreaks, the start dates of t=0 are fixed as the onset date of the first probable SARS case in each region.
The ending date for the regression is set at 20 days after the onset of the last probable SARS case as defined by WHO as the date marking the containment of the disease and a break to the human-to-human transmission chain of SARS. Table 1 summarizes the various dates of the first and last cases, as well as the end dates of our regression: where r is a constant. Solving the equation for y we obtain the logistic curve.
For each region the model is 
where i denotes the region and t the number of days after the first onset.
We perform preliminary analysis to establish the best fitting curves to the observed data through non-linear regression. Residuals and goodness-of-fit statistics are obtained to further analyze the validity of our model.
Fit all regions altogether incorporating explanatory variables
As mentioned earlier, previous research utilizing actual SARS data share a common disadvantage by concentrating on one region and isolating the SARS behavior of one region from another, thus neglecting the fact that the 2003 SARS outbreak took place in the 21 st century, when an infected person can travel thousands of miles in hours from one country to another and spread the disease before the onset of any symptoms.
To tackle this issue Hufnagel, Brockmann and Geisel (2004) introduce a probabilistic susceptible-infected-recovered model to describe the worldwide spread of infectious diseases in today's closely-connected world.
In this paper making use of the SARS data from four regions we incorporate economic and demographic indices of each region in the analysis of the behavior of the specific disease. a dummy variable indicating a second wave hitting an area shortly after the first wave. In detail,
where X i is the vector of all explanatory variables for region i, including the constant, and coefficient vectors α, β and γ are common to all regions. The estimate of the coefficient vectors are achieved by minimizing the overall sum of squared errors of the estimated case number from the actual ones. That is,
The advantage of fitting all regions together and incorporating explanatory variables over separate fitting include 1) the behavior of epidemic in a region is related to its overall economic, demographic and public health status, which are key in the battle against the disease; 2) the common coefficients apply to all regions observed, and potential to other countries. This makes it possible to predict the pattern of next SARS outbreak should it ever strike again. More generally the approach can be employed in the analysis of other epidemics. Table 2 lists the explanatory variables employed in the analysis and data sources. 
Results and discussion of separate fitting with no explanatory variables
From Figure 1 , we observe a logistic distribution in the cumulative cases, which is consistent to previous research. This observation is reasonable as the tapering-off of a logistic curve towards the end of the period would correspond to the depletion of those susceptible to SARS and the implementation of control measures to contain the spread of the disease.
We fit the model below to the data of each region by conducting non-linear regression analysis: 
Pseudo-R 2 and Analysis of Residuals
Before we enter into a discussion of our results, it is necessary to analyze the goodness-of-fit of the nonlinear regression equations in Table 3 to determine if they sufficiently reflect the observed data in each country. Firstly, we shall observe the plotted residuals of our curve-fits (See Figure 3) . Residuals reflect the difference between the observed data and the predicted data (from the nonlinear regression equation) at each data point. When the curve is a good fit, it will reflect random errors and appear to behave randomly in a graphical plot. There should be equal probability that the predicted data occurs above and below the actually y variable for the errors to be random. As we need to make a fair comparison between five different sets of residual data with different spreads in their standard deviations, we need to standardize the spreads of the raw data onto the same scale. The standardized deviations are given by the equation:
The standardized residuals of the dependent y variables are graphed in 3a to 3e of Figure 3 . The residuals appear to be randomly distributed about zero, indicating that the model describes the data well. 
C N C ases
To further analyze our fits, the following goodness-of-fit statistics are obtained and summarized in Table 4 . 
Pseudo-R 2 = 1 -SS(Residual)/SS(Total Corrected ).
For more details of non-linear regression see, for example, http://www.ats.ucla.edu/STAT/sas/library/SASNlin_os.htm. As seen from Table 4 , our curve fits
show high values of pseudo-R 2 , supporting the suitability of the derived model.
Analysis of results
Following the reaffirmation of our curve fits in Section 4.1, we proceed to analyze the implications of our results.
Model and parameters
The logistic model
proposes a trend in the cumulative number of cases which initially increases at an increasing rate and then slows down after a particular point in time. The initial exponential increase can be attributed to the unfamiliarity of this new disease, leading to the subsequent rapid spread of it due to either a lack of or inappropriate knowledge and measures to curb the disease. The rate of increase in the initial stage of the outbreak is affected by, among other factors, population, population density of the region (i.e. a measure of the number of people in contact with probable SARS cases) and the initial attack size (i.e. the number of index cases), since this disease is contagious.
Subsequently, the increase in the cumulative cases/deaths slows down due to new-acquired knowledge of SARS and the implementation of adequate control measures. As countries learn more about the killer respiratory disease, they are able to react more efficiently and thus identify and quarantine patients much faster. Loss control reduces the frequency and severity of SARS cases and can be carried out through loss prevention (e.g. avoidance of travel to SARS infected areas, donning of protective masks and adopting hygienic living habits, home-quarantine of contacts with probable SARS cases and travelers returning from SARS-affected countries) and loss reduction (e.g. daily monitoring of SARS symptoms and immediate report when SARS-like symptoms appear).
On closer examination, we realize parameter a (i.e. the numerator) of our model reflects the total number of cumulative cases. This observation is intuitive as our model is a logistic equation which approaches an asymptotic value as time tends to infinity. Consequently, the numerator of the equation (which reflects that asymptote) will have to point toward the total cumulative cases within each region. As shown in Table 5 
Indicator of the effectiveness of control measures
By obtaining the second order differential equation of our curve fits and equating it to zero, we are able to determine the time (t = T*) at which the growth rate of cumulative cases stops increasing and starts to decrease. This marks the point in time where control measures slow the spreading rate effectively and hence signals the start of the containment of the epidemic. As such, the number of days from t=0 to the time T* has a direct relationship with the responsiveness in implementation and the effectiveness of control measures in the country. Table   6 shows the value of T*: Singapore is the first country among these SARS affected regions in forming a national team to fight for SARS led by the Prime Minister, first country decided to close all primary and high schools, and many more similar measures in managing SARS risk.
Results and discussion of fitting with explanatory variables incorporated

Results
Non-linear regression is conducted utilizing data from all four regions and incorporating explanatory variables, as described in Section 3.2. To compare the results with that of separate fitting, sum of squared errors is calculated. As pointed out earlier, a single value of SSE is affected by the number of data points and the relative size of the data values of the data set, thus
is not an ideal measure of goodness of fit. However SSE does serve the purpose to compare two or more approaches applied to the same data set.
Values of sum of squared errors are reported below to compare the goodness of fit of cumulative case number for each region when fitted with and without explanatory variables. We see that by incorporating explanatory variables the fitting is almost as well as separate modeling, in the sense that the total sum of squared errors for all five series of cumulative case number stays virtually unchanged. A close examination reveals that SSE for Singapore is about the same as that of separate fitting, the value of SSE jumps by about 50% for Canada (both waves) compared to their original relative small values, while the SSE for Hong Kong and China experience less than one percent increase. We can see all parameter values are very close under different fitting strategies. By modeling the SARS case numbers of all regions together we suffer a little loss of goodness of fit but achieve a lot more. The major advantage of incorporating explanatory variables is that we are able to identify factors that may have affected the spread-out pattern of the disease. This has more significant value than just a good fitting in terms of the ability to predict the pattern of another strike in the same or different country. The results suggest that all the explanatory variables play a role explaining the behavior of the dread disease. However caution must be exercised when interpreting and applying the results to other countries. There are only five time series of four regions in the sample for analysis although the total number of data points is fairly large.
Analysis of the results
In linear regression models, the effect of explanatory variable on dependent variable is straightforward to tell as revealed by the sign of the estimated coefficient. In non-linear regression, the relationship between dependent and explanatory variable, however, is not always ready to be revealed by the sign of coefficient only due to the complexity of the regression equation. In our analysis, as can be seen in equations (1) and (2) Let's drop the subscript i and t from the equations (1) and (2) When the value of X k increases, how the dependent variable y will respond is jointly determined by the coefficients α k , β k , and γ k , the value of parameters a, b and c for each region, and the time variable t. Complexity is expected. Table 10 displays the sign of the partial derivative of y with respect to each of the explanatory variables evaluated for each region. Common sense tends to predict that cumulative case number would increase with population, population density, and decrease with human development index (HDI) and health manpower.
However it is not always the case with our data set as reflected in Table 10 . For Singapore and Canada the relationship between the cumulative case number and the first three explanatory variables are consistent with the common expectation, although the effect of Manpower is surprising. For Hong Kong and the mainland of China none of the partial derivatives keeps its sign throughout the time period in analysis (0≤ t ≤ 241), rather the sign varies with the value of time t. A revisit to the data set reveals that the characteristic common to Hong Kong and China which distinguishes them from Singapore and Canada is their rather large ultimate case number.
However it is too impulsive to make any conclusion yet due to the small number of region in the data set. Further study is in call when more data is available.
Limitations
Although our model proves to be a good fit to the observed data, and it is useful to predict the pattern of future SARS outbreak, there are certain limitations regarding its applicability.
Firstly, we have identified certain explanatory variables in Section 5, however, further research will still be needed to validate them and expose other underlying factors that may drive the parameter values.
Secondly, the data we have gathered from various sources was inconsistent, especially when comparing those from the World Health Organization with the local authorities and other publications. Attempts have been made to reconcile the data which sometimes meant the selection of one source of data over another. In addition, data from WHO may not reflect the actual cases on the respective days due to the time lag in the receipt and publishing of reports, as well as the lapse of time from the onset of symptoms to the report of the case.
Moreover, SARS is a diagnosis of exclusion (WHO, 2003b) , meaning its presence cannot be established with complete confidence from examination or testing. Diagnosis is therefore by elimination of other reasonable possibilities (Wikipedia, 2005) . This definition has led to the presence of discarded cases in Hong Kong and China. As a result, there are inherent inaccuracies with the curve fits as knowledge of when these discarded cases were first reported was not available. Nevertheless, this limitation is not significant enough to affect the overall model.
Conclusions
In this paper, we fit the model of )] exp( 1 [ ct b a y − + = for the cumulative cases of SARS. The model proves a good fit for the five case number series from four regions, namely China, Canada, Hong Kong and Singapore. In addition, we obtain the second order derivatives of our curve fits and propose the use of T*, the time in days taken to slow the rate of the increase in the number of cumulative SARS cases, as a measure of the efficacy of control measures in each country.
We then further incorporate explanatory variables in modeling all five case number series at the same time. Fitting with demographic variables enables the model to be useful in predicting the model parameters of future outbreak of the disease. In the midst of escalating fears of worldwide bird flu pandemic, research can be conducted to determine the applicability of our model to other disease.
Despite limited modeling and epidemiological knowledge, we have put forth a model well-fitted to the actual epidemiological data of SARS. We believe that using the model and methods introduced in this paper and with more data available, researchers can carry out more rigorous tests, refine the model to bring the world an improved understanding of the SARS epidemiology.
