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 要  旨 
近年，PC やスマートフォンの普及により，インターネットを通じた広告配信市場が成長して
いる．この内インターネット広告市場の 40％を占めるリスティング広告には「Real Time 
Bidding」と呼ばれるシステムが採用され，利用者が web サイトに訪れる度に，どの広告を掲載
するかをオークションによって決定する． 
広告配信システムに向けて，非羨望性(Envy-Freeness)を考慮したオークションのモデルが数多
く研究されている．非羨望性とは，全ての広告主が，自己の利得を最大化する結果を受け取るこ
とを意味する． 
本研究では，売り手が「相場は近いが，相異なる財」を複数持つと仮定し，これを満たすモデ
ルとして，「被覆制約付き複数財市場」を提案した．これは，広告配信システムにおいて，広告枠
の相場は一定だが，掲載する時間帯や広告閲覧者の属性等が，多様であることに対応する． 
提案モデルにおける性質として，(1) 非羨望性を考慮し，財に均一価格を決定するとき，価格
に対して割当て可能な財の数が単調非増加であること，(2) ある価格における最適な財の割当は，
特殊な重み付けを行ったグラフ上の最小費用流問題を解くことで，計算可能であることを示した．
これらにより，均一価格における，非羨望性を考慮した売り手の利得最大化問題に対する多項式
時間アルゴリズムを提案した． 
また，既存の DGS オークションを提案モデルに拡張し，配分効率性に関する議論を可能にし
た．買い手の財の評価額の分布を変化させたデータや，財と買い手の比率を変化させたデータを，
乱数を用いて生成し，計算機実験によって，アルゴリズムの性能評価と，提案モデルにおける，
非羨望性の考慮と，財の価格を均一に決定することの妥当性の検証を行った．計算機実験の結果
より，モデルの仮定を満たすデータにおいては，これらの妥当性を示すことできた．また，買い
手の評価額が区間付き一様乱数の場合において，買い手は必ずしも評価額が高いほうが有利では
ない傾向が，実験結果から観察できた． 
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1 はじめに
1.1 研究背景
近年，PCやスマートフォンの普及により，インターネットを通じた広告配信市場が成
長している．大手広告代理店の調査によると，2017年のインターネット広告費は，日本
全体で 1兆 2,206億円にも上り，前年比 117.6％と，成長を続けている [12]．図 1.1にイ
ンターネット広告費の内訳を示す．
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図 1.1 インターネット広告費の内訳 (数値は株式会社 D2C「2017年 日本の広告費 イ
ンターネット広告媒体費 詳細分析」[12]より引用 )
図 1.1中で，全体の 40％を占めているリスティング広告とは，Google [8]等の検索エン
ジンが利用されたときや，webサイトに利用者が訪れたときに，個人の属性や検索ワード
に応じて表示される広告の事を指す．リスティング広告では主に「Real Time Bidding 」
と呼ばれるシステムが採用されている．Real Time Bidding とは利用者が訪れるたびに，
広告枠にどの広告を掲載するか決定するオークションを瞬時に行うシステムである [11]．
広告配信システムに向けたオークションの研究として，非羨望性 (Envy-Freeness)を考
慮したモデルが数多く研究されている [2, 4]．非羨望性とは，どの広告主も，他の広告主
に対して嫉妬しないことを意味する．この場合の「嫉妬」とは，広告主が，「どの広告枠
をいくらで，誰が落札したか」というオークションの結果を知ったとき，自分が受け取っ
た結果よりも，他の広告主の結果の方が，自分にとって得であることを意味する．全ての
広告主が，どの広告主に対しても嫉妬を持たないとき，非羨望性を満たすという．広告主
同士は互いに広告枠を奪い合う関係であるため，嫉妬を持つことは，広告配信システム自
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体への不満につながり，システムを提供する事業者側としても好ましくない．この事を考
慮し，本研究では，非羨望性を満たした上で，広告配信事業者の利得を最大化する問題を
取り扱う．
1.2 研究目的
一般のオークション研究において，広告配信事業者は売り手，広告主は買い手，広告枠
は財として表現される．非羨望性を考慮した売り手の利得最大化問題は NP-hard であ
ることが知られており [3]，現実的な時間で計算できる近似解法の研究が主に行われてい
る [4, 6]．また，同質財に対し均一価格を決定するモデルでは，売り手の利得最大化問題
が多項式時間で求解可能であることが知られている [2]．
本研究では，売り手は「相場は近いが，相異なる財」を複数持っていると仮定する．こ
れは広告配信システムを例にとると，一つの広告枠の相場は決まっているが，掲載する時
間帯や来訪者の属性等が異なることに対応している．
本研究の目的は，この仮定の下，売り手の利得を最大化し，買い手が不満を持たないよ
うな財の均一な価格と割当を決定する多項式時間アルゴリズムを提案することである．ま
た，非羨望性の考慮や，財の価格を均一にすることによって生じる売り手の損益や，社会
全体の損失の評価も行う．
1.3 主結果
本研究では，売り手が「相場は近いが，相異なる財」を複数持つことを仮定する「被覆
制約付き複数財市場」と，それに対する非羨望性を定義した．また，最小費用流問題を繰
り返し解くことで，売り手の利得最大化問題に対する多項式時間アルゴリズムを提案し
た．更に，既存の DGSオークション [5]を提案モデルに拡張し，配分効率性に関する議
論を行った．これにより，提案モデルにおける，非羨望性の考慮と，財の価格を均一に決
定することの妥当性を示した．
1.4 本論文の構成
本章では本研究の目的と社会的背景を述べた．2章では数学的前提知識を述べ，3章で
は，非羨望性を考慮した先行研究について述べる．4章では，1.2節で述べたモデルを定義
し，その性質について述べる．5章では，提案したモデルにおいて，売り手の利得最大化
を実現する提案アルゴリズムについて述べる．6章では提案アルゴリズムについて，行っ
た計算機実験と結果を記述し，7章で考察を行う．最後に 8章で，まとめと今後の展望に
ついて述べる．
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2 準備
本章では，本研究における売り手の利得最大化と非羨望性について定義し，提案アル
ゴリズム中で用いた最小費用流問題と二分探索法について述べる．また本論文で用いる
記法として，ある自然数 n 2 N に対して，[n] = f1; 2;    ; ng とし，ある実数値 x 2 R
以下の最大の整数値を bxc = maxfn 2 Z : n  xg とする．また非負の実数の集合を，
R+ = fx 2 R : x  0gとする．
2.1 複数財市場
一人の売り手が持つそれぞれ異なる m 個の財と n 人の買い手からなる市場において，
売り手の利得を最大化することを考える．ここで，売り手の利得とは，買い手の支払額の
総和を意味する．また，各買い手 i 2 [n]の財 j 2 [m]に対する評価額 vij 2 R+ が与えら
れている．このとき各買い手 i 2 [n] への財の割当を Xi  [m]，各財 j 2 [m] の価格を
pj，それらを並べたものを，X = (X1; X2;    ; Xn)，p = (p1; p2;    ; pm)とする．ここ
でX，pは,
8i; j 2 [n]; i 6= j =) Xi \Xj = ;; (2.1)
8i 2 [n]; ui(Xi;p)  0 (2.2)
を満たす．式 (2.1)は同じ財を複数の買い手に割当てないことを表し，これを割当制約と
呼ぶ．また式 (2.2)は，全ての買い手が損をしないことを意味し，これを個人合理性と呼
ぶ．このとき，売り手の利得REV(X;p)は，
REV(X;p) =
X
i2[n]
X
j2Xi
pj (2.3)
で表され，買い手 iの利得を，
ui(Xi;p) =
X
j2Xi
(vij   pj) (2.4)
と定義する．ui(Xi;p)を利得関数と呼ぶ．本研究では，売り手の利得を表すREV(X;p)
の最大化を考える．
売り手の利得を最大化する研究とは別に，社会的総余剰を最大化する研究も数多く行わ
れている [7]．これは売り手の利得と買い手の利得の総和を最大化することを目的とする．
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社会的総余剰 SW(X;p)は，式 (2.3)，(2.4)を用いて，
SW(X;p) = REV(X;p) +
X
i2[n]
ui(Xi;p)
=
X
i2[n]
X
j2Xi
pj +
X
i2[n]
X
j2Xi
(vij   pj)
=
X
i2[n]
X
j2Xi
pj +
X
i2[n]
X
j2Xi
vij  
X
i2[n]
X
j2Xi
pj
=
X
i2[n]
X
j2Xi
vij (2.5)
と表される．
2.2 ワルラス均衡
オークションにおける重要な概念として，ワルラス均衡がある．ワルラス均衡は，価格
ベクトル pと割当X によって定義される．pに対して，各買い手の利得 ui(Xi;p)を最
大化するように財を割当て，どの買い手にも割当てない財の価格が 0のとき，(p;X)を
ワルラス均衡と呼ぶ [9]．このとき，買い手 iの利得を最大化する割当の集合を需要集合
Di(p)と呼び，
Di(p) = fX : X = arg max
X0[m]
ui(X
0;p)g (2.6)
と表される．この需要集合を用いるとワルラス均衡は，
8i 2 [n]; Xi 2 Di(p);
8i 2 [m]; (8j 2 [n]: i 62 Xj) =) pi = 0
を満たす (p;X)と定義できる．
2.3 非羨望性
次にワルラス均衡と似た概念である，非羨望性について述べる．これはワルラス均衡か
ら，どの買い手にも割当てられない財の価格は 0とする条件を除いたものである．各買い
手が他の買い手の結果に対して，嫉妬をしない事を表し，需要集合を用いて定義できる．
価格ベクトルと財の割当の組 (p;X)が
8i 2 [n]; Xi 2 Di(p) (2.7)
を満たすとき，(p;X)は非羨望性を満たすと呼ぶ．
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2.4 最小費用流問題
売り手の利得や社会的総余剰の最大化を目的として，財の割当を決定する問題は割当問
題としてモデル化でき [14]．最小費用流問題の特殊例として捉えることができる．従って
本節では，最小費用流問題について述べる．
最小費用流問題とは，交通や通信，商品流通などの「もの」が流れるネットワークに対
して，与えられた要求を満たしつつ，総コスト（通信費用，交通網への負荷等）を最小化
する問題である [14]．最小費用流問題は有向グラフ G = (V;E)を用いて表現される．G
と各頂点の供給 (需要) 量 di 2 R (i 2 V )，各辺の容量 uij 2 R ((i; j) 2 E)，各辺の単
位流量あたりのコスト cij 2 R ((i; j) 2 E)が与えられたとき，各辺 (i; j) 2 E の流量を
xij 2 Rとすると，辺の容量についての制約は，
0  xij  cij ; 8(i; j) 2 E (2.8)
で表され，各頂点について，流入する量と流出する量が等しくなる制約を，X
fk:(k;i)2Eg
xki + bi =
X
fj:(i;j)2Eg
xij ; 8i 2 V (2.9)
で表すことができる．式 (2.8)は容量制約，式 (2.9)は流量保存制約と呼ばれ，この 2式
を満たす X = [xij ]を実行可能流と呼ぶ．また目的関数である総コストを，X
(i;j)2E
cijxij (2.10)
と表す．
最小費用流問題に対するアルゴリズムとして，最短路反復法 [14] が知られている．こ
れはグラフ G上で，最短経路問題を繰り返し解くことで可能流を増加させる方法である．
例として図 2.1のグラフを用いる．図中の頂点 sから tへ 3だけ流すことを考える．
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図 2.1 最小費用流問題の例
図 2.1上で，sから tへの最短経路を求め，その経路に流すことのできる量だけ，コス
トの正負を反転させた辺を新たに加える．
図 2.2 最短路反復法の例 1(左は辺を反転させたグラフ)
これにより構成される，図 2.2の右で示すような，新たなグラフに対して，sから tへ
の最短経路を再び求める．
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図 2.3 最短路反復法の例 2(左は辺を反転させたグラフ)
この動作を，要求された流量を満たすまで繰り返し求めることで，最小費用流問題の最
適解を得ることができる．
2.5 2部グラフ上でのマッチング
m 個の財と n 人の買い手において，財の割当を決定することは，財の集合を U =
fu1; u2;    ; umg，買い手の集合をW = fw1; w2;    ; wng，買い手 i 2W に割当て可能
な財の部分集合 C(i)  U で定義される集合を E = f(i; j) : i 2W; j 2 C(i)gとして，こ
れにより構成される 2部グラフ G(U;W;E)上で，
8i 2 U; jf(i; j) 2M : j 2Wgj  1;
8j 2W; jf(i; j) 2M : i 2 C(j)gj  1
を満たす E の部分集合Mを決定することと等しい．Mはマッチングと呼ばれ，jMjが
最大となるMを求める問題を最大マッチング問題と呼ぶ [10]．また，買い手 i 2 W の
パラメータとして bi 2 Nが与えられ，Mの制約を，
8i 2 U; jf(i; j) 2M : j 2Wgj  1;
8j 2W; jf(i; j) 2M : i 2 C(j)gj  bj
としたとき，Mは b-マッチングと呼ばれる．
2.6 二分探索法
本節では，本研究で提案するアルゴリズムの中で使用する二分探索法 [13] について述
べる．ある閉区間 [l; u]の値をとるパラメータ が与えられ，によって定まるような実
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数値 V()に対して，V()が性質 P を満たすか否かを判定するアルゴリズムが存在する
と仮定する．また性質 P について，
8; 0 2 [l; u]; P (V()) ^ :P (V(0)) =)  > 0 (2.11)
が成り立つとする．式 (2.11)は，ある境界 edge が存在し，
8 2 [l; u]; edge   =) P (V());
8 2 [l; u]; edge >  =) :P (V())
を満たすことを意味している．edge のイメージを図 2.4に示す．
図 2.4 edge のイメージ
二分探索法とは，この境界 edge を求めるアルゴリズムである．入力として，閉区間
[l0; u0]，最終区間幅 Lを受け取り，edge が含まれる区間 [lout; uout]を出力する．アルゴ
リズム 1に手順を示す．
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アルゴリズム 1 二分探索法
Input: [l0; u0]; L
Output: [lout; uout]
1: [l; u] = [l0; u0]
2: if u  l < L then
3: [lout; uout] [l; u]
4: return [lout; uout]
5: else
6:  l + u
2
7: if P (V())が真 then
8: u 
9: 2行目へ
10: else
11: l 
12: 2行目へ
13: end if
14: end if
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3 先行研究
本章では非羨望性を満たす割当を出力するオークションモデルの先行研究について述
べる．
3.1 Revenue Maximizing Envy-Free Pricing in Matching Markets with Bud-
gets
R.Colini-Baldeschiら [4]は非羨望性と買い手の予算を考慮したマッチング市場におけ
る売り手の利益最大化問題に対する 4 近似アルゴリズムを提案している．一人の売り手
が持つm種の財と，n人の買い手から構成される市場を考える．各買い手 i 2 [n]につい
て，興味を持っている財の集合 Si  [m],財一つあたりの評価額 vi 2 R+，予算 bi 2 R+
が与えられている．このとき，財の単価ベクトルを  = (1; 2;    ; m) 2 Rm+，財の割
当を Xi  [m]とすると，買い手 iの利得関数 ui は
ui(Xi;) =
8>>>>>><>>>>>>:
vi  jXi \ Sij  
X
j2Xi
j
0@X
j2Xi
j  bi
1A
 1
0@X
j2Xi
j > bi
1A
と定義される．ここで非羨望性は，
8i 2 [n]; 8X 0  [m] ui
0@Xi; X
j2Xi
j
1A  ui
0@X 0; X
j2X0
j
1A (3.1)
と定義される．R.Colini-Baldeschiらは，提案したモデルに対して，競上げ型オークショ
ンを元に，b-マッチング問題を繰り返し解くことで売り手の利得最大化問題に対して 4近
似アルゴリズムを提案している．
3.2 Envy-Free Pricing in Multi-unit Markets
S.Branzeiら [2]は非羨望性を考慮した同質財複数需要市場における均一価格での社会
的総余剰最大化問題に対する厳密解法と，売り手の利益最大化問題に対する近似解法を提
案している．3.2節では，社会的総余剰最大化問題に対する厳密解法を紹介する．一人の
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売り手が持つ m個の財と，n人の買い手から構成される市場を考える．ここで財は全て
同質財であるとする．各買い手 i 2 [n]について，財一つあたりの評価額 vi 2 R+，予算
bi 2 R+ が与えられている．このとき，財一つあたりの価格を p 2 R+，買い手 iに割当
てる財の個数を xi 2 Nとし，買い手 iの利得関数 ui(p; xi)は
ui(p; xi) =
(
xi(vi   pi) (p  xi  bi)
 1 (p  xi > bi)
と定義される．また，価格 pにおける買い手 iの利得関数 ui(p; xi)を，最大化するような
財の個数 xi の候補を示す需要集合 Di(p)は,
Di(p) = fx = arg max
x02N
ui(p; x
0) : p  x  bi ^ x  mg
と定義される，これは，決定する財の価格が均一であることと，同質財であることから，
財の個数のみで議論が可能であり，
Di(p) =
8>><>>:
nj
bi
p
ko
(p < vi)n
0;    ;
j
bi
p
ko
(p = vi)
f0g (p > vi)
と表すことができる．この問題における非羨望性は Di(p)を用いて，
8i 2 [n]; xi 2 Di(p) (3.2)
と定義される．S.Branzeiらは，このモデルについて社会的総余剰最大化問題に対する厳
密解法を示している．同質財であることと，決定する価格が均一であることから，ある価
格 pにおいて，非羨望性を満たす割当の存在性は，X
fi2[n]:vi>pg
Di(p) < m (3.3)
で判別可能である．また，このモデルの非羨望性について，以下の特徴付けが可能である．
定理 3.1. ある価格 pについて非羨望性を満たす割当が存在すると仮定すると，それより
大きい任意の価格 p0 > pにおいて，非羨望性を満たす割当が必ず存在する．
S.Branzeiらは，定理 3.1と二分探索法を用いて，非羨望性を満たす割当が存在する最
小の価格 p を決定する " 近似アルゴリズムを提案している．また，多項式時間ではない
が，決定する価格を有理数に限定したときの厳密解法も提案している．
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4 非羨望性を考慮した被覆制約付き複数財市場
本章では本研究で提案するモデルと性質について述べる．一人の売り手が持つ m個の
財と，n人の買い手から構成される市場を考える．各買い手 i 2 [n]について，興味のあ
る財の集合を返す関数 C : [n] ! 2[m]，C(i) 内の財一つあたりの評価額 vi 2 N，予算
bi 2 Nが与えられている．このとき決定するものは，4.1節で述べる非羨望性を満たした
上で，売り手の利得を最大化する財の割当X と財一つあたりの単価 p 2 Nである．
4.1 非羨望性の定義
非羨望性の議論のために，実行可能な割当を定義する．
定義 4.1. 割当 X = (X1; X2;    ; Xn) が以下を満たすとき，X を実行可能な割当と
呼ぶ．
(8i; j 2 [n]; i 6= j =) Xi \Xj = ;) ^ (8i 2 [n]; Xi  C(i)):
定義 4.1は一つの財は高々一人の買い手にしか割当てられず，各買い手は自身の興味の
ある財からしか割当てられないことを意味している．
次に，価格 pが与えられたときに，買い手 iの利得を最大化する割当 Xi が満たす条件
を考える．買い手 iの利得関数 ui(p;X)を，評価額が均一であることから，
ui(p;X) =
(
jXi [ C(i)j(vi   p) (pjXij  bi)
 1 otherwise (4.1)
とする．これを最大化する Xi は割当てる財の個数 jXijと，評価額 vi と価格 pの関係に
よって定義でき，需要関数 Di(p)を以下で定義する．
定義 4.2. 価格 p が与えられたとき，買い手 i が需要する財の個数の候補を返す需要関
数を，
Di(p) =
8>>>><>>>>:

min

jC(i)j;

bi
p

(vi > p)
0; 1;    ;min

jC(i)j;

bi
p

(vi = p)
f0g (vi < p)
(4.2)
とする．
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定義 4.2は vi > pのとき，つまり C(i)に含まれる財を一つ割当てたときに増加する利
得が正の場合，予算 bi の中で最大まで割当てることを意味している．また，vi = pのと
き，つまり C(i)に含まれる財を一つ割当てたときに増加する利得が 0のときは，予算 bi
の中で任意の数割当てても良いことを意味している．この需要関数Di(p)を用いて，提案
モデルにおける非羨望性を以下で定義する．
定義 4.3. 価格 pと割当X が以下を満たすとき，(p;X)は非羨望性を満たす．
(8j 2 [n]; jXj j 2 Dj(p)) ^ (X は実行可能な割当):
また，価格 pについての性質として以下を定義する．
定義 4.4. 価格 pが以下を満たすとき，pは非羨望可能である．
9X; (p;X)は非羨望性を満たす:
4.2 問題の性質
4.2節では提案モデルの性質について述べる．価格 pについて，定義 4.4から以下の定
理が成り立つ．
定理 4.5. 非羨望可能な価格 pが与えられたとき，
8p0 > p; p0は非羨望可能:
証明. p は非羨望可能なため，(p;X) が非羨望である割当 X が存在する．この X を
元に，(p0;X0) が非羨望性を満たすように X0 を構成することで定理を示す．各買い手
i 2 [n] に対して，X 0i を以下のように構成する．
(i) p0 < vi となる買い手
Di(p); Di(p
0)は定義より，
Di(p) =

min

jC(i)j;

bi
p

; (4.3)
Di(p
0) =

min

jC(i)j;

bi
p0

(4.4)
となり，p < p0 であるため，min

jC(i)j;

bi
p

 min

jC(i)j;

bi
p0

である．
よって，Xi から jX 0ij 2 Di(p0)を満たすまでランダムに要素を削除することで X 0i
を構成する．
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(ii) p0  vi となる買い手
Di(p)の定義より，買い手 iに財を割当てなくてもよいため，X 0i = ; とする．
このようにして構成したX0 によって (p0;X0)は非羨望性を満たす．よって定理 4.5は成
り立つ．
定理 4.5は，ある価格 pについて非羨望性を満たす割当X を見つければ，任意の p0 > p
について，非羨望性を満たす割当X 0 が存在することを意味する．
次に，非羨望可能な価格 pで割当てることのできる財の個数を議論するために，次のよ
うな関数 f を定義する．
定義 4.6. 価格 pが非羨望可能だとする．pで非羨望性を満たした上で，割当てることが
できる財の個数の最大値を返す関数として，
f(p) = max
(
nX
i=1
jXij : (p;X)は非羨望性を満たす
)
と定義する．
ここで定義した関数 f は以下の性質を持つ．
定理 4.7. 価格 pが非羨望可能なとき， f(p)は pについて単調非増加である．つまり
8p; p0 2 R; (p < p0 ^ pは非羨望可能)) f(p)  f(p0)
である．
証明.
f(p) =
nX
j=1
jXj j; f(p0) =
nX
j=1
jX 0j j となる X;X 0 を考える．この X;X 0 について，
8j 2 [n]; jXj j  jX 0j j を示すことで f(p)  f(p0) を示す．各買い手 j に対して sj =
min
n
jC(j)j;
j
bj
p
ko
，tj = min
n
jC(j)j;
j
bj
p0
ko
とする．また，p < p0 より sj  tj であ
る．Dj の定義より
Dj(p) =
8><>:
fsjg (vj > p)
f0; 1;    ; sjg (vj = p)
f0g (vj < p);
Dj(p
0) =
8><>:
ftjg (vj > p0)
f0; 1;    ; tjg (vj = p0)
f0g (vj < p0)
である．ここで vj ; p; p0 の取り得る大小関係すべてに対して jXj j  jX 0j jを示す．
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(i) vj < p < p
0 のとき
Dj(p) = Dj(p
0) = f0gとなるため jXj j = jX 0j j = 0.
(ii) vj = p < p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j 2 [sj ]; jX 0j j = 0となるため jXj j  jX 0j j.
(iii) p < vj < p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j = 0となるため jXj j  jX 0j j.
(iv) p < vj = p
0 のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j 2 [tj ]であり，sj  tj より jXj j  jX 0j j.
(v) p < p0 < vj のとき
Dj(p); Dj(p
0)の定義より，jXj j = sj ; jX 0j j = tj であり，sj  tj より jXj j  jX 0j j.
以上より常に jXj j  jX 0j jであり，これは任意の j 2 [n]について成り立つ．
関数 f が整数値を取ることと定理 4.5,4.7より，非羨望可能な価格 pにおいて f の形は
図 4.1に示す階段状になる．
図 4.1 f の形状
また，今回の市場における売り手の利得は，財の価格が pであるとき，f が pで割当可
能な財の個数の最大値を返すことから，
pf(p) (4.5)
と表すことができる．これは売り手の利得が，原点と座標 (p; f(p))で構成される長方形
の面積と等しくなることを意味している．このことから，目的関数を最大化するような価
格 pは図 4.2の様に，階段の先端に存在することがわかる．
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図 4.2 最適解の候補
4.3 f(p)の計算方法
本節では f の計算方法について述べる．ここでは，価格 p が非羨望可能であるとき，
f(p) の値は 2 部グラフ上の特殊な最大 b-マッチング問題を解くことで得られることを
示す．この問題を Envy-Free-Allocation(以下 EFA)と呼ぶ．厳密な定義は以下の通りで
ある．
定義 4.8. 財の集合を U = fu1; u2;    ; umg, 買い手の集合をW = fw1; w2;    ; wng，
買い手の興味のある財の集合を返す関数を C : W ! 2U として，価格 p に対して辺集
合 E = f(u;w) : u 2 C(w); w 2 fwi : vi  p; wi 2 Wgg で定義される 2 部グラフ
G(U;W;E)上で,以下の 2つを満たす b-マッチングM  E の中で大きさが最大のもの
を求める問題を Envy-Free Allocationと呼ぶ．
非羨望制約: 8j 2 [n]; vj > p ) maxDj(p) = jf(u;wj) 2M : u 2 Ugj : (4.6)
割当制約　: 8i 2 [m]; jf(ui; w) 2M : w 2Wgj  1: (4.7)
2部グラフ Gの大きさは頂点数 O(m+ n)，辺の数 O(mn)となる．式 (4.6)で表され
る非羨望制約は Gの定義から vi > pとなる買い手についてのみ考慮すればよく，この制
約を満たした解Mは定義 4.3で示した本モデルにおける非羨望性も満たす．
次に EFAの解を求める方法として補助グラフ G0 を構成し，そのグラフ上で最小費用
流問題を解くことを考える．補助グラフ G0 を以下で定義する．
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定義 4.9. 価格 pによって定まる買い手の部分集合として，
Wvj>p = fwj : vj > p; j 2 [n]g;
Wvj=p = fwj : vj = p; j 2 [n]g;
Wvj<p = fwj : vj < p; j 2 [n]g
を定義し，補助グラフを G0(U [W [ fs; t; dg; E0)と定義する．ただし，s; tは最小費用
流問題のソースとシンク，dはダミーノードである．このとき，辺集合 E0 を，
E0 = E [ f(u; d) : u 2 Ug
[ f(s; u) : u 2 Ug
[ f(w; t) : w 2W [ fdgg
とする．ここで財の集合 U からWv>p;Wv=p に接続されている辺の数として，
A =
X
w2Wv>p
jC(w)j = jf(u;w) 2 E0 : u 2 U;w 2Wv>pgj;
B =
X
w2Wv=p
jC(w)j = jf(u;w) 2 E0 : u 2 U;w 2Wv=pgj
を定義する．また各辺の容量を返す関数 capacity と単位流量あたりのコストを返す関数
costを e = (a; b) 2 E0 に対して，
capacity(e) =
8>>><>>>:
1 (a = s)
1 (a 2 U)
maxDj(p) (a 2W;a = wj)
m (a = d);
cost(e) =
8>>>>>>>><>>>>>>>>:
0 (a = s)
1 (b 2Wv>p)
A+ 1 (b 2Wv=p)
1 (b 2Wv<p)
B(A+ 1) +A+ 1 (b = d)
0 (b = t)
と定義する．EFAに対して生成される補助グラフ G0 のイメージを図 4.3に示す．
定義 4.9によって構成した補助グラフ G0 に対して，頂点 sから tへ流量mのフローを
流すことを考える．ここでコスト最小なフローを元に財の割当を構成することで，元とな
る EFAの最適解が得られることを示す．つまり以下の定理が成り立つ．
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図 4.3 補助グラフのイメージ
定理 4.10. EFAの最適解は，補助グラフ G0 上で sから tへ流量mを流す最小費用流問
題を解くことで得ることができる．
ここから定理 4.10の証明のために幾つかの補題を示す．また今後，補助グラフ G0 上で
sから tへ流量mを流す最小費用流問題をMCFと呼ぶ．まず EFAの許容解からフロー
への変換と，MCFの許容解から割当への変換を手順 4.11，4.12として定義する．
手順 4.11. EFAの許容解X から以下の手順で対応するフロー F を得る．
1. 各財 i 2 [m]，各買い手 j 2 [n] について，j 2 Xj ならば (s; ui); (ui; wj); (wj ; t)
にフローを 1流す．
2. 各財 i 2 [m]，各買い手 j 2 [n]について，j =2 Xj ならば (s; ui); (ui; d); (d; t)にフ
ローを 1流す．
手順 4.12. MCFの許容解 F から以下の手順で対応する割当X を得る．
1. 各辺 (u 2 U;w 2W )でフローが流れているならば財 uを買い手 wに割当てる．
手順 4.11，4.12を用いて EFAとMCFの解の関係性について議論する．まず，
EFAの許容解集合  MCFの許容解集合
を補題 4.13で示す．
補題 4.13. EFAの許容解X に対応したフロー F はMCFの許容解である．
証明. F の sから tまでの流量がmであることを示す．手順 4.11より，1ステップ目で
18
割当てられている財の数だけフローを流した後，2ステップ目で割当てられていない財の
数だけフローを流す．よって構成されるフローの流量は財の個数である mとなる．これ
は EFAの許容解である．よって補題 4.13は成り立つ．
次に以下の関係を示す,
EFAの許容解集合  MCFの最適解集合: (4.8)
この関係の証明のために補助グラフ G0 の性質として，補題 4.14,4.15を示す．フロー F
において，辺 (a; b)に流れている量を Fab とすると，以下の補題が成り立つ，
補題 4.14. MCFのフロー F に対応する割当 X が EFAの許容解であることと
8w 2Wv>p; Fwt = maxDw(p) (4.9)
は同値．
証明. 割当からフローを構成する方法より，買い手 w 2 Wv>p に割当てられた財の個数
と Fwt は等しくなる．このとき，式 (4.9)は EFAの非羨望制約と同値であるため，補題
4.14は成り立つ．
補題 4.15. MCFの最適解 F  は，
8F 2 MCFの許容解;
X
w2Wv>p
X
u2C(w)
Fuw 
X
w2Wv>p
X
u2C(w)
F uw
を満たす．
証明. 背理法を用いる．つまり，最適解 F  に対して，X
w2Wv>p
X
u2C(w)
Fuw >
X
w2Wv>p
X
u2C(w)
F uw
を満たすフロー F が存在すると仮定する．補助グラフ G0 はコストの定義より，
8w0 2W nWv>p; 8u0 2 C(w0);
X
w2Wv>p
X
u2C(w)
cost(u;w) < cost(u0; w0)
を満たしているため，
P
w2Wv>p
P
u2C(w) Fuw に流れる量を増やすことで，総コストを改
善することができる．これは F  の最適性と矛盾する．よって補題 4.15は成り立つ．
これらの補題を用いて式 (4.8)が表す関係を補題 4.16によって示す．
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補題 4.16. MCFの最適解 F  に対応した割当X は EFAの許容解である．
証明. 背理法を用いる．つまりMCFの最適解 F  に対応した割当X が EFAの許容解
ではないと仮定する．このとき，補題 4.14より，F  は
9w 2Wv>p; F wt 6= maxDw(p)
を満たしている．これは補助グラフの容量制約より，
9w 2Wv>p; F wt < maxDw(p):
また，流量保存則より，F wt =
P
u2C(w) F

uw であるため，
9w 2Wv>p;
X
u2C(w)
F uw < maxDw(p):
これをWv>p について和をとると，X
w2Wv>p
X
u2C(w)
F uw <
X
w2Wv>p
maxDw(p) (4.10)
となる．ここで EFAの許容解 ~X を一つ取り，対応するフロー ~F を考える．補題 4.13よ
り ~F は EFAの許容解であるため，補題 4.14から,
8w 2Wv>p; ~Fwt =
X
u2C(w)
~Fuw = maxDw(p)
を満たし，Wv>p について和をとると，X
w2Wv>p
X
u2C(w)
~Fuw =
X
w2Wv>p
maxDw(p) (4.11)
となり，式 (4.10)，(4.11)から，X
w2Wv>p
X
u2C(w)
F uw <
X
w2Wv>p
X
u2C(w)
~Fuw (4.12)
が得られる．これは補題 4.15 より，F  の最適性と矛盾するため，補題 4.16 が成り立
つ．
次に以下の関係を示す．
MCFの最適解集合  EFAの最適解集合: (4.13)
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補題 4.17. EFAの最適解X に対応したフロー F  はMCFの最適解である
証明. 背理法を用いる．ある EFAの最適解X に対応したフロー F  がMCFの最適解
でないと仮定する．つまり (F のコスト) > (F のコスト) を満たすMCFの最適解 F が
少なくとも 1つ存在する．ここで，X は，Wv>p に含まれる買い手に  個，Wv=p に
含まれる買い手に  個の財を割当てていて，m      個の財を誰にも割当てていな
いものとする．
また，F に対応した割当X を考える．X も同様にして，Wv>p に含まれる買い手に 
個，Wv=p に含まれる買い手に  個の財を割当てていて，m    個の財を誰にも割当
てていないものとする．ただし，補題 4.16よりMCFの最適解 F に対応した割当X は
EFAの許容解であるため，非羨望制約より
 =  (4.14)
である．また，X は EFAの最適解であるため，
 +   + :
式 (4.14)より
   (4.15)
である．このとき，F  と F のコストは，
(F のコスト) =  + (A+ 1) + (B(A+ 1) +A+ 1)(m     );
(F のコスト) = + (A+ 1) + (B(A+ 1) +A+ 1)(m    )
であり，コストの差を考えると,
(F のコスト)  (F のコスト) = (A+ 1)(   ) + (B(A+ 1) +A+ 1)(  + )
= (A+ 1)(   )  (B(A+ 1) +A+ 1)(   )
= ((A+ 1)  (B(A+ 1) +A+ 1))(   )
=  B(A+ 1)(   ):
ここで A;B  0と式 (4.15)より，
(F のコスト)  (F のコスト)  0:
よって，
(F のコスト)  (F のコスト):
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これは F がMCFの最適解であることと，F  がMCFの最適解でないことに矛盾する．
よって補題 4.17は示された．
最後に補題 4.18によって，
EFAの最適解集合  MCFの最適解集合 (4.16)
を示すことで，式 (4.13)と合わせて，
EFAの最適解集合 = MCFの最適解集合 (4.17)
を示す．
補題 4.18. MCFの最適解 F  に対応したX は EFAの最適解である
証明. Wv=p = ;とWv=p 6= ;のときを考える．
(i) Wv=p = ;のとき
EFAの非羨望制約を満たした上で，更に b-マッチングを大きくすることができない
ため，EFA の許容解が EFA の最適解となる．補題 4.16 より，MCF の最適解 F 
に対応した割当X は EFAの許容解になるため，X は EFAの最適解でもある．
(ii) Wv=p 6= ;のとき
対偶を用いる．つまり，EFA の最適解ではない許容解 X に対応したフロー F は
MCFの最適解にならないことを示す．
X は EFAの最適解でないため，ある最適解Xが存在し，
Pn
j=1 jXj j 
Pn
j=1 jXj j
を満たす．ここで，X は，Wv>p に含まれる買い手に  個，Wv=p に含まれる買
い手に  個の財を割当てていて，m       個の財を誰にも割当てていないも
のとする．
またX も同様にして，Wv>p に含まれる買い手に 個，Wv=p に含まれる買い手に
 個の財を割当てていて，m       個の財を誰にも割当てていないものとする．
ここで，X;X はどちらも EFAの許容解であるため， =  であり，X の最適
性より  > ．このときX;X の対応するフロー F，F  のコストを考える．な
お，補題 4.13と補題 4.17より，F はMCFの許容解であり，F  はMCFの最適解
である．ここで F と F  のコストは，
(F のコスト) =  + (A+ 1) + (B(A+ 1) +A+ 1)(m     );
(F のコスト) = + (A+ 1) + (B(A+ 1) +A+ 1)(m    )
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となる．このとき，コストの差を考えると，
(F のコスト)  (F のコスト) = (A+ 1)(   ) + (B(A+ 1) +A+ 1)(  + )
= (A+ 1)(   )  (B(A+ 1) +A+ 1)(   )
= ((A+ 1)  (B(A+ 1) +A+ 1))(   )
=  B(A+ 1)(   ):
Wv=p 6= ;より B > 0であり,A+ 1 > 0;     > 0であるため，
(F のコスト)  (F のコスト) < 0:
よって，
(F のコスト) < (F のコスト):
故に，F はMCFの最適解ではないことが示せた．
以上より補題 4.18は成り立つ．
補題 4.17，4.18より式 (4.17)が表す関係を示せる．これにより定理 4.10を示す．
証明. 定理 4.10の証明
補題 4.17，4.18より定理 4.10は成り立つ．
これにより，価格 pが与えられたとき，補助グラフG0 を作成し，最小費用流問題MCF
を解くことで，価格 pにおける非羨望性を満たす割当の中で財の数が最大のものを計算す
ることができる．また，MCFで得られたフローから，実際の割当も同時に得ることがで
き，フローから得られた割当が非羨望性制約を満たしているか否かによって，価格 pで非
羨望割当可能かどうかを判定することができる．
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5 利得最大化アルゴリズム
本章では，4章で述べた「非羨望性を考慮した被覆制約付き複数財市場」に対して，売
り手の利得を最大化する財の価格 pと割当X を決定する提案アルゴリズムについて述べ
た後，非羨望性を考慮したことによる損失と，均一価格による損失を評価するための手法
について述べる．
5.1 提案手法
4.2 節で述べたように目的関数 pf(p) において，f は階段状になっており，最適解は，
その階段の先端に存在する．そこで，ある非羨望可能な p0 が与えられたとき，p0 が位置
している段の先端の価格，
pedge = maxfp : f(p0) = f(p)g (5.1)
を求めるアルゴリズム 2 を示す．このアルゴリズムは二分探索の区間の幅 として" を与
えて，
(f(p0) = f(pedge)) ^ (f(p0) > f(pedge + ")) (5.2)
を満たす pedge を求める．今回は価格 p を自然数の中で決定するため，" = 1 とする．
pedge は図 5.1で示すように，p0 と同じ段であり，"だけ値を足すと違う段に降りる値の
最大値になっている．
図 5.1 f の形状
アルゴリズム 2は，価格 p0 に対して引数として (p0; [p0; vmax]; ")を与えて実行され，式
(5.2)を満たす価格 pを二分探索法を用いて計算する．これを用いて，アルゴリズム 3に
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アルゴリズム 2 先端価格検索アルゴリズム
1: procedure 先端価格検索アルゴリズム (p0; [plb; pub]; ")
2: step f(p0)
3: pmiddle  plb + pub
2
4: if step = f(pmiddle) ^ step = f(pmiddle + ") then
5: return pmiddle
6: else
7: if step > f(pmiddle) then
8: 先端価格検索アルゴリズム (p0; [plb; pmiddle]; ")
9: else
10: 先端価格検索アルゴリズム (p0; [pmiddle; pub]; ")
11: end if
12: end if
13: end procedure
売り手の利得を最大化する方法を示す．このアルゴリズムは，非羨望性を満たす価格の最
小値を二分探索法によって求めた後，最適解の候補となる階段の先端をアルゴリズム 2を
用いて探索し，次の段差に降りることを繰り返す．最適解の候補を全て探索し，最後に目
的関数である売り手の利得が最大化される価格と財の割当てを出力するアルゴリズムと
なっている．階段を降りることで，最適解を探索する動作を図 5.2に示す．
図 5.2 アルゴリズム 3の動作イメージ
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アルゴリズム 3 利得最大化アルゴリズム
Input: hm;n;v; b; C; "i
Output: hp;Xi
1: revenue 0; pmax  0
2: pub  maxfvi : i 2 [n]g
3: [0; pub]の範囲で二分探索法を用いて，非羨望割当可能な価格の最小値 plb を計算
4: p plb
5: while f(p) 6= 0 do
6: pedge  先端価格検索アルゴリズム (p; [p; pub]; ")
7: if revenue < pedge  f(pedge) then
8: revenue pedge  f(pedge)
9: pmax  pedge
10: end if
11: p pedge + "
12: end while
13: f(pmax)で得られたフローから財の割当X を構成
14: return hpmax;Xi
5.2 計算量
アルゴリズム 3 の計算量について議論する．3 行目の非羨望可能な価格 plb の最小
値を求める計算量や，先端価格検索アルゴリズムの計算量を考える．どちらも，区
間 [0; vmax] を二分探索し，価格 p が条件を満たしているかどうかの判定に，頂点数
O(m+ n),辺数 O(mn)の補助グラフ G0 において流量 O(m)の最小費用流問題を解くた
め，O(m(mn+ (m+ n) log(m+ n)))かかる．よって，これらの計算量は
O((mn+ (m+ n) log(m+ n))m log vmax) (5.3)
となる. f の段差の数は高々 m(財の個数) であるため，全体では式 (5.3) かかる処理を
高々m回繰り返す．よって全体の計算量は，
O((mn+ (m+ n) log(m+ n))m2 log vmax)
=O((m3n+m3 log(m+ n) +m2n log(m+ n)) log vmax) (5.4)
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となる．これは多項式時間であるため，アルゴリズム 3 は多項式時間アルゴリズムであ
る．ただし，二分探索法において過去に得られた結果を元に f(p)を計算する回数を削減
する等の処理を考慮しない計算量のため，さらに改善が可能であると考える．
5.3 有理数への拡張
アルゴリズム 2は決定する価格 pを有利数に拡張したとき，二分探索法の性質から，与
えた区間幅 "だけ pに誤差を含む．この誤差は階段の先端になりうる候補を列挙し，その
候補についてのみ二分探索法を行うことで，取り除くことができる．需要関数Di(p)の定
義より，先端の候補となる価格の集合 candidate priceは，
candidate price = fvi : i 2 [n]g [

bi
k
: i 2 [n]; k 2 [m]

(5.5)
となる．これは定義より有限集合であり，要素数は O(mn) で押さえることができる．
candidate priceの要素を昇順にソートし，p1  p2     とする．この数列のインデッ
クスを用いて二分探索法を行うことにより，誤差を取り除くことができる．この場合，全
体の計算量は，
O((m3n+m3 log(m+ n) +m2n log(m+ n)) log(mn)) (5.6)
となる．ここで各買い手 i 2 [n]の興味のある財の集合 C(i)を C(i) = [m]とすると，3.2
節で紹介した S.Branzeiら [2]のモデルを再現することができ，本研究は，それに対する
多項式時間アルゴリズムも示したことになる．これは S.Branzeiらの結果を改善したもの
である．
5.4 性能評価
5.4節では，本論文で提案したアルゴリズムによって得られた価格と財の割当について，
非羨望性を考慮したことによる損失と，均一価格による損失を定量的に評価する．
5.4.1 非羨望性を考慮したことによる損失
評価のために非羨望性を考慮しないモデルを考える．具体的には，4.1節の式 (4.2)で
定義した需要関数を元に，非羨望性を考慮しない需要関数として，
Di(p) =
(n
0; 1;    ;min
n
jC(i)j;
j
bi
p
koo
(vi  p)
f0g (vi < p)
(5.7)
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を考える．また，f(p) を求める際に作成する補助グラフ G0 のコスト関数 cost を e =
(a; b) 2 E0 に対して,
cost(e) =
8>>>>>><>>>>>>:
0 (a = s)
1 (b 2Wv>p [Wv=p)
1 (b 2Wv<p)
A+B + 1 (b = d)
0 (b = t)
とすることで，アルゴリズム 3と同様の流れで最適解を得ることができる．5.1節で述べ
た提案アルゴリズムと，本節で述べた非羨望性を考慮しないアルゴリズムによって得られ
た解を，それぞれ (p;X); (pnotEF ;XnotEF )とする．このとき，非羨望性を考慮した事に
よる売り手側の利得の損失をREV(p;X)とREV(pnotEF ;XnotEF )の比を用いて，
REV(p;X)
REV(pnotEF ;XnotEF ) (5.8)
と定義する．また，社会的総余剰の損失を SW(p;X)と SW(pnotEF ;XnotEF )の比を用
いて，
SW(p;X)
SW(pnotEF ;XnotEF ) (5.9)
と定義し，これらにより評価を行う．REV(pnotEF ;XnotEF )が非羨望制約を緩和した問
題の最適解になっているため，式 (5.8) は [0; 1] の間の値を取る．一方で，式 (5.9) は，
SW(pnotEF ;XnotEF )が必ずしも社会的総余剰を最大化しないため，1以上の値をとり得
る．これは非羨望性を考慮しない場合，売り手の利得最大化となる価格において，評価値
が高い買い手が残っていても，評価値の低い買い手に対して財が割当てられる可能性があ
るためである．また，どちらの値も大きいほど，良い値となる．
5.4.2 均一価格による損失
均一価格よって生じた損失として，配分効率性を考える．配分効率性とは社会的総余剰
SW を元に定義される指標で，ワルラス均衡のときの社会的総余剰 SWwalras と提案モ
デルによって得られる社会的総余剰 SW によって，
SW
SWwalras (5.10)
と定義される．均一価格による損失を計測するために，財ごとに別々の価格を決定するよ
うにモデルを拡張し，そのワルラス均衡を用いて比較する．また式 (5.10)は必ず [0; 1]の
間の値をとり，1に近い程，良い値となる.
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配分効率性の定義にワルラス均衡を用いたが，ワルラス均衡が必ず存在するとは限ら
ない．具体例として，財が 1 個，買い手が 2 人の場合を考える．このとき，v1 = v2 =
4; b1 = b2 = 3; C(1) = C(2) = f1gとする．この例を図 5.3に示す．
図 5.3 ワルラス均衡が存在しない例
この例で，財の価格 pが 0  p < 3のとき，D1(p) = D2(p) = f1gとなり，割当制約よ
りワルラス均衡となる割当は存在しない．また，3  pのとき，D1(p) = D2(p) = f0gと
なり，どの買い手にも財を割当てることができない．これは，割当てない財の価格が 0で
あることに反するため，全ての価格 pにおいてワルラス均衡が存在しないことが示せる．
次に，ワルラス均衡を求めるアルゴリズムについて述べる．G.Demangeらは需要過多
な財の値段を逐次的に上げていく方法でワルラス均衡を求めるアルゴリズムを提案してい
る [5]．これは DGSオークションと呼ばれている [1]．提案モデルを拡張した「財ごとに
別々の価格を決定するモデル」に対して，DGSオークションを適用することで，ワルラ
ス均衡を求めることを考える．
財 iに対する価格を piとして，p = (p1; p2;    ; pn)とする．また，p1  p2      pn
とする．このとき，買い手 j の需要集合 Dj(p)は，予算 bj を上限として，価格の小さい
順に財を割当てることで定義できる．ここで買い手 j に必ず割当てなくてはならない財の
集合 X^j は，t = max
n
t :
Pt
k=1 pk  bj
o
とすると，X^j = fi 2 [n] : pi < ptg と表せ
る．また，X^j を割当てた後の残りの予算 bj は，bj = bj  
P
i2X^j pi であり，追加で割当
てる財の候補は Xj = fi 2 [n] : pi = ptgとなる．ここで需要集合 Dj(p)は，
(i) pt < vj のとき Dj(p) =
n
X^j [X 0 : X 0  Xj ; jX 0j =
j
bj
pt
ko
，
(ii) pt = vj のとき Dj(p) =
n
X^j [X 0 : X 0  Xj ; jX 0j 
j
bj
pt
ko
と表せる．Dj(p)は必ず割当てる財の集合 X^j と追加で割当てる財の候補 Xj によって構
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成されている．この需要集合 Dj(p) を用いて DGS オークションにおける需要過多な財
の集合 OD  [m]を求める．まず，各買い手 j の X^j について，需要過多な財が存在する
とき，
OD =
\
j2[n]
Xj
とする．また，
T
j2[n] Xj = ; のとき，i = jfX^j : i 2 X^jgj，i = jf Xj : i 2 Xjgj と
して，
OD = fi 2 [m] : 8k 2 [m]i + i  k + kg
とする．このように求めた OD に含まれる財の価格を増加させる処理を繰り返すことで，
ワルラス均衡が存在するならば，ワルラス均衡を求める事ができる．
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6 計算機実験
6章では，5章で述べた提案アルゴリズムについて，行った計算機実験と，その結果を
示す．
6.1 インスタンスの生成
実験を行うにあたり，入力として与えるデータを乱数を用いて生成する．パラメータ
や確率分布によって，6種類の実験を行う．ここで閉区間 [l; u]の中で一様乱数を用いて，
整数値を生成する確率分布を，U(l; u) とし，平均 ，分散 2 の正規分布を N (; 2)と
する．
一様乱数データ パラメータとしてm;n; vmax; bmax; cmax を与え，それにより n人の買
い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  U(1; vmax);
bi  U(1; bmax)
として，C(i)  [m]は jC(i)j  U(1; cmax)となるように，[m]から一様乱数を用いて選
択する．
区間付き一様乱数データ パラメータとして m;n; vmin; vmax; bmin; bmax; cmin; cmax を
与え，それにより n人の買い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  U(vmin; vmax);
bi  U(bmin; bmax)
として，C(i)  [m]は jC(i)j  U(cmin; cmax)となるように，[m]から一様乱数を用いて
選択する．
正規分布データ パラメータとして m,n,vavg,vstddev,bavg; bstddev; cavg; cstddev を与え，
それにより n人の買い手の定数 vi; bi; C(i); (i 2 [n])を，
vi  N (vavg; vstddev2);
bi  N (bavg; bstddev2)
とする．C(i)は，si  N (cavg; cstddev2)として，jC(i)j = maxf1; bsicgとなるように，
[m]から一様乱数を用いて選択する．
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財の個数と買い手の数に差があるデータ 前項の「正規分布データ」と同じ生成方法を用
いるが，財の数mと買い手の数 nに差をもたせる．買い手の数 nを固定し，財の数mを
変化させる．
実際の広告配信市場と財と買い手の比率が近いデータ 前項の「正規分布データ」と同じ
生成方法を用いるが，財の数 mを買い手の数 nに対して少なくし，実際の広告配信市場
と近い設定で実験を行う．
買い手の興味のある財の数を変化させたデータ 前項の「正規分布データ」と同じ生成方
法を用いるが，財の数mと買い手の数 nを固定し，買い手の興味のある財の数 jC(i)jを
変化させる．
6.2 実験環境
6.1節で述べた方法によって生成したデータを用いて実験を行う．使用したパラメータ
を，表 6.2 6.7にまとめる．表中のパラメータを用いて，それぞれ 100個データを生成
し，実験を行う．計算機環境は表 6.1のとおりである．
表 6.1 計算機環境
CPU Intel Core i7 3.5GHz
メモリ 16GB
OS macOS 10.14 (Mojave)
使用言語 C++ (clang-1000.11.45.5)
表 6.2 一様乱数データのパラメータ
m n vmax bmax cmax
10 10 100 300 4
20 20 100 300 10
50 50 100 300 20
100 100 100 300 30
200 200 100 300 60
1000 1000 100 300 300
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表 6.3 区間付き一様乱数データのパラメータ
m n vmin vmax bmin bmax cmin cmax
10 10 80 120 250 350 3 5
20 20 80 120 250 350 7 13
50 50 80 120 250 350 15 20
100 100 80 120 250 350 25 35
200 200 80 120 250 350 50 70
1000 1000 80 120 250 350 250 350
表 6.4 正規分布データのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 10 100 10 300 20 3 2
20 20 100 10 300 20 6 2
50 50 100 10 300 20 20 4
100 100 100 10 300 20 30 5
200 200 100 10 300 20 60 5
1000 1000 100 10 300 20 300 10
表 6.5 財の個数と買い手の数に差があるデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 50 100 20 300 40 3 2
20 50 100 20 300 40 6 3
50 50 100 20 300 40 16 4
70 50 100 20 300 40 23 6
100 50 100 20 300 40 33 10
200 50 100 20 300 40 66 20
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表 6.6 実際の広告配信市場と財と買い手の比率が近いデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
10 10 100 20 300 40 3 2
10 20 100 20 300 40 3 2
10 30 100 20 300 40 3 2
10 40 100 20 300 40 3 2
10 50 100 20 300 40 3 2
10 55 100 20 300 40 3 2
表 6.7 買い手の興味のある財の数を変化させたデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
50 50 100 20 300 40 5 2
50 50 100 20 300 40 10 3
50 50 100 20 300 40 20 4
50 50 100 20 300 40 30 6
50 50 100 20 300 40 35 7
50 50 100 20 300 40 40 10
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6.3 実験結果
6.1節で示した 6種のタイプと，表 6.2  6.7で示したパラメータを用いて生成した 100
個のデータにより得られた結果をまとめる．
6.3.1 図の見方
買い手の評価値 vと予算 bの分布と，どの買い手に財を割当てられたかを図 6.1のよう
に図示する．図 6.1は横軸に評価値 v，縦軸に予算 bをとり，各買い手をプロットしてい
る．ここで，バツ印は「財が割当てられなかった買い手」であり，丸い点は「財が割当て
られた買い手」である．また，丸の大きさが割当てられた財の数を表している．
図 6.1 買い手の分布
次に，図 6.2 に価格 p で割当てることのできる財の数の最大値を返す関数 f の値の変
動を図示する．4章で示したように，f は階段状の形になっていることが観察できる．ま
た，線上にプロットされている点は，その点に対応する価格が最適解であったことを意味
している． 図 6.3は価格 pに対する目的関数値をプロットしたものである．目的関数は
pf(p)で表されるため，f の各階段の先端が，その段で最も目的関数値が高い価格である
ことが観察できる．
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図 6.2 f の動き
図 6.3 目的関数の動き
6.3.2 一様乱数データの結果について
一様乱数データについての結果をまとめる．生成されるデータの例を図 6.4,6.5,6.6 に
示す．買い手の評価値の分散が大きく，評価値が高い買い手に合わせる形でしか非羨望性
を満たすことができないため，財を割当てられた買い手の数が全体と比べて少数になる．
また，それにともなって f における階段の段数も少なくなる．
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図 6.4 買い手の分布の例
図 6.5 f の形の例 図 6.6 目的関数の形の例
図 6.76.10に得られた目的関数値の分布をヒストグラムを用いて図示する．財と買い
手の数が増えるに連れて，分布が下に偏っているように観察できるが，m = n = 1000の
場合において，分布が変化していることが観察できる．
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図 6.7 一 様 乱 数 デ ー タ で の
(m,n)=(10,10) で の 目 的 関 数 値 の
分布
図 6.8 一 様 乱 数 デ ー タ で の
(m,n)=(50,50) で の 目 的 関 数 値 の
分布
図 6.9 一 様 乱 数 デ ー タ で の
(m,n)=(200,200) で の 目 的 関 数 値 の
分布
図 6.10 一 様 乱 数 デ ー タ で の
(m,n)=(1000,1000) で の 目 的 関 数 値
の分布
また，実際の目的関数値，決定された価格と割当てられた財の数の平均値，最適解にお
ける社会的総余剰の平均値を表 6.8に，計算時間を表 6.9にまとめる．財の数に対して割
当てられた財の数が少ないことがわかる．
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表 6.8 一様乱数データの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 253.02 75.72 3.67 289.91
20 20 100 460.08 81.88 6.40 534.34
50 50 100 578.76 91.97 6.84 625.23
100 100 100 414.04 96.76 4.34 419.95
200 200 100 553.90 97.91 5.73 559.25
1000 1000 100 1311.6 98.99 13.3 1311.6
表 6.9 一様乱数データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.47 10 3 0.001 0.007 100
20 20 7.95 10 3 0.003 0.025 100
50 50 2.40 10 2 0.011 0.173 100
100 100 5.07 10 2 0.035 0.220 100
200 200 2.13 0.163 0.743 100
1000 1000 1.06 101 9.429 11.891 100
次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.116.16にまとめる．非羨
望性を満たすために，評価値の高い一部の買い手に価格をあわせる結果になるため，最も
高い評価値をつけた買い手以外は殆ど財が割当てられていないことがわかる．
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図 6.11 順位の分布（n=10) 図 6.12 順位の分布（n=20)
図 6.13 順位の分布（n=50) 図 6.14 順位の分布（n=100)
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図 6.15 順位の分布（n=200) 図 6.16 順位の分布（n=1000)
次に，提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手
の利益と社会的総余剰の損失について，表 6.10にまとめる．また，配分効率性について
表 6.11にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，
平均値を求める．どちらの指標も低い値を取っている．これは提案モデルの仮定である
「売り手は相場が近いが，相異なる財を持つこと」を生成されたデータが満たしていない
ことが，原因であると考える．
表 6.10 一様乱数データの非羨望性によって生じた売り手と社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.675 0.624
20 20 100 0.426 0.374
50 50 100 0.196 0.152
100 100 100 0.069 0.050
200 200 100 0.046 0.033
1000 1000 100 0.022 0.016
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表 6.11 一様乱数データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 82 0.530
20 20 62 0.396
50 50 39 0.158
100 100 31 0.045
6.3.3 区間付き一様乱数データの結果について
区間付き一様乱数データについての結果をまとめる．生成されるデータの例を図
6.17,6.18,6.19に示す．財の評価値に区間を定めることで，前節の一様乱数データよりも
非羨望性を満たすことが容易になり，結果として f の階段の段数も増えていることがわ
かる．
図 6.17 買い手の分布の例
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図 6.18 f の形の例 図 6.19 目的関数の形の例
図 6.206.23に得られた目的関数値の分布をヒストグラムを用いて図示する．また，実
際の目的関数値，決定された価格と割当てられた財の数の平均値，最適解における社会的
総余剰の平均値を表 6.12に，計算時間を表 6.13にまとめる．全ての結果において財のほ
ぼ全てが割当てられ，価格は買い手の評価値の平均値より少し高い値になっている．
図 6.20 区間付き一様乱数データでの
(m,n)=(10,10)での目的関数値の分布
図 6.21 区間付き一様乱数データでの
(m,n)=(50,50)での目的関数値の分布
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図 6.22 区間付き一様乱数データでの
(m,n)=(200,200)での目的関数値の分布
図 6.23 区間付き一様乱数データでの
(m,n)=(1000,1000)での目的関数値の分布
表 6.12 区間付き一様乱数データの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 818.25 106.79 7.67 857.8
20 20 100 2055.41 103.19 19.92 2200.6
50 50 100 5138.16 102.99 49.89 5547.5
100 100 100 10302.6 103.17 99.86 11108.8
200 200 100 20568.2 102.96 199.77 22213.2
1000 1000 100 102901 103.02 998.85 111061
表 6.13 区間付き一様乱数データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 3.54 10 3 0.001 0.132 100
20 20 6.64 10 3 0.005 0.009 100
50 50 3.17 10 2 0.025 0.037 100
100 100 1.37 10 1 0.105 0.156 100
200 200 8.89 10 1 0.664 1.137 100
1000 1000 2.54 103 142.095 21756.1 100
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次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.246.29にまとめる．どの
結果においても，各財について最も高い評価値をつけた買い手に割当てられているが，そ
れを除いた場合，財の数が増加するにつれて，2番目に高い評価値を付けるよりも，全体
の中間程度の評価値をつけた買い手に割当てられることが多いことがわかる．
図 6.24 順位の分布（n=10) 図 6.25 順位の分布（n=20)
図 6.26 順位の分布（n=50) 図 6.27 順位の分布（n=100)
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図 6.28 順位の分布（n=200) 図 6.29 順位の分布（n=1000)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表 6.14にまとめる．また，配分効率性について表 6.15
にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，平均値
を求める．どちらの指標についても良い値を示している．また，売り手の利益最大化を目
的としたときに，非羨望性を考慮したことによって社会的総余剰も増加している場合が存
在している．これは，非羨望性を考慮することによって必ず評価値が高い買い手に割当て
られるようになったためであると考える．
表 6.14 区間付き一様乱数データの非羨望性によって生じた売り手と社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.855 0.834
20 20 100 0.999 1.003
50 50 100 0.999 1.002
100 100 100 0.999 1.002
200 200 100 1.000 1.002
1000 1000 100 1.000 1.001
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表 6.15 区間付き一様乱数データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 70 0.817
20 20 99 0.997
50 50 93 1.000
100 100 92 1.000
6.3.4 正規分布データの結果について
正規分布データについての結果をまとめる．生成されるデータの例を図 6.30,6.31,6.32
に示す．決定される価格は買い手の評価値の分布の平均と近くなることがわかる．
図 6.30 買い手の分布の例
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図 6.31 f の形の例 図 6.32 目的関数の形の例
図 6.336.36に得られた目的関数値の分布をヒストグラムを用いて図示する．また，実
際の目的関数値，決定された価格と割当てられた財の数の平均値，最適解における社会的
総余剰の平均値を表 6.16に，計算時間を表 6.17にまとめる．ほぼ全ての財が割当てられ
ていることがわかる．
図 6.33 正 規 分 布 デ ー タ で の
(m,n)=(10,10) で の 目 的 関 数 値 の
分布
図 6.34 正 規 分 布 デ ー タ で の
(m,n)=(50,50) で の 目 的 関 数 値 の
分布
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図 6.35 正 規 分 布 デ ー タ で の
(m,n)=(200,200) で の 目 的 関 数 値 の
分布
図 6.36 正 規 分 布 デ ー タ で の
(m,n)=(1000,1000) で の 目 的 関 数 値
の分布
表 6.16 正規分布データの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 716.95 104.1 6.93 756.95
20 20 100 1843.78 102.3 18.03 1959.99
50 50 100 5076.96 101.6 49.96 5428.52
100 100 100 10146.4 101.7 99.77 10864.9
200 200 100 20267.8 101.6 199.47 21679.7
1000 1000 100 101539 101.8 997.83 108602
表 6.17 正規分布データの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.89 10 3 0.001 0.006 100
20 20 1.51 10 2 0.008 0.122 100
50 50 1.18 10 1 0.075 0.174 100
100 100 5.63 10 1 0.403 0.844 100
200 200 3.52 2.892 4.605 100
1000 1000 2.62 103 101.8 27895.3 100
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次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.376.42にまとめる．評価
値が高いほど，割当てられることが多いが，財の数が大きい場合は，ある閾値よりも順位
が高ければ，割当てられる確率がほぼ変わらないことがわかる．
図 6.37 順位の分布（n=10) 図 6.38 順位の分布（n=20)
図 6.39 順位の分布（n=50) 図 6.40 順位の分布（n=100)
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図 6.41 順位の分布（n=200) 図 6.42 順位の分布（n=1000)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表 6.18にまとめる．また，配分効率性について表 6.19
にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，平均値
を求める．どちらの指標もよい値を示している．これは，正規分布によって生成される
データが提案モデルの仮定を満たしていることによる．また，区間付き一様乱数のデータ
と同様に，非羨望性を考慮することで，社会的総余剰が増加する場合が見られる．
表 6.18 正規分布データの非羨望性によって生じた売り手と社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.786 0.771
20 20 100 0.934 0.930
50 50 100 1.000 1.003
100 100 100 0.999 1.002
200 200 100 0.999 1.001
1000 1000 100 0.999 1.001
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表 6.19 正規分布データの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 79 0.750
20 20 68 0.924
50 50 97 1.000
100 100 87 1.000
6.3.5 財の個数と買い手の数に差があるデータの結果について
財の個数と買い手の数に差があるデータについての結果をまとめる．図 6.436.46 に
得られた目的関数値の分布をヒストグラムを用いて図示する．また，実際の目的関数値，
決定された価格と割当てられた財の数の平均値，最適解における社会的総余剰の平均値を
表 6.20に，計算時間を表 6.21にまとめる．買い手の数に対して，財の数が増加したとし
ても，売り手の利得の分布が変化していないことがわかる．また，ほぼ全ての財が割当て
られているが，財の数が増加するほど，価格が減少している．これは買い手の需要が衝突
せず，価格の上昇が起きなかったためであると考える．
図 6.43 財の個数と買い手の数に差がある
データでの (m,n)=(10,50)での目的関数値
の分布
図 6.44 財の個数と買い手の数に差がある
データでの (m,n)=(50,50)での目的関数値
の分布
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図 6.45 財の個数と買い手の数に差がある
データでの (m,n)=(100,50) での目的関数
値の分布
図 6.46 財の個数と買い手の数に差がある
データでの (m,n)=(200,50) での目的関数
値の分布
表 6.20 財の個数と買い手の数に差があるデータの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 50 100 883.92 128.41 6.96 934.23
20 50 100 2123.19 117.65 18.08 2309.31
50 50 100 5171.4 103.66 49.89 5850.66
70 50 100 6825.35 97.73 69.84 7926.58
100 50 100 8962.86 90.11 99.47 10879.7
200 50 100 12878.9 65.89 195.62 19838.3
表 6.21 財の個数と買い手の数に差があるデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 50 3.4310 3 0.001 0.016 100
20 50 9.7710 3 0.005 0.016 100
50 50 4.6910 2 0.035 0.061 100
70 50 9.4310 2 0.060 0.224 100
100 50 2.1410 1 0.164 0.279 100
200 50 1.53 1.185 1.744 100
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次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.476.52にまとめる．財の
数が増加するほど，評価値の順位が高くなくても，財が割当てられていることがわかる．
図 6.47 順位の分布（m=10) 図 6.48 順位の分布（m=20)
図 6.49 順位の分布（m=50) 図 6.50 順位の分布（m=70)
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図 6.51 順位の分布（m=100) 図 6.52 順位の分布（m=200)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表 6.22にまとめる．また，配分効率性について表 6.23
にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，平均値
を求める．どちらの指標も良い値を示していることがわかる．
表 6.22 財の個数と買い手の数に差があるデータの非羨望性によって生じた売り手と
社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 50 100 0.741 0.735
20 50 100 0.929 0.927
50 50 100 1.000 1.003
70 50 100 1.000 1.002
100 50 100 1.000 1.001
200 50 100 1.000 0.998
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表 6.23 財の個数と買い手の数に差があるデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 50 71 0.729
20 50 82 0.913
50 50 94 0.999
70 50 90 1.000
100 50 81 0.997
200 50 32 0.992
6.3.6 実際の広告配信市場と財と買い手の比率が近いデータ
実際の広告配信市場と財と買い手の比率が近いデータについての結果をまとめる．図
6.536.56に得られた目的関数値の分布をヒストグラムを用いて図示する．また，実際の
目的関数値，決定された価格と割当てられた財の数の平均値，最適解における社会的総余
剰の平均値を表 6.24に，計算時間を表 6.25にまとめる．全てのデータで財のおおよそ 7
割が割当てられており，買い手の数が増えるほど，競争が起こり財の価格が上昇している
ことが観察できる．
図 6.53 実際の広告配信市場と財と買い手
の比率が近いデータでの (m,n)=(10,10)で
の目的関数値の分布
図 6.54 実際の広告配信市場と財と買い手
の比率が近いデータでの (m,n)=(10,30)で
の目的関数値の分布
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図 6.55 実際の広告配信市場と財と買い手
の比率が近いデータでの (m,n)=(10,50)で
の目的関数値の分布
図 6.56 実際の広告配信市場と財と買い手
の比率が近いデータでの (m,n)=(10,55)で
の目的関数値の分布
表 6.24 実際の広告配信市場と財と買い手の比率が近いデータの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
10 10 100 731.00 108.4 6.89 807.3
10 20 100 802.12 118.3 6.88 861.7
10 30 100 881.04 122.2 7.26 937.5
10 40 100 930.89 125.5 7.50 991.2
10 50 100 905.04 127.2 7.15 959.3
10 55 100 838.70 128.8 6.59 889.8
表 6.25 実際の広告配信市場と財と買い手の比率が近いデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
10 10 2.2810 3 0.000 0.005 100
10 20 2.4610 3 0.001 0.005 100
10 30 2.8410 3 0.001 0.006 100
10 40 3.3510 3 0.001 0.006 100
10 50 3.4810 3 0.002 0.006 100
10 55 6.9310 3 0.001 0.268 100
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次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.576.62 にまとめる．全
てのデータにおいて，高い評価額をつけた買い手程，財が割当てられていることが観察で
きる．
図 6.57 順位の分布（n=10) 図 6.58 順位の分布（n=20)
図 6.59 順位の分布（n=30) 図 6.60 順位の分布（n=40)
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図 6.61 順位の分布（n=50) 図 6.62 順位の分布（n=55)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表 6.26にまとめる．また，配分効率性について表 6.27
にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，平均値
を求める．全てのデータにおいて，全体の 3割程度の損失に抑えられていることが観察で
きる．
表 6.26 実際の広告配信市場と財と買い手の比率が近いデータの非羨望性によって生
じた売り手と社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
10 10 100 0.822 0.800
10 20 100 0.766 0.749
10 30 100 0.795 0.779
10 40 100 0.808 0.798
10 50 100 0.768 0.759
10 55 100 0.708 0.703
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表 6.27 実際の広告配信市場と財と買い手の比率が近いデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
10 10 82 0.758
10 20 74 0.723
10 30 81 0.748
10 40 75 0.782
10 50 78 0.752
10 55 87 0.685
6.3.7 買い手の興味のある財の数を変化させたデータの結果について
買い手の興味のある財の数を変化させたデータについての結果をまとめる．図
6.636.66 に得られた目的関数値の分布をヒストグラムを用いて図示する．また，実
際の目的関数値，決定された価格と割当てられた財の数の平均値，最適解における社会的
総余剰の平均値を表 6.28に，計算時間を表 6.29にまとめる．興味のある財の数が極端に
少ない cavg = 5のデータを除いて，ほぼ全ての財が割当てられている．また，cavg を大
きくするにつれて，計算時間が伸びていることがわかる．
図 6.63 買い手の興味のある財の数を変化
させたデータの cavg = 5 での目的関数値
の分布
図 6.64 買い手の興味のある財の数を変化
させたデータの cavg = 20 での目的関数値
の分布
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図 6.65 買い手の興味のある財の数を変化
させたデータの cavg = 35 での目的関数値
の分布
図 6.66 買い手の興味のある財の数を変化
させたデータの cavg = 40 での目的関数値
の分布
表 6.28 買い手の興味のある財の数を変化させたデータの結果
財の数 買い手の数 cavg データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
50 50 5 100 3774.52 109.4 34.87 4205.43
50 50 10 100 5107.76 103.6 49.31 5833.44
50 50 20 100 5169.55 103.6 49.90 5857.67
50 50 30 100 5177.96 103.6 49.98 5870.04
50 50 35 100 5180.54 103.7 49.94 5888.10
50 50 40 100 5173.90 103.6 49.93 5875.69
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表 6.29 買い手の興味のある財の数を変化させたデータの計算時間
財の数 買い手の数 cavg 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
50 50 5 2.99410 2 0.017 0.051 100
50 50 10 4.60410 2 0.03 0.172 100
50 50 20 4.97410 2 0.028 0.07 100
50 50 30 6.06110 2 0.043 0.092 100
50 50 35 6.70310 2 0.043 0.081 100
50 50 40 7.25710 2 0.052 0.099 100
次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図 6.676.72にまとめる．cavg
が大きくなるにつれて，下位の買い手に割当てられているが，一方で上位の買い手は横ば
いに変化している．
図 6.67 順位の分布（cavg = 5) 図 6.68 順位の分布（cavg = 10)
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図 6.69 順位の分布（cavg = 20) 図 6.70 順位の分布（cavg = 30)
図 6.71 順位の分布（cavg = 35) 図 6.72 順位の分布（cavg = 40)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表 6.30にまとめる．また，配分効率性について表 6.31
にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，平均値
を求める．どちらの指標においても，良い値を示している．
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表 6.30 買い手の興味のある財の数を変化させたデータの非羨望性によって生じた売
り手と社会全体の損失
財の数 買い手の数 cavg データ数 REVREVnotEF の平均
SW
SWnotEF の平均
50 50 5 100 0.816 0.795
50 50 10 100 0.997 1.000
50 50 20 100 0.999 1.003
50 50 30 100 1.000 1.004
50 50 35 100 1.000 1.003
50 50 40 100 0.999 1.003
表 6.31 買い手の興味のある財の数を変化させたデータの配分効率性の検証
財の数 買い手の数 cavg ワルラス均衡が存在した数 SWSWDGS の平均
50 50 5 43 0.750
50 50 10 83 0.992
50 50 20 94 0.999
50 50 30 99 1.000
50 50 35 94 1.000
50 50 40 93 1.000
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7 考察
本章では，6章で示した実験結果について，全体を通した考察を行う．
7.1 計算時間について
全てのデータにおいて，財と買い手の数が 100のとき，計算時間が 0.1秒程度に抑えら
れている．これは，本研究の応用先である広告配信システムにおいて，十分な速度を満た
していると考える．一方で，財と買い手の数が 1000のとき，求解に非常に時間がかかる
ケースが正規分布のデータ等で見られる．これは，低い価格帯において，初めて非羨望性
を満たす価格が見つかったときに，最も重い処理である「次の段差の先端を探す処理」を
繰り返す回数が増えるためである．これは，探索する価格の上界を，最も高い買い手の評
価値ではなく，よりタイトな上界を設定することで解決できると考える．
7.2 評価指標について
次に提案した評価指標について述べる．一様乱数によるデータを用いた実験以外は，評
価指標の上で良い結果が示されており，実際の広告配信市場と財と買い手の比率が近い
データにおいても，売り手と社会全体の損失が 3割程度に押さえられている．これは，生
成されたデータが，提案モデルの「売り手は相場が近いが，相異なる財を複数持つ」とい
う仮定に沿っているためだと考える．よって，この仮定を満たす市場に対しては，非羨望
性を考慮することと，均一価格を設定することの妥当性が実験的に示せたと考える．
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8 おわりに
本研究では，売り手が相場の近い相異なる財を複数持つことを仮定した「被覆制約付き
複数財市場」を提案し，決定する価格を均一価格として，非羨望性を考慮した場合の市場
の性質を示した．また，売り手の利得最大化を目的とした，多項式時間アルゴリズムを
構築した．更に，評価指標として既存の DGSオークションを提案モデルに拡張すること
で，配分効率性などの検証を可能にした．非羨望性を考慮する妥当性と，均一価格によっ
て生じる損失等を，計算機実験によって評価し，提案アルゴリズムの有用性を示した．計
算時間の点から，本研究の考える応用先である，広告配信システムに対して，十分な速度
があることも実験的に示した．
今後の課題として，アルゴリズムの高速化と，計算量の解析をよりタイトにすることが
挙げられる．これらは，f の値の計算において，過去の結果をキャッシュすることや，p
の探索範囲を制限するなどして，実現可能であると考える．また，均一価格ではない市場
や利得関数が劣モジュラ性を満たす場合への拡張等も課題となる．
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付録 A 計算機実験：財の数を固定し買い手の数を変化させ
たデータ
6.3.5節で述べた実験に対して，財の数を 50に固定し，買い手の数を変化させたデータ
を用いて実験を行い，その結果を示す．
A.1 入力データ生成に用いたパラメータ
データの生成に用いたパラメータを表付録 A.1に示す．
表付録 A.1 財の数を固定し買い手の数を変化させたデータのパラメータ
m n vavg vstddev bavg bstddev cavg cstddev
50 10 100 20 300 40 16 4
50 20 100 20 300 40 16 4
50 50 100 20 300 40 16 4
50 70 100 20 300 40 16 4
50 100 100 20 300 40 16 4
50 200 100 20 300 40 16 4
A.2 財の数を固定し買い手の数を変化させたデータの結果
財の数を固定し買い手の数を変化させたデータについての結果をまとめる．図付録
A.1付録 A.4に得られた目的関数値の分布をヒストグラムを用いて図示する．また，実
際の目的関数値，決定された価格と割当てられた財の数の平均値，最適解における社会的
総余剰の平均値を表付録 A.2に，計算時間を表付録 A.3にまとめる．全てのデータにお
いて，ほぼ全ての財が割当てられている．また，財の数に対して買い手の数が増加する
と，決定される財の価格も上昇していることが観察できる．
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図付録 A.1 財の数を固定し買い手の数を
変化させたデータでの (m,n)=(50,10)での
目的関数値の分布
図付録 A.2 財の数を固定し買い手の数を
変化させたデータでの (m,n)=(50,50)での
目的関数値の分布
図付録 A.3 財の数を固定し買い手の数を
変化させたデータでの (m,n)=(50,100) で
の目的関数値の分布
図付録 A.4 財の数を固定し買い手の数を
変化させたデータでの (m,n)=(50,200) で
の目的関数値の分布
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表付録 A.2 財の数を固定し買い手の数を変化させたデータの結果
財の数 買い手の数 データ数 REV の平均 価格 pの平均 f(p)の平均 SW の平均
50 10 100 2716.27 59.41 45.98 4594.62
50 20 100 4166.09 84.38 49.39 5241.23
50 50 100 5163.83 103.55 49.87 5888.71
50 70 100 5437.22 108.92 49.92 6065.06
50 100 100 5714.63 114.36 49.97 6277.38
50 200 100 6102.00 122.04 50 6598.82
表付録 A.3 財の数を固定し買い手の数を変化させたデータの計算時間
財の数 買い手の数 平均計算時間 [sec] 最小値 [sec] 最大値 [sec] データ数
50 10 6.10710 2 0.043 0.078 100
50 20 4.95710 2 0.032 0.078 100
50 50 4.87910 2 0.033 0.158 100
50 70 4.75510 2 0.032 0.062 100
50 100 5.06310 2 0.036 0.067 100
50 200 6.02610 2 0.050 0.080 100
次に，財を割当てられた買い手が，割当てられた財に対して，買い手全体で何番目に高
い評価値を付けていたかを集計し，ヒストグラムを用いて図付録 A.5付録 A.10にまと
める．買い手の数が増加するほど，評価値の順位が高くなくても，財が割当てられている
ことがわかる．
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図付録 A.5 順位の分布（n=10) 図付録 A.6 順位の分布（n=20)
図付録 A.7 順位の分布（n=50) 図付録 A.8 順位の分布（n=70)
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図付録 A.9 順位の分布（n=100) 図付録 A.10 順位の分布（n=200)
提案モデルの性能評価のために，非羨望性を考慮したことによって生じた売り手の利益
と社会的総余剰の損失について，表付録 A.4にまとめる．また，配分効率性について表付
録 A.5にまとめる．ここではワルラス均衡が存在したインスタンスについてのみ集計し，
平均値を求める．どちらの指標も良い値を示していることがわかる．
表付録 A.4 財の数を固定し買い手の数を変化させたデータの非羨望性によって生じた
売り手と社会全体の損失
財の数 買い手の数 データ数 REVREVnotEF の平均
SW
SWnotEF の平均
50 10 100 1.000 1.000
50 20 100 0.999 1.002
50 50 100 0.999 1.001
50 70 100 0.999 1.003
50 100 100 1.000 1.003
50 200 100 1.000 1.005
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表付録 A.5 財の数を固定し買い手の数を変化させたデータの配分効率性の検証
財の数 買い手の数 ワルラス均衡が存在した数 SWSWDGS の平均
50 10 62 0.932
50 20 85 0.992
50 50 90 1.000
50 70 95 1.000
50 100 98 1.000
50 200 100 1.000
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