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Abstract Axions, originally proposed to solve the strong
CP problem of quantum chromodynamics, emerge now as
leading candidates of WISP dark matter. The rich phenomenol-
ogy associated to the light and stable QCD axion can be de-
scribed as an effective magnetic field that can be experimen-
tally investigated. For the QUAX experiment, dark matter
axions are searched by means of their resonant interactions
with electronic spins in a magnetized sample. In principle,
axion-induced magnetization changes can be detected by
embedding a sample in an rf cavity in a static magnetic field.
In this work we describe the operation of a prototype fer-
romagnetic haloscope, with a sensitivity limited by thermal
fluctuations and receiver noise. With a preliminary dark mat-
ter search, we are able to set an upper limit on the coupling
constant of DFSZ axions to electrons gaee < 4.9× 10−10
at 95% C.L. for a mass of 58µeV (i. e. 14 GHz). This is
the first experimental result with an apparatus exploiting the
coupling between cosmological axions and electrons.
1 Introduction
A major fraction of the mass content of the universe is com-
posed of dark matter (DM), i.e. particles not interacting sig-
nificantly with electromagnetic radiation, with ordinary mat-
ter or self-interacting (cold dark matter) [1–3]. Up-to-date
results [4] show that with respect to the universe critical den-
sity the DM fraction is the 25.8% while the luminous matter
fraction is 5.7%, meaning that DM is about five times more
abundant than ordinary baryonic matter. This outstanding re-
sult triggered theoretical studies aiming to understand the
nature of DM, for instance in the form of new particles be-
yond the Standard Model (SM).
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The axion is a good candidate for DM but was not orig-
inally introduced to account for this specific issue. To solve
the strong CP problem Peccei and Quinn added a new sym-
metry to the SM [5], which breaks at an extremely high
energy scale Fa producing a pseudo-Goldstone boson, the
axion [6]. Among the proposed models, the “invisible ax-
ion” model classes KSVZ and DFSZ still hold [7–10]. For
scales Fa ∼ 1012 GeV, corresponding to typical mass values
ma . 1meV, large quantities of axions may have been pro-
duced in the early universe and could account even for the
totality of cold dark matter [11]. Consequently, several de-
tection schemes have been devised during the last decades
to search for relic axions. The value of Fa is not fixed by
the theory, however, cosmological considerations and astro-
physical observations [12–17] provide boundaries on Fa and
suggest a favoured axion mass range 1µeV<ma < 10meV.
In addition, lattice results on QCD topological susceptibil-
ity, based on reliable computations of the axion relic density,
indicate a preferred window for the axion mass in the range
of tens of µeV [18–23].
Axion model classes can be tested with different exper-
imental techniques [24–28]. Most of these experiments are
based on the Primakoff effect, i.e. an axion to photon con-
version in a strong static magnetic field [29–36]. In particu-
lar, the ADMX experiment reached the cosmologically rel-
evant sensitivity to exclude the axion mass range 1.9µeV.
ma . 3.7µeV for the KSVZ model and 2.66µeV < ma <
2.81µeV for the DFSZ model [37], assuming a local DM
density of 0.45 GeV/cm3. On the other hand the axion-fermion
coupling, explicitly predicted in different axion models in-
cluding DFSZ [38–42], allows for designing new detectors
that exploit the interaction between axions and fermionic
spins [43–45]. Among these, the QUAX detector [46] takes
advantage of the resonant interaction between relic axions
and a magnetized magnetic sample housed in a microwave
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2cavity. In this paper we present results on the operation of a
QUAX demonstrator, based on 5 GaYIG (Gallium Yttrium
Iron Garnet) 1 mm diameter spheres placed in a 14 GHz res-
onant cavity. The apparatus is operated at cryogenic temper-
atures and its sensitivity is limited only by thermal effects.
Section 2 describes the proposed detection scheme, Sections
3 and 4 report on the measurement of an upper limit on the
axion interaction with electronic spins, using the small-scale
prototype of the final apparatus. Conclusions are eventually
drawn in Section 5.
2 Axion detection by resonant interaction with electron
spin
The first ideas on axion detection via their conversion to
magnons, collective excitations of the spins in a ferromag-
net, were discussed in Ref.s [47–50]. As the DFSZ axion
and other axion models [38–42] does not suppress the cou-
pling between an axion a and an electron ψ at the tree level,
the Lagrangian reads
L = ψ¯(x)(ih¯γµ∂µ −mc)ψ(x)− igaeea(x)ψ¯(x)γ5ψ(x), (1)
where h¯ is the reduced Planck constant, γµ is the Dirac ma-
trices vector, m is the mass of the electron and c is the speed
of light. The second term of Eq. (1) describes the interaction
between a and the spin of the fermion, proportional to the
dimensionless coupling constant gaee. In the non-relativistic
limit, the interaction term can be expressed as a function of
the Bohr magneton µB and of the effective axionic field Ba
−gaeeh¯
2m
σˆ ·∇a=−2 eh¯
2m
σˆ ·
(gaee
2e
)
∇a≡−2µBσˆ ·Ba, (2)
where σˆ is the Pauli matrices vector and e is the charge of
the electron.
Due to the Earth motion through the DM halo of the
Galaxy, relic axions can be seen as a wind in an Earth-based
laboratory, thus a non zero value of ∇a is expected. The DM
wind average speed is va ' 220km/s with a dispersion of
about 270 km/s [51]. Axions will interact with an electron
spin as an effective magnetic field pointing roughly in the
direction of Vega [52, 53]. The effective field frequency fa
and amplitude Ba are determined by the mass of the axion
ma and the coupling constant gaee = 3×10−11(ma/1eV)
ωa
2pi
= fa =
mac2
h
' 14
( ma
58.5µeV
)
GHz,
Ba =
gaee
2e
√
h¯na
mac
mava
= 7×10−23
( ρdm
0.45GeV
) 1
2
( ma
58.5µeV
)( va
220km/s
)
T,
(3)
meaning that Ba is an extremely weak effective rf magnetic
field with a linewidth of ∆ fa = 7.0(ma/58.5µeV)kHz, due
to the dispersion of va. The axion occupation number is
na = ρdm/ma, where ρdm = 0.45 GeV/cm3 is the local DM
density [4]. For a reference mass ma = 58.5µeV the mean
de Broglie wavelength is λ∇a = 0.74λa = 0.75h/(mava) =
5.1m, while the coherence time is τ∇a = 0.68τa = 58µs1.
Placing a sample in a static magnetic field B, perpen-
dicular to the axion wind, it is possible to tune the Larmor
frequency of the electrons to fa, for B0 = (0,0,B0), the di-
rection of the electron spin σˆ is along the z-axis. The axionic
field Ba, acting on the spins of matter, deposits in the mate-
rial an amount of power Pin
Pin = Ba
dM
dt
Vs = 4piγµB faB2aτminnsVs, (4)
where Vs is the volume of the material, M its magnetiza-
tion, ns its spin density, γ is the gyromagnetic ratio of the
electron, and τmin the minimum relaxation time of the sys-
tem. The absorbed power is then re-emitted in the form of
rf radiation, which can be collected and represents our ax-
ion signal. In free space τmin is mainly determined by radi-
ation damping mechanisms (i.e. magnetic dipole emission
of the sample) [54–56], with values much smaller than the
material relaxation times. To avoid the radiation damping
Fig. 1 Transmission spectrum of the hybrid system as a function of the
external field B0, showing the anticrossing curve of the cavity mode
(red dashed line) and Kittel mode (blue dashed line). The coupling g is
defined by Eq. (5).
issue and thus increase the sensitivity, the magnetic sample
is placed inside a resonant cavity. A cavity mode with fre-
quency fc ' fL couples to the Kittel mode (uniform spin
precession) of the material, hybridization takes place and
the single cavity mode splits into two hybrid modes with
1The numerical factors account for the differences between a and ∇a,
see [46] for further details.
3frequencies f− and f+ (strong coupling regime) [57–60].
This phenomenon limits the phase space of the dipole emis-
sion avoiding radiation damping, and is described by the
anti-crossing curve represented in Fig. 1, which also justifies
the strong coupling regime approximation. The coupling be-
tween the cavity mode and the Kittel mode is
g=
γ
2pi
√
µ0h fa
Vm
nsVs = f+− f−, (5)
where µ0 is vacuum magnetic permeability and Vm = ξVc is
the product of the cavity volume Vc and a mode-dependent
form factor ξ . The linewidths of the hybrid modes k+,− are
an average of the linewidth of the cavity kc and of the ma-
terial km, i. e. k+,− = 12 (kc+km)≡ kh. The calculated power
spectral density of an empty cavity and of a cavity with the
volume Vs and 5Vs of material are shown in Fig. 2. The two
hybrid modes are more sensitive to the power deposited by
the axion field since they are not affected by radiation damp-
ing, the minimum relaxation time is τmin = min(τh,τ∇a),
where τh = 1/kh. With an antenna critically coupled to one
of the hybrid resonant modes, the extracted power is Pout =
Pin/2. The scalar product σˆ ·∇a of Eq. (2) shows that the ef-
Fig. 2 Power spectrum of the cavity (blue line), and hybrid modes cal-
culated for a critically coupled antenna and a sample volumeVs (orange
line) and 5Vs (green line). The used parameters are close to the experi-
mental values of our apparatus.
fect is directional. Due to earth rotation, an earth-based ex-
periment experiences a full daily modulation of the signal,
due to the variation of the axion wind direction.
3 The QUAX prototype
To implement the scheme presented in Section 2 we use a
cylindrical copper cavity TM110 mode with resonance fre-
quency fc ' 13.98GHz and linewidth kc/2pi ' 400kHz at
liquid helium temperature, measured with a critically cou-
pled antenna. The shape of the cavity is not a regular cylin-
der, two symmetric sockets are carved into the cylinder to
remove the angular degeneration of the normal mode, the
maximum and minimum diameters are 26.7 mm and 26.1 mm,
and the length is 50.0 mm. The shape of the cavity and of the
mode magnetic field are shown in Fig. 3. The choice of the
TM110 mode has the advantage of having a uniform max-
imum magnetic rf field along the cavity axis. Its volume
can be increased just using a longer cavity without chang-
ing the mode resonance frequency. For this mode we calcu-
late a form factor ξ = 0.52 [61]. The cavity mode is cou-
Fig. 3 Design of the microwave cavity and magnetic field distribution
of the TM110 mode (see text for details). The black arrows represent
the direction of the magnetic field, and the color is the normalized field
amplitude. The GaYIG spheres are placed on the cavity axis at the
maximum of the rf magnetic field.
pled to a magnetic material, thus we studied the properties
of several paramagnetic samples and some ferrites. Highest
values of ns together with long relaxation times have been
found for YIG (Yttrium Iron Garnet) and GaYIG (Gallium
doped YIG). To avoid inhomogeneous broadening of the
linewidth due to geometrical demagnetization, these garnets
are shaped as highly polished spheres. Five GaYIG spheres
of 1 mm diameter have been placed in the maximum mag-
netic field of the mode, which lies on the axis of the cavity.
The spheres are housed inside a PTFE support large enough
to let them rotate in all possible directions, in order to auto-
matically align the GaYIG magnetization easy axis with the
external magnetic field.
The amplitude of an external magnetic field B0 deter-
mines the Larmor frequency of the electrons. The unifor-
mity of B0 on all the spheres must be enough to avoid inho-
mogeneous broadening of the ferromagnetic resonance. To
achieve a magnetic field uniformity ≤ 1/Qh, where Qh ∼
104 is the quality factor of the hybrid mode, we make use of
a superconducting NbTi cylindrical magnet equipped with a
concentric cylindrical NbTi correction magnet. With B0 =
0.5T we have fL ' fc and thus the hybridization of the cav-
ity and Kittel modes, as discussed in Section 2. The power
supply of the main magnet is a high-precision, high-stability
current generator, injecting 15.416 A into the magnet with a
4precision better than 1 mA, while a stable current genera-
tor provides 26.0 A for the correction magnet. A simplified
scheme of the cavity, material and magnet setup is repre-
sented in the left part of Fig. 4.
In the strong coupling regime, the hybrid mode frequen-
cies are f+ = 14.061GHz and f− = 13.903GHz, yielding a
splitting g = 158MHz. The coupling g scales exactly with√
nsVs, in fact g =
√
5δ , where δ ' 71MHz is the mea-
sured splitting due to a single sphere. This means that all
the spins are coherently participating to the material-cavity
mode, and ensures that all the spheres magnetization easy
axes are aligned along B0. We use g to calculate the effective
number of spins in the sample using the relation described
by Eq. (5), we obtain ns = 2.13×1028 m−3. The weakly cou-
pled linewidth is 0.7MHz, yielding a critically coupled one
of k+/2pi = 1.4MHz, corresponding to the hybrid modes re-
laxation times τ− ' τ+ = 0.11µs.
The detection electronics consists in an amplification chain
which has two inputs, called Input Channel 1 and 2, (IC-
1 and IC-2, respectively). Channel 1 measures the signal
power, while Channel 2 has calibration and characterization
purposes. A cryogenic switch is used to select the desired
channel:
IC-1 - The rf power inside the cavity is collected with a
dipole antenna whose coupling to the cavity can be changed
using an external micro-manipulator, allowing us to switch
continuously from sub-critical to over-critical coupling.
For optimal measurement conditions, we tune the an-
tenna to critical coupling by doubling the sub-critical
linewidth of the selected mode;
IC-2 - A 50Ω termination RJ , enclosed in a copper block
together with a heater resistance, is used as Johnson noise
source. The emitted power can be used to calibrate the
noise temperature of the system and the total gain, de-
tailed in Section 3.1.
The detection electronics, as shown in Fig. 4, is divided into
a liquid helium temperature part (LTE) and a room tem-
perature part(HTE). The collected power is amplified by a
HEMT cryogenic low-noise amplifier (A1) with gain GA1 '
38dB. To avoid the back-action noise of the amplifier, a
cryogenic isolator with 18 dB of isolation is inserted in the
chain. The HTE consists of a room temperature FET ampli-
fier (A2), with GA2 ' 34dB, followed by an IQ mixer used
to down-convert the signal with a local oscillator (LO).
The energy distribution of DM axions is highly peaked
(Qa ∼ 106) around the actual axion mass, so the correspond-
ing frequency distribution can significantly overlap with one
(e. g. f+) of the two hybrid modes. As the axion mass is un-
known, both modes could be monitored independently in or-
der to double the frequency scan rate of the detector. In our
simplified scheme we choose to work only with f+, thus set-
ting the LO frequency to fLO = f+−0.5MHz and its ampli-
tude to 12 dBm. The antenna output at the hybrid mode fre-
quency is down-converted in the 0 - 1 MHz band, allowing
us to efficiently digitize the signal. The phase and quadra-
ture outputs are fed to two low frequency amplifiers (A3I,Q),
with a gain of G3 ' 50dB each, and are acquired by a 16 bit
ADC sampling at 2 MHz.
T = 4 K
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Fig. 4 Left - Simplified scheme (not to scale) of the experimental ap-
paratus showing the high temperature and low temperature electron-
ics (HTE and LTE) and the source oscillator (SO). Right - Electronics
layout. From bottom to top, the blue-dashed line encloses the cryo-
genic part of the apparatus, the crossed rectangles represent the mag-
net, the orange rectangle is the cavity with black spheres inside stand-
ing for the ferrimagnetic material. At the top of the cavity are located
the sub-critical antenna (left) and the variably-coupled antenna (right).
The sub-critical antenna is connected with a room temperature atten-
uator and then to the source oscillator SO, while the other antenna is
connected to one of the switch inputs. The other input is the 50Ω re-
sistor RJ , and the gray rectangle is the plate where RJ is placed and
that can be heated with a current generator. The output of the switch is
connected to an isolator and then to the A1 and A2 amplifiers. The rf
coming from A2 is down-converted by mixing it with a local oscillator
LO. The two outputs, phase I and quadrature Q, are fed into the low
frequency amplifiers A3I and A3Q, and eventually to the ADC. The red
T ’s are thermometers.
A weakly coupled dipole antenna is used to inject low
power signals and make transmission measurements of the
system using a source oscillator, SO. All the apparatus de-
vices are referenced to a GPS disciplined, oven controlled,
local oscillator. The cryogenic part of the apparatus is en-
closed in a vacuum vessel immersed in liquid helium, as
shown schematically in Fig. 4. Measurements are performed
5at temperatures Tc ∼ Ta ' 5.0K and Tr ' 5.5K, as read by
the cavity, amplifier and RJ thermometers, respectively.
3.1 Calibration and measurements
For the calibration of the system, the load RJ is heated to a
temperature Tr, as described in Section 3. Using IC-2 it is
possible to measure the Johnson noise of RJ in the tempera-
ture range 5÷25K without significantly heating other parts
of the apparatus. The rf power from IC-2 is
Pn = kB(Tr+Tn)∆ f , (6)
where kB is the Boltzmann constant, Tn is the noise tem-
perature of the system and ∆ f is the bandwidth. By grad-
ually increasing Tr we linearly change the measured power
level of Eq.(6) to determine the noise temperature and gain
of the detection electronics, similarly to what is usually ob-
tained with the Y-factor method [62]. In Fig. 5, four col-
Fig. 5 Measurement of noise temperature and gain of the detection
electronics. The statistical error for each point is smaller than the size
of the symbol. In the plot the mean square amplitude of the ADC output
is plotted vs Tr . The noise temperature at the input of A1 is 10L/10×
Tn = 8.0K, where L = −1.0dB are the measured losses between RJ
and A1.
lected points are fitted with q(T ) = aT + b to obtain the
noise temperature Tn = −b/a and the total gain Gtot = a.
The error of the estimated parameters is less than 1%. Using
this method we verified that the noise of the system changes
linearly with the temperature, and that the measured cavity
output power at the temperature Tc is given by Eq.(6) with
Tr = Tc, assuming that IC-1 and 2 have the same losses,
which is true within 0.2 dB. Typical measured values are
Tn = 9÷11K and Gtot = 106÷108dB, at different frequen-
cies around 14 GHz. This procedure ensures the accuracy of
the measurement and then, using IC-1, we perform measure-
ments on the hybrid system with the calibrated electronic
chain.
Multiple measurements of the effective axion field have
been performed as follows. The vacuum vessel containing
the system is cooled down to liquid helium temperature and
when a proper thermalization is achieved the detection elec-
tronics parameters Gtot and Tn are measured through IC-2.
Then we switch to IC-1, set the magnetic field B0 to 0.5T to
hybridize the cavity and Kittel mode at fc ' fL ' 14GHz,
and critically couple the antenna with the f+ hybrid mode
using the manipulator. A dedicated DAQ software is used to
control the oscillators and the ADC, and verifies the correct
positioning of the LO with an automated measurement of
the hybrid mode transmission spectrum. The ADC digitizes
the time-amplitude down-converted signal coming from A3I
and A3Q and the DAQ software stores collected data binary
files of 5 s each. The software also provides a simple online
diagnostic, extracting 1 ms of data every 5 s, and showing its
512 bin FFT together with the moving average of all FFTs.
As seen in Section 2, the axion wind releases a faint
power in a band of ∼ 7 kHz around fa. This signal can be
seen only if fa falls into the detection bandwidth, which cor-
responds to the linewidth of the hybrid peak. The expected
noise power is given by
Pn = 1.48×10−18
( Tc+Tn
5.2K+10.1K
)( ∆ f
7.0kHz
)
W, (7)
calculated from Eq. (6) using the data collected from IC-2.
Considering the losses of the system and the gain of the am-
plifiers,we will show that the mean of the measured power
is indeed compatible with the expected noise.
3.2 Analysis and results
The signal is down-converted in its in-phase and quadrature
components {φn} and {qn}, with respect to the local oscilla-
tor, that are sampled separately. We applied a complex FFT
to {sn} = {φn}+ i{qn} to get its power spectrum s2ω with
positive frequencies for f > fLO and negative frequencies
for f < fLO. In our experimental settings, the axion signal
is mapped almost completely onto the positive frequencies
since the hybrid mode linewidth is of order 1 MHz.
Fig. 6 reports the analysis of RUN31, which we describe
hereafter in some details. The ∼2.3 hours of the measure-
ment consist in 2048000 FFTs of 8192 bins each (frequency
resolution of 244 Hz), which were square averaged and re-
binned to the bandwidth ∆ f = 7.8kHz (256 bins), close to
∆ fa. As explained, we consider only the positive part of the
spectrum, consisting of 128 bins, and then calibrate s2ω us-
ing Eq. (7). Some frequency intervals of the power spectrum
were affected by disturbances at the ADC output, and has
been ignored in the analysis procedure. A polynomial of de-
gree 5 is fitted to the averaged spectrum and the residuals
estimated. The averaged spectrum is reported in Fig. 6 to-
gether with the fitting function. In Fig. 6 a plot of the resid-
uals and their histogram is also given. The average value
of the residuals is −4.6× 10−23 W with standard deviation
σP = 2.2×10−22 W. The result is compatible with Dicke ra-
diometer equation
σD = kBTD
√
∆ f
t
= 2.1×10−22
√( ∆ f
7.8kHz
)(8280s
t
)
W,
67
8
7
Fig. 6 Down-converted power spectrum and residuals of RUN31. The
black dots are the measured data points and their error is within the
symbol dimensions, the red line is a polynomial fit of such points. The
residuals are represented in blue and, as an inset, we show them on an
histogram. The corrupted intervals are removed.
(8)
where t is the total integration time and TD = Tc+Tn. This
means that the standard deviation of the noise decreases as
1/
√
t trend at least within the RUN31 time span.
The stability of f+ is monitored by injecting with SO
an rf probe signal at f+− 0.9MHz = fLO + 0.1MHz. The
transmitted amplitude of the probe peak is a monitor of the
hybrid peak frequency since it changes if f+ drifts. Such
amplitude is registered during the whole measurement and
is plotted in Fig. 7, the frequency stability of this run was
around 3.5%, which was enough for the purposes of this
measurement. We presume that this variation is mostly due
to drifts of the external static magnetic field, since with a
B0 = 0 run the corresponding variation was much smaller.
To increase the confidence and the consistency of our esti-
Fig. 7 Stability of the hybrid mode, measured through the amplitude
of a calibration peak injected with SO (see text for further details).
mators, additional offline tests have been performed on the
acquired data. Firstly, to search for Pin when distributed into
two adjacent bins, the analysis procedure was repeated using
a binning shifted of ∆ f/2. This test confirmed the reported
result. Secondly, we calculate the residuals of the averaged
spectra for each 5 s data segment verifying that there are no
outliers.
To infer the axion sensitivity of our measurement, two
corrections have to be introduced: (i) a loss of 0.98dB (a
factor 0.8) at the cavity antenna due to imperfect matching
between cavity and axion field [63]; (ii) a factor 1/2 to ac-
count for the binning search procedure. In fact, the collected
power in a single bin results in Pin/2 because our resolution
bandwidth ∆ f overlaps partially with the axion distribution.
The correct power standard deviation results σ ′P = 2σP/0.8.
The measured rf power is compatible with the modeled
noise for every bin and no statistically significant signal con-
sistent with axions was found. The upper limit at the 95%
C.L. is 2σ ′P = 1.1×10−21 W. This value can be converted to
equivalent axion field with the help of Eq. (4), obtaining
Bm <
( Pout = 2σ ′P
4piγµBnS f+τ+Vs
)1/2
= 2.6×10−17
[(14GHz
f+
)
×
×
(2.13 ·1028/m3
nS
)(0.11µs
τ+
)(2.6mm3
Vs
)]1/2
T,
(9)
where all the reported parameters have been explicitly mea-
sured. The limit holds for the central frequency of the hy-
brid mode, while for other frequencies the sensitivity have
to be normalized: the correct sensitivity is obtained divid-
ing Bm by the normalized amplitude of the hybrid mode
Lorentzian. Several measurements have been performed for
different cool downs of the setup. Probably due to mechan-
ical instabilities and to the low resolution of the correction
magnet power supply, the resulting working frequency f+
slightly changed between the runs, allowing us to perform
also a limited frequency scan over a ∼3 MHz range. The
maximum integration time for a 1 MHz band was 6 hours,
and no deviations from the 1/
√
t scaling of σP were found.
4 Discussions
Our results represent also a limit on the axion-electron cou-
pling constant. Since Bm depends on gaee, the explicit form
of the effective magnetic field given in Eq. (3) can be recast
with the help of Eq. (4), to
gaee >
e
pimava
√
2σ ′P
2µBγ nansVsτ+
, (10)
at 95% confidence level. The results of this preliminary mea-
surements are far from the sensitivity requirements for a
cosmological axion search [see Eq. (3)], however they can
be used to detect DM Axion-like particles (ALPs), which
can account for the whole dark matter density [64]. During
the measurement time the DM-wind amplitude was on the
maximum of the daily modulation, allowing us to use the
collected data to obtain an upper limit on the ALP-electron
7Fig. 8 Excluded values of the gaee coupling (blue area) compared to its
theoretical prediction for the DFSZ axion model with β = 1 (orange
line) and a DM density of 0.45 GeV/cm3. The green shaded area is
excluded by white dwarf cooling [65–67], while the black dashed line
is the best upper limit obtained with solar axion searches relying on the
axio-electric effect [68–74]. Other statistically significant limits can be
found in [75, 76].
coupling at the maximum sensitivity. Through Eq. (10) we
are able to exclude values of the ALP-electron coupling con-
stant for ALP masses given by f+ through Eq. (3).
By repeating the analysis procedure described in Sec-
tion 3.2 for seven measurement runs and averaging together
overlapping bandwidths, we produce the plot in Fig. 8. The
minimum measured value of gaee is 4.9×10−10, correspond-
ing to an equivalent axion field limit of 1.6×10−17 T.
4.1 Improvements and discovery potential
To push the present sensitivity towards smaller values of the
coupling constant gaee, several improvements should be im-
plemented. In fact, using Eq. (4), the power released by a
DFSZ-axion wind in the five GaYIG spheres of our proto-
type is
Pout =
Pin
2
= 1.4×10−33
(
ma
58.5µeV
)3
×
×
(
ns
2 ·1028/m3
)(
Vs
2.6 mm3
)(
τmin
0.11µs
)
W,
(11)
corresponding to a rate ra ∼ 10−10 Hz of 14 GHz photons,
which is clearly not detectable. To have a statistically signif-
icant signal within a reasonable integration time it is manda-
tory to increase the signal rate, for example in the mHz
range, that will give tens counts per day. The present sensi-
tivity to the power deposited in the system by the axion wind
maintains an excess photon rate of order 100photons/s.
Short term improvements that will be installed in the
prototype include a larger volume of narrow-linewidth mag-
netic material, namely 10 YIG spheres of 2 mm diameter,
a lower cavity temperature with dilution refrigeration and
the use of a Josephson Parametric Amplifier (JPA). The in-
creased volume will enhance the axionic signal of a factor
16. As for the noise reduction, a working temperature of
100 mK will reduce the thermal fluctuations and there are
hints suggesting that it can also reduce the YIG linewidth.
Ultra cryogenic temperatures allow us to use JPAs as first-
stage amplifier to drastically increase the sensitivity, since
its noise temperature can be of the order of 100 mK. The up-
graded prototype should be capable of setting a limit on the
effective magnetic field Bm two orders of magnitude better
than the present one.
To achieve the QUAX goal [46], the detector requires an
improvement of three to four more orders of magnitude in
sensitivity, which can be obtained increasing the signal and
reducing the noise. Using a Vs ' 0.1liters and τmin ' 1µs,
the axionic power deposited in the system is ∼ 10−27 W.
This power is smaller than the quantum noise, meaning that
a quantum counter, immune to such noise, must be exploited
to push the sensitivity to the axion level [77, 78].
To scan different axion masses we must vary the work-
ing frequency of the haloscope. A large tuning can be achieved
by changing both the cavity mode resonance frequency and
the Larmor frequency (i. e. the static magnetic field B0). A
small frequency tuning is possible by varying only B0: in
this case, a scanning of several MHz is possible without a
significant reduction of the sensitivity.
In the favored case of a signal detection, its nature can be
systematically studied by QUAX. Since the axion signal is
persistent, it will be possible to infer DM properties by using
the directionality of the apparatus. Moreover, this setup is
able to test different axion models, measuring separately the
axion-to-photon and axion-to-electron couplings. In fact the
apparatus has also the features of a Sikivie haloscope [24],
and can be sensitive to the axion-photon coupling by using
a suitable cavity mode.
5 Conclusions
We described the operation of a prototype of the QUAX ex-
periment, a ferromagnetic haloscope sensitive to DM axion
through their interaction with electron spin. Our findings in-
dicate the possibility of performing electron spin resonance
measurements of a sizable quantity of material inside a cav-
ity cooled down to cryogenic temperatures. By using low
noise electronics we search for extra power injected in the
system that could be due to DM axions. We reach a power
sensitivity of 10−22 W that can be translated to an upper limit
on the the coupling constant gaee < 4.9×10−10 for an axion
mass of 58µeV, which, to our knowledge, is the first mea-
surement of the coupling between cosmological axions and
electrons. The sensitivity of our apparatus is presently lim-
ited only by the noise temperature of the system and ther-
modynamic fluctuations, as it reaches the limit of Dicke ra-
8diometer equation. The overall behavior of the apparatus is
as expected, and thus we are confident that the planned up-
grades will be effective.
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