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Let {Xn}n>l be a sequence of independent and identically distributed random 
variables. For each integer n > 1 and positive constants r, t, and c, let S, = 
CL1 X, and -WV&, t, 41 = Zz, rVP{/ S, / > En’/*}. In this paper, we prove 
that (1) lim,,,, l (r-1)E{Na(r, t, l )} = K(r, t) if E(XJ = 0, Var(X,) = 1, and 
E(I Xl It) < co, where 2 Q t < 2r < 2t, K(r, t) = {2~(‘-~)/~r((l + a(r - 1))/2)}/ 
{(r - 1) r(Q)}, and oi = 2t/(2r - t); (2) lim,,,, G(t, E)/H(t, E) = 0 if 2 < t < 4, 
E(X,) = 0, Var(X,) > 0, and E(l X1 1:) < co, where G(t, E) = E{N&t, t, E)} = 
x nTlnt-eP{l S, 1 > en} + CC, as E ---* 0+ and H(t, l ) = E{N,(2, t, e)} = 
C,“,, P{I S, I > l n29 + oz as E 4 0+, i.e., H(t, <) goes to infinity much faster 
than G(t, 6) as E --f 0+ if 2 < t < 4, E(X,) = 0, Var(X,) > 0, and 
,??(I X, 1”) < co. Our results provide us with a much better and deeper under- 
standing of the tail probability of a distribution. 
Let {Xn)n;21 be a sequence of independent and identically distributed random 
variables. For each integer 7t > 1 and positive constants r, t, and E, let S, = 
xj”=l Xj and E{N,(r, t, l )} = z:,“=, n’p2P(I S, 1 > •n’l~}. In [3], Erdijs showed 
that, for 2 < t < 4, E{N,(2, t, l )} < co for some E > 0 if and only if 
E[X,) = 0 and E(I X, 1”) < 00. In [Sj, Katz generalized the ErdBs theorem 
as follows: (1) for 1 < t < 2r < 2t, E{N,(r, t, e)} < co for some E > 0 if and 
only if E(X,) = 0 and E(l X, 1”) < co; (2) for 1 < t < r, E(N,,,(r, t, e)} < co 
for some 6 > 0 if and only if E(I X, I”) < co. In this note, we prove the following 
theorem and corollary about the order of magnitude of E{N,(r, t, l )} as c -+ 0+ 
for 2 < t < 2r < 2t. The theorem and corollary give us not only a better 
understanding of the Erdijs-Katz theorem, but also a much deeper under- 
standing of the tail probability of a distribution. We start with the following 
two lemmas. 
LEMMA 1. Let {Xn}~>l be a sequence of independent and identically distributed 
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random wmiabks swh that E(X,) = 0, Var(X,) = 1, and E(1 XI It) < co fur 
some constant t > 2. Then 
P{S, > x} < nP(X, > y} + (1 + {[t(t + 2)-l xyt-q/?q X, It)}}-t*/(t+a)v 
+ exp{-{(2x(t + 2)-1)2/2etn)), (1) 
where x and y are positiwe constants. 
Proof. See [4]. 
LEMMA 2. Let {Xn}n>l be a sequence of mutually independent standard normal 
random variables and let Y and t be two constants uch that 2 < t < 2~ < 2t. Then 
lim ea(r-1) E{N,(Y, t, e)} = K(y, t>, 
E-30+ (2) 
where 0: = 2t/(2r - t) andK(r, t) = (2 +r)/sq(l + cd(Y - 1))/2)}/{(Y - 1) F(4)}. 
Proof. To show (2), for each integer m > 1 let E{iV,(r, t, e)} = ~~=, nr-2 x 
P{ 1 S, / > •n’/~}, then E{N,(r, t, E)} = 2 Cr=“=, ~rr-~@(-&l~), where Q(X) is the 
distribution function of the standard normal random variable By the Euler- 
Maclaurin sum formula (see [2, pp. 124-125]), ~~~=:=,Y~~-~@(--EYW) = 
2 Jy x’-~@( --Ex+) dx + mY-W(-~mllE) + @(-C) - 2s: Q(x)d[xx7-2di(-~x11U)J, 
where Q(X) = [x] - x + 4 and [x] denotes the greatest integer not exceeding X. 
Letting m -+ co and by the monotone convergence theorem, we get 
WV&, t, 4) = q-4 + 2 J; x’-~cD(--Ex~ “) dx - 2 srf Q(x) d[x’-2@(-<x11”)]; 
hence 
x’-~@( -EX’/“) dx - llm 1 d[x’-2@( -‘x1/a)] 1 
<2 m 
I 
O3 x?-~@( -da) dx + 1 d[x’-2@( -exl/“)] 1. 
1 s 1 
Let f(x) = xr-W(--EX’/“) for all x > 0 then 
(f’(x)1 < I(Y - 2) x’-W(-Exq + (e/a) X~-3+(llwy-all~) 
Hence 
for all x > 0. 
gxw-1) 
s 
cc 
1 
I df(x)l = &-l) Lrn ) f’(x)1 dx 
{(2n)-l12 exp(-y2/2)} dy dx 
a 
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+ &Yw-1) m f ~~-~+(~~~){(27r)-~/~ exp( -(&~)2/2)} dx 
Hence 
+ ca lrn (2/r)‘/” exp(-y2j2)(y)a(r-2) dy. 
E 
&r-l) 
f 
m / dxr-2@(--Ex1/“)l 
&‘-“K,(r, t) + E” 1 log E 1 K2(r, t) + e*K3(r, t) + &-l)+rK&, t), 
where Q-, t), K2(r, t), K3(y, 0, and &(r, t) are nonnegative real-valued 
functions of r and t, which depend only on r and t not on E Hence 
lim,,,, E~+~)E{N,(T, t, e)} = K(r, t) since r > 1 and OL > 0. The proof of 
Lemma 2 now is complete. 
THEOREM. Let (X,J,Q~ be a sequence of independent and identically distributed 
random wariables such that E(X,) = 0, Var(X,) = 1, and E(I Xl It) < co and 
let r and t be two constants such that 2 < t < 2r < 2t. Then 
lim E~+~)E{IV~(~, t, E)} = K(Y, t), 
wo+ 
where 01 and K(r, t) are as defined above. 
Proof. By Lemma 2, it suffices to show that 
hF+ 4-l) il ?@ I w sn ! > dlt} - 2@(--En1/01)/ = 0. 
Now we prove (4) in the following three steps. 
Step 1. For any positive constant m, 
(4) 
where [x] denotes the greatest integer not exceeding x. 
To show (5), let A, = SU~-,,,<~+, 1 P{S, < x(n1/2)} - @(x)1. By the central 
limit theorem and the Polya theorem (see [6, p. lOO]), A, + 0 as 1z -+ 00. 
By the Toeplitz lemma and the fact that Ned < m if n < [e-am], 
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Step 2. 
lim lim &--l) C 
m-m e-o+ 
p@(-&q = 0. 
n> [e-%8] 
To see (6), we use the following asymptotic estimate for the tail probability 
of the standard normal random variable; @(--X) - x-‘+(x) as x --f co, here 
$(x) is the probability density function of the standard normal random variable. 
Hence 
= ii Ez l a 1 (cv~)r--~+~~~(2~)-~/~ exp{-($(e9z)2/“)} 
n > [c%] 
< lim lim 
m+m c-o+ s [mn”%o) 
yrr(7-2)+a-242m)-1/2 exp{ --y2/2} ~JJ = 0 
Step 3. 
since t 2 2 and 2r > t. 
iim Ez 6+--l) c n’-T{l s, 1 > Ef#} = 0. (7) 
n> [c-%8] 
By Lemma 1, 
P{l S, 1 > cf2r/r} < nP{ ( .X1 1 > (~/a)n~~~} + 2 exp I- 4(t + i)-Jy”)s 1 
+ 2{1 + {(t + 2)-l uta-vn’>/{?zE( I x, It))}--at’(t+f), 
where a is a constant >(t + 2)/t. Hence it suffices to show that 
pi KF+ &‘-1’ 1 n’-lP{l Xl 1 > dt} = 0, 
?I> [c%] 
(8) 
(9) 
(10) 
where 8 = {at&t + 2)) - 1 > 0. 
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To see (8), we write 
since E(j X1 1”) < co and a(r - 1) > t. 
To see (9), we write 
(for some positive constant c) = 0 since 01r > t, r > 1, and 6 > 0. 
Equation (10) can be shown as (9). 
Combining Steps 1, 2, and 3 completes the proof of Theorem. 
For 2 < t < 4 and E > 0, let G(t, l ) = E{N,(t, t, e)} = C,“_, nt-aP(l S, 1 > en} 
and H(t, l ) = E{N,(2, t, e)} = Cl, P{l S, 1 > m2it}. Based on Theorem, 
we have the following interesting result, which gives us not only a better 
understanding of the Erdiis-Katz theorem, but also a much deeper under- 
standing of the tail probability of a distribution. 
COROLLARY. Let {&}n>l be a sequence of independent and identically distributed 
rastdom varikbles such that IX(&) = 0, Var(X,) > 0, and E(] X1 It) < co. 
Let G(t, l ) and H(t, 6) be as defined above. Then 
(a) G(t, e) -+ co and H(t, ) E ~ooasE+O+for’all2<t<4. 
O-4 {W, 4lH(t, 4>- 0 as E - 0+ fw all 2 < t < 4, i.e., H(t, E) goes 
to infinity much faster than .G(t, e$ as E -+ O+ ‘iy2 < t < 4. 
Remarks. (I) In [7], Robbins et al. obtained a similar result for the last 
time S,, > no (see [7, Theorem 21). 
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(II) In [8], Sl iv a and Sever0 obtained the result for the special case k 
that Y  = t = 2 and X1,X,,..., are mutually independent standard normal 
random variables. 
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