Abstract-Classification of nonlinear high-dimensional data is usually not amenable to standard pattern recognition techniques because of an underlying nonlinear small sample size conditions. To address the problem, a novel kernel fuzzy dual discriminant analysis learning based on a rank symmetric relation is developed in this paper. First, dual subspaces with rank symmetric relation on the discriminant analysis are established, by which a set of integrated subspaces of within-class and between-class scatter matrices are constructed, respectively. Second, a reformative fuzzy LDA algorithm is proposed to achieve the distribution information of each sample represented with fuzzy membership degree, which is incorporated into the redefinition of the scatter matrices. Third, considering the fact that the kernel Fisher discriminant is effective to extract nonlinear discriminative information of the input feature space by using kernel trick, a kernel algorithm based on the new discriminant analysis is presented subsequently, which has the potential to outperform the traditional subspace learning algorithms, especially in the cases of nonlinear small sample sizes. Experimental results conducted on the ORL and Yale face database demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
In recent years, subspace-based approaches have been widely studied as a viable solution to the challenging problem of face recognition across lighting conditions, facial poses and facial expressions, etc. Most traditional algorithms, such as traditional principal component analysis (PCA) [1] [2] [3] and linear discriminant analysis (LDA) [4] [5] [6] [7] [8] [9] put an image object as a 1-D vector. However, for high-dimensional problem such as face identification, the traditional LDA still suffers from the so called small sample size (SSS) problem or "undersampled" problem which arises whenever the number of samples is smaller than the dimensionality of the samples [10] . In the past, many LDA extensions have been developed to deal with this problem. Briefly, there are four major extensions: pseudoinverse LDA (PLDA) [11] , regularized LDA (R-LDA) [12] [13] [14] , LDA/GSVD [15] [16] and two-stage LDA [17] [18] . Among these LDA approaches, a very popular technique usually called PCA plus LDA that belongs to the two-stage LDA is most frequently used. In this method, the PCA is first used for dimensionality reduction before the application of LDA, as it was done for the example in Fisherfaces [19] or in EFM [20] . Actually, it has been proved that the null space of w S contains the most discriminant information when an SSS problem occurs. Based on this fact, Chen et al. [21] presented the null space LDA (NLDA) method, which only extracts the discriminatory information present in the null space of the w S . Yu and Yang [22] proposed a direct-LDA (D-LDA) method, which takes the range space of the between-class scatter matrix as the intermediate subspace. Yang and Yang [17] proposed a complete LDA (C-LDA) framework, which searches the discriminant vectors both in the range space and in the null space of w S . The random subspace [23] [24] is an efficient technique to overcome the SSS problem, in which the dimensionality of the training data is reduced by random sampling on the facial features. On the basis of random subspace, Zhang and Jia [25] proposed a dual principal random discriminant analysis (RDA) algorithm, which combines the advantages of Fisherface and D-LDA. As analyzed above, it is observed that those classical subspace-based decomposition techniques were just carried out on the only one principal subspace from the within-class or between-class scatter matrix, which leads to a loss of some significant disciminant information in the high dimensional facial space since some potential subspaces are complementary in terms of the discriminative power. Recently, a novel approach called multilinear discriminant analysis (MDA) [26] has been presented to solve the supervised dimensionality reduction problem by encoding an image object as a general tensor of second or even higher order. MDA algorithm based on higher order tensors has the potential to outperform the traditional vector-based subspace learning algorithms, especially in the cases of small sample size.
Moreover, from another point of view, we know that the most well-known feature extraction techniques used for face recognition are those of Eigenface [3] and Fisherface [19] . The Eigenface method relies on a transformation of feature vectors by utilizing PCA. In essence, the PCA dwells on a linear projection of a high-dimensional face image space into a new lowdimensional feature space [17] [18] . The major problem of the Eigenface technique is that it can be affected by variations in lighting directions, different face poses and diversified face expressions. The second well-known approach of Fisherface is insensitive to large variation in the conditions we have enumerated above, which performs PCA on the training data and followed by Fisher's linear discriminant (FLD). It has been one of the effective algorithms due to its power of extracting the most discriminatory features. However, the most existing FLD based algorithms we have mentioned above are employed to dwell on the concept of a binary (yes/no) class assignment meaning that the samples are assigned to the given classes (categories) definitely. Evidently, as the samples are significantly affected by numerous environmental conditions (such as face images are affected by illumination, expression, etc.), it is advantageous to investigate these factors and quantify their impact on their "internal" class assignment [27] [28] . Interestingly, the idea of such class assignment has been around for a long time and can be dated back to the results published by Keller et al. [29] coming under the notion of a fuzzy k-nearest neighbor classifier.
In this paper, the objective of our study is first to establish a novel kernel fuzzy dual subspaces learning based on a rank symmetric relation to solve supervised dimensionality reduction problem by unfolding the feature vectors along different projection directions. Under the Fisher's discriminant criterion, a set of solution spaces including within-class scatter matrix, betweenclass scatter matrix and their corresponding transformed complements have been partitioned, respectively. Second, the remaining problem of our framework is how to incorporate a new mechanism of fuzzy set into the proposed dual subspaces model. After review the fuzzy Fisherface feature extraction algorithm, we augmented it by some improved mechanisms of fuzzy set. Compared with the fuzzy Fisherface algorithm, the presented fuzzy algorithm computes the discriminant vectors associated with the membership grade from each training sample, which is theoretically effective to overcome the classification limitation originated from the imprecise samples. Third, different from the traditional LDA subspace learning criterion which derives only one principal subspace, in our approach two kernel subspaces and their transformed complements were respectively obtained through the optimization of fuzzy dual discriminant analysis. Therefore, the KFDDA approach has the potential to outperform the traditional LDA algorithms, especially in the cases of nonlinear small sample sizes. Experimental results conducted on two face image databases demonstrate the effectiveness of the proposed method.
II. THEORETICAL ANALYSIS ON A NEW DUAL SUBSPACES LEARNING MODEL
Most previous approaches to subspace learning, such as Fisherface, D-LDA and C-LDA, are performed on the only one principal subspace from the within-class or between-class scatter matrix. In this work, we study how to conduct discriminant analysis in high dimensonal space by unfolding the feature vectors along different projection directions. Also, we explore the characteristics of the dual discriminant analysis based algorithm in theoretical aspect. 
A. A New Dual Subspaces Learning Model
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where, , ( ) B QB − = is a concise representation of a dual subspace with a rank symmetrical relationship to A , which is complementary to the original feature space of A . □ As analyzed above, by Theorem 1, we may further deduce the fuzzy dual subspace learning with respect to the Fisher discriminant analysis, by which fourfold subspaces originated from with-class scatter matrix and between-class scattermatrix can be obtained, respectively.
B. Discussions
As described previously, most existing approaches to subspace learning are performed on the only one principal subspace from the within-class or between-class scatter matrix. Specifically, Fisherface is implemented in the principal subspace of w S , D-LDA is carried out in the principal subspace of b S , C-LDA is conducted by splitting the w S into its null space and its orthogonal complement. Subsequently, Zhang [25] proposed a RDA algorithm which combines the advantages of Fisherface and D-LDA. In this method, Fisherface and D-LDA are respectively applied to the two principal subspaces of w S and b S for simultaneous discriminant analysis. However, due to the defects of Fisherface and D-LDA, some potential and valuable discriminatory information is also lost in the space of w S and b S . The MDA [26] is a recently proposed algorithm for dimensionality reduction, it utilizes the higher order statistics for data analysis. The general idea of Yan's work is to explore the characteristics of the high order tensor-based discriminant analysis and search for the k-mode optimization. It is different from the dual discriminant analysis algorithm in the following aspects: 1) In MDA, an image object is directly treated as a matrix and the whole data set is encoded as a third-order tensor. Whereas in the dual discriminant analysis, an image object is still treated as a vector.
2) The semantics of the learned subspaces are different. In MDA, these subspaces originated from Fisher's maximal criterion characterize the discriminating information from internal factors such as row and column directions. While in dual discriminant analysis, the learned subspaces characterize another kind of integrated discriminatory information which is obtained from two proposed subpace matrices originated from the Fisher's within-class scatter matrix and between-class one. 3) In Yan's work, the projection matrices are optimized iteratively. While in dual discriminant analysis, the projection matrices are obtained respectively. Therefore, as the above differences between the MDA and dual discriminant analysis, we do not further compare them in the experiment section.
Also, the computational complexities of Fisherface [19] , R-LDA [12] [13] [14] , D-LDA [22] , C-LDA [17] and the proposed dual discriminant analysis are listed in the Table 1 . 
Obviously, the computation requirement of Fisherface increase cubically with the increase of the training sample size M , while the complexity of R-LDA depends on the sample size M and data dimensionality d , therefore, for high-dimensional data where d is larger than M . Moreover, the computation requirement of D-LDA does with the increase of the number of classes C and the computation scales of C-LDA and the proposed dual discriminant analysis depend on the number of reduced subspaces. As analyzed above, although the dual discriminant analysis can be more effective than other ones for classification, it still needs more CPU time for whole process (training and testing) because it costs more computation using feature vectors which are twice as many as those in C-LDA for classification.
III. HOW TO INCORPORATE A NOVEL MECHANISM OF FUZZY SETS INTO DUAL DISCRIMINANT ANALYSIS

A. Why Introduce Fuzzy Set
According to the study in Ref. [27] [28] , face recognition is a very difficult problem due to a substantial variation in light direction, different face, poses, and diversified facial expressions. By taking advantage of the technology of fuzzy sets [30] , a number of studies have been carried out for fuzzy image recognition, fuzzy image filtering, fuzzy image segmentation, and fuzzy edge detection with an ultimate objective to cope with the factor of uncertainty being inherently present in many problems of image processing and pattern recognition [31] . From this point of view, we address the uncertainty associated with a significant variation in illumination, viewing directions, and facial expression in the face images. Moreover, in the feature space of face images samples, unclassifiable regions still remain by those conventional methods. The shaded region in Fig.1 illustrates the problem, it seems that the data in the shaded region is difficult to be classified.
Specifically, by analyzing the existing fisherface, we note that the algorithm dwells on the concept of a binary (yes-no) class assignment meaning that the face images samples come fully assigned to the given classes (categories). Evidently, as the faces are significantly affected by numerous environmental conditions (including illumination, poses, etc.), it is advantageous to investigate these factors and quantify their impact on their "internal" (viz. algorithm-driven) class assignment. In essence, the intent is to reflect all these factors in a "soft" viz. fuzzy class allocation to the individual faces under consideration. Interestingly, the idea of such "fuzzification" of class assignment has been around for a long time and can be dated back to the results published by Keller et al. [29] .
In this section, we are concerned with face recognition using a novel fuzzy LDA algorithm. According to the studies in Ref. [29] , we conclude that the traditional fuzzy mechanism attempts to "fuzzify" or refine the membership degrees of the labeled patterns only by fuzzifying the each class center. How can we make full use of the distribution information of each sample to the redefinition of scatter matrices? In addition, we note that the performance of those hard feature extraction methods will degenerate whenever the outlier samples exist in the patterns. How can we appropriately represent the membership degrees of these special samples before computing its discriminant vectors? In this section, a complete fuzzy discriminant analysis approach based on the relaxed normalized condition will be proposed and established.
B. An Improved Fuzzy LDA
In the method, the first key step of reformative fuzzy LDA (RFDA) method is how to address the problem coming under the influence of the outlier samples in the patterns. As shown there, the membership matrix denoted by In particular, it is worth stressing that the condition helps us to assure the mathematical tractability.
Regretfully, the misclassification results often occur due to the existence of those outliers in the patterns. As usual, since the outliers are far from the class center of each pattern, it is disadvantageous to obtain the exact membership degrees in the setting of fuzzy sets. However, under the restriction of condition (1), the relatively large membership degrees of the patterns to those outliers will be achieved instead. For instance, in a two classes outlier problem, the membership degrees close to 0.5 indicate that the outliers exhibit unprecise membership degrees to the several classes.
Taking into account the fact that the outliers may have some adverse influence to the performance of conventional fuzzy LDA approach, a new relaxed normalized condition in the fuzzy membership degrees is proposed as follows:
By the new condition (2), we can redefine the fuzzy membership as follows:
where m and γ are constants which ultimately control the values of . Since the normalized condition of the membership degree has been relaxed, the all samples coming with use of membership matrix U are insensitive to the class center of each pattern. Thus, it shows high stability of this improved normalized condition compared to others due to its power of regulating the fuzzy membership grades. Now, the second key step of our strategy is how to incorporate the contribution of each training sample into the redefinition of scatter matrices. Under the direction of fuzzy set theory [27] , each sample can be classified into multi-classes under the membership degrees of the labeled patterns. Thus, the contribution of every sample to classification can be represented by its corresponding fuzzy membership degree.
In the redefinition of fuzzy within-class scatter matrix, samples that are more close to the class center have more contributions to classification. Then, the membership degree of each sample should be considered and the corresponding fuzzy within-class scatter matrix can be remodified as follows:
where p is a constant which controls the influence of fuzzy membership degree. In the redefinition of fuzzy between-class scatter matrix, in contrast to the redescription of the within-class scatter matrix, samples that are far from the center of total classes will have more contribution to classification. Thus, the fuzzy between-class scatter matrix can be remodified as follows:
where p is the constant chosen above which controls the influence of fuzzy membership degree, m stands for the mean of all vectors (images).
Similarly, the fuzzy total scatter matrix can be achieved as follows:
Consequently, with the contribution of each sample incorporated, all scatter matrices coming under the notion of complete fuzzy sets are redefined, respectively.
IV. OUTLINE OF KFD (KPCA+LDA)
A. Fundamental
For a given nonlinear mapping Φ , the input data space R n can be mapped into the feature space H :
Correspondingly, a pattern in the original input space n R is mapped into a potentially much higher dimensional feature vector in the feature space H . The idea of KFD [18] is to solve the problem of LDA in the feature space H , thereby yielding a set of nonlinear discriminant vectors in input space. This can be achieved by maximizing the following Fisher criterion:
where b S φ and t S φ are the between-class and total scatter matrices defined in feature space H :
Here, 1 
where
Substituting Eq. (12) into Eq. (9), the Fisher criterion in space H is converted to
where the matrix K is defined as
Here,
is a scaled identity matrix; T K=Q Q is an M M × matrix and its elements are determined by 
where,
It is easy to know that t S is positive definite and b S is positive semi-definite. So, Eq. (18) is a standard generalized Rayleigh quotient. By maximizing this Rayleigh quotient, we can obtain a set of optimal solutions 
Up to now, however, the KFD algorithm described above is somewhat complicated. According to the study in Ref. [18] , Yang revealed the essence of KFD and proposed a concise framework: KPCA plus LDA. In Yang's opinion, Eq. (19) can be divided into two steps as follows.
Step1. KPCA transformation from feature space H into Euclidean space R m , i.e.,
where ( )
V. KENEL FUZZY DUAL DISCRIMINANT ANALYSIS BASED ALGORITHM
In this section, the detailed algorithm of kernel fuzzy dual discriminant analysis is described as follows:
Step1. Use KPCA to transform the input space R 
VI. EXPERIMENTAL RESULTS
The proposed method is used for face recognition and tested on the ORL [32] and Yale [33] face image database. To evaluate the proposed method properly, we also list experimental results for the kernel C-LDA (KC-LDA) algorithm. For its simplicity, the k nearest neighbor (k-NN) [34] classifier with Euclidean distance is employed for the classification. The parameter of k-NN is fixed as 3 k = .
A. On ORL Database
The ORL contains a set of faces taken between April 1992 and April 1994 at the Olivetti Research Laboratory in Cambridge. It contains 40 distinct persons with 10 images per subject. The images were taken at different time instances, with varying lighting conditions, facial expressions, and facial details. All persons are in the upright, frontal position, with tolerance for some side movement. In this experiment, each image is normalized and presented by a 23 28 × pixel array whose gray levels ranged between 0 and 255. Some sample images from the ORL database are shown in Figure 1 . Figure 1 . Some sample images from the ORL face image database
We randomly choose ( 3, 4, 5) θ θ = images per individual for training, and the rest are used for testing. To make full use of the available data and to evaluate the generalization power of algorithms more accurately, ten experiments are performed. The final result is the average recognition rate over the ten random training sets. In this experiment, two popular kernel functions are employed respectively. One is the second-order Polynomial kernel function Table1 shows the average recognition accuracies of KC-LDA and the proposed method under a varying number of the training samples per individual on the ORL face image database. As shown in Table 2 , it is therefore reasonable to believe that the proposed method is the most effective one no matter what kind of kernel function is employed. 
B. On Yale Database
The Yale face image database contains 165 grayscale images of 15 individuals. There are 11 images per subject, one per different facial expression or configuration. We manually crop the facial portion of each face image. The each cropped face is resized to 40 50 × pixels. Some sample images from the Yale database are shown in Figure 2 . Table 2 presents the recognition accuracies of Fisherface [19] , D-LDA [22] , C-LDA [17] and the proposed method. For all methods, the corresponding dimensionality of the reduced subspace is also given in Table 3 . Again, the recognition accuracy of each method listed in Table 3 indicates that the proposed method is still the most effective one among the other traditional approaches. However, it is worth stressing that the proposed method needs more CPU time for whole process (training and testing) because it costs more computation using 56 features for classification
VII. CONCLUSIONS
In this paper, we present a novel kernel fuzzy dual discriminant analysis learning based on a rank symmetric relationship to accomplish the mission of feature extraction and recognition. In particular, it is worth stressing that the method which is developed in the kernel fuzzy feature extraction approach revealed more robust characteristics as far as the relationship between the potential subspaces of scatter matrices and the novel mechanism of fuzzy sets is concerned. The reason why the presented method yields a better performance can be attributed to the fact that the proposed kernel fuzzy dual subspace learning can efficiently manage the vagueness and ambiguity of different face subspaces being degraded by poor illumination component.
