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Monte-Carlo study of Dirac semimetals phase diagram.
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In this paper the phase diagram of Dirac semimetals is studied within lattice Monte-Carlo sim-
ulation. In particular, we concentrate on the dynamical chiral symmetry breaking which results in
semimetal/insulator transition. Using numerical simulation we determined the values of the critical
coupling constant of the semimetal/insulator transition for different values of the anisotropy of the
Fermi velocity. This measurement allowed us to draw tentative phase diagram for Dirac semimetals.
It turns out that within the Dirac model with Coulomb interaction both Na3Bi and Cd3As2 known
experimentally to be Dirac semimetals would lie deeply in the insulating region of the phase dia-
gram. It probably shows a decisive role of screening of the interelectron interaction in real materials,
similar to the situation in graphene.
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Introduction. Recent significant advances in con-
densed matter physics are connected to the discovery
of new materials with remarkable properties. Probably
the discovery of graphene[1, 2] is the most famous exam-
ple. Graphene attracts considerable interest because of
its unique electronic properties; most of them are related
to existence of two conical points in the electron energy
spectrum (Fermi points) and massless fermion excitations
which are similar to 2D Dirac fermions [3–7].
Lately there was theoretically predicted[8, 9] and
shortly afterwards experimentally confirmed the ex-
istence of so-called Dirac semimetals Na3Bi[10] and
Cd3As2[11, 12] which manifest the properties of 3D ana-
log of graphene. Low energy spectrum of these materials
is determined by two Fermi points. In the vicinity of each
Fermi point the fermion excitations reveal the properties
of massless 3D Dirac fermions with the dispersal relation
E2 = v2‖(k
2
x + k
2
y) + v
2
⊥k
2
z , (1)
where v‖, v⊥ are Fermi velocities in the (x, y) plane and
z direction correspondingly. For the Na3Bi: v‖/c ≃
0.001, v⊥/v‖ ≃ 0.1[10] and for the Cd3As2: v‖/c ≃
0.004, v⊥/v‖ ≃ 0.25[13].
Due to the smallness of the Fermi velocities magnetic
interactions and retardation effects can be safely disre-
garded. As the result the interaction in Dirac semimet-
als is reduced to instantaneous Coulomb potential with
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the effective coupling constant αeff = αel · c/v‖ > 1,
where αel = 1/137. So one sees that the interaction is
quite strong what can dramatically modify properties of
these materials. In particular, it is known that strong
interaction between quasiparticles can lead to dynami-
cal chiral symmetry breaking, formation of energy gap in
the fermion spectrum and transition from semimetal to
insulator phase.
This paper is devoted to the investigation of the phase
diagram of Dirac semimetals. In particular, we are go-
ing to study semimetal/insulator phase transition in the
parameters plane (αeff , v⊥/v‖) which results from dy-
namical chiral symmetry breaking at sufficiently strong
interactions between quasiparticles. To carry out this
study we are going to use lattice Monte-Carlo simulation
which fully accounts many-body effects in Dirac semimet-
als for arbitrary coupling constant αeff . This approach
proved to be very efficient in studying the properties of
the strongly correlated systems, for instance, graphene
[14–16]. It should be noted that earlier the phase dia-
gram of Dirac semimetals was studied within mean field
[17, 18], renormalization group [19], Dyson-Schwinger
equation [20].
Taken into account the spectrum of low energy fermion
excitations near the Fermi points and the properties of
the interactions discussed above, the partition function
of Dirac semimetals can be written in the following form
Z =
∫
Dψ Dψ¯ DA4 exp
(
−SE
)
, (2)
where ψ¯, ψ are fermion fields, A4 is temporal component
of the vector potential of the electromagnetic field. The
2Euclidean action SE can be written as
SE =
Nf=2∑
a=1
∫
d3xdtψ¯a(γ4(∂4 + iA4) + ξiγi∂i)ψa+
+
1
8piαeff
∫
d3xdt(∂iA4)
2
(3)
Here γ1, . . . , γ4 are Euclidean gamma matrices:
{γµ, γν} = 2δµ,ν, and ξi are factors, which take into ac-
count the anisotropy of the Fermi velocity (ξ1 = ξ2 =
1, ξ3 = v⊥/v‖).
In Eq. (3) we rescaled t and A4, what allowed to reab-
sorb the Fermi velocity v‖ by αeff . As was noted above
the smallness of the Fermi velocity v‖ ≪ c leads to the
fact that the interaction between quasi-particles is in-
stantaneous Coulomb, which is transmitted by the field
A4. Partition function (2) doesn’t depend on the vector
part of the gauge potential Ai since we are working at
the leading approximation in v‖.
Lattice field theory for Dirac semimetals. In
lattice Monte-Carlo approach one discretizes the contin-
uum expression for the action (3). In our simulations we
use staggered discretization for fermions[21], coupled to
Abelian lattice gauge field θ4(x):
Sf = Ψ¯xDx,yΨy =
∑
x
(
maΨ¯xΨx+
+
1
2
[Ψ¯xη4(x)e
iθ4(x)Ψx+4ˆ − Ψ¯x+4η4(x)e
−iθ4(x)Ψx] +
+
1
2
3∑
i=1
ξi[Ψ¯xηi(x)Ψx+ıˆ − Ψ¯x+ıηi(x)Ψx] ) ,
(4)
where ηµ(x) = (−1)
x0+...+xµ−1 , µ = 1, . . . , 4 are stag-
gered factors corresponding to γ-matrices. The lattice
field θ4 is related to the continuum Abelian field A4 as
θ4 = aA4, where a is a lattice spacing. It should be
noted that nonzero mass term in (4) is necessary in order
to ensure the invertibility of the staggered Dirac opera-
tor Dx,y. Physical results for zero mass are obtained by
extrapolation of the expectation values of physical ob-
servables to the limit m→ 01.
For discretization of the Abelian field the noncompact
action was used:
Sg =
β
2
∑
x,i
(θ4(x)− θ4(x+ i))
2. (5)
Here the constant β is given by the formula β = 14piαeff .
Integrating out fermion degrees of freedom one gets the
following expression for the partition function
Z =
∫
Dθ4(x) exp
(
−Seff
)
,
S(eff) = − ln detD[θ] + Sg. (6)
1 In this paper we express all dimensional observables in lattice
units.
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FIG. 1. The chiral condensate 〈Ψ¯Ψ〉 as a function of β for
different values of mass m. Black line corresponds to chiral
limit m→ 0 taken with the help of EoS (8).
Notice, however, that effective action (6) in continuum
corresponds to four degenerate fermion flavours[21] in-
stead of two ones observed in Na3Bi and Cd3As2. In
order to get two fermion flavours we take square root
from the determinant of the Dirac operator what in the
numerical simulation is realized through the rooting pro-
cedure. Thus the effective action used in the simulation
is
S(eff) = −
1
2
ln detD[θ] + Sg. (7)
For generation of the field θ4(x) with the statistical
weight exp(−S(eff)[θ]) the standard Hybrid Monte-Carlo
Method[21] was used.
As was noted above we are going to study
semimetal/insulator phase transition which is connected
to dynamical chiral symmetry breaking. To determine
the position of the phase transition we are going to mea-
sure the order parameter of chiral symmetry breaking
– the chiral condensate σ = 〈Ψ¯Ψ〉. In the chiral limit
m = 0; σ = 0 in the chiral symmetric phase and σ 6= 0
in the phase where chiral symmetry is broken.
In addition to the chiral condensate we will calculate
the susceptibility of the chiral condensate χL =
∂σ
∂m
. The
observable related to the susceptibility and sensitive to
the semimetal/insulator phase transition is the logarith-
mic derivative of the chiral condensate R = ∂ lnσ
∂ lnm . In
the chiral limit the R reveals the following properties: in
the chirally symmetric phase σ ∼ m and R → 1. At
the critical point R → 1/δ, where δ is a universal criti-
cal exponent and R→ 0 in the phase with broken chiral
symmetry.
Numerical results. First let us study the case with-
out anisotropy of Fermi velocity in different directions
(ξ1 = ξ2 = ξ3 = 1). In numerical simulation of Dirac
semimetals we used lattice 204. In Fig. 1 the dependence
of σ on β for different fermion masses is presented. It is
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FIG. 2. Susceptibility χ of the chiral condensate as a function
of β for different values of mass m.
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FIG. 3. Logarithmic derivative of R of the chiral conden-
sate as a function of mass m for different values of coupling
constant β.
seen from this plot that the formation of the chiral con-
densate takes place at values of β < βc with critical value
βc ∼ 0.04− 0.06.
In order confirm this result we also studied the suscep-
tibility of the chiral condensate χL =
∂σ
∂m
(Fig. 2) as a
function of β for different values of mass. The plot shows
a clear peak at small values of mass m ≤ 0.005, which
is also an indication of the phase transition. The criti-
cal value of βc determined from the position of the peak
is slightly larger and decreases when the mass decreases.
This behaviour is expected, because it is well-known that
nonzero mass shifts the position of the transition to larger
values of β.
In the Fig. 3 we plot the R as a function of m for
different values of β. Taking into account the proper-
ties of the R discussed above one can conclude that for
β ≥ 0.0475 the system has no gap, while for β ≤ 0.0425
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Straight lines correspond to the fit of all points with EoS (8).
the results indicate the formation of the gap in the chiral
limit. It allows to estimate the critical value of the cou-
pling β = 0.0450±0.0025, which is in the agreement with
the estimation of βc from the data for the condensate.
To estimate the values of βc more precisely we fit the
data with an equation of state (EoS) m = f(σ, β). Mo-
tivated by studied of QED[22] and graphene[14], we ap-
plied the following equation of state:
mX(β) = Y (β)f1(σ) + f3(σ), (8)
where one expands X(β) = X0 +X1(1 − β/βc), Y (β) =
Y1(1 − β/βc) in the vicinity of critical βc. For the left
hand side we used classical critical exponents: f1(σ) = σ,
f3(σ) = σ
3. Such EoS can be easily visualized if one
plots σ2 as a function of m0/σ for various values of β
(Fisher plot). The resulting dependence σ2(m0/σ) form
straight lines, crossing the origin at βc. This Fisher plot
is presented in the Fig. 4. The deviations from straight
lines might be attributed to finite volume effects or to
non-classical critical exponents. The fit of the data in the
vicinity of transition by Eq. (8) is given by the straight
lines on the same Figure. Using this fit we obtained βc =
0.04549(6). The presented error is only statistical. This
value of βc corresponds to the critical coupling α
c
eff =
1.749(2), which is close to the results obtained within
the ladder approximation[19], where critical coupling was
found to be equal αceff = 1.8660.
Having accomplished the study of isotropic Dirac
semimetals we proceed to the anisotropic case which is
parameterized by the parameter ξ3 = ξ < 1 (ξ1 = ξ2 =
1). The study was conducted on the lattice 204 us-
ing the procedure described above for the value of the
ξ = 0.1, 0.2, 0.5. For these values of the ξ the Figures 1-4
are similar to that for the isotropic case. For this reason
we don’t show them here. We have found the following
values of the critical βc: α
c
eff = 1.762(3) for the ξ = 0.5,
αceff = 1.467(10) for the ξ = 0.2 and α
c
eff = 1.150(8) for
4 1.2
 1.4
 1.6
 1.8
 2
 0  0.2  0.4  0.6  0.8  1
Semimetal
α
e
f
f
ξ
Insulator
FIG. 5. The dependence of the critical coupling constant αceff
on the Fermi velocity anisotropy ξ. For αeff > α
c
eff (ξ) the
system is in the insulator phase. Smaller values of αeff <
αceff (ξ) correspond to the semimetal phase. Statistical errors
are smaller than data points. Lines are to guide the eyes.
the ξ = 0.1. So one sees that at ξ = 0.5 the βc is practi-
cally the same as that at ξ = 1. For the values ξ ≤ 0.2
the value of the βc quickly increases with the decreasing
of the ξ. Tentative phase diagram is shown in Fig. 5.
Note that the parameter ξ effectively controls the di-
mension of the system under study. In the isotropic case
ξ = 1 the system is 3-dimensional. At the ξ = 0 the sys-
tem is similar to the stack of 2-dimensional sheets with
Fermi velocity v‖. From quantum mechanics one may ex-
pect that the critical coupling for the 2D system is smaller
than that for the 3D system, what is in agreement with
the phase diagram in the Fig. 5.
Detailed analysis of final volume effects requires con-
siderable computational resources and it will be done in a
separate study. However, in order to estimate the volume
dependence of our results we carried out lattice simula-
tion of Dirac semimetals on the lattice 244 for the asym-
metries ξ = 0.1 and ξ = 1. For the ξ = 0.1 the critical
coupling increases by 5% and for the ξ = 1 the critical
coupling increases by 10%. So this shows that the volume
dependence will not change our results dramatically.
According to the experimental results the effective cou-
pling constants for the Dirac semimetals Na3Bi, Cd3As2
are αeff ≃ 7, αeff ≃ 2 correspondingly. Analysis carried
out in this paper implies that Na3Bi and Cd3As2 are deep
in the insulator phase what contradicts to the experi-
ments. So, our paper rises very important question of the
theory of Dirac semimetals: why such strong interaction
in Dirac semimetals does not lead to dynamical genera-
tion of energy gap in the fermion spectrum? A possible
resolution of this puzzle is that in real world the interac-
tion potential is screened by bound electrons, what was
not accounted in our study. This mechanism is similar
to that observed in graphene [15], where bound electrons
screen the interaction potential at small distances and
shift the position of the phase transition. Another possi-
ble explanation is that due to the renormalization effects
strong interaction can considerably modify the basic pa-
rameters of the theory. Although the study of different
explanation of the raised question is very important it is
beyond the scope of this paper.
Conclusions. In this paper the phase diagram of
Dirac semimetals was studied within lattice Monte-
Carlo simulation. In particular, we concentrated on the
dynamical chiral symmetry breaking which results in
semimetal/insulator transition. We measured the chiral
condensate and the susceptibility of the chiral condensate
for different values of the fermions mass, effective cou-
pling constant and the anisotropy of the Fermi velocity.
Using these measurements we determined the values of
the critical coupling constant of the semimetal/insulator
transition for different values of the anisotropy of the
Fermi velocity. This measurement allowed us to draw
tentative phase diagram of Dirac semimetals.
It turns out that within the Dirac model with Coulomb
interaction both Na3Bi and Cd3As2 known experimen-
tally to be Dirac semimetals would lie deeply in the insu-
lating region of the phase diagram. It probably shows a
decisive role of screening of the interelectron interaction
in real materials, similar to the situation in graphene.
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