conflict situations, they suggested the deferring of a decision as an indicator of conflict. Further experimental findings indicate that it takes longer to reach a decision in avoidance-avoidance conflict situations than in approachapproach conflict situations (e.g., Berlyne, 1957; Böck-enholt, Albert, Aschenbrenner, & Schmalhofer, 1991; Busemeyer, 1985; Dashiell, 1937; Hansen, 1972; Houston, Sherman, & Baker, 1991; Janis & Mann, 1977; Luce, Bettman, & Payne, 1997) .
The purpose of the present study was (1) to introduce a model that actually predicts a decision time pattern depending on conflict situation type and (2) to probe the assumption that decision time can be used as a measure of conflict strength in risky decision making. To test this idea, experimentally multiattribute choice alternatives were constructed. The advantage of multiattribute choice alternatives is that they may have desirable attributes, undesirable attributes, or both. Moreover, the level of desirability/undesirability may vary for each attribute. Finally, the variability of their values can be manipulated for each attribute, so as to test the assumption that uncertainty about the consequences may induce conflict. Conflict will be manipulated by varying the relative desirability of the choice alternatives. The resulting choice probability pattern will depend on the preference for particular attributes and will allow one to infer the type of conflict experienced by the participant. Thus, the choice probability pattern will be used to predict the ordered relations of decision time that presumably indicates the conflict strength.
In the following, I will briefly present a dynamic stochastic decision model for binary multiattribute decision problems, called the multiattribute decision field theory (MDFT), and its specific predictions for decision making in conflict situations. Details-in particular, the mathematical derivations-are given in Diederich (1996 Diederich ( , 1997 . MDFT is a sequential comparison model that extends and generalizes the so-called decision field theory (DFT) of Busemeyer and Townsend (1992, 1993 ) from
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unidimensional to multidimensional (i.e., multiattribute) choice alternatives. Then an experiment will be reported, and the model will be fitted to the data.
MULTIATTRIBUTE DECISION FIELD THEORY
To illustrate the model and its predictions, consider a very simple example. Assume that there are four medical treatments available with three attributes, as is shown in Table 1 . The treatments differ with respect to cost and intensity of pain a patient usually has to endure. Furthermore, the mean time to recover is the same for all four treatments, but the variance of the recovery time differs. Assume that a hypothetical patient, the decision maker (DM), prefers C over A and D over B; then, we would infer that cost is more important than intensity of pain. Thus, we assume that choosing between C and D (both alternatives with low values for cost) evokes an approach conflict, 1 whereas choosing between A and B (both alternatives with high cost) evokes an avoidance conflict. With respect to our hypothesis, we would expect that it would take longer to make a decision between A and B than between C and D. Furthermore, assume that the DM prefers B over A and D over C; then, we would infer that high variability is preferred to low variability (risk seeking), and therefore, we assume that it evokes an approach conflict when choosing between B and D (both alternatives with high variability) and an avoidance conflict when choosing between A and C (both alternatives with low variability), other attribute levels being the same. According to the hypothesis, we would expect that it would take longer to make a decision between A and C than between B and D. For the choice pairs AD and BC, we cannot make any predictions on this qualitative level. However, MDFT, which will be introduced next, accounts for the entire pattern of data.
MDFT provides a formal description of the dynamic evolution of preference during deliberation for multiattribute choice alternatives. The main task is to predict which alternative will be chosen and the time it will take to make that choice.
Deliberation starts at time t = 0, and at each point in time during deliberation, there is a strength of preference, denoted P(t), for choosing one alternative over the other. For example, if a choice is to be made between A and B, P(t) would be the relative strength of preference of choosing A over B at time t. More specifically, a positive value of P(t) represents a preference strength in the direction of favoring A, whereas a negative value of P(t) represents a preference strength in the direction of favoring B. Preference strength is updated from one moment, t, to the next, t 1 t, by an input valence reflecting the momentary comparison of consequences produced by imaging the choice of either A or B. The valence fluctuates because the DM's attention switches back and forth between anticipated consequences.
For multiattribute alternatives, it is assumed that the preference process has a specific input valence V i (t) for each attribute comparison. The DM draws information about the alternatives and their attributes from his or her memory. The possible consequences connected with either alternative are learned from experience and are remembered more or less well. A decision is made as soon as the preference process reaches a preset decision criterion, or threshold, for either of the two alternatives (see Diederich & Busemeyer, 1999) . The dynamics of the preference process is formally described according to the following linear dynamic model (t is a small time unit):
The subscript i refers to the attribute considered at time t, and g i determines the growth or decay of the preference process with respect to attribute i and is related to the distinction between approach and avoidance conflicts. For g > 0, the preference process decays over time, and thus, it takes longer to reach the decision criterion. This describes avoidance-avoidance conflicts. The increments of preference become smaller and smaller, the closer the process is to the decision boundary. It slows down the process, and therefore, it prolongs the time before a decision is made. For g < 0, the preference process accelerates over time, and it takes less time to reach the decision criterion. This describes approach-approach conflicts. The increments of preferences become larger and larger, the closer the process is to the decision criterion. For g = 0, no conflict exists, and the preference process grows linearly over time. The mean valence for each attribute comparison is E[V i (t)] = d i t, where d i , called the drift rate, indicates the direction toward choosing A or B. In particular, for d i > 0, mean preference is directed toward A, whereas for d i < 0, it is directed toward B. The process switches (attention shift) from attribute i to attribute j at a particular rate w ij . That is, attention switches according to a mixture of two subprocesses, W 1 (t) and W 2 (t). At any particular time during deliberation, the attention process may be operating on the basis of one of these subprocesses-say W 1 (t). During the next moment, attention either continues to operate under process W 1 (t) with a probability of w 11 or attention switches with a probability of w 12 = 1 2 w 11 and starts operating on the basis of W 2 (t). Similarly, if attention is operating on the basis of W 2 (t), then during the next moment, attention may continue under W 2 (t) with a probability of w 22 , or may switch to W 1 (t) with a probability of w 21 = 1 2 w 22 . Roe, Busemeyer, and Townsend (2001) also included the notion of multiattribute alternatives in another extended version of DFT, also called MDFT. 3 The basic difference between their approach and the model represented here is that, in the former, the drift rate is a weighted average of the attributes, whereas in the latter, attention switches according to a mixture of the subprocesses. In a sense, one could say that Roe et al.'s MDFT assumes that attributes are processed in parallel, whereas in the approach presented here, the attributes are processed in a serial manner. For details, see Busemeyer and Diederich (2002) . The preference process stops and a decision is initiated as soon as the process reaches a decision criterion,
The criterion is assumed to be set by the DM prior to the decision task. Therefore, the probability of choosing A over B is determined by P(t)'s reaching the positive threshold before reaching the negative threshold. Furthermore, the decision time is defined as the time from the start of the trial until P(t) reaches a threshold bound. Figure 1 illustrates processes for different conflict situations. For simplicity's sake, choice alternatives have only two attributes. In this example, the mean valences, d 1 = .1 and d 2 = .3, are directed toward choosing A. The lines indicates the mean preference. That is, the dotted line represents a pure approach conflict (g 1 , g 2 < 0); the dash-point line represents a pure avoidance conflict (g 1 , g 2 > 0); the dash line represents an approach-avoidance conflict-that is, an avoidance conflict when considering Attribute 1 (g 1 > 0) and an approach conflict when considering Attribute 2 (g 2 < 0). When g = 0 (solid line), no conflict is assumed.
MDFT quantitatively predicts which alternative will be chosen and the time it takes to make that choice. To demonstrate this, consider again the example above. A value of one was assigned to attribute level low, a value of zero to attribute level high. Comparison of two alternatives with respect to an attribute results in a comparison value that is simply taken as the difference between these values. For example, comparing alternatives A and C with respect to cost gives the comparison value 21; comparing A and C with respect to intensity of pain results in 1. For variability for recovery time, let 1 represent low variability, and 0 high variability. Thus, comparing alternatives A and B with regards to this attribute results in 1. This procedure serves to reduce the number of parameters for the model prediction. (Details and all possible comparison values with respect to attributes and alternatives are listed in Appendix A.) Furthermore, these comparison values are weighted according to the DM's mean valence for each attribute. Assume two DMs, both with the same mean valences for cost (most important), intensity of pain, and recovery time (least important), but with different risk attitudes. In particular, let the mean valence (the weight) for the cost attribute be d 1 = .2, for the intensity of pain attribute d 2 = .1, and for variability of recovering time d 3 = .05. The conflict parameter is set to g = .01 or g = 2.01, depending on the type of conflict, the attention switching rate is w ij = .02, and the decision boundary is q = 10. Figure 2 shows the quantitative predictions of MDFT for this example. In particular, the stars and circles refer to the predictions of the risk-aversive and risk-seeking DMs, respectively.
The pattern indicates that predicted choice probabilities and decision times change in a systematic way, depending on the choice alternatives. Consider, for example, the choice pairs AB and CD. The probabilities for choosing A over B and C over D are about the same. However, their corresponding decision times differ considerably. It takes longer to decide between A and B (both alternatives with high costs) than between C and D (both alternatives with low costs). That is, the avoidance conflict for an important attribute-that is, paying a lot of money-prolongs the decision time for making a decision between A and B.
Moreover, the pattern of choice probability and decision time depends on the DM's risk attitude. For the riskseeking DM, B is preferred over A, and D is preferred over C. For the risk-aversive DM, the opposite is true. Now consider choice pairs AC (low variance) and BD (high variance). Here, the model predicts exactly opposite decision time patterns for the risk-seeking (circles) and the risk-aversive (stars) DMs. For the risk-seeking DM, the decision time for AC is longer (avoidance) than for BD. The reverse pattern applies for the risk-aversive DM. That is, the model predicts different choice probabilities and decision time patterns, depending on the in- dividual DM's valence for riskiness. The effect of the growth parameter g is an important feature of the model, and its representation of conflict types is characteristic for both DFT and MDFT. Without assuming a conflict parameter (i.e., g = 0), the decision times for choice pairs AB and CD and for choice pairs AC and BD are about the same. Note that the g in this example only changes its sign, depending on the type of conflict.
These quantitative predictions were derived by assuming specific parameters. However, MDFT makes more general predictions for the given attribute structure, as will be summarized next. In the following, choice probabilities are denoted as Pr(A,B) for choosing A over B. Mean decision times for the choice pairs are labeled RT AB for A and B, and so on. Note that RT AB is the weighted mean decision time for choosing A over B and B over A.
1. Risk Attitude. 4 (a) Assuming that the DM is risk averse, then
and the predicted decision time order is RT AC < RT BD .
(b) If the DM is risk seeking, the inequalities of 1(a) are reversed. 2. Importance of attributes. 5 (a) If the cost attribute is more important for a decision, then
and the predicted decision time order is RT AB > RT CD .
(b) If, however, the intensity of pain attribute is more important, the inequalities of 2(a) are reversed. For the medical example above, the order relations between the probabilities and the decision times are illustrated in Figure 2 , indicated by lines between them.
These predictions are tested in the following experiment that utilizes different attributes but possesses an attribute structure similar to the example.
EXPERIMENT
In order to induce conflict, decisions should have real consequences for the participant. Therefore, the choice alternatives are composed of three attributes: (1) amount of money to be won or lost, (2) intensity of an unpleasant sound, and (3) variability of the duration of that sound. In each trial, the participant may lose or win money and is forced to listen to noise of a particular intensity for a particular amount of time. Note that this attribute structure is similar to the medical example above, while allowing for real consequences.
Since the model is to be evaluated with individual decision-making behavior, estimation of choice probability and decision time requires that the same choice alternatives must repeatedly be presented to the participant. 6 In order to minimize the chance that the participants would simply remember their previous choices, the values of the choice alternatives were not identical but were drawn from distributions. The participants learned the distributions prior to the decision experiment by feedback (see below).
Method
Design. Four alternatives, labeled A, B, C, and D, all having the three attributes in common, were designed. The specific values of the attributes, drawn from truncated normal distributions and rounded to integer numbers, were money to be gained or lost (presented by integer numbers; each unit was worth 0.04 Deutsch Mark), intensities of a noise (presented by integer numbers x in the range from 1 to 40; the actually delivered intensity, in decibels, was x 1 55), and duration of that noise (in seconds). The distributions of the attribute values differed with respect to mean and variance. In particular, A and B had the same negative expected values for money and the same mean intensity level (75 dB) for noise; C and D had the same positive expected values for money and the same mean intensity level (87 dB) for noise. The mean for duration was the same for all four alternatives (15 sec), but the distributions differed with respect to variance-that is, for A and C, the standard deviation was s = 1.1 sec, whereas for B and D, it was s = 5 sec. Thus, A and B were identical with respect to the means but differed with respect to the variance of noise duration. The same holds for C and D. Table 2 shows the means of normal distributions from which the attribute values were drawn. The asterisk ( * ) indicates distributions with standard deviations of s = 5, the remaining distributions having standard deviations of s = 1.1. Altogether, three different sets of parameters were designed, labeled Groups I, II, and III, respectively. They differed only according to the means for money. The resulting six choice pairs were labeled AB, AC, AD, BC, BD, and CD.
Participants. Three women (S1, S3, and S6) and three men (S2, S4, and S5) participated in this experiment. They were all associated with the Psychology Department of Oldenburg University. They were randomly assigned to Group I, II, or III. The participants received required course credits and/or 10 Deutsch Mark per session, plus the amount of money they won during each session.
Procedure. Each trial began with a display of two letters on a computer screen, representing the choice alternatives. The participant was asked to choose one of the two letters by pressing the respective button on a response box. The chosen letter appeared on the screen, and 2 sec later, feedback was delivered; the screen displayed the numerical values of the payoffs produced by each action of that trial. This feedback was followed by the actual delivery of the payoff produced by the letter chosen in that trial. The actual values of the payoffs and the probabilities produced by each action were learned through experience from trial to trial by feedback. The choice responses and decision times (in milliseconds) for each trial were recorded by the computer. The noises were presented binaurally over closed headphones; they were generated by a synthesizer and sampled by a sound card. Each group attended three sessions with 108 trials each for training and five experimental sessions with 108 trials each. Thus, for six choice pairs, 540 experimental trials were recorded for each participant. Figure 3 shows the choice probabilities for all 6 participants. The patterns indicate the more desirable attribute and the risk attitude for each participant. None of the participants made an exact tradeoff between money to be won and intensity level [i. Most notably, 2 participants, S2 and S3, differed from the rest.
Results
First, probabilities for choosing A (or B) (2$, soft) over C (or D) (1$, loud) were considered as an indicators for the DM's importance of attributes. For Pr(A,C) < .5 and Pr(B,D) < .5, it was inferred that money was more important than noise, whereas the opposite applied when Pr(A,C) > .5 and Pr(B,D) > .5. Thus, for 5 out of 6 participants, the most important attribute in deciding for an alternative was money-that is, they were more likely to choose C (or D) over A (or B). For these 5 participants, the mean decision time was predicted to be larger when the participant chose between A and B (the alternatives with negative monetary expectations) than when the participant chose between C and D (the alternatives with positive monetary expectations). For 1 participant (S3) , the alternatives with the highest intensity were the least desirable. For her, the mean decision time for choosing between A and B should have been less than the mean decision time for choosing between C and D.
Second, probabilities for choosing A (or C) (low variability) over B (or D) (high variability) were considered as one indicator for the participant's risk attitude. For Pr(A,B) < .5 and Pr(C,D) < .5, it was inferred that high variability was preferred to low variability. In addition, this attitude to risk was also inferred by comparing the probabilities of choosing A (or B) over C with the probabilities of choosing A (or B) over D. Four out of 6 participants chose the alternatives with the higher variability in duration over the less variable alternatives. For them, the mean decision time for choosing between A and C should be longer than that for choosing between B and D. For the remaining 2 participants, S2 and S3, the mean decision time when choosing between A and C should have been less than when choosing between B and D.
To summarize, according to the basic hypothesis, patterns of choice probability predict decision times. Therefore, for Participants S1, S4, S5, and S6, the predicted decision time order was RT AB > RT CD (since money was more important than noise and, therefore, losing money [both A and B] evoked an avoidance conflict, prolonging the decision time for that choice pair) and RT AC > RT BD (since high risk was preferred to low risk [both A and C] and, therefore, prolonged the decision time for that choice pair). For Participant S3, the opposite order was predicted-that is, RT AB < RT CD (since noise was more important than money and, therefore, listening to loud noises [both C and D] evoked an avoidance conflict, prolonging the decision time for that choice pair) and RT AC < RT BD (since low risk was preferred to high risk [alternatives B and D] ). For Participant S2, the predicted order was RT AB > RT CD (since money was more important than noise) and RT AC < RT BD (since low risk was preferred to high risk). Figure 4 shows the observed decision time for each condition and participant.
With respect to the choice pairs AB and CD, the predicted order could be observed in all 6 participants; the mean difference was significant ( p < .01) for all the participants but S2 (for test results, see Appendix B). According to the hypothesis, conflict strength induced by undesirable values (money to lose, very high intensity of noise) can be measured by decision time. Indeed, the longest decision times could be observed for the most aversive decisions (avoidance-avoidance conflict). Moreover, the results suggest that conflict induced by variability (uncertainty) is also measurable by decision time (comparing choice pairs AC and BD). MDFT predicts the order of decision time qualitatively, depending on the individual choice probability pattern of a DM. That it can also be fitted quantitatively to the data is shown in the following section. In addition, it makes quantitative predictions for the choice pairs AD and BC that cannot be made qualitatively.
FITTING MDFT TO THE DATA
To restrict the model and, thereby, impose a strong restriction on the data, MDFT is fitted to the observed complex choice patterns under the following assumptions.
(1) To account for the finding that effects of sound intensity and duration are additive (Schreiber & Kahneman, 2000) , intensity and duration are not treated as separate attributes but are combined, reducing the number of attributes to two (see Appendix A). (2) Decision criteria are symmetric-that is, there is no a priori bias for any alternative. (3) The rate of switching from one attribute to another is the same for all attributes and is time invariant. (4) The parameters for conflict, evoked by attribute values and/or by risk attitude are the same, although the sign may be different. (5) To further reduce the number of parameters of the model, the parameters of the distributions for generating the alternatives enter into the model parameters. The mean values stated in Table 2 are mapped to 0 and 1 according to magnitude: For each attribute, 0 represents the smaller value, and 1 represents the larger value, similar to the values in Table 1 . Two attributes are compared by determining the difference between their values, similar to the procedure used to construct Table A1 in Appendix A.
Altogether, for each participant there are six model parameters to be estimated from the data (12 independent observations-i.e., six relative frequencies and six mean decision times): d 1 , to determine the mean valence when two alternatives are compared with respect to attribute money; d 2 , to determine the mean valence when two alternatives are compared with respect to attribute intensity; d 3 , to determine the mean valence when two alternatives are compared with respect to variance of duration; g, to determine the growth or decay of the process, depending on the conflict situation; q, the decision criterion; and w ij = w ji , the attention switching rate, for all attributes i, j Î {1,2}, i ¹ j.
These parameters were estimated by minimizing the sum of squared deviations of the observed and predicted choice probabilities and decision times, using the FMIN-SEARCH routine of MATLAB.
The observed choice probabilities and decision times and the predictions of MDFT for all 6 participants are shown in Figure 5 . The model describes the decision times emphasized in this study remarkably well for all 6 participants. MDFT accounts in quantitative detail for the complete set of decision times. Moreover, MDFT captures the pattern of observed choice probabilities, with an exception involving S1. 7 Furthermore, this intricate set of predictions could not have been made without the model.
CONCLUSION
The primary purpose of this study was to investigate the usefulness of decision time as a measure of conflict strength in a risky decision-making situation. The results of the present experiment suggest that decision time can be considered as a measure of conflict induced by both the desirability/undesirability of values and the variability of outcomes for decision making under uncertainty. MDFT accounted for the empirical findings by actually predicting a decision time pattern depending on conflict types. Note that without the theory, the decision time patterns could not be predicted simply on the basis of choice probabilities. That is, the same choice probabilities may be associated with different decision times, and vice versa. Furthermore, the model is able to account for individual differences, which provides a strong test of the model. Four different preference patterns were predicted with respect to risk attitude (risk seeking/risk averse) and to attribute preference (money/noise). Three of these patterns were observed in the data: For 5 participants, the amount of money to win or to lose was the most important attribute in deciding for an alternative; 4 of these were risk seeking, 1 risk avoiding. For 1 participant, the intensity of noise was the most important attribute in deciding for an alternative, and she was risk avoiding. Even with strong simplifying restrictions imposed on the model, MDFT was able to account for these patterns.
The empirical results support Tversky and Shafir (1992) , who suggested that deferring a decision may be considered as one indicator of conflict. Furthermore, MDFT gives a strong theoretical foundation for their ideas in the context of Lewin's psychodynamic approach.
So far, MDFT seems to be the only model to account for the complex pattern of choices and response times of decision making in conflict situations with multiattribute choice alternatives at the individual level, both qualitatively and quantitatively.
APPENDIX A For the example presented in Table 1 , the drift coefficients were determined by weighing the difference values of two attribute comparisons, shown in Table A1 . Low variability of variability of recovery time is labeled by 1; high variability by 0. For each choice pair, indexed i, i = 1, 2, . . . , 6, the drift rate for costs was set to m i 1 (x) = d 1 ? y i 1 2g ? y i 4 ? x; for pain, it was set to m i2 (x) = d 2 ? y i 2 ; and for recovering, it was set to m i3 (x) = 2d 3 ? y i3 2g ? y i4 ? x for the risk-seeking DM and to m i3 (x) = d 3 ? y 3j 1 g ? y i 4 ? x for the risk-aversive DM. The sign of d 3 and g determines the risk attitude. 
