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Abstract TheMulti-mode Resource Constrained Project Scheduling Problem (MRCPSP) is one of the most
important problems in the context of project scheduling. This paper involves aMode identity and Resource
Constrained Project Scheduling Problem (MIRCPSP) to minimize the project makespan. This problem is a
more realistic model and a general case of a multi-mode resource constrained project scheduling problem
in which the set of project activities is partitioned into disjoint subsets, while all activities forming one
subset have to be processed in the same mode. The problem formed in this way is NP-hard, forcing us
to develop a meta-heuristic algorithm, namely, the Genetic Algorithm (GA), to obtain a global optimum
solution or at least a satisfying one. In addition, the Taguchi experimental design is employed as a statistical
optimization technique to calibrate the effective parameters of GA in order to have a robust algorithm.
The meta-heuristic algorithm is compared with an exact branch and bound procedure on the basis of
a computational experiment performed on a data set constructed by the ProGen/πx project generator.
Obtained results show that the performance of the proposed genetic algorithm is quite satisfactory.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The mode identity problem refers to a generalization of
theMulti-mode Resource Constrained Project Scheduling Prob-
lem (MRCPSP). The standard multi-mode resource constrained
project scheduling problem involves the selection of an exe-
cution mode for each activity and determination of the activ-
ity start or finish times, such that the precedence and resource
constraints are met and the project duration is minimized. In
the multi-mode case, all mode-activity assignments are mutu-
ally independent, i.e. assigning a mode to one activity, i, of a
project consisting of a set of n non-preemptable activities does
not necessarily force any other activity to be processed in a spe-
cific mode. In practice, however, situations may occur in which
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same mode [1].
Salewski et al. [2] partitioned the set of all activities into
disjoint subsets, where all the activities forming one subset
have to be performed by the same resources. The time and cost
incurred by processing such a subset depend on the resources
assigned to it. Salewski et al. [2] refer to the resulting problemas
the ModeIdentity and Resource Constrained Project Scheduling
Problem (MIRCPSP), the objective of which is to minimize the
cost of processing. They prove that themode identity problem is
strongly NP-hard. This model is suitable for timetabling, course
scheduling, audit staff scheduling and other assignment-type
scheduling problems.
Literature on solution methods for the mode identity prob-
lem is scant. Salewski et al. [2] have developed a parallel regret-
based biased random sampling approach, RAMSES, which
consists of two stages. In the first stage, priority values are used
to assign modes to subsets of activities. In the second stage,
a schedule is built using a priority-based parallel scheduling
scheme. Afshar-Nadjafi and Rahimi [3] proposed an exact so-
lution procedure, based on the branch and bound algorithm,
for MIRCPSP, in order to minimize the project makespan. Their
algorithm relies on the precedence tree approach and some ef-
ficient bounding rules to solve the problem. After this brief sur-
vey of literature, this paper addresses the resource constrained
evier B.V. Open access under CC BY-NC-ND license.
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consider a project consisting of activities to be scheduled sub-
ject to finish–start precedence relations with zero time lags and
renewable resource constraints. The objective is to minimize
the project duration. Due to the strongNP-hardness ofMIRCPSP,
we propose ameta-heuristic algorithm, called theGenetic Algo-
rithm (GA), to cope with MIRCPSP.
The remainder of this paper is organized as follows.
Section 2 is devoted to the presentation of the problem. In
Section 3, application of the meta-heuristic GA is described.
Section 4 concentrates on tuning the GA parameters through
Taguchi experimental design. Section 5 is devoted to computa-
tional experiment, and, finally, some conclusions are given in
Section 6.
2. Problem description
Themode identity and resource constrainedproject schedul-
ing problem involves the scheduling of project activities in or-
der to minimize the project makespan. In this problem setting,
the set of project activities is partitioned intoU disjoint subsets,
while all activities forming one subset have to be processed in
the same mode. The project is represented by an AON network,
where the set of nodes, N , represents activities, and the set of
arcs, A, represents finish–start precedence constraints with a
time lag of zero. The non-preemptable activities are numbered
from a dummy start activity, 1, to the dummy end activity, n,
and are topologically ordered. According to the classification
scheme of Demeulemeester and Herroelen [4], the problem can
be classified asm, 1/cpm, disc, id/reg, Cmax.
We have the following notation for MIRCPSP:
n Number of activities indexed by j,
K Number of renewable resources indexed by k,
djm Time required to perform activity j in modem,
Hu Specific nonempty subset, u, of activities,
U Number of disjoint subsets of activities, indexed by u,
T Number of time periods, indexed by t ,
rjmk Per-period usage of renewable resource, k, required to
execute activity j in modem,
Rk Per-period availability of renewable resource k,
Mu Number of modes of subset u, indexed bym,
EFT j Earliest finish time of activity j,
LFT j Latest finish time of activity j,
fu The job with the smallest index of subset, Hu,
Pj The set of immediate predecessors of activity j.
We need to define decision variables, xjmt , for the problem
as follows:
xjmt =

1; if activity j is performed in modem
and completed in period t
0; otherwise.
(1)
Based on the definitions above, the mathematical model for
mode identity and the resource constrained project scheduling
problem under the minimum project makespan objective
can be described as follows (derived from Salewski et al.
formulation [2]):
min z =
LFTn
t=EFTn
txn1t , (2)Figure 1: An example network.
Table 1: Partitioning the set of all activities.
Disjoint subset number Activities in subset Modes Selected mode
1 1 1 1
2 2, 3, 5 1, 2, 3, 4 2
3 4, 6 1, 2, 3 4
4 7 1 1
s.t.:
Mu
m=1
LFT fu
t=EFT fu
xfumt = 1 (1 ≤ u ≤ U), (3)
LFT fu
t=EFT fu
xfumt =
LFT j
t=EFT j
xjmt (1 ≤ u ≤ U, ∀j ∈ Hu \ {fu},
1 ≤ m ≤ Mu, |Hu| > 1), (4)
Mu′
m=1
LFT i
t=EFT i
tximt ≤
Mu
m=1
LFT j
t=EFT j
(t − djm)xjmt (1 ≤ u′ ≤ U,
∀i ∈ Hu′ , 1 ≤ u ≤ U, ∀j ∈ Hu, ∀i ∈ Pj), (5)
U
u=1
Mu
m=1

j∈Hu
rjmk
min{t+djm−1,LFT j}
q=max{t,EFT j}
xjmq ≤ Rk
(1 ≤ k ≤ K , 1 ≤ t ≤ T ), (6)
xjmt ∈ {0, 1} (1 ≤ u ≤ U,∀j ∈ Hu, 1 ≤ m ≤ Mu,
EFT j ≤ t ≤ LFT j). (7)
The objective function in Eq. (2)minimizes the project duration.
It is assumed that the dummy start node and dummy end node
can only be processed in a single mode with duration equal
to zero. The constraints in Eq. (3) assure that each activity is
assigned exactly one mode and exactly one finish time. The
constraint set in Eq. (4)maintains themode identity constraints
in which all activities forming one subset have to be performed
in the same mode. Eq. (5) denotes the precedence relations-
constraints. Eq. (6) secure that the per-period availability of
the renewable resources is not violated. Finally, Eq. (7) imposes
binary values on the decision variables.
Figure 1 shows an example of MIRCPSP with 7 activities
where 1 and 7 are dummy activities.
An example of the mode identity structure for this network
is presented in Table 1. The set of activities is partitioned into
four disjoint subsets. The second subset, for example, consists of
activities 2, 3 and 5 for which four possible modes are specified.
All three activities, however, must be executed in the same
mode. If mode 2 is selected, the three activities, 2, 3 and 5 are
executed in the second mode.
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3. Proposed GA
In this section, we describe the Genetic Algorithm (GA),
which is a well-known meta-heuristic that has been success-
fully applied to a noticeable number of project scheduling prob-
lems [5–10], to solve MIRCPSP. In order to increase the quality
of the proposed GA, we implement an efficient local search. We
also consider an exact method based on the branch and bound
algorithm [3] to provide comparable computational efforts for
the GA.
3.1. Preprocessing
This phase is initiated before execution of the GA in order
to reduce the search space. The data reduction procedure has
originally been proposed by Sprecher et al. [11] to increase the
speed of their branch and bound algorithm for theMRCPSP. The
idea behind this procedure is to omit all non-executable modes
from the project data without affecting the optimal makespan.
An execution mode, mj, is called non-executable if we have
rjmjk > Rk for any k ∈ K . Hence, non-executable modes may
be excluded from the project data without losing optimality.
3.2. Solution representation
Kolisch and Hartmann [12] discern between various repre-
sentations for schedules in the development of heuristics for
the RCPSP. The two most important are the Random-Key (RK)
representation and the Activity-List (AL) representation. Hart-
mann and Kolisch [13] deduced from experimental tests that
procedures based on AL representations outperform other pro-
cedures. We use the AL representation to encode a project
schedule and the Serial Schedule Generation Scheme (SSGS)
to translate the schedule representation to a schedule. Since
the minimum project makespan criterion is a regular perfor-
mance measure, i.e. a measure which is non-decreasing in
activity completion times, we may use the serial SGS rule to
construct the schedule. As a result, there is no danger of omit-
ting an optimal schedule by using the serial SGS here.
We represent a feasible solution by a (n+U) element vector.
The first n element is a precedence-feasible permutation of
activities in which each activity j, j = 1, 2, . . . , n has to occur
after all its predecessors and before all its successors (activity
list). The next U element is a list of execution modes for all
subsets of activities (subset’smode assignment). The uth element
of this list defines the execution mode of subset u.
I = ((jI1, jI2, . . . , jIn), (uI1, uI2, . . . , uIU)). (8)
Figure 2 shows an example of the solution representation
related to the mentioned instance in Figure 1 and Table 1.
Having got a feasible solution represented by the vector
described above, the starting times of all activities are then
defined by using the serial SGS. The SGS determines how a fea-
sible schedule is constructed by assigning starting times to the
activities. It sequentially adds activities in the activity list to the
schedule until a feasible complete schedule is obtained, such
that no precedence, resource or mode identity constraint is vi-
olated.3.3. Initial population
The initial population is computed as follows. Starting with
the empty vector, first, we obtain a precedence feasible activity
list by repeatedly applying the following step: The next activity
in the activity list is randomly taken from the set of those
currently unselected activities, all non-dummy predecessors of
which have already been selected for the activity list. Then, we
select randomly an executionmode for each subset of activities.
The same process is repeated for a pre-specified number of
solutions equal to the size of population. Notice that, while each
individual is related to a unique schedule, a schedule can be
related to more than one individual. In other words, there is
some redundancy in the search space, as distinct elements of
the search space may be related to the same schedule.
3.4. Basic scheme
Holland [14] developed theGenetic Algorithm (GA) based on
themechanisms of biological evolution and natural genetics for
solving complex optimization problems. Several mechanisms,
such as natural selection, crossover andmutation, are applied to
recombine existing solutions in order to obtain new ones and to
find an optimal or at least satisfying solution. This method tries
to implement the idea of survival of the fittest in the field of
combinatorial optimization.
The GA starts by computing an initial population, i.e. the first
generation.We assume that the initial population contains pop-
size individuals (chromosomes). Each new generation is made
fromexisting generations using three operations: reproduction,
crossover and mutation. After computing the fitness values of
the individuals, (Pr× popsize) numbers of best individuals are
copied from the current generation into the next, with the
reproduction operator. This strategy is called elitist and itsmain
advantage is that the best solution is monotonically improving
from one generation to the next. Subsequently, the crossover
operation is performed with probability Pc , in which two
parents are selected by a tournament strategywith tour-size =
2 to produce two new (children) individuals (chromosomes).
In the tournament selection with tour-size = 2, first, two
chromosomes are selected randomly, then, a chromosomewith
the best fitness (lower objective function value) is known as
a parent to attend the crossover operation. Afterwards, each
individual of the existing population is considered for mutation
operation with probability Pm. The purpose of mutation is to
ensure that diversity is maintained within the population. To
preserve the population’s former size,we consider Pc = 1−Pr−
Pm. Finally, in order to improve the fitness of the chromosomes,
a novel local search is employed. The chromosome with the
best fitness value (lower objective function value) in the final
generation is the result given by the GA algorithm. Note
that pop-size Pr , Pc and Pm are adjustable parameters of the
algorithm. The algorithms are terminated when the specified
CPU-time limit is exceeded.
3.5. Reproduction
The current population is sorted by best toworst fitness. Top
individuals from the current population are copied unchanged
to the next population. Of course, it can lead to a rapid
population convergence to a local minimum, which, however,
can be overcome by using high mutation rates as described
below.
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3.6. Crossover operator
Crossover is applied to both the activity list and the subset
mode assignment sections. Using crossover, two new individ-
uals, namely, CH1 and CH2, are produced from the parents. The
first stage of the operator is done on an activity list section of the
chromosomes. This crossover operator selects an integer num-
ber, C1, from the interval [1, n]. In the activity list of CH1, the
positions i = 1, . . . , C1 are copied from P1. The activity list
of positions i = C1 + 1, . . . , n in CH1 is taken from P2 in the
same order, such that the corresponding positions in the par-
ent’s activity sequence are preserved. However, the activities
that have already been taken from the P1 may not be consid-
ered again. While the above definition obviously ensures that
each activity appears exactly once in the resulting job sequence,
Hartmann [5] showed that the precedence assumption is also
fulfilled. The activity list of individual CH2 is produced similarly
from P1 and P2. However, positions i = 1, . . . , C1 of the activ-
ity list are taken from the P2, and the remaining positions are
determined by the P1.
The second stage of the crossover operator is done on the
subsetmode assignment section of the chromosomes.We draw
a random integer, C2, from the interval [1,U]. In the subset
mode assignment of CH1, positions i = 1, . . . , C2 are copied
from the P1 and positions i = C2 + 1, . . . ,U are copied
from the P2. The mode assignment section of CH2 is computed
similarly. However, positions i = 1, . . . , C2 are copied from
the P2 and positions i = C2 + 1, . . . ,U are copied from the
P1. Figure 3 illustrates the crossover operation by an example;
suppose C1 = 3, and C2 = 2.
3.7. Mutation operator
Let I = ((jI1, jI2, . . . , jIn), (uI1, uI2, . . . , uIU)) be the chromo-
some that is selected for mutation. When mutation is used, it is
done both on the activity list and subset mode assignment sec-
tions of the chromosome, separately. For an activity list of I , mu-
tation takes place as follows: A random activity, jIa, is selected
from the activity list with position a. The last predecessor, p, of
activity jIa, and the first successor, s, of activity a are identified in
the activity list. Subsequently, a random position, x, is selected
between the last predecessor and the first successor position of
activity a, and activity a is moved to position x. Finally, all activ-
ities between the position of activity a and position x are shifted
to left or right, depending on the related positions of activity a
and position x.
For the subset mode assignment section of I , mutation takes
place as follows: An integer random number, b, is generated
from interval [1,U], and uIb is replaced by a different execution
mode. Mutation operation is shown in Figure 4; set a = 4, x =
6 and b = 2.Figure 4: Mutation operation.
Figure 5: Memory vector.
3.8. Intelligent local search
The convergence time of a classical GA is usually slow [15].
The use of a local search is one of themethods that can improve
the evolution speedofGA. A local search is applied to every child
before it is inserted into the next population. GA performs a
global search, while the local search performs local exploration
around the current chromosomes.
The classical evolutionary algorithms have two weaknesses.
One is that they guide their search by just using fitness or ob-
jective function [16] and another is their high reliance on oper-
ators with a random nature [17]. To improve these weaknesses,
recent studies [18–21] concentrated on developing algorithms
that emphasize the interaction between evolution and learning.
The idea behind these algorithms is to save good and/or bad fea-
tures of previous solutions to improve the quality of the next
solutions.
In this paper, a knowledge-based local search is used to
improve the classical GA. In the proposed local search, a local
exploration is done onboth the subsetmode assignment section
and activity list. The exploration in subset mode is done using a
Memory Vector (MV). MV is an array of binary bits, as shown in
Figure 5. All bits inMV are initially set to zero. During the search
process, the algorithm recognizes which mode assignment can
improve solutions. When a mode is considered to be suitable
for a subset’s mode, the value of the corresponding bit for that
mode is set to 1 and MV is updated. Updating is done by the
NU numbers of best chromosomes in each generation. Figure 6
depicts an example of updating MV, where the first array is
MV before updating, the second and third arrays are the subset
mode assignment section of the two best solutions (NU = 2)
and the last array is the updated MV. According to the two best
solutions,modes 1 and 4have been good assignments for subset
mode u2. This knowledge would be saved in OM by setting bits
m1 andm4 of subset u2 to 1. Also, according to the best solution,
mode 2 is good for u3. However, its corresponding bit in OM
would be unchanged because it was already selected as a good
assignment.
In order to apply MV on the local search for the subset’s
mode assignment section, the following procedure is applied
for every chromosome NL times. A subset is randomly selected
from the subset mode section and its corresponding bits in MV
are identified. Then, a mode is randomly selected from the bits
with value of 1 in MV.
The local search is employed on the activity list section using
the following procedure. One activity, j, is randomly chosen
from the activity list. Then, a position, x, between the nearest
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predecessor and the nearest successor of activity j is randomly
chosen. Finally, activity j is moved to position x and all activities
between activity j and activity in position x+1 (x−1) are shifted
to the left (to the right).
After the local search is done on both the activity list and
the subset mode section, the fitness of the new chromosome is
calculated, and, if it is better than the current chromosome, it
replaces it.
4. Parameter tuning
Full factorial experimentation is an exhaustive approach to
designing experimental investigations and calibrating the pa-
rameters of algorithms [22,23]. When the number of parame-
ters is high, a Fractional Factorial Experiment (FFE) is applied to
reduce the number of required experiments [24]. Taguchi [25]
developed a method based on FFE and offered a set of orthog-
onal arrays for designing experiments of quality improvement
in manufacturing. A comprehensive study of orthogonal arrays
can be found in Hedayat et al. [26].
Taguchi divides factors into controllable and noise factors.
Although there is no direct control of noise factors, the Taguchi
method, using the concept of robustness, minimizes the effect
of noise and determines the optimal level of controllable
factors [25]. The aim is to maximize the Signal-to-Noise (S/N)
ratio, where the term signal denotes a desirable value (response
variable) and noise denotes an undesirable value (standard
deviation).
There are various formulas for the S/N ratio and it depends
on the experimental objective. In general, there are three basic
quality characteristics: smaller is better, larger is better and
nominal is best. Since we are trying to minimize the makespan,
we use the smaller is better type. The corresponding S/N ratio is:
S/N = −10 log

(y)2/n

, (9)
where Y is the response variable and n is the number of exper-
iments. Each level that has a higher value of S/N is selected as
the optimum level.Table 2: Factors and factor levels.
Factor Number of levels Level 1 Level 2 Level 3
PS 3 10 30 50
Pr 3 0.1 0.2 0.3
Pm 3 0.05 0.15 0.25
NU 3 1 3 5
NL 3 10 30 50
Table 3: The orthogonal array designs.
Trial Factors
PS Pr Pm NU NL
1 10 0.1 0.05 1 10
2 10 0.1 0.05 1 30
3 10 0.1 0.05 1 50
4 10 0.2 0.15 3 10
5 10 0.2 0.15 3 30
6 10 0.2 0.15 3 50
7 10 0.3 0.25 5 10
8 10 0.3 0.25 5 30
9 10 0.3 0.25 5 50
10 30 0.1 0.15 5 10
11 30 0.1 0.15 5 30
12 30 0.1 0.15 5 50
13 30 0.2 0.25 1 10
14 30 0.2 0.25 1 30
15 30 0.2 0.25 1 50
16 30 0.3 0.05 3 10
17 30 0.3 0.05 3 30
18 30 0.3 0.05 3 50
19 50 0.1 0.25 3 10
20 50 0.1 0.25 3 30
21 50 0.1 0.25 3 50
22 50 0.2 0.05 5 10
23 50 0.2 0.05 5 30
24 50 0.2 0.05 5 50
25 50 0.3 0.15 1 10
26 50 0.3 0.15 1 30
27 50 0.3 0.15 1 50
In the proposed GA, the factors that should be tuned are
PS, Pr , Pm, NU and NL, where PS is the population size, Pr and
Pm are the reproduction and mutation probabilities, NU is the
number of best chromosomes used for updating Memory, and
UL is thenumber of iterations in the local search. Different levels
of these factors are shown in Table 2. Using MINITAB 16, L27 is
selected as the most fit orthogonal array design to fulfill all our
requirements. This design is shown in Table 3.
Figure 7 shows the average S/N ratio obtained at each level.
According to this table, the optimal levels of PS, Pr , Pm, NU and
NL are 30, 0.2, 0.15, 3 and 30, respectively.
Using MINITAB16, a variance analysis (ANOVA) for SN ratios
is performed and the results are shown in Table 4. This Table
indicates the relative significance of individual factors in terms
of theirmain effect on the objective function. Table 5 is response
table for signal to noise ratios. The last row in these tables ranks
the factors according to their impact degree, where lower rank
means higher impact.
5. Experimental results
In order to validate the proposed genetic algorithm for the
MIRCPSP, a problem set, consisting of 180 problems, was gen-
erated by the project generator, ProGen/πx, which was devel-
oped by Drexl et al. [27], using the parameters given in Table 6.
The indication [x, y] means that the value is randomly
generated in the interval [x, y]. Resource availability is assumed
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Source Degree
of free-
dom (DF)
Seq-SS Adj-SS Adj-MS F-
test
P-
value
PS 2 0.010202 0.010202 0.005101 3.08 0.074
Pr 2 0.013018 0.013018 0.006509 3.93 0.041
Pm 2 0.008878 0.008878 0.004439 2.68 0.099
NU 2 0.000248 0.000248 0.000124 0.07 0.928
NL 2 0.005835 0.005835 0.002918 1.76 0.204
Residual
error
16 0.026516 0.026516 0.001657
Total 26 0.064696
Table 5: Response table for SN ratios.
Level Factors
PS Pr Pm NU NL
1 −34.42 −34.46 −34.44 −34.44 −34.45
2 −34.42 −34.42 −34.41 −34.43 −34.42
3 −34.46 −34.42 −34.45 −34.43 −34.43
Delta(max–min) 0.04 0.05 0.04 0.01 0.03
Rank 3 1 2 5 4
Table 6: The parameter settings for the problem set.
Control parameter Value
Number of activities (non-dummy) 20, 25, 30, 35, 60, 90
Number of execution modes 3
Job subset strength (JSS) 0.5, 0.6, 0.7
Activity durations [1, 10]
Number of initial activities 3
Number of terminal activities 3
Maximal number of predecessors 3
Maximal number of successors 3
Coefficient of network complexity (CNC) 1.5
Resource factor (RF ) 1
Resource strength (RS) 0.5
Number of resource types 2
Activity resource (per period) demand [1, 10]
to be constant over time. For each combination of parameters
(number of activities and job subset strength), 10 problem
instances were generated. The resource factor, RF, reflects the
average portion of resource required per activity. The resource
strength, RS, reflects the scarceness of the resource. The job
subset strength, JSS, introduced by Drexl et al. [27], is an indexwhich determines the number of disjoint subsets of activities,
U , depending on the number of project activities, n, according
to:
U = n(1− JSS) with JSS ∈ [0, 1]. (10)
If JSS = 0, then n activity subsets with one activity per subset
are created. If JSS = 1, then U = 3 activity subsets are created
with u1 = {1} (dummy start activity), u2 = {2, . . . , n−1}, u3 =
{n} (dummy finish activity).
We have coded the proposed GA and the branch and bound
algorithm in Borland C++ version 5.02. The genetic algorithm
has been executed 10 times for each problem to obtain more
reliable data. Computational time is determined to be 50 ms
per activity, and the convergence time of the algorithm for each
problem is reported. The problem set has been solved under
windows XP professional on a personal computer with an Intel
Core2Dou, 2.5 GHz processor and 3 GB memory.
Table 7 presents the computational results of the proposed
GA in comparison to the optimal solution obtained by the
branch and bound algorithm for a different number of activities
and JSS. In order to appraise the efficiency of the suggested local
search, the GA is considered in two versions, with and without
local search. The following notations are defined to evaluate the
performance of the heuristic algorithm:
Classical GA: the GA without local search.
GA-LIO: the GA with local search.
NPO: Number of problems in which B & Bwas able to find an
optimum solution in 1000 s.
NPS: Number of problems in which the GA was able to find
a solution in specified CPU-time limit.
ARD: Average of the GA relative deviation percentages from
the best solution obtained by B & B, GA and GA-LIO. The
relative deviation percentage is obtained by Eq. (11), where
f is the objective function value obtained from the proposed
algorithm for each instance of its execution and f ∗ is the
objective function value of the best known solution.
f − f ∗
f ∗
× 100. (11)
MRD: Maximum of the GA relative deviation percentages
from the best known solution.
ACMT: Average computational time of the B & B algorithm
(in seconds).
ACNT: Average convergence time of the GA (in seconds).
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#Activities JSS #Problems B & B Classical-GA GA-LIO
NPO ACMT NPS ARD (%) MRD (%) ACNT NPS ARD (%) MRD (%) ACNT
20 0.5 10 10 0.352 10 0.12 1.18 0.035 10 0.00 0.00 0.032
20 0.6 10 10 0.249 10 0.96 5.00 0.043 10 0.00 0.00 0.268
20 0.7 10 10 0.081 10 0.06 0.63 0.023 10 0.00 0.00 0.005
25 0.5 10 10 4.428 10 0.18 1.82 0.073 10 0.00 0.00 0.078
25 0.6 10 10 2.243 10 0.07 0.67 0.044 10 0.00 0.00 0.286
25 0.7 10 10 0.754 10 1.32 4.76 0.039 10 0.33 3.33 0.454
30 0.5 10 10 84.476 10 0.56 3.33 0.144 10 0.25 2.50 0.208
30 0.6 10 10 18.542 10 0.10 1.03 0.123 10 0.00 0.00 0.082
30 0.7 10 10 4.842 10 0.67 3.24 0.122 10 0.22 1.48 0.214
35 0.5 10 5 339.782 10 1.17 3.68 0.263 10 0.00 0.00 0.414
35 0.6 10 5 194.776 10 0.49 3.45 0.112 10 0.24 2.41 0.324
35 0.7 10 7 146.826 10 0.47 2.22 0.138 10 0.00 0.00 0.351
60 0.5 10 0 – 10 1.22 3.44 0.327 10 0.39 2.42 0.515
60 0.6 10 0 – 10 1.50 5.00 0.390 10 0.24 1.88 0.415
60 0.7 10 0 – 10 1.45 6.25 0.293 10 0.61 3.25 0.288
90 0.5 10 0 – 10 0.80 4.79 0.669 10 0.44 2.08 0.535
90 0.6 10 0 – 10 1.54 8.95 0.651 10 0.26 2.37 0.713
90 0.7 10 0 – 10 1.04 4.88 0.640 10 0.18 0.95 0.808Table 8: Analysis of variance results for the average relative deviation
percentages of classical GA and GA-LIO.
Paired T for classical GA–GA-LIO
N Mean St. dev. SE mean
Classical GA 180 0.00763 0.01535 0.00114
GA-LIO 180 0.00176 0.00590 0.00044
Difference 180 0.005871 0.012748 0.00095
95% lower bound for mean difference: 0.00430.
T -test of mean difference = 0 (vs. > 0).
T -value = 6.18, P-value = 0.000.
Table 7 indicates that when the number of activities in a
problem is less than, or equal to, 30, B & B can obtain an
optimal solution during 1000 s. Also, Table 7 reveals that when
the number of activities is greater than 30, while there are
many instances the B & B is unable to solve, there is a solution
by the proposed GA. Consequently, B & B obtained optimum
solutions for 107 out of 180 problems in 1000 s, and the GA
solved all problems with low relative deviation and in a much
shorter time. Table 7 also shows that an increase in the job
subset strength, JSS, leads to a decrease in problem complexity,
measured by the average CPU-time.
ARD, for classical GA and GA-LIO algorithms, shows that
GA with local search seems to be a more capable algorithm
than the classical GA. For further analysis, a paired t-test is
used to perform a hypothesis test of the mean difference
between 180 paired observations. Analysis of variance results in
Table 8 shows that null hypothesis is rejected at 95% confidence
level. This implies there is a significant difference between the
average relative deviation percentages of the two methods,
and, therefore, the GA with local search is preferred, with 95%
confidence.
6. Summary and conclusions
In this paper, we present a genetic algorithm for mode
identity and a resource constrainedproject scheduling problem,
in which a set of activities is partitioned into disjoint subsets,
while all activities forming one subset have to be processed in
the same mode. The objective is to schedule the activities, in
order to minimize the project duration.
A genetic algorithmequippedwith an intelligent local search
was applied to solve this problem. In an intelligent local search,a learning module extracts the knowledge from the solutions
obtained by the classical operators of GA and feeds it back to the
algorithm. A memory vector is defined to save the knowledge
obtained by the past solutions. This memory is employed in the
local search to select a better subset mode. Using this approach,
the searching process is guided toward a promising search
space.
In order to have a robust algorithm, we employed the
Taguchi experimental design to calibrate the effective parame-
ters of GA andmake the algorithmmore efficient.We examined
both GAs, with and without local search, using 180 test prob-
lems of different scale, and compared them with the results of
the optimal solution procedure based on the branch and bound
algorithm. The results show that while there is no considerable
difference between the solutions obtained by the GAs and B & B,
the amount of computational time for the proposed methods is
much less than that required by B & B. The results also demon-
strate that the GA with local search, statistically, is more capa-
ble than the classical GA, in terms of average relative deviation
percentages.
References
[1] Drexl, A., Juretzka, J., Salewski, F. and Schirmer, A. ‘‘Newmodeling concepts
and their impact on resource-constrained project scheduling’’, In Project
Scheduling—Recent Models, Algorithms and Applications, J. Weglarz, Ed.,
pp. 413–432, Kluwer Academic Publishers, Boston (1998).
[2] Salewski, F., Schirmer, A. and Drexl, A. ‘‘Project scheduling under resource
and mode identity constraints’’, European J. Oper. Res., 102, pp. 88–110
(1997).
[3] Afshar-Nadjafi, B. and Rahimi, A. ‘‘An exact solution procedure for
mode identity and resource constrained project scheduling problem’’,
In Recent Researches in Applied Mathematics, N. Mastorakis, V. Mladenov,
M. Demiralp and Z. Bojković, Eds., pp. 20–26, WSEAS Press, Athens (2010).
[4] Demeulemeester, E. and Herroelen, W., Project Scheduling: A Research
Handbook, Kluwer Academic Publishers, Boston (2002).
[5] Hartmann, S. ‘‘A competitive genetic algorithm for resource-constrained
project scheduling’’, Naval Res. Logist., 45, pp. 733–750 (1998).
[6] Ozdamar, L. ‘‘A genetic algorithm approach to a general category project
scheduling problem’’, IEEE Trans. Syst. Man Cybern. Part C Appl. Rev., 29,
pp. 44–59 (1999).
[7] Hartmann, S. ‘‘Project scheduling with multiple modes: a genetic
algorithm’’, Ann. Oper. Res., 102, pp. 111–135 (2001).
[8] Hartmann, S. ‘‘A self-adapting genetic algorithm for project scheduling
under resource constraints’’, Naval Res. Logist., 49, pp. 433–448 (2002).
[9] Alcaraz, J., Maroto, C. and Ruiz, R. ‘‘Solving the multi-mode resource-
constrained project scheduling problem with genetic algorithms’’, J. Oper.
Res. Soc., 54, pp. 614–626 (2003).
B. Afshar-Nadjafi et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 824–831 831[10] Elloumi, S. and Fortemps, P. ‘‘A hybrid rank-based evolutionary algorithm
applied tomulti-mode resource-constrained project scheduling problem’’,
European J. Oper. Res., 205, pp. 31–41 (2010).
[11] Sprecher, A., Hartmann, S. and Drexl, A. ‘‘An exact algorithm for project
scheduling with multiple modes’’, OR Spektrum, 19, pp. 195–203 (1997).
[12] Kolisch, R. andHartmann, S. ‘‘Heuristic algorithms for solving the resource-
constrained project scheduling problem: classification and computational
analysis’’, In Project Scheduling: Recent Models, Algorithms and Applications,
J. Weglarz, Ed., pp. 147–178, Kluwer Academic Publishers, Boston (1999).
[13] Hartmann, S. and Kolisch, R. ‘‘Experimental evaluation of state-of-the-
art heuristics for the resource-constrained project scheduling problem’’,
European J. Oper. Res., 127, pp. 394–407 (2000).
[14] Holland, H.J., Adaptation in Natural and Artificial Systems, University of
Michigan Press, Ann Arbor (1975).
[15] Moscato, P. and Norman, M. ‘‘A memetic approach for the traveling
salesman problem: implementation of a computational ecology for com-
binatorial optimization on message-passing systems’’, The International
Conference on Parallel Computing and Transputer Applications, Amsterdam
(1992).
[16] Wang, L. ‘‘A hybrid genetic algorithm-neural network strategy for
simulation optimization’’, Appl. Math. Comput., 170(2), pp. 1329–1343
(2005).
[17] Reynolds, R.G. ‘‘An introduction to cultural algorithms’’, The Third Annual
Conference on Evolutionary Programming, Singapore, pp. 131–139 (1994).
[18] Ho, N.B., Tay, J.C. and Lai, E.M.K. ‘‘An effective architecture for learning
and evolving flexible job-shop schedules’’, European J. Oper. Res., 179(2),
pp. 316–333 (2007).
[19] Louis, S.J. and McDonnell, J. ‘‘Learning with case-injected genetic
algorithms’’, IEEE Trans. Evol. Comput., 8(4), pp. 316–328 (2004).
[20] Michalski, R.S. ‘‘Learnable evolution model: evolution process guided by
machine learning’’,Mach. Learn., 38(1), pp. 9–40 (2000).
[21] Xing, L.N., Chen, Y.W., Wang, P., Zhao, Q.S. and Xiong, J. ‘‘A knowledge-
based ant colony optimization for flexible job shop scheduling problems’’,
Appl. Soft Comput., 10, pp. 888–896 (2010).
[22] Montgomery, D.C.,Design and Analysis of Experiments, 5th Edn.,Wiley, New
York (2000).
[23] Ruiz, R., Maroto, C. and Alcaraz, J. ‘‘Solving the flowshop scheduling prob-
lem with sequence dependent setup times using advanced metaheuris-
tics’’, European J. Oper. Res., 165(1), pp. 34–54 (2005).[24] Cochran, W.G. and Cox, G.M., Experimental Designs, 2nd Edn., Wiley, New
York (1992).
[25] Taguchi, G., Introduction to Quality Engineering, Asian Productivity
Organization, Tokyo (1986).
[26] Hedayat, A.S., Sloane, N.J.A. and Stufken, J., Orthogonal Arrays: Theory and
Applications, Springer-Verlag, New York (1999).
[27] Drexl, A., Nissen, R., Patterson, J.H. and Salewski, F. ‘‘ProGen/πx—an
instance generator for resource constrained project scheduling problems
with partially renewable resources and further extensions’’, European J.
Oper. Res., 125, pp. 59–72 (2000).
Behrouz Afshar-Nadjafi received his Ph.D. degree in Industrial Engineering
from Sharif University of Technology in 2008 and is currently Assistant
Professor and Graduate Programs Manager of Industrial Engineering at the
Islamic Azad University, Qazvin Branch, in Iran. His research interests include:
project scheduling, and inventory and production planning. More specifically,
he is working on modeling and solution methods including exact procedures,
meta-heuristic algorithms and artificial intelligence techniques regarding
discrete optimization problems in reality.
Amir Rahimi completed his B.S. and M.S. degrees, both in Industrial
Engineering, at the Islamic Azad University, Qazvin Branch, Iran, in 2007 and
2010, respectively. His research interests include: applications of operations
research in project and production scheduling. More specifically, he is working
on modeling and solution methods, including exact procedures, meta-heuristic
algorithms and artificial intelligence techniques.
Hamid Karimi received his B.S. degree in Computer Software Engineering
from the Islamic Azad University, Zanjan Branch, Iran, and his M.S. degree
in Industrial Engineering from the Islamic Azad University, Qazvin Branch, in
Iran. His research interests include: exploration of the applications of Multi-
Objective Decision Making (MODM), simulation, branch and bound algorithm
and meta-heuristic algorithms in the areas of manufacturing systems design,
reliability and project scheduling.
