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Abstract
Does machine learning and AI ensure that social biases thrive ? This
paper aims to analyse this issue. Indeed, as algorithm are informed by
data, if these are corrupted, from a social bias perspective, good machine
learning algorithms would learn from the data provided and reverberate
the patterns learnt on the predictions related to either the classification
or the regression intended. Therefore, if the data sets are capturing the
way society behaves whether it is positive or negative, then this would
be reflected by the models. Using credit scoring data sets as provided by
financial institutions in the US, our objective is to assess how much social
biases are transmitted from the data into the scoring approach. Relying
on Random Forests and SVM approaches, we details the results obtained
and measure how much these biases can impact people’s access to loans1.
Keywords: SMOTE - Machine Learning - Social Bias - Credit Scoring
- Random Forest - SVM
1 Introduction
Does machine learning and AI ensure that social biases thrive ? As algorithms
learn from data, if these are corrupted, from a social bias perspective, not neces-
sarily from a data quality point of view, then, a good machine learning algorithm
would learn from the data provided and reverberate the patterns learnt on the
predictions related to either the classification or the regression intended. There-
fore, if the data sets are capturing the way society behaves whether it is positive
or negative (discrimination towards gender, ethnicity, among others), then this
would be reflected by the models. It is also important to mention that some
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forms of discrimination might not be directly captured; for instance, if someone
faces discrimination in their workplace, then this is likely to be reflected in her
remuneration and mechanically in her access to loans. And a good algorithm,
will naturally score these discriminated people at a lower level.
Therefore, the question arises, what does machine learning do but replicate pat-
terns identified in a data set? Essentially, it captures all features characterizing
a phenomenon and then relies on them to make predictions. However, these
features may characterize not only the intended phenomenon but might also be
informative in characterizing other phenomena, categories of features, or classes.
For instance, someone with a low income may be related to the fact that her
loan request is not approved, but may also reflect that they are relatively poor,
having a “blue collars” job as well as their gender, ethnicity, location of their
home, and so on. In other words, societal biases are naturally and mechanically
captured in data, and therefore, we believe that these might be captured and
replicated by machine learning algorithms. If these algorithms are used for loan
approval or credit scoring purposes, then they might not only replicate these
biases but may also validate them as normal and transmit them over time, as
the new data would be subsequently used to assess future customers’ requests.
Furthermore, financial institutions profit generating paradigm and regulations
have the negative effect of ensuring that the system cannot correct itself. Cer-
tainly, prudential rules do not allow financial institutions to take more risk than
what is prescribed.
Therefore, in this paper we intend to address the following. If we think that
a model is not socially biased then the data used to assess the suitability of
a loan should not give any information regarding either gender or ethnicity of
the applicants. However, we have seen from numerous reports that the world
thrives with inequality, for instance, inequality in remuneration. However, it is
generally accepted that income is one of the main elements for a bank to accept
a loan request. Therefore, in this paper, using credit data, we will try to predict
both the ethnicity of the applicants and their gender. We assume that if we are
able to predict either of these from a data set used for credit scoring, then it
means that the intrinsic characteristics of each population will be spilled over
on their access to loans. Thus, it would be necessary to correct the rating for
the bias identified while ensuring that regulatory requirements are fulfilled.
In this paper, after providing evidence of social and societal biases, we will
present the data sets. In the third section, we will present the approach and
discuss the results obtained. The last section offers a conclusion.
2 From Social to Societal Bias: Evidence
According to the Cambridge dictionary, bias implies the “action of supporting
or opposing a particular person or thing in an unfair way”. It is worth men-
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tioning that this bias might be unconscious i.e., the person with the bias is not
aware of it, or worst, this bias might just be a result conforming to the norm, as
norms are behaviors that are self-enforcing at the group level and are not nec-
essarily positive as it is just something followed by the masses. Social biases, to
be precise, occur when we unknowingly or deliberately make a judgment about
certain individuals, groups, races, opinion, and so on, due to preconceived no-
tions about the group. These can be both positive and negative beliefs and are
often instilled in us based on our own culture and environment. Societal biases
occur when social biases become the norm.
Social biases have been reported in many papers either from NGOs, for ex-
ample see [Hegewisch and Hartmann, 2018] ,[ons, 2019], [Holmes, 2019], or aca-
demics see [Levinson and Smith, 2012] or [Hall et al., 2016] among others2. As
observed earlier, it is clear that both gender gaps and ethnicity gaps exist in
remuneration; thus, it is not unlikely that these gaps are replicated in consump-
tion, access to goods, education and access to loans, though these remain to
be proved. In the next section, we will present the data sets used to test our
hypothesis.
3 Data Sets
We analysed several data sets used for scoring purposes provided by financial in-
stitutions containing information about both gender and ethnicity. These data
sets are publicly available on either the Kaggle website or UCL’s Github. Fig-
ures 1 and 2 provide numerous statistical pieces of information regarding the
fields of each data set, such as distributions, number of elements per category,
and so on. The first data set we refer to as the “Ethnicity Set” contains in-
formation about the income of the applicants, current rating, credit limit, the
number of credit cards they possess, age, level of education, gender, marital
status, ethnicity, and current balance. The second data set, referred to as the
“Gender Set”, contains information about the gender of the applicants, marital
status, whether they have dependents, level of education, whether they are self
employed or not, income, income of the co-applicant, the amount of the loan
requested, the term of the requested loan, credit history, the location of their
current property and the status of their loan. It is important to mention that
though one of the data set contains both ethnicity and gender, we opted for two
different data sets to ensure the robustness of our analysis by not relying on a
single set of information.
Regarding the “Gender Set”, to improve the quality of the adjustments, some
features have been engineered as follows:
1. Applicant Income / (Coapplicant Income + 1)
2Numerous sources from both Public Policy and Law departments of Universities, in par-
ticular, have been identified.
3
2. Loan Amount / Applicant Income
3. Applicant Income / (Dependents + 1)
4. Loan Amount Term / Applicant Income
These are not used all the times and, results obtained are compared to those
obtained considering alternative modelling strategies.
Figure 1: This table provides the descriptive statistics of the ”Ethnicity Set”.
In Figure 3, the income by ethnic group has been represented. In the data set
provided, we observe that all ethnic groups have very similar incomes, in other
words, the data set is homogeneous, and is therefore not necessarily represen-
tative of the general population in terms of income gaps as presented in the
aforementioned official reports.
In Figure 4, we represented the income by gender; as can be observed, the sam-
ple is consistent with what has been reported internationally; there is a clear
gap in terms of remuneration, and women are clearly earning less than men on
average. Unfortunately, since the type of employment is not shown, it is not
possible to investigate the matter further, but there is no reason why this should
affect our reasoning, as any inequality would be reflected in this manner.
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Figure 2: This table provides the descriptive statistics of the ”Gender Set”.
Regarding the average monthly income of women in the data set considered,
we observed an average of 4530.468 dollars, while for men, this average went
up to 5769.968 dollars. The quantiles representing the income distribution are
provided in Table 1.
0% 25% 50% 75% 100%
Women
210 2870 3655 4727 19484
Men
150 2980 3859 5827 81000
Table 1: This table presents the quartiles of both women and men distributions
of income.
From a ethnicity point of view, the mean for African Americans is 44698.37,
Asians is 40144.45 and Caucasians 38939.95 dollars. As for gender related data,
the quantiles representing the income distribution are represented in Table 2.
We see in the ethnicity data that it is unbiased, in the sense that the distribution
of revenue for the three ethnic groups in the data set have revenues in the same
range. As such, it is not representative of what has been reported in the various
reports aforementioned. Therefore, we will also modify the income of these
group by changing the income by a certain coefficient, as such we will create an
alternate data set were African American are earning 25% less that Caucasian
and Asian 10% less bringing the average down to 33523.78 for African American
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Figure 3: This figure presents four histograms. On the top left end corner,
four histograms are represented simultaneously representing the distribution of
income in the data set along the distribution of income of each ethnic group.
The three other histograms depict the distribution of income for each ethnic
group, i.e. Caucasian, African American and Asian.
0% 25% 50% 75% 100%
African American
1409 19445 33017 54860 186634
Asian
177 15514 27732 52958 180379
Caucasian
12 16293 30002 53943 182728
Table 2: This table presents the quartiles of African American, Asian and Cau-
casian distributions of income, prior to alteration of the data set.
and 36130.01 for Asian. In Table 3, the quantiles of the modified data are
provided, and Figure 5 and Figure 6 depict the histogram respectively related
to the original “Ethnicity Set” and the modified one.
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Figure 4: This figure presents four histograms. On the top left end corner, three
histograms are represented simultaneously showing the distribution of income
in the data set along with the distribution of income of each gender group. The
three other histograms depict the distribution of income for each gender group.
The last histogram represents the tail of the income distribution, showing that
over a certain threshold, women are not represented anymore.
0% 25% 50% 75% 100%
African American
1057 14583 24763 41145 139976
Asian
159 13963 24959 47662 162341
Caucasian
12 16293 30002 53943 182728
Table 3: This table presents the quartiles of African American, Asian and Cau-
casian distributions of income, after alteration of the data set.
4 Methodology
In this paper, we assume that for a credit scoring data set to be unbiased, the
information contained should not be indicative, in any way, of either the gender
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Figure 5: This figure presents four histograms. These histograms have been
obtained using altered data. On the top left end corner, four histograms are
represented simultaneously, showing the distribution of income in the data set
along with the distribution of income of each ethnic group. The three other his-
tograms depict the distribution of income for each ethnic group, i.e. Caucasian,
African American and Asian.
or the ethnicity of the customers. Therefore, our main objective is to try to
predict both gender and ethnicity of customers based on data used for credit
scoring purposes. Though this paper would gain from being tested on larger or
different data sets, the results obtained implementing the following approaches
are easily extendable. Furthermore, it is worth mentioning that though in most
countries the ethnicity of customers is not given, if the data contains informa-
tion characterizing a certain group, then not having an explicit field does not
alter the problem. In other words, in our data set, the fact that we have the
ethnic group only allows testing our hypothesis.
The first step is to test whether the data are actually usable for credit scoring
purposes. In other words, we are going to test if it is possible to perform a
regression to predict the scores using the “Ethnicity Set” and if it is possible to
perform a classification to predict whether their application will be approved or
not using the “Gender Set”.
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Figure 6: This figure presents three histograms. These histograms have been
obtained using combining African American and Asian data. At the top left
end corner, three histograms are represented simultaneously showing the distri-
bution of income in the data set along with the distribution of income of each
ethnic group. The two other histograms depict the distribution of income for
each ethnic group, i.e. Caucasian, and the combination of African American
and Asian groups.
Two machine learning approaches have been implemented in this paper. Fol-
lowing [Guegan and Hassani, 2018] and [Addo et al., 2018], we initially used a
random forest for classification and regression purposes growing 750 trees. Ran-
dom forests operate by constructing a multitude of decision trees at training time
and producing the class as the output according to the mode of the classes or
the mean prediction of each individual trees respectively. Random forests cor-
rect for decision trees over-fitting tendency [Breiman, 2001]. For bench-marking
purposes and following [Lessmann et al., 2015] we also implemented a support-
vector machine approach (SVM) which is a supervised learning model. When
labelled training data sets are given, the SVM algorithm builds a model that as-
signs new examples to one category or the other, making it a non-probabilistic
binary linear classifier. A SVM model represents the examples as points in
space, mapped so that theses are separated in two categories. New data points
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are then mapped into that same space and predicted to belong to a category. If
the data are highly unbalanced, a Synthetic Minority Over-sampling Technique
(SMOTE) approach has been used, allowing to create synthetic data points with
similar characteristics ([Chawla et al., 2002]).
To evaluate the quality of the regression we will use the mean squared error (mse)
and for the classifications the F1-Score which is equal to 2× precision×recallprecision+recall .
4.1 Ethnicity Set
For the “Ethnicity Set”, in a first step, the sample is split. A total of 75% of
the initial set is used for training purposes and 25% for testing purposes. The
results of the credit scoring are provided in Table 4. Here, the mse is equal to
0.008210515. Therefore, we observe that the data set can be used for scoring
purposes. We also prepared an intermediary data set, in which we did not have
3 ethnic groups but only 2, i.e., Caucasian and other. A similar approach is used
to assess the score and the mse obtained is equal to 0.0008903203, validating
the use of this alternative data set.
Using these data sets to predict the ethnic group of the customers, we obtained
F1-scores of 0.6507937 and 0.5154639 respectively. This demonstrates that with-
out any modification, the data are already containing information regarding the
ethnic affiliation of the bank customers. Figure 7 also provides the weight of
each variable in the predictions, and it appears that the factors related to the
financial wealth of the applicants are predominant, i.e., the current credit limit,
the money available on their bank account and their income. Thus, it is not
surprising that people earning less money have lower accessibility to credit.
In the case of ethnicity, as mentioned before, we saw that there were no discrep-
ancies in the data set between the various ethnic groups. Using the initial data,
we were not in a position to properly predict the classification of any person in
the appropriate group. However, after modifying the revenues of the different
ethnic groups as well as the related elements such as ratings, when we tried
to reclassify, the results were spectacular, the quality of the classification as
given by the F1-score was 0.7 when we used 3 categories, and 0.9863014 when
we used an oversampling strategy. In other words, a sample representative of
what the report referred to in the introduction would mechanically engender
the transmission of societal biases into the scoring results.
Data as provided 0.0008210515
Data “2 categories” 0.0008903203
Table 4: This table presents the mean squared error obtained for the random
forest regression performed using the ”Ethnicity Set” for credit scoring purposes.
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Figure 7: This figure presents the graph of ”variable importance” for the ”Eth-
nicity Set”.
Data as provided 0.6507937
Data “2 categories” 0.5154639
Data Modified 0.7
Data Modified Smote 0.9863014
Table 5: This table presents the F1-score obtained for the random forest classi-
fication performed using the ”Ethnicity Set” for ethnicity prediction purposes.
4.2 Gender Set
As for the “Ethnicity Set”, the “Gender Set” was split: 75% of the initial set was
used for training purposes and 25% for testing purposes. Once again, in the first
step, we checked if the data set was adequate for credit scoring purposes. The
results regarding the loan approval predictions are provided in Table 6. Using
a Random Forest and a SVM, the F1-scores obtained, 0.5052632 and 0.3030303
respectively are not sufficient to validate the hypothesis. We initially assumed
that the features might be informative, but once again the F1-scores obtained,
respectively 0.5 and 0.2790698 are not sufficient to validate this subsequent hy-
pothesis. After further investigation, we observed the fact that the data set
was unbalanced, i.e., there was a lot more approval than refusal (however not
unbalanced enough to provide unreliable results) in the data set. To overcome
that issue, we implemented a SMOTE strategy allowing rebalancing the data
set. The SMOTE approach was implemented to increase the size of the infor-
mation set related to unapproved loans. Following this procedure, the F1-scores
increased to 0.8295189 and 0.7883529 respectively. Adding up feature engineer-
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ing, the F1-scores went up to 0.843418 and 0.8054146 respectively. Therefore,
the data set can be used for scoring purposes. Figure 8 presents the “variable
importance” graph showing that on this data set, the applicant income is the
factor driving the results.
Figure 8: This figure presents the graph of ”variable importance” for the ”Gen-
der Set”.
Random Forest Support Vector Machine
Data as provided 0.5052632 0.3030303
Features Engineered 0.5 0.2790698
Smote 0.8295189 0.7883529
Smote Features Engineered 0.843418 0.8054146
Table 6: This table presents the F1-Score obtained for the random forest classifi-
cation performed using the ”Gender Set” for loan approval prediction purposes.
Considering the prediction of the customers’ gender, the results are following
the same patterns, i.e., the F1-scores are very low when the data used are
not altered. The F1-score obtained on the raw data are 0.3333333 for the
random forest and 0.5 for the SVM. Using feature engineering, the result is
0.3666667 and 0.4507042 respectively. However, once the smote approach has
been implemented, the results increase respectively to 0.8583765 and 0.7854478,
and to 0.8773748 and 0.7989691, once some new features had been engineered.
To conclude, the same data set can be used for both credit scoring and gender
prediction purposes.
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Random Forest Support Vector Machine
Data as provided 0.3333333 0.5
Features Engineered 0.3666667 0.4507042
Smote 0.8583765 0.7854478
Smote Features Engineered 0.8773748 0.7989691
Table 7: This table presents the F1-score obtained for the random forest classi-
fication performed using the ”Gender Set” for gender prediction purposes.
5 Conclusion
In this paper, our objective was to assess if societal biases were captured into
credit scoring, and the assumption we made was that if societal biases were not
included, then factors characterising credit scores would be sufficiently different
from those that can characterize either men, women or any ethnic groups. If the
data used to score customers can be used to predict any sensitive information,
and if the data are socially biased then the credit score will also be biased.
The most interesting part of the analysis is the fact that results obtained to
score customers can be used to predict if the gender or the ethnicity of the
customers and thus all social biases translated in the data are mechanically in-
cluded in the scores, and therefore, discrimination is mechanically translated
into loan supply, and kept in the data sets for training purposes ensuring that
such discrimination continues and is potentially reinforced.
What is quite interesting is that it could be possible to unbias the datasets,
however, if we consider that a customer with a lower revenue is riskier for a bank
than a customer with a higher revenue, then correcting the biases by ensuring
that social biases are not captured in the data could lead financial institutions
to take higher risks. Thus, one may wonder if the solution would not come from
the regulator itself. Another aspect appeared in this analysis, if the data set is
homogeneous, it becomes complicated to predict either the gender or the ethnic
groups though it would still be possible to score the customer. Unfortunately,
this might lead to fully unbalanced subsamples in which we would have non
approved loans on one side and approved loans on the other. Unbiasing either
the data set or the algorithm will be the topic of our next paper, though we
will have to address the issue carefully considering that unbiasing a data set is
likely to engender an opposite bias.
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