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The global Arnoldi method can be used to compute exterior eigenpairs of a large non-
Hermitian matrix A, but it does not work well for interior eigenvalue problems. Based
on the global Arnoldi process that generates an F-orthonormal basis of a matrix Krylov
subspace, we propose a global harmonic Arnoldi method for computing certain harmonic
F-Ritz pairs that are used to approximate some interior eigenpairs. We propose computing
the F-Rayleigh quotients of the large non-Hermitianmatrixwith respect to harmonic F-Ritz
vectors and taking themas newapproximate eigenvalues. They are better andmore reliable
than the harmonic F-Ritz values. The global harmonic Arnoldimethod inherits convergence
properties of the harmonic Arnoldi method applied to a larger matrix whose distinct
eigenvalues are the same as those of the original given matrix. Some properties of the
harmonic F-Ritz vectors are presented. As an application, assuming that A is diagonalizable,
we show that the global harmonic Arnoldi method is able to solve multiple eigenvalue
problems both in theory and in practice. To be practical, we develop an implicitly restarted
global harmonic Arnoldi algorithmwith certain harmonic F-shifts suggested. In particular,
this algorithm can be adaptively used to solve multiple eigenvalue problems. Numerical
experiments show that the algorithm is efficient for the eigenproblem and is reliable for
quite ill-conditioned multiple eigenproblems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Consider the large matrix eigenproblem
Aϕi = λiϕi, (1)
where A is an n × n large diagonalizable matrix, and the (λi, ϕi) are the eigenpairs of A with the Euclidean norm ‖ϕi‖ =
1, i = 1, 2, . . . , n.
Over the past two decades, interior eigenproblems have arisen in many applications and they have been receiving much
attention [1,2]. For example, eigenvalues in the middle of the spectrum are needed for studying tidal motion [3], adaptive
polynomial preconditioning [4,5], and Richardson’s iteration [6], and the stability analysis in computational fluid dynamics
needs estimates of interior eigenvalues [7]. Other applications include power system simulations [8], weather forecasting
models, molecular chemistry, and so on. In this paper, we are interested in the interior eigenproblem that requires some
interior eigenvalues of A nearest to a target point τ and/or the associated eigenvectors.
I Supported in part by theNational Science Foundation of China (No. 10771116) and SpecializedResearch of theDoctoral Programof theHigher Education
(20060003003).∗ Corresponding author.
E-mail addresses: duancy04@mails.thu.edu.cn (C. Duan), jiazx@tsinghua.edu.cn (Z. Jia).
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.01.049
846 C. Duan, Z. Jia / Journal of Computational and Applied Mathematics 234 (2010) 845–860
Jbilou et al. [9] proposed global projectionmethods for solvingmatrix equations. Since then, various globalmethods have
been used to solve linear systems with multiple right-hand sides, matrix equations and model reduction problems [10–14].
To our knowledge, however, nothing has been done to explore a global projection method for solving eigenproblems. We
have recently proposed a global Arnoldi method for large eigenproblems in [15]. The method exploits the global Arnoldi
process to construct an F-orthonormal basis of the matrix Krylov subspace generated by an n× s starting matrix V1 with the
Frobenius norm one and computes the F-Ritz pairs to approximate some of the eigenpairs of A. It is shown that the global
Arnoldi method is well suitable for computing exterior eigenpairs of A in [15].
In principle, by applying the powermethod to the shift-and-invertmatrix (A−τ I)−1 thatmaps the eigenvalues nearest to
τ into the exterior ones of (A− τ I)−1, wemight solve the interior eigenvalue problem [16]. In order to identify approximate
solutions in better Krylov subspaces, the Arnoldi method [17] and the global Arnoldi method [15] might be applied to
(A− τ I)−1 for solving the interior eigenvalue problem. However, at each step we have to solve the linear systems with the
coefficient matrix A− τ I . For A large, factorizing A− τ I is generally impractical and prohibited due to high computational
cost and/or excess storage requirement. This makes the interior eigenproblem very difficult. Alternatives to avoid this
are harmonic projection methods [18–20,1,2], which implicitly work on (A − τ I)−1 and avoid solving the large linear
systems.
In this paper, based on the global Arnoldi process starting with V1 and motivated by the harmonic projection principle,
we propose a global harmonic Arnoldi method for large non-Hermitian interior eigenproblems. The method computes so-
called harmonic F-Ritz pairs and uses some of them to approximate the desired interior eigenpairs of A. We suggest using
the F-Rayleigh quotients of Awith respect to the harmonic F-Ritz vectors as new approximate eigenvalues. They are better
and more reliable than the harmonic F-Ritz values. Just as in the usual harmonic Arnoldi method, it appears that the global
harmonic Arnoldi method avoids solving the linear systems involving A − τ I and is particularly suitable for computing
interior eigenpairs of A.
The global harmonic Arnoldi method has a fundamental difference from the usual harmonic Arnoldi method in that
there are s harmonic F-Ritz vectors associated with each harmonic F-Ritz value to approximate the same eigenvector ϕ but
the corresponding s residuals have comparable sizes. As a result, we can simply take any one of them as an approximate
eigenvector instead of computing them all together. We prove that the harmonic F-Ritz values are equal to the usual
harmonic Ritz values of a larger matrix with each eigenvalue of A as an s multiple one with respect to a closely related
Krylov subspace, and the harmonic F-Ritz pairs are at least as accurate as the usual harmonic Ritz pairs. This shows that the
global harmonic Arnoldi method inherits convergence properties of the usual harmonic Arnoldi method. However, similar
to the harmonic projection methods [21], we will see that the global harmonic Arnoldi method may fail to find a desired
eigenvalue λ if it is very close to τ ; that is, the method may miss λ if it is very close to τ . To this end, we propose computing
the F-Rayleigh quotient of A with respect to the harmonic F-Ritz vector as a new approximate eigenvalue. This is more
accurate and reliable and converges to λ once the harmonic F-Ritz vector converges to ϕ, no matter how close τ is to λ.
Next we pay special attention to the multiple eigenvalue problem. Under the assumption that A is diagonalizable, the
idea adapted from [22] works for the global harmonic Arnoldi method. It appears that the method can solve the problem
elegantly, and that it can adaptively determine multiple eigenvalues and the eigenspaces. It works as follows. If the desired
eigenvalue λ is simple, the s harmonic F-Ritz vectors are linearly dependent numerically. So if themultiplicity of the desired
eigenvalue is not amatter of concern, we simply use any one of the s harmonic F-Ritz vectors as an approximate eigenvector
rather than computing all of them. If λ is d (d < s) multiple, the s harmonic F-Ritz vectors must be linearly dependent
numerically, and we can determine the multiplicity d in some reliable and efficient way. If λ is d (d ≥ s) multiple, these
s harmonic F-Ritz vectors are linearly independent. So λ is at least s multiple. We then run the global harmonic Arnoldi
method starting with a new n × s initial matrix V1 that is independent of the old V1 in some sense, and compute the
new converged harmonic F-Ritz vectors. Add them to the set of the previous s harmonic F-Ritz vectors. If they are linearly
dependent numerically, then we determine the numerical rank of the matrix consisting of these vectors, which is just d;
otherwise, continue. Proceed in such a way until d is determined. Both theory and numerical experiments illustrate that the
procedure is reliable for determining eigenvalue multiplicities and eigenspaces when the condition numbers of the desired
eigenvectors are considerably smaller than the reciprocals of the residual norms. This means that the procedure is effective
for quite ill-conditioned multiple eigenproblems.
The global harmonic Arnoldi method becomes very expensive in storage and computational cost as the number of
steps m increases. Therefore, to develop a practical algorithm, restarting is necessary. For Krylov-type algorithms for large
eigenproblems, one of the most popular restarting schemes is implicit restarting, which combines the implicitly shifted QR
iterations with the Arnoldi process and leads to a truncated form of the implicitly shifted QR iteration [23]. In this paper,
we show how to implicitly restart the global Arnoldi process and develop an implicitly restarted global harmonic Arnoldi
algorithm (IRGHA) with those unwanted harmonic F-Ritz values suggested as shifts, called the harmonic F-shifts.
The rest of the paper is organized as follows. In the next section, we review the global Arnoldi process and the global
Arnoldimethod for the eigenproblem.We then propose a global harmonic Arnoldimethod for the eigenproblem in Section 3.
In Section 4, we show how the global harmonic Arnoldi method can be used to solve multiple eigenvalue problems and
consider some practical issues. In Section 5, we develop the IRGHA. Finally, we report numerical examples to illustrate the
efficiency and reliability of the IRGHA in Section 6.
Some notations to be used are introduced. Denote by ‖ · ‖ the Euclidean norm of a vector and the induced matrix norm,
by ‖·‖F the Frobenius norm, by the superscriptH the conjugate transpose of amatrix or vector, by I the identitymatrix with
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the order clear from the context and byCn×k the complex space of n×kmatrices. The eigenvectors and their approximations
are normalized to have unit length.
2. The global Arnoldi method
LetMn,s denote the complex linear space of n× s rectangular matrices. For twomatrices X and Y inMn,s, we define their
F-inner product by
〈X, Y 〉F = tr(XHY ),
where tr(Z) denotes the trace of a square matrix Z . Note that ‖ · ‖F = 〈·〉1/2F . The notation X ⊥F Y means that 〈X, Y 〉F = 0,
i.e., X and Y are F-orthogonal.
For a starting matrix V ∈Mn,s, the matrix Krylov subspaceKm(A, V ) is defined by
Km(A, V ) = span{V , AV , . . . , Am−1V },
which is a subset ofMn,s, and Z ∈ Km(A, V )means that
Z =
m−1∑
i=0
αiAiV
with the αi being scalars. Let V = (v1, v2, . . . , vs) and define the linear operator vec:Mn,s → Cns by
vec(V ) = (vH1 , vH2 , . . . , vHs )H .
Then we have
〈X, Y 〉F = 〈vec(X), vec(Y )〉,
where 〈·, ·〉 denotes the usual l2 inner product of two vectors.
Denote by A⊗ B the Kronecker product of the matrices A and B. Then the following basic properties hold [24, p. 274–6].
1. (A⊗ B)(C ⊗ D) = (AC)⊗ (BD).
2. (A⊗ B)H = AH ⊗ BH .
3. If A ∈ Cn×n, X ∈ Cn×m, then vec(AX) = (In ⊗ A)vec(X).
4. Each eigenvalue λi, i = 1, 2, . . . , n, of A is an smultiple eigenvalue of Is ⊗ A.
We now introduce a new product denoted by  and defined as follows [25].
Let A = [A1, A2, . . . , Ap] and B = [B1, B2, . . . , Bl] be matrices of dimension n× ps and n× ls, respectively, where Ai and
Bj are n× smatrices, i = 1, . . . , p, j = 1, . . . , l. Then the p× lmatrix AH  B is defined by
AH  B =

〈A1, B1〉F 〈A1, B2〉F · · · 〈A1, Bl〉F
〈A2, B1〉F 〈A2, B2〉F · · · 〈A2, Bl〉F
...
...
...
...
〈Ap, B1〉F 〈Ap, B2〉F · · · 〈Ap, Bl〉F
 .
It is easily justified that the product  satisfies the following properties.
1. If s = 1, then AH  B = AHB.
2. The matrix A = [A1, A2, . . . , Ap] is F-orthonormal if and only if AH  A = Ip.
3. If A, B, C ∈ Cn×ps, then AH  (B+ C) = AH  B+ AH  C and (AH  B)H = BH  A.
4. If A, B ∈ Cn×ps and L ∈ Cp×p, then AH  (B(L⊗ Is)) = (AH  B)L.
5. If V = [V1, V2, . . . , Vns] ∈ Cn×ns2 is F-orthonormal, then ‖A‖F = ‖VH  A‖F .
The global Arnoldi process [9] mimics the usual Arnoldi process [17,16] and builds up an F-orthonormal basis
V1, V2, . . . , Vm of the matrix Krylov subspaceKm(A, V ), i.e., tr(VHi Vj) = 0 for i 6= j, i, j = 1, . . . ,m, and tr(VHi Vi) = 1.
Algorithm 1 (The Global Arnoldi Process).
1. V1 = V/‖V‖F
2. for j = 1, 2, . . . ,m do
W := AVj;
for i = 1, 2, . . . , j do
hi,j = 〈W , Vi〉F ;
W = W − hi,jVi;
end
hj+1,j = ‖W‖F ;
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Vj+1 = W/hj+1,j.
end
DefineVm = (V1, V2, . . . , Vm) and Hm and H¯m to be them×m and the (m+1)×mHessenberg matrices whose nonzero
entries hi,j are defined by Algorithm 1, so that
H¯m =
(
Hm
hm+1,meHm
)
, (2)
where em = (0, . . . , 0, 1)H is themth canonical vector of dimensionm. We have the following basic results [9,26].
Theorem 1. Let Vm, Hm and H¯m be defined as above. Then V1, V2, . . . , Vm are an F-orthonormal basis of the matrix Krylov
subspaceKm(A, V1) and
AVm = VmHm + hm+1,m(0n×s, . . . , 0n×s, Vm+1) (3)
= Vm+1H¯m, (4)
whereHm = Hm ⊗ Is, H¯m = H¯m ⊗ Is and 0n×s denotes the n× s zero matrix.
By (3) and the properties of , we have
Hm = VHm  (AVm), (5)
called the F-projection matrix of A ontoKm(A, V1).
It is instructive to interpret each basis element Vi as s vectors and each element of the matrix Krylov subspaceKm(A, V1)
as s vectors instead of an n× smatrix. In this sense, the matrix Krylov subspace is then interpreted as a usual block Krylov
subspace. Define V1 = (v11, v12, . . . , v1s). So we can decomposeKm(A, V1) into the direct sum of s usual Krylov subspaces
generated by the starting vectors v11, v12, . . . , v1s, respectively:
Km(A, V1) = Km(A, v11)⊕Km(A, v12)⊕ · · · ⊕Km(A, v1s). (6)
Suppose that the columns of V1, V2, . . . , Vm are linearly independent. Then in the MATLAB language the columns of
V
j
m = Vm(:, j : s : ms) form a (non-orthonormal) basis of Km(A, v1j), j = 1, 2, . . . , s. Since the v1j, j = 1, 2, . . . , s
are supposed to be linearly independent, we get s independentm-dimensional Krylov subspacesKm(A, v1j).
Denote by (λ(m)i , y
(m)
i ), i = 1, 2, . . . ,m the eigenpairs of Hm. Then the global Arnoldi method uses λ(m)i , called the F-
Ritz values of Awith respect toKm(A, V1), to approximate λi. It is remarkable that, for each λ
(m)
i , there correspond s F-Ritz
vectors
φ
(m)
ij = V jmy(m)i , j = 1, 2, . . . , s (7)
to approximate the same ϕi. As justified in [15], we can use any one of them to approximate ϕi rather than computing the s
ones altogether.
Define U (m)i = Vm(y(m)i ⊗ Is) = (V1my(m)i , . . . ,Vsmy(m)i ) = (φ(m)i1 , . . . , φ(m)is ). Then it is easily seen that the (λ(m)i ,U (m)i )
satisfy{
U (m)i ∈ Vm
(A− λ(m)i I)U (m)i ⊥F Vm.
(8)
We call this an F-orthogonal projection.
We remark that if s = 1 then the global Arnoldi process reduces to the usual Arnoldi process and the global Arnoldi
method is just the usual Arnoldi method. For a theoretical analysis and more details, see [15].
3. A global harmonic Arnoldi method
Define A = Is ⊗ A. It has each eigenvalue λi of A as an s multiple eigenvalue. Assume that A is diagonalizable and
D = diag(λ1, λ2, . . . , λn), and define
Φ = (ϕ1, ϕ2, . . . , ϕn).
Then 
Φ
Φ
. . .
Φ

−1
A

Φ
Φ
. . .
Φ
 =

D
D
. . .
D
 .
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So we get the s corresponding eigenvectors ϕˆi = (0, . . . , ϕHi , . . . , 0)H ofA, whose possible nonzero entries are in positions
n(i− 1)+ 1 to ni, i = 1, 2, . . . , s.
The global Arnoldi process on A starting with the matrix V1 is closely related to the usual Arnoldi process on A
starting with the initial vector vec(V1). Map V1, V2, . . . , Vm by the operator vec to vec(V1), vec(V2), . . . , vec(Vm), which
are orthonormal, and define the matrix
Vm = (vec(V1), vec(V2), . . . , vec(Vm)) .
Then we get the usual Arnoldi process
AVm = VmHm + hm+1,mvec(Vm+1)eHm (9)
= Vm+1H¯m. (10)
Vm forms an orthonormal basis of the m-dimensional Krylov subspace Km(A, vec(V1)). This equivalence of the global
process and the usual Arnoldi process is the very point and the first step in understanding the global Arnoldi method and in
proposing new possible ones.
If the given target τ is not an eigenvalue ofA, fromAϕˆi = λiϕˆi, we have
(A− τ I)−1ϕˆi = 1
λi − τ ϕˆi.
So the interior eigenvalues ofA nearest to τ are transformed into the largest ones of (A− τ I)−1 in magnitude.
For the given τ andKm(A, vec(V1)), the harmonic Arnoldi method seeks the harmonic Ritz pairs (θ
(m)
i , ϕˆ
(m)
i ) satisfying
the harmonic projection [19,1,2]{
ϕˆ
(m)
i ∈ Km(A, vec(V1))
Aϕˆ
(m)
i − θ (m)i ϕˆ(m)i ⊥(A− τ I)Km(A, vec(V1))
(11)
and uses them to approximatem distinct eigenvalues ofA and the associated eigenvectors. Of interest are those θ (m)i nearest
to τ and the corresponding ϕˆ(m)i , which we use to approximate the eigenvalues nearest to τ and ϕˆi. We select the θ
(m)
i
corresponding to the smallest (θ (m)i − τ) in magnitude to approximate the desired interior eigenvalues λi ofA.
By (9) and (10), we see that (11) is equivalent to solving the followingm×m generalized eigenproblem:{(
(Hm − τ I)H(Hm − τ I)+ h2m+1,memeHm
)
g(m)i = (θ (m)i − τ)(Hm − τ I)Hg(m)i ,
ϕˆ
(m)
i = Vmg(m)i ,
(12)
where I¯ is the (m+ 1)×mmatrix whose firstm rows are I and the last row is zero.
However, this is by no means so simple, asA is much larger than A in size and all the eigenvalues are at least smultiple.
Note that on one the hand each eigenvalue of A is an s multiple one of A and on the other hand the eigenvalues of Hm are
always simple if it is diagonalizable. Under the assumption that A is diagonalizable, Krylov subspace-type methods starting
with a single vector work as ifA had only simple eigenvalues [27,28,22,29]. Therefore, when a harmonic Ritz pair converges,
we can get only one simple approximation to the smultiple eigenpairs ofA. We now propose a better and practical global
harmonic Arnoldi method that works on the original A directly rather than on the ns× nsmatrixA.
We now call θ (m)i the harmonic F-Ritz values of A with respect toKm(A, V1). Among them we select those nearest to τ
as approximations to the desired eigenvalues, each of which corresponds to s (unnormalized) approximate eigenvectors
ϕ
(m)
ij = V jmg(m)i , j = 1, 2, . . . , s, (13)
called the harmonic F-Ritz vectors of Awith respect toKm(A, V1).
A question arises naturally: How should we select a reasonable harmonic F-Ritz vector to approximate ϕi? Observe that
ϕ
(m)
ij ∈ Km(A, v1j) and none of the starting vectors v1j, j = 1, 2, . . . , s is special. As approximations toϕi, these sharmonic F-
Ritz vectors should generally be of comparable quality. Suppose that they have already converged. Then if λi is simple, these
s harmonic F-Ritz vectors must be almost linearly dependent numerically as they approximate the same ϕi. If λi is multiple
but we do not care about its multiplicity, then we use any of the harmonic F-Ritz vectors as an approximate eigenvector of
A rather than computing all of them.
DefineW (m)i = Vm(g(m)i ⊗ Is) = (V1mg(m)i ,V2mg(m)i , . . . ,Vsmg(m)i ) = (ϕ(m)i1 , ϕ(m)i2 , . . . , ϕ(m)is ). Then it is easily verified that
θ
(m)
i ,W
(m)
i are the solutions of{
W (m)i ∈ Vm
(A− θ (m)i I)W (m)i ⊥F (A− τ I)Vm.
(14)
We call this a harmonic F-projection.
850 C. Duan, Z. Jia / Journal of Computational and Applied Mathematics 234 (2010) 845–860
In [21], Jia has proved that even if a harmonic Ritz vector tends toϕi, the harmonic projectionmethodsmay fail to compute
the desired eigenvalue λi when it is very close to τ ; that is, the methods may miss λi if it is very close to τ . As we have seen,
since the harmonic F-Ritz values are the same as the harmonic Ritz values of A, his results work on the global harmonic
Arnoldi method as well. To correct this problem, we propose computing the F-Rayleigh quotient
ρ
(m)
i = (W (m)i )H  (AW (m)i ) (15)
and taking it as a new approximate eigenvalue.
Let [X, X⊥F ] is F-orthonormal, where X ∈Mn,s, X⊥F ∈ Cn×(ns−1)s. We have
‖AX − αX‖2F = ‖[X, X⊥F ]H  (AX)− α[X, X⊥F ]H  X‖2F
= ‖XH  (AX)− α‖2F + ‖XH⊥F  (AX)‖2F ,
which is minimized if and only if α = XH  (AX). Hence, the F-Rayleigh quotient is optimal in the sense of the Frobenius
residual minimization. So we have
‖AW (m)i − ρ(m)i W (m)i ‖F ≤ ‖AW (m)i − θ (m)i W (m)i ‖F ,
meaning that ρ(m)i is generally at least as accurate as the harmonic F-Ritz value θ
(m)
i . Note thatW
(m)
i = Vm(g(m)i ⊗ Is). By
the properties of , we get
ρ
(m)
i = (W (m)i )H  (AW (m)i )
=
(
Vm(g
(m)
i ⊗ Is)
)H  (AVm(g(m)i ⊗ Is))
= (g(m)i )H (Vm  (AVm)) g(m)i
= (g(m)i )HHmg(m)i .
So it is very cheap to compute ρ(m)i .
The following result gives a simple formula for cheaply estimating the residual norm.
Theorem 2. We have
‖r (m)ij ‖ = ‖(A− ρ(m)i I)ϕ(m)ij ‖ ≤
√
‖(Hm − ρ(m)i I)g(m)i ‖2 + h2m+1,m|g(m)mi |2, (16)
where g(m)mi is the mth entry of g
(m)
i .
Proof. From (3), we have
AV jmg
(m)
i − ρ(m)i V jmg(m)i = V jmHmg(m)i + hm+1,mV jm+1eHmg(m)i − ρ(m)i V jmg(m)i
= V jm(Hm − ρ(m)i I)g(m)i + hm+1,mV jm+1eHmg(m)i
= V jm+1
[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]
,
where V jm+1 = Vm+1(:, j), j = 1, 2, . . . , s. Therefore, we get
‖AV jmg(m)i − ρ(m)i V jmg(m)i ‖ =
∥∥∥∥∥V jm+1
[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]∥∥∥∥∥
≤
∥∥∥∥∥∥∥∥∥

V1m+1
V2m+1
...
Vsm+1

[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥Vm+1
[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]∥∥∥∥∥
=
√
‖(Hm − ρ(m)i I)g(m)i ‖2 + h2m+1,m|g(m)mi |2. 
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Recall that the harmonic Ritz vectors
ϕˆ
(m)
i = Vmg(m)i = [(V1m)H , . . . , (Vsm)H ]Hg(m)i =
[
(ϕ
(m)
i1 )
H , . . . , (ϕ
(m)
is )
H
]H
in the harmonic Arnoldi method on A over the subspace Km(A, vec(V1)) and ‖ϕˆ(m)i ‖ = 1 for ‖g(m)i ‖ = 1. So ϕ(m)ij , j =
1, 2, . . . , s are unnormalized and their norms are always smaller than one. Since none of the non-orthonormal bases V jm is
special, generally they have roughly the same size. Therefore, we have ‖ϕ(m)ij ‖ ≈ 1√s . Based on a similar argument, we get
∥∥∥∥∥V jm+1
[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]∥∥∥∥∥ ≈ 1√s
∥∥∥∥∥∥∥∥∥

V1m+1
V2m+1
...
Vsm+1

[
(Hm − ρ(m)i I)g(m)i
hm+1,meHmg
(m)
i
]∥∥∥∥∥∥∥∥∥ .
So combining the above and the proof of Theorem 2, we have
‖r (m)ij ‖ :=
‖(A− ρ(m)i I)ϕ(m)ij ‖
‖ϕ(m)ij ‖
≈
√
‖(Hm − ρ(m)i I)g(m)i ‖2 + h2m+1,m|g(m)mi |2. (17)
The left-hand side of the above relation is just the residual norm of the normalized harmonic F-Ritz pair and the right-hand
side is nothing but the residual norm of (ρ(m)i , ϕˆ
(m)
i ) as an approximate eigenpair ofA. So, (16) and (17) indicate that all the
s harmonic F-Ritz vectors ϕ(m)ij converge if the usual harmonic Arnoldi method applied to A does. So the global harmonic
Arnoldi method inherits the convergence properties of the usual harmonic Arnoldi method and their convergence speeds
are comparable for the samem, as later numerical examples demonstrate.
We can now present a basic algorithm.
Algorithm 2 (A Basic Global Harmonic Arnoldi Algorithm).
1. Given τ , let λ1, λ2, . . . , λk be the k desired eigenvalues nearest to τ and ϕ1, ϕ2, . . . , ϕk the associated eigenvectors of A
and tol a user-prescribed tolerance. Choose an n× smatrix V and take V1 = V/‖V‖F as the starting matrix.
2. Form = k+ 1, k+ 2, . . . until convergence
(a) Construct the F-orthonormal basis V1, V2, . . . , Vm by Algorithm 1.
(b) Solve the small generalized eigenproblem (12) for (θ (m)i , g
(m)
i ), i = 1, 2, . . . ,m, and select θ (m)1 , θ (m)2 , . . . , θ (m)k
nearest to τ as approximations to λ1, λ2, . . . , λk.
(c) Compute the approximate eigenpairs (ρ(m)i , ϕ
(m)
i1 ): ρ
(m)
i = (g(m)i )HHmg(m)i , ϕ(m)i1 = V1mg(m)i , i = 1, 2, . . . , k.
(d) Test the convergence of the k normalized harmonic F-Ritz pairs.
We should mention that if s = 1 then the global harmonic Arnoldi method is just the usual harmonic Arnoldi method.
4. An application to multiple eigenvalue problems
In this section,we devote ourselves tomultiple eigenvalue problems and consider how to use the global harmonic Arnoldi
method to solve them. Adapting the idea of [22] to the global harmonic Arnoldi method, we first establish the theoretical
background of it. Then we show how to adaptively determine the multiplicities of the desired eigenvalues in practical
implementations.
Assume that A is an n × n diagonalizable matrix, and that it has M distinct eigenvalues λi, where the multiplicities of
λi are di, i = 1, 2, . . . ,M . Under this assumption, let Pi be the di-dimensional eigenspace associated with λi and let the
columns ofΦidi = (ϕi1, ϕi2, . . . , ϕidi) form a basis of Pi, where ‖ϕij‖ = 1, j = 1, 2, . . . , di.
Let the starting matrix V1 = (v11, v12, . . . , v1s). Then each v1j, 1 ≤ j ≤ s, can be expanded as
v1j = bj1ϕi1 + bj2ϕi2 + · · · + bjdiϕidi + uij,
uij ∈ P1 ⊕ · · · ⊕ Pi−1 ⊕ Pi+1 ⊕ · · · ⊕ PM , 1 ≤ j ≤ s.
Define
Bs =

b11 b12 . . . b1di
b21 b22 . . . b2di
...
... . . .
...
bs1 bs2 . . . bsdi
 . (18)
Assume that the matrix Bs is of row full rank for s ≤ di. Trivially, Bs is row rank deficient when s > di. We rewrite the above
v1j as
v1j = βjϕ˜ij + uij, uij ∈ P1 ⊕ · · · ⊕ Pi−1 ⊕ Pi+1 ⊕ · · · ⊕ PM ,
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where the ϕ˜ij, j = 1, 2, . . . , s are also unit length eigenvectors associated with λi, and the βj are normalizing factors. Under
the assumption on Bs, just as {ϕij}dij=1, {ϕ˜ij}dij=1 is also a basis of Pi, and for s > di, the ϕ˜ij, j = di + 1, . . . , s belong to the
span of {ϕ˜ij}dij=1. Define Φ˜is = (ϕ˜i1, ϕ˜i2, . . . , ϕ˜is). From now on, without ambiguity we omit the tilde in the Greek letters, and
furthermore the ϕ(m)ij are assumed to have unit length in the discussions below.
The following results [22] provide the background for determining the multiplicity di of λi.
Theorem 3. Let P1, . . . , PM be the spectral projectors associated with λ1, . . . , λM , and define the matrix
Xij =
(
P1ϕ
(m)
ij
‖P1ϕ(m)ij ‖
, . . . ,
Pi−1ϕ(m)ij
‖Pi−1ϕ(m)ij ‖
,
Pi+1ϕ(m)ij
‖Pi+1ϕ(m)ij ‖
, . . . ,
PMϕ
(m)
ij
‖PMϕ(m)ij ‖
)
and gi = mink6=i |λ(m)i − λk|. Then
Cij = κ(Xij)‖I − Pi‖gi ≤
κ(Xij)(1+ ‖Pi‖)
gi
, (19)
sin 6 (ϕij, ϕ(m)ij ) ≤ Cij‖r (m)ij ‖, (20)
where κ(Xij) is the spectral condition number of Xij and r
(m)
ij is the residual defined by (17). Let σmin(Φ
(m)
is ) and σmin(Φis) be the
smallest singular values of the matricesΦ(m)is andΦis, respectively. Then
σmin(Φ
(m)
is ) ≤ σmin(Φis)+
√
smax
1≤j≤s
‖ϕij − ϕ(m)ij ‖. (21)
In particular, if s > di, then
σmin(Φ
(m)
is ) ≤
√
smax
1≤j≤s
‖ϕij − ϕ(m)ij ‖ (22)
≈ √s · Cij max
1≤j≤s
‖r (m)ij ‖ for small ‖r (m)ij ‖. (23)
The relation (20) estimates the accuracy of ϕ(m)ij in terms of the residual norm ‖r (m)ij ‖, where Cij acts as a condition number
and measures the conditioning of ϕij. The bigger it is, the worse conditioned ϕij is. If one of κ(Xij) and ‖Pi‖ is big or the
separation gi of the approximate λ
(m)
i and the other exact eigenvalues λj is very small, ϕij is ill conditioned. We can see from
(23) that if Cij is comparable to or bigger than 1
max1≤j≤s ‖r(m)ij ‖
then σmin(Φ
(m)
is )may not be small.
Based on this theorem, we can decide if theΦ(m)is , i = 1, 2, . . . , k, are approximately column rank deficient in the sense
of (23) and thus detect the multiplicities di and get an approximate basis of Pi. This tells us that the Φ
(m)
is , i = 1, 2, . . . , k
are approximately column rank deficient for di < s and have full column rank for di ≥ s. So the σmin(Φ(m)is ), i = 1, 2, . . . , k
are not small for di ≥ s. We decide di in the following way. Assume that ‖r (m)ij ‖ < tol. Then if s is the smallest integer such
that
σmin(Φ
(m)
is ) ≤
√
s · Cij max
1≤j≤s
‖r (m)ij ‖ (24)
holdwith a constant Cij significantly smaller thanmax1≤j≤s ‖r (m)ij ‖,λi is (s−1)multiple and di = s−1. In practice, Cij is a priori
unknown.We take the Cij to be considerably less than 1tol , say
10−3
tol or smaller, whichmeans that theϕij, j = 1, 2, . . . , s can be
quite ill conditioned, such as Cij = 103 or 105 if max1≤j≤s ‖r (m)ij ‖ ≤ 10−6 or 10−8. So the proceduremay fail to determine di if
Cij is comparable to or bigger than 1tol but it is definitely reliable. Later numerical experiments will indeed illustrate that (23)
is conservative and our procedure can determine the multiplicities of eigenvalues for quite ill-conditioned eigenproblems,
e.g., Cij ≥ 4.5× 104.
In practice, s is given. A random V1 will make Bs defined by (18) satisfy the assumption on the rank of it. With V1, if we
compute an s numerically multiple eigenvalue, then this eigenvalue is at least s multiple, so the determination of di is not
actually resolved when s ≤ di. The following approach taken from [28,22] can figure out this problem elegantly.
Firstly, choose a random starting matrix V (1)1 with s1 columns. If we have found an s1 multiple eigenvalue, then we apply
Algorithm 2 with a new starting initial V (2)1 with s2 columns, which is chosen randomly. Now we can compute an s2 ≤ s1
multiple eigenvalue, which is numerically equal to the one computed with s1, V
(1)
1 . We then determine the rank of the
matrix (Φ(m)is1 ,Φ
(m)
is2
) consisting of these s1+ s2 converged harmonic F-Ritz vectors with the numerically multiple converged
harmonic F-Ritz values. Note here that when the eigenproblem of A is not too ill conditioned, if some singular values of
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this matrix are of the same order as the maximum of residual norms of these s1 + s2 converged interior eigenpairs, then
we consider them to be zero numerically. If the numerical rank of the matrix is less than s1 + s2, then the multiplicity
of this eigenvalue is just the rank of such a matrix. Otherwise, we repeat Algorithm 2 with s3 ≤ s1, V (3)1 and so on until
the numerical rank of the matrix consisting of these s1 + s2 + · · · + sq converged harmonic F-Ritz vectors starting with
s1, V
(1)
1 , s2, V
(2)
1 , . . . , sq, V
(q)
1 respectively, is smaller than s1 + s2 + · · · + sq. Then the multiplicity di of the eigenvalue has
been determined and equals the numerical rank of this matrix.
Based on the above analysis, we present the following algorithm for multiple eigenproblems.
Algorithm 3 (A Global Harmonic Arnoldi Algorithm for Multiple Eigenvalue Problems).
1. Given τ , suppose that we are required to compute λ1, . . . , λk nearest to τ and determine their multiplicities as well as
the corresponding eigenspaces. Define the set S = {1, 2, . . . , k}, Ψ = ∅, q = 1.
2. Choose a starting n× sq matrix V1 with ‖V1‖F = 1.
3. Form = k+ 1, k+ 2, . . . until convergence
(a) Construct the F-orthonormal basis V1, V2, . . . , Vm by Algorithm 1.
(b) Solve the small generalized eigenproblem (12) for (θ (m)i , g
(m)
i ), i = 1, 2, . . . ,m, and select θ (m)1 , θ (m)2 , . . . , θ (m)k
closest to τ as approximations to λ1, λ2, . . . , λk.
(c) Compute the k approximate eigenpairs (ρ(m)i , ϕ
(m)
ij ): ρ
(m)
i = (g(m)i )HHmg(m)i , ϕ(m)ij = V jmg(m)i , i = 1, 2, . . . , k; j =
1, 2, . . . , sq.
(d) Test the convergence of (ρ(m)i , ϕ
(m)
ij ), i = 1, 2, . . . , k, j = 1, 2, . . . , sq. If they all drop below tol, then go to Step 4.
4. For all i ∈ S, setΦ(m)is = (Ψ , ϕ(m)i1 , ϕ(m)i2 , . . . , ϕ(m)isq ) and s the number of its columns.
(a) Compute the numerical rank rs ofΦ
(m)
is for all i ∈ S.
(b) If rs < s, set di = rs and remove i from S.
(c) Otherwise, let Ψ = Φ(m)is , q = q+ 1 and go to Step 2.
We should point out that the Arnoldi-type algorithms proposed in [22] have to be run s times to determine the
multiplicity s of an eigenvalue. Note that for 1 < s ≤ di the global harmonic Arnoldi algorithm proposed above can
determine an smultiple eigenvalue and it has at least the same convergence speed as the usual harmonic Arnoldi algorithm
for the samem, as remarked previously. For the samem the above algorithm should be more efficient than the Arnoldi-type
algorithms proposed in [22].
5. Implicitly restarting the global harmonic Arnoldi method
The global harmonic Arnoldi method is very expensive and even impractical due to excess storage and high
computational cost for a big m. So m must be limited not to be big. To make the method practical, restarting is generally
necessary. The implicit restarting technique due to Sorensen [23] is a very successful one. We show how to extend it to the
global Arnoldi process and develop an implicitly restarted global harmonic Arnoldi algorithm (IRGHA).
Assume that (λi, ϕi), i = 1, 2, . . . , k, are the desired eigenpairs. Suppose that m − k shifts µj, j = 1, 2, . . . ,m − k, are
successively applied to Hm, giving
(Hm − µ1I)(Hm − µ2I) · · · (Hm − µm−kI) = QR (25)
with Q being orthogonal and R being upper triangular.
Let H+m = Q HHmQ , H+k be the k × k leading principal submatrix of H+m and V+m = Vm(Q ⊗ Is) = (V+k ,V+m−k). Then the
k-step global Arnoldi process [15]
AV+k = V+k (H+k ⊗ Is)+ f +k (eHk ⊗ Is), (26)
holds, and it is then extended to the m-step global Arnoldi process in a standard way. Furthermore, we have the following
result [15].
Theorem 4. The updated restarting vector V+1 = V+m (e1 ⊗ Is) has the form
V+1 = ψ(A)V1 (27)
with
ψ(λ) = α
m−k∏
j=1
(λ− µj), (28)
where α is a normalizing factor.
854 C. Duan, Z. Jia / Journal of Computational and Applied Mathematics 234 (2010) 845–860
Applying the above restarting technique to the global Arnoldi process, we have formally developed an implicitly restarted
global harmonic Arnoldi algorithm (IRGHA). Analogous to the implicitly restarted harmonic Arnoldi algorithms [30–32], we
suggest taking p unwanted harmonic F-Ritz values as shifts, called the harmonic F-shifts.
Algorithm 4 (IRGHA with the Harmonic F-shifts).
1. Given τ , suppose that we are required to compute λ1, . . . , λk nearest to τ and the associated eigenvectors. Choose s, p,
let the number of stepsm = k+ p and take V1 = V/‖V‖F as an n× s starting matrix.
2. Run them-step global Arnoldi process to get [H,V, k].
3. Solve the small generalized eigenproblem (12) for (θ (m)i , g
(m)
i ), i = 1, 2, . . . ,m, and select θ (m)1 , θ (m)2 , . . . , θ (m)k nearest
to τ as approximations to λ1, λ2, . . . , λk.
4. Compute the k approximate eigenpairs (ρ(m)i , ϕ
(m)
i1 ), and take the p unwanted harmonic F-Ritz θ
(m)
i as shifts.
5. Apply the implicit restarting technique with p harmonic F-shifts and update the global harmonic Arnoldi algorithmwith
V ← VQ , H ← Q HHQ returned.
6. Test the convergence. If yes, stop; otherwise, go to Step 2 and extend the global Arnoldi process from step k + 1
upwards.
In order to determine the multiplicities of the desired eigenvalues, we combine Algorithm 3 with Algorithm 4 to present
the following algorithm.
Algorithm 5 (IRGHA for Multiple Eigenvalue Problems).
1. Given τ , suppose that we are required to compute λ1, . . . , λk nearest to τ and determine their multiplicities as well as
the corresponding eigenspaces. Choose p and let the number of stepsm = k+p. Define the set S = {1, 2, . . . , k},Ψ = ∅,
q = 1.
2. Choose a starting n× sq matrix V1 with ‖V1‖F = 1.
3. Run them-step global Arnoldi process to get [H,V, k].
4. Solve the small generalized eigenproblem (12) for (θ (m)i , g
(m)
i ), i = 1, 2, . . . ,m, and select θ (m)1 , θ (m)2 , . . . , θ (m)k nearest
to τ as approximations to λ1, λ2, . . . , λk.
5. Compute the k approximate eigenpairs (ρ(m)i , ϕ
(m)
ij ), j = 1, 2, . . . , sq, and take the p unwanted harmonic F-Ritz θ (m)i as
shifts.
6. Apply the implicit restarting technique with p harmonic F-shifts and update the global harmonic Arnoldi algorithmwith
V ← VQ , H ← Q HHQ returned.
7. Test convergence. If yes, go to Step 8; otherwise, go to Step 3 and extend the global Arnoldi process from step k + 1
upwards.
8. For all i ∈ S, setΦ(m)is = (Ψ , ϕ(m)i1 , ϕ(m)i2 , . . . , ϕ(m)isq ) and s the number of its columns.
(a) Compute the numerical rank rs ofΦ
(m)
is for all i ∈ S;
(b) If rs < s, set di = rs and remove i from S;
(c) Otherwise, let Ψ = Φ(m)is , q = q+ 1 and go to Step 2.
We comment that if A is real then we can perform Step 4 of IRGHA in real arithmetic by suitably adjusting k, similarly to
as is done in [23]; if A is symmetric, Algorithm 4 naturally works by simplifying the global Arnoldi process as a symmetric
global Lanczos process. For s = 1, Algorithm 4 mathematically reduces to the implicitly restarted harmonic Arnoldi
algorithm [30].
6. Numerical experiments
We report numerical examples to illustrate the efficiency and reliability of the IRGHA. All the experiments were run on
a PC with 2.2 GHz Intel Core 2 Duo T7500 processor using MATLAB 7.1 with machine precision  ≈ 2.22× 10−16 under the
Window XP operating system. If the relative residual norm
‖r (m)ij ‖
‖A‖1 =
‖(A− ρ(m)i I)ϕ(m)ij ‖
‖A‖1 ≤ tol
with tol a prescribed tolerance, then (ρ(m)i , ϕ
(m)
ij ) is accepted to have converged. Based on the previous analysis, we assume
that
Cij ≤ C ′ij =
10−3
max
1≤j≤s
‖r (m)ij ‖
in (24), which allows the multiple eigenproblems to be quite ill conditioned for small tol. As tol diminishes, Algorithm 5 is
more applicable and works for worse conditioned multiple eigenproblems.
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Table 1
Example 1.
m s Iter Residual norms
1, 2 3, 4 5, 6
20
1 1390 4.09e−10 1.01e−9 7.83e−8
2 1372 3.60e−10 6.70e−10 9.99e−7
3 1419 1.84e−10 2.27e−9 9.69e−7
30
1 493 9.93e−10 2.81e−8 9.90e−7
2 376 7.70e−10 1.88e−8 8.32e−7
3 530 2.20e−10 1.75e−8 1.53e−7
40
1 234 6.52e−10 1.64e−8 9.49e−7
2 188 1.74e−8 1.91e−8 8.81e−7
3 215 1.33e−9 4.34e−8 8.32e−7
50
1 143 6.30e−10 1.89e−8 9.53e−7
2 139 1.09e−9 1.33e−8 7.52e−7
3 137 1.57e−9 2.67e−8 8.20e−7
60
1 100 5.30e−10 8.19e−9 9.19e−7
2 100 1.90e−9 1.92e−8 7.48e−7
3 109 2.36e−10 2.36e−9 2.77e−7
Table 2
Example 2.
m s Iter Residual norms
1 2 3
20
1 565 1.91e−12 3.16e−11 9.79e−7
2 466 2.79e−11 3.39e−10 9.88e−7
3 516 3.19e−11 3.52e−10 8.91e−7
30
1 264 3.32e−11 5.65e−11 9.73e−7
2 202 2.98e−11 2.07e−10 9.23e−7
3 226 1.78e−11 5.39e−10 8.84e−7
40
1 126 1.14e−11 7.83e−11 7.72e−7
2 121 3.22e−11 1.18e−10 8.98e−7
3 111 2.37e−11 2.55e−10 6.38e−7
50
1 85 1.27e−9 1.27e−9 8.96e−7
2 77 4.49e−10 2.21e−9 5.75e−7
3 63 2.22e−9 1.41e−9 7.94e−7
We took random V1 values in all the examples. In all the tables, we denote by iter the number of restarts and by Residual
norms the above relative residual norms.
Example 1. This test problem is the 2000× 2000 matrix BWM2000 taken from [8], and it models the concentration waves
for the reaction and transport interaction of chemical solutions in a tubular reactor.Wewant to compute the six eigenvalues
nearest to τ = 0. The algorithm stopped as soon as the residual normswere below tol = 10−6. The six computed eigenvalues
are λ1,2 ≈ 0.00000024± 2.13949752i, λ3,4 ≈ −0.67499681± 2.52855986i, and λ5,6 ≈ −1.79998450± 3.03216456i.
Table 1 lists the results obtained, where columns 4–6 denote the residual norms of three complex conjugate approximate
eigenpairs (ρ(m)i , ϕ
(m)
i1 ), i = 1, 2, . . . , 6 with ϕ(m)i1 normalized. We saw that Algorithm 4 succeeded in solving the problem
andused comparable restarts to achieve the prescribed accuracy for different s. This justifies that the global harmonic Arnoldi
algorithm has comparable convergence speed to that of the usual harmonic Arnoldi algorithm for the samem and different
s. The biggermwas, the fewer restarts the algorithm used. The nearer λi was to τ , the faster ρ
(m)
i converged.
Example 2. This problem is from [33] and the matrix A is SHERMAN5, which is a 3312× 3312 nonsymmetric matrix from
an oil reservoir simulation. We computed three eigenvalues nearest to zero, i.e., the smallest eigenvalues in magnitude:
λ1 ≈ 0.04692496,λ2 ≈ 0.12544538, andλ3 ≈ 0.40265836. The next eigenvalue is 0.57957438 and thematrix has elements
near 1000 in magnitude. The desired three eigenvalues are not well separated from the rest of the spectrum.We took τ = 0
and performed Algorithm 4. The stopping criterion and the notation used were as before; see Table 2 for the results. We saw
that the algorithm used basically the same restarts to achieve the prescribed accuracy for the same m and different s. The
biggermwas, the fewer restarts the algorithm used. The nearer λi was to τ , the faster ρ
(m)
i converged.
Example 3. This problem isDW8192 from [8], an 8192×8192 real nonsymmetricmatrix.We ranAlgorithm4 and computed
three eigenpairs nearest to τ = −20 and the associated eigenvectors using the same stopping criterion. The computed
eigenvalue are λ1 ≈ −17.376273, λ2 ≈ −17.376252, and λ3 ≈ −17.331637, which are quite clustered. Table 3 shows the
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Table 3
Example 3.
m s Iter Residual norms
1 2 3
15
1 637 2.20e−12 2.27e−12 9.44e−7
2 610 2.45e−12 1.86e−12 8.63e−7
3 570 7.53e−12 3.80e−12 3.56e−7
20
1 160 2.86e−12 3.90e−12 9.49e−7
2 160 1.60e−12 1.62e−12 9.00e−7
3 165 6.29e−12 6.01e−12 8.87e−7
25
1 82 1.06e−11 8.28e−12 9.13e−7
2 80 3.02e−11 3.44e−12 4.12e−7
3 85 8.77e−12 8.69e−12 9.58e−7
30
1 18 1.43e−7 8.81e−8 4.19e−7
2 17 4.32e−7 2.32e−8 9.86e−7
3 18 8.41e−7 1.44e−8 1.66e−7
Table 4
Example 4.
m s Iter CPU Residual norms
1 2 3
15
1 637 100.5 2.20e−12 2.27e−12 9.44e−7
2 610 153.3 2.45e−12 1.86e−12 8.63e−72.04e−12 1.19e−12 7.58e−7
3 570 179.3
7.53e−12 3.80e−12 3.56e−7
6.69e−12 4.53e−12 4.46e−7
3.23e−12 3.76e−12 7.85e−7
20
1 160 58.7 2.86e−12 3.90e−12 9.49e−7
2 160 99.4 1.60e−12 1.62e−12 9.00e−71.31e−12 2.84e−12 8.93e−7
3 165 157.2
6.29e−12 6.01e−12 8.87e−7
5.33e−12 8.18e−12 7.50e−7
4.98e−12 5.39e−12 9.43e−7
25
1 82 41.2 1.06e−11 8.28e−12 9.13e−7
2 80 72.6 3.02e−11 3.44e−12 4.12e−74.23e−11 2.98e−12 5.82e−7
3 85 117.9
8.77e−12 8.69e−12 9.58e−7
4.83e−12 7.32e−12 9.44e−7
5.49e−12 8.93e−12 1.00e−6
results obtained. Still, it was seen that Algorithm 4 used comparable restarts to achieve the prescribed accuracy for different
s. The biggermwas, the fewer restarts the algorithm used. The nearer λi was to τ , the faster ρ
(m)
i converged.
Next we show how to use the global harmonic Arnoldi method and Algorithm 5 to solve multiple eigenvalue problems
and determine the multiplicities di of λi, i = 1, 2, . . . , k and the associated eigenspaces. Unlike Examples 1–3, for each
harmonic F-Ritz value we now compute all the s harmonic F-Ritz vectors by (13) simultaneously and normalize them to
have unit length.
Example 4. We reconsider thematrix A in Example 3. In the previous experiment, we had already obtained three eigenpairs
nearest to τ = −20 but did not consider their multiplicities. Now we determine the multiplicities of the three eigenvalues.
We find g1 ≈ 2.2×10−5, g2 ≈ 4.5×10−2, g3 ≈ 8.7×10−4. So C1j ≥ 1g1 ≈ 4.5×104, C2j ≥ 1g2 ≈ 22.2, C3j ≥ 1g3 ≈ 1149.4.
The eigenvectors associated with λ1, λ3 are ill conditioned. We ran Algorithm 5 on B using the same stopping criterion
and the notation as before. Both the number of restarts and CPU computational time in seconds are used to measure the
effectiveness of the algorithm. Tables 4 and 5 show the results for various s and m and the processes of determining di for
m = 20, 25, where svd(X) is the set of all the singular values of the matrix X andΦ(m)is = (Φ(m)s1 , . . . ,Φ(m)sq ) in the tables. We
see that Algorithm 5 has found λi, di, i = 1, 2, 3 reliably. It is observed that for the samem and different s the algorithm used
almost the same restarts and that the bigger s is, the more costly the algorithm is. However, if one is required to determine
di and compute a basis ofPi, then IRGHA for s > 1 is preferable and advantageous to IRGHA for s = 1, i.e., IRHA, since it uses
less CPU time. Note that for the samem, running IRGHA for s > 1 once is less costly than running IRHA s times. For example,
we have to run IRGHA for s = 1 three times to achieve the aim but only need to run IRGHA for each of s = 1, 2 once or
IRGHA for s = 3 once, while the latter is cheaper than the former. As the tables and CPU timings indicated, Algorithm 5
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Table 5
Example 4.
m q sq svd(Φ
(m)
1s ) svd(Φ
(m)
2s ) svd(Φ
(m)
3s )
20
1 s1 = 2 1.38171595 1.41311336 1.327510830.30143164 0.05577303 0.48756026
2 s2 = 2
1.80044194 1.93906321 1.77875843
0.87086671 0.48993249 0.91434043
1.71e−6 1.03e−8 6.13e−9
9.24e−7 2.36e−9 5.54e−10
25 3 s1 = 3
1.63011262 1.51812026 1.56652964
0.58543391 0.83385303 0.73890788
1.20e−8 1.05e−6 1.45e−4
λ1 λ2 λ3
di 2 2 2
Table 6
Example 5.
m s Iter CPU Residual norms
1 2 3
30
1 257 146.2 2.64e−14 1.14e−12 1.82e−8
2 184 224.6 2.69e−14 1.01e−12 6.62e−92.71e−14 9.08e−13 5.34e−9
3 158 318.6
1.32e−13 4.93e−12 1.67e−8
1.08e−13 3.63e−12 1.11e−8
1.12e−13 4.22e−12 1.13e−8
4 161 531.1
1.29e−13 4.45e−12 1.17e−8
9.38e−14 2.92e−12 6.88e−9
1.04e−13 3.63e−12 7.52e−9
1.42e−13 4.15e−12 1.00e−8
40
1 104 125.2 1.22e−13 4.33e−12 1.24e−8
2 93 194.6 1.01e−13 3.72e−12 1.35e−88.96e−14 2.95e−12 9.63e−9
3 95 364.3
1.54e−13 4.78e−12 8.86e−9
1.05e−13 2.95e−12 4.89e−9
1.58e−13 4.49e−12 1.35e−8
4 101 571.4
2.13e−13 5.97e−12 7.99e−9
1.29e−13 3.27e−12 3.93e−9
1.34e−13 3.81e−12 4.01e−9
2.30e−13 5.47e−12 6.71e−9
50
1 91 165.9 3.34e−14 1.41e−12 1.45e−8
2 64 213.9 9.56e−14 2.94e−12 5.54e−94.03e−14 1.11e−12 1.87e−9
3 68 438.3
9.96e−14 3.73e−12 1.44e−8
8.54e−14 2.87e−12 9.90e−9
9.01e−14 3.41e−12 1.04e−8
4 66 609.4
1.28e−13 3.66e−12 5.43e−9
9.55e−14 2.46e−12 3.28e−9
9.95e−14 2.87e−12 3.37e−9
1.39e−13 3.35e−11 4.56e−9
with bigger s > 1 was considerably more efficient than that with smaller s when determining di and computing the
eigenspaces Pi.
Example 5. In this example, we test a multiple eigenvalue problem that B = I3 ⊗ A, where A is the one presented in
Example 2. The 9936× 9936 real nonsymmetric matrix B has eigenvalues with multiplicity three. We find g1 ≈ 7.9× 10−2,
g2 ≈ 2.7 × 10−1 and g3 ≈ 1.8 × 10−1. So C1j ≥ 1g1 ≈ 12.7, C2j ≥ 1g2 ≈ 3.7, C3j ≥ 1g3 ≈ 5.6. The eigenvectors associated
with λ1, λ2, λ3 may be not ill conditioned. Algorithm 5 was run for B. The stopping criterion and the notation used were
as before. We want to compute the three eigenvalues nearest to τ = 0 and determined their multiplicities. Tables 6 and 7
list the results. We see from Table 7 that Algorithm 5 has found λi, di, i = 1, 2, 3 reliably. Other observations are similar to
those for Example 4.
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Table 7
Example 5.
m q sq svd(Φ
(m)
1s ) svd(Φ
(m)
2s ) svd(Φ
(m)
3s )
30
1 s1 = 2 1.39008602 1.07579889 1.006027260.26011700 0.91796336 0.99393619
2 s2 = 2
1.62019334 1.69250524 1.58924829
1.17133861 0.93622786 1.02955743
0.05421617 0.50882549 0.64366060
1.58e−9 4.39e−9 1.55e−4
40
1 s1 = 3
1.45851024 1.22706713 1.39031433
0.90793598 1.04309613 1.00437732
0.22000029 0.63738271 0.24135507
2 s2 = 1
1.52519293 1.45557824 1.46752602
1.15350886 1.14143670 1.31019897
0.58583602 0.76053550 0.36020275
6.95e−10 7.17e−9 1.45e−4
50 1 s1 = 4
1.73192329 1.30238803 1.48349227
0.91290300 1.22624881 1.29460940
0.40871728 0.89448267 0.35104946
2.87e−9 4.90e−8 1.21e−4
λ1 λ2 λ3
di 3 3 3
Table 8
Example 6.
m s Iter CPU Residual norms
1 2 3 4
10
1 167 2.4 4.31e−14 8.08e−14 1.55e−13 4.34e−14
2 168 2.7 5.67e−14 1.07e−13 2.08e−13 5.72e−145.48e−14 1.07e−13 1.60e−13 9.10e−14
3 169 3.4
8.25e−14 1.56e−13 3.06e−13 8.47e−14
8.10e−14 1.59e−13 2.39e−13 1.37e−13
8.13e−14 1.75e−13 1.50e−13 7.51e−14
15
1 36 1.1 2.65e−14 4.87e−14 8.73e−14 2.38e−14
2 36 1.3 5.88e−14 1.09e−13 1.93e−13 5.10e−145.74e−14 1.10e−13 1.50e−13 8.18e−14
3 36 1.7
7.75e−14 1.42e−13 2.56e−13 6.73e−14
7.69e−14 1.48e−13 2.03e−13 1.10e−13
9.15e−14 1.92e−13 1.51e−13 7.14e−14
20
1 20 1.0 1.63e−13 3.02e−13 5.12e−13 1.30e−13
2 20 1.3 9.63e−15 1.66e−14 2.68e−14 8.21e−151.09e−14 1.95e−14 2.42e−14 1.50e−14
3 20 1.9
1.38e−14 2.31e−14 4.00e−14 1.09e−14
1.55e−14 2.77e−14 3.64e−14 2.05e−14
1.65e−14 3.15e−14 2.38e−14 1.18e−14
Example 6. We construct a 1000× 1000 matrix A = XΛX−1, where
Λ = diag(1.62, 1.62, 1.62, 1.62, 1.66, 1.66, 1.66, 1.88, 2, 2, j), j = 11, 12, . . . , 1000, (29)
X is generated randomly in a uniform distribution and κ(X) ≈ 530. The matrix A has three multiple eigenvalues λ1 =
1.62, λ2 = 1.66, λ3 = 1.88, λ4 = 2, where λ1 and λ2 are relatively clustered, and the remaining eigenvalues are simple.
Obviously, the eigenvectors associated with the desired eigenvalues are not very ill conditioned.
Algorithm 5 was run for this matrix. We found the four eigenvalues λ1, . . . , λ4 nearest to τ = 0 and detected their
multiplicities. The stopping criterion and the notation used were as before. Tables 8 and 9 list the results obtained. The
computed eigenvalues are, e.g. form = 20 and s = 2,
λ1 ≈ 1.61999451, λ2 ≈ 1.66002894,
λ2 ≈ 1.87995324, λ4 ≈ 1.99999968.
Table 9 reports the processes of determining di. We see that Algorithm 5 has found λi, di, i = 1, 2, 3, 4 reliably. Other
observations are similar to those for Example 4.
C. Duan, Z. Jia / Journal of Computational and Applied Mathematics 234 (2010) 845–860 859
Table 9
Example 6.
m q sq svd(Φ
(m)
1s ) svd(Φ
(m)
2s ) svd(Φ
(m)
3s ) svd(Φ
(m)
4 )
10
1 s1 = 2 1.39090167 1.04739854 1.41421356 1.393680020.25571964 0.95024013 4.08e−7 0.24011667
2 s2 = 2
1.49883523 1.68132975 1.89883493
1.00351162 0.98151834 0.62803336
0.85894552 0.45798690 7.66e−7
0.09311268 7.71e−6 2.55e−7
3 s3 = 1
1.78993123
1.13938622
1.04900366
0.63050498
1.87e−6
15
1 s1 = 3
1.64230309 1.29276085 1.73205081 1.63558459
0.54026784 1.04739652 1.88e−6 0.69967587
1.04647547 0.48138333 3.21e−7 3.82e−8
2 s2 = 2
1.65229029 1.65323071
1.24298341 1.18707648
0.77534877 0.92610888
0.35180010 4.30e−6
9.89e−7 7.92e−7
15
1 s1 = 4
1.77539923 1.48407284 1.99999999 1.74075184
0.76487564 1.05723109 1.89e−6 0.98477562
0.50289279 0.82449392 3.52e−7 1.46e−7
0.10010821 1.41e−7 1.03e−7 3.36e−8
2 s2 = 1
1.91291616
0.99416263
0.52903048
0.26929388
2.30e−6
20 1 s1 = 5
1.86899384 1.48796374 2.23606798 1.77453238
1.03761174 1.44371992 1.91e−6 1.36052742
0.60015415 0.83763757 3.96e−7 1.36e−7
0.26464867 2.18e−7 9.37e−8 4.65e−8
1.04e−7 1.07e−7 5.31e−8 3.89e−8
λ1 λ2 λ3 λ4
di 4 3 1 2
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