We consider an equivariant approach imposing data-driven bounds for the variances to avoid singular and spurious solutions in maximum likelihood (ML) estimation of clusterwise linear regression models. We investigate its use in the choice of the number of components and we propose a computational shortcut, which significantly reduces the computational time needed to tune the bounds on the data. In the simulation study and the two real-data applications, we show that the proposed methods guarantee a reliable assessment of the number of components compared to standard unconstrained methods, together with accurate model parameters estimation and cluster recovery.
Introduction
In many applications within the various fields of social and physical sciences, investigating the relationship between a response variable and a set of explanatory variables is commonly of interest.
Yet, the estimation of a single set of regression coefficients for all sample observations is often inadequate. To the purpose, finite mixture of conditional normal distributions can be used to estimate * roberto.dimari@unict.it § roberto.rocci@uniroma2.it gattone@unich.it clusterwise regression parameters in a maximum likelihood context. Clusterwise linear regression is also known under the names of finite mixture of linear regressions or switching regressions (Alfó and Viviani, 2016; Quandt, 1972; Quandt and Ramsey, 1978; Kiefer, 1978) .
Let y 1 , . . . , y n be a sample of independent observations drawn from the response random variable Y i , each respectively observed conditionally on a vector of J regressors x 1 , . . . , x n . Let us assume Y i |x i to be distributed as a finite mixture of linear regression models, that is
where G is the total number of clusters and p g , β β β g , and σ 2 g are respectively the mixing proportion, the vector of J regression coefficients, and the variance term for the g-th cluster. The set of all model parameters to be estimated is given by ψ ψ ψ = {(p 1 , . . . , p G ; β β β 1 , . . . , β β β G ; σ 
which is maximized in order to estimate ψ ψ ψ. Alternatively to direct maximization, the EM algorithm (Dempster, Laird, and Rubin, 1977 ) is frequently used.
Unlike finite mixtures of other densities, the parameters of a clusterwise linear regression model, under mild regularity conditions (Hennig, 2000) are identified. A well-known complication in ML estimation of mixtures of (conditional) normals with cluster-specific variances is that the likelihood function is unbounded (Kiefer and Wolfowitz, 1956; Day, 1969) . This can be seen by noting that the likelihood function goes to infinity as one mixture's variance tends to zero and one of the sample observations has a zero residual on the corresponding component. Hence a global maximum does not exist.
In spite of this, ML estimation does not fail. For switching regression with cluster-specific variances (heteroscedastic switching regressions), the likelihood equations have a consistent root (Kiefer, 1978 ). Yet, there is no obvious way of finding it when there is more than one local maximum. This has two practical consequences: EM degeneracy, and occurrence of spurious solutions.
In the first case, the sequence of parameter estimates produced by the EM algorithm fails to con-2 verge because one or more cluster conditional variances go to zero. The second situation occurs instead when the algorithm converges to a non-meaningful local maximizer, typically characterized by an estimated mixture's component with a small number of points and a relatively small variance (McLachlan and Peel, 2000) .
The problem of unboundedness has been tackled by a large number of authors and many different solutions have been proposed. A comprehensive review on the topic can be found in García-Escudero et al. (2017) . See also Ritter (2014) .
One strand of literature is based on the seminal work of Hathaway (1985) which, in order to have the likelihood function of univariate mixtures of normals bounded, suggested to impose a lower bound, say c, to the ratios of the scale parameters in the maximization step. The method is equivariant under linear affine transformations of the data. That is, if the data are linearly transformed, the estimated posterior probabilities do not change and the clustering remains unaltered.
In the context of switching regression, Philips (1991) Nevertheless, this comes at the price of a higher computational cost -due to the way the tuning constant is chosen -compared to the unconstrained method. As third contribution, we present a computational shortcut to the RGD method for selecting c based on the data, given G. This new and computationally faster version is based on the idea of the k-deleted method of Seo and Lindsay (2010) -used also in Seo and Kim (2012) and Kim and Seo (2014) . In the simulation study and the two real-data applications we show that the proposed accelerated method keeps up very well with the benchmark RGD method, in terms of model parameters estimation and cluster recovery.
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In addition, we show its soundness also in a model selection context.
The remainder of the paper is organized as follows. In Section 2, we briefly review the constrained RGD method for clusterwise regression modeling and the cross-validation strategy to tune the constraints. Section 3 describes how to carry out model selection with BIC based on the constrained estimator, and Section 4 introduces the computationally efficient alternative to the crossvalidation strategy. The proposed methodologies are illustrated -and their performance evaluated -with a simulation study (Section 6), and two real-data examples (Section 7). Section 8 concludes with a final discussion and some ideas for future research
The RGD method
For univariate Gaussian mixtures, Hathaway (1985) proposed to maximize the log-likelihood under constraints of the kind
Hathaway's approach presents a strongly consistent global solution, no singularities, and a smaller number of spurious maxima. However, there is no easy way to implement the constraints into a feasible algorithm. 
which is the sum of the contribution of each test set to the log-likelihood. The optimal c is found as the maximizer of the function in Equation (6) .
The maximization of the cross-validated log-likelihood corresponds to the minimization of an unbiased estimator of the Kullback-Leibler divergence between the truth and the model under consideration (Smyth, 1996; . The logic behind its use is that it can be seen as function of c only, and maximizing it handles the issue of overfitting as training and test sets are independent (Arlot and Celisse, 2000) . The method has shown great promise in terms of quality of model parameters estimation; in the next Section, we propose its use for selecting the number of components.
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3 Regularized BIC for model selection
Likelihood-based information criteria, like the AIC and the BIC, are widely used to select the number of mixture components in probabilistic (model-based) clustering. Leroux (1992) showed that neither of the two underestimates the number of mixture components. Further studies showed that, whereby AIC tends to overestimate the number of components (Koehler & Murphree, 1987) , BIC consistently estimates it (Keribin, 2000) . The BIC has two ingredients: the (negative) maximized mixture likelihood taking into account the overall fit of the model to the data, and a penalty term measuring model complexity and sample size. Standard BIC has the form:
where η = J + 1
represents the number of free parameters to be estimated, and measures model complexity. It is self-evident that ψ ψ ψ computed by using the unbounded likelihood could correspond to a degenerate or spurious solution, making BIC unreliable.
The constrained estimator eliminates degeneracy and reduces the number of spurious solutions (Hathaway, 1985) , as the likelihood surface is regularized. How well the regularization is done depends on how the bounds are tuned: with an optimal data-driven selection strategy, we claim that the RGD approach can be used to compute the BIC for a sounder assessment of the number of components as the chance of overfitted solutions is greatly reduced. The BIC, computed at the constrained solution, is as follows:
Similarly, to handle the unboundedness of the likelihood of multivariate Gaussian mixtures, Fraley and Raftery (2007) proposed to select the number of components by evaluating the BIC at the maximum a posteriori (MAP) estimator.
Notice that, in the BIC of Equation (8) 
where η * = J + 1 regression coeff
In the simulation study and the empirical application, we will illustrate both model selection criteria of Equations (8) and (9) under different scenarios.
A computationally efficient constrained approach
In this Section, we first sketch the k-deleted method of Seo and Lindsay (2010) 
The likelihood-based k-deleted method
Singular or spurious solutions are characterized by one or a few observations having overly large log-likelihood terms compared to the rest of the sample. In such cases, these sample points end up dominating the overall log-likelihood. In order to identify such k dominating observations, Seo and Kim (2012) suggested to use the individual log-likelihood terms, and then define the so called k-deleted log-likelihood as follows
where f (y (1) ; ψ ψ ψ) < · · · < f (y (n) ; ψ ψ ψ) are the ordered values of the individual likelihood terms evaluated at ψ ψ ψ. Given the set of local maximizers Ψ = { ψ ψ ψ s ; s = 1, . . . , S} previously found, 8 the k-deleted log-likelihood is used as a criterion to select the root such that
In words, the very appealing feature of the (likelihood-based) k-deleted method is that it selects a solution among the ones already computed. The quantity in Equation (10) 
An efficient RGD approach
For a given value of the tuning parameter c, let ψ ψ ψ cs be the s-th local maximizer, with s = 1, . . . , S, found maximizing (2) subject to (5) . Let us define the k-deleted log likelihood as follows
The k-deleted log likelihood represents how well the rest of the data are fitted after one removes the possible effect of overfitting a single or a few observations.
The constant c is selected as follows
The negative term in Equation (12) can be thought as a sort of penalty for spurious solutions.
This term also eliminates the overfitting -in the same spirit as in Seo and Lindsay (2010) , where it was used for selecting the bandwidth of their smoothed ML estimator.
In addition, by implicitly selecting a maximizer for the constrained ML problem among constrained solutions, the method we propose does not depend on the initialization strategies employed as the number of spurious maximizers is already reduced in a constrained setup (Hathaway, 1985) .
Stating it differently, it applies a root selection approach -the k-deleted method -to a setup which 9 already guarantees a smaller number of solutions to the ML problem.
ML estimation
Once a data-driven choice of c is available, the RGD method requires a target variance as input.
The 6 Numerical study
Design
The purpose of this simulation study is to address the following issues:
• how sensitive the efficient RGD approach is (ConK) to different choices of k;
• how ConK compares with the standard RGD method (ConC), and with the homoscedastic (HomN) and heteroscedastic (HetN) models;
• how the two reformulations of the BIC (Equations (8) and (9)) perform under different scenarios, and how reliably they allow selecting the number of components compared to BIC computed at HomN and HetN solutions.
Concerning the choice of k (ConK approach), Seo and Kim (2012), for P -variate Gaussian mixtures, suggest choosing it between P -where only one component is degenerate (or spurious)
in all P dimensions -and P × (G − 1) -where G − 1 components are degenerate in all P dimensions. In the first part of the simulation study, we assess ConK in terms of accuracy of parameter estimates (average MSE of regression coefficients and component variances) and cluster recovery (adjusted Rand index, Adj-Rand, of Hubert and Arabie, 1985) for k = {1, 2, J × (G − 1), n/10, n/5, n/2, n/1.25, n/1.11}, where J is the number of regressors. We expect very similar results for the different k's as the k-deleted method we implement in this paper is not a root selection method, but rather implemented to select a tuning parameter -similarly to what is done in Seo and Lindsay (2010) for bandwidth selection in their smoothed ML estimator. However note that we also test for values of k very large compared to the sample size (e.g. k = n/1.11) to exclude the possibility that any k ≤ n works.
In the second part of our simulation study, the performance of ConK is compared with: 1)
ConC, 2) the unconstrained algorithm with common (homoscedastic) component-scales (HomN), In the third part of our simulation study, we take the number of components as unknown, and let each method select G between 1 and G * + 2 (where G * is the true number of groups) as the one for which the BIC (Equation (7)) is the lowest. For the constrained methods ConC and ConK, we do this exercise using the BIC reformulations of Equations (8) and (9) .
The data were generated from a clusterwise linear regression with 3 regressors and intercept, Tables 1 and 2 show results of the ConK algorithm for n = 100 and n = 200 respectively, for 8 different values of k. Whereby we observe some variation across conditions with n = 100, results are qualitatively the same for n = 200, except for the inadmissible k = n/1.11. For sake of conciseness, in subsequent analysis we focus on the perhaps most representative scenarios of k = 1 and k = n/5, respectively small and large k.
In Tables 3 and 4 In Table 5 we display the percentage of correct guesses for G delivered by each method for each of the 12 simulation conditions. The procedure minimizing the BIC computed using the solutions of HetN almost completely fails to recover the correct number of clusters. By contrast,
we observe that in all conditions the modified BIC computed using the constrained approaches yields the highest number of correct guesses. Very similar performance is achieved with standard BIC computed at the ConC solution. Using standard BIC tarnishes the performance of ConK, which however outperforms HomN in setups with larger sample sizes (n = 200), as well as with smaller sample size (n = 100) but larger G * and uneven component sizes.
Further insight can be acquired by looking at the absolute frequencies of guesses for the number of components G of each method (Figure 1 and 2 ). For the constrained approaches ConC and ConK, we compute the BIC based on the formulas of Equations (8) 
Two real-data applications
In this Section we illustrate the use of the constrained approaches, ConC and ConK, and compare them with HetN and HomN.
For neither of the data sets the number of subgroups in the underlying population is known.
We fitted a clusterwise linear regression, using the 3 methods under comparison, on the CEO data set (http://lib.stat.cmu.edu/DASL/DataArchive.html), with 2, 3, 4, and 5 components, and analyzed the 2-class solution -which minimized the BIC formulas of Equation (8) and (9) under ConC and ConK (for k = 1 and k = n/5), and the plain BIC under HomN -in terms of estimated model parameters and clustering. We carried out a similar exercise on the AutoMpg data set (available at https://archive.ics.uci.edu/ml/ machine-learning-databases/auto-mpg/auto-mpg.data), where instead only the constrained methods agree on the 2-component solution -seemingly the most suited to the data in terms of clusters interpretation.
CEO data
This data set contains information about salary (dependent variable) and age (independent variable) of 59 CEOs from small U.S. companies. The underlying clusters structure is unknown. Among those who already analyzed this data set, Carbonneau, Caporossi, and Hansen (2011) fitted a 2-component clusterwise linear regression, whereas Bagirov, Ugon, and Mirzayeva (2013) compared the 2-component and the 4-component setups.
In Table 6 we show BIC values computed using respectively HomN and HetN, and BIC's (Equations (8) and (9) Table 6 : CEO data. BIC values for G = 2, G = 3, G = 4, and G = 5. Best solutions out of 100 random starts. Minimum BIC values in bold for each method. 
AutoMpg data
This data set contains a sample of 398 vehicles, where information on city-cycle fuel consumption in miles per gallon is gathered for each vehicle, alongside with the following set of covariates (of mixed type): number of cylinders, model year, and origin, which are discrete valued; displacement, horsepower, weight, and acceleration, which are instead continuous valued. Records for horsepower were missing for six sample units. Given that the car model is available, with all relevant information, we were able to retrieve the missing values and included them in the data set.
We estimated a clusterwise linear regression model of miles per gallon on the above set of covariates. Plain BIC and modified BIC -for ConC and ConK only -values are reported in Table   7 . Constrained approaches largely agree on the two-component solution ( Table 7 : Auto-Mpg data. BIC values for G = 2, G = 3, G = 4, and G = 5. Best solutions out of 100 random starts. Minimum BIC values in bold for each method.
By looking at Table 8 we observe that acceleration (x 1 ), cylinders (x 2 ), and displacement ( Table 8 : Auto-Mpg data. Covariates are acceleration (x 1 ), cylinders (x 2 ), displacement (x 3 ), horsepower (x 4 ), model year (x 5 ), weight (x 6 ), and origin (x 7 ). Best solutions out of 100 random starts, G = 2. K = n/5, and test set size = n/10.
Discussion
In the present paper, a computationally efficient constrained approach for clusterwise regression modeling was presented. Starting from the baseline idea of Seo and Lindsay (2010) and Seo and Kim (2012), we propose a new, computationally faster, data driven method to tune c. Based on the simulation study and the two empirical applications, we have shown that the proposed method compares very well with the RGD method in terms of accuracy of parameter estimates and cluster recovery, doing from twice up to ten times faster than the RGD approach.
In addition, we have demonstrated that the issue of unboundedness is not only an estimation problem, but seriously affects also the assessment of the number of components. We have implemented and deeply tested a formulation of the BIC, in the spirit of Fraley and Raftery (2007) , using the (log) likelihood evaluated at the constrained solutions. To take into account the proportion of estimated scale entailed by the constrained estimator, we have also applied Cerioli et al (2017)'s recent proposal in our context, counting the number of free scales as the proportion (1-c) of unconstrained variances. In the simulation study and the empirical applications, we have shown that both approaches to compute the BIC based on the constrained estimator yield a sounder assessment of the number of components than standard unconstrained approaches. Cerioli et al (2017)'s correction seems to improve over the constrained BIC for the computationally more efficient ap-proach and, in general, in relatively more complex modeling scenarios -i.e. larger number of (mixed-type) covariates (Auto-Mpg data).
Having one tuning parameter to set (k) rather than two or more -as, for instance, in crossvalidation schemes -limits the users' arbitrariness. In the real-data applications we observed that different values of k might determine different conclusions on the chosen scale balance. In general, based on our results and having the cross-validated method as benchmark, larger values of k (relative to the sample size) seems to be more favorable.
In the simulation study, we found that selecting the number of components with a BIC based on the estimates of the homoscedastic normal (HomN) algorithm might work in some cases (smaller sample size and components with similar class sizes). Nevertheless, there are situations, like the one we analyzed in our second application, where also the BIC based on HomN overstates the number of components. Since neither of the two scenarios can be recognized a priori, we suggest the use of BIC based on the constrained solutions to correctly assess the number of components.
The equivariance property of our approach comes from the fact that the constraints are cen- 
