In this work time-resolved laser-induced incandescence (TiRe LII) has been employed to measure primary particle diameters of soot in an atmospheric laminar ethylene diffusion flame. The generated data set complements existing data determined in one single location and takes advantage of the good spatial resolution of the ICCD detection. Time resolution is achieved by shifting the camera gate along the LII decay. One key input parameter for the analysis of time-resolved LII is the local flame temperature. This was determined on a grid throughout the flame by coherent anti-Stokes Raman scattering. The accurate temperature data, in combination with other published data from this flame, are well suited for soot model validation purposes while we showed feasibility of a shifted gate approach to deduce 2D particle sizes in the chosen standard flame. (soot or ambient gas) σ g
Introduction
Soot particles formed during combustion processes significantly affect the performance and durability of many engineering systems such as gas turbines and diesel engines. Soot emissions from various sources have also been reported to have serious adverse effects on human health because these nanometre size particles are believed to be responsible for increasing the risk of death by as much as 15% in cities with heavy air pollution [1] . Moreover, it has recently been argued that flame generated soot might be a major contributor to global warming either directly or by serving to contrail formation [2] [3] [4] [5] . These important technological and environmental implications motivate advanced theoretical research for a complete understanding of the factors governing soot formation in flames. For this purpose, the parameters of interest required to validate kinetic models for the prediction of this complex process (inception, formation, oxidation,…) are soot particle size, overall soot concentration, and spatial soot distribution. In addition, accurate temperatures are an essential parameter for modeling soot formation. These quantities can not be measured easily with intrusive techniques and the present investigation seeks to address this need for high quality validation data. Different approaches have been described in literature that are suited to determine soot properties inside flames non-intrusively.
One approach is the simultaneous application of Rayleigh scattering, 2D laser-induced incandescence and laser extinction (RAYLIX) [6] [7] [8] providing particle sizes and numbers as well as soot concentrations.
Here, particle size is derived ratioing scatter and LII signal that show different dependencies on particle size, i.e. r 6 and r 3 , respectively. This tool has been used to characterize laminar diffusion flames fuelled by acetylene and various turbulent flames so far. Although a quite elegant diagnostics, the precision of -4-the finally resulting parameters soot volume fraction, particle size and number depend on the accuracy of both techniques involved. As LII imaging (the often claimed "LII plateau" is not really a plateau, for example [7, 9] ) and scattering have a different response to the local laser fluence, variations along the laser sheet can influence the precision while a correction of this effect is not easily possible. This can become crucial for strongly sooting flames with significant laser attenuation. Besides this systematic issue of mapping images received from different techniques, the accuracy of r, as detailed in [7] , depends on the precision of f v , introducing several well known uncertainties of LII calibration [10] . For the scattering portion of the diagnostics suite, the effect of aggregation is neglected [7] . However, TEM images clearly indicate the presence of aggregates in this type of flame [11] while the influence of aggregation on scattering is non-negligible, necessitating an independent validation of this valuable combination of diagnostics.
A different approach to determine particle sizes uses the LII decay time. Will [12] used two distinct camera gates to make use of the different cooling behavior of large versus small primary particles to deduce the primary particle size without needing calibration. Here, the authors neglected the effect of aggregation in analyzing the signal ratio for both chosen delay times. Although this assumption is not entirely justified, deviations for in-flame soot exist but are not essential, as recent research demonstrated [13] . Will et al. [12, 14] presented the feasibility of the technique and showed its application to a C 2 H 4 laminar diffusion flame; a description of the optimization of the experimental parameters and a detailed uncertainty discussion are also contained in this paper. As described there, one parameter essentially influencing the precision of particle sizes determined by this approach is the knowledge of local gas temperature, in addition very important to soot modelling. In [15] the authors report a full 2D map of particle sizes in this flame, indicating particle sizes between 20 and 80 nm and remarking this to be significantly larger than in similar flames [16] . One potential source of error is the missing knowledge of the exact flame temperatures. Later studies employing 0D TiRe LII (photomultiplier detection) and TEM reported primary particle diameters around 30 nm in the most homogeneous part of the laminar diffusion flame (known as Gülder flame [11, 17, 18] ). This flame position, HAB=42 mm on the flame center line was later defined as standard position for basic LII studies during the first international workshop on LII [19] . The study described in [11] is limited to this very homogeneous part of the flame, where spatial resolution is uncritical and a large measurement volume generates high LII signal levels that serve for very accurate data analysis. Using a streak camera for one dimensional time resolved measurements combines a higher dimensionality of the detection with an excellent temporal resolution [20] well suited for one-dimensional flames.
The mentioned importance of exact flame temperatures for determination of particle sizes by LII has been discussed by Schraml et al. [21] who deduced flame temperatures from soot emission spectra.
The authors admitted that "it is obvious that a temperature measurement with this method is only possible in regions where sufficient high soot concentrations are present ...". To circumvent this severe limitation we chose coherent anti-Stokes Raman scattering to measure temperatures.
Beyond above cited references describing flames, there still is a need for comprehensive data sets for soot modelling. In this paper we present accurate flame temperatures that, in combination with other published data from this flame, are well suited for soot model validation purposes. Concerning optical diagnostics, particle sizing in flames by LII is rarely validated, in contrast to cold or post flame soot [22] , thus demands for comparison with different other diagnostic approaches, preferably laser-based ones.
Therefore, we prove feasibility of a shifted gate TiRe LII approach resulting in a 2D image of primary particle sizes for one of the three simple flames identified as LII standard flames [19] , i.e. the C 2 H 4 laminar diffusion flame. Time resolved LII is employed to deduce primary particle size distributions in the so called Gülder flame, while data analysis is based on highly precise CARS temperatures minimizing one of the main error sources of TiRe LII.
Laser-induced incandescence model

LII model implementation
The technique of LII involves heating particles up to typically around 4000 K with a high-power pulsed laser of several nanoseconds duration followed by cooling down until they reach thermal equilibrium with the combustion environment. A more detailed description of our implementation of the LII process is published in [23] while a more general overview is provided in the following. The theoretical model of the LII process is described by energy and mass balances between a single spherical primary soot particle of mass m and diameter D and its surrounding at a temperature T g ( Fig. 1) :
The different terms of Eq. 1 denote the change of internal energy of the soot particle, the rate of energy absorption from the laser pulse, the rate of heat loss by surface sublimation, heat conduction to ambient gaseous species due to collisions and the blackbody-like LII radiation, respectively.
In our implementation, differing from others in details, we use temperature dependent particle density ρ and heat capacity c [24, 25] for the internal energy, a wavelength dependent E(m) for absorption and emission [26, 27] in the Rayleigh regime, i.e. primary particles are significantly smaller than the used wavelengths. Conduction at the given conditions (ambient pressure, flame temperatures) is considered to be governed by free-molecular flow [28] and a thermal accommodation coefficient of a T =0.3 is used [29] . Sublimation is assumed to be kinetically controlled with a mass accomodation coefficient β = 0.5 for C 1 and C 2 , significantly smaller values for the other C n clusters (including C 3 to C 7 ) [25] , temperature-dependent enthalpy of formation ∆H n , molecular weight M n and vapor pressures p n .for the included C n species (n = 1 to 7).
Using a time step of 5 ps, Eqs. 1 and 2 are solved numerically using the fourth-order Runge-Kutta method to derive the particle temperature and size as a function of time during and after the laser pulse.
The results of this integration are used to calculate the temporal laser-induced incandescence radiation collected at a given wavelength l det (apart from a calibration constant for the optical system) with the help of Planck's radiation function as:
Where C is a constant parameter and E(m) is a wavelength dependent function of the soot refractive index m. Melton [30] demonstrated that Eq. 5 indicates that the spectral intensity LII signal is proportional to the particle volume, and its peak, taken within a certain range of laser fluences, has been shown to be proportional to soot volume fraction. Thus and by means of calibration, the LII technique becomes a powerful diagnostic tool for spatially and temporally resolved measurement of soot volume fraction in a wide range of applications, such as laminar and turbulent flames, in-cylinder combustion, and engine exhaust gas characterization.
Besides measuring particle concentration, time-resolved LII has been explored as a potentially powerful tool for characterizing the primary particle diameter (mean or distribution) in various combustion systems. Its principle is based on the fact that conduction heat loss from the particles to the surrounding gas is the dominant particle cooling mechanism after the laser pulse. According to the model, the different energy loss contributions provide cooling at different rates. Fig. 1 shows the effects for our approximately used fluence. Thus, the temporal signal emission profile is a function of initial size and temperature, the surrounding gas temperature and the overall cooling rate. The overall particle cooling rate, characterized by the temporal decay rate of the LII signal can be related to the particle size since larger particles cool slower than small ones due to a smaller surface area-to-volume ratio (Fig. 2 ). For determining initial particle sizes either D must be considered variable when using high fluence and the full temporal profile or can be assumed constant for low fluence.
The effect of soot aggregation has been neglected, thus no shielding factor was used. Aggregation changes during soot formation, thus within the very same flame [31] . Because detailed and spatially resolved information on aggregation is (to our knowledge) not known for the flame under study, we chose to neglect aggregation for the current feasibility test.
LII model validation
It is well known that the accuracy of theoretical LII models, in particular the heat conduction sub-model and the uncertainty in values of many unknown optical and thermodynamic parameters, has significant and direct impact on the accuracy of primary particle sizes determined from LII measurements. For this
reason, validation of our present model is desirable and consequently has been conducted with experimental single wavelength decay curves [25] for particles of known primary particle diameter (35 nm, assumed monodisperse) where time-resolved LII measurements were performed over a wide range of laser fluences in a coflow C 2 H 4 diffusion flame at atmospheric pressure. influencing the agreement in the first few nanoseconds, and for high fluence the whole decay curves [23] . This is mainly due to difficulties in well describing the sublimation sub-model of LII, frequently occurring in LII modeling. For the fluence range used in our experiments, the agreement is well acceptable. This statement is specifically valid for our current experiments, where the use of a discrete camera gate (rather than a photomultiplier decay curve as in [23] ) prevents high temporal resolution.
Therefore, Fig. 3 rather visualizes the performance of our model for longer delay times, similar to the time range used for our presented shifted-gate approach. To conclude, the used model demonstrates qualitatively acceptable agreement with the validation data from [25] and thus can be used as a valuable tool for analyzing LII decay curves recorded by shifting the ICCD gate.
Size distributions
Equation 5 applies to monodisperse particle ensembles (uniform size D 0 ). It is well known that soot particles in flames are polydisperse and have a certain size distribution. This has a significant impact on the LII signal as the cooling of the laser-heated particles strongly depends on the particle size;
consequently the measured radiation is the cumulative signal from particles of various sizes. For an invariant energy density within the laser sheet, an integration considering the particle-size distribution function PDF(D) yields the total LII signal J(t) at the detector surface: (6) with the optical function C opt describing the detection system response.
It is assumed that the particle number concentration N p is constant in the probe volume V m during a single LII event.
Although size distributions have occasionally been found to be bi-modal, TiRe LII is insensitive to the smaller mode due to its typically negligible total volume relative to that of the larger mode [32] . For the -8-LII-relevant mode, a widely accepted assumption is that for hydrocarbon flames the size distribution follows a log-normal shape [33] :
The distribution is described by the count median particle diameter CMD and the geometric standard deviation σ g to be used as relevant fit parameters. The agreement between model and experiment is expressed by the maximum likelihood estimator:
Where y i is the measured quantity, y(t i ,CMD,σ g ,) is the model prediction for the fit parameters CMD,σ g , N is the number of experimental data points and σ exp . is the experimental standard deviation that can be either taken from the experimental input files or simply set to one. i represents the time steps of experiment and accordingly calculation, based on the temporal resolution of the decay curves.
The vaporization threshold of soot for 1064 nm excitation is reported to be between 0.1 and 0.5 J/cm 2 [34, 17] . Our chosen average fluence of 0.4 J/cm 2 is in the low vaporization regime shortly above or close to the LII threshold and clearly below high laser fluence of 0.7 J/cm 2 as defined in [25] or [19] .
Thus all particles should reach similar peak temperatures, neglecting the wings of the Gaussian profile in horizontal dimension, where only small portions of signal are generated. Our curve fitting allows for variation of the contribution of sublimation. Moreover, we tested the influence of minor modification of some parameters on the curve fit quality. These are β for the sublimation term, a T for cooling and E(m) which, for fixed laser fluence, determines the peak temperature. As quality criteria the minimum value of χ 2 was used. Variation did not lead to the need of significantly different values of the not directly measurable parameters β and a T relative to those used in [23] to fulfill χ 2 minimization.
Experiment
Burner
In this experiment an atmospheric-pressure, axisymetric-coflow laminar ethylene/air diffusion flame is employed. It has been suggested as standard flame for LII research for the first international workshop on LII [19] , thus collected data can serve to validate new diagnostics combinations and to validate soot models [35, 36] . The burner stabilizing the flame consists of a 10.9-mm-inner-diameter fuel tube, centered in a 100-mm-diameter air nozzle. The air passes through packed beds of glass beads and porous metal disks to achieve uniform flow, suppress flow disturbances and prevent flame instabilities.
The fuel-flow rate is 0.194 slm and that of the outer air is 284 slm. Both flow rates are controlled using -9-mass flow controllers. These conditions result in a visible flame height of about 65 mm (Fig. 4) .
LII setup
The LII signal was excited by a Nd:YAG laser (Spectra Physics GCR 290), with a repetition rate of During the first gate of 20 ns duration immediately before the laser pulse, the flame luminosity background is detected. The second gate of equal duration was shifted from starting with the laser pulse to delayed by up to 1.4 µs and is used for detection of the signal. One hundred LII images were acquired for each instant during this sequential measurement; these were subsequently corrected for flame luminosity and for inhomogeneities of the ICCD chip sensitivity. Data reduction included a slight tilt to correct for camera mounting issues and symmetrization by averaging data of both halves of the flame. The concept of 2D particle sizing was first shown as prove of concept using only two distinct camera gates during the decay curve [12, 14, 15 ]. Fig. 6 shows a typical two-dimensional LII image of the studied flame (right) and the respective soot luminosity (left). Quantification of the initially relative LII image into soot concentrations was accomplished using the peak value from [37] .
CARS implementation
The CARS temperatures (see Fig. 7 ), which are used for TiRe LII analysis are an extension of those data published in [38] and [39] and have already been used for model validation in [35] . The CARS system, which has been described in [40] , used a single mode 532 nm Nd:YAG pump laser and a modeless (607 nm) dye laser [41] . The resulting CARS spectrum at approx. 473 nm, detected by a spectrometer equipped with an intensified linear array detector, contains the temperature information -10-in the resolved rovibrational intensity distribution of monitored N 2 molecules. The use of this CARS system in a methane air flame using the same burner has been described previously [41] .
The experimental spectra are fitted to a library of theoretical CARS spectra allowing for variations of the N 2 concentration in the flame. In more heavily sooting regions of the flame laser generated C 2 caused an absorption of segments of the CARS spectrum [42] that were then excluded from the fitting routine [38] in contrast to others, who shifted the CARS signal away from these C 2 Swan band interferences [43, 44] . That approach reduces the precision in these parts of the flame but still provides reliable flame temperatures [38] .
The CARS system used a BOXCARS configuration and the measurement volume was a cylinder approximately 1.1 mm in length and 75 µm in diameter. If we define the x-axis as the long dimension of the measurement volume then the burner was scanned in the y direction so that the long dimension of the measurement volume was tangent to the radial profiles. In that way the effective radial spatial resolution varied from 0.6 mm at burner center to 170 μm at r=1 mm and 40 μm at r=5 mm. CARS temperature measurements were made every 0.25 mm radial position from burner centre to r= 8 mm.
These measurements started at a height of 2 mm; then every 5 mm from 5 to 65 mm; and then 66 and 67 mm. These temperatures were then fitted using the 2 dimensional Mathcad LOESS fit function [45] to provide a temperature map of the burner from 2 to 67 mm in height and 0 to 8 mm radially.
For TiRe LII-analyzed locations without explicit temperature data we performed an extrapolation using neighboured temperature information, well being aware that this might induce errors of up to 100 K, still significantly better than estimating an ambient temperature. Accordingly, to enable the higher resolution of the TiRe LII data grid in comparison to the CARS data, temperatures were interpolated to locations not captured by CARS. The measured temperatures peak radially off axis below 55 mm while the highest profile shows its peak on axis (Fig. 7) . Qualitatively, this behavior is similar to the soot concentration profiles visualized in Fig. 6 and indicating the importance of temperature for soot chemistry. Low in the flame, hottest temperatures form a ridge near the stoichiometric contour. As determined by others, for example [39] , temperatures peak at larger radial positions, consistent with the fact that soot is typically formed on the fuel-rich side of the stoichiometric surface, while temperatures peak close to but outside of it (see for example [46, 47] ). Due to the relatively low temperature at low heights on the flame axis, i.e. below 1500 K, pyrolysed fuel is not yet transferred into soot. Below 20 mm, soot is only formed in lateral regions of the flame. In these lateral positions, soot concentrations grow up to peak values of 7.5 ppm at HAB=30 mm. At this height, significant soot concentrations have appeared on the flame axis, induced by the sufficiently high temperatures above HAB=20 mm and adequate residence times under these conditions (∼ms).
Results
Flame temperatures
Further downstream, a relatively sharp drop in peak temperature is determined, from 2000 K at 20 mm to about 1800 K at 40 mm. This behavior has equally been obtained with thermocouples [48] or using CARS spectroscopy [49] in similar flames. It is typically attributed to losses due to thermal soot radiation as suggested by the radiation loss measurements of Markstein [50] . The temperature peak broadens leading to less steep lateral gradients. Peak temperatue in the highest measured position (67 mm) is approx. 1770 K on the flame axis (profile not contained in Fig. 7 ). More detailed descriptions of temperature profiles in diffusion flames are contained for example in [48, 49, 51] . The major purpose in this content is their use for analysis of time-resolved LII data in a LII workshop-defined target flame. So far, ambient gas temperatures only were roughly assumed [14] while accurate, measured temperatures are the better choice.
Particle sizing
To determine a log-normal distribution particle size distribution from a measured LII signal in our experiment, a sequence of images as visualized in Fig. 8 is used, varying the gate delay (20 ns duration) after the laser pulse to extract a discrete temporal LII signal decay for each spatial location in the flame. To improve the signal-to-noise ratio, we binned 3x3 camera pixels, resulting in a 0.4x0.4x0.3 mm 3 measurement volume used for data analysis on a 0.5 mm spaced grid. This approach is different from the conventionally used photomultipliers that provide more accurate decay traces while being limited to a 0D measurement volume.
For all single positions an ensemble of LII signals for different size distributions, thus pairs of CMD and σ g was calculated for each of which the maximum likelihood estimator χ 2 for the original signal was determined. The particle size information can then be obtained from a best-fit comparison of experimental temporal signal decay curves and those calculated (from 0 to 1400 ns, thus including the vaporization peak).
Basing this analysis on CARS temperatures improves the accuracy of the resulting soot properties.
The general uncertainty in CARS thermometry is often considered to be up to 2-3% of the absolute temperature, resulting in an error of 5% and 3% of CMD and σ g , respectively. Figure 9 .a shows the result in the centerline location at 42 mm height above burner. It should be noted that the minimum is well defined; however, it lies in a long, rather flat "valley" as discussed in [52] . This indicates that for an experimental case, with noisy signals and certain errors in experimental input -12-parameters like the laser fluence, the fit might be not robust. The corresponding LII signal and particle size distribution are presented in Fig. 9 .b and 9.c, respectively.
Figure 10 displays the soot primary particle diameter at various heights above the burner (HAB) and radii derived following the maximum likelihood estimator. In addition to the well characterized standard location in this flame (centreline, 42 mm HAB), our approach provides particle sizes for the whole flame. For the standard location defined by the 1st international LII workshop [19] our particle size of 16.5 nm is smaller than that determined with a 3 mm diameter sampling grid exposed to flame conditions for 25 ms and consecutive TEM image analysis [11] , being 28-29 nm and in good agreement with other TEM results from similar flame locations [53] . Measurements with scattering/extinction in a similar laminar diffusion flame resulted in particle sizes of about 20 nm in a comparable location [54] , ours and data by D'Anna et al. [54] in this position being significantly smaller than in [51] derived from scattering/extinction measurements as well.
If we allow for a different choice of the value of the thermal accommodation coefficient a T , i.e. 0.44 from [55] , instead of 0.3 for NO on graphite [29] , the conduction term significantly gains importance what results in larger particle sizes in our fits. Snelling et al. [55] determined the thermal accommodation coefficient more recently for in-flame soot by fitting the soot temperature decays excited by a LII process and use of a T as unknown or fit parameter. This choice would, in turn, lead to loss of the validation procedure chosen for our LII model implementation, thus question the validity of the particle size of the well characterized experiment chosen in [25] .
Another potential source for deviations to TEM data is the fact that most LII models, as ours, assume no contact between primary particles or point contact between these when forming aggregates for calculating conduction, but typically neglecting shielding effects. Basing the heat conduction term on more realistic bridging of 10% or 25% introduces shielding effects into the conduction sub-model, thus slower temperature or signal decay of the laser-heated soot. A more detailed description on the effect of aggregation is provided in [56] . Finally, part of the discrecpancy can be attributed to the relative high fluence we used that probably is not perfectly captured by our model, in combination with the limited temporal resolution during and shortly after the laser pulse.
Despite uncertainties in part introduced by the sublimation submodel (as typical for most LII models) and neglect of other mechanisms (oxidation, melting, and annealing of the particles and nonthermal photodesorption of carbon clusters from the particle surface [25] ), our 2D plot (Fig. 10) provides a good trend image of particle sizes throughout the whole flame. Regions of large particles correlate well to those exhibiting high soot concentrations (see Fig. 11 for an exemplary HAB of 30 mm), as identified by Santoro and Semerjian [51] , with both, f v and CMD peaking at lower r compared to the temperature.
The derived width of the particle size distribution σ g follows the particle diameter (Fig. 11, right) . The -13-soot formation region low in the flame as well as the oxidation zone close to the flame tip are described by small particles. It should be noted, that the CCD dynamics of 12 bit leads to a limited precision for those regions of the flame that are exhibiting weak signal. In those cases, signal levels become insignificant after some hundreds nanoseconds; nevertheless, this is sufficient to deduce physically reasonable particles sizes as visualized in Fig. 10 . Below a HAB of 55 mm, profiles are characterized by a minimum in the inner part of the flame and a annular peak of particle size. The maximum value of CMD is found in the annular region and is about 50-60 nm. Compared to [15] who evaluated the signal ratio of two delay instants only, and used the continuous regime for conductive cooling, we find significantly smaller particle sizes. While the smallest particles in [15] are already clearly larger than 20 nm, our smallest particle sizes are close to 10 nm low in the flame wings and at the flame tip.
However, general trends in particle size are very similar to those of [12, 14, 15] . The smallest particle sizes identified and shown in Fig. 10 are most probably due to low signal levels. As evident from comparing the 2D plot (left) of LII intensity and the deduced particle sizes, the locations of 10 nm particles are identical with very low intensity levels. LII intensity is proportional to the third power of particle diameter (total soot volume in the measurement volume), thus resolving the particle sizes towards the flame edges is mainly prevented due to sensitivity issues of the detection system.
Moreover, we analyzed equidistant locations in the flame and identifying the smallest particle size at the edges of the soot distribution that could be deduced with the present approach was not the target of the study.
One clear advantage of our approach over sampling techniques is the high spatial resolution that is defined by the sheet thickness and the camera's pixel resolution, even in combination with the chosen binning to improve signal quality. This is especially valuable for flames exhibiting steep gradients as our measurement object. The other advantage is the imaging capacity easily allowing for spatial correlations, specifically in contrast to the conventionally used detectors for point LII measurements, i.e.
photomultipliers. This gain in the spatial dimension is at cost of the temporal dimension where resolution is limited, however sufficient to deduce quantitative primary particle sizes. Nevertheless, comparison to point LII measurements performed in different locations in the flame will provide additional insight. While the absolute size information will be improved in future experiments using lower laser fluence, with the weaker signal being compensated by higher camera gain, the qualitative trends and the order of magnitude provide a good validation test case for kinetic modelling in this flame.
Critical to particle sizing by LII in general is the lack of validation with independent diagnostics providing reliable size. This is specifically valid having in mind that existing diagnostics are based on different physical principles, thus the determined quantity can slightly differ, and for different type of soot (nascent soot, mature in-flame soot, post-flame soot, fuel dependency), a variety of independently derived values is to be expected (for comparison to other diagnostics see for example [57] [58] [59] ). On the -14-other hand, current LII models are far from providing unique results as different model parameters are chosen and validation is mostly based on different test cases [60] , and agreement which model is expected to deduce the best particle sizes from an experimental LII decay curve is not yet reached. So, our set of particle sizes provides one, not necessarily the only, analysis of the acquired decay traces.
2D TiRe LII particle sizing by gate-shifting should be valuable for applications in technical systems (engines, gas turbines) where spatial correlations are important. Under these conditions, 0D particle size measurements are less valuable, and existing multi-CCD systems can already provide up to 8 time-shifted frames [61] . However, due to the instationary behavior of those processes, CARS won't be available as source of instantaneous accurate temperatures as is possible for laminar flames. Another source of uncertainty inherent to 2D imaging with LII is the fact that physical and optical properties of soot cannot be expected to be equal in the entire flame (see for example [31] or [62] for a similar flame of different fuel). However, because detailed and spatially resolved information on optical soot properties is typically not available, the choice of commonly used values from literature, thus neglecting dependencies from location in the flame is best representing future applications of the approach.
Summary
The presented approach uses a shifted camera gate to determine two-dimensional LII decay curves.
This proved feasible in determining 2D primary particle sizes in a standard sooting laminar diffusion flame, resulting in reasonable particle size distributions. For one location in the flame the comparison to literature is possible. Our particle sizes are smaller than those that were determined by TEM measurements in this defined standard position (center line at HAB=42 mm). This deviation might be due to an insufficiently modelled surface vaporization at our used laser fluences in combination with a too low temporal resolution close to the signal peak. On the other hand, the limited spatial resolution of the intrusive TEM sampling process can lead to a superposition of sizes attributed to slightly different location for our imaging resolution. Future work shall focus on lower laser fluence for LII excitation and a detailed study about the required number of discrete time-shifted camera gates for receiving a certain precision of the results, pointing towards future application in technical flames, as well as implementation of a sub-model for realistic aggregation. However, the now available full 2D primary particle size field provides important validation information in addition to accurate temperature data (this work) and soot concentrations (from literature) for soot modelers, even if the accuracy of the approach can be optimized in future. In addition, the data will serve as reference to others applying new experimental set-ups to this measurement object requiring high spatial resolution. Further optimization,
i.e. higher robustness of the fitting procedure is expected by use of 2D auto-compensating LII, requiring two spectrally filtering CCD cameras to determine absolute LII intensity. Following our suggested approach, shifting both CCD gates then allows determining the 2D temperature decay map, leading to a more robust data analysis. However, this is by far beyond the scope of this paper. particle diameter profiles for some axial locations (right). The circle sizes visualize particle diameters; a reference particle spere of 30 nm is included as legend. Fig. 11 : correlation of profiles at exemplary HAB=30 mm for soot volume fraction (x), primary particle size (■) and temperature (♦).The width of the size distribution (right plot) follows the trend of particle size.
Figure captions
-21- -24- Fig. 7 : CARS temperature radial profiles (left) covering the region of interest for our TiRe LII analysis. For HAB=50 mm a smoothed profile is shown indicating the step size required for particle sizing, the plot on the right shows a 2D interpolation. Fig. 8 : 2D LII at different instants of decay. The strongest signal from the largest primary particles lasts approximately 2.5 µs out of which the first 1.5 µs could be used for further analysis.
-25- Fig. 9 .a: Maximum likelihood estimator for a given signal and different calculated signals as a function of CMD and σ g (r=0 mm, HAB=42 mm). Fig. 9 .b: Temporal LII signal decays, measured (r=0 mm, HAB=42 mm) and calculated (CMD=16.5 nm, σ g =0.37). Fig. 9 .c: Particle size distribution calculated for CMD=16.5 nm and σ g =0.37.
Fig. 10: 2D soot particle diameter measurements, for better visualization overlayed with LII image (left), and particle diameter profiles for some axial locations (right). The circle sizes visualize particle diameters; a reference particle spere of 30 nm is included as legend.
