ABSTRACT
INTRODUCTION
Future cross-country mobile robots will have to explore larger and larger areas, performing difficult tasks, while preserving, at the same time, their safety. This will primarily require advanced sensing and perception capabilities. Video sensors supply contact-free, precise measurements and are flexible devices that can be easily integrated with multi-sensor robotic platforms. Hence, they represent a potential answer to the need of new and improved perception capabilities for autonomous vehicles [1] .
One of the main applications of vision in mobile robotics is localization. For mobile robots operating on rough terrain, conventional dead reckoning techniques are not well suited, since wheel slipping, sinkage, and sensor drift may cause localization errors that accumulate without bound while the vehicle travels [2] . Conversely, video sensors are exteroceptive devices, that is, they acquire information from the robot's environment; therefore, vision-based motion estimates are independent of the knowledge of terrain properties and wheel-terrain interaction. Indeed, like dead reckoning, vision could lead to accumulation of errors; however, it has been proved that, compared to dead reckoning, it allows more accurate results and can be considered as a promising solution to the problem of robust robot positioning in high-slip environments [3] , [4] , [5] . As a consequence, in the last few years, several localization methods using vision have been developed. Among them, visual odometry algorithms, based on the tracking of visual features over subsequent images, have been proved particularly effective [6] , [7] . In rough terrain situations, methods to sense the ill dynamic effects occurring at the wheel-terrain interface are also desirable, since these effects compromise the vehicle's traction performance and lead, in extreme cases to the danger of entrapment with consequent mission failure [8] . A key variable in estimating vehicle-terrain interaction is wheel sinkage [9] . The knowledge of the amount of sinkage a wheel is experiencing would allow a better understanding of the effective rolling radius and more accurate position estimate. Sinkage measurements are also valuable for terrain identification according to the classical terramechanics theory [10] . distinctive features, which can be tracked over subsequent images. This paper also presents an innovative algorithm for visual estimation of wheel sinkage for a mobile robot driving across soft soil. We call it the Visual Sinkage Estimation (VSE) module. The VSE assumes the presence of a monocular camera mounted on the vehicle body, with a field of view containing the wheel-terrain interface. A pattern of equally spaced concentric black circumferences on a white background is attached to the wheel in order to determine the contact angle with the terrain following an edge detection strategy.
For the extensive testing of the proposed methods, we used a rover Dune, built at the University of Salento [12] , and shown in Figure 1 . Dune is an independently controlled 4-wheel-drive/4-wheel-steer mobile robot with an envisaged operation speed ranging from 1 to 100 cm/s. This configuration provides high mobility allowing the vehicle to perform special maneuvers, such as turn-on the spot and crab motion. The rover also features a four-wheel passive suspension system, commonly called rocker suspension. Details of rocker-bogie suspension characteristics can be found in [13] . It ensures that all four wheels remain in contact with the ground all the time, despite one wheel moving higher or lower than the others, avoiding a very soft spring suspension. This minimizes the ground pressure at any one wheel while maximizing traction and the rover's ability to climb obstacles. The differential also serves to mediate the difference in ground terrain between both sides of the rover allowing the body of the rover to see only half of the disturbance, which is generally beneficial for the vision sensors. Dune is equipped with a Videre Design color digital stereo head with two ½" CMOS sensors using firewire interface, four wheel encoders and steer potentiometers for conventional odometry, and a webcam for implementation of the VSE method. Experiments to validate the localization algorithm were performed outdoor on agricultural terrain. The VSE method was tested with the vehicle driving on sand, instead. This paper is structured as follows. After a review of the literature related to visual odometry and sinkage estimation in section 2, section 3 presents the visual odometry algorithm. Section 4 introduces the VSE module. In section 5, experimental results are provided for both methods. Conclusions are drawn in the last section.
RELATED WORK
Visual odometry is an emerging and promising solution to the problem of mobile robot localization. The key idea of visual odometry is that of estimating the motion of the robot by visually tracking landmarks, opportunely selected in the environment, using an onboard camera [6] , [7] . In the last years, a number of visual odometry algorithms have been proposed that use single cameras [4] , [7] , [14] , omnidirectional cameras [15] , or stereovision [5] , [7] , [16] , [17] . They mainly differ depending on the feature tracking method adopted and on the transformation applied for estimating the camera motion. For instance, in [4] , the visual module uses a variation of Benedetti and Perona's algorithm for feature detection, and correlation for feature tracking. Robustness is obtained integrating visual data and Inertial Measurement Unit (IMU) by a Kalman filter. In [5] , odometry provides an estimation of the approximate robot motion that allows selecting a search area for improved feature tracking using a maximum-likelihood formulation for motion computation. In [7] , robust visual motion estimation is achieved using preemptive RANSAC, followed by iterative refinement.
In this paper, we propose a visual odometry algorithm for real-time 6-DoF ego-motion estimation, which integrates image intensity information and 3D stereo data in the well-known Iterative Closest Point frame [11] . ICP is suited for aligning point clouds where the correspondences are not known, and consists of a two-step kernel: the first step searches for corresponding points between the two point clouds based on the nearest neighbors concept; the second step determines the transformation that minimizes the distance between the nearest neighbors. The process is iterated until a convergence criterion is satisfied. ICP has been extensively studied in literature as a method for the registration of digitized data from a rigid object with its idealized geometric model and many variants have been proposed to improve both accuracy and computational time, most of which employ laser scanner data. However, relatively little work has been published in the domain of ICP-based visual odometry [18] . Approaches using stereo vision and ICP registration can be found in [19] , [20] for Simultaneous Localization and Modeling (SLAM), and in [21] for the reconstruction of 3D partial surface models. In this paper, an approach similar to [19] is adopted, using correlation for initial matching and approximate motion estimation, followed by ICP for motion estimate refinement. However, our work is different in that it deals with the visual odometry issue. The contribution of the proposed method mainly relies on an efficient combination of various image processing and 3D registration techniques that allows robust outlier rejection in both stereo matching and feature tracking phases. Therefore, accurate motion estimates can be achieved using a few interesting points and preserving real-time constraints.
For mobile robots driving across soft soil, such as sand, loose dirt, or snow, it is critical that the dynamic ill effects occurring at the wheel-terrain interface be taken into account. One of the most prevalent of these effects is wheel sinkage [9] . Iagnemma et al. [22] described an online visual sinkage estimation algorithm that relies on the analysis of grayscale intensity along the wheel rim. Assuming that the wheel has a different color than the terrain, the location of the terrain interface is computed as the point of maximum change in intensity. This method is relatively simple Copyright © 2008 by ASME and computationally efficient, but it is sensitive to lighting variations and shadows. Moreover, it is based on the assumption that the wheel has a different gray level than the terrain, which implies previous knowledge of the soil appearance characteristics. Conversely, our method does not require any a priori information about the environment, while preserving computational efficiency.
VISUAL ODOMETRY USING ICP
In this section, we present our visual odometry algorithm for vehicle 6-DoF ego-motion estimation. The method combines intensity and 3D information deriving from a stereo camera using ICP. In order to apply ICP for localization purposes, two critical issues need to be addressed: the susceptibility to gross statistical outliers, and the failure when dealing with large displacements. As an extension of these issues, another drawback of ICP is its inability to perform the segmentation of input data points: if data points from two shapes are intermixed and matched against the individual shapes, registration fails [11] . These limitations are intrinsic in ICP basic concept and become particularly restrictive for robot self-localization and navigation purposes. As a matter of fact, while the vehicle moves, different parts of the scene become occluded and, conversely, new objects may appear. Therefore, vast regions may be present in only one of two consecutive point clouds, and, if an outlier region is too close to a valid region, there is no possibility for ICP to perform a correct matching process [18] . Our method involves three main phases: 1) feature detection, 2) feature tracking, and 3) motion estimation. In the remainder of this section, each phase is discussed separately.
Feature Detection
Let us denote with S i =(I l,i , I r,i ) the stereo pair acquired at a given time t i , being I l,i and I r,i the images produced by the left and right camera, respectively. A dense disparity map is generated to obtain 3D points. The Stanford Research Institute Stereo Engine algorithm is employed [23] . It consists of an area correlationbased matching process, followed by a post-filtering operation that uses a combination of a confidence filter and left-right check to reject areas with insufficient texture, where bad matches are very likely to appear. The Shi-Tomasi feature detector [24] is then applied to the left image I l,i to select interesting pixel points. Only pixels with an associated high stereo-confidence level 3D point are retained for further processing. Two point clouds are in the
Feature Tracking
The tracking of visual landmarks between two consecutive stereo frames S i = (I l,i , I r,i ) and S i+1 = (I l,i+1 , I r,i+1 ) acquired at time t i and t i+1 respectively, is performed using a normalized crosscorrelation (NCC) algorithm applied to the left image. The NCC allows determining the degree of similarity between two image portions f and w of dimension L×K by means of the coefficient C defined as 
where (x, y) represent the coordinates of an image point, f(x, y) and w(x, y) are the intensity value of f and w at the point (x, y), and f and w are the average intensity in f and w. C ranges between 0 and 1: the greater the value of C, the greater the similarity between f and w [25] .
Based on this criterion, corresponding points are established as follows. Let us denote with L i and L i+1 the two sets of visual landmarks detected in I l,i and I l,i+1 , respectively. Each point in L i is paired with the point in L i+1 that generates the maximum normalized cross-correlation coefficient C in a 5×5 pixels window centered at the point. To speed up and improve the searching process, only features within a certain pixel distance from each other are matched. A minimum value for the correlation coefficient is also established. False matches are then rejected using two strategies: the mutual consistency check and robust statistics. The former consists in applying the cross-correlationbased pairing from both L i to L i+1 and L i+1 to L i ; only pairs that mutually have each other as preferred mate are accepted as valid matches and are stored together with their correlation value. A final selection is accomplished based on the median and the standard deviation from median of the computed correlation coefficients; pairs whose correlation differs from the median by more than two times the standard deviation are rejected. Eventually, the tracking process leads to two main results: features that do not belong to both frames are discarded, i.e. the segmentation of input data is performed; two clouds of corresponding 3D points are produced, which will be employed in the successive motion estimation stage.
Motion Estimation
The problem of estimating the motion that the camera has undergone between two consecutive stereo acquisitions can be expressed as finding the rotation matrix R and the translational displacement t that minimize the mean-squares objective function ( ) ( )
where i p and 1 + i p indicate corresponding 3D points at two successive time instants, and N p is the number of pairs. Every optimization algorithm can be used to estimate least-squares rotation and translation. In our implementation, we use the dual number quaternion method [26] , as it is an efficient solution for this kind of problem. The rotation matrix R is expressed in terms of a set of three independent Euler angles. In our system the RPY or ZXY convention is chosen. Figure 2 shows the three Euler angles φ, θ, and ψ, which are usually referred to as roll, pitch, and yaw, respectively. The motion estimate is, first, performed using the 3D correspondences found in the cross-correlation pairing process. Based on this estimate, the two 3D point clouds are aligned. Since, we can not be sure that all the correspondences found using NCC were correct and, therefore, we can not be certain about the accuracy of the estimated motion, we apply ICP for motion estimate refinement [19] . Let us denote with P i ={p i,1 , p i,2 ,…, p i,N } and P i+1 ={p i+1,1 , p i+1,2 ,…p i+1,M } two 3D point clouds. ICP allows finding corresponding points and estimating the motion between P i and P i+1 , based on the following iterative scheme: 1) associate each point of P i with its closest point in P i+1 ; 2) discard false matches, based on a predefined rejection principle; 3) estimate the motion; 4) align the point clouds using the computed transformation; 5) repeat steps 1 to 4, until a convergence criterion is satisfied. In our implementation, the Euclidean distance is used as a metric for point association. Specifically, each point p i,j is associated to the point p i+1,k that satisfies the condition
, min ,
In order to discard false matches, the rejection scheme proposed by Zhang [27] is employed. It allows setting adaptively the value of the maximum distance between corresponding points using the statistics of the distances, namely the mean and the standard deviation. Least-squares rotation and translation are computed using the dual number quaternion approach. The process stops when the change in motion estimate between two successive iterations is less than 1%.
VISUAL SINKAGE ESTIMATION
The presence of a camera mounted on the vehicle body is assumed, with a field of view containing the right front wheelterrain interface. It is also considered that the location of the wheel relative to the camera is known and fixed during travel.
The sinkage z can be evaluated by estimating the contact angle θ c between the wheel and terrain (see Figure 3 ) using the geometrical relationship
The VSE module requires a pattern of equally spaced concentric black circumferences on a white background attached to the wheel in order to determine θ c using an edge detectionbased strategy. This approach allows algorithmic simplicity and computational efficiency, providing fast, real-time measurements. In practice, the VSE algorithm operates by identifying the wheel radial lines (radial gray lines in Figure 3) , along which the number of detected edges is less than that expected when the wheel rolls without sinkage. Those lines can be associated with the part of the wheel obscured by terrain, and thus with sinkage. The method consists of the following steps:
1) Region Of Interest (ROI) Identification -In order to
estimate the contact angle θ c , the annular region along the wheel rim including the circumference pattern is the only image area that needs to be examined. Thus, ROI identification is first of all performed, reducing the computational time and improving accuracy. Given the position of the wheel center relative to the camera and the geometry of the wheel, the ROI can be detected using simple geometric projections.
2) Pixel Intensity Computation -A pixel intensity analysis is performed along radial lines spanning across the selected ROI with an angular resolution of 1°. A typical intensity plot along a radial line is reported in Figure 4 for a test on sand. The VSE differentiates between a so-called "wheel region", where the wheel is not obscured by terrain, and a "soil region" ("sand region" in Figure 4 ) where the soil is covering the wheel. The wheel region is characterized by high intensity variations that can be classified as "edges", while the soil region shows an almost uniform intensity value.
Edges are detected based on three factors: contrast, i.e. the difference between the average intensity value of the pixels before the edge and the average intensity value of the pixels after the edge; steepness, i.e. the number of pixels that constitute the edge; filter width, i.e. the number of pixels used for estimating the average intensity values. These factors were experimentally determined by analyzing a typical line intensity profile, and depend on the characteristics of the acquisition system and pattern. An adaptive threshold for selecting the appropriate edge intensity contrast along each radial line of inspection was experimentally determined as
where L Max and L Min are the maximum and the minimum intensities measured along a given line, and 4 2 ÷ ≈ β . Filtering is applied to reduce noise and small-scale changes in intensity due to reflection, pebbles, etc.
3) Contact Angle Estimation -The contact angle θ c is computed as the wheel angle where the transition between the wheel region and the soil region occurs. Pixel information is finally converted into metric information, using the camera parameters previously obtained by calibration.
EXPERIMENTAL RESULTS
In this section experimental results are presented, aimed at validating the proposed methods. For validation of the visual odometry algorithm, tests were performed in the field driving the rover Dune on agricultural terrain with sparse, and small and medium size rocks. Experiments on sandy soil were carried out to verify the effectiveness of the VSE approach. In all the tests, the vehicle was remotely controlled using a joystick with an average travel speed of 15 cm/s.
Visual odometry using ICP
We present the results of a test, which was performed outdoor, with the robot moving on uneven agricultural terrain along a closed path. In this test, the total travel distance was of D= 11m with a total of 360 degrees of turning. Figure 5 shows the robot during operation. Dune started at a marked location (0, 0) and, at the end of the test, was stopped at the same position. The discrepancy between the actual final position and estimated position by visual odometry is the so-called return position error. Some sample images captured during the experiment are reported in Figure 6 , showing a right and left-hand turning maneuver. Feature matches between consecutive frames are displayed using white circles and lines. White circles denote the current position of the matched features, whereas the lines indicate how each 
The same error can be also expressed as a percentage of the total travel distance D as
In our experiment, a percentage error of 7.1% was obtained. This relatively high value is partly due to error in camera calibration. In outdoor environment and rough terrain motion, however, a significant amount of error also derives from sudden variations in lighting conditions, vibrations, and quick movements due to rocks and bumps which can cause the feature tracking process to fail. In order to take into account these issues, the computed motion was accepted and a binary flag was raised, only if the number of matches found was greater than 10 and the least squares error in motion estimation was less than 3cm. Otherwise, it was discarded and the relative motion was assumed to be equal to the identity matrix. The use of the flag allows the percentage of failures to be calculated, which resulted in 4.1% of the images.
Visual sinkage estimation
In previous work the accuracy and the robustness of the VSE module against illumination changes under various sinkage conditions were demonstrated through experiments with a singlewheel test bed [9] . Here, we prove the performance of the method in a real context, using the rover Dune traveling on sand. The test field was located on the shoreline of a sandy beach, as shown in Figure 8 . The webcam, mounted to a frame attached to the vehicle's body and pointing to the contact area of the front right wheel, is visible in the same figure. The wheel pattern was characterized by 1 mm-thick black circumferences, equally spaced at 2 mm. A set of experiments was performed to prove the ability of the rover in estimating the physical properties of the traversed terrain, based on the measure of wheel sinkage. Under the assumption of an almost constant vertical load acting on the wheel, sinkage will be larger in soft soils than in firm terrains. Figure 9 shows the sinkage as estimated by the VSE module in a typical test, where the rover started its course from a rigid plywood, and then moved on dry sand. Images were acquired and processed with a sampling rate of 10Hz. As expected, sinkage was null during the robot motion on rigid surface, and increased as the vehicle traveled on sandy soil, until it reached a steady-state value. In Figure 10 some sample images, acquired during the experiment, are collected, with overlaid the estimated sinkage provided by the VSE module. The discrepancy between the sinkage determined by the VSE at steady state and the actual sinkage, manually measured with a rigid ruler at the end of the test, was less than 10% proving the effectiveness of the proposed approach.
CONCLUSIONS
In this paper, two novel vision-based methods for rough terrain mobile robots were described. First, a stereovision algorithm for real-time 6-DoF ego-motion estimation was described. It integrates image intensity and 3D stereo information in the well-known Iterative Closest Point frame, overcoming two basic problems of standard ICP, i.e. its failure in presence of large displacements and its inability to segment input data. Successively, an innovative method for wheel sinkage estimation was presented. The VSE module relies on edge detection strategies to determine the wheel-terrain contact angle, and estimate the sinkage of a rigid wheel on soft soil, using visual input from a monocular onboard camera. Experimental tests with an all-terrain rover were presented to validate both methods. It was shown that the approaches described in this paper could be used to gain important information about the vehicle state and its interaction with the soil, allowing localization accuracy and traction control to be improved in rough-terrain autonomous vehicles.
