show the contour plots of absolute asymptotic bias in estimating the time effect β 1 and the treatment effect β 2 in Section 3.1 of the article. Because at time point 2 subjects have more observations with zero values (θ 1 = −1), the positive bias due to correlated random intercepts at this time point is larger than that at time point 1, and this induces a positive absolute bias for the time effect β 1 . However, the magnitude of this absolute bias is much smaller than that for β 0 . Similarly, because subjects in the control group have more observations with zero values (θ 2 = log(2)), the positive bias in the control group is larger than that in the treatment group.
Overall, this creates a negative absolute bias for the treatment effect β 2 , but the magnitude is also much smaller than for β 0 . Both biases are positively related to ρ and the between-subject variability of non-zero values σ 2 v (or equivalently ψ), and negatively related to θ 0 , the proportion of non-zero values in a control subject. However, they are relatively insensitive to the change of the between-subject variability of occurrence variables σ 2 u in this specific setting. In summary, it is evident that the sign of the absolute bias for the effects of explanatory variables in the continuous part depends on the sign of corresponding effects of explanatory variables in the binary part and also on the sign of the true correlation ρ. The actual magnitude of the bias will be influenced by the values of all the parameters.
[ 1.2 Asymptotic bias for two-part mixed model in Section 3.2
Figures 3 to 5 show contour plots of the absolute asymptotic bias for the intercept term β 0 , the time effect β 1 and the treatment effect β 2 in Section 3.2 of the article. Again, we fix θ 1 = −1, θ 2 = log (2) and σ 2 e = 0.08; and let the correlations ρ 0 = ρ 1 and ρ 01 = 0. First we examine the intercept term β 0 and treatment effect β 2 . Fixing σ 2 v 1 = 0.2, the absolute asymptotic bias in estimating β 0 and β 2 are plotted by σ 2 u and σ 2 v 0 at different combinations of (θ 0 , ρ 0 , ρ 1 ). Similar results to those in Section 3.1 of the article are observed: there is large positive bias for β 0 and smaller negative bias for β 2 when the positive correlations increase and θ 0 decreases.
For the time effect parameter β 1 , we fix σ 2 v 0 = 4 and consider the absolute asymptotic bias as a function of σ 2 u and σ 2 v 1 at different combinations of (θ 0 , ρ 0 , ρ 1 ). Since subjects with larger random slope V 1i will have more observations to contribute to estimation of the continuous part of the model, it is not surprising that we observe a positive bias of large magnitude for the time effect.
The asymptotic bias is positively related to ρ 1 , ρ 0 and σ 2 v 1 , negatively related to θ 0 , but relatively insensitive to the change in σ 2 u .
[ Figure 2 Monte Carlo simulation 2.1 Model for semicontinuous data with true zeros only
In this section, focusing on semicontinuous data with true zeros only, we report a simulation study to investigate the performance of different two-part mixed models in practice when the mean structure is correctly specified and variance component parameters are estimated simultaneously.
The outcome variables Y ij , Z ij were defined in the same way as in Section 2 of the article, and data are simulated from a logistic-lognormal mixture distribution with
2)
and with correlated random intercepts (U i , V i ) as in (2.3) of the article.
Five hundred datasets with N = 1000 subjects with n i = 2 were generated using the set of parameters values shown in Tables 1 and 2, where the values for variance components were chosen based on the estimates in the HAQ analysis reported in Section 5 of the article. In order to make the estimates more comparable across simulations, we fix the number of Gaussian quadrature points used in the SAS NLMIXED procedure at ten, which is larger than the number of adaptive Gaussian quadrature points SAS would choose automatically for these simulated datasets. For simplicity, we refer to two-part mixed models with estimated correlation between random intercepts as the 'full model' and two-part mixed models with independent random intercepts as the 'misspecified model'.
We focus on 'misspecification' bias for β. As shown in Table 1 , the full model with correlated random intercepts performs well, while the misspecified model produces bias for β as the correlation ρ increases. In particular, the bias for estimation of the intercept term β 0 is the largest, which is consistent with the results on asymptotic bias in Section 3 of the article. The regression coefficient estimates for both time-invariant (β 2 ) and time-varying explanatory variables (β 1 , β 3 ) are also biased but of smaller magnitude. It is also interesting to note that between-subject variability of non-zero values σ 2 v is underestimated due to the over-representation of larger values in the continuous part of the data.
[ Table 1 about here.]
With respect to the regression coefficients and variance components in the binary part, both the full and the misspecified models perform comparably over a range of correlation levels, as shown in Table 2 . The absolute biases are reasonably close for both models. This is not surprising because here we do have 'complete data' for the binary part and the cluster size is the same for all subjects. Therefore, consistent estimates for θ are expected as long as the mean structure in the binary part of the model is correctly specified. In some settings, we would expect that the efficiency for estimating θ might be lower in a misspecified model than in a full model because the information contained in the continuous part of the data is ignored. This does not manifest itself in our simulations where the Monte Carlo standard error estimates are similar for both models.
[ 
Model for semicontinuous data with additional artificial zeros
In this section, we conduct a simulation study to investigate the performance of two-part mixed models for semicontinuous data when additional artificial zeros are present and the correlation between random effects is ignored.
We use the same data structure as in Section 2.1 except that the artificial zeros are gener-
36 is the 10% left tail cutoff of the logtransformed continuous part distribution at time point 2 for a typical subject in the control group (this treatment-time combination has the lowest mean on average). Assuming the detection limit log(d) = −0.36 is known, we fit two two-part mixed models with artificial zeros. We refer to twopart mixed models with estimated correlation between random intercepts as the 'full model' and two-part mixed models with independent random intercepts as the 'misspecified model'. Table 3 presents the absolute bias and Monte Carlo standard error for the parameters in the binary part and continuous part from 500 simulations. As expected, we observe the largest bias for intercept term β 0 , while other explanatory variables in the continuous part have smaller bias.
Unlike the model for semicontinuous data with true zeros only, bias also exists for the parameters in the binary part for two-part models with additional artificial zeros. This is because the bias in the continuous part also influences the inference for the binary part when the zeros are now a mixture of true zeros and left-censored non-zero values. As mentioned before, assuming independence between random effects may not be advantageous computationally when artificial zeros due to left-censoring are present. Therefore, in practice it is sensible, in the first place, to fit a 'full model' with correlated random effects in order to avoid bias in both parts of the model.
[ (2)) ρ = 0.5, θ = (−0.5, −1, log(2)) ρ = 0.8, θ = (−0.5, −1, log(2)) ρ = 0.2, θ = (0.5, −1, log (2)) ρ = 0.5, θ = (0.5, −1, log(2)) ρ = 0.8, θ = (0.5, −1, log (2)) ρ = 0.2, θ = (1.5, −1, log(2)) ρ = 0.5, θ = (1.5, −1, log(2)) ρ = 0.8, θ = (1.5, −1, log(2)) Figure 1 : Contour plots of asymptotic bias for the time effect β 1 in misspecified two-part mixed model in Section 3.1 of the article by occurrence random intercept variance σ 2 u and intraclass correlation ψ = σ 2 v /(σ 2 v + σ 2 e ), stratified by correlation between random effects (ρ = (0.2, 0.5, 0.8)) and overall proportion of zeros (i.e., intercept term in the binary part θ 0 = (−0.5, 0.5, 1.5); (θ 1 , θ 2 ) = (−1, log(2)) are fixed). The error variance is fixed at σ 2 e = 0.08. (2)) ρ = 0.5, θ = (−0.5, −1, log(2)) ρ = 0.8, θ = (−0.5, −1, log(2)) ρ = 0.2, θ = (0.5, −1, log (2)) ρ = 0.5, θ = (0.5, −1, log(2)) ρ = 0.8, θ = (0.5, −1, log (2)) ρ = 0.2, θ = (1.5, −1, log(2)) ρ = 0.5, θ = (1.5, −1, log(2)) ρ = 0.8, θ = (1.5, −1, log(2)) Figure 2 : Contour plots of asymptotic bias for treatment effect β 2 in misspecified two-part mixed model in Section 3.1 of the article by occurrence random intercept variance σ 2 u and intraclass correlation ψ = σ 2 v /(σ 2 v + σ 2 e ), stratified by correlation between random effects (ρ = (0.2, 0.5, 0.8)) and overall proportion of zeros (i.e., intercept term in the binary part θ 0 = (−0.5, 0.5, 1.5); (θ 1 , θ 2 ) = (−1, log(2)) are fixed). The error variance is fixed at σ 2 e = 0.08. −1, log(2) ) ρ 0 = ρ 1 = 0.5, θ = (−0.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (−0.5, −1, log(2)) ρ 0 = ρ 1 = 0.2, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.5, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.2, θ = (1.5, −1, log(2)) ρ 0 = ρ 1 = 0.5, θ = (1.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (1.5, −1, log(2)) Figure 3 : Contour plots of asymptotic bias for the intercept β 0 in misspecified two-part mixed model in Section 3.2 of the article by random intercept variance σ 2 u and σ 2 v 0 , stratified by the correlation between random effects (ρ 0 = ρ 1 = (0.2, 0.5, 0.8)) and overall proportion of zeros (i.e., intercept term in the binary part θ 0 = (−0.5, 0.5, 1.5)). (θ 1 , θ 2 ) = (−1, log(2)), σ 2 v 1 = 0.2, ρ 01 = 0 and σ 2 e = 0.08 are fixed. (2)) ρ 0 = ρ 1 = 0.5, θ = (−0.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (−0.5, −1, log(2)) ρ 0 = ρ 1 = 0.2, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.5, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (0.5, −1, log(2)) ρ 0 = ρ 1 = 0.2, θ = (1.5, −1, log(2)) ρ 0 = ρ 1 = 0.5, θ = (1.5, −1, log(2)) ρ 0 = ρ 1 = 0.8, θ = (1.5, −1, log(2)) Figure 4 : Contour plots of asymptotic bias for the treatment effect β 2 in misspecified two-part mixed model in Section 3.2 of the article by random intercept variance σ 2 u and σ 2 v 0 , stratified by the correlation between random effects (ρ 0 = ρ 1 = (0.2, 0.5, 0.8)) and overall proportion of zeros (i.e., intercept term in the binary part θ 0 = (−0.5, 0.5, 1.5)). (θ 1 , θ 2 ) = (−1, log(2)), σ 2 v 1 = 0.2, ρ 01 = 0 and σ 2 e = 0.08 are fixed. 
