Abstract.Basing on the thickness (profile) function, previously obtained for the realistic Fermi type distribution of nucleons in nuclei, calculations are made of the microscopic eikonal phases of the nucleus-nucleus scattering and the total reaction cross-sections. In so doing, the phase is deduced to the one-dimensional integral provided that the Gaussian density distribution for the projectile nucleus and an arbitrary shape of the thickness density for the target nucleus are used. The problems of obtaining parameters of the "point" nucleon density are considered. A possibility of approximating the realistic densities by the "surface-matched" Gaussian functions and the dependence of cross-sections on the nucleon-nucleon interaction radius are discussed. The in-medium effects and the role of the trajectory distortion are studied. Conclusions are made on physics of the process, and comparison with experimental data is made with cross sections calculated by using the developed method where no free parameters are introduced.
Introduction
In nuclear physics, the Glauber-Sitenko approach [1, 2] is used with regard to several its modifications for investigation of nucleus-nucleus collisions at energies of the order of 10÷100 MeV per nucleon of an incident nucleus. In this case, one can determine the eikonal phase by both introducing a model optical potential and using the microscopic approach where it is expressed through density distributions of nuclei and the nucleon-nucleon scattering amplitude.
The parameters of the phenomenological potential U opt (r) = V (r) + iW (r) are usually fitted by comparison of calculations with the experimental differential elastic scattering and total reaction cross-sections. Nevertheless, the problem of ambiguities of obtained parameters still remains [3] . For example, it was shown in [4] that the total reaction cross-section obtained analytically for the Woods-Saxon potential depends, in principle, on two combinations RW 0 and R/a of three parameters, the radius R, diffuseness a and the power Wo. This fact enables one to specify these latter quantities in the wide limits of their available values. As to the microscopic approach, it does not include, in principle, free parameters, and enables one to calculate the eikonal phases themselves rather than potentials of scattering. It allows one to make predictions of the total reaction cross-sections, including, e.g., those with participation of radioactive nuclei, the important problem related to transmutation of radioactive waste [5, 6] .
Beginning with the earlier work [7] , the microscopic approach was applied for calculations of proton-nucleus cross-sections. Later on, based on the respective theory of the multiple scattering of nucleons by nuclei [1, 2] , it was generalized in [8, 9] to the processes of nucleusnucleus scattering. This approach was often employed for analysis of interactions of light nuclei with nuclear targets which led, in particular, to the discovery of the neutron hallo in 6 He, 9 Li, the proton hallo in 11 Be, and the establishment of nuclei with excess of neutrons or protons (see, for instance, [10] , and the review papers [11, 12] ). Much attention was also given to studying the mechanism of scattering of nuclei and, in particular, to effects of deflection on the straight-line trajectory of motion [13, 14] . The role of higher order corrections to the eikonal phases [15] and effects of nuclear clusterization [16] were examined, too.
In the majority of such works the use of Gaussian functions (G-functions) for nuclear densities is typical because they make it possible to separate variables in the multidimensional integrals for eikonal phases and, therefore, to obtain results in the analytic form. This is the main reason why G-functions and their modifications are used in calculations of crosssections even for heavy ions although in this case, of course, the physical reasons require taking the functions of extended shape. In nuclear physics, the Fermi function (F-function) u F (r) = [1 + exp(r − R/a)] −1 is usually used as the most realistic function for description of densities and potentials of medium and heavy nuclei. Unfortunately, in this case the analytic calculations encounter difficulties. For example, it is impossible to separate variables in the same multidimensional integrals for phases. Nevertheless, F-functions are applied not only in numerical, but also in analytical calculations. In the case of heavy ions these functions are especially needed since they are most realistic ones for description of the shape of potentials and densities in the periphery of collisions of nuclei, the region that forms the elastic differential and total reaction cross-sections. With reference to microscopic approaches the problem is posed to develop analytical methods for calculating cross-sections when using the realistic densities for nuclei with their individual parameters being known from other experiments. In so doing, one can predict with confidence the cross-sections for different combinations of colliding nuclei, and thus to study the genuine mechanism of their interaction. Just such is the goal of the present work.
In Chapter 2 presented is a series of modifications of the origin (initial) microscopic formula for a scattering phase. This is important for both understanding the mechanism of nucleusnucleus scattering and calculations free of assumptions carried out in many works. In Chapter 3, the explicit expressions for the so-called profile functions of nuclear densities are given in the form of the Gaussian, uniform, and symmetrized (SF) Fermi functions. It is shown how one can reduce the 4-dimensional convolution integral to the one-dimensional one if the density of incident (light) nuclei is presented in the form of G-function and the density of a target nucleus in the form of SF-function. For arbitrary forms of densities the phase is obtained as a onedimensional integral with the Fourier-Bessel transforms of profiles of densities. The explicit form of such a transform is given for the profile of the SF-density. An inference about the applicability of the so-called modified Gaussian densities is drawn. Chapter 4, is devoted to the problems of using nuclear densities obtained from nuclear form-factors in electron-nuclear scattering, the effects on cross-sections of a choice of the NN-force radius, the distortion of the trajectory of scattering, and the in-medium effects. In Chapter 5, we give the comparison with experimental data and general conclusions.
Basic formulae
In the framework of the eikonal approximation and the microscopic approach one can obtain the total reaction cross-sections as follows [1, 2] :
where the phase
is determined by the isospin average total nucleon-nucleon cross-section
and the folding integral that, in the case of the nucleus-nucleus scattering, has the form [8, 9 ]
Here vectors s, ξ are displayed in the impact parameter b plane perpendicular to the oz axis along the momentum k i of the incident nucleus 1 , and ρ • (s) are the so-called thickness (profile) functions of density distributions of centers of nucleons ("point-like nucleons") of the incident nucleus (with the atomic number A p ) and the target nucleus A t 2 . The thickness densities are given as
The point nucleon profiles ρ • (r) differ from the matter distributions ρ(r) in nuclei composed of real, i.e. "dressed" nucleons. So, when using the convolution integral (2.4) we need be concerned with obtaining the point-like densities ρ
• (r) from the "experimental" nuclear densities ρ(r). Just for ρ(r) a large set of tabulated data exists obtained from electron-nucleus scattering data 3 , and our goal is to develop the approach in such a way that to use in calculations the table data for ρ(r) and do not introduce free parameters.
The function f (ξ) determines the form of the nucleon-nucleon interaction amplitude
Here r 2 N rms is the root-mean-square radius of NN-interaction, and a 2 N = 2β is expressed by the shape parameter β of the scattering amplitude of nucleons 4 in the form exp(−q 2 β/2). The values of β at energy of the order of 1 GeV are in the interval 0.21÷0.23 fm −2 [18] which means that r 2 N rms = 0.63÷0.69 fm 2 . In our case the nucleon-nucleon forces act in nuclear medium, and 2 Here s and r are vectors in the 2-and 3-dimensional spaces, and r 2 = s 2 + z 2 . Then, ρ(r) and ρ • (r) are the density distributions, and ρ(s) and ρ
• (s) are their profiles, respectively. 3 In general, one-particle densities ρ(r) depend on coordinates in the respective center-of-mass frame of a nucleus. However, as usual, in analysis of form factors of nuclei, one omits the respective factor of the centerof-mass motion exp(q 2 q 2 /6A), where r 2 and A are the root-mean-square radius and a mass number of the nucleus. Therefore, the tabulated ρ(r) appear to be distributions of a nuclear charge (or matter) in the field of a fixed nuclear potential. At small q and large A densities in both systems coincide. 4 The amplitude is
, and k N is the relative momentum of colliding nucleons. For
2 q follows eq.(2.6), and in the zero-range approximation (a N = 0), when f (q) = 1, one gets the delta-function in 2-dimensional space, i.e. f (ξ) = δ (2) (ξ).
to take into account their influence the correction factor f m is additionally introduced under the integral. Later on we will touch this problem in detail. The convolution integral (2.4) has a similar form as the 6-dimensional "double folding" integral in calculation of the nucleus-nucleus potential [19] . In both the cases we are led to search for the ways of separating variables in integrands. In Chapter 3 we show that the integral (2.4) can be calculated explicitly if both densities are the G-functions, or it is reduced to the one-dimensional integral when one of the densities has the Gaussian form. At the same time, there exists a standard procedure to transform such integrals to one-dimensional ones in the momentum space. To this end, in each function in (2.4) one should perform the two-dimensional Fourier-Bessel transformation
Then (2.4) becomes
Next, using the convolution formula for the nuclear thickness density 11) where ρ N (s N ) is the nucleon thickness density, one obtains with the help of (2.7) the following result:ρ
For the Gaussian density of a nucleon with the rms radius one has
Then, (2.9) results in
14)
If it is considered that r 2 N rms and r 2 0 rms coincide, then τ 2 = 0 and so 16) and in the coordinate representation
As a result, we have obtained the expressions for convolution integrals (2.14),(2.16), (2.17) , where the thickness functions ρ t (s) (orρ t (k)) come into being instead of profiles of the targetnucleus "point-like" densities. Just for them the respective "experimental" densities are usually known from tables where they are parametrized for heavy and middle-weight nuclei in the form of a Fermi function. In principle, one can employ eqs.(2.12) and (2.13) for incident nuclei as well, i.e. one usesρ • p =ρ p /ρ N . But then under the integrals (2.14),(2.16) an increasing Gaussian function appears, and if for the profiles of both the densities the functions with realistic exponential asymptotics are taken, then the integrals will diverge at the upper limit. Of course, one can act formally, i.e. either "cut" integration at the point where an integrand starts to increase, or change the Gauss-like nucleon form-factor (2.13) by a dipole formula (see below eq. (4.2)). On the other hand, if for the density of one of the nuclei one takes a Gauss function, then no divergence arises.
Finally, it should be mentioned that in some papers the so-called zero-range approximation (r 2 N rms = 0) is used. This leads to the convolution integral in the form (2.9) withf(k)=1, or, in the spatial coordinates, in the form (2.17) with ρ • t (s) in(2.17)stead of ρ t (s). A rougher approach is when both the densities in (2.17) are supposed to be the nuclear ones ρ(s). Now we see that such approaches are not necessary to be used, and they themselves distort the true mechanism of nucleus-nucleus scattering.
Eikonal phases for realistic density distributions
As mentioned above, to obtain analytic expressions for phases and cross-sections the Gaussian (G-functions) density distributions and their profiles are used
where the only parameter a G is determined by the root-mean-square nuclear radius R rms 5 . We also list the functions of uniform density distribution and the relevant profiles
which are sometimes used for middle and heavy nuclei. In principle, the realistic density having the Fermi distribution (F-function) can be approximated by a sum of Gaussian functions with by fitting expansion coefficients and parameters 5 For the point density ρ
• G (r), the parameter a a G . Such a procedure was suggested in [20] , and in [21] this one was proposed not to densities but directly to profiles of Fermi functions. Unfortunately, this procedure must be repeated at every new set of parameters R and a of the initial F-functions. However, one can remind that for heavy ions, both differential elastic scattering and total reaction cross-sections are first determined by the behavior of phases in a periphery of collisions. It seems likely that the first attempt to model the tail of the F-distribution ρ F (r) with the help of one Gaussian function was made in [22] . Later on in [23] , not a Fermi density but its profile ρ F (s) was reproduced in such a way. For this aim the G-and F-functions were matched in their periphery to find two parameters aḠ ρ
•Ḡ (0) of the so-called modified G-function
This function is not normalized, since its parameters are no longer connected mutually in such a way as in (3.1). In the general case, when matching ρḠ(s) with an arbitrary form of the extended function ρ(s) at two points s 1 and s 2 we obtain two parameters of (3.5)
In [23] , the points of matching theḠ-and F-profiles have been taken as s 1 = c and s 2 = c + 4d where c and d are the radius and diffuseness parameters, and the profiles ρ In general, the accuracy of such a matching should be checked every time since the nuclear Fermi densities ρ F (r) have different values of a for different nuclei. Besides, the obtained parameters ofḠ-functions depend on a choice of matching points. Starting with [24] the symmetrized SF-function
has come into use, first, in calculations of nuclear form factors in eA-scattering, and next, in other problems of nuclear physics, too. This function has several advantages as compared to the F-function, allowing much room for analytical calculations [25] , [26] . Its shape is the universal one for a satisfactory modelling the nuclear densities of light, middle and heavy nuclei [27] . It is evident from (3.9) that for middle and heavy nuclei (R ≫ a) this function in fact coincides with the usual Fermi function u F (r) = 1/(1 + exp[(r − R)/a]). Therefore, parameters of this function can be taken from the existing Tables of Fermi distributions for both nuclear densities [28] and point-like densities of nuclei [29] . For our task it is important that just for the SF-function the respective profile was obtained in an explicit form [30] and therefore the following calculations can be considerably simplified. So, the SF-density distribution and its profile have the following form (3.10) (3.11):
Here the main dependence of the profile on s is determined by SF-function with the same parameters as in the density ρ SF (r). The corrective factor P (s) is presented in [30] and specified with the help of the auxiliary function x(s). This latter obeys the condition x(s) ≪ 1 which allows one to simplify P (s), so that it arrives at
Here κ is expressed by the radius R and diffuseness a as
The numerical values of the coefficients in (3.13) were found in [30] by fitting the profile (3.11) to numerical values of the profile integral (2.5) for ρ SF (r) (3.10) in the region of 5 ≤ R/a ≤ 20.
In the center of a nucleus one has P (0) = 1, and in the region of the main contribution from s = R to ∞ it changes a little by ≃ 0.4(a/R). This enables one to take P (s) at one point only, for example, at s = R, or at s = s 1/3 = R + a ln 2, where the density itself falls by three times 6 . Then, if cosh R/a ≫ κ, one obtains 14) and, respectively,
In Fig.1 are shown the profiles of SF-density for three nuclei: 16 O, 40 Ca, 208 P b, calculated numerically (points) using eq.(2.5), and the correspondingḠ-profiles (dashes), matched according to (3.6), (3.7) at R and R + 4a. Full curves represent ρ SF (s) calculated with the help of the analytic formula (3.11). The parameters of SF-densities are taken from [27] and are given in Table 1 . One can see that a strong discrepancy exists betweenḠ-profiles and the initial SF-profiles in the inner region (for example, by two orders of magnitude for 208 P b), and also in the region where the density falls off by two orders of magnitude and more. The profiles of the uniform and Gaussian forms differ much more from the profiles of the Fermi function. In Fig.2 , the functions ρ SF (s) are depicted for the same nuclei but calculated within analytic formulae: full -by (3.11) with the exact corrective factor P (s), and dashed lines -by eq. (3.15) with the approximated one P a (s = R). It turns out that the use of the corrective factor at the radius point practically does not change the behavior of profile functions in the Table 1. peripheral region. A slight difference, no more than a factor of two for 208 P b, appears in the inner region only, which is far less than it is observed in Fig.1 when one uses theḠ(s)-functions. Nucleus R, f m a, f m R rms , f m Ref. So, in the subsequent discussion we have a possibility of choosing the profiles ρ(s) of the explicit analytic form for different nuclear densities, namely, for the Gaussian, uniform and symmetrized Fermi functions. Below they will be used in calculations of microscopic eikonal phases χ(b) and total reaction cross-sections.
First we consider the convolution integral (2.17) where the thickness density of an incident nucleus ρ • p (ζ) is taken in the Gaussian form (3.5). If one substitutes into (2.17) the expression
Parameters of the Fermi-distributions ρ F (r, R, a), taken from [28] , are very close to those of ρ SF (r, R, a) for the given three nuclei and integrates over ϕ by using the definition of the Bessel function I 0 (x) [31] of an imaginary argument, it follows:
In a more general case, when the magnitudes of rms radii of the nucleon and NN-interaction differ, it is convenient to use the convolution integral (2.4) with profiles of point-like densities for both nuclei. Then one can show that in the case of theḠ-thickness density of an incident nucleus (3.5) the convolution integral takes the form:
If for a target-nucleus one also takes the Gaussian function, then integration in (3.19) is performed explicitly [31] , and one obtains [22] 
Note that in the case of normalized Gaussian functions (3.1) it is necessary to changeḠ by G in (3.17) -(3.19), and put ( √ πa
We imply that the realistic density distributions of middle and heavy nuclei are the (symmetrized) Fermi functions. Their profile functions (3.10) and (3.15) are known in a certain form. The Bessel functions I 0 (x) and J 0 (x) are also known explicitly in the form approximated by polynomials [32] . So all functions in the convolution integrals (3.17) and (3.18) are given explicitly which is highly feasible for numerical integration. 12 C is adjusted to its SF-point-like thickness density having parameters from Table 2 . For the target-nuclei, solid curves are for the SF-densities (parameters in Table 1 ), dashes-dots -for unified densities, dashes -Ḡ-model.
In the case when the density distributions of both the nuclei are given as the SF-functions, it is reasonable to use the convolution integrals in the momentum representation (2.9), (2.14) or (2.16). Then, it is convenient to take their thickness functions approximated by (3.15); as a result, the Fourier transform can be easily calculated. Indeed, inserting (3.15) into (2.8) one obtainsρ
where
Taking into account the peripheral nature of nucleus-nucleus collisions one can assume that the main contribution is made in the region when ks ≫ 1. Then (see, e.g., [33] ) we have
In [25] , the higher order corrections to (3.22) are established but they do not give significant contributions at kR ≫ 1. In Fig.3 are shown the calculated total reaction cross-sections for collisions of 12 C with 16 O, 40 Ca, 208 P b at energies from 50 to 350 MeV/nucleon. For the target-nuclei, different nuclear densities are chosen in the form of SF-functions, modifiedḠ-functions and U-functions of uniform distribution. The convolution integral (3.17) has been used for the χ-phase. The profile functionḠ for the incident nucleus 12 C was shifted at s 1 = c s 2 = c + 4a (see (3.5)-(3.7)) with the profile of the corresponding point-like SF-density whose parameters are given in Table 2 . When one testedḠ-profiles for the target-nuclei, the parameters of their densities ρ SF were taken from Table 1 . The R rms -radii which have been used in calculations of the uniform distribution radius R u (3.4) are also quoted in Table 1 . The energy-depended total nucleonnucleon cross-sections σ N N are taken from [23] . One can see that for a uniform density, the total reaction cross-sections (dot-and-dash curves) have highly different forms as compared to ones for the physically justified SF-densities (full lines). Besides, both calculations with the SF and G-models (dashed) are close to each other. A slight excess of cross-sections for SF-functions Table 2 , dashed curves -with parameters given by eq. (4.4) ; dashes-dots -parameters from [37] ; bold circles -calculations in the momentum representation using eq.(3.20) (see the text).
at low energies results from their extended "tails". Instead, a weak relative increase in crosssections at higher energies for theḠ-functions of the target-nuclei is due to their larger values in the inner nuclear region, which leads to the earlier "activation" of absorption as compared to the SF-model. The cross-section calculations in the momentum representation with utilizing the realistic ρ SF -densities and the approximate correction P a (R)-function (3.14), and the related approximate profiles (3.15) and (3.20) show (see Fig.4 ) a slight difference ≈ 2% of such calculations ("bold" points) from the exact ones (solid curves). The convolution integrals (2.4) and (2.9) depend on profiles of both nuclei composed of pointlike densities ρ • (s), while the transformed integrals (2.16), (2.17) include only one density ρ • (s) whereas the other density is the nuclear one ρ(s). So the problem of obtaining point-like densities of nuclei is not elucidated completely, and we consider how they can be extracted from existing data. In general, one can calculate them in the framework of nuclear models. However, from the outset we posed the task of using primarily the data of other experiments, for instance, the data on nuclear charge form factors. In this case we consider, so far, that the realistic point-like densities have the form ρ • (S)F (r). The first method [29] is based on the representation of a nuclear ("experimental") form factor in the form like (2.12) as follows:
Here F • (q) is the form factor of a nucleus with point-like nucleons and F P (q) is the proton form factor presented by the dipole formulae which can be approximated at small momentum by the Gaussian function
Then, the obtained F • (q) is analyzed within the model-independent method to obtain a pointlike density ρ
• (r) as a sum of the ρ
• SF (r)-function with its derivatives multiplied by the fitted coefficients. The latter reproduce the so-called radial variations of densities. In this procedure, every F
• (q) with the respective trial density ρ • (r) is calculated in the high-energy approximation [34] , [35] , the analytical method which gives results in close agreement with numerical solutions of the Dirac equation. In Table 2 we reproduce part of data from [29] , namely, the radii c and diffuseness d parameters of densities ρ
• SF (r, c, d) excluding the radial variations which play an important role only at large q. In [29] , the employed proton rms-radius r 2 , the matter rms-radius, which was used in calculations of the double-folding potentials [19] . However, by this reason the point-like densities from [29] can be related to the nucleon distributions ρ • SF (r) rather than to the proton ones 8 . The other method [36] of obtaining c and d parameters of ρ
• (r, c, d) is based on approximate analytic calculations of r n -moments of densities ρ F (r, R, a), where the latter is given by its folding form like (2.11). The obtained explicit results for moments are compared with those obtained by using the standard form ρ F (r, R, a) and lead to
In evaluations, terms of orders higher than (πa/R) 2 and r 2 0 rms /9c 2 were neglected. If one inserts parameters R and a of ρ SF (r, R, a) from Table 1 Table  2 , one discloses the former to be smaller as compared to those in Table 2 (about 1% for c and not more than 10% for d). The effect of this discrepancy on the corresponding total reaction cross sections is shown in Fig.4 . The solid curves are calculations with parameters c and d from , where they were used in calculations of the real parts of nucleus-nucleus folding potentials to explain the elastic scattering cross-sections at energies of about 10 MeV/nucleon. In all the cases we take r 2 N rms = 0.658 f m 2 . One can see that for every set of colliding nuclei differences between the respective cross-sections occur in 8 If one assumes the relation between proton and neutron densities to be ρ Table 2 , and for 208 P b they are done by eq.(4.4) with R and a from Table 1 . For 12 C thē G-profile is the same as in Fig.3 .
the limits of ≈ 6 ÷ 10%. Nevertheless, we incline to believe that a more rigorous method of obtaining point-like density parameters is to analyze the F
• (q) form factors of nuclei, and thus it is important to make up Tables of the respective densities.
On establishing NN-interaction radius
It was shown in Sec.2 that at the same radii of the nucleon and NN-interaction r At the same time, in the dipole formula, the nucleon rms-radius r 2 0 rms was used as 0.658 f m 2 [29] , and in calculations of the double-folding potential [19] it was taken to be 0.650 f m 2 . The effect of their diffferences on the reaction cross-sections is seen from Fig.5 . In calculations, convolution integrals were taken in the form (3.18). The parameters c d of the point densities for 12 C, 16 O, 40 Ca are given in Table 2 , and for 208 P b they were evaluated using eq.(4.3). For the projectile nucleus 12 C we usedḠ-profile adjusted to the respective thickness SF-density in the same manner as for Fig.3 . It is seen from Fig.5 that the obtained cross-sections, in fact, coincide to each others. Therefore, the study of total cross-sections does not allow us to distinguish between rms radii of a nucleon and the NN-interaction. Moreover, one should bear in mind that the amplitude of scattering of free nucleons and its parameter a N can differ from those scattered in nuclear medium.
Influence of the trajectory distortion
In the repulsive Coulomb field the trajectory of an incident nucleus deflects from the scattering center, which results in decrease of the total reaction cross-section. This effect was taken into account in [38] by replacing, in the phase χ(b), the impact parameter b by the distance of 
is the half-distance of the closest approach in the field Z p Z t e 2 /r at b = 0. Later, the procedure of exchanging b by b c was also used for the nuclear part of the phase Φ N (b) in calculations of differential cross-sections of elastic scattering [13] , and, in general, it proved to be correct (see, for instance, [39] ). In addition, at peripheral collisions one can account for a contribution of the real part V(r) of an attractive nuclear potential, which brings the Coulomb trajectory closer to the target-nucleus. If one assumes the region b ≥ R s = R p + R t + (a p + a t ) ln 2 to be the main for elastic scattering where the nuclear densities overlap less than 1/3 of their values in the center [19] , then the influence of the "tail" of the nuclear potential can be taken into account by exchanging
. A more refined way of inclusion of nuclear distortion was elaborated in [40] and applied in a series of works (see, for example, [14] ). Nevertheless, if the optical potential itself is obtained by numerical fitting to experimental data, then the use of its real part to correct the Coulomb trajectory in calculations of the reaction cross-sections σ R loses its meaning. Indeed, in these cases the data on σ R are usually included into the fit procedure, or, if they are not available, then they themselves are calculated on the basis of the S l -matrix elements obtained by fitting the differential cross-sections of elastic scattering only. Often these "calculated" σ R data are called "experimental" cross-sections. So the use of the nuclear trajectory distortion is meaningful only for construction of eikonal phases of distorted waves when calculating direct inelastic and nucleon removal reactions. Another situation is when the real part of the nucleus-nucleus potential is calculated, for example, using the doublefolding method. Then it is reasonable to calculate both the differential and total cross-sections in the Glauber-Sitenko approach taking into account the trajectory distortion by both the Coulomb and nuclear field. Figure 6 demonstrates the calculations by (3.17) of the total cross-sections for 13 C+ 208 Pb and 16 O+ 28 Si without including trajectory distortion (solid curves), with the Coulomb distortion only, using the method (4.4) (dotted), and with the Coulomb and nuclear distortion by the method (4.5) (dash-dotted). In the last case one should specify the parameters of the nucleus-nucleus potentials, and for 13 C+ 208 Pb we took them from [41] (the "C-potential" at 390 MeV), and for 16 O+ 28 Si from [42] (the "E-potential" at 215.2 MeV). In computing phases, we used for 13 C the parameters of the 12 C point-like density from Table 2 . The parameters of 16 O are also given in Table 2 . For 208 P b and 28 Si, the parameters were computed with the help of (4.3) using the values R and a from Table 1 . As expected, the inclusion of Coulomb distortion leads to appreciable corrections, of the order of 10100 MeV/nucleon and less, which is beyond experimental errors. As the collision energy increases, these corrections diminish and for lighter targets-nuclei (the right-hand part of Fig.6 ) they reach about 2they can be neglected. Contribution of the nuclear distortion is poor in comparison with the Coulomb one for 208 P b and comparable with this for the reaction on the 28 Si-target, although in the latter case both the effects give small contributions. Besides, it is necessary to bear in mind that the real part of the nuclear potential decreases with increasing energy, but this was not taken into account.
In-medium effects
In the microscopic approach we deal with the total cross-section σ N N (ε lab ) of the NNscattering of free nucleons. This cross-section depends on energy, and thus defines the main dependence of the nucleus-nucleus cross-section on the collision energy E lab = ε lab A p . We have taken the parametrization of σ N N (ε lab ) from [23] in the energy interval ε lab = 10 MeV ÷ 1 GeV . More generally, one should take into account the in-medium effect on the nucleon-nucleon interactions in nuclear matter. Usually, for this aim the cross-section is multiplied by the factor f m , and therefore, in the convolution integral the isospin averaged cross-section (2.3) is exchanged as follows:
The factors f m (np) and f m (nn) depend of the nucleon energy ε lab = E lab /A and on the density of nuclear matter. The problem of the in-medium corrections of the NN-forces has been investigated in many works. So in [43] , based on the Dirac-Bruckner approach for nuclear matter, numerical calculations were made of the total NN cross-sections. Parameterization of these calculations was given in [44] Here the energy is given in MeV , and the density in f m −3 . One can see that for free nucleons when ρ = 0, we have f m (np) = f m (nn) = 1, and as the density increases these factors f m vanish, as well as the corresponding effective cross-sections 9 . It is difficult to compute the convolution integrals with correction factors in the form (4.7) including the dependence on r, and we limit ourselves to qualitative estimations only. In Fig.7 are shown such calculations when the values of nuclear densities in (4.7) are assumed to be constants ρ =ρ =ρ p +ρ t for every region where the colliding nucleons can be. Then, denoting by ρ • = ρ p (0) + ρ t (0) the net density in the centers of colliding nuclei, we show the calculated cross-sections when the f m factor are taken for free nucleons (atρ=0, solid lines), and also for nucleons in the medium atρ= (1/20) 
. It is seen that the inclusion of the in-medium factors f m can diminish the total reaction cross-section by 4-7% and that the dependence on the density turns out to be strongly nonlinear.
5 Conclusions, comparison with experimental data 1. It is shown that the initial expression for the microscopic eikonal phase can be represented in a convenient form where one of two density thickness functions of point-like nucleons in nuclei transforms into the profile of a nuclear density obtained from independent experimental data, e.g., from nuclear form factors. Ultimately, it turns out that in calculations of nucleus-nucleus cross-sections it is not necessary to introduce free parameters but, instead, to base on the known experimental data, only.
2. The main problem of the microscopic approach is to calculate eikonal scattering phases. For this aim, many people use the simplest nuclear densities in the form of Gaussian functions.
Instead, here we demonstrate how one can use the realistic density distributions in the form of (symmetrized) Fermi functions, whose parameters are known for many nuclei. In this case, all functions in the eikonal integrals turn out to be given in the explicit form, which highly simplifies numerical calculations.
3. Two methods of obtaining the radius c and diffuseness d parameters of the point-like density ρ
• SF (r, c, d) are presented. One of them deals with nuclear form factors, and the other obtains these parameters from the known nuclear densities ρ SF (r, R, a). It turns out that the difference between the cross-sections calculated by using these two sets of parameters can achieve the value beyond the bars of typical experimental cross-sections. We conclude that a more justified method is that based on the analysis of form factors of nuclei obtained by subtracting the nucleon form factor and, if necessary, the form factor of the nuclear center-ofmass motion, as was carried out, for example, in [29] .
4. In calculation, it was established that the rms radii of the nucleon-nucleon interaction r 2 N rms and of the nucleon itself r 2 0 rms may be considered to be equal. The slight difference between them is in the range of accuracy of their evaluation, and this does not affect practically the results of calculations of the nucleus-nucleus total reaction cross-sections. At the same time at r 2 N rms = r 2 0 rms the convolution integrals take highly simple forms (2.16), (2.17) where only two profile functions overlap, one is for the nuclear density and the other is for the point-like density. Next, the convolution integral takes a simple one-dimensional form.
5. In many typical cases one should take into account a Coulomb trajectory distortion by means of the formal replacing, in the phase χ(b), the impact parameter b by b c , according to (4.4) . Additional distortion of the trajectory by the tail of a nuclear potential is not reasonable because its parameters are to be fitted, in particular, to the same data on total cross-sections.
6. The question whether the in-medium factor f m for corrections of the NN-cross-sections should be taken into consideration remains open for us till now. The estimations show that at intermediate energies this factor does not change substantially the nucleus-nucleus total cross-sections. Nevertheless, the use of the above given factors f m (np) and f m (nn) from [44] hinder the usual calculations. Other authors faced similar obstacles, for example, when solving a simpler problem of the pA scattering data analysis [45] . Besides, in both these works, the Gaussian functions were chosen as the basic nuclear densities, while their replacing by the realistic ones can change the conclusions about the structure of the factors f m as compared to those given by eq.(4.7). For example, successful agreement of calculations with the data on total reaction cross-sections for a series of reactions pA, αA and 12 C + 12 C was obtained in [46] with realistic densities and with the factors f m differing in form from those given above 10 . 7. Our calculations show that in the case of relatively light incident nuclei, it is more profitable to use the convolution integral (3.17) with the thickness function ρ • p (s) for the pointlike density of the projectile nucleus in the form of the modified GaussianḠ-function. The latter is determined with the help of (3.6) and (3.7) by means of parameters of realistic SF-function taken, for example, from Table 2. In the case of heavier incident nuclei it is advantageous to use the convolution integral (2.16) where one can insert the known explicit form of the Fourier-Bessel profiles of realistic SF-densities (3.22) for both the nuclei. In all calculations the Coulomb distortion of trajectory should be first of all taken into account.
8. We emphasize that in the existing literature no attention is focused on the problem of correct use of the initial formula for the convolution integral. From the above discussion it is evident that if the finite radius of the NN-interaction (a 2 N = 0) is taken into account explicitly, both the densities must be taken as densities of nuclei for the point-like nucleons. Further, when the rms-radii of the nucleon and the NN-interaction are equal to each other, the NNinteraction factor disappears in the convolution integral, but one of the point-like densities is transformed to the nuclear one. However, in this case, the absence of the NN-factor f (ξ) does not mean that one uses the zero-range approximation. The confusion arises also, when one assumes a 2 N = (2/3)r 2 N rms = 0 in (2.4) and calls this case the zero-range approximation, while at the same time takes for both the densities the table data, i.e., just the nuclear densities, instead of the point-like ones.
In Fig.8a ,b, our calculations are compared with the experimental data collected in [49] . The SF-density parameters are given in Table 1 . For the density ρ • SF the parameters c and d of the projectile 12 C are given in Table 2 , and for the incident nucleus 20 Ne they are calculated with the help of (4.3) and the data from Table 1 . The convolution integral has been taken in the form of (3.17) . Only the Coulomb trajectory distortion was taken into account. Thus, [48] . Parameters are from the eA-scattering data (see in the text). Only the Coulomb distortion is included. no free parameters have been introduced. One can see that in all cases a good agreement with experimental data is observed, except for 12 C + 89 Y and 20 Ne + 27 Al. In the latter cases, some discrepancies can be due to the fact that the parameters for densities of the odd nuclei 89 Y and 27 Al were obtained from eA form factors (for references see [28] ) with the help of formulae for spinless nuclei. However, if one introduces the in-medium factor f m , the mentioned disagreements can be removed. Nevertheless, we believe that first of all one should improve the data on geometric parameters of the given nuclei. The other remark is that calculations of cross-sections in [48] with the help of Gaussian functions [22] , which reproduce the behavior of "tails" of densities, give enhanced values which are beyond the experimental bars shown in Figs.8a,b . This is conceivable that in [48] they took the nuclear densities instead of the point-like ones, as it was mentioned above. On the other hand, calculations in [49] with the uniform density distributions for the target-nuclei and Gaussian functions for the projectiles give underestimations of the cross-sections for 20 Ne + 12 C and 12 C + 27 Al, in spite of that they, probably, use not the point-like but nuclear densities for estimations of rms-radii needed to get the step radius R u in (3.3) . So, this result confirms that shown in Fig.3 .
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