A new method using a deep neural network (DNN) model is proposed to predict the ore production and crusher utilization of a truck haulage system in an underground mine. An underground limestone mine was selected as the study area, and the DNN model input/output nodes were designed to reflect the truck haulage system characteristics. Big data collected on-site for 1 month were processed to create learning datasets. To select the optimal DNN learning model, the numbers of hidden layers and hidden layer nodes were set to various values for analyzing the training and test data. The optimal DNN model structure for ore production prediction was set to five hidden layers and 40 hidden layer nodes. The test data exhibited a coefficient of determination of 0.99 and mean absolute percentage error (MAPE) of 2.80%. The optimal configuration for the crusher utilization prediction was set to four hidden layers and 40 hidden layer nodes, and the test data exhibited a coefficient of determination of 0.99 and MAPE of 2.49%. The trained DNN model was used to predict the ore production and crusher utilization, which were similar to the actual observed values.
Introduction
The design and operation of haulage systems are very important in mining sites. This is because mining costs may vary significantly according to the design and operation methods [1] . Various simulation techniques have been used for haulage systems in mines [2] [3] [4] [5] [6] [7] [8] . In the case of a mine truck haulage system, simulations may be used to predict productivity indices, such as the mine production and equipment utilization, according to system operating conditions, including the task time, amount of equipment, dispatch interval, and time consumed per unit task [9, 10] . In this manner, it is possible to select optimal equipment combinations [11] [12] [13] [14] , establish equipment dispatch plans [10, [15] [16] [17] [18] , and identify optimal haulage routes [19] [20] [21] [22] .
The numerous simulation techniques that have been developed thus far are based on algorithms that consider the sequential tasks performed by trucks. However, algorithm-based simulation techniques have certain problems. Mines are dynamic systems and hence unexpected events often occur, such as failure of mining equipment and crusher capacity overflow. Accurate simulations require humans to design and develop haulage system logic, taking into account all events that may occur in a mining environment. In addition, it is necessary to modify existing algorithms to consider a new loading point or haulage road changes and several algorithms should be adapted to simulate real-time dispatching truck haulage systems. The study area is equipped with an ICT-based mine safety management system. In such a system, a wireless network environment is created within the underground mine to track the movement of the equipment and workers in real time and to monitor the work environment to prevent casualties. In the study area, 37 wireless access points (APs) were installed in the pit and 3 were installed in the exterior crushing area to create a wireless communication network (see Figure  1b ). Wireless APs recognize the tags attached to the equipment and workers, and monitor the work environment in the pit, transmitting the collected information to a server in real time. The web server accumulates real-time data, including whether the equipment and workers have entered the pit, the work times, and data regarding the pit environment (for example, the temperature, humidity, and hazardous gas concentrations). Therefore, the mine safety management system creates big data, which records the mining work on a web server. Further details on the study area mine safety management system and big data can be found in Baek and Choi [23] .
In the mine, 25-ton dump trucks travel back and forth between the interior and exterior, hauling ore and waste (see Figure 1c ). The production manager considers the average quality of the ore that will be delivered that day, determines the positions and number of production work areas, and notifies the truck drivers of their destinations. The trucks that are provided with their destinations enter through the underground mine entrance and travel to the loading areas via Wireless APs 01, The study area is equipped with an ICT-based mine safety management system. In such a system, a wireless network environment is created within the underground mine to track the movement of the equipment and workers in real time and to monitor the work environment to prevent casualties. In the study area, 37 wireless access points (APs) were installed in the pit and 3 were installed in the exterior crushing area to create a wireless communication network (see Figure 1b ). Wireless APs recognize the tags attached to the equipment and workers, and monitor the work environment in the pit, transmitting the collected information to a server in real time. The web server accumulates real-time data, including whether the equipment and workers have entered the pit, the work times, and data regarding the pit environment (for example, the temperature, humidity, and hazardous gas concentrations). Therefore, the mine safety management system creates big data, which records the mining work on a web server. Further details on the study area mine safety management system and big data can be found in Baek and Choi [23] .
In the mine, 25-ton dump trucks travel back and forth between the interior and exterior, hauling ore and waste (see Figure 1c ). The production manager considers the average quality of the ore that will be delivered that day, determines the positions and number of production work areas, and notifies the truck drivers of their destinations. The trucks that are provided with their destinations enter through the underground mine entrance and travel to the loading areas via Wireless APs 01, 02, and 03. After a loader has loaded a truck with ore, the truck exits the mine again, travels to the crushing area, and determines whether or not it can unload the ore in a hopper. If there are no trucks waiting to unload, the ore is immediately unloaded in the hopper. If there are trucks waiting, each truck waits for a fixed time. Trucks that have completed unloading enter the mine again to perform further haulage work.
Methods

Principle of DNN
A normal DNN structure consists of an input layer, one or more hidden layers, and an output layer, as illustrated in Figure 2a . Each layer consists of nodes, which are connected to the nodes of the next layer by means of connection links. Figure 2b presents the process of moving through the input layer and hidden layers to produce the target values at the output layer. Equations (1) and (2) present the formula that uses the input variables to calculate the target value, where x 1 and x 2 are the input variables, n 1 and n 2 are the hidden layer node values, f is the activation function,ŷ is the target value, w is the weight, and b is the bias. The activation function uses the weighted sum of nodes as the input and converts it into a valid value. The Rectified Linear Unit (ReLU) is a typical nonlinear activation function used in regression analysis [57] . The ReLU outputs zero if the input value (z) is less than 0, and it outputs the same value as the input value if it is greater than 0 (see Equation (3)).
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Design of DNN Model
Two DNN models were designed to predict the ore production and crusher utilization, as illustrated in Figure 3 . The input layer node configurations of the two DNN models are the same. The input layer consists of 26 nodes, among which 8 nodes represent the truck haulage system operating conditions and 18 nodes represent the truck cycle times. Table 1 displays the types and units of the input nodes. The operating conditions of the truck haulage system include the total truck haulage operation time, daily work time, initial truck dispatch time, truck dispatch interval, number of dispatched trucks, truck loading capacity, probability of Loading 1 occurring, and probability of Loading 2 occurring. Loading 1 occurs when the truck travels to a loading area 1 located near Wireless APs 03 and is loaded with ore. Loading 2 occurs when the truck passes Wireless APs 03 and travels to loading area 2 located farther away than loading area 1. The truck cycle time consists of the empty truck travel time, working time of the trucks at the loading area, loaded truck travel time, and working time of trucks at crushing area. The working time of trucks at the loading area consists of the time required to travel from Wireless APs 03 to the loading area, the time required to load the ore into the trucks, and the time required to return to Wireless APs 03. The output layers of the two DNN models are composed of single nodes, which represent the ore production and crusher utilization, respectively. To configure a hidden layer that can maximize the DNN prediction accuracy, the numbers of hidden layers and hidden layer nodes were set to different values and the models were trained.
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Dataset Preparation for DNN Model
The big data collected by the mining safety management system installed in the study area were processed to create training data for the DNN model. The training data were created according to the following process. The big data (containing information such as the times at which the wireless APs recognized the truck tags during haulage work, the recognized truck tag IDs, and the distances between the wireless APs and tags) were collected on the web server. The big data were processed, and the information required for creating the training data (daily work time, number of dispatched trucks, production, and crusher utilization) was analyzed. The truck travel times for each interval were determined by calculating the time differences in the times at which the wireless APs recognized the truck tags. Finally, the processed data were saved in a suitable format for the training data.
The data that were collected in the study area for 1 month in October 2018 were processed and 9072 training data points were created. Table 2 presents part of the training data created for the production prediction. For example, in the first row of Table 2 , it can be seen that the 3 trucks were dispatched to the haulage operation for 420 min in a day, the initial truck dispatch time was 0 min, and the truck dispatch interval was set to 6 min. Moreover, the truck loading capacity was set to 20 tons, the probability of loading 1 and loading 2 occurring was 0.8:0.2, and ore production was 1280 tons. The truck cycle time was calculated by considering the operational records of all trucks that performed haulage work in October, and it was set to the same value for all training data. It can be observed that the ore production varied according to the changes in the truck haulage work conditions, such as the daily work time, number of dispatched trucks, and truck dispatch interval. To analyze the correlation between input variables and target values, the Pearson correlation coefficient (PCC) is calculated using training data. Equation (5) presents the formula for calculating the PCC (r), where n is the number of samples, x i and y i are ith samples, x is the mean of x samples, and y is the mean of y samples. Table 3 presents the results of calculating the PCC between input variables, ore production, and crusher utilization. Ore production has a high positive correlation with the daily working time and the number of dispatched trucks, and a low negative correlation with the probability of loading 2 occurring. Crusher utilization has a high positive correlation with the number of dispatched trucks and the probability of loading 1 occurring and a high negative correlation with the probability of loading 2 occurring. Figure 4 illustrates the distributions of the ore production and crusher utilization in the training data. The average ore production was 1708 tons, while the average crusher utilization was 8.74%. Moreover, 75% of the training data was used as the DNN model learning data, and 25% was used as the test data. Table 3 . Results of correlation analysis between input variables, ore production, and crusher utilization.
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Experimental Setup for DNN Model Training
To determine the optimal hidden layer structure for the DNN model, the number of hidden layers and hidden layer nodes were set to various values while the models were trained, and the prediction accuracy of the models was evaluated. Table 4 presents the numbers of hidden layers and hidden layer nodes used to train the DNN model. The total number of hidden layers in the DNN model was set to between two and six, while the number of hidden layer nodes was set to between 10 and 40. The prediction accuracy of the DNN model was evaluated by means of the coefficient of determination and MAPE. Equations (6)-(8) present the formulae for calculating the coefficient of determination between the observed and predicted values, where R is the coefficient of determination, SSR is the sum of the squared residual, SSD is the sum of the squared variance, N is the number of training data points, is the observed value of the i-th training data point, is the predicted value of the i-th training data point, and is the average of the observed values. Equation (9) presents the formula for calculating the MAPE. 
To determine the optimal hidden layer structure for the DNN model, the number of hidden layers and hidden layer nodes were set to various values while the models were trained, and the prediction accuracy of the models was evaluated. Table 4 presents the numbers of hidden layers and hidden layer nodes used to train the DNN model. The total number of hidden layers in the DNN model was set to between two and six, while the number of hidden layer nodes was set to between 10 and 40. The prediction accuracy of the DNN model was evaluated by means of the coefficient of determination and MAPE. Equations (6)-(8) present the formulae for calculating the coefficient of determination between the observed and predicted values, where R 2 is the coefficient of determination, SSR is the sum of the squared residual, SSD is the sum of the squared variance, N is the number of training data points, y i is the observed value of the i-th training data point,ŷ i is the predicted value of the i-th training data point, and y is the average of the observed values. Equation (9) presents the formula for calculating the MAPE.
An algorithm was developed using the Python language to train the DNN models. Figure 5 illustrates the algorithm execution process of the DNN model training. Firstly, the Python modules required to train the DNN model (such as Keras [62] , TensorFlow [63] , and NumPy [64] ) and the training data are entered as inputs, and the training data are divided at a fixed ratio to create the test data. Next, the structure of the DNN model input, hidden, and output layers is configured, and the activation function for each layer is defined. When the actual DNN model training begins, the epoch (number of training rounds) is incremented by 1. The trained DNN model is used to predict the test data and the prediction error is calculated. If the epoch is 1, the minimum error is defined as the prediction error, and the patience is defined as 0. In this case, the patience is the number of times that the prediction error is not reduced. If the patience exceeds a fixed number, the training is terminated early to prevent model over-fitting. If the number of training times is 2 or more and the prediction error is less than the minimum error, the minimum error is updated as the prediction error and the patience is updated as 0. At this point, the DNN model is saved as the optimal model. When the training is terminated once, the hidden and output layer weights are modified, and the model is trained again. If the number of training times reaches the maximum epoch limit (MAX_epoch) or the patience reaches the maximum patience limit (MAX_patience), the model training is terminated. In this study, the algorithm setting MAX_epoch was set to 1000, while MAX_patience was set to 200 for the DNN model training. All of the activation functions in the input layer and hidden layers were set to ReLU, and the Adam optimizer was used to update the weights.
An algorithm was developed using the Python language to train the DNN models. Figure 5 illustrates the algorithm execution process of the DNN model training. Firstly, the Python modules required to train the DNN model (such as Keras [62] , TensorFlow [63] , and NumPy [64] ) and the training data are entered as inputs, and the training data are divided at a fixed ratio to create the test data. Next, the structure of the DNN model input, hidden, and output layers is configured, and the activation function for each layer is defined. When the actual DNN model training begins, the epoch (number of training rounds) is incremented by 1. The trained DNN model is used to predict the test data and the prediction error is calculated. If the epoch is 1, the minimum error is defined as the prediction error, and the patience is defined as 0. In this case, the patience is the number of times that the prediction error is not reduced. If the patience exceeds a fixed number, the training is terminated early to prevent model over-fitting. If the number of training times is 2 or more and the prediction error is less than the minimum error, the minimum error is updated as the prediction error and the patience is updated as 0. At this point, the DNN model is saved as the optimal model. When the training is terminated once, the hidden and output layer weights are modified, and the model is trained again. If the number of training times reaches the maximum epoch limit (MAX_epoch) or the patience reaches the maximum patience limit (MAX_patience), the model training is terminated. In this study, the algorithm setting MAX_epoch was set to 1000, while MAX_patience was set to 200 for the DNN model training. All of the activation functions in the input layer and hidden layers were set to ReLU, and the Adam optimizer was used to update the weights. 
Inference Using DNN Model
After comparing the prediction accuracy of the trained DNN models, that with the highest coefficient of determination and lowest MAPE for the test data was selected as the optimal model. To verify the optimal DNN model, the model was used to predict the ore production and crusher utilization occurring during truck haulage work over the course of 10 days, starting on 1 November 2018. Moreover, the values predicted by the DNN model were compared to those observed at the actual mining site. The ore production at the actual mining site was calculated based on the number of times that the trucks hauled ore and the truck loading capacity. The crusher utilization was calculated by Equation (10), where UR is the crusher utilization (%), NH is the number of times that 
After comparing the prediction accuracy of the trained DNN models, that with the highest coefficient of determination and lowest MAPE for the test data was selected as the optimal model. To verify the optimal DNN model, the model was used to predict the ore production and crusher utilization occurring during truck haulage work over the course of 10 days, starting on 1 November 2018. Moreover, the values predicted by the DNN model were compared to those observed at the actual mining site. The ore production at the actual mining site was calculated based on the number of times that the trucks hauled ore and the truck loading capacity. The crusher utilization was calculated by Equation (10), where UR is the crusher utilization (%), NH is the number of times that ore is hauled, AWT is the average working time of trucks at crushing area (min), and DWT is the daily work time (min). AWT was set to 0.59 min for all work days.
The DNN model input nodes were set to be the same as the operating schedule for the truck haulage work performed over the 10 days. Table 5 displays the DNN model input node values that were set to predict the ore production and crusher utilization. The number of trucks dispatched on all days was set to 1, the truck dispatch interval was set to 1 min, the truck loading capacity was set to 30 tons, the total truck haulage work days was set to 1, and the first truck dispatch time was set to 0 min. Table 5 . Description of input node setting of optimal DNN model for predicting ore production and crusher utilization over 10 working days. The root mean square error (RMSE) between the observed and calculated values was calculated to determine the error for the ore production and crusher utilization predicted by the optimized DNN model (see Equation (11)).
Input Parameters
RMSE = n i=1 (y i −ŷ i ) 2 n(11)
Results
Experimental Evaluation of Trained DNN Models
The prediction accuracy of the DNN model training and test data was analyzed. Figure 6 illustrates the coefficient of determination and MAPE for the training and test data, according to the numbers of hidden layers and hidden layer nodes of the DNN model. As the number of hidden layer nodes increased, the coefficient of determination for the training and test data gradually increased, without regard to the number of hidden layers, while the MAPE gradually decreased.
UR =
NH × AWT × 100 DWT (%)
The DNN model input nodes were set to be the same as the operating schedule for the truck haulage work performed over the 10 days. Table 5 displays the DNN model input node values that were set to predict the ore production and crusher utilization. The number of trucks dispatched on all days was set to 1, the truck dispatch interval was set to 1 min, the truck loading capacity was set to 30 tons, the total truck haulage work days was set to 1, and the first truck dispatch time was set to 0 min. The root mean square error (RMSE) between the observed and calculated values was calculated to determine the error for the ore production and crusher utilization predicted by the optimized DNN model (see Equation (11)).
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Results
Experimental Evaluation of Trained DNN Models
The prediction accuracy of the DNN model training and test data was analyzed. Figure 6 illustrates the coefficient of determination and MAPE for the training and test data, according to the numbers of hidden layers and hidden layer nodes of the DNN model. As the number of hidden layer nodes increased, the coefficient of determination for the training and test data gradually increased, without regard to the number of hidden layers, while the MAPE gradually decreased. When the number of hidden layer nodes was set to 20 or more, the coefficient of determination for all of the DNN model training and test data was found to be 0.99, while the MAPE was less than 5%.
When the number of hidden layers of the DNN model was set to five and the number of hidden layer nodes was set to 40; the coefficient of determination for the test data was the highest at approximately 0.99; and the MAPE was the lowest at approximately 2.80% (see Table 6 ). Moreover, the coefficient of determination for the training data in this case was approximately 0.99, while the MAPE was approximately 2.45%. Therefore, the DNN model trained with five hidden layers and 40 hidden layer nodes was selected as the optimal model for the ore production prediction. Table 6 . Evaluation results of coefficient of determination and MAPE of DNN model with five hidden layers and 40 hidden layer nodes for ore production prediction.
Data Type Statistics Coefficient of Determination ( ) MAPE (%)
Training data 0.99 2.45 Test data 0.99 2.80 Figure 7 illustrates the results of using the optimal DNN model for predicting the ore production by predicting the training data and test data, and then analyzing the correlation between the observed and predicted values. The coefficient of determination for the training and test data was found to be greater than 0.99, and the optimal DNN model could accurately predict both the training and test data. When the number of hidden layer nodes was set to 20 or more, the coefficient of determination for all of the DNN model training and test data was found to be 0.99, while the MAPE was less than 5%.
Data Type Statistics
Coefficient of Determination (R 2 ) MAPE (%)
Training data 0.99 2.45 Test data 0.99 2.80 Figure 7 illustrates the results of using the optimal DNN model for predicting the ore production by predicting the training data and test data, and then analyzing the correlation between the observed and predicted values. The coefficient of determination for the training and test data was found to be greater than 0.99, and the optimal DNN model could accurately predict both the training and test data. The coefficient of determination and MAPE for the training and test data of the DNN model trained to predict the crusher utilization were analyzed. Figure 8 illustrates the changes in the DNN model coefficient of determination and MAPE for the training and test data with various configurations of the hidden layer structure. As the number of hidden layer nodes increased, the prediction accuracy for the training and test data increased, and the error decreased, without regard to the number of hidden layers. However, when the number of hidden layers was set to 6, the coefficient of determination decreased, and the MAPE increased further when the number of hidden layer nodes increased to a maximum of 40 compared to when the number of hidden layer nodes was set to 30.
Among the 20 hidden layer structure conditions, that with the highest coefficient of determination and lowest MAPE for the test data was the structure with four hidden layers and 40 hidden layer nodes. Therefore, the DNN model trained under these conditions was selected as the optimal DNN model for predicting the crusher utilization. The coefficient of determination and MAPE for the training and test data of the DNN model trained to predict the crusher utilization were analyzed. Figure 8 illustrates the changes in the DNN model coefficient of determination and MAPE for the training and test data with various configurations of the hidden layer structure. As the number of hidden layer nodes increased, the prediction accuracy for the training and test data increased, and the error decreased, without regard to the number of hidden layers. However, when the number of hidden layers was set to 6, the coefficient of determination decreased, and the MAPE increased further when the number of hidden layer nodes increased to a maximum of 40 compared to when the number of hidden layer nodes was set to 30.
Among the 20 hidden layer structure conditions, that with the highest coefficient of determination and lowest MAPE for the test data was the structure with four hidden layers and 40 hidden layer nodes. Therefore, the DNN model trained under these conditions was selected as the optimal DNN model for predicting the crusher utilization. Figure 9 illustrates the results of using the optimal DNN model to predict the training and test data for the crusher utilization and analyzing the correlation between the predicted and observed values. In both cases, a high correlation was observed between the predicted and observed values. Figure 9 illustrates the results of using the optimal DNN model to predict the training and test data for the crusher utilization and analyzing the correlation between the predicted and observed values. In both cases, a high correlation was observed between the predicted and observed values. Figure 9 illustrates the results of using the optimal DNN model to predict the training and test data for the crusher utilization and analyzing the correlation between the predicted and observed values. In both cases, a high correlation was observed between the predicted and observed values. 
Results of Inference with Optimal DNN Model
The optimal DNN model was used to predict the ore production and crusher utilization over 10 days, starting on 1 November 2018. Figure 10 presents a comparison of the ore production observed at the actual mining site and that predicted by the optimal DNN model. The ore production predicted by the DNN model matched the actual observed values for most days. However, in the case of 7 November, the observed values did not match those predicted by the DNN model. This is because the trucks repeatedly visited a path with a longer travel distance than the path normally visited throughout the overall haulage task. Therefore, the actual observed ore production was lower than the value predicted by the DNN model. The optimal DNN model was used to predict the ore production and crusher utilization over 10 days, starting on 1 November 2018. Figure 10 presents a comparison of the ore production observed at the actual mining site and that predicted by the optimal DNN model. The ore production predicted by the DNN model matched the actual observed values for most days. However, in the case of 7 November, the observed values did not match those predicted by the DNN model. This is because the trucks repeatedly visited a path with a longer travel distance than the path normally visited throughout the overall haulage task. Therefore, the actual observed ore production was lower than the value predicted by the DNN model. Figure 10 . Comparison of measured ore production and value predicted using optimal DNN model. Table 8 displays the RMSE of 10 days of ore production, as predicted by the optimal DNN (case 1), and the RMSE of 9 days of ore production, excluding 7 November (case 2). The RMSE of the 10 days of ore production as predicted by the DNN model was approximately 10 tons. The RMSE of the 9 days of ore production was approximately 7 tons. Table 8 . RMSE of optimal DNN model for predicted ore production during 10 working days (case 1) and predicted values excluding 7 November (case 2).
Statistics
Case 1 Case 2 RMSE (tons) 10. 16 6.92 Figure 11 presents a graph comparing the crusher utilization observed over 10 days while the haulage work was performed at the mine site and the values predicted by the optimal DNN model. The values observed over the 10 days tended to match the crusher utilization predicted by the DNN model. However, as with the ore production, the crusher utilization observed on 7 November differed from the predicted value. Figure 10 . Comparison of measured ore production and value predicted using optimal DNN model. Table 8 displays the RMSE of 10 days of ore production, as predicted by the optimal DNN (case 1), and the RMSE of 9 days of ore production, excluding 7 November (case 2). The RMSE of the 10 days of ore production as predicted by the DNN model was approximately 10 tons. The RMSE of the 9 days of ore production was approximately 7 tons. Table 8 . RMSE of optimal DNN model for predicted ore production during 10 working days (case 1) and predicted values excluding 7 November (case 2).
Case 1 Case 2 RMSE (tons) 10.16 6.92 Figure 11 presents a graph comparing the crusher utilization observed over 10 days while the haulage work was performed at the mine site and the values predicted by the optimal DNN model. The values observed over the 10 days tended to match the crusher utilization predicted by the DNN model. However, as with the ore production, the crusher utilization observed on 7 November differed from the predicted value. Figure 11 . Comparison of measured crusher utilization and value predicted using optimal DNN model. Table 9 displays the RMSE of 10 days of crusher utilization as predicted by the DNN model (case 1) and the RMSE of 9 days of crusher utilization, excluding 7 November (case 2). The RMSE of the 10 days of crusher utilization was approximately 0.07%, while that of the 9 days of crusher utilization was comparatively low at approximately 0.04%. Table 9 . RMSE of DNN model for predicted crusher utilization over 10 working days (case 1) and predicted value excluding 7 November (case 2).
Statistics Case 1 Case 2 RMSE (%)
0.07 0.04
Discussion
Correlation of ore Production and Crusher Utilization
The PCC between ore production and crusher utilization was calculated using training data for the correlation analysis. The PCC between two target values was approximately 0.7, and it was confirmed that the two target values have a high positive correlation. Figure 12 illustrates the results of correlation analysis between two target values. Training data in zone A have a high positive correlation, and the data in zone B show a low positive correlation. The criteria for classifying zone A and zone B in the graph are daily working time and number of dispatched trucks based on the training data. It was found that the daily working time and number of dispatched trucks of training data in zone A, which individually have a significant impact on ore production and crusher utilization, were both simultaneously high. In contrast, in zone B, the number of dispatched trucks of training data was high, but the daily working time was low. Figure 11 . Comparison of measured crusher utilization and value predicted using optimal DNN model. Table 9 displays the RMSE of 10 days of crusher utilization as predicted by the DNN model (case 1) and the RMSE of 9 days of crusher utilization, excluding 7 November (case 2). The RMSE of the 10 days of crusher utilization was approximately 0.07%, while that of the 9 days of crusher utilization was comparatively low at approximately 0.04%. Table 9 . RMSE of DNN model for predicted crusher utilization over 10 working days (case 1) and predicted value excluding 7 November (case 2).
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Discussion
Correlation of Ore Production and Crusher Utilization
The PCC between ore production and crusher utilization was calculated using training data for the correlation analysis. The PCC between two target values was approximately 0.7, and it was confirmed that the two target values have a high positive correlation. Figure 12 illustrates the results of correlation analysis between two target values. Training data in zone A have a high positive correlation, and the data in zone B show a low positive correlation. The criteria for classifying zone A and zone B in the graph are daily working time and number of dispatched trucks based on the training data. It was found that the daily working time and number of dispatched trucks of training data in zone A, which individually have a significant impact on ore production and crusher utilization, were both simultaneously high. In contrast, in zone B, the number of dispatched trucks of training data was high, but the daily working time was low. 
Application of DNN Models for Haulage Operation Planning
To design and plan the truck haulage work at a mining site, a production manager must first predict and analyze the short-term and long-term ore production and crusher utilization. The DNN model designed in this study can be used to predict the ore production and crusher utilization, as it changes according to the daily work time, number of trucks, and truck dispatch interval, among others, and can efficiently design haulage tasks.
In this study, an optimal DNN model was used to analyze the changes in ore production and crusher utilization according to the number of trucks and truck dispatch interval, while considering the operational conditions of the ore haulage work performed by the trucks on 5 November 2018. A daily working time of 13 h and 11 min (791 min), a truck load capacity of 30 tons, and a daily ore production target of 3000 tons were assumed. Moreover, it was assumed that the number of times the truck visits the loading area had already been determined according to the quality of the delivered ore. The probability of Loading 1 occurring was set to 0.27, while the probability of Loading 2 occurring was set to 0.73. Figure 13a presents the results of using the optimal DNN model to analyze the ore production and crusher utilization, according to the number of trucks. As the number of trucks contributing to the ore haulage work increased, the ore production and crusher utilization exhibited an increasing trend. To satisfy the daily ore production targets, four or more trucks must be used in the haulage work, and the crusher utilization in this case is 9% or higher. Figure 13b illustrates the results of using the optimal DNN model to analyze the changes in the ore production and crusher utilization according to the truck dispatch interval, assuming that four trucks contributed to the haulage work. n the truck dispatch interval increased, the ore production was maintained at 
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Conclusions
In this study, a DNN-based deep learning model was trained for predicting the ore production and crusher utilization of a truck haulage system in an underground mine. An underground limestone mine was selected as the study area, and the DNN model input nodes were configured to reflect the truck haulage system of the study area. The DNN model was trained by setting various hidden layer configurations, and the coefficient of determination and MAPE for the training and test data were calculated to evaluate the model prediction accuracy. The DNN model was trained considering the haulage work operating conditions in the study area, and it was used to predict the ore production and crusher utilization over 10 days, starting on 1 November 2018. The predicted results were compared with the actual observed results.
The prediction accuracy for the ore production was the highest when the number of hidden layers of the DNN model was set to four and the number of hidden layer nodes was set to 40. In this case, the coefficient of determination for the test data was approximately 0.99, while the MAPE was approximately 2.80%. The prediction accuracy for the crusher utilization was the highest when the number of hidden layers of the DNN model was set to four and the number of hidden layer nodes was set to 40. In this case, the coefficient of determination for the test data was approximately 0.99, while the MAPE was approximately 2.49%. The predicted ore production and crusher utilization for the 9 days of haulage work excluding 7 November tended to match the observed values. On 7 November, the trucks used a haulage path longer than that normally used to haul ore, and as a result, the predicted and observed values did not match. The RMSE of the ore prediction for the 9 days excluding 7 November was approximately 6.92 tons, while that for the crusher utilization was approximately 0.04%.
The DNN model input nodes were set considering the operating conditions of the ore haulage work performed on 5 November 2018. The number of trucks and truck dispatch interval were set to various values, and the changes in the ore production and crusher utilization were predicted. The results demonstrated that a daily ore production target of 3000 tons can be satisfied if the number of ore haulage trucks is set to four and the truck dispatch interval is set to 1 to 2 min. It was confirmed that the DNN model-based ore production and crusher utilization prediction methods presented in this study can be used for short-term or long-term mine haulage system design and prediction.
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We trained the DNN models for ore production and crusher utilization prediction and tested them on the first 10 days of the following month. The DNN models predicted the target values accurately for 9 days; however, the models could not accurately predict the target value on the day the truck took a different path than usual. This may mean that the DNN models were successful because there was not a lot of variation between the routines of each day. The DNN models may only be memorizing the outputs given the inputs (over-fitting), which would make them very unreliable. To solve this problem, the models must be further trained such that the varying conditions of the mine can be taken into account. Alternatively, by training the model on a longer time span, all possible paths can be used as input parameters, and over-fitting can be avoided. Therefore, further studies are required in order to select a reasonable DNN model update cycle and determine the training data acquisition time span to consider various types of changing conditions in mines.
The results of the study confirmed that a DNN-based deep learning technique can learn sequential operations of a truck haulage system and analyze the correlation between truck haulage system operating conditions, ore production, and crusher utilization using big data acquired from the study area without human inference and algorithms based on prior knowledge. Moreover, it was found that trained DNN models can predict ore production and crusher utilization for 9 working days with low prediction errors. Thus, it would be possible to complement the limitations of existing algorithm-based simulation techniques.
In this study, a DNN model was selected from a variety of deep learning models and used to predict the ore production and crusher utilization. If time series data on ore production are collected to train an RNN model, the change patterns in the ore production over time can be analyzed, and the flow of future ore production changes can be predicted. Furthermore, if the costs of the ore production and haulage are considered and the mining rate of return is predicted, long-term operational mining plans can be established. Therefore, in the future, it will be necessary to perform additional studies on the use of various deep-learning models other than a DNN model to design and predict haulage systems.
