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RESUMEN
Teorema de Factorizacion de Hadamard para Funciones Enteras
GERMAN MENDOZA VILLACORTA
Noviembre - 2011
Asesor : Dr. Pedro Celso Contreras Chamorro.
Ttulo Obtenido : Licenciado en Matematica.
Una funcion entera puede ser considerada como un \polinomio de grado inni-
to". Por lo tanto surge la siguiente pregunta >Puede la teora de polinomios ser
generalizada a una funcion entera?. Por ejemplo >una funcion entera puede ser
factorizada?.
El teorema de factorizacion de Hadamard arma que toda funcion entera de orden
nito posee genero nito; esto nos da una forma de factorizar funciones enteras.
Para ello estudiaremos los conceptos de rango, orden y genero de funciones enteras
y las relaciones que hay entre ellos.
Palabras Claves : Rango de una Funcion Entera
Orden de una Funcion Entera
Genero de una Funcion Entera
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ABSTRACT
Hadamard Factorization Theorem for Entire Functions
GERMAN MENDOZA VILLACORTA
November - 2011
Adviser : Dr. Pedro Celso Contreras Chamorro.
Obtained Degree : Mathematician.
An entire function can be considered an innite degree polynomial. So the ques-
tion arises. Can the theory of polynomials be generalized to an entire function?.
For example, any entire function can be factored?
The Hadamard factorization theorem states that any entire function of nite order
has nite genus, this gives us a way of factoring entire functions. For this study
the concepts of range and gender order of entire functions and the relationships
between them.
Keywords : Range of an Entire Function
Order of an Entire Function
Gender of an Entire Function
vii
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Captulo 1
Preliminares
En este captulo estudiaremos algunos resultados conocidos de una Variable Com-
pleja para usarlos posteriormente.
1.1. Funciones Analticas
Definicion 1.1. Sea G un subconjunto abierto de C y f : G! C diremos que f
es diferenciable en el punto a 2 G si existe
lm
h!0
f(a+ h)  f(a)
h
:
El valor de este lmite es denotado por f 0(a) y es llamado la derivada de f en a.
Si f es diferenciable en cada punto de G diremos que f es diferenciable sobre G.
Note que si f es diferenciable en G, entonces f 0(a) dene una funcion f 0 : G! C,
si f 0 es continua diremos que f es continuamente diferenciable.
Proposicion 1.1. Si f es diferenciable en el punto a 2 G, entonces f es continua
en a.
Demostracion.
lm
z!a
jf(z)  f(a)j =

lm
z!a
jf(z)  f(a)j
jz   aj
 h
lm
z!a
jz   aj
i
= jf 0(a)j0 = 0 
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Definicion 1.2. Una funcion f : G ! C es analtica si f es contnuamente
diferenciable en G.
Se sigue como en el calculo que la suma y el producto de funciones analticas son
analticas, ademas si f y g son analticas sobre G y G1 es el conjunto de puntos
de G donde g no se anula, entonces f=g es analtica en G.
Proposicion 1.2 (Regla de la Cadena). Sean f y g funciones analticas en G
y V respectivamente, supongamos que f(G)  V entonces g  f es analtica en G
y ademas
(g  f)0(z) = g0(f(z))f 0(z); 8z 2 G:
Demostracion. Ver [1], pagina 39. 
Proposicion 1.3. Si G es abierto conexo y f : G ! C es deferenciable con
f 0(z) = 0 para todo z 2 G, entonces f es constante.
Demostracion. Ver [1], pagina 37. 
Definicion 1.3. Sea U  R2 abierto, u y v funciones reales denidas en U .
a) Decimos que u y v satisfacen las ecuaciones de Cauchy-Riemman en
(x0; y0) 2 U si existen las derivadas parciales de u y v en (x0; y0) cumpliendo
@u
@x
(x0; y0) =
@v
@y
(x0; y0) y
@u
@y
(x0; y0) =  @v
@x
(x0; y0)
Decimos que u y v satisfacen las ecuaciones de Cauchy-Riemman sobre U si y
solo si la satisfacen en todo punto de U .
Proposicion 1.4. Sea G  C y f = u+iv tal que f : G! C, si f es diferenciable
en z0 = (x0; y0), entonces existen las derivadas parciales de u y v en z0 = (x0; y0)
y se cumplen las ecuaciones de Cauchy-Riemman.
Demostracion. Ver [2], pagina 47. 
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Proposicion 1.5. Sea G  C y f = u + iv tal que f : G ! C, si existen las
derivadas parciales de u y v y ademas son continuas y verican las ecuaciones de
Cauchy-Riemman en z0 = (x0; y0), entonces f es diferenciable en z0.
Demostracion. Ver [2], pagina 48. 
Se cumple en variable compleja un resultado analogo al teorema de Leibniz para
variable real, veamos.
Proposicion 1.6. Sea 
 un abierto en C y sean f : 
 [a; b]! C, g : [a; b]! R
funciones continuas, sea la funcion dada por
F (z) =
Z b
a
f(z; t)g(t) d t:
Entonces F es continua en 
 y si (para i = 1; 2) existe
@f
@xi
: 
 [a; b]! R
y es continua en 
 [a; b], entonces existe
@F
@xi
(z) =
Z b
a
@f
@xi
(z; t)g(t) d t
y es continua en 
.
Demostracion. Tomemos z0 = x0 + iy0 2 
 y sea D un disco cerrado de centro
z0 contenido en 
. Sea M una cota de g en [a; b]. Como f es uniformemente
continua en D  [a; b], dado  > 0 existe un  > 0 tal que si jz   z0j < 
entonces jf(z; t)  f(z0; t)j < =M(b   a), para todo t 2 [a; b]. Por consiguiente,
si jz   z0j <  se cumple
jF (z)  F (z0)j =
Z a
b
jf(z; t)  f(z0; t)jjg(t)j d t  
Esto pueba que F es continia en z0.
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Supongamos ahora la hipotesis de derivabilidad, por ejemplo respecto a x. Como
@f=@x es uniformemente continua en D [a; b] exixte una  > 0 tal que si jhj < 
entonces@f@x (x0 + h; y0; t)  @f@x (x0; y0; t)
 < M(b  a) ; para toto t 2 [a; b]
si jhj <  y t 2 [a; b] el teorema del valor medio nos da un r 2 R tal que jrj < jhj
y
f(x0 + h; y0; t)  f(x0; y0; t) = @f
@x
f(x0 + r; y0; t)h:
(notar que r depende de t.) Por consiguiente,f(x0 + h; y0; t)g(t)  f(x0; y0; t)g(t)h   @f@x (x0; y0; t)g(t)

=
@f@x (x0 + r; y0; t)  @f@x (x0; y0; t)
 jg(t)j < (b  a) :
De aqu se sigue claramente queF (x0 + h; y0)  F (x0; y0)h  
Z a
b
@f
@x
(x0; y0; t)g(t) d t
 < 
siempre que jhj < , luego existe
@F
@x
(z0) = lm
h!0
F (x0 + h; y0)  F (x0; y0)
h
=
Z a
b
@f
@x
(x0; y0; t)g(t) d t:
Ademas la derivada es continua por la primera parte de este mismo teorema. 
A partir de aqu podemos probar.
Teorema 1.1. Sea 
 un abierto en C, sea  : [a; b] ! C una arco diferenciable
por partes y f : 
  ([a; b]) ! C una funcion continua con derivada compleja
respecto a la primera variable f 0 : 
  ([a; b]) ! C, continua. Sea F : 
 ! C
la funcion dada por F (z) =
Z

f(z; ) d . Entonces F es analtica en 
 y su
derivada es
F 0(z) =
Z

f 0(z; ) d :
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Demostracion. Como  es derivable. Entonces
F (z) =
Z a
b
f(z; (t))0(t) d t:
Para aplicar el teorema anterior debemos separar las partes real e imaginaria:
F (z) =
Z a
b
Re f(z; (t))Re0(t) d t 
Z a
b
Im f(z; (t))Im0(t) d t
+ i
Z a
b
Re f(z; (t))Im0t d t+ i
Z a
b
Im f(z; (t))Re0(t) d t:
Las cuatro integrales estan en las condiciones del teorema anterior. Al aplicarlo
concluimos que F tiene derivadas parciales continuas. Concretamente:
@F
@x
=
Z a
b
@Re f
@x
(z; (t))Re0(t) d t 
Z a
b
Im f
@x
(z; (t))Im0(t) d t
+ i
Z a
b
@Re f
@x
(z; (t))Im0t d t+ i
Z a
b
@Im f
@x
(z; (t))Re0(t) d t
=
Z a
b
f(z; (t))0(t) d t =
Z

@f
@x
(z; ) d :
lo mismo vale para la derivada respecto a y. Del hecho de que f satisface las
ecuaciones de Cauchy   Riemman se sigue ahora que F tambien las cumple,
luego F es holomorfa en 
. La ecuacion anterior es entonces equivalente a la
relacion entre la derivadas que aparecen en el enunciado. 
Teorema 1.2 (Principio de Modulo Maximo). Sea 
 un abierto y conexo
en C y f una funcion analtica en 
 no constante.
a) Si D(z0; r)  
 entonces existe un z 2 D(z0; r), tal que jf(z)j > jf(z0)j.
b) Para todo z 2 
 se cumple que jf(z)j < supfjf(z)j; z 2 
g.
c) Si 
 esta acotado y f es continua en 
, entonces para todo z 2 
 se cumple
que jf(z)j < maxfjf(z)j; z 2 @
g.
Demostracion. Ver [1], pagina 79 - 80. 
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1.2. Funciones Enteras
Definicion 1.4. Sea z0 2 
 y fang1n=0 una sucesion en C, la serie de potencias
de coecientes fang1n=0 y centro z0 es la serie funcional
1X
n=0
an(z   z0)n
Proposicion 1.7. Dada una serie de potencias
1X
n=0
an(z z0)n se dene el numero
R, 0  R  1, por
1
R
= lm sup janj1=n:
El cual cumple:
a) Si jz   aj < R, la serie converge absolutamente.
b) Si jz   aj > R, la serie diverge.
c) Si 0 < r < R, entonces la serie converge uniformemente sobre fz : jzj  rg.
El numero R es el unico numero con las propiedades a) y b). El numero R es
llamado el radio de convergencia de la serie de potencias.
Demostracion. Ver [1], pagina 31. 
Teorema 1.3. Sea f analtica en D(a; r), entonces
f(z) =
1X
n=0
an(z   z0)n
para jz   aj < r, donde
an =
1
n!
f (n)(a)
y la serie tiene radio de convergencia mayor igual que r.
Demostracion. Ver [1], pagina 72. 
6
Corolario 1.1. Si f : G! C y D(a; r)  G, entonces
f (n)(a) =
n!
2i
Z

f(w)
(w   a)n+1 dw
Demostracion. Ver [1], pagina 72. 
Corolario 1.2 (Estimativa de Cauchy). Si f es analtica en D(a; r) y supon-
gamos jf(z)j M para todo z en D(a; r), entonces
f (n)(a)  n!M
rn
:
Demostracion. Ver [1], pagina 73. 
Definicion 1.5. Una funcion entera es una funcion denida y analtica en todo
el plano complejo C.
Proposicion 1.8. Si f es un funcion entera, entonces f tiene una expansion en
serie de potencias
f(z) =
1X
n=0
f (n)(0)
n!
zn; para todo z 2 C
con radio de convergencia innito.
Demostracion. Ver [6], pagina 176. 
La proposicion anterior dice que una funcion entera se interpreta como un \poli-
nomio de grado innito".
Este es el caso de las funciones exp z; sen z; cos z puesto que todas sus derivadas
de la funcion exponencial valen 1 en z0 = 0 es claro que su serie de potencias es:
exp z =
1X
n=0
zn
n!
:
Las derivadas de la funcion sen z en z0 = 0 son
sen 0 = 0; cos 0 = 1;  sen 0 = 0;  cos 0 =  1; sen 0 = 0; : : :
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y a partir de aqu se repiten cclicamente. Por lo tanto la serie de Taylor de la fun-
cion sen z en el origen, tiene solo potencias impares y con derivada 1; 1; 1; 1; : : :
as pues
sen z =
1X
n=0
( 1)n
(2n+ 1)!
z2n+1:
Un razonamiento similar nos lleva a
cos z =
1X
n=0
( 1)n
(2n)!
z2n:
La funcion log z no esta denida en 0, luego no podemos desarrollarla en una
serie de este tipo. Podramos desarrollarla en z0 = 1, aunque es mejor trabajar
en 0 con la funcion log(1 + z). Su primera derivada vale (1 + z) 1 y de aqu se
sacan facilmente las siguientes
 (1 + z) 2; 2(1 + z) 3; 3  2(1 + z) 4; 4  3  2(1 + z) 5; : : :
Con lo que las derivadas sucesivas en cero valen
0!; 1!; 2!; 3!; 4!; 5!; : : :
La serie de Taylor sera, por lo tanto:
log(1 + z) =
1X
n=0
( 1)n
n
zn (1.1)
convergente para jzj < 1, pues la funcion es analtica en dicho disco y no puede
extenderse a un disco mayor (tiende a innito en  1).
El hecho de que las funciones analticas admitan desarrollo en series de potencias
alrededor de cada punto tiene muchas consecuencias, algunas de las cuales se
presentan a continuacion.
Teorema 1.4 (Teorema de Lioville). Toda funcion entera y acotada es cons-
tante.
Demostracion. Ver [1], pagina 77. 
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Teorema 1.5 (Teorema Fundamental del Algebra). Si p(z) es un polinomio
no constante, entonces existe un numero complejo a tal que p(a) = 0.
Demostracion. Ver [1], pagina 77. 
Corolario 1.3. Si p es un polinomio y a 2 C, existe b 2 C tal que p(b) = a.
Demostracion. Considerar el polinomio p(z)  a en el teorema anterior. 
Corolario 1.4. Si p(z) es un polinomio, a1; : : : ; an son sus ceros, ademas aj tiene
multiplicidad kj, entonces
p(z) = c(z   a1)k1 : : : (z   an)kn
para alguna constante c y k1 + k2 + : : :+ kn es el grado de p(z).
Demostracion. Ver [1], pagina 77. 
El teorema siguiente trata de generalizar el teorema anterior a cualquier funcion
analtica.
Definicion 1.6. Si f : G ! C es analtica y a 2 G satisface f(a) = 0, entonces
diremos que a es un cero de multiplicidad m  1, si existe una funcion analtica
g : G! C tal que
f(z) = (z   a)mg(z), donde g(a) 6= 0:
Proposicion 1.9. Si f es analtica en G abierto conexo y no identicamente nula,
entonces para cada a 2 G tal que f(a) = 0, existe un numero n mayor o igual
que 1 y una funcion analtica g : G ! C tal que g(a) 6= 0 y f(z) = (z   a)ng(z)
para todo z 2 G, esto es, cada cero de f tiene multiplicidad nita.
Demostracion. Ver [1], pagina 79. 
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1.3. Teorema de Factorizacion de Weierstrass
Sea G  C un abierto, (M;d) un espacio metrico completo. Siendo M = C o C1.
Definicion 1.7. Sea C(G;M) = ff : G! C : f es continuag.
Notemos que en el caso de M = C o C1 nuestro espacio es completo, ahora
consideremos:
1. G  C es un conjunto abierto.
2. T = fkngn2Z+ un encebollamiento en G, es decir, una familia de conjuntos
tales que
 kn es compacto para todo n 2 Z+.
 kn  Int(kn+1) para todo n 2 Z+.
 G =
1[
n=1
kn.
3. Para cada n 2 Z+ denimos
dn : C(G;M) C(G;M)! R+ [f0g
como
dn(f; g) = supfd(f(z); g(z)) : z 2 kng
Observemos que dn(f; g) es nito pues kn es compacto, sin embargo dn es solo
una semimetrica.
Denamos
d : C(G;M) C(G;M)! R+ [f0g
por
d(f; g) =
1X
n=1

1
2
n
dn(f; g)
1 + dn(f; g)
la cual es una metrica en C(G;M).
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Proposicion 1.10. (C(G;M); d) es un espacio metrico completo.
Demostracion. Ver [1], pagina 145. 
Definicion 1.8. Sea G  C abierto, denimos H(G) como el conjunto de todas
las funciones analticas sobre G.
1. Observemos que H(G)  C(G;M).
2. Diremos que una sucesion de funciones analticas ffngn2N  H(G) converge
en H(G) si converge en la metrica de C(G;M).
Proposicion 1.11. sea G un subconjunto abierto y conexo de C. entonces los
siguientes resultados son equivalentes:
(a) G es simplemente conexo.
(b) Dado f 2 H(G) tal que f(z) 6= 0 para todo z 2 G, existe una funcion g 2 G
tal que f(z) = exp g(z).
(c) Dado f 2 H(G) exixte una susecion de polinomios que convergen a f .
(d) G es homeomorfa al disco unitario.
(e) Dado f 2 H(G) tal que f(z) 6= 0 para todo z 2 G, existe una funcion g 2 G
tal que f(z) = [g(z)]2.
(f) Toda funcion f 2 H(G) tiene una primitiva.
(g) C1  G es un conjunto conexo.
Demostracion. Ver [1], pagina 202. 
Comentario .
Dada una sucesion fang en una region G la cual no tiene puntos lmites en G y
una sucesion de enteros fmng, surge el siguiente problema >Existe una funcion
11
analtica en G tal que sus unicos ceros sean los puntos an y que en cada punto
an tenga multiplicidad mn? la respuesta a este problema es si y el resultado fue
dado por Weierstrass.
Si fueran un numero nito de puntos a1; : : : ; aj entonces por el teorema fundamen-
tal del algebra f(z) = (z a1)m1 : : : (z aj)mj sera la funcion deseada >Que pasara
si fueran un numero innito de puntos en la secuencia? para responder esta pre-
gunta discutiremos la convergencia de productos innitos de numeros y funciones.
Definicion 1.9. Si fzng es una sucesion de numeros complejos y si z = lm
n!1
nY
k=1
zk
existe, entonces z es el producto innito de los numeros zn y este es denotado por
z =
1Y
n=1
zn.
Con esta denicion es claro que un producto (con factores no nulos)
1Y
n=1
zn es
convergente si y solo si lo es cualquiera de sus secciones nales
1Y
n=k
zn, en tal caso
1Y
n=1
zn = z1 : : : zk 1
1Y
n=k
zn (1.2)
Si
1Y
n=0
zn es un producto donde a lo sumo un numero nito de factores son nulos,
diremos que converge si converge cualquiera de los productos
1Y
n=k
zn, donde k es
un ndice tal que zn 6= 0 para n  k. En tal caso denamos el lmite mediante la
formula (1.2).
Proposicion 1.12. Si un producto
1Y
n=0
zn es convergente, entonces lm
n!1
zn = 1.
Demostracion. Ver [7], pagina 191. 
Proposicion 1.13. Si Re(zn) > 0, entonces el producto
1Y
n=0
zn converge absolu-
tamente si la serie
1X
n=0
(zn   1) converge absolutamente.
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Demostracion. Ver [1], pagina 166. 
Proposicion 1.14. Un producto innito de no factores nulos
1Y
n=0
zn es conver-
gente si y solo si lo es la serie
1X
n=0
log zn. En tal caso la serie es el logaritmo del
producto.
Demostracion. Sea Sk =
kX
n=0
log zn. Entonces e
Sk =
kY
n=0
zn. De qu se sigue que si
la seria converge, entonces el producto converge (a un numero no nulo) y la serie
es un logaritmo del producto.
Supongamos ahora que el producto converge. Esto signica que existe
lm
k!1
kY
n=0
zn = z 6= 0; luego lm
k!1
kY
n=0
jznj = jzj 6= 0
Aplicamdo la funcion log real tenemos que
1X
n=0
log jznj = log jzj.
Sea arg : C  ! R una determinacion del argumento que sea continua en un
entorno de z, Basta tomar una de las funciones argumento y extenderla a la
semirrecta que falta, esto unicamente por comodidad en el argumento que sigue.
Sea k = arg
kY
n=0
zn. Entonces la susecion fkg converge a arg z. Por otra parte, el
argumento de un producto es la suma de los argumentos de los factores, es decir
kX
n=0
arg0 zn es tambien un argumento de
kY
n=0
zn, donde arg
0 representa el argumento
en el intervalo ]   ; ]. Como dos argumentos se diferencian en un multiplo de
2, exixte una susecion de numeros enteros fmkg tales que
k =
kX
n=0
arg0 zn + 2mk:
Ahora bien, como el producto converge, la susecion fzng tiende a 1 (proposicion
1.12) y, apartir de un termino dado, arg0 zn 6= , o sea, jarg0 znj < . Por otro
lado la susecion
jk+1   kj = j arg0 zk+1 + 2(mk+1  mk)j
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tiende a 0, luego apartir de un termino es menor que . las desigualdades
j arg0 zk+1 + 2(mk+1  mk)j <  y j arg0 zk+1j < 
implican que jmk+1   mkj < 1 y, como son numeros esteros, mk+1 = mk para
todo k sucientemente grande.
puesto que la susecion fmkg es nalmente constante, es convergente, luego tam-
bien lo es la susecion
kX
n=0
arg0 zn = k   2mk:
En resumen tenemos que las series
1X
n=0
log jznj y
1X
n=0
arg0 zn son ambas convergen-
tes, pero estas series son la parte real y la parte imaginaria de la serie
1X
n=0
log zn,
que es, pues, convergente. 
Proposicion 1.15. Si G es un abierto conexo en C y si ffng es una sucesion en
H(G) tal que fn no es identicamente nula para todo n 2 N. Si
1X
n=0
[fn(z)  1]
converge absoluta y unifomemente sobre subconjuntos compactos de G, entonces
1Y
n=1
fn(z) converge en H(G) a una funcion analtica f(z). Si a es un cero de
f , entonces a es un cero de solamente un numero nito de funciones fn y la
multiplicidad de a en f es la suma de las multiplicidades de los ceros de los fn
en a.
Demostracion. Ver [1], pagina 168. 
Comentario .
Retornado a la discusion original del problema planteado en el comentario ante-
rior. Si fang es un sucesion en una region G sin puntos lmite (pero posiblemente
algunos puntos pueden ser repetidos un numero nito de veces), consideremos
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la funcion (z   an), de acuerdo a la proposicion anterior si podemos encontrar
funciones gn(z) analticas sin ceros en G tal que
1X
n=0
[(z   an)gn(z)  1]
converge uniformemente sobre subconjuntos compactos de G, entonces la siguien-
te funcion
f(z) =
1Y
n=1
(z   an)gn(z)
es analtica y tiene ceros solamente en los puntos z = an, el camino para asegurar
que gn(z) nunca se anula es expresarlo como
gn(z) = exphn(z)
para alguna funcion analtica hn(z). En efecto si G es simplemente conexo enton-
ces se sigue que gn(z) tiene necesariamente esta forma (proposicion 1.11). Estas
funciones gn(z) fueron estudiadas e introducidas por Weierstrass.
Definicion 1.10. Un factor elemental de Weierstrass es una de las siguientes
funciones Ep(z) para p = 0; 1; 2; : : :
E0(z) = 1  z
Ep(z) = (1  z) exp

z +
z2
2
+ : : :+
zp
p

; p  1
Ademas:
1. E0(z) y Ep(z) con p  1 son analticas.
2. E0(z) y Ep(z) con p  1 tienen ceros simples en z = 1.
3. Si a 2 C y a 6= 0, entonces Ep(z=a) es analtica y tiene un unico cero simple
en z = a para todo p  1.
4. Si G  C abierto conexo y b 2 C nG, entonces Ep((a   b)=(z   b)) tiene un
cero simple en z = a para todo p  1 y es analtica.
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La proposicion 1.15 ayuda a probar el siguiente teorema.
Teorema 1.6. Sea fang una sucesion en C tal que lm
n!1
janj =1 y an 6= 0 para
todo n  1 (esta no es una secuencia de puntos distintos pero por hipotesis ningun
punto se repite un numero innito de veces). Si fpng es cualquier secuencia de
enteros tal que
1X
n=1

r
janj
pn+1
< +1 (1.3)
para todo r, entonces
f(z) =
1Y
n=1
Epn

z
an

converge en H(G).
La funcion f es una funcion entera con ceros solamente en los puntos an. Si z0
se repite en la secuencia fang exactamente m veces, entonces f tiene un cero en
z = z0 de multiplicidad m, ademas si pn = n  1 entonces (1.3) se satisface.
Demostracion. Ver [1], pagina 170. 
Teorema 1.7 (Teorema de Factorizacion de Weierstrass). Si f es una
funcion entera y si fang son los ceros no nulos de f repetidos de acuerdo a su
multiplicidad; supongamos que tiene un cero de orden m  1 en z = 0 (un cero
de orden m = 0 en z = 0 satisface que f(0) 6= 0), entonces existe una funcion g
entera y una secuencia de enteros fpng tal que
f(z) = zm exp g(z)
1Y
n=1
Epn

z
an

Demostracion. Por el teorema anterior podemos elegir una susecion (pn)  Z tal
que
h(z) = zm
1Y
n=1
Epn

z
an

(1.4)
tenga los mismos ceros que f(z) con los mismos ordenes, entonces f(z)
g(z)
sera una
funcion anltica en C que nunca se anula y como C es simplemente conexo, por
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la proposicion 1.11 existe una funcion anltica g : C! C tal que
f(z)
h(z)
= exp g(z)
es decir, f(z) = h(z) exp g(z) y por (1.4) tenemos nalmente
f(z) = zm exp g(z)
1Y
n=1
Epn

z
an

:

El siguiente teorema responde el problema planteado en el primer comentario
Teorema 1.8. Sea G una region, fajg una sucesion de puntos distintos en G sin
puntos lmites en G, fmjg una sucesion de enteros, entonces existe una funcion
analtica f denida en G tal que sus unicos ceros son lo puntos aj, ademas aj es
un cero de multiplicacidad mj.
Demostracion. Ver [1], pagina 170. 
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Captulo 2
Teorema de Factorizacion de
Hadamard
2.1. Resultados Previos
En esta seccion probaremos algunos resultados previos para usarlos posterior-
mente.
Lema 2.1. Si jbj < 1, entonces el mapeo
b(z) =
z   b
1  bz
lleva el disco D(0; 1) en si mismo y su frontera en si misma.
Demostracion. Restando
j1  bzj2 = 1 + jbzj2   2Re(bz)
y
jz   bj2 = jzj2 + jbj2   2Re(bz)
tendremos
j1  bzj2   jz   bj2 = 1 + jbj2jzj2   jzj2   jbj2 = (1  jbj2)(1  jzj2)
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luego si: jzj < 1 y jbj < 1 entonces
j1  bzj2   jz   bj2 = (1  jbj2)(1  jzj2) > 0
de lo anterior tendremos  z   b1  bz
 < 1
es decir
'b(D(0; 1))  D(0; 1) (2.1)
por otro lado deniendo
' b(z) =
z + b
1 + bz
tendremos
' b('b(z)) = 'b(' b(z)) = z
y tambien
' b(D(0; 1))  D(0; 1)
luego
'b(' b(D(0; 1)))  'b(D(0; 1))
es decir
D(0; 1)  'b(D(0; 1)) (2.2)
de (2.1) y (2.2)
'b(D(0; 1)) = D(0; 1)
es decir 'b lleva el disco D(0; 1) en si mismo.
Veamos la frontera. Como
j'b(ei)j =
 ei   beie i   bei
 =  ei   be i   b
 = 1
entonces
'b(@(D(0; 1)))  @(D(0; 1))
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y la otra inclusion se prueba con ' b por lo tanto
'b(@(D(0; 1))) = @(D(0; 1))
es decir, 'b lleva la frontera del disco D(0; 1) en si misma. 
Lema 2.2. Si jaj < r, entonces el mapeo
a =
r2(z   a)
r2   az
lleva el D(0; r) en si mismo y su frontera en si misma.
Demostracion. Si jaj < r y jzj < r entonces
a
r
 < 1 y z
r
 < 1 y por el lema
anterior 
z
r
  a
r
1  az
r2
 < 1
entonces r(z   a)r2   az
 < 1;
es decir r2(z   a)r2   az
 < r;
por lo tanto
a(D(0; r))  D(0; r) (2.3)
deniendo  a, analogamente se prueba
 a(D(0; r))  D(0; r);
es decir
D(0; r)  a(D(0; r)) (2.4)
de (2.3) y (2.4)
a(D(0; r)) = D(0; r)
20
Veamos la frontera. Como
ja(rei)j =
r2(rei   a)r2   arei
 = r(rei   aeie i)r   aei
 = r
entonces
a(@(D(0; r)))  @(D(0; r))
y la otra inclusion se prueba con  a, por lo tanto
a(@(D(0; r))) = @(D(0; r)) 
Definicion 2.1. Sea G un subconjunto abierto de C diremos que u : G ! R es
una funcion armonica si u tiene segundas derivadas parciales continuas y
@2u
@x2
+
@2u
@y2
= 0
Proposicion 2.1. Si f es analtica en un conjunto abierto G y f = u + iv,
entonces u y v son armonicas en G.
Demostracion. Ver [4], pagina 86. 
Teorema 2.1 (Teorema del Valor Medio). Sea G  C, f : G ! R una
funcion armonica, D(a;R)  G y si  es el crculo jz   aj = r, entonces
f(a) =
1
2
Z 2
0
f(a+ rei) d 
Demostracion. Ver [1], pagina 253. 
Proposicion 2.2. Si f es analtica en un abierto G tal que D(0; r)  G y
f(z) 6= 0 para todo z 2 D(0; r), entonces el log jf j es armonica en G y por lo
tanto verica la propiedad del valor medio, es decir
log jf(0)j = 1
2
Z 2
0
log
f(rei) d 
Demostracion. Como f(z) 6= 0 para todo z 2 D(0; r) y f es analtica, entonces
log f(z) es analtica y por la proposicion 2.1 su parte real log jf(z)j es armonica,
nalmente por el teorema 2.1 verica la propiedad del valor medio. 
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Proposicion 2.3. Si u : D(0; 1) ! R es una funcion continua y armonica en
D(0; 1) entonces
u
 
rei

=
1
2
Z 
 
pr(   t)u(eit) d t
con 0 < r < 1 y para todo , donde
Pr() =
1X
n= 1
rjnjein (Nucleo de Poisson)
Ademas u = Re(f) donde f es la siguiente funcion analtica
f(z) =
1
2
Z 
 
eit + z
eit   zu(e
it) d t
Demostracion. Ver [1], pagina 259. 
La siguiente proposicion generaliza el resultado anterior a un disco arbitrario.
Proposicion 2.4. Si u : D(a;R) ! R es una funcion continua y armonica en
D(a;R), entonces
u(a+ rei) =
1
2
Z 2
0
Re

Reit + reit
Reit   reit

u(a+Rei); para todo 0 < r < R:
Demostracion. Ver [3], pagina 345 y [1], pagina 260. 
Proposicion 2.5. Sea f una funcion analtica en el disco jzj  R y sea M el
maximo de Re(f(z)) en la circunferencia jzj = R. Supongamos que f(0) = 0,
entonces si 0 < jzj < R se cumple
jf(z)j  2M jzj
R  jzj
Demostracion. Consideremos la funcion
F (z) =
f(z)
z(2M   f(z))
bien denida y analtica en el disco jzj  R; si jzj = R se cumple
j2M   Re(f(z))j M  Re(f(z))
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luego si f(z) 6= 0 tenemos
jF (z)j = jf(z)jjzjp(2M   Re(f(z))2 + (Im(f(z))2
 jf(z)jjzjp(Re(f(z))2 + (Im(f(z))2
=
1
R
ademas si f(z) = 0. La desigualdad anterior se sigue cumpliendo.
Por el principio del modulo maximo (teorema 1.2) jf(z)j  1=R para todo z tal
que jzj  R. Ahora expresemos f en funcion de F .
f(z) =
2MzF (z)
1 + zF (z)
(2.5)
Considerando 0 < jzj < R, como jF (z)j  1=R, entonces
R  jzj  R  jzjjf(z)jR  jR Rzf(z)j
y tomando modulo en (2.5)
jf(z)j =
 2MzF (z)1 + zF (z)
  2M jzjjR +RzF (z)j  2M jzjR  jzj
es decir
jf(z)j  2M jzj
R  jzj 
Proposicion 2.6. Si f es una funcion analtica en una region G y suponga-
mos que f no es identicamente nula. Si G0 = G   fz : f(z) = 0g y denamos
h : G0 ! R por h(z) = log jf(z)j entonces
@h
@x
  i@h
@y
=
f 0
f
sobre G0, es decir
2
@h
@z
=
f 0
f
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Demostracion. Como h(z) = log jf(z)j entonces
e2h(z) = jf(z)j2 = f(z)f(z);
si f = u+ iv tendremos e2h(z) = u2 + v2 y derivando esta ultima ecuacion
@h
@x
e2h = uxu+ vxv (2.6)
@h
@y
e2h = uyu+ vyv (2.7)
De (2.6) y (2.7)
e2h

@h
@x
  i@h
@y

= uxu+ vxv   iuyu  ivyv
y usando las ecuaciones de Cauchy-Riemman
f(z)f(z)

@h
@x
  i@h
@y

= uxu+ vxv   ivxu  iuxv
= (ux + ivx)u  v(ux + ivx)i
= (ux + ivx)(u  iv)
= f 0f
Entonces
@h
@x
  i@h
@y
=
f 0
f
pero como
2
@h
@z
=
@h
@x
  i@h
@y
;
nalmente
2
@h
@z
=
f 0
f
:

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2.2. Introduccion
Una funcion entera es una funcion denida y analtica en todo el plano
complejo. Si f es una funcion entera entonces tiene una expansion en series de
potencias
f(z) =
1X
n=0
anz
n
con radio de convergencia innito.
A la luz de este resultado surge la siguiente pregunta >Puede la teora de polino-
mios ser generalizada a las funciones enteras?. Por ejemplo >Una funcion entera
puede ser factorizada? veremos esto mas adelante.
El teorema de factorizacion de Weierstrass para funciones enteras dice que si f
es una funcion entera con un cero de multiplicidad m  1 en z = 0, si fang son
los ceros de f no nulos ordenados de la siguente manera
ja1j  ja2j  ja3j  : : :
tal que un cero de multiplicidad k se repita k veces, tambien asumiremos que
ja1j  ja2j  ja3j  : : :
Por otro lado si fpng es una secuencia de enteros tal que para todo r > 0 tenemos
que si
1X
n=1

r
janj
pn+1
<1 (2.8)
entonces
p(z) =
1Y
n=1
Epn

z
an

(2.9)
converge uniformemente sobre subconjuntos compactos del plano, donde
Ep(z) = (1  z) exp

z +
z2
2
+ : : :+
zp
p

para p  1 y E0(z) = 1  z (2.10)
consecuentemente
f(z) = zmeg(z)P (z) (2.11)
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donde g es una funcion entera, esto nos da una idea de factorizacion pero no es
explcita en cuanto a sus factores, el teorema de factorizacion de Hadamard inten-
ta resolver este problema. Surgen las siguientes interrogantes: >Que propiedades
de f pueden ser deducidas si g y P tienen ciertas propiedades adecuadas?
>Se puede imponer propiedades a f las cuales impliquen que g y P tengan pro-
piedades particulares?
El plan que adoptaremos para responder estas preguntas es asumir que g y P tie-
nen ciertas caractersticas para implicar propiedades sobre f para despues probar
la inversa.
La primera restriccion sobre g en este proceso es suponer que sea un polinomio,
esto condicionara el crecimiento de eg(z).
Una restriccion conveniente para P es que todos los enteros pn sean iguales. De
la condicion (2.8), vemos que esto es asumir que existe un entero p  1 tal que
1X
n=1
janj p <1
es decir esta es una condicion sobre el grado de crecimiento de los ceros de f .
En la seccion que sigue deduciremos la formula de Jensen, esta dice que hay una
relacion entre el grado de crecimiento de los ceros de f y el crecimiento de
Mf (r) = sup
jf(rei)j : 0    2	
con r incrementandose. En las secciones siguientes estudiaremos el grado de cre-
cimiento de los ceros de f y el crecimiento de Mf .
Finalmente terminaremos con el teorema de factorizacion de Hadamard el cual
muestra una ntima relacion entre el grado de crecimiento de Mf (r) y las restric-
ciones entre g y P .
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2.3. Formula de Jensen
Teorema 2.2 (Teorema de Jensen). Sea f una funcion analtica sobre una
region que contiene a D(0; r) y supongamos que a1; a2; : : : ; an son los ceros de f
en D(0; r) repetidos de acuerdos a su multiplicidad. Si f(0) 6= 0, entonces
log jf(0)j =  
nX
k=1
log

r
jakj

+
1
2
Z 2
0
log
f(rei) d 
Demostracion. Por el lema 2.2 si jakj < r con 1  k  n la funcion
r2(z   ak)
r2   akz
lleva el disco D(0; r) en si mismo y el borde en si mismo, denimos
F (z) = f(z)
nY
k=1
r2   akz
r(z   ak)
la cual es una funcion analtica en la region que contiene a D(0; r) ademas por
la proposicion 1.9 no tiene ceros en D(0; r) y por la proposicion 2.2 se verica la
propiedad del valor medio, es decir.
log jF (0)j = 1
2
Z 2
0
log
F (rei) d  (2.12)
Ademas. Si jzj = r, entonces jF (z)j = jf(z)j, en efecto:
Si jzj = r por el lema 2.2 r2(z   ak)r2   akz
 = r
entonces r2   akz)r(z   ak)
 = 1
para todo 1  k  n. Por lo tanto
jF (z)j = jf(z)j
nY
k=1
r2   akz)r(z   ak)
 = jf(z)j
es decir jF (z)j = jf(z)j.
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Ademas, como
F (0) = f(0)
nY
k=1

  r
ak

entonces de (2.12)
log jf(0)j
nY
k=1
 rak
 = 12
Z 2
0
log
f(rei) d 
Finalmente
log jf(0)j =  
nX
k=1
log

r
jakj

+
1
2
Z 2
0
log
f(rei) d  
Teorema 2.3 (Teorema de Poisson-Jensen). Si f es analtica en una region
la cual contiene D(0; r) y si a1; a2; : : : ; an son los ceros de f en D(0; r) repetidos
de acuerdo a su multiplicidad. Si jzj < r y f(z) 6= 0, entonces
log jf(z)j =  
nX
k=1
log
 r2   akzr(z   ak)
+ 12
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d 
Demostracion. Como en el teorema de Jensen denimos
F (z) = f(z)
nY
k=1
r2   akz
r(z   ak)
que es una funcion analtica en la region que contiene a D(0; r), por la proposicion
2.2 log jF j es armonica en G y por la proposicion 2.4 si jzj < r
log jF (z)j = 1
2
Z 2
0
Re

rei + z
rei   z

log jF (rei)j d 
es decir
log jf(z)j =  
nX
k=1
log
 r2   akzr(z   ak)
+ 12
Z 2
0
Re

rei + z
rei   z

log jF (rei)j d 
Por otro lado sabemos que si jzj = r, entonces jF (z)j = jf(z)j, nalmente para
todo z tal que jzj < r y f(z) 6= 0 tendremos que
log jf(z)j =  
nX
k=1
log
 r2   akzr(z   ak)
+ 12
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d  
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2.4. Genero y Orden de una Funcion Entera
Definicion 2.2. Si f es una funcion entera con ceros fa1; a2; : : :g repetidos de
acuerdo a su multiplicidad y arreglados tal que
ja1j  ja2j  ja3j  : : :
entonces diremos que f es de rango nito si existe un numero entero p  1 tal
que
1X
n=1
janj (p+1) <1 (2.13)
Si p es el menor entero tal que esto ocurre, se dice que f tiene rango p.
Observaciones .
a) Una funcion con un numero nito de ceros tiene rango cero.
b) Una funcion es de rango innito si no tiene rango nito.
c) Si f tiene rango nito, de la ecuacion (2.8) tomando pn = p para todo n 2 N
como 1X
n=1
janj (p+1) <1
entonces 1X
n=1

r
janj
p+1
<1
para todo r > 0 y en (2.9) podemos tomar
P (z) =
1Y
n=1
Ep

z
an

(2.14)
d) Notemos que si f tiene rango nito y p es cualquier entero mayor que el rango
de f , entonces (2.8) permanece valido y existira otro P (z) en (2.9) y por tanto
la factorizacion (2.11) de f no sera unica. Sin embargo si el producto P es
denido por (2.14) donde p es el rango de f entonces la fatorizacion (2.11) es
unica excepto si tomamos g como g + 2ni con n 2 N.
29
Definicion 2.3. Si f es una funcion entera con rango p con ceros fa1; a2; : : :g, en-
tonces el producto denido en (2.14) es llamado la FORMA ESTANDAR PARA
f . Si f es sobreentendida entonces se dira que es la FORMA ESTANDAR.
Definicion 2.4. Una funcion entera f tiene GENERO FINITO si tiene rango
nito y si
f(z) = zmeg(z)P (z)
Donde P es la forma estandar y g es un polinomio. Si p es el rango de f y q es el
grado del polinomio, entonces u = maxfp; qg es llamado el GENERO DE f .
Observacion . El genero de f esta bien denido porque P esta en su forma
estandar y g es unicamente determinado a~nadiendo un multiplo 2i, en particular
el grado de g es determinado.
Lema 2.3. Si Eu(z) esta denida como en (2.10), entonces existe M > 0 tal que
log jEu(z)j M jzju+1; para todo z 2 C :
Demostracion.
Armacion: Si jzj < 1=2, entonces log jEu(z)j  2jzju+1; en efecto.
log jEu(z)j = log

j1  zj exp

Re

z +
z2
2
+ : : :+
zu
u

= log j1  zj+Re

z +
z2
2
+ : : :+
zu
u

= Re(log(1  z)) + Re

z +
z2
2
+ : : :+
zu
u

= Re

log(1  z) + z + z
2
2
+ : : :+
zu
u

, por (1.1)
= Re

  z
u+1
u+ 1
  z
u+2
u+ 2
  : : :

 jzju+1

1
u+ 1
+
jzj
u+ 2
+
jzj2
u+ 3
+ : : :

 jzju+1
 
1 +
1
2
+

1
2
2
+ : : :
!
, pues jzj < 1
2
= 2jzju+1
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es decir si jzj < 1=2, se cumple log jEu(z)j  2jzju+1.
Armacion: Fijando A > 0, existe R > 0 tal que si jzj > R, entonces
log jEu(z)j  Ajzju+1;
en efecto.
Como
jEu(z)j = j1  zj exp

Re

z +
z2
2
+ : : :+
zu
u

 (1 + jzj) exp

Re

jzj+ jzj
2
2
+ : : :+
jzju
u

;
entonces
log jEu(z)j  log(1 + jzj) + jzj+ jzj
2
2
+ : : :+
jzju
u
:
En esta ultima desigualdad dividiendo entre jzju+1 y haciendo z !1, tendremos
lm
z!1
log jEu(z)j
jzju+1 = 0 (2.15)
por tanto si A > 0, existe R > 0 tal que si jzj > R
log jEu(z)j  Ajzju+1
As la armacion queda probada.
Ademas en fz : 1=2  jzj  Rg por (2.15) existe B > 0 tal que
log jEu(z)j  Bjzju+1: (2.16)
Finalmente de las armaciones anteriores y (2.16) tomando M = maxf2; A;Bg
tendremos
log jEu(z)j M jzju+1, para todo z 2 C 
Teorema 2.4. Si f es una funcion entera de genero u, para todo numero positivo
 existe un numero r0 tal que para jzj > r0
jf(z)j < exp(jzju+1)
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Demostracion. Por el lema anterior existe M 2 R tal que log jEu(z)j  M jzju+1
para todo z 2 C. Como
1X
n=1
janj (u+1) < +1
su resto tiende a cero, escogemos N 2 N tal que
1X
n=N+1
janj (u+1) < 
4M
;  real positivo
por lo tanto para todo z complejo se cumple
1X
n=N+1
log
Eu zan
 M 1X
n=N+1
 zan
u+1 < 4 jzju+1;
es decir 1X
n=N+1
log
Eu zan
 < 4 jzju+1: (2.17)
Por otro lado por la segunda armacion del lema anterior existira r1 > 0 tal que
log jEu(z)j  
4N
ja1ju+1jzju+1, para jzj > r1:
Si r2 = maxfja1jr1; ja2jr1; : : : ; janjr1g, entonces para jzj > r2 tendremos
jz=anj < r1 para todo n entre 1 y N , por lo tanto
NX
n=1
log
Eu zan
  4N ja1ju+1
NX
n=1
 zan
u+1
 
4N
ja1ju+1jzju+1
NX
n=1
 1an
u+1
 
4N
ja1ju+1jzju+1
NX
n=1
 1a1
u+1
 
4
jzju+1
es decir, para jzj > r2
NX
n=1
log
Eu zan
  4 jzju+1 (2.18)
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luego combinando (2.17) y (2.18), para jzj > r2
log jP (z)j =
1X
n=1
log
Eu zan
 < 2 jzju+1: (2.19)
Por otro lado de la hipotesis f es una funcion de genero u, es decir
f(z) = zmeg(z)
1Y
n=1
Eu

z
an

donde g es un polinomio de grado menor igual a u, entonces
lm
z!1
m log jzj+ jg(z)j
jzju+1 = 0:
por lo tanto existe r3 > 0 tal que para todo jzj > r3
m log jzj+ jg(z)j  
2
jzju+1: (2.20)
Finalmente sumando (2.19) con (2.20) y tomando r0 = maxfr3; r2g
log jP (z)j+m log jzj+ jg(z)j < jzju+1;
es decir
log jP (z)j+m log jzj+ log ejg(z)j < jzju+1;
de aqu
log jf(z)j < jzju+1; para z tal que jzj > r0:
Por lo tanto
jf(z)j < exp(jzju+1); para z tal que jzj > r0 
Comentario .
El teorema anterio dice que limitando la tasa de crecimiento de los ceros de una
funcion entera
f(z) = zmeg(z)P (z)
y al exigir que g sea un polinimio entonces el
maxfjf(rei)j : 0    2g
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con r sucientemente grande es dominada por
exp(jzju+1)
para algun u y para todo  > 0. Queremos probar la inversa de este resultado.
Sucede que la factorizacion de Weierstrass de una funcion entera esta relacionada
con su comportamiento asintotico, es decir, con la velocidad con que crece el
modulo cuando z tiende a innito. Considerando el teorema anterior introducimos
el siguiente concepto.
Definicion 2.5. Sea f una funcion entera. Para cada r > 0 denimos
Mf (r) = maxfjf(z)j : jzj = rg
Diremos que una funcion entera es de orden nito si existe c > 0 y r0 > 0 tal que
Mf (r) < e
rc para todo r > r0, en tal caso se llama orden de crecimiento de f al
nmo  de los numeros que cumplen con la condicion anterior.
Si no es de orden nito diremos que es de orden innito y convendremos en que
su orden de crecimiento es  = +1.
Es importante notar que el orden de crecimiento  de una funcion entera de orden
nito no tiene porque ser uno de los numeros c que cumplen la condicion anterior.
Teorema 2.5. Si f es una funcion entera de orden , entonces
lm
r!1
sup
log logMf (r)
log r
= 
Demostracion. Como f es una funcion entera de orden  < +1.Dado  > 0
existe r0 > 0 tal que para todo r > r0
Mf (r) < e
r+ (2.21)
tambien existe frng sucesion de positivos convergentes a +1 tal que
Mf (rn)  er n (2.22)
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tomando logaritmo en (2.21) y (2.22) tendremos
log logMf (r)
log r
< +  y
log logMf (rn)
log rn
   :
Entonces dado  > 0 para r sucientemente grande se cumple
    log logMf (r)
log r
 + :
Finalmente
    lm
r!1
sup
log logMf (r)
log r
 + 
lm
r!1
sup
log logMf (r)
log r
=  
Ejemplos .
1. Hallaremos el orden de la funcion f(z) = exp(ez), en efecto.
Veamos si z = rei, entonces
jf(z)j = exp(Re(ez)) = exp(er cos );
por lo tanto Mf (r) = exp(e
r) y
log logMf (r)
log r
=
r
log r
de aqu
lm
r!1
sup
log logMf (r)
log r
= +1;
es decir el orden de f es innito.
2. Hallaremos el orden de la funcion g(z) = exp(zn) con n  1, en efecto.
Veamos si z = rei, entonces
jg(z)j = exp(Re(zn)) = exp(rn cosn);
por lo tanto Mg(r) = exp(r
n) y
log logMg(r)
log r
=
n log r
log r
= n
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de aqu
lm
r!1
sup
log logMg(r)
log r
= n;
por lo tanto el orden de g es n.
Usando esta terminologa el teorema 2.4 puede escribirse de la siguiente manera.
Corolario 2.1. Si f es una funcion entera de genero u entonces f es de orden
nito   u+ 1.
Proposicion 2.7. Si P (z) es un polinomio de grado n, entonces la funcion
f(z) = eP (z) tiene orden n.
Demostracion. Sea P (z) = a0 + a1z + : : : + anz
n con an 6= 0 y sean ak = keiak ,
z = rei, entonces
jf(z)j =
ePnk=1 krkei(ak+k)
= e
Pn
k=1 kr
k cos(ak+k)
el exponente puede expresarse de la forma
nr
n
 
cos(an + n) +
n 1X
k=0
k cos(ak + k)
anrn k
!
: (2.23)
La ultima suma tiende a cero uniformemente en  cuando r tiende +1, por lo que,
dado  > 0 esta queda mayorada por 1 + , por lo tanto para r sucientemente
grande (2.23) queda mayorada por nr
n(1 + ). Por otra parte, si  =  an=n
tenemos que cos(an+n) = 1 y (2.23) es mayor que nr
n(1  ). Esto prueba que
enr
n(1 ) Mf (r)  enrn(1+)
nr
n(1  )  logMf (r)  nrn(1 + )
log n(1  ) + log rn
log r
 log logMf (r)
log r
 log n(1 + ) + log r
n
log r
:
logr e
n(1 ) + n  log logMf (r)
log r
 logr en(1+) + n:
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Haciendo r !1,
log logMf (r)
log r
! n
por lo tanto el orden de f es n. 
Proposicion 2.8. Si f es una funcion de orden , entonces f tiene orden
menor igual que  para todo  2 R.
Demostracion. Como f tiene orden , entonces dado  > 0 existe r > r0 tal que
para todo r > r0 se tiene logMf (r)  r+. Como
Mf (r) = maxfj(f)(z) : jzj = rg = jjMf (r);
entonces para todo r > r0
log jMf (r)j = log jj+ log jMf (r)j  log jj+ r+: (2.24)
Por otro lado tomando r sucientemente grande tal que
r+ > 1 y r   1 > log jj;
entonces
log jj  r+(r   1)
de aqu
log jj+ r+  r+2
y por (2.24) tenemos para r sucientemente grande
log jMf (r)j  r+2:
Por lo tanto f tiene orden menor igual que . 
Proposicion 2.9. Si f es una funcion entera, n(r) es el numero de ceros de f
en D(0; r) contando multiplicidad ademas f(0) = 1, entonces
n(r) log 2  logMf (2r):
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Demostracion. Por la formula de Jensen
log jf(0)j =  
n(2r)X
k=1
log

2r
jakj

+
1
2
Z 2
0
log
f(2rei) d 
de aqu
n(2r)X
k=1
log

2r
jakj

=
1
2
Z 2
0
log
f(2rei) d 
 1
2
Z 2
0
logMf (2r) d 
= logMf (2r)
Tomando los ceros ak de f que estan en D(0; r) tendremos jakj  r, es decir
2 < 2r=jakj, luego
n(r)X
k=1
log 2 <
n(r)X
k=1
log

2r
jakj


n(2r)X
k=1
log

2r
jakj

 logMf (2r)
y tomando extremos
n(r) log 2  logMf (2r) 
Proposicion 2.10. Si f es una funcion entera no constante tal que f(z) 6= 0 y
para todo jzj < r
log jf(z)j =  
nX
k=1
log
 r2   akzr(z   ak)
+ 12
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d 
Donde a1; a2; : : : ; an son los ceros de f en D(0; r) repetidos de acuerdo a su mul-
tiplicidad, entonces
f 0(z)
f(z)
=
nX
k=1
(z ak) 1+
nX
k=1
ak(r
2 akz) 1+ 1

Z 2
0
2rei(rei z) 2 log jf(rei)j d 
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Demostracion. Observemos que la hipotesis de la proposicion es factible por el
teorema de Poisson-Jensen. Llamando
h1k = log jr2   akzj;
h2k = log jr(z   ak)j;
h3 =
1
2
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d ;
f1k = r
2   akz;
f2k = r(z   ak)
por la proposicion 2.6
f 0
f
=  
nX
k=1
2
@h1k
@z
+
nX
k=1
2
@h2k
@z
+ 2
@h3
@z
: (2.25)
Tambien por la proposicion 2.6
2
@h1k
@z
=
f 01k
f1k
=
 ak
r2   akz =  ak(r
2   akz) 1: (2.26)
2
@h2k
@z
=
f 02k
f2k
=
1
z   ak = (z   ak)
 1 (2.27)
Ademas como
h3 =
1
2
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d 
por la regla de Leibniz, ver el teorema 1.1
2
@h3
@z
=
1

Z 2
0
2rei(rei   z) 2 log jf(rei)j d : (2.28)
Finalmente reemplazando (2.26), (2.27) y (2.28) en (2.25) se tiene el resultado.

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2.5. El Teorema de Factorizacion de Hadamard
En esta seccion se prueba la inversa del corolario 2.1, es decir, se prueba que toda
funcion de orden nito tiene genero nito.
Desde que una funcion de genero nito puede ser factorizada, esto nos da un
teorema de factorizacion con condiciones mas explcitas que en el teorema de
factorizacion de Weierstrass.
Lema 2.4. Sea f una funcion entera no constante de orden  con f(0) = 1 y
sean fa1; a2; : : :g los ceros de f contando multiplicidad y ordenados tal que
ja1j  ja2j  ja3j  : : :
si p es un numero entero tal que p >   1, entonces
dp
d zp

f 0(z)
f(z)

=  p!
1X
n=1
1
(an   z)p+1
para z 6= a1; a2; : : :
Demostracion. Sea n(r) = n el numero de ceros de f en D(0; r), de acuerdo al
teorema de Poisson-Jensen
log jf(z)j =  
nX
k=1
log
 r2   akzr(z   ak)
+ 12
Z 2
0
Re

rei + z
rei   z

log jf(rei)j d 
Para todo jzj < r y f(z) 6= 0. Usando la proposicion 2.10
f 0(z)
f(z)
=
nX
k=1
(z ak) 1+
nX
k=1
ak(r
2 akz) 1+ 1

Z 2
0
2rei(rei z) 2 log jf(rei)j d 
Para jzj < r y z 6= a1; a2; : : : diferenciando p veces tendremos
dp
d zp

f 0(z)
f(z)

=  p!
nX
k=1
(ak   z) p 1 + p!
nX
k=1
ak
p+1(r2   akz) p 1
+(p+ 1)!
1

Z 2
0
2rei(rei   z) p 2 log jf(rei)j d  (2.29)
40
Como n(r)!1 cuando r !1 el resultado se sigue si demostramos que los dos
ultimos sumandos tienden a cero cuando r !1.
Para ver que el segundo sumando en (2.29) tiende a cero tomamos r > 2jzj. Como
jakj < r, entonces
jr2   akzj  r2   jakjjzj  r2   r
2
2
=
r2
2
es decir
jr2   akzj 1  2
r2
;
de aqu  jakjjr2   akzj 1p+1  2
r
p+1
y comparando con la segunda suma en (2.29)
n(r)X
k=1
ak
p+1
 
r2   akz
 p 1  n(r)2
r
p+1
(2.30)
Por otro lado por la proposicion 2.9
n(r) log 2  logMf (2r)
y como f tiene orden , dado  > 0 y r sucientemente grande
n(r) log 2(2r) (p+1)  logMf (2r)(2r) (p+1)  (2r)(+) (p+1) (2.31)
Por hipotesis p+ 1 > , eligiendo  > 0 tal que (+ )  (p+ 1) < 0 y haciendo
r ! 1 tendremos (2r)(+) (p+1) ! 0, entonces por (2.31) n(r)r (p+1) ! 0, por
lo tanto en (2.30)
n(r)X
k=1
ak
p+1
 
r2   akz
 p 1 ! 0
Para ver que el tercer sumando en (2.29) tiende a cero tomando r > 2jzj, entonces
jrei   zj  r   jzj > r
2
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de aqu
2r

2
r
p+2
 2r

1
jrei   zj
p+2
y se sigue que
2rjrei   zj p 2  2p+3r (p+1)
usando esta ultima desigualdad vemos que(p+ 1)! 1
Z 2
0
2rei(rei   z) p 2 log jf(rei)j d 

 (p+ 1)! 1

Z 2
0
2rei(rei   z) p 2 log jf(rei)j d 
 (p+ 1)! 1

2p+3r (p+1) logMf (r)2
 (p+ 1)!2p+4r (p+1) logMf (r):
Por otro lado como f tiene orden , dado  > 0 tenemos
logMf (r)  r+;
entonces para r sucientemente grande tendremos
(p+ 1)!2p+4r (p+1) logMf (r)  (p+ 1)!2p+4r(+) (p+1):
Tomando  > 0 tal que (+ )  (p+ 1) < 0 y haciendo r !1, entonces
r(+) (p+1) ! 0
por lo tanto el tercer sumando en (2.29) tiende a cero si r !1.
Esto completa la prueba pues nalmente de (2.29) tendremos
dp
d zp

f 0(z)
f(z)

=  p!
1X
n=1
1
(an   z)p+1 , para z 6= a1; a2; : : : 
Note que el lema implica que f tiene innitos ceros, sin embargo si f tiene un
numero nito de ceros entonces la suma en el lema permanece valida.
El siguiente resultado es el teorema de factorizacion de Hadamard el cual nos
da una condicion para que una funcion entera sea factorizable en el sentido del
genero nito.
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Teorema 2.6 (Teorema de Factorizacion de Hadamard). Si f es una fun-
cion entera de orden nito , entonces f tiene genero nito   .
Demostracion. Sin perdida de generalidad podemos suponer que f(0) = 1, en
efecto si f tiene un cero en el origen de multiplicidad m, dado  > 0 y jzj = r si
r es sucientemente grande tal que r   1 > 0, entonces
 m log r  r+[r   1]
 m log r  r+2   r+
luego
log jf(z)z mj  log M(r)r m  r+  m log r  r+2:
As f(z)z m es una funcion entera de orden nito menor igual que  que no se
anula en cero; por la proposicion 2.8 la multiplicacion por un escalar hace que
el orden siga siendo nito y menor igual que , con lo que la suposicion queda
probada.
Sea p el entero mas proximo a  tal que p   < p+ 1
Afirmacion: f tiene rango nito menor igual que p.
En efecto, sean a1; a2; : : : los ceros de f contando multiplicidad y ordenados tal
que
ja1j  ja2j  ja3j  : : :
por probar que,
1X
n=1
janj (p+1) <1:
Sea n(r) el numero de ceros de f en D(0; r), por la proposicion 2.9
n(r) log 2  logMf (2r)
y como f tiene orden  dado  > 0 tendremos
n(r) log 2  logMf (2r) < (2r)+=2:
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Esto es
n(r) log 2(2r) (+)  (2r) =2;
entonces
lm
r!1
n(r)r (+) = 0
y de aqu para r sucientemente grande tendremos n(r)  r+.
Desde que
ja1j  ja2j  ja3j  : : :
por la ultima desigualdad
k   1  n(jakj)  jakj+
para k entero sucientemente grande, como k   1  jakj+, entonces
(k   1) p+1+  jakjp+1
es decir
jakj (p+1)  (k   1) 
p+1
+ (2.32)
(Recordando  < p+ 1) tomando  > 0 tal que +  < p+ 1, tendremos
1X
k=1
(k   1)  p+1+ <1
y por (2.32)
1X
n=1
janj (p+1) < +1:
As la armacion queda probada.
Armacion: f(z) = P (z) exp(g(z)) donde g(z) es un polinomio y P es el pro-
ducto canonico en su forma estandar.
En efecto, como estamos considerando f(0) = 1 por el teorema de factorizacion
de Weierstrass y la observacion d) de la denicion 2.1
f(z) = P (z) exp(g(z))
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donde P es el producto canonico en su forma estandar y g es una funcion entera.
Para z 6= ak tendremos
f 0(z)
f(z)
= g0(z) +
P 0(z)
P (z)
de aqu
dp
d zp

f 0(z)
f(z)

= g(p+1)(z) +
dp
d zp

P 0(z)
P (z)

y por el lema anterior
 p!
1X
n=1
1
(an   z)p+1 = g
(p+1)(z) +
dp
d zp

P 0(z)
P (z)

: (2.33)
Por otro lado
dp
d zp

f 0(z)
f(z)

=  p!
1X
n=1
1
(an   z)p+1 : (2.34)
En efecto como
Ep(z) = (1  z) exp
pX
i=1
z
i
i
entonces
Ep(
z
an
) =

1  z
an

exp
pX
i=1
1
i

z
an
i
P (z) =
1Y
n=1
Ep(
z
an
) =
1Y
n=1

an   z
an

exp
pX
i=1
1
i

z
an
i
por la proposicion 1.14 podemos tomar logaritmo
logP (z) =
1X
n=1
log

an   z
an

exp
pX
i=1
1
i

z
an
i
y derivando p veces con respesto a z
P 0(z)
P (z)
=
1X
n=1
  1
an
exp
Pp
i=1
1
i

z
an
i
+

an z
an
Pp
i=1
zi 1
(an)i
exp
Pp
i=1
1
i

z
an
i

an z
an
Pp
i=1
1
i

z
an
i
=
1X
n=1
 1 + (an   z)
Pp
i=1
zi 1
(an)i
an   z
=  
1X
n=1
(an   z) 1 +
1X
n=1
pX
i=1
zi 1
(an)i
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de aqu
dp
d zp

f 0(z)
f(z)

=  p!
1X
n=1
1
(an   z)p+1 :
As de (2.33) y (2.34) g(p+1)(z) = 0. Ademas como g es una funcion entera por el
teorema de Taylor es un polinomio de grado menor igual que p.
Finalmente de las armaciones anteriores f tiene genero nito ademas como el
rango de f y el grado de g son ambos menores iguales que p, entonces si el genero
de f es
 = maxfrango de f; rango de gg
tendremos   p  , as   . 
El siguiente teorema es un caso particular del Teorema de Picard.
Teorema 2.7. Sea f una funcion entera de orden nito, entonces f asume cada
numero complejo con una posible excepcion.
Demostracion. Supongamos que existen numeros complejos  y  con  6=  tal
que f(z) 6=  y f(z) 6=  para todo z 2 C, entonces f    es una funcion entera
que nuca se anula. Por tanto existe una funcion entera Q(z) tal que
f(z)   = expQ(z)
(ver [1], captulo 8 y teorema 2.2) ademas como el orden de f es nito, digamos
, entonces dado  > 0 para r sucientemente grande
Mf (r) < er
+
con  > 0, es decir el orden de f    es menor igual que .
Luego dado  > 0, existe R > 0 tal que si jzj = r > R, entonces
j expQ(z)j = jf(z)  j < er+
es decir Re(Q(z)) < jzj con  = + .
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Considerando la funcion g(z) = Q(z)   Q(0) tendremos g(0) = 0 y si r > R la
parte real de g sobre la circunferencia jzj = r esta acotada por r   Re(Q(0)) y
aplicando la proposicion 2.5 nos da que si jzj = r=2 entonces
jg(z)j  2(r   Re(P (0)))
Si am = g
m(z)=m! es el coeciente m-esimo de la serie de Taylor de g alrededor
de 0 la estimativas de Cauchy nos dan que
jgm(z)j < m!2(r
   Re(Q(0)))
jr=2jmgm(z)m!
  2m+1(r   Re(Q(0)))rm
jamj  2
m+1(r   Re(Q(0)))
rm
:
De aqu para r sucientemente grande y m >  esta ultima expresion tiende a
cero. As pues am = 0 para m >  en consecuencia g es un polinomio, as Q es
un polinomio. Pero exp(Q(z)) nunca asume el valor   esto signica que Q(z)
nunca asume el valor log(   ) contradiciendo el corolario 1.3. 
2.6. Factorizacion de la Funcion Seno
De la demostracion del teorema de factorizacion de Hadamard podemos deducir
que si f es una funcion entera de orden nito  donde fang es la sucesion de ceros
no nulos (repetidos de acuerdo a su multiplicidad y ordenados de modo que la
sucesion de sus modulos es no decreciente), entonces
f(z) = eg(z)zm
1Y
n=1
Ek

z
an

donde g(z) es un polinomio de grado menor igual que , m es la multiplicidad
del cero z = 0 de la funcion f y k es el rango de la sucesion fang.
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Teorema 2.8. Para todo numero complejo z se cumple
sen z = z
1Y
n=1

1  z
2
n22

Demostracion.
Armacion: El orden de la funcion sen z es 1, en efecto.
Consideremos z = x+ iy, como
sen z = sen x cosh y + cos x senh yi;
entonces
j sen zj2 = sen2 x cosh2 y + cos2 x senh2 y
= sen2 x(1 + senh2 y) + cos2 x senh2 y
= sen2 x+ senh2 y
es decir ey   e y2
 = j senh yj  j sen zj: (2.35)
Tambien
j sen zj2 = sen2 x cosh2 y + cos2 x senh2 y
= sen2 x cosh2 y + cos2 x(cosh2 y   1)
=   cos2 x+ cosh2 y:
De aqu
j sen zj2 + cos2 x = cosh2 y;
por lo tanto
j sen zj  j cosh yj =
ey + e y2
 : (2.36)
Luego de (2.35) y (2.36)ey   e y2
  j sen zj  ey + e y2
 ;
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entonces
er   1
2
 j sen zj  e
r + 1
2
y de aqu aplicando el teorema 2.5 el orden de la funcion seno es 1.
Por otro lado, como los ceros de la funcion sen z ocurren en 0 y en n; denamos
a1 = ; a2 =  ; a3 = 2; a4 =  2; : : :
todos los ceros simples y como
1X
n=0
1
janj2 < +1
converge, entonces por el teorema de factorizacion de Hadamard.
sen z = eaz+bz
1Y
n=1
E1

z
an

= eaz+bz
1Y
n=1

1  z
an

e
z
an
= eaz+bz
h
1  z


e
z

i h
1 +
z


e 
z

i h
1  z
2

e
z
2
i
: : :
= eaz+bz
1Y
n=1

1  z
2
n22

:
Por otro lado como la funcion sen z es una funcion impar
e az+b( z)
1Y
n=1

1  z
2
n22

=  eaz+b(z)
1Y
n=1

1  z
2
n22

es decir e2az = 1 para todo numero complejo z, entonces a = 0. As tendremos
sen z = ebz
1Y
n=1

1  z
2
n22

:
De aqu dividiendo entre z y haciendo z ! 0, vemos que eb = 1, nalmente
sen z = z
1Y
n=1

1  z
2
n22


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