Abstract
Introduction
Automatic recognition of people is a challenging problem which has received much attention during the recent years due to its many applications in different fields such as law enforcement, security applications, personal identification, and image and human-computer interaction. However, due to the structural complexity of human face and the affection of lights to the images, it still remains an unsolved problem and up to date, there is no technique that provides a robust solution to all situations and different applications that face recognition may encounter.
In recent years face recognition has received substantial attention from both research communities and the market, but still remained very challenging in real applications. Face recognition is an example of advanced object recognition. The process is influenced by several factors such as shape, reflectance, pose, occlusion and illumination which make it even more difficult.
The challenges associated with face detection can be attributed to the following factors [  Pose. The images of a face vary due to the relative camera-face pose (frontal, 45 degree, profile, upside down), and some facial features such as an eye or the nose may become partially or wholly occluded.

Presence or absence of structural components. Facial features such as beards, mustaches, and glasses may or may not be present and there is a great deal of variability among these components including shape, color, and size. Occlusion. Faces may be partially occluded by other objects. In an image with a group of people, some faces may partially occlude other faces.
Image orientation. Face images directly vary for different rotations about the camera's optical axis.
Imaging conditions. When the image is formed, factors such as lighting (spectra, source distribution and intensity) and camera characteristics (sensor response, lenses) affect the appearance of a face.
Human face recognition can be traced back to the 1970s, when Kelly and Kanade started research on automatic machine recognition of faces [1] [2] . A large number of face recognition algorithms, along with their modifications, have been developed during the past decades which can be generally classified into two categories: feature based (or model based), and appearance based (or learning based). A feature based method employs a set of low-level features (edge/shape, color, texture, motion, and spatial relations) and certain mid-level features (eyes, nose, mouth, hair, and face contours) to determine if there is a human face presented, or verify the identity of this face. The most common feature based methods are including, PCA based eigenfaces [3] , LDA based fisherfaces [4] [5], ICA [6] , Gabor wavelet based methods [7] , neural networks and hidden Markov models for face recognition [8] [9] [10] . On the other hand, an appearance based method employs the whole images as the input feature vectors, and then low-dimensional features are extracted by some learning algorithms. A typical example is the Elastic Bunch Graph Matching system [15] , which uses 'wavelet jets' to encode local appearance. The difference between the two categories of methods lies in the way how the features are extracted. In a feature based method, features are designed completely by the algorithm designers; in an appearance based method, features are automatically extracted or learned by some smart algorithms. Many successful systems belong to the third category, and use both local and global descriptors.
However, developing a computational model of face recognition is quite difficult, because faces are complex, multidimensional visual stimuli. At the same time, the problem arises due to the difficulty of distinguishing different individuals who have approximately the same facial configuration and yet contend with wide variations in the appearance of a particular face due to changes in pose, lighting, facial makeup and facial expression.
The recently proposed shape descriptor, Pyramid Histogram of Oriented Gradients (PHOG) features, counts occurrences of gradient orientation in localized portions of an image and has been proved as an efficient tool for providing spatial distribution of edges. The method is based on the evaluation of histograms calculated on the basis of the orientation of the gradients of the input image. Computation of each histogram is obtained by dividing the image into a grid of cells and for each of them is computed a histogram of gradients. Then the cells are grouped into regions called blocks. In this paper, we proposed to use PHOG as the features extracted for face recognition. HOG descriptors were first described that for pedestrian's detection by Navneet Dalal and Bill Triggs [11] . The obtained feature vectors are fed up into SVM for classification [12] . Experiments carried out on UMIST Face Database that both frontal head images and rotated head images are investigated. The experimental results show this approach can be used to automatically identify the faces more effective.
The rest of this paper is organized as follows: In Section II we briefly review that histogram of oriented gradient descriptors and pyramid histogram of oriented gradient. Section III describes the image features extraction. Image categorization by SVM are presented in Section IV, and Section V draws the conclusions and the results of experimental results has been shown.
Previous works
Histogram of oriented gradient (HoG) descriptors could capture information about the gradient orientations in localized areas of an image. The implementation of these descriptors can be attainted by dividing the image into small connected regions, that sometimes can be called cells, and for each cell a local 1-D histogram of gradient directions is accumulated over the pixels of the cell using discrete derivative masks like Sobel masks. Each pixel in the cell votes (weighted) for an edge orientation, based on the orientation of the gradient element centered on it, into the orientation bins (angle ranges) of the cell's histogram. The combination of these histograms then represents the descriptor. Since the HOG descriptor operates on localized cells, the method upholds invariance to geometric and photometric transformations, except for object orientation. The concatenated histogram entries of the cells form the HOG feature vector representation. In Figure 1 an example overview shows how the HOG feature vector is constructed from a sample image. The objective of the Pyramid Histogram of Oriented Gradient (PHOG) (Bosch et al., 2007) is to take the spatial property of the local shape into account while representing an image by HOG [14] . The spatial information is represented by tiling the image into regions at multiple resolutions based on spatial pyramid matching (Lazebnik et al., 2006) [19] . The idea is shown in Fig. 2 . Each image is divided into a sequence of increasingly finer spatial grids by repeatedly doubling the number of divisions in each axis direction. The number of points in each grid cell is then recorded. The number of points in a cell at one level is simply the sum over those contained in the four cells it is divided into at the next level thus forming a pyramid representation. The cell counts at each level of resolution are the bin counts for the histogram representing that level. The soft correspondence between the two point sets can then be computed as a weighted sum over the histogram intersections at each level.
Feature extraction by pyramid histogram of oriented gradients
The objective of the Pyramid Histogram of Oriented Gradient (PHOG) is to take the spatial property of the local shape into account while representing an image by HOG. The spatial information is represented by tiling the image into regions at multiple resolutions based on spatial pyramid matching [17] . In the implementation we follow the practice in [14] .A HOG vector is computed for each grid cell at each pyramid resolution level. The final PHOG descriptor for the image is a concatenation of all the HOG vectors. In forming the pyramid the grid at level l has 2 l cells along each dimension.
Consequently, level 0 is represented by a K -vector corresponding to the K bins of the histogram, level 1by a 4 K -vector etc, and the PHOG descriptor of the entire image is a vector with
. For example, for levels up to 1  L and 20  K bins it will be a 100-vector.
In the implementation we limit the number of levels to L = 3 to prevent over fitting like introduced in [14] . Therefore, the four level PHOG descriptor of an image is a vector with dimensionality:
Finally, the PHOG is normalized to sum to unity. This normalization ensures that images with more edges, for example those that are texture rich or are larger, are not weighted more strongly than others. The idea is shown in Fig. 2 . 
Image categorization by SVM
Support vector machine (SVM) is a well-known pattern classification method. Support vector machines (SVMs) are supervised learning techniques based on two ideas: they use a nonlinear basis function to map the input patterns to a higher dimensional feature space in which the patterns can be linearly separated, and they find a classifier that achieves maximal separation of the classes by maximizing the margin, which is assumed to achieve better generalization of the classifier.
The training of a classification SVM involves the fitting of a hyperplane such that the largest margin is formed between 2 classes of vectors while minimizing the effects of classification errors (figure 3). For pattern classification, SVM has a very good generalization performance without domain knowledge of the problems. This is one of the reasons why we select SVM as an image classifier. For more details, refer to Ref. [12] .
The support vector machine, given labeled training data:
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That constructs a maximal margin linear classifier in a high dimensional feature space, ( ) x  , defined by a positive definite kernel function, ( , ') k x x , specifying an inner product in the feature space, 
To find the optimal coefficients, , of this expansion it is sufficient to maximize the functional,
C is a regularization parameter, controlling a compromise between maximizing the margin and minimizing the number of training set errors. The Karush-Kuhn-Tucker (KKT) conditions can be stated as follows:
These conditions are satisfied for the set of feasible Lagrange multipliers, 

[10] The support vector machine algorithm for binary classification problem was implemented as SVM.m [16] that using MATLAB language.
Experimental Data and Results
UMIST face database is a multi-view database, consisting of 575 images of 20 people with varied poses. The images of each subject cover a range of poses from right profile (-90 degree) to frontal (0 degree). Examples of the UMIST database are shown in Figure 2 .
The mainly difficulty of UMIST database is that face data in the observation space may have higher curvature and stronger nonlinearity in multiple views than in frontal views. From the aspect of computer vision, meanwhile, the variations between the images of the same face due to illumination and viewing direction are almost always larger than image variations due to change in face identity.
This makes multi-view face recognition a great challenge. The Experimental Results has been shown in figure. 3. The average recognition rate is 93.66% . 
Conclusions and Future Work
In this paper, we proposed to use Pyramid Histogram of Oriented Gradients (PHOG) as the features extracted for face recognition. The obtained feature vectors are fed up into Support Vector Machine (SVM) classifier for classification. Experiments carried out on UMIST Face Database that both frontal head images and rotated head images are investigated. The implementation has been done exclusively using Matlab and its image processing toolbox. The experimental results show this approach can be used to automatically identify the faces more effective. The experimental results show this approach can be used to automatically identify the faces more effective. In the future, person recognition systems will need to recognize people in real-time and in much less constrained situations. We will study other efficient detection algorithms and will integrate global features to further improve the recognition performance of this system. 
