We present an investigation of some important mathematical and numerical features related to the retrieval of microphysical parameters (complex refractive index, single-scattering albedo, effective radius, total number, surface area, and volume concentrations) of ambient aerosol particles using multiwavelength Raman or high-spectral-resolution lidar. Using simple examples we prove the non-uniqueness of an inverse solution to be the major source of the retrieval difficulties. Some theoretically possible ways of partially compensating for these difficulties are offered. For instance, an increase in the variety of input data via combination of lidar and certain passive remote sensing instruments will be helpful to reduce the error of estimation of complex refractive index. Also we demonstrate significant interference between Aitken and accumulation aerosol modes in our inversion algorithm and confirm that the solutions can be better constrained by limiting the particle radii. Applying a combination of analytical approach and numerical simulations, we explain statistical behavior of the microphysical size parameters. We reveal and clarify why the total surface area concentration is consistent even in the presence of non-unique solution sets and is on average the most stable parameter to be estimated, as long as at least one extinction optical coefficient is employed. We find that for a selected particle size distributions the total surface area and volume concentrations can be quickly retrieved with fair precision using only a single extinction coefficients in a simple arithmetical relationship.
Introduction
Aerosols are fairly minor constituents of the Earth's atmosphere, but they are able to affect its radiative energy balance and thus participate in shaping of the Earth's environment [1] . Various types of atmospheric particles differently influence regional and global climate through direct and indirect radiative effects. They are not well understood yet because of a multitude of connection factors and feedback mechanisms. Aerosols are considered to be the dominant uncertainty in assessing anthropogenic forcing of climate change [1] . Regular monitoring over long temporal and global spatial scales is needed to address the gaps in knowledge of the role of microphysical and optical properties of aerosols in these complicated processes.
Light identification, detection, and ranging 1 (lidar) remote sensing instruments have all the potential to play a crucial role in atmospheric research as they uniquely provide information about ambient aerosols properties on a comparably high vertical resolution. A significant leap in technology development has recently been achieved by NASA Langley Research Centers (LaRC) airborne "3 backscatter (β) + 2 extinction (α)" High-SpectralResolution Lidar (HSRL-2). This instrument participated in several successful field campaigns, and some of the results already have been published [2] . An article summarizing more results is in preparation [3] . Climate study applications require knowledge of the parameters that can't be directly measured by lidar, but some of them can be retrieved by specialized algorithms using lidar data. These algorithms solve mathematical problems that have multiple theoretical and numerical features. They need to be discovered, analyzed and carefully considered in order to provide the climate research community with trustworthy retrieval products.
Simplifying the classical definition [4] , a mathematical problem is called well posed if the solution of that problem (i) exists, (ii) is unique, and (iii) is stable. The term uniqueness is used to indicate that exactly one object with a certain property exists. The term stability reflects the ability to result in small variations of solution under small perturbations of initial conditions. A problem is ill-posed if (i), (ii) or (iii) fail [4] .
The topic of estimation of aerosol parameters from multiwavelength lidar was actively developed in the recent two decades. Several algorithms were proposed and tested by research groups from different institutions. The list of algorithms includes but is not limited to an adapted form of the principal component analysis [5, 6] , inversion with Tikhonov's regularization [7] [8] [9] [10] [11] , the hybrid regularization method [12, 13] , the linear estimation approach [14] , and the arrange and average algorithm [15] . Currently, there is no published study revealing the whole picture of the retrievals complexity and multifacetedness. Reading the topic related literature [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , we did not find satisfactory answers to many of our questions. Some of them previously were not explained in terms of equations or numerical demonstrations. For instance, what makes the retrieval system ill-posed, or why there is a certain stable pattern in the quality of microphysical products? The purpose of this paper is to continue with our study that filling the gap with explanations and supporting examples on these and other questions [16] . Our ultimate goal is to help ourselves and others to improve the quality of estimations through better understanding of the inversion background.
In Section 2 we reveal the major problem and describe the analysis technique which includes investigations using the look-up table. In Section 3 we explore the interference between the Aitken and accumulation mode particle retrievals. In Section 4 we present our explanation of the statistical behavior of the microphysical size parameters. Section 5 provides more insight on the details of Section 4 through the analysis of extinction number kernel functions. Section 6 summarizes our findings.
Non-Uniqueness of the Solution

A. Statement of Mathematical Problem
The optical coefficients of aerosols can be calculated according to the following equation:
The term l λ describes the optical data at measurement wavelength λ for one altitude-and time-resolved acquisition point. The symbol l denotes the type of optical data (β -backscatter, α -extinction, and ς -scattering). The function f (r) describes the particle size distribution (PSD) expressed as the number of particles per unit volume between particle radius r and r+dr. The terms K β (m, r, λ, p), K α (m, r, λ, p), and K ς (m, r, λ, p) describe, respectively, the backscatter, extinction, and scattering number kernel functions.
The kernel functions K l (m, r, λ, p) depend on the complex refractive index (CRI), i. e., m = m R − i ⋅ m I that describes the material composition of the particles, on the radius r of the particles, as well as on their shape properties p. The expression m R denotes the real part, and the expression m I describes the imaginary part of the CRI. In this study we consider only spherical aerosols, which allows us to apply the Miescattering theory in computations of the particle optical properties [17] . For easier reading, the reference to the shape property p will therefore be omitted.
The set of several different optical coefficients {l λ } is assumed to be known as the result of the real measurements or numerical simulations. The unknown parameters to be retrieved out of the Eq. (1) are the real (m R ) and imaginary (m I ) parts of the CRI, and the PSD f (r). Estimating these after solving the inverse problem, one can get access to a huge variety of microphysical parameters. The most popular and useful parameters in the atmospheric research applications are the total number concentration:
the total surface area concentration:
the total volume concentration:
the effective radius:
the single-scattering albedo:
and so on. This very short list can be extended further, but in this study we only pay attention to these few microphysical parameters.
B. Simple Examples of Failure of Uniqueness
Let us consider the numerical simulation of the advanced "3β + 2α" configuration of the multiwavelength Raman/highspectral-resolution lidar. In this case the set {β 355 , β 532 , β 1064 , α 355 , α 532 } consisting of the backscatter coefficients at 355, 532, and 1064 nm, and extinction coefficients at 355 and 532 nm is available as input information. We will use the logarithmic-normal distribution of the form:
as the PSD f (r) in Eq. (1). The parameter r med describes the count median radius with respect to the number concentration distribution. The count median radius is defined as the radius above which there are as many particles as there are particles with radii below r med . The term σ denotes the geometric standard deviation whereas lnσ is commonly referred to as the mode width. (4)] also would change proportionally to n 0 . Equation (7) describes a monomodal PSD. We use this logarithmic-normal shape as it is a reasonable approximation for the shape of naturally occurring PSDs [18, 19] .
For the first look, the considered inversion problem has a good chance to be wellposed. There are five measured quantities {β 355 , β 532 , β 1064 , α 355 , α 532 } and five values to be retrieved, i. e., {n 0 , r med , σ, m R , m I }. The number of unknowns is exactly equal to the number of measurements.
Let us calculate the reference "3β + 2α" optical coefficients using Eq. (1) with the geometrical parameters of PSD n Table 1 , column "Reference
A"]. The CRI was kept independent of particle size and wavelength. The lower and upper integration limits in Eq. (1) were set from 0.001 to 50 µm. The radius stepsize in the computations was 0.001 µm. Two optional "3β + 2α" optical data sets were simulated using alternative input 3 parameters [see Table 1 , columns "Option A.1" and "Option A.2"]. These parameters were intentionally chosen in a way that the optical data later are reproduced with high similarity to the reference data.
The existence of the solution of the inverse problem expressed as the Eq. (1) is obvious for this numerically simulated example. Therefore, the first of the three conditions for well-posed problems is fulfilled. However, Table 1 clearly demonstrates the non-uniqueness of the mathematical solution of the microphysical parameters retrievals. We provided three different sets of inputs that resulted in almost exactly the same "3β + 2α" optical coefficients. One can see that the relative difference between the corresponding reference and optional optical data is less than 0.1% [see Table 1 ]. We consider this to be sufficient to confirmation the ill-posedness of the inverse problem at least in some cases because the condition (ii) is not fulfilled. An error of 0.1% is much smaller than the measurement error that can be achieved by any Raman or high-spectral-resolution lidar. We can barely expect to have optical data with better quality in terms of noise, but in this case it is not even necessary to introduce any noise. The precisely defined "3β + 2α" optical coefficients are well reproduced in multiple ways by just using different input parameters.
One might have the impression that the considered "Reference A" geometrical input parameters are extreme because the low count median radius (r . This barely realistic showcase was selected because it obviously reveals the complexity of the underlying inverse problem due to the effective radius (r eff.A = 0.163156 µm) fitting exactly into the accumulation mode range of real retrievals. Figure 1 shows all of the "3β+2α" backscatter and extinction number kernel functions together with the monomodal logarithmic-normal PSDs that are used in this example. The backscatter kernels at the same wavelength look very similar for the reference and both optional cases up to a particle radius of about 100 nm. A noticeable oscillation that is helping us to distinguish them begins only after that border [see Fig. 1 From the absorption point of view, the "Reference A" column represents moderately absorbing aerosols (m Table 1 ]. The purpose of this example is to demonstrate the theoretical possibility of having the distribution of spherical particles with radically different absorbing properties and very similar quantitative interactions with incident laser radiation at certain wavelengths.
In our studies we are highly interested in the accumulation mode of aerosols. These are the particles with radii between 50 nm and 1.25 µm, and a lifetime in the atmosphere of days to weeks [18, 19] . The aerosols with radii below 50 nm belong to the Aitken and nucleation modes. Their lifetime is estimated to be only a few hours with further coagulation with larger particles [18, 19] .
The first example represents the Aitken mode particles [see Table 1 ]. The accumulation mode aerosols are considered in our second example [see Table 2 ]. It demonstrates the input parameters that again result in almost identical "3β + 2α" optical coefficients for the reference and two optional cases. We kept the same reference CRI but shifted the PSD to cover bigger particles sizes [see Fig. 1 , solid bell shaped curve of "B" series]. The true effective radius is more than twice as large compared to the first example [see Tables 1-2, "Reference" columns].
These two examples are showing that the nonuniqueness of the inverse solution is common for the mathematical problem to be solved. The am-bient particles of different size modes are equally affected. We also noticed that it is much easier to find an alternate solution with higher imaginary parts than the reference one has. This is consistent with the outcome of our previous studies, which generally showed an overestimation of the imaginary part as a result of microphysical parameters retrievals [7-11, 15, 16] .
C. Look-Up Table
Let us move away from analyzing solutions-pairs one by one to a more statistical approach with the look-up table (LUT). That LUT contains particle backscatter, extinction, and scattering coefficients at 355, 532, and 1064 nm, CRI, effective radius, total surface area, and volume concentrations. The optical parameters are calculated with a Mie scattering code appropriate for spherical particles [17] . The input parameters for the computations are PSD and CRI. The normalized PSDs are chosen in a way that the total number concentration n t [see Eq. (2)] is equal to 1 cm −3 , which is the case if n 0 = 1 cm −3 . The range of PSDs and CRIs in the LUT is sufficiently broad to cover realistic values for atmospheric aerosols [20] . Table 3 lists the parameters of the normalized monomodal logarithmic-normal PSDs and CRIs that were used in generating the LUT. We used 42 different values of real parts and 52 imaginary parts of the CRI. The PSDs are given in terms of the total surface area concentration and effective radius. This is done in order to have the controllable distribution of these two microphysical parameters. The total surface area concentration varies from 0.005 to approximately 6.36 µm 2 cm 3 . For the constant total number concentration, 362 values are considered. The effective radius is varying from 0.025 to approximately 2.57 µm, and 235 values are considered. The next value is 2% larger than the previous one for both parameters. For instance, the starting value for the effective radius is 0.025 µm. The next ones are 0.025 ⋅ 1.02 = 0.0255 µm, 0.0255 ⋅ 1.02 = 0.02601 µm, and so on.
Theoretically, the designed LUT should contain 42 ⋅ 52 ⋅ 362 ⋅ 235 = 185, 792, 880 entries. Practically, the number of the LUT elements is equal to 122,675,280. The constraining limitation that reduces the number of entries so significantly is mathematically explained below. The physical meaning of this constraint is that the low values of effective radius and the high values of total surface area concentration can't be simultaneously reproduced using a normalized monomodal logarithmic-normal PSD.
The connection between the total surface area concentration s t and effective radius r eff on the one side, and the count median radius r med and geometric standard deviation σ on the other in our particular case can be obtained analytically. First, we have to substitute the logarithmicnormal PSD f (r) formerly described by Eq. (7) into Eqs. (3) and (5). Then, the application of direct integration will allow us to express these two chosen microphysical parameters via n 0 , r med , and σ as:
r eff = r med exp 2.5ln 2 σ .
For the purpose of error analysis in Section 4, we will need the analytical form for the total number and volume concentrations. These two parameters can be presented as:
In a general case, the direct integration with monomodal logarithmic-normal PSD f (r) that is described by its variables n 0 , r med , and σ will result in:
In the opposite direction, the expression of the r med and σ via the s t and r eff from Eqs. (8) and (9) will give us:
According to Eq. (14) , the geometric standard deviation σ can only be computed in real numbers if the value under the square root is nonnegative. That is the case if:
This limitation reduces the number of PSDs in the LUT from 362 ⋅ 235 = 85, 070 to 56,170. The spatial distribution of the remaining combinations of the total surface area concentration and effective radius is shown in Fig. 2 . As predicted by Eq. (15), on the bottom side of the plot one can see the parabolic shape gap in the coverage of the LUT parameters.
D. Example of Non-Uniqueness as Major Issue
in the "3β + 2α" Retrievals The parameter ranges covered by the LUT were chosen to present the range of parameters found in ambient aerosols. For further analysis, let us select the situations that are similar to the "Reference A" case which is described by the set of its "3β + 2α" opti- to be similar to the "Reference A" case within the manually set threshold δ, if the coefficient n j 3β+2α can be found that makes the normalized discrepancy ρ j 3β+2α to be less than δ, i. e., 
The simplest way to estimate the unitless coefficient n j 3β+2α is: consists of the LUT elements that passed through that test, i. e., with a discrepancy ρ j 1 3β+2α smaller than the manually chosen threshold δ. This subset can be analyzed from different perspectives. We are interested in the distribution of CRIs, as well as the behavior of microphysical size parameters within this distribution, because the subset content is likely to be used for the final solution averaging in one of our inversion algorithms [7] [8] [9] [10] [11] 15] . The unitless coefficients n j 1 3β+2α can be treated as the total number concentrations because numerically they are equal in the case of used LUT and "Reference A" optical data set. The imaginary part of the CRI deserves special attention because it is the most critical parameters for the estimation of the single-scattering albedo that describes the absorbing properties of aerosols [see Eq. (6)].
The total surface area (s
have to be scaled up by the coefficient n j 1 3β+2α before carrying out the analysis as: Figure 3 demonstrates in a qualitative manner the behavior of microphysical size parameters targeted in this study; one block per parameter. The normalized discrepancy threshold δ in this test was selected to be 0.3%, which is sufficient to provide the representative sample. The center of each bubble is located in the coordinates given by the real (horizontal axis) and imaginary (vertical axis) parts of the CRIs of the LUT 0.3% 3β+2α subset entries. The radius of each bubble shows the value of the corresponding size parameter. The true "Reference A" value of the microphysical size parameter is shown in the right bottom corner of each block. One can see that the trace of "3β+2α" optical data sets similar within 0.3% to the set {β ref. Table 1 we provide an example of three different combinations of the CRIs and PSDs that are reproducing almost the same "3β + 2α" optical coefficients. Figure 3 shows that there are more than two options to do so and this is the main reason why the retrieval of the imaginary part can be such a complicated task in general case [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . We would like to point out that the displayed situation is not unique. In our numerical simulations we often see similar output. The results for effective radius and total volume concentration look qualitatively analogous, i. e., in this particular example their overall estimations are getting higher for lower imaginary parts [see . In Sections 4 and 5 we will pay special attention to this impressive consistency and make it serve for some useful conclusions. The total number concentration, which is presented here by the unitless coefficient n 3β+2α , is the most unpredictable among the four considered microphysical size parameters [see Fig. 3 , top right block]. It has the largest ratio of the biggest to the smallest parameter value at the same CRI point.
For the demonstration of key mathematical features in this study, we use monomodal PSDs. In the real atmosphere, PSDs are commonly believed to be at least bimodal or multimodal [18, 19] . We expect that if we expand our LUT to include bimodal PSDs similar to ambient aerosol distributions, then the non-uniqueness of the inverse solution will become even more pronounced.
E. Effect of Alternate Instrument Configurations on Non-Uniqueness
Before moving further, let us consider four alternative instrument configurations and provide a quick estimation of the CRI distribution within the corresponding LUT subsets. We will test the "3β", "2β + 1α", and "3β + 1α" lidar configurations as we did for our arrange and average algorithm [15] , plus the "2β + 1α + 1ς" one as a theoretically possible combination of active and passive remote sensors. The "3β" configuration is the extreme scenario as it only uses particle backscatter coefficients at 355, 532, and 1064 nm. The "2β +1α" lidar configuration consists of backscatter coefficients at 532 and 1064 nm, and the extinction coefficient at 532 nm. This configuration reflects the first generation of airborne HighSpectral-Resolution Lidar (HSRL-1) built at NASA LaRC [21] . The HSRL-1 instrument collected a huge amount of "2β + 1α" data during its numerous field campaigns. The "3β +1α" configuration consists of backscatter coefficients at 355, 532, and 1064 nm, and the extinction coefficient at 355 nm. This configuration is interesting from the perspective of the groundbased Raman lidar community because the nitrogen Raman signal is considerably stronger at 355 nm compared to 532 nm. It allows us to measure the extinction coefficient with higher precision at 355 nm. The "2β + 1α + 1ς" configuration has similar to "2β + 1α" wavelengths for the backscatter and extinction coefficients, and uses a scattering coefficient at 532 nm. Instead of scattering, the absorption optical coefficient or single-scattering albedo can be used. This configuration is purely theoretical at the moment and represents the combination of lidar and some passive remote sensing instruments. For these four instrumental configurations we need to define the normalized discrepancies as: and the corresponding unitless coefficients:
where the entry number j = (22) ] are less than 0.3%. The distributions of the CRIs for these four subsets are shown in Fig. 4 , one block per instrumental configuration.
The "3β" lidar configuration has the broadest trace of its LUT subset on the CRI plane [see Fig. 4 , top left block]. This explains the poorest performance of the "3β" configuration in our arrange and average algorithm [15] . The CRI barely has a chance to be estimated with acceptable error in such a situation. The same number of optical data, but employing just one extinction coefficient can significantly reduce the amount of outliers [see Fig. 4 , "2β + 1α" block]. One more backscatter coefficient makes the situation even better [see Fig. 4 , "3β + 1α" block]. These three blocks of Fig. 4 are in good agreement with our earlier results [15] . The best theoretical performance is shown in this example by the "2β + 1α + 1ς" configuration [see Fig. 4 , bottom right block]. The significant reduction of the outliers population in the bottom right block compared to the top right one is obvious [see Fig. 4 , "2β + 1α" block]. The combination of only one precisely measured extinction and scattering (or absorption, or single-scattering albedo) optical coefficients being measured at the same wavelength can significantly improve the uniqueness aspect of the original mathematical problem [see Section 1] . We would like to pay special attention to this conclusion because a smaller number of input optical coefficients (four for "2β + 1α + 1ς" versus five for "3β + 2α") results in a competitive quality of retrievals. The trace of the LUT 0.3% 2β+1α+1ς subset on the CRI plane is much more compact even compared to the LUT
Let us expand this valuable result into a wider picture. We have to use more than just one reference optical data input for that. We will calculate these true optical data using parameters Table 4 . This table contains eight count median radii r med and six geometric standard deviations σ. The effective radius in each case is less than 2.5 µm. This value is significantly higher than the upper end of effective radii that are expected for particles in the fine mode fraction of ambient PSDs [20] . The CRIs range between 1.4 and 1.7 for four chosen real parts [20] . We selected 15 imaginary parts of the CRI in the range from 0 to 0.05 [20] . The overall number of evaluating optical data sets from these input parameters is equal to 8 ⋅ 6 ⋅ 4 ⋅ 15 = 2880.
For each of these evaluating true optical data j = 1 . . . 2880, we can find two corresponding LUT entries that minimize the discrepancies ρ (22)]. We will limit our consideration by only the CRI of these single LUT elements. The CRIs estimated in such a simple manner can be compared with the true ones.
Figures 5-6 show the statistical distribution of precision that was obtained for the "2β +1α+1ς" and "3β + 2α" instrument configurations. The left vertical axis of each plot refers to the number of cases (the total number was 2880 optical data sets) that were tested. The histograms display the statistical distribution of errors of the 8 retrieved real and imaginary parts of the CRIs. The right vertical axis of each plot refers to the cumulative probability distribution. The cumulative probabilities are shown for both positive and negative retrieval errors. The left and right axes on the plots are scaled to each other. The maximum value of 61% shown on the right axis ("Cumulative probability, %") corresponds to the value of 1750 shown on the left axis ("Number of cases"). Positive values of the horizontal axes mean that the retrieval results overestimated the true values. Negative values show that the retrieval results underestimated the true values. The horizontal axis of Fig. 5 is indexed in increments of 0.05. We chose the stepsize of 0.05 because our goal is to achieve a precision of 0.05 for the retrieved real part of the CRI. The horizontal axis of Fig. 6 is incremented in steps of 0.005, which we target regarding the retrieval precision of the imaginary part.
Without providing much further numerical details it is obvious that in this quick test the "2β +1α +1ς" instrument configuration partially outperformed the "3β + 2α" configuration. The imaginary part for the "2β + 1α + 1ς" is surprisingly more often estimated better than 0.005 compared to the "3β + 2α" [see the enhanced central peak with smaller side lobes in Fig. 6 ]. Unfortunately, the real part on average is getting retrieved with bigger errors in the "2β + 1α + 1ς" case [see Fig. 5 ]. This result can be explained by a smaller number of used input optical data, and fits into our previous studies [15] . Even though the mutual usage of the backscatter and extinction inputs together with just one extra scattering (or absorption, or single-scattering albedo) optical coefficient would significantly improve the inverse retrievals for any lidar configuration.
We would like to stress that the technique used for this noiseless test is not appropriate for the distorted or real data and can be used for the quick look purposes only. Otherwise, the central peak on the retrieval histograms might become undistinguishable.
PSD thresholding at 50 nm
During the development of our arrange and average algorithm [15] , we were trying to identify the mechanisms of influence of the input parameters on the quality of outputs. As a part of our efforts, the non-uniqueness of the inverse solution is proven to be the major issue because a very different combinations of CRIs and PSDs are able to reproduce the true optical data [see Table 1 ]. One possible way to get the improvements in the retrievals is to apply some physically meaningful constraints.
As mentioned in Section 2.B, we are mostly concentrated on the accumulation mode aerosols because of their longer lifetime compared to the Aitken mode. At the same time, a separate study by our group employs the LUT from the first version of the arrange and average algorithm to characterize the information content and measurement sensitivities of the "3β + 2α" system. That study shows a specific aspect of the non-uniqueness issue when the retrieval of microphysical parameters in the accumulation mode can be highly affected by Aitken mode solutions that are physically incorrect [22] . The identical interference between the aerosol size modes was noticed during the data processing for the Lindenberg Aerosol Characterization Experiment (LACE 98) [23] . The proposed physical explanation to this effect could be that the used laser wavelength (355 nm at minimum) is not sensitive enough for the observation of such small particles (50 nm radius at maximum). One of the consequences of mismatches between the wavelength and aerosols size is the lack of small scale details on the "3β + 2α" number kernel functions for the radii below 100 nm even for different CRIs [see Fig. 1 ]. Another consequence is that the different Aitken mode measurement states, i. e., combinations of CRI and PSD, are easily reproducing similar optical coefficients [see Table 1 ]. Following the recommendation for avoiding this interference [22] , the Aitken mode PSDs have to be excluded from the LUT. For instance, the LUT used for the first version of the arrange and average algorithm contains 155,584 entries out of 755,040 to-tal with PSDs that have more than 30% of their area below 50 nm. Thus, we reduced the number of the LUT entries from 755,040 to 599,456 by the count of the Aitken mode PSDs. We then ran the arrange and average algorithm using the same set of 2880 "3β + 2α" noiseless evaluating optical data [see Table 4 ], without changing anything else in our algorithm [15] . Recall that the arrange and average algorithm is based on the property that after total number concentration normalization the simulated/measured optical data can be compared with the LUT. After normalization, all the entries of the LUT are sifted for the multiple times through the procedure of arranging the normalized distances and rejecting those with worse agreement with the measurements. For each run of procedure, only one entry of the LUT can penetrate through that sieve and become an averaging candidate. Outliers are possible, but statistically they are suppressed since the best solutions are counted multiple times during the final averaging.
The comparison of results generated with full (white stars) and reduced (corresponding black stars) LUTs is provided on Fig. 7 , one block per microphysical parameter. The left vertical axis of each plot refers to the retrieval error, whereas the right axis helps us to estimate the difference [see Fig. 7 ; solid curve] between the corresponding reduced [see Fig. 7 ; ★] and full [see Fig. 7 ; ☆] LUTs retrieval errors. On the horizontal axis we show the portion of the PSD area below 50 nm. The higher numbers indicate an increase in domination of the Aitken over the accumulation mode aerosols within the PSD. The evaluating optical data set consists of 48 PSDs and 60 CRIs [see Table 4 ]. Each star in Fig. 7 corresponds to one PSD and 60 CRIs, and shows the averaged value of certain microphysical parameters. Twelve out of 48 PSDs have more than 30% of their areas below 50 nm. The retrieval errors of all microphysical parameters for these twelve PSDs on average became bigger after the LUT reduction [see Fig. 7 ; the value of the black star almost always exceeds the corresponding white star if the horizontal axis position is above 30%]. It is understandable because the reduced LUT does not cover the Aitken mode as well as before.
For the remaining 36 PSDs with less than 30% of Aitken particles in them, the retrieval errors on average became smaller. The improvements are especially noticeable for the total number concentration [see Fig. 7 , third block from bottom], which is a very encouraging result because this parameter is always one the most difficult to be retrieved. All other microphysical parameters on average also got better estimations [see Fig. 7 , solid curves are staying mostly in the negative domain]. Even the smallest relative retrieval errors for the total surface area concentration on average became slightly smaller [see Fig. 7 , second block from bottom].
The 30% threshold mentioned above is not the final number, and is used to provide an example. We are less interested in Aitken mode compared to accumulation mode aerosols, but we still want to have retrievals for particles with radii below 50 nm. The balance should be kept. The unknown factor here is the share of the Aitken mode in ambient PSDs. Real measurements statistics is needed to make a decision about the threshold. In our future studies we plan to perform a comparison between the microphysical parameters retrieved from the lidar measurements and in situ data in order to find the balanced Aitken mode threshold.
Elements of Error Analysis
Our numerical simulations [7] [8] [9] [10] [11] 15] have been continuously surprising by always showing on average the smallest relative retrieval error for the total surface area concentration if at least one extinction optical coefficient was used in the inversion. The representative statistics are available for our arrange and average algorithm [15] . For some previously unknown reason the quality of surface area concentration estimation was almost always better compared to any other microphysical size parameter (e. g., 2% precision for 68.2% of noiseless "3β + 2α" cases [15] ). The effective radius normally was taking second place (e. g., 10% precision for 68.2% of noiseless "3β + 2α" cases [15] ). The total volume concentration usually was in the third position (e. g., 12% precision for 68.2% of noiseless "3β + 2α" cases [15] ), but not significantly worse than the effective radius. The total number concentration almost always has the largest retrieval error among the four analyzed microphysical size parameters (e. g., 22% precision for 68.2% of noiseless "3β + 2α" cases [15] ).
Going beyond the numerical simulations, we noticed something very similar for retrievals from real data measured by NASA LaRC "3β + 2α" High Spectral Resolution Lidar (HSRL-2) [2, 3] . HSRL-2 results based on the surface area concentration normally look much smoother and consistent compared to any other microphysical product. The earlier determination of stratospheric aerosol microphysical properties from measurements with a Raman lidar indicated the same feature [24] .
In order to explain this stable pattern, let us analyze the behavior of error bars for the total number, surface area, and volume concentrations, and effective radius. To start, we will consider a general case and express the errors of these microphysical size parameters via the errors ∆n 0 , ∆r med , and ∆σ of the PSD variables n 0 , r med , and σ correspondingly [25] .
Using Eq. (10), the error bar for the total number concentration can be expressed as:
Based on the Eq. (8), we estimate the absolute error for the total surface area concentration as:
Equation (11) allows us to present the absolute error for the total volume concentration as:
Using Eqs. (27)- (29) we can connect the relative errors of the microphysical size parameters with the relative errors for the PSD variables n 0 , r med , and σ as:
Equations (31)-(32) to a certain degree are able to explain the findings from earlier studies [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , that the error of the total surface area concentration is consistently less than the error of the total volume concentration. Our analytical explanation is that for the same set of relative errors The disadvantage of the error bars estimation given by the Eqs. (30)-(32) is obvious. Equation (30) makes one to think that the total number concentration has the smallest retrieval error among the microphysical size parameters. According to our experience [7] [8] [9] [10] [11] 15] , the situation is exactly opposite. The total number concentration is the most difficult to retrieve with good precision.
The larger errors in the total number concentration from actual retrievals are due to a feature that is not reflected in the theoretical treatment above. While Eqs. (30)-(32) are derived for an arbitrary set of errors {∆n 0 , ∆r med , ∆σ}, the real retrievals include averages of solutions with small discrepancies that are defined in a way similar to Eq. (16) .
In order to bring the error bars estimation scheme closer to reality, we have to narrow down the choice of the errors ∆n . It is easier to use the LUT to search for these kind of combinations. We are making this constraining assumption because the small value of similarly defined discrepancies is the main quantitative criteria used by inversion algorithms [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . We will calculate the true values of optical data using parameters n Let us find the minimum of the difference ∆F (k) between the true monomodal logarithmic-normal PSDs f j (r) and their corresponding estimationsf j (r) defined as:
where the brackets ⋅ mean the absolute value and ⟨⋅⟩ designates the averaging among 2880 pairs of available PSD variables. There is some value of degree k for which this difference is minimized. The search is conducted in real values. Using Eq. (12) we can rewrite Eq. (33) as:
For the 2880 evaluating optical data sets, the minimum in Eq. (34) is achieved at k min = 1.908 [see Fig. 8 ]. This value has important practical meaning because it is very close to the value of degree k st = 2 [see Eq. (3)] of the surface area concentration. This finding is another way of looking at the results already seen in Fig. 3 . The surface area concentration is relatively constant over the whole range of solutions that reproduce the measurements to within the specified discrepancy threshold, and therefore this microphysical size parameter statistically is retrieved with relatively small uncertainty despite the non-uniqueness of the solution.
Out of the approximate coincidence k min ≈ k st , we can make a theoretical conclusion that statistically the surface area concentration will have 
Equations (27) and (29) The absolute error for the effective radius can be estimated using Eq. (9) The geometric standard deviation σ in our study varies from 1.5 to 2.5 [see Table 4 ]. For the worse-case scenario, the impact lnσ ∆σ σ of its relative error can reach 0.37 (37%). The most significant influence on the error bars has the ∆r med r med component because the range of used count median radii r med stretches from 20 to 300 nm [see Table 4 ]. That causes its relative error to achieve hundreds or even thousands of percents. The influence of the ∆r med r med ingredient on the error bar is doubled for the total number concentration compared to the volume one. We claim this to be the reason why the total number concentration is statistically retrieved worse than other considered microphysical size parameters. Compared to the others, ∆nt nt is twice as much affected by the potentially large error of estimation of the count median radius. Normally we do not retrieve r med explicitly but the existing inversion schemes can theoretically be re-viewed in that way if necessary [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . The absence of the term ∆st st in Eq. (42) perfectly explains why the effective radius is normally retrieved slightly better than total volume but significantly worse than surface area concentration. The missing single component ∆st st is definitely much smaller than
On the one side, the Eqs. (40)- (42) were obtained under an assumption that we use the monomodal logarithmic-normal PSD, but the same derivations can be done for the case of multimodality, separately for each mode. On the other side, the results of the real "3β + 2α" HSRL-2 data processing by Tikhonov's inversion algorithm nicely confirm the theoretical estimations given by these equations [2, 3] . Although the inversion with Tikhonov's regularization does not make any assumption about the shape of the PSD [9] [10] [11] , it is commonly believed that atmospheric aerosols can be reasonably well approximated by multimodal logarithmicnormal PSDs [18, 19] . So it is not surprising that the error behavior derived here using this common assumption is also consistent with the findings from Tikhonov retrievals.
We expect that the other research groups who are developing inversion algorithms for the microphysical parameters retrieval using "3β + 2α" lidar data are also experiencing similar trends in their results for the total number, surface area, and volume concentrations, and effective radius [6, 9, 13, 14] . In any case, the estimations like Eqs. (40)- (42) theoretically can be derived for PSDs that are different from monomodal logarithmic-normal shape.
Analysis of Extinction Number Kernel Functions
In Section 4 we ascertained the fact that the total surface area concentration on average can be retrieved with exceptionally good precision if there is at least one extinction optical coefficient participate in the inversion. Unfortunately, the mechanism that explains why it happens still remains unclear. We only used this numerically confirmed property for our error analysis. We were trying to find some reasonable explanation in terms of equations or other theoretical derivations and "discovered" an interesting feature of the extinction coefficient that earlier was noticed at least for sulfuric acid aerosols [24] . Other important findings are discussed in separate publication [26] , but here we would like to pay special attention to our finding that the averaged extinction number kernel function can be fairly well approximated by simple polynomials as a function of radius. It makes the extinction optical coefficient itself able to provide real-time fast estimation of the correct order of magnitude for some microphysical size parameters.
We started with averaging of the 60 extinction number kernel functions separately at 355 and 532 nm, and used 4 real and 15 imaginary parts of the CRI from Table 4. Figure 9 shows the results. For comparison purposes, we also demonstrate the kernel functions corresponding to the CRI of "Option A.1" input parameters [see Table 1 ]. The averaged extinction kernel functions for 355 and 532 nm are very similar and can be well approximated by parabolas. These parabolas are not shown in Fig. 9 because one barely will be able to distinguish the difference between them and averaged curves. Some imperfections on the averaged curves are still visible but they would become much less pronounced if the upper bound of radius range of Fig. 9 would be increased, e. g., from 2.5 to 50 µm.
The oscillations are very noticeable for the extinction number kernel functions corresponding to the "Option A.1" inputs [see Table 1 and Fig. 9 ]. With an increase of imaginary part of the CRI these oscillations will become much smoother making quadratic approximation more appropriate.
We are interested in decreasing the upper bound of radius range from 2.5 to 0.5 µm because the majority of our 48 targeted PSDs listed in the Table 4 noticeably exceed zero only for the radii from about 0 to 0.5 µm. On a smaller scale the non-parabolic imperfections become more visible but quadratic (a λ,2 r 2 ) and even cubic (a λ,3 r 3 ) approximations still fit acceptably well [see Fig. 10 ]. These approximations have practical meaning because they explain why the extinction optical coefficients are almost linearly proportional to the total surface area and volume concentrations. Substituting a λ,2 r 2 and a λ,3 r 3 into Eq. (1) instead of extinction kernel function K α (m, r, λ, p) and considering Eqs. (3)- (4), we come up with:
The total surface area and volume concentrations can be expressed from Eqs. (43)-(46) as: Table 4 . They should be reestimated if the range of PSDs is much different from the range [0; 0.5] µm considered here.
We found that the estimation 4π
For the calculation of effective radius we explicitly used independent estimations of the total surface area and volume concentrations. The absolute error for the effective radius in that case should be derived using Eq. (5) 
Comparing Eqs. (42) and (51), one can see that different approaches in estimation of effective radius have different quality. If one is going through the direct retrieval of PSD parameters (e. g., count median radius r med and geometric standard deviation σ), then effective radius statistically will be estimated slightly better than total volume concentration [see Eq. (42)]. If one is using the scheme that provides independent estimations separately for the surface area and volume concentrations, then their errors will accumulate [see Eq. (51)]. Statistically, it will result in a larger relative error for the effective radius compare to the volume concentration one.
Let us provide a numerical example for the derivations given above. We will use the targeted 2880 noiseless optical data sets from Table 4. Figure 11 shows the results of estimation of surface area and volume concentrations, and effective radii, one block per parameter. The left and right vertical axes have the same meaning as in Figs. 5-6 . The difference is only in scaling. In contrast to Figs. 5-6 we show the results in terms of relative error. The stepsize for the horizontal axis is 10%. We consider 10% relative precision to be an ambitious goal for any algorithm that is used for the retrieval of microphysical size parameters.
The surface area concentration is retrieved in this experiment with average error 16.1%. It has a distinguishable central peak on the histogram [see Fig. 11, top block] . The majority of the cases were estimated with precision better than 20%. We evaluate it to be an impressive result given the easiness of Eq. (47).
Performance of Eqs. (48)- (49) being used for the volume concentration and effective radius estimation is much less accurate. More than 70% of simulated cases are underestimated [see Fig. 11 , middle and bottom blocks]. The average error for the volume concentration is 43.9% and for the effective radius is 57.2%. That result nicely confirms our prediction given by Eq. (51). Less than 30% of the considered cases were estimated with precision better than 20%, but the simplicity of the method allows us to use it for the real-time mode quick looks. Figure 12 provides more details about the results shown by Fig. 11 . The total surface area and volume concentrations on average are retrieved with a relative error within 1% smaller for the evaluating cases with higher imaginary parts of the CRI that supports our earlier statement about the appropriateness of the quadratic approximation of the extinction number kernel functions. The averaged relative errors for these two microphysical size parameters have almost identical qualitative behavior, and because of that we demonstrate only one curve which can be used for both parameters [see Fig. 12 ]. The averaging was done among the 192 evaluating optical data sets for each of 15 imaginary parts of the CRI [see Table 4 ].
Figures 9-10 and Eq. (47) can serve as an explanation why the total surface area concentration statistically is retrieved with smaller error compared to any other microphysical size parameter. We explicitly used this numerically validated property for our theoretical derivations in Section 4. In fact, the direct measurement of the extinction optical coefficient can be reinterpreted as the straight assessment of the surface area concentration. If the extinction is reproduced by any inversion algorithm with little discrepancy, then surface area on average has proportionally little chance of being wrong. This statement works stronger for the larger particles or bigger imaginary parts of the CRI. The backscatter coefficients which are employed in the inversion also contain the information about PSD and that amplifies the effect.
Conclusion
We demonstrated several fundamental aspects of the mathematical problem that has to be solved during retrievals of microphysical parameters from multiwavelength lidar. The most important aspect is that the inverse solution is not unique. If more backscatter and extinction optical coefficients are used as input, then the situation improves in terms of retrievals quality, but even the advanced "3β + 2α" lidar configuration is not always enough to have one and only one solution. We claim this feature to be the main issue independent of the type or name of the used inversion algorithm. It is not appropriate to consider the inverse problem to be underdetermined only because the algorithm is trying to retrieve more microphysical parameters than there are input data. In provided examples the number of independent unknowns is the same as the number of measurements. The number of the reported microphysical parameters is larger but they are not independent. It is also important to realize that non-uniqueness is a more fundamental problem than instability. A retrieval is called unstable if the inversion produces a large increase in the error, but as this study shows, the retrieval error can be large even with no measurement noise. Realistically, the inverse solution is very close to be non-unique and under certain circumstances the combinations of different CRIs and PSDs result in almost the same "3β + 2α" optical coefficients.
The theoretically possible way to make the inversion get closer to be the well posed mathematically is to apply constrains of a different kind. For instance, one can start using three different types of input optical data. The backscatter and extinction are already common for such kinds of retrievals. The extra single-scattering albedo, or absorption/scattering coefficient, at least at one extinction wavelength would significantly relax the complexity of the considered problem. We provided an example that the use of a smaller number of "three types" of optical coefficients results in better imaginary part estimations compared to larger number of "two types". The employment of a LUT with fine steps in CRIs and PSDs allows us to take a quick look at possible advantages of different instrument configurations. That LUT itself can be considered as a powerful constraint. The predefined shape of PSDs forces the whole inversion scheme to stay in the area of preferred options. In the current study the monomodal logarithmic-normal shape was used. For the real retrievals we are going to expand the LUT toward the PSD bimodality, as it seems to be a more realistic assumption; however, adding these additional PSDs could increase the nonuniqueness effect in the inversion. Therefore, we must carefully investigate the best way to expand the LUT to better reflect bimodal distributions in the atmosphere and address the nonuniqueness in the retrieval.
We confirmed a retrieval interference between the Aitken and accumulation mode aerosols that is especially noticeable for the total number concentration. By limiting the participation of the Aitken mode, we improved the performance of our arrange and average algorithm for cases where the accumulation mode was dominant. We expect that the other inversion algorithms are also affected by this effect.
We offered our explanation of the statistical behavior of microphysical size parameters in the case of "3β + 2α" lidar configuration. We found that the almost ideal parabolic behavior of the extinction number kernel function and the logarithmic-normal shape of the PSDs caused the total surface area concentration to have the smallest and the total number concentration to have the largest retrieval errors. The analytical expression for the total surface area concentration can be considered as the correlation law between the PSD variables of optical data sets that are non-uniquely reproducing the true one. These results are valid both for the inversion of simulated and real data by different algorithms.
We noticed another firm correlation: between the extinction optical coefficients and total surface area concentration. It explains why this particular microphysical size parameter is retrieved with smaller error than the others in the case of "3β + 2α" lidar configuration. We found that the correlation is getting stronger with increase of imaginary part of the CRI that slightly improves the retrieval of the total surface area concentration. This effect is quite weak but we still expect it to be observable in all existing inversion schemes.
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