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Introduction
This approach aims at aligning, unifying and ex-
panding the set of sentiment lexicons which are
available on the web in order to increase their ro-
bustness of coverage. A sentiment lexicon is a crit-
ical and essential resource for tagging subjective
corpora on the web or elsewhere. In many situ-
ations, the multilingual property of the sentiment
lexicon is important because thewriter is using two
languages alternately in the same text, message or
post.
Our USL approach computes the unified strength
of polarity of each lexical entry based on the Pear-
son correlation coefficient which measures how
correlated lexical entries are with a value between
1 and -1, where 1 indicates that the lexical entries
are perfectly correlated, 0 indicates no correlation,
and -1 means they are perfectly inversely corre-
lated and the UnifiedMetrics procedure for CPU
and GPU, respectively.
Model
Our approach calculates the Pearson correlation
score between each sentiment lexicon and the USL
by obtaining as many constants as there are sen-
timent lexicons in the cluster. For example, if the
cluster belongs to the English language, then there
are four constants that fall into each sentiment lex-
icon, as shown in the Pearson correlation set Pear-
sonCorrelation = p1,p2,p3,p4. This calculation is per-
formed only once and executed by the CPU.
Since the number of lexical entries is high, the com-
putation of the USL score should be divided into
several coprocessors (cores) in order to accelerate
the process. In fact, each coprocessors of the GPU
has as an input: (a) the strength of polarity of n lex-
ical entries and (b) the vector with Pearson values.
Each coprocessor computes the strength of polar-
ity of every lexical entry until there are no lexical
entries left. The score for each lexical entry is mul-
tiplied by the Pearson correlation between all the
sentiment lexicons. Consider
αi = p1 ∗ v1 (1)
βi = p2 ∗wi
γi = p3 ∗ yi
δi = p4 ∗ zi
In addition, USL performs a total of subjectivity
sums. Consider
εi = αi + βi + γi + δi (2)
The USL score is normalized by dividing the total
number of subjectivity for each lexical entry by the
Pearson correlation sum of the lexical entries that
were assessed ζ = p1 + p2 + p3 + p4, as follows:
USL1 =
ε1
ζ1
(3)
The GPU results are the lexical entries combined
with the USL score (these are input by the CPU).
Their main function is to join all the partial results
in the USL.
Finally, the CPU transforms the USL into an on-
tology called OntoLexicon in OWL language. The
pseudocode of the main USL approach is shown in
the main USL approach.
The Main USL approach
Rate of Lexical entries total by sentiment lexicon
Results
For the first cluster - English - a subset of lexical entries is shown in the next figures.
The results are quite satisfactory although some mi-
nor problems have been detected. These problems
are mainly due to the existence of expressions that
can have both a positive and a negative value, and
only one of the values is signalled. In the subset
analysed, for instance, that is the case of the word
basic, which can sometimes have a negative value
when it is used to refer to the attributes or properties
of an object or to the quality or level as in "the hotel
room was too basic". Another problem is the influ-
ence of the results of considering all the lexicons for
the final result. That is what happens in the case of
the word achievement.
Research Questions
Q1. Is it possible to unify the sentiment lexicons
available on the web and align and expand them
automatically?
Q2. Is it possible to transform a Unified Sentiment
Lexicon into a generative lexicon based on a core
ontology?
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