Abstract. We generate synthetic catalogs of seismicity in northern California using a composite simulation. The basis of the simulation is the fault based "Virtual California" (VC) earthquake simulator. Back-slip velocities and mean recurrence intervals are specified on model strike-slip faults. A catalog of characteristic earthquakes is generated for a period of 100 000 yr. These earthquakes are predominantly in the range M = 6 to M = 8, but do not follow Gutenberg-Richter (GR) scaling at lower magnitudes. In order to model seismicity on unmapped faults we introduce background seismicity which occurs randomly in time with GR scaling and is spatially associated with the VC model faults. These earthquakes fill in the GR scaling down to M = 4 (the smallest earthquakes modeled). The rate of background seismicity is constrained by the observed rate of occurrence of M > 4 earthquakes in northern California. These earthquakes are then used to drive the BASS (branching aftershock sequence) model of aftershock occurrence. The BASS model is the self-similar limit of the ETAS (epidemic type aftershock sequence) model. Families of aftershocks are generated following each Virtual California and background main shock. In the simulations the rate of occurrence of aftershocks is essentially equal to the rate of occurrence of main shocks in the magnitude range 4 < M < 7. We generate frequencymagnitude and recurrence interval statistics both regionally and fault specific. We compare our modeled rates of seismicity and spatial variability with observations.
Introduction
Probabilistic seismic hazard analysis (PSHA) is of importance in assessing risk, allocating resources for risk mitigation, and establishing the basis for earthquake insurance premiums and establishing licensing criteria for nuclear power plants. There are two divergent approaches to PSHA, the first is fault based and the second is seismicity based. In the first approach, faults are identified, magnitude and recurrence statistics for earthquakes on each fault are specified, and the risk of future earthquakes on these faults is estimated. Of particular importance in nuclear power-plant licensing is the concept of capable faults. A capable fault is defined to be a fault that has been active in the last 35 000 yr (Machette, 1999) . The primary problem with this approach is that many earthquakes occur on faults that have not been recognized. This is certainly true for smaller earthquakes (M < 5), but is also true for a fraction of the larger earthquakes (5 < M < 8).
In the second approach to PSHA, past observed seismicity is extrapolated to provide an estimate of future seismic risk. This depends on the validity of the Gutenberg-Richter (GR) frequency-magnitude scaling. For instance, the rate of occurrence of M < 3 earthquakes in a region is extrapolated to determine the expected rate of occurrence of larger earthquakes. A problem with this approach is that many recognized faults where earthquakes are expected to occur are seismically quiet. Examples are segments of the San Andreas Fault in California.
In this paper we propose a PSHA approach that combines the fault based and seismicity based approaches. In the fault based analysis a set of regional faults are specified along with their mean slip rates and recurrence times.
Published by Copernicus Publications on behalf of the European Geosciences Union and the American Geophysical Union.
A simulation model is used to generate synthetic catalogs of earthquakes on these faults. These faults tend to generate large earthquakes. In order to complete the specification of main shock seismicity we generate a set of background earthquakes that satisfy Gutenberg-Richter frequency-magnitude statistics, these earthquakes occur randomly in time and are spatially associated with the mapped faults. We then take both the fault based and the background earthquakes as parents which generate families of aftershocks. As a specific example we consider northern California and generate a synthetic 100 000 yr catalog of all earthquakes with M ≥ 4 and compare the results with observed seismicity. Our results model both the spatial and temporal components of seismicity.
Examples of a fault based PSHA are the sequence of studies carried out by the Working Group on California Earthquake Probabilities (WGCEP). These studies have been summarized by Field (2007a) . Statistical forecasts of the probability of rupture on specified fault segments were made. Mapped faults were considered and geologic and geodetic data were used to specify slip rates on each fault. Using historical earthquakes and paleoseismicity, a characteristic earthquake magnitude was assigned to each fault, resulting in mean earthquake recurrence intervals. A statistical distribution of recurrence times was assumed with a coefficient of variation near 0.5. A typical product is the probability of having an earthquake with magnitude greater than 6.5 on specified faults in 30 yr.
Examples of seismicity based PSHA are the sequence of regional likelihood models (RELM) that have been tested for California (Field, 2007b) . In 2004, forecasts were solicited to predict the locations of M > 5 earthquakes in California during the five year 1 January 2006 to 31 December 2010. Some 16 forecasts were submitted and these will be evaluated during 2011. These forecasts were primarily based on the locations of small earthquakes prior to the test period. The direct extrapolations of this seismicity based on GR scaling is referred to as a "relative intensity" (RI) forecast (Holliday et al., 2005; Shcherbakov et al., 2010) .
A number of fault-based simulations of seismicity have been carried out. A limited simulation model for earthquakes on specified strike-slip faults in California called Virtual California (VC) was given by Rundle (1988) and was subsequently updated (Rundle et al., , 2004 . Vertical fault segments were embedded in an elastic half space. VC is a 3-D simulation code that includes static interactions of stress using dislocation theory. Stress accumulation is by means of "backslip", a linearly increasing negative displacement across each fault segment is applied at a prescribed velocity. A model earthquake occurs when the resulting stress exceeds a prescribed static coefficient of friction. Related models have been proposed by Ward (1992 Ward ( , 1996 Ward ( , 2000 , by Benites (1995, 1996) and by Dietrich and Richards-Dinger (2010) . Fig. 1 . Map of the strike-slip faults considered in our VC simulation of northern California seismicity. These are the major strike-slip faults that make up the San Andreas plate-boundary deformation in northern California.
In this paper our objective is to model seismicity with M ≥ 4 in northern California and to compare the results with observations. The basis of this model is a fault based simulation using VC which includes major mapped strike-slip faults in the region. We select northern California for our initial simulation because the seismicity is dominated by strikeslip ruptures. To complete our composite model we will also include background seismicity and aftershocks. We will obtain a 100 000 yr catalog of earthquakes and will examine the statistics of this seismicity.
VC simulation
The primary basis for our composite simulation of the seismicity in northern California is fault based. We utilize the VC model to generate earthquakes on a specified set of strike-slip faults. These faults are illustrated in Fig. 1 . The reasons for choosing northern California is that the zone of deformation between the Pacific plate and the Central Valley micro-plate is relatively narrow and is dominated by displacements on strike-slip faults. The faults have a depth of 12 km and we utilize 4 layers of 3 km × 3 km elements in our cellular grid computation. There are a total of 3348 elements, 837 elements per layer (837 × 4). An element ID identifies each 3 km × 3 km element; the numbering is from north to south. The association of element ID's with specific faults is shown in Fig. 2 . In order to constrain the behavior of the faults we prescribe the mean slip rate on each fault or fault segment and the mean recurrence interval between earthquakes on each fault or fault segment. The mean slip rates are based on geological and geodetic data and, when available, the mean recurrence times are based on paleoseismic data (California Department of Conservation, Division of Mines and Geology, 1996; Bryant and Lundberg, 2002; US Geological Survey, 2002; Wills, Weldon, and Bryant, 2008; Petersen, et al., 2008; Southern California Earthquake Data Center, 2010) . When paleoseismic data are not available a "characteristic" earthquake magnitude is assumed and combined with the slip rate to obtain a recurrence interval. The assumed distributions of mean slip velocities and recurrence intervals are given in Fig. 3 . Noise has been added to the recurrence intervals to simulate fault roughness. The mean interval times are used to calculate static coefficients of friction on the faults.
The VC simulation code imbeds the prescribed faults in an elastic half-space. A fault displacement on a fault segment produces stress changes on all other fault segments. These static interactions are obtained using dislocation theory. Stress accumulation on a fault is by means of backslip. A linearly increasing displacement is applied to the fault at the prescribed slip rate. A model earthquake occurs on the fault when the shear stress difference across the fault exceeds the prescribed static coefficient of friction on the fault. When a fault segment fails the stress on the fault is reduced to the dynamic coefficient of friction. The advantage of the backslip approach is that it produces cyclic variations of fault displacements. If displacements on faults accumulate, faults grow and die and geometric incompatibilities develop.
Alternative friction laws are available for fault behavior. These include (1) static-dynamic, (2) velocity/slip weakening, and (3) rate and state. In the simulations reported here the static-dynamic law is used. Because our model is quasistatic, an approximate model must be used to treat rupture propagation. Rupture propagation is enhanced by the stress singularity at a crack tip. Fully dynamic simulations utilize a detailed treatment of the stresses at the vicinity of the propagating fault rupture. With our relatively large, 3 km × 3 km elements, the stress transfer to adjacent elements is unrealistically low. In order to model the rupture tip stress singularity we introduce a dynamic triggering factor F. Rupture is initiated on an element on a fault, the stress on another element is σ before any stress is transferred and the static failure stress on that element is σ s . The dynamic triggering factor is defined by
where σ ≤ σ R ≤ σ S is the reduced stress on other elements when a rupture has been initiated. When F = 1 we have σ R = σ S and there is no enhanced failure. When F = 0 any increase in stress on the element due to stress transfer causes the element to rupture. If the dynamic triggering factor is small, many short ruptures occur on the prescribed faults. In this limit it is not possible to generate large earthquakes such as the 1906 San Francisco earthquake on the northern San Andreas Fault. If the dynamic triggering factor is near unity all earthquakes rupture the entire fault on which they initiate.
In order to constrain the value of the dynamic triggering factor we utilize the record of past earthquakes obtained using paleoseismic studies. Unfortunately paleoseismic studies are not available to provide a synthesis of the earthquake history on the northern San Andreas Fault. However, Biasi and Weldon (2009) give two scenarios for the great earthquakes on the 550 km length of fault during the last 1600 yr. These scenarios give a mixture of long and intermediate length ruptures. In order that our simulations produce these types of failures we take F = 0.5. With F = 0.3 almost every earthquake ruptures the entire San Andreas Fault. With F = 0.7 short ruptures dominate. We also introduce noise in our calculations. The stress drop σ st − σ d is randomly increased/decreased by a factor of 0.125 on each element. The influence of this noise is similar to the influence of the stress intensity factor. With no noise, long ruptures become dominant. With the random factor at 0.25 short ruptures tend to dominate. The noise is a proxy for fault roughness. Large noise simulates rough faults. Small noise simulates smooth faults and ruptures propagate freely. Details of parameter selection and other aspects of the VC simulation code can be found in Rundle et al. (2006) .
We have carried out our simulation of seismic activity on the specified faults for 110 000 yr, the first 10 000 yr were discarded to remove the initial transient. A typical 5000 yr record of simulated seismicity is illustrated in Fig. 2 . The behavior is dominated by characteristic (full fault) ruptures but there are examples of smaller ruptures, for example, on the northern San Andreas Fault. This behavior is quite similar to that given by Biasi and Weldon (2009) for the southern San Andreas Fault based on paleoseismic studies.
To illustrate the statistical nature of the simulated seismicity we consider two faults, the northern San Andreas (elements 63 to 210) and the Hayward (elements 311 to 337). The probability distribution function (PDF) of earthquake magnitudes on the San Andreas Fault for the full 100 000 yr simulation is given in Fig. 4 . Two peaks stand out, the first in the magnitude range 7.4 < M < 7.9 and the other in the magnitude range 6 < M < 6.5. The associated variability of rupture lengths can be seen in Fig. 2 . The PDF of earthquake magnitudes on the Hayward Fault for the 100 000 yr simulation is given in Fig. 5 . This distribution is dominated by characteristic earthquakes with M ≈ 7.0. The PDF of recurrence intervals of earthquakes on the northern San Andreas Fault with M > 7.0 is given in Fig. 6 . The mean recurrence interval is 176 yr with coefficient of variation C v = 0.48. The PDF of recurrence intervals of earthquakes on the Hayward fault with M > 6.5 is given in Fig. 7 . The mean recurrence interval is 141 yr with coefficient of variation C v = 0.42. Although there is little variability of magnitudes on the Hayward Fault, there is considerable variability of recurrence intervals. This is quite similar to the behavior of characteristic earthquakes on the Parkfield segment of the San Andreas Fault (Bakun et al., 2005) . These earthquakes occurred in 1857, 1881, 1901, 1922, 1934, 1966 and 2004 . The mean recurrence interval and coefficient of variation of these earthquakes are µ = 24.5 yr and C v = 0.378. It is well documented that the magnitude of the last four earthquakes in the sequence were very close to 6 and it is likely that the earlier ones also were. Recently, Lienkaemper et al. (2010) studied 12 historical earthquakes on the southern Hayward Fault that occurred in the past 1900 yr and found a mean recurrence interval of 161 ± 10 yr and a C v = 0.2 which is considerably lower than our value (C v = 0.42) and other values deduced from observations on paleoseismic results. The cumulative frequency-magnitude statistics of all earthquakes during our 100 000 yr simulation are given in Fig. 8 . The statistics are dominated by the large earthquakes in the 6 < M < 8 range. However there is a strong deviation from GR statistics even over this restricted range. It should be noted that single element ruptures, 3 km × 3 km, could generate M ≈ 5 earthquakes. We see very few small earthquakes in the range 5 < M < 6 relative to GR statistics.
Background seismicity
The GR statistics of the VC earthquakes given in Fig. 8 indicate a relatively complete catalog of M > 7 events. However, the VC simulation does not generate the required GR statistics for smaller earthquakes. Our objective is to produce a complete catalog of earthquakes in northern California with magnitudes greater than four. We conclude that most main shocks in the magnitude range 4 < M < 7 occur on faults not included in the VC simulation. In order to complete our catalog of main shocks in northern California we carry out a statistical simulation of background seismicity. To simulate these earthquakes we could use a version of the RI method described above. However, this would imply that recent seismicity (in the last 40 yr) is representative of the long term (100 000 yr) activity. Instead of making this assumption we utilize an alternative statistical model. We specify the background seismicity as follows:
(1) We assume that the earthquakes occur randomly in time (Wang et al., 2010) . The time intervals t between background earthquakes for this Poisson process are selected randomly from an exponential. The cumulative distribution function (cdf) P ct is given by 
where the time constant τ is the mean waiting time between earthquakes and is a measure of the seismic intensity. We select random numbers in the interval 0 < P ct < 1 and the corresponding time intervals t are obtained from Eq. (2). We consider earthquakes in the range 4 ≤ M ≤ 7 and in order to match the recent rate of seismicity in northern California we take τ = 1 month in Eq. (2.) (2) We require that this random seismicity satisfies Gutenberg-Richter (GR) frequency-magnitude statistics. The cumulative probability that an earthquake has a magnitude greater than M, P cm is given by
where the b value is generally in the range 0.8 < b < 1.2 and M min is the minimum magnitude considered. We again select random numbers in the interval 0 < P cm < 1 and the corresponding magnitudes are obtained from Eq. (3). We assume b = 1 and, since we are interested in generating seismicity with M > 4, we take M min = 4. Since we postulate that main shocks with M > 7 are well represented by the VC synthetic catalog, we discard selected random magnitudes with M > 7.
(3) We must also specify the location of each background earthquake. Clearly it is not appropriate to assume that these earthquakes are randomly distributed over northern California. We hypothesize that the random earthquakes are clustered near the VC faults illustrated on Fig. 1 . We pick a random point on a VC fault. The distance r from this point to the point where the background earthquake occurs is assumed to satisfy the cdf P cr given by
where d b is a characteristic distance to the clustered earthquakes. We again select random numbers in the interval 0 < P cr < 1 and the corresponding radial distances are obtained from Eq. (4). The justification for the use of Eq. (4) will be given when we consider aftershocks. The direction from the point on the VC fault is picked randomly. For our characteristic length we take d bg = 4 km. This gives a mean distance from our selected point of r = 25 km. Based on the studies of aftershocks given by Felzer and Broadsky (2006) we take q = 1.35. The direction of the main shock from the point on the VC fault is picked randomly. The frequency-magnitude statistics of the background main shocks are given in Fig. 8 . Before discussing this result we will complete our composite simulation by including aftershocks.
Aftershocks
Regional seismicity is made up of foreshocks and aftershocks as well as main shocks. We have simulated main shocks using a combination of VC earthquakes as well as statistical background earthquakes. We now turn our attention to foreshock, main shock, aftershock simulations. The epidemic type aftershock sequence (ETAS) model has been widely used to treat aftershock statistics. The model was developed by Ogata and colleagues (Ogata 1998 (Ogata , 1999 Ogata and Zhuang, 2006) and by Helmstetter, Sornette and colleagues Sornette 2002, 2003a, b; Sornette and Werner, 2005 ). The ETAS model utilizes the concept of parent and daughter earthquakes. The first earthquake in a sequence is a parent earthquake and it generates a sequence of daughter earthquakes. Each of these daughter earthquakes becomes a parent earthquake that produces secondgeneration daughter earthquakes. Further generations are considered until the sequence dies out. One or more of the generated earthquakes may be larger than the original parent earthquake. In this case the original parent earthquake is a foreshock and the largest subsequent earthquake is the main shock. In the ETAS model the mean number of daughter earthquakes generated by a parent earthquake is given by a productivity relation. The magnitude of a daughter earthquake is determined randomly from a Gutenberg-Richter distribution, the time of occurrence is determined randomly using the modified form of Omori's law and the location is determined randomly from an Omori like relation.
In this paper we will use the branching aftershock sequence (BASS) model. This model was introduced by Turcotte et al. (2007) and Holliday et al. (2008a, b) and has also been used by Lennartz et al. (2008 Lennartz et al. ( , 2011 . The reason we choose the BASS model over the ETAS model is that the BASS model is self-similar. That is, it is not sensitive to the choice of M min . The BASS model is the selfsimilar limit of the ETAS model. Because of the self-similar property the statistics of M > 4 aftershocks are identical to M > 3 or M > 1, this is not the case for ETAS simulations. In the BASS model the productivity relation in ETAS is replaced by the modified form of Båth's law (Shcherbakov and Turcotte, 2004a) . Each VC and background earthquake is used as a parent earthquake for a BASS simulation of aftershocks. We require that the frequency-magnitude distribution for each sequence of aftershocks satisfies a GutenbergRichter frequency-magnitude relation:
where M d is the magnitude of a daughter earthquake,
is the number of daughter earthquakes with magnitudes greater than or equal to M d and a and b are constants.
We further require that a modified form of Båth's law is applicable for each generation of aftershocks. Båth's law (Båth, 1965) states that the difference in magnitude M between a mainshock with magnitude M ms and its largest aftershock with magnitude M asmax , M = M ms − M asmax , is approximately constant independent of the main-shock magnitude, typically M ≈ 1.2. The modified form of Båth's law (Scherbakov and Turcotte, 2004a ) is based on an extrapolation of the GR scaling for aftershocks. The magnitude of the "largest" aftershock consistent with GR scaling for aftershocks is obtained by setting;
in Eq. (5). When this is done we obtain
Using this result, the GR relation for aftershocks is given by
In order to terminate the sequence of aftershocks, it is necessary to specify a minimum magnitude earthquake M min in the sequence. From Eq. (8), the total number of daughter earthqukaes N dT is given by
Following Turcotte et al. (2007) we take b = 1 and M * = 1.2. Since we restrict our simulation to earthquakes with M ≥ 4 we take M min = 4. From Eqs. (8) and (9) we obtain the cumulative distribution function P Cm for the magnitudes of the daughter earthquakes
For each daughter earthquake a random value 0 < P Cm < 1 is generated, and the magnitude of the earthquake is determined from Eq. (9), using the parameter values given above. To stabilize our solution we neglect foreshocks and require
We require that the time delay t d until each daughter earthquake after the parent earthquake satisfies a rewritten form of Omori's law (Shcherbakov et al., 2004b )
where R(t d ) is the rate of aftershock occurrence and τ , c, and p are parameters. The number of daughter aftershocks that occur after a time t d is given by
The total number of daughter earthquakes N dT is obtained by setting t d = 0 in Eq. (11) with the result
From Eqs. (12) and (13) we obtain the cumulative distribution function P Ct for the times of occurrence of the daughter earthquakes:
For each daughter earthquake a random value 0 < P Ct < 1 is generated and the time of occurrence of the earthquake is determined from Eq. (14). Based on the study of California earthquakes by Shcherbakov et al. (2004b) we take c = 0.1 days and p = 1.25.
We utilize a spatial form Omori's law to specify the location of each daughter earthquake (Helmstetter and Sornett, 2003b; Felzer and Brodsky, 2006) . The cumulative distribution function P Cr for the radial distance r d of each daughter earthquake from the parent earthquake is given by
where d a and q are parameters. For each daughter earthquake a random value 0 < P Cr < 1 is generated and the radial distance r to the aftershock is determined from Eq. (14). The origin of the distance is randomly selected from the parent earthquake rupture zone for the first generation of aftershocks; the direction from their origin is also selected randomly. In our simulations we take d a = 40 m and q = 1.35.
Each first-generation daughter earthquake becomes a parent for the second-generation daughter earthquake. The procedure given above is used to determine the magnitudes, times of occurrences, and locations of the second-order daughter earthquakes relative to their parents. This procedure is continued until the sequence of aftershocks with magnitudes greater that M min dies out.
The frequency-magnitude statistics of the aftershocks during our 100 000 yr simulation are given in Fig. 8 . It is interesting to note that the number of aftershocks of both VC and background main shocks are approximately equal to the number of background main shocks.
Composite seismicity
The frequency-magnitude statistics of our 100 000 yr simulation of northern California are also given in Fig. 8 . Earthquakes in the magnitude range 7 < M < 8 are dominated by VC events. Earthquakes in the magnitude range 4 < M < 6.5 are dominated by background main shocks and aftershocks in near equal parts. It is not surprising that both background seismicity and aftershocks are well approximated by GR frequency-magnitude statistics since the magnitudes were selected from GR distributions. An important question is whether the VC earthquakes are consistent with the extrapolation of GR statistics for smaller events. It is seen in Fig. 8 that the smaller events occur about a factor of two less frequently than that predicted by an extrapolation of the VC data. The level of the VC earthquakes is prescribed by the slip rates and magnitudes on the VC faults. This level is near one M ≥ 7 earthquake each 12 yr and one M ≥ 7.5 earthquake each 50 yr. These values may be a bit high. They could be reduced if more fault segmentation was introduced by reducing the dynamic triggering effect. More, small and fewer large earthquakes would occur on the VC faults.
The number of smaller earthquakes could be increased by decreasing the value of τ in Eq. (1). We have taken τ = 1 month (12 M ≥ 4 earthquakes per year on average) based on seismicity in the last 50 yr. It is quite possible that this level is a factor of two less than the long term average. It is clear that we could adjust the parameters F and τ to obtain a near continuous GR distribution but is not clear which adjustment is justified.
As a measure of seismic activity in northern California we consider earthquakes with magnitudes M > 4. The numbers of these earthquakes per year for the period 1970 to 2009 are given in Fig. 9a . For comparison we give the number of M > 4 earthquakes for a typical 40 yr period in our composite simulation. These are given in Fig. 9b . It would appear desirable to make a quantitative comparison of these two data sets. The mean and standard deviations of the magnitude distributions could be given. However, these statistics would be misleading because of the large numbers of aftershocks associated with the larger VC and actual earthquakes. The mainshock-aftershock sequences are similar. However, the actual background seismicity appears to be more variable than the simulated seismicity. This difference may be due to long-term correlations in the background seismicity as discussed by Lennartz et al. (2011) , which can lead to the clustering of large earthquake. An example would be the occurrence of swarms of earthquakes in the magnitude range 4 < M < 6. In order to address this question more directly we consider the spatial distributions of actual and simulated earthquakes.
The locations of the northern California earthquakes with M > 4 for the period 1970 to 2009 are given in Fig. 10 . No attempt has been made to separate aftershocks from main shocks. Comparing Fig. 10 with Fig. 1 there is a clear association of the seismic activity during this relatively short period with the major strike-slip faults considered in our VC simulation. In Fig. 11 the locations of our simulated seismicity in northern California during a 40 yr period are given. This period was selected to include a VC earthquake in order to illustrate the relative roles of VC, background, and aftershock seismicity. The M = 7.79 VC earthquake on the San Andreas Fault is shown as the solid black line. The background earthquakes during this period are shown in green and the aftershocks in red. It is interesting to compare the simulation seismicity given in Fig. 11 with the actual seismicity given in Fig. 10 . In both cases there is a strong correlation of the seismicity with the VC strike-slip faults given in Fig. 1 . However, there are also significant differences. The seismicity in Fig. 10 on and adjacent to the Mendocino fault is both very strong and diffuse. This seismicity is characterized by swarms of earthquakes in the range 4 ≤ M ≤ 6. The temporal variability of this seismicity is responsible for the high fluctuation level seen in Fig. 9a . These swarms can be attributed to the behavior of this younger oceanic transform fault relative to the older continental strike-slip faults elsewhere in the simulation. One possible way to introduce this behavior into our simulations would be to prescribe a lower maximum magnitude earthquake in this region.
Another striking difference between the simulated and actual seismicity is the lack of earthquakes on the northern San Andreas Fault between Cape Mendocino and Redwood City (ruptured in 1906) . To reproduce this behavior we would have to suppress our background activity on this fault. A justification for this is not obvious.
Discussion
In this paper we have presented a composite model for the simulation of regional seismicity. The model includes fault based seismicity using the VC earthquake simulator. Also included are random background seismicity and aftershocks. The model has been applied to northern California. Earthquakes on the major strike-slip faults are generated using the VC simulation; a typical catalog of seismicity has been given in Fig. 2 . However, many earthquakes in northern California and elsewhere do not occur on mapped faults. We include these earthquakes using a random generator for background seismicity. We also generate aftershocks using a random simulation based on the BASS model. Using these three components we obtain simulated earthquake catalogs for northern California.
One output of our simulations is the recurrence statistics of earthquakes on a specified fault, or a specified point on a fault. A detailed study of these statistics using VC from some faults in California has been given by Yakovlev et al. (2006) . It was argued that the Weibull distribution was preferred for recurrence statistics. Typical coefficients of variation were in the range 0.3 ≤ C v ≤ 0.5, generally in agreement with published values. Examples of these statistics based on the VC simulation in this paper are given in Fig. 6 for the northern San Andreas Fault and in Fig. 7 for the Hayward Fault. A statistical output unique to our composite model is the relative roles of main-shocks versus aftershocks. As illustrated in Fig. 8 about 50 % of our seismicity with M ≥ 4 can be attributed to aftershocks. This is certainly a reasonable value but it is difficult to compare it with observations. Observed seismicity has a strong temporal dependence because of the aftershock association with the largest earthquakes. Also, distinguishing aftershocks from main-shocks is extremely difficult.
A major question concerning the behavior of earthquakes on a fault is the distribution of earthquake magnitudes on the fault. Two alternative limiting cases are the GutenbergRichter (GR) and the characteristic earthquake (CE) hypotheses. It is accepted that small earthquakes on or near a fault obey GR scaling. In the GR hypothesis, all earthquakes on or near a fault satisfy GR scaling. In the competing CE hypothesis, the large "characteristic" earthquakes lie above GR scaling. They occur more frequently than predicted by the GR distribution of small events in the region. Arguments favoring the CE hypothesis have been given by Wesnousky (1994) , Hofmann (1996) , Ishibe and Shimazaki (2009) A principal focus of this paper is to consider this question. As discussed above we can control rupture propagation on a fault by varying the dynamic triggering factor F . If F is small the required stress for a rupture to propagate is small. Taking F = 0.1 we find only characteristic earthquakes. Once a rupture is initiated it propagates across the entire fault. If F approaches unity, only limited rupture propagation occurs. Small earthquakes dominate and a near GR distribution of magnitudes is found. However, large earthquakes that rupture a large fraction of a fault do not occur. To some extent small F simulates a smooth fault and F near unity simulates a rough fault.
In the simulation given in Fig. 2 and discussed in some detail in this paper we have chosen F = 0.5. The reason for this choice is that the behavior of our simulated ruptures on the northern San Andreas Fault is similar to the paleoseismic synthesis of ruptures on the southern San Andreas Fault given by Biasi and Weldon (2009) . It would be desirable to quantify this qualitative similarity. There are a number of difficulties in doing this. First, the data from the paleoseismic studies are quite limited so quantification is not really possible. Also, the details of the fault segmentation in our simulation are sensitive to the spatial distribution of fault strengths along the fault. Variability of fault strengths increases segmentation with the spectrum of variability influencing the frequency-magnitude statistics of the earthquakes generated.
Another question that can be addressed by simulation is the role of fault jumps. In a fault jump a rupture jumps from one fault to another. The Landers earthquake was an example of a rupture jumping so that the rupture spread over several faults that were thought to rupture separately (Johnson et al., 1994) . In terms of northern California one question is whether a rupture could jump from the Hayward Fault to the Rodgers Creek Fault. In the simulations given here fault jumps do not occur. However, in a previous paper (Yikilmaz et al., 2010) we showed that fault jumps can be included in VC simulations. A model fault must bridge the gap. If the mean recurrence interval on the bridging fault is large, it will act as an asperity. Our simulation results were in good agreement with the sequence of observed subduction zone earthquakes at the Nankai Trough, Japan.
A number of modifications of our VC simulation are possible:
-Replace backslip with an evolving driven plate model. This may be possible, but the accumulating displacements on faults cause serious problems for long term simulations. As the total displacement on a fault increases, so does the fault's length (Marrett and Allmendinger, 1991) . Faults must grow and die. To avoid overlaps and holes, a partial continuum rheology (damage, plastic or fluid) appears to be necessary.
-Replace the half-space elasticity with a plate over a viscous substrate. This can certainly be done and would introduce a relaxation process. However, continuous viscous relaxation is computationally intensive.
-Replace the static-dynamic friction with another friction law such as rate and state friction. Again this can be done but generally increases computational requirements.
-Our VC simulation consisted of 3348 3 km by 3 km elements. These computations were carried out on a desktop computer using a single CPU. We could reasonably extend the VC model to 1 km × 1 km using high performance computers but this is about the current resolution limit.
Simulations of regional seismicity are clearly at an early stage of development. The goal is to create ensemble forecasts of earthquake activity similar to ensemble forecasts of weather. One approach is to search a simulation for a period of seismic activity similar to recently observed seismicity. The subsequent activity in the simulation would then be a forecast of future seismic activity.
