Combining Fully Convolutional and Recurrent Neural

Networks for Single Channel Audio Source Separation by Grais, Emad M & Plumbley, Mark
This paper was presented at the 144th Convention of the Audio Engineering Society, as paper number 9990. The full published
version can be found at http://www.aes.org/e-lib/browse.cfm?elib=19507.
Combining Fully Convolutional and Recurrent Neural
Networks for Single Channel Audio Source Separation
Emad M. Grais and Mark D. Plumbley
Centre for Vision, Speech and Signal Processing, University of Surrey, Guildford, UK.
Correspondence should be addressed to Grais and Plumbley ([grais,m.plumbley]@surrey.ac.uk)
ABSTRACT
Combining different models is a common strategy to build a good audio source separation system. In this work,
we combine two powerful deep neural networks for audio single channel source separation (SCSS). Namely, we
combine fully convolutional neural networks (FCNs) and recurrent neural networks, specifically, bidirectional
long short-term memory recurrent neural networks (BLSTMs). FCNs are good at extracting useful features from
the audio data and BLSTMs are good at modeling the temporal structure of the audio signals. Our experimental
results show that combining FCNs and BLSTMs achieves better separation performance than using each model
individually.
1 Introduction
Single channel source separation (SCSS) for audio sig-
nals is a very challenge task since only a single mi-
crophone is used to record a mixture of many audio
sources and no spatial information is available to help
with the separation process [1, 2]. The majority of
works that tackle the SCSS problem rely on using a
model for each source to separate its components from
the mixed signal [3, 4]. The model for a given source
should represent/capture most of the characteristics
of its corresponding signal, which can include spec-
tral, temporal, harmonicity, smoothness, or sparseness.
The quality of the separated sources strongly depends
on how well each model represents its corresponding
source [5, 6]. Different models for a variety of audio
signals have been introduced and each model captures
certain characteristics of the audio signals that other
models can not capture [7, 8, 9].
Many SCSS approaches have proposed to use different
combinations of different models to model the data of
each audio source, where each model in the combina-
tion can capture certain characteristics of the signals
better than the other models in the combination. The
main goal of combining models is to combine the dif-
ferent characteristics of the signals that each model in
the combination can capture [8, 10, 11].
In [12, 13, 14, 15], different combinations of nonneg-
ative matrix factorization (NMF), Gaussian mixture
models, and hidden Markov models were used to model
the audio sources for SCSS. In [8], a combination of
deep neural networks (DNNs) and NMF was used to
model the sources. In [10, 16, 17], different combina-
tions of different DNN structures and objectives were
used to model the audio sources.
Combining different models can be achieved by build-
ing each model individually and the outputs of all mod-
els are combined as in [10, 11, 18]. In [8, 16, 17],
the combination was done by using the outputs of one
model as inputs to the second model, but each model
was trained separately.
In this paper we propose to combine two of the most
powerful neural networks for SCSS, namely the fully
convolutional neural networks (FCNs) [19, 20] and the
bidirectional long short-term memory neural networks
(BLSTMs) [6, 21, 22]. FCNs are good at extracting
good spectro-temporal features from the input signals
[23]. BLSTMs are good at capturing the temporal
structure of the input data [6, 21]. The magnitude spec-
trogram of the mixed signal is the input for the FCN,
the output of the FCN is the input for the BLSTM and
the output of the BLSTM is the final output of the com-
bined networks. This combination can be seen as the
conventional convolutional neural networks (CNNs)
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[24], where the first set of layers are convolutional lay-
ers and the last set of layers are fully connected layers.
Since the input/output of any SCSS system are usually
sequences of spectral frames, in this work we choose
the set of last layers to be recurrent layers, specifically
BLSTM and long short-term memory (LSTM) layers
and the input layers as fully convolution layers. The
proposed combination can also be seen as a two-stage
source separation system where the first stage uses the
FCN to separate the target source from the input mixed
signal and the second stage uses the BLSTM to enhance
the separated source from the first stage.
In this work, each neural network (FCN or BLSTM) is
first trained individually. Then these are combined, and
more training (joint training) is done over the combined
models to fine tune the parameters of the models to
better fit the training data for the sources. Thus, the
main contributions in this paper are combining FCNs
with BLSTMs for audio SCSS; and fine tuning the
parameters of the combined models to better fit the
training data.
This paper is organized as follows. In section 2, a brief
introduction about SCSS problem is given. Sections 3
and 4 give information about FCNs and BLSTMs re-
spectively. Sections 5 and 6 show the main contribution
of this work about combining FCNs and BLSTMs for
SCSS. The remaining sections show the experiments,
results, and conclusion of this work.
2 Single channel source separation
Given a mixture of I audio sources as y(t) = ∑Ii=1 si(t),
the aim of the SCSS is to find estimates sˆi(t) for the
sources si(t), ∀i from the mixed signal y(t). This can be
formulated in the short time Fourier transform (STFT)
domain asY (n, f ) =∑Ii=1 Si(n, f ), where Si(n, f ) is the
unknown STFT of source si(t), Y (n, f ) is the STFT of
the observed mixed signal y(t), n, and f are the time
and frequency indices respectively.
3 Fully convolutional neural networks
for source separation
The fully convolutional neural network (FCN) that is
used here is shown in Fig. 1, which is somewhat similar
to the convolutional denoising encoder-decoder (auto-
encoder) network that was used in [19, 20], but without
using either down-sampling (pooling) or up-sampling.
Pooling [25] was shown to not work well on similar
regression problems to SCSS [19, 26]. The encoder
part in the FCN is composed of repetitions of a convolu-
tional layer and an activation layer. Each convolutional
layer consists of a set of filters that extract features from
its input layer, the activation layer imposes nonlinearity
to the extracted features. The decoder part consists of
repetitions of deconvolutional (transposed convolution)
layer [27] and an activation layer [19, 28]. The FCN
is trained from corrupted input signals and the encoder
part is used to extract noise robust features that the
decoder can use to reconstruct a cleaned-up version
of the input data [19, 28]. In SCSS, the input mixed
signal can be seen as a sum of the target source that
needs to be separated and background noise (the other
sources in the mixture). The input and output data for
the FCN are 2D signals (magnitude spectrograms) and
the filtering is a 2D operator.
The FCN is used to map the magnitude spectrogram of
the input mixture into the magnitude spectrogram of
the target source. The FCN in this work is a fully 2D
convolutional deep neural network without any fully
connected layer, which keeps the number of parame-
ters to be optimized very small. Also using fully 2D
convolutional layers allows neat 2D spectral-temporal
representations for the data through all the layers in the
network while considering the spectral-temporal repre-
sentations in the case of using fully connected layers
requires stacking multiple consecutive frames to form
very long feature vectors. The inputs and outputs of
the FCN are 2D-segments from the magnitude spec-
trograms of the mixed and target signals respectively.
The number of frames that each input/output segment
has is N and the number of frequency bins is F . In
this work, F is the dimension of the whole spectral
frame. Therefore, the FCN spans multiple time frames
to capture the spectral-temporal characteristics of each
source.
4 BLSTMs and LSTMs for source
separation
The Bidirectional Long Short-Term Memory (BLSTM)
is a Long Short-Term Memory (LSTM) recurrent neu-
ral network that uses contextual information from the
past and future of its input/output sequences [21]. The
BLSTM learns which past and future events are rele-
vant for the prediction at the current input. An LSTM
layer consists of a set of recurrently connected memory
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Fig. 1: The overview of the structure of a FCN that sep-
arates one target source from the mixed signal.
Each layer consists of a set of filters followed
by an activation function. The set of filters
in the input and output layers have large filter
sizes and small number of filters. The number
of filters increases and the size decreases when
getting further from the input and output lay-
ers [19]. There is symmetric in the filter sizes
and numbers of filters between the encoder and
decoder sides.
blocks. Each block contains one or more recurrently
connected memory cells and three multiplicative units:
the input, output, and forget gates. The input to the
memory cells is multiplied by the activation of the in-
put gate, the output to the cell is multiplied by that of
the output gate, and the previous cell values are mul-
tiplied by the forget gate [21]. The motivation behind
the LSTM architecture is to overcome the problem of
the back-propagation error which either blows up or
decays exponentially for the long term of the existing
recurrent neural networks [29, 30, 31].
BLSTM recurrent neural networks have been used suc-
cessfully in SCSS before [6, 22]. The input of the
BLSTM are sequences of frames from the spectrograms
of the mixed signal. Fig. 2 shows the recurrent neural
network structure that we use in this work. The hidden
layers are BLSTM layers and the output layer is an
LSTM layer. We restricted the input sequence to the
BLSTM to form a set of N consecutive frames from the
magnitude spectrogram of the mixed signal. The output
of the LSTM layer is a spectral mask corresponding
to the N consecutive input frames. The mask repre-
sents the contribution of the target source in the input
mixture. The spectral mask scales the mixed signal
according to the contribution of the target source in the
Fig. 2: The unfolded in time of the recurrent neural
network that we use in this work. The hidden
layers are BLSTM layers and the output layer
is an LSTM layer.
mixed signal [32, 33] as follows:
Sˆi(n, f ) =Mi(n, f )×Y(n, f ) (1)
where Sˆi(n, f ) is the estimate of the magnitude spec-
trogram of the target source i, Y(n, f ) is the magnitude
spectrogram of the mixed signal, and Mi(n, f ) is the
output spectral mask from the LSTM layer.
For the rest of this paper, we denote the shown BLSTM-
LSTM recurrent neural network in Fig. 2 as BLSTM
model for short.
5 Combining FCNs and BLSTMs for
source separation
Convolutional neural networks (CNNs) that are used
for objects recognition/classification usually consist
of a set of convolutional layers in the input and a set
of fully connected layers in the output [24, 34]. The
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convolutional layers are used to extract useful features
from the input signal and the fully connected layers use
these features for classification [24, 34]. The output
of a SCSS system is usually a sequence of multidi-
mensional spectral frames (not a set of labels as in the
recognition/classification tasks), which means the out-
put of the SCSS model should be able to handle these
multidimensional sequences. Thus, we replace the fully
connected layers in the output of the CNN with recur-
rent layers that can handle sequence of observations.
We also replace the set of convolutional layers in the
input of the CNN with FCN that can produce initial
estimate for the target source. In other words, the FCN
is used first to extract an initial estimate for the target
source from the input sequence. The initial estimate
is then passed to the BLSTM network to enhance the
output sequence of the FCN. The FCN is good at ex-
tracting useful features from the input signals and the
BLSTM is good at modeling the temporal structure of
the input sequence.
Fig. 3 shows the overview of the proposed combination
of FCN and BLSTM models. The input to the FCN is
a 2D segment of the spectrogram of the mixed signal.
Each convolutional/deconvolutional layer in the FCN
generates a number of 2D feature maps equal to the
number of filters in each layer. The final layer in the
FCN generates one 2D feature map which is considered
as the initial estimate of a 2D segment from the spec-
trogram of the target source. The output of the FCN is
the input to the BLSTM model, and the output of the
BLSTM is the spectral mask that is used to compute
the final estimate of the target source. The aim of this
FCN-BLSTM combination is to build a model that cap-
tures the spectro-temporal structure of the audio data
better than each model (FCN or BLSTM) individually.
6 Training and testing the models for
SCSS
Suppose we have training data for the mixed signals
and their corresponding clean/target sources. We first
train the FCN and BLSTM separately, and then the
components of the trained models are combined and
a second training is performed on the combination to
fine tune the parameters of the combined model.
Let Ytr be the magnitude spectrogram of the mixed
signal and Stri be the magnitude spectrogram of the
target source i. The subscript “tr” denotes the training
data. For each source we wish to separate from the
input signals, we train a FCN and a BLSTM.
Fig. 3: The proposed combination of FCN and BLSTM
models for SCSS.
6.1 Training the FCN models
The FCN that separates source i from the mixture is
trained to minimize the following cost function:
Ci =∑
n, f
(
Zi (n, f )−Stri (n, f )
)2 (2)
where Zi is the actual output of the last layer of the
FCN of source i and Stri is the reference output signal
for source i. The inputs of the FCN of source i are
2D-segments from the magnitude spectrogram Ytr of
the mixed signal, and the outputs are 2D-segments
from the magnitude spectrogram of the target source
i. Each input and output segment is composed of N
consecutive spectral frames taken from the magnitude
spectrograms. This allows each FCN to learn spectral-
temporal patterns for its target source. The parameters
of the FCNs are initialized randomly.
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6.2 Training the BLSTM models
The BLSTM that separates source i from the mixture
is trained to minimize the following cost function:
Di =∑
n, f
(
Qi (n, f )−Mtri (n, f )
)2 (3)
where Qi is the actual output of the last layer of the
BLSTM (the LSTM layer) of source i and Mtri (n, f ) is
the reference spectral mask for source i. The reference
spectral mask for source i is computed from the training
data as follows:
Mtri (n, f ) =
Stri (n, f )
∑Ij Str j (n, f )
, ∀i. (4)
The inputs of the BLSTM are 2D-segments from the
magnitude spectrogram Ytr of the mixed signal, and
the outputs are 2D-segments from the spectral mask of
the target source i. Each input and output segment is
composed of N consecutive frames. The parameters of
the BLSTMs are initialized randomly.
6.3 Joint training for the combined models
The trained layers of the FCN and BLSTM models for
source i are stacked to form the combination of the FCN
and BLSTM models: FCN-BLSTM. A joint training
is then run over the combined model (FCN-BLSTM)
to refine the parameters of the trained models to fit the
training data well. The input of the combined FCN-
BLSTM model during training is Ytr and the reference
output is the reference spectral mask Mtri (n, f ) com-
puted from Eq. (4). The training of the FCN-BLSTM
model is done by minimizing the cost function in Eq.
(3).
Note that, when the BLSTM model was trained individ-
ually in Section 6.2, the input of the BLSTM was the
magnitude spectrogram Ytr of the input mixed signal,
but when the BLSTM is trained within the combined
FCN-BLSTM model, the input of the BLSTM is the
output of the FCN. Similarly, the updating of the FCN
parameters in the combined model is based on the prop-
agated errors between the output of the BLSTM and the
reference mask Mtri (n, f ) and not based on the mag-
nitude spectrograms as shown in section 6.1. These
differences in the training conditions for the FCN and
BLSTM in the combined model makes the joint train-
ing of the combined FCN-BLSTM model necessary.
6.4 Testing the combined models
The magnitude spectrogram Y of the mixed signal is
passed through the trained combined FCN-BLSTM
model for source i. The output of the FCN-BLSTM
of source i is the spectral mask Mi(n, f ) for source i
that can be used to calculate the final estimate of the
magnitude spectrogram Sˆi(n, f ) of source i as shown
in Eq. (1). The time domain estimate sˆi(t) is computed
using the inverse STFT of Sˆi(n, f ) with the phase angle
of the STFT of the mixed signal.
7 Experiments
We applied our proposed SCSS using a combination of
FCN and BLSTM models to separate the voice/vocal
sources from a group of songs from the SiSEC-2015-
MUS-task dataset [35]. The dataset has 100 stereo
songs with different genres and instrumentations. To
use the data for the proposed SCSS approach, we con-
verted the stereo songs into mono by computing the
average of the two channels for all songs and sources
in the data set. Each song is a mixture of vocals, bass,
drums, and other musical instruments. We used our
proposed algorithm to separate the vocal source from
each song.
The first 50 songs in the dataset were used as training
and validation datasets for training the models, and
the last 50 songs were used for testing. The data were
sampled at 44.1kHz. The magnitude spectrograms for
the data were calculated using the STFT, a Hanning
window with 2048 points length and hop size 512 was
used and the FFT was taken at 2048 points, the first
1025 FFT points only were used as features since the
conjugate of the remaining 1024 points are involved in
the first points.
The quality of the separated vocal source was mea-
sured using the signal to distortion ratio (SDR), signal
to interference ratio (SIR), and signal to artifact ratio
(SAR) [36]. SIR indicates how well the sources are
separated based on the remaining interference between
the sources after separation. SAR indicates the artifacts
caused by the separation algorithm in the estimated
separated sources. SDR measures the overall distortion
(interference and artifacts) of the separated sources.
The SDR values are usually considered as the over-
all performance evaluation for any source separation
approach [36]. Achieving high SDR, SIR, and SAR
indicates good separation performance.
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For the input and output data for the FCN and BLSTM
models, we chose the number of spectral frames in each
2D-segment to be 15 frames (N = 15). This means
the dimension of each input and output instant for the
models is 15 (time frames) × 1025 (frequency bins)
as in [20]. Thus, each input and output instant (the
2D-segments from the spectrograms) spans around 209
msec of the waveforms of the data.
We compared the performance of the proposed com-
bined FCN-BLSTM model with using each model
(FCN and BLSTM) individually and also with the feed-
forward neural network (FFN) for separating the vocal
source from each song in the test set. As in many deep
learning models, there are many parameters in the pro-
posed FCN-BLSTM to be chosen (number of layers,
number of filters in each layer, filter size, and number
of units per layer in the BLSTM layers) and usually
these choices are data and application dependent. Table
1 shows the number of layers, the number of filters in
each layer, and the size of the filters for the FCN. Table
1 also shows the number of layers, the type of each
layer, the number of units in each layer for the BLSTM
and FFN networks, and the total number of parameters
for all the models.
For choosing the parameters of the FCN, we follow the
same strategy as in [19] where the size of the filters
is decreasing and the number of filters is increasing
when we go deep in the encoder part and the opposite
(the filter size increases and the number of the filter de-
creases) in the decoder part in the output direction. For
example, the first layer in the FCN has a set of 12 filters
with size 15×39 (where 15 is the size of the filter in the
time-frame direction and 39 in the frequency direction
of the spectrogram). Thus, the first layer generates 12
feature maps. Each feature map is 15×1025 (the same
size of the input and output segments). The activation
function in the FCN layers is the rectified linear unit
(ReLU).
For the BLSTM model, the parameters were chosen
experimentally by trying different sizes of BLSTM
models and chose the one with the best performance
over the development set. The BLSTM model consists
of two BLSTM hidden layers and one LSTM output
layer. The number of units in the BLSTM hidden layers
is 2050 and in the LSTM layer is 1025. The activation
function in the BLSTM is sigmoid in the forward direc-
tion and hard-sigmoid in the recurrent direction.
To make the comparison hard for the combined FCN-
BLSTM model, we built the combined model from the
trained FCN model and only the first and last layers
from the trained BLSTM model. We then retrained/fine-
tuned the parameters of the combined model. By re-
moving the middle layer of the BLSTM model in the
combined model, the number of the parameters in the
combined model becomes less than the number of pa-
rameters in the BLSTM model only. The number of
units in the BLSTM layer is 2050 and in the LSTM lay-
ers is 1025 in the combined FCN-BLSTM model. The
activation functions in the FCN and BLSTM layers in
the combined FCN-BLSTM model are the same as in
the FCN and BLSTM separate models (ReLU for FCN
and sigmoid in the forward direction and hard-sigmoid
in the recurrent direction for the BLSTM).
The parameters of the FFN were chosen based on our
previous work on the same dataset [11, 18]. The num-
ber of hidden layers is three with 1025 units in each
layer. Each layer in the FFN is a fully connected
(DENS) layer. The activation function in the FFN lay-
ers is the ReLU. The input and output instant for the
FFN is a single frame of the magnitude spectrograms
of the input and output signals respectively.
The parameters for FCN, BLSTM, and FFN networks
were initialized randomly. The parameters of the com-
bined model FCN-BLSTM were initialized from their
corresponding parameters from the trained FCN and
BLSTM models. All networks were trained using back-
propagation with gradient descent optimization using
Adam [37] with parameters: β1 = 0.9, β2 = 0.999,
ε = 10−8, batch size 100, and a learning rate which
started from 0.0001 and was reduced by a factor of 10
when the values of the cost function did not decrease on
the validation set for 3 consecutive epochs. The max-
imum number of epochs was 100. We implemented
our proposed algorithm using Keras with Tensorflow
backend [38].
7.1 Results
Figs. 4, 5, and 6 show box-plots of the SDR, SIR, and
SAR values respectively of the separated vocal source
using four different deep learning models, namely FFN,
BLSTM, FCN, and FCN-BLSTM. Fig. 4 also shows
the SDR values of the target vocal source in the mixed
signal (denoted as Mix). SDR and SIR values for the
mixed signal are the same and there is no artifact for
the mixed signal. From Fig. 4, we can see that the
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FCN, BLSTM, FCN-BLSTM, and FFN model summary
The input/output data with size
15 frames and 1025 frequency bins
Layer FCN BLSTM FCN-BLSTM FFN
number
1 Conv2D BLSTM Conv2D DENS
[12,(15,39)] 2050 units [12,(15,39)] 1025 units
2 Conv2D BLSTM Conv2D DENS
[22,(9,19)] 2050 units [22,(9,19)] 1025 units
3 Conv2D LSTM Conv2D DENS
[32,(5,5)] 1025 units [32,(5,5)] 1025 units
4 Conv2D Conv2D
[22,(9,19)] [22,(9,19)]
5 Conv2D Conv2D
[12,(15,39)] [12,(15,39)]
6 Conv2D Conv2D
[1,(15,1025)] [1,(15,1025)]
7 BLSTM
2050 units
8 LSTM
1025 units
Total
529,189 172,339,400 71,992,189 4,206,600number of
parameters
Table 1: The detail information about the struc-
tures of the FCN, BLSTM, FCN-BLSTM,
and FFN neural networks. For example
“Conv2D[12,(15,39)]” denotes 2D convolu-
tional layer with 12 filters and the size of
each filter is 15×39 where 15 is the size of
the filter in the time-frame direction and 39
in the frequency direction of the spectrogram.
DENS means fully connected layer with 1025
hidden units in each layer.
vocal source in the input mixed signal (denoted as Mix)
has very low SDR (similarly SIR) values, which shows
that we are dealing with a very challenging source
separation problem.
As can be seen from Figs. 4 to 6, the four methods
perform well on the SDR, SIR, and SAR values of the
separated vocal source. The proposed FCN-BLSTM
model outperforms the three other models in SDR val-
ues. The BLSTM gives better SAR than FCN, and
FCN gives better SIR than the BLSTM. The combined
model FCN-BLSTM inherited the best SIR and SAR
performance from the FCN and BLSTM models re-
spectively. In other words, FCN-BLSTM achieves SIR
results as well as the FCN model and SAR as well as the
BLSTM model. Of the four models, the BLSTM gives
the worst SIR results and FFN gives the worst SDR and
SAR results. All the models perform similarly on the
SIR except BLSTM. Considering its small number of
parameters, FCN achieves reasonable performance for
Mix FFN BLSTM FCN FCN-BLSTM
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Fig. 4: The SDR values in dB for the separated vo-
cal source of using: deep fully connected feed-
forward neural network (FFN), BLSTM, fully
convolutional neural networks (FCN), and the
proposed combination of FCN and BLSTM
(FCN-BLSTM). “Mix” denotes the input mixed
signal.
all the measurements.
In the following, we consider the difference between
a pair of models statistically significant if p < 0.05,
Wilcoxon signed-rank test [39] and Bonferroni cor-
rected [40]. Based on the shown results in Figs. 4
to 6, the differences between each pair of models for
SDR are statistically significant except the difference
between the BLSTM and FCN models. The differences
between each pair of models for SIR are not statistically
significant except the differences between the BLSTM
model and all other models (FFN, FCN, FCN-BLSTM).
The differences between each pair of models for the
SAR are statistically significant except the difference
between the BLSTM and FCN-BLSTM models.
The experimental results in this work indicate that com-
bining the FCN and BLSTM models achieves the best
performance of the FCN in SIR (more separation) and
the best performance of the BLSTM in SAR (less ar-
tifacts). The proposed method of using FCN followed
by BLSTM (FCN-BLSTM) works better than BLSTM,
even with fewer parameters in the FCN-BLSTM than
the BLSTM.
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-15
-12
-9
-6
-3
0
3
6
9
12
15
18
S
IR
 in
 d
B
Fig. 5: The SIR values in dB for the separated vocal
source of using: deep fully connected feedfor-
ward neural network (FFN), BLSTM, fully con-
volutional neural networks (FCN), and the pro-
posed combination of FCN and BLSTM (FCN-
BLSTM).
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Fig. 6: The SAR values in dB for the separated vocal
source of using: deep fully connected feedfor-
ward neural network (FFN), BLSTM, fully con-
volutional neural networks (FCN), and the pro-
posed combination of FCN and BLSTM (FCN-
BLSTM).
8 Conclusions
In this work we proposed a new approach for audio
single channel source separation (SCSS). The new ap-
proach is based on combining two of the most powerful
deep neural networks, namely fully convolutional neu-
ral networks (FCNs) and bidirectional long short-term
memory (BLSTM) recurrent neural networks. We pro-
posed to train the FCN and BLSTM models separately
first, then these trained models are merged and trained
jointly to fit the data well. Our experimental results
show that using FCN followed by BLSTM works better
than each model individually. The combined model in-
herited the best performance of each individual model
regarding the quality of the separation and artifacts in
the estimated sources.
9 Acknowledgements
This work is supported by grant EP/L027119/2 from
the UK Engineering and Physical Sciences Research
Council (EPSRC). Many thanks to Dominic Ward and
Hagen Wierstorf for their helpful comments when re-
viewing this paper.
References
[1] Virtanen, T., “Monaural sound source separation
by non-negative matrix factorization with tem-
poral continuity and sparseness criteria,” IEEE
Trans. on Audio, Speech, and Language Process-
ing, 15, pp. 1066–1074, 2007.
[2] Bertin, N., Badeau, R., and Vincent, E., “En-
forcing harmonicity and smoothness in Bayesian
nonnegative matrix factorization applied to poly-
phonic music transcription,” IEEE Trans. on Au-
dio, Speech, and Language Processing, 18(3), pp.
538—-549, 2010.
[3] Roweis, S. T., “One microphone source separa-
tion,” Advances in NIPS, pp. 793–799, 2001.
[4] Erdogan, H. and Grais, E. M., “Semi-blind
speech-music separation using sparsity and conti-
nuity priors,” in ICPR, 2010.
[5] Venkataramani, S., Subakan, Y. C., and
Smaragdis, P., “Neural network alternatives to
convolutive audio models for source separation,”
in Proc. MLSP, 2017.
Page 8 of 10
Grais and Plumbley Combining FCNs and BLSTMs for SCSS
[6] Erdogan, H., Hershey, J., Watanabe, S., and Roux,
J. L., “Phase-sensitive and recognition-boosted
speech separation using deep recurrent neural net-
works,” in Proc. ICASSP, pp. 708–712, 2015.
[7] Kim, M. and Smaragdis, P., “Adaptive denoising
autoencoders: a fine-tuning scheme to learn from
test mixtures,” in Proc. LVA/ICA, pp. 100–107,
2015.
[8] Williamson, D., Wang, Y., and Wang, D., “A
two-stage approach for improving the perceptual
quality of separated speech,” in Proc. ICASSP, pp.
7034–7038, 2014.
[9] Weninger, F., Hershey, J. R., Roux, J. L., and
Schuller, B., “Discriminatively trained recurrent
neural networks for single-channel speech separa-
tion,” in Proc. GlobalSIP, pp. 577–581, 2014.
[10] Uhlich, S., Porcu, M., Giron, F., Enenkl, M.,
Kemp, T., Takahashi, N., and Mitsufuji, Y., “Im-
proving music source separation based on deep
neural networks through data augmentation and
network blending,” in Proc. ICASSP, 2017.
[11] Grais, E. M., Roma, G., Simpson, A. J. R., and
Plumbley, M. D., “Combining mask estimates for
single channel audio source separation using deep
neural networks,” in Prec. InterSpeech, 2016.
[12] Grais, E. M. and Erdogan, H., “Source separation
using regularized NMF with MMSE estimates
under GMM priors with online learning for the
uncertainties,” Digital Signal Processing, 29, pp.
20–34, 2014.
[13] Grais, E. M. and Erdogan, H., “Gaussian mixture
gain priors for regularized nonnegative matrix
factorization in single-channel source separation,”
in Proc. InterSpeech, 2012.
[14] Grais, E. M. and Erdogan, H., “Spectro-temporal
post-enhancement using MMSE estimation in
NMF based single-channel source separation,” in
Proc. InterSpeech, 2013.
[15] Grais, E. M. and Erdogan, H., “Hidden Markov
models as priors for regularized nonnegative ma-
trix factorization in single-channel source separa-
tion,” in Proc. InterSpeech, 2012.
[16] Grais, E. M., Roma, G., Simpson, A. J., and
Plumbley, M. D., “Discriminative enhancement
for single channel audio source separation using
deep neural networks,” in Proc. LVA/ICA, pp. 236–
246, 2017.
[17] Grais, E. M., Roma, G., Simpson, A. J., and
Plumbley, M. D., “Two stage single channel au-
dio source separation using deep neural networks,”
IEEE/ACM Trans. on Audio, Speech, and Lan-
guage Processing, 25(9), pp. 1469–1479, 2017.
[18] Grais, E. M., Roma, G., Simpson, A. J. R., and
Plumbley, M. D., “Single channel audio source
separation using deep neural network ensembles,”
in Proc. 140th Audio Engineering Society Con-
vention, 2016.
[19] Park, S. R. and Lee, J. W., “A Fully convolutional
neural network for speech enhancement,” in Proc.
Interspeech, 2017.
[20] Grais, E. M. and Plumbley, M. D., “Single chan-
nel audio source separation using convolutional
denoising autoencoders,” in Proc. GlobalSIP,
2017.
[21] Graves, A. and Schmidhuber, J., “Framewise
phoneme classification with bidirectional LSTM
and other neural network architectures,” Neural
Networks, 18(5), pp. 602–610, 2005.
[22] Erdogan, H., Hershey, J., Watanabe, S., and Roux,
J. L., “Deep recurrent networks for separation
and recognition of single-channel speech in non-
stationary background audio,” in S. Watanabe,
M. Delcroix, F. Metze, and J. Hershey, editors,
New Era for Robust Speech Recognition, chap-
ter 7, pp. 165–186, Springer, 2017.
[23] Lee, H., Pham, P., Largman, Y., and Ng, A. Y.,
“Unsupervised feature learning for audio classifi-
cation using convolutional deep belief networks,”
in Advances in NIPS, pp. 1096–1104, 2009.
[24] Qian, Y., Bi, M., Tan, T., and Yu, K., “Very
deep convolutional neural networks for noise ro-
bust speech recognition,” IEEE Trans. on Audio,
Speech, and Language Processing, 24(12), pp.
2263–2276, 2016.
Page 9 of 10
Grais and Plumbley Combining FCNs and BLSTMs for SCSS
[25] Scherer, D., Muller, A., and Behnke, S., “Evalua-
tion of pooling operations in convolutional archi-
tectures for object recognition,” in Advances in
NIPS, 2010.
[26] Fu, S. W., Tsao, Y., and Lu, X., “SNR-aware con-
volutional neural network modeling for speech
enhancement,” in Proc. InterSpeech, 2016.
[27] Dumoulin, V. and Visin, F., “A guide to
convolution arithmetic for deep learning,” in
arXiv:1603.07285, 2016.
[28] Zhao, M., Wang, D., Zhang, Z., and Zhang, X.,
“Music removal by convolutional denoising au-
toencoder in speech recognition,” in proc. AP-
SIPA, 2016.
[29] Hochreiter, S. and Schmidhuber, J., “Long short-
term memory,” Neural Computation, 9(8), pp.
1735–1780, 97.
[30] Schraudolph, F. G. N. and Schmidhuber, J.,
“Learning precise timing with LSTM recurrent
networks,” Machine Learning Research, 3, pp.
115–143, 2002.
[31] Hochreiter, S., Bengio, Y., Frasconi, P., and
Schmidhuber, J., “Gradient flow in recurrent nets:
the difficulty of learning long-term dependencies,”
in S. C. Kremer and J. F. Kolen, editors, A Field
Guide to Dynamical Recurrent Neural Networks,
IEEE Press, 2001.
[32] Nugraha, A. A., Liutkus, A., and Vincent, E.,
“Multichannel audio source separation with deep
neural networks,” IEEE/ACM Trans. on Audio,
Speech, and Language Processing, 24(9), pp.
1652–1664, 2016.
[33] Huang, P. S., Kim, M., J., M. H., and Smaragdis,
P., “Singing-voice separation from monaural
recordings using deep recurrent neural networks,”
in Proc. ISMIR, pp. 477–482, 2014.
[34] Han, Y., Kim, J., and Lee, K., “Deep convolu-
tional neural networks for predominant instru-
ment recognition in polyphonic music,” IEEE
Trans. on Audio, Speech, and Language Process-
ing, 25(1), pp. 208–221, 2017.
[35] Ono, N., Rafii, Z., Kitamura, D., Ito, N., and Li-
utkus, A., “The 2015 signal separation evaluation
campaign,” in Proc. LVA/ICA, pp. 387–395, 2015.
[36] Vincent, E., Gribonval, R., and Fevotte, C., “Per-
formance measurement in blind audio source sep-
aration,” IEEE Trans. on Audio, Speech, and Lan-
guage Processing, 14(4), pp. 1462–69, 2006.
[37] Kingma, D. P. and Ba, J., “Adam: A
method for stochastic optimization,” in Proc.
arXiv:1412.6980 and presented at ICLR, 2015.
[38] Chollet, F. et al., “Keras,” https://github.
com/keras-team/keras, 2015.
[39] Wilcoxon, F., “Individual comparisons by ranking
methods,” Biometrics Bulletin, 1(6), pp. 80–83,
1945.
[40] Hochberg, Y. and Tamhane, A. C., Multiple Com-
parison Procedures, John Wiley and Sons, 1987.
Page 10 of 10
