Spatial navigation relies on visual landmarks as well as on self-motion information. In familiar environments, both place and grid cells maintain their firing fields in darkness, suggesting that they continuously receive information about locomotion speed required for path integration. Consistently, ''speed cells'' have been previously identified in the hippocampal formation and characterized in detail in the medial entorhinal cortex. Here we investigated speed-correlated firing in the hippocampus. We show that CA1 has speed cells that are stable across contexts, position in space, and time. Moreover, their speed-correlated firing occurs within theta cycles, independently of theta frequency. Interestingly, a physiological classification of cell types reveals that all CA1 speed cells are inhibitory. In fact, while speed modulates pyramidal cell activity, only the firing rate of interneurons can accurately predict locomotion speed on a sub-second timescale. These findings shed light on network models of navigation.
In Brief
Neurons coding for locomotion speed are theoretically required to perform path integration. Gó is and Tort show that in CA1, speed is encoded by inhibitory interneurons, but not pyramidal cells, shedding light on the network mechanisms of spatial navigation.
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INTRODUCTION
The ability to navigate across space is crucial for the survival of several species. To that end, the brain must be able to construct representations of past, present, and future locations and continuously compute information about the self and the environment (Ferbinteanu and Shapiro, 2003; Dragoi and Buzsá ki, 2006; Buckner, 2010; Buzsá ki and Moser, 2013; Sanders et al., 2015) . Current theories on spatial navigation assert that the brain uses two mechanisms for spatial coding: one conveying sensory inputs from environment landmarks (allocentric navigation) and another based on path integration or ''dead reckoning '' (O'Keefe, 1976; McNaughton et al., 1996; Whishaw and Brooks, 1999; Buzsá ki and Moser, 2013) . The latter does not depend on external stimuli but on integrating information about previous location, movement direction, and locomotion speed (egocentric navigation) (Whishaw, 1998; Buzsá ki, 2005; McNaughton et al., 2006) .
During the last decades, several neuronal correlates of spatial navigation have been discovered and localized to specific brain regions (Moser et al., 2008; Grieves and Jeffery, 2017) . Among them, the best-known examples are the place cells in the hippocampus (O' Keefe and Dostrovsky, 1971 ) and the grid cells in the medial entorhinal cortex (Hafting et al., 2005) . Given their periodically repeating pattern of spatial firing, grid cells have been suggested to take part in path integration (Hafting et al., 2005; Fuhs and Touretzky, 2006; McNaughton et al., 2006) . Consistent with this, neurons coding for speed have been previously found in the medial entorhinal cortex (Sargolini et al., 2006; Wills et al., 2012) and recently studied in more detail (Kropff et al., 2015; Hinman et al., 2016; Ye et al., 2018) . Place cells, on the other hand, would signal allocentric spatial relationships, and the primary drive for their place-selective firing would stem from sensory information such as visual landmarks (O'Keefe and Conway, 1978; O'Keefe and Speakman, 1987) . Evidence for this comes from experiments showing that place fields shift coherently along with changes in the orientation of spatial cues (O'Keefe and Conway, 1978; Muller and Kubie, 1987; Sharp et al., 1990) . Nevertheless, place cells also exhibit place-selective firing in darkness when animals explore familiar environments (McNaughton et al., 1989; Quirk et al., 1990) , suggesting that they are also capable of keeping track of animal position using self-motion information (McNaughton et al., 1996; Knierim et al., 1998) .
Adjacent structures of the hippocampal formation and the medial septum are likely to convey the hippocampus with information about head direction and locomotion speed (Taube et al., 1990; Lever et al., 2003; Hafting et al., 2005; McNaughton et al., 2006; Fuhrmann et al., 2015; Ye et al., 2018) . Similar to the medial entorhinal cortex (Sargolini et al., 2006; Wills et al., 2012) , hippocampal neurons have also been shown to exhibit spiking activity correlated with speed (McNaughton et al., 1983; Wiener et al., 1989; O'Keefe et al., 1998; Zhang et al., 1998; Czurkó et al., 1999 Czurkó et al., , 2011 Hirase et al., 1999; Ekstrom et al., 2001; Nitz and McNaughton, 2004; Maurer et al., 2005) . These previous studies, however, typically reported average neuronal firing rates as a function of speed and did not consider whether hippocampal neurons would code for speed on a short timescale, nor did they investigate the robustness of hippocampal speed coding across time, space, and contexts. Of note, though mostly focused on entorhinal cortex neurons, the study of Kropff et al. (2015) has also reported speed cells with similar characteristics in the hippocampus.
Given the renewed interest in speed coding in the entorhinalhippocampal network (Kropff et al., 2015; Hinman et al., 2016; Ye et al., 2018) , in the present work we sought to perform a thorough characterization of speed-correlated firing in the hippocampus. Our results confirm and expand previous reports by showing that (1) speed cells exist in the dorsal CA1, (2) speed coding by the firing rate of CA1 neurons is stable across space, elapsed time, and contexts, (3) CA1 speed coding occurs within theta cycles, and (4) CA1 speed cells exclusively comprise interneurons. While the latter finding contrasts with previous reports showing speed-correlated firing of hippocampal pyramidal cells (e.g., McNaughton et al., 1983; Wiener et al., 1989; Czurkó et al., 1999; Hirase et al., 1999; Ekstrom et al., 2001; Maurer et al., 2005 ), here we demonstrate that in open fields, such correlations are only apparent when averaging firing rate values over fixed speed bins, but not on the finer timescale of animal behavior. Consistently, (5) only the firing rate of interneurons, but not of pyramidal cells, accurately predicts locomotion speed in the open field on a sub-second timescale. Moreover, we further show that (6) although pyramidal cells exhibit speedcorrelated firing in a linear track task, such correlations can be explained by spatial coding along with the interdependence of space and speed due to the nature of the task (i.e., animals stereotypically run fastest in the middle of the linear track and slowest on the edges). Our findings thus show that while speed may modulate CA1 pyramidal cell activity, it is only truly encoded by the firing rate of inhibitory interneurons.
RESULTS
Speed Cells in the Dorsal CA1
To search for the neuronal correlates of locomotion speed in the dorsal hippocampus, we analyzed the activity of CA1 single units while freely moving rats (n = 3 animals) wandered in a square open-field arena (n = 62 sessions) or ran back and forth on a linear track (n = 101 sessions). Figure 1A shows a representative example of an animal trajectory in the square arena plotted along with 10% of the spikes of a CA1 neuron; note that this neuron fired all over the arena. Figure 1B depicts by means of heatmaps the time the animal spent on each position of the square arena, its average locomotion speed, and the spatial firing rate map of the neuron. In this session, the animal spent most of the time in two different locations, noticeable by either the warm colors in the spatial occupancy map, which indicate large occupancy times, or the cold colors in the spatial speed map, which indicate low speeds. Interestingly, the firing rate of the example neuron was also lowest at these same locations, suggesting that locomotion speed modulated its spiking activity. To investigate this possibility, we computed time series of locomotion speed and firing rate (see Method Details in STAR Methods). As shown in Figure 1C , visual inspection of the time series revealed remarkably similar variations in speed and firing rate. Pearson's correlation analysis confirmed a highly significant linear correlation between these variables (r = 0.62, p < 10 À20 ; Figure 1D ). As in previous work (Kropff et al., 2015) , we define the speed score of a neuron as the Pearson's correlation coefficient between the time series of its firing rate and locomotion speed. Therefore, in this square arena session, the example neuron had a speed score of 0.62 ( Figure 1D ). Figure 2 shows a second example of a CA1 neuron driven by speed in another animal during a 90-min-long session in the square arena. Similar to the previous example, there is a clear resemblance between the spatial distribution of speed and neuronal firing rate ( Figure 2A ). The correlation between firing rate and locomotion speed using data from the whole session revealed a speed score of 0.61 ( Figure 2C , leftmost panel). To test if the speed coding of this neuron depended on spatial location, we divided the square arena into six subregions ( Figure 2B ) and computed correlation coefficients between firing rate and locomotion speed (i.e., speed scores) using only periods in which the animal was inside each subregion. As shown in Figure 2C , the firing rate of the neuron correlated with speed within all arena subregions. Moreover, speed scores were remarkably similar, ranging from 0.53 to 0.67. This result indicates that the firing rate of this CA1 neuron coded for speed alone and not for particular features of the arena. We next investigated whether speed coding would depend on the time elapsed since the beginning of the session. Correlations between speed and firing rate computed for nine non-overlapping 10-min blocks revealed stable speed scores across the session ( Figure 2D , leftmost panel). Moreover, speed scores were also stable when further restricting the time block analysis to each arena subregion (Figure 2D) . Therefore, the speed coding by firing rate was stable across space and time.
The example neurons in Figures 1 and 2 are representative of a subpopulation of CA1 neurons, hereafter referred to as ''speed cells.'' Namely, the distribution of speed scores across all 644 CA1 neurons with average firing rate > 0.3 Hz in the square arena was bimodal, with a prominent peak near 0 and a smaller bump centered around 0.45 ( Figure 3A ). Interestingly, a small minority of cells exhibited negative speed scores. Figure 3B shows three examples of surrogate distributions of speed scores (see Method Details) along with the actual speed score for cells whose firing rate had non-significant (top), negative (middle), and positive (bottom) correlations with speed. At the group level, the observed distribution of speed scores was skewed to the right compared to the pooled distribution of surrogate speed scores ( Figure 3A) . In this work, we operationally defined speed cells as neurons having absolute speed score greater than 0.3. Note that this threshold is much more conservative than a definition solely based on surrogate distributions ( Figures 3A and 3B ). The choice of this conservative threshold was justified because (1) it separated well the large and small peaks in the actual distribution of speed scores ( Figure 3A) ; (2) all absolute speed scores above this threshold were highly significant when compared to surrogate distributions; and (3) we wanted to avoid spurious correlations due to spatial influences such as place field traversals. (Clearly, place cells spike at higher rates when the animal runs across the place field than during immobility; in turn, this leads to weak correlations between firing rate and speed that are deemed significant by surrogate-based statistics.) Under this more stringent definition, we found that 93/644 (14%) of CA1 neurons were speed cells. As the example cell in Figure 2 , the vast majority of defined speed cells were stable across time ( Figure 3C ) and space ( Figure 3D ).
Speed Coding within Theta Cycles
Theta oscillations (5-10 Hz) robustly appear in hippocampal local field potentials (LFPs) when rats perform voluntary movements (Buzsá ki, 2005; Buzsá ki and Moser, 2013) . Previous studies have shown that the frequency of the LFP theta rhythm increases with locomotion speed (S1awi nska and Kasicki, 1998; Hinman et al., 2011) . Moreover, it has also been well documented that the spiking activity of hippocampal neurons may oscillate at theta frequency and that the LFP theta phase modulates spiking probability (Frank et al., 2001; Buzsá ki, 2002; Klausberger et al., 2003) . Therefore, the changes in the firing rate of CA1 speed cells may relate to the changes in theta frequency with speed, in which a higher number of theta cycles per unit of time would consequentially lead to a higher number of spikes per unit of time, an effect referred to as ''oscillatory coding'' (Hinman et al., 2016) . Alternatively, the increase in firing rate with speed could also occur within theta cycles. In this scenario, CA1 speed cells would emit more spikes per theta cycle as a function of speed irrespective of theta frequency, which defines ''rate coding'' (Hinman et al., 2016) . We next investigated whether rate coding would underlie the firing rate changes of CA1 speed cells. The top panel of Figure 4A shows the standard autocorrelogram of a CA1 speed cell exhibiting theta-rhythmic firing, and the middle panel shows the speed-binned auto-correlogram, which depicts normalized spiking probabilities for different speeds (see Method Details). Notice that theta-rhythmic firing by this neuron occurred at all speeds. Moreover, as with the LFP theta rhythm ( Figure 4A , bottom panel), theta-rhythmic firing increased in frequency with speed (as inferred from the shorter period between the probability peaks), suggestive of oscillatory coding (Hinman et al., 2016) . Nevertheless, to test for rate coding, we next counted the number spikes emitted per theta cycle when controlling for locomotion speed. As shown in Figure 4B , the spike count per theta cycle increased with animal speed; moreover, such increase was proportional to the increase in firing rate with speed. This example neuron is representative of the population of CA1 speed cells. Namely, at the group level, we found that the slope of spike counts per theta cycle versus speed was positive and highly correlated with the slope of firing rate versus speed (r = 0.98, p < 10 À40 ) ( Figure 4C ). Therefore, we conclude that CA1 speed cells display a genuine rate coding of speed: their firing rate increases proportional to locomotion speed irrespective of changes in LFP theta frequency.
CA1 Speed Cells Are Interneurons
The firing rate maps of the representative CA1 speed cells in Figures 1 and 2 show that spikes occurred all over the square open-field arena. Moreover, notice in the scatterplots of Figures  1, 2 , and 4 that all example CA1 speed cells displayed high firing rate. Low spatial selectively and high firing rate characterize the spiking activity of inhibitory interneurons in CA1 (Frank et al., 2001) . In contrast, CA1 pyramidal cells tend to emit lowfrequency spikes with higher spatial information (McNaughton et al., 1983; Frank et al., 2001 ). These observations strongly suggest that CA1 speed cells are interneurons. To investigate this possibility, we used an identification of pyramidal cells and interneurons based on spike cross-correlograms (CCGs) ( Figure 5A ; Fujisawa et al., 2008; Mizuseki et al., 2009) . Figures 5B-5F show results obtained for all pyramidal neurons and interneurons recorded in the square open-field arena that could be identified under the CCG analysis. As expected, neurons physiologically identified as interneurons had a higher firing rate and narrower spike width than neurons identified as pyramidal cells ( Figure 5B ). Interestingly, we found that virtually all CA1 units classified as speed cells in the square arena were interneurons (Figures 5C-5F). Accordingly, from a total of 77 cells physiologically identified as CA1 interneurons, 61 (79%) were considered speed cells. In contrast, only 1 of the 279 (0.36%) physiologically identified pyramidal cells was classified as speed cell in the square arena ( Figure 5F ). Cross-correlations between the time series of firing rate and locomotion speed further revealed that the firing rate changes of CA1 speed cells lagged changes in speed by 64.8 ± 22.9 ms, which was significantly different from zero (t(61) = À2.826, p = 0.0064; Figure S1 ). On the other hand, Figure 2B ). Q, quadrant; E, edge; C, center.
neurons not classified as speed cells had a mean lag between firing rate and speed not statistically different from 0 (pyramidal cells: t(277) = 0.768, p = 0.44; other interneurons: t(15) = À2.105, p = 0.053), though these cells exhibited a much wider distribution of cross-correlation lag values than the speed cells ( Figure S1 ). In all, we conclude that CA1 speed cells are interneurons and that their firing rate tends to follow-more than leadchanges in locomotion speed.
Pyramidal Cells Are Modulated by Speed but Do Not Encode It
Earlier studies have consistently shown that the firing rate of pyramidal cells increases with speed (McNaughton et al., 1983; Wiener et al., 1989; Czurkó et al., 1999; Hirase et al., 1999; Ekstrom et al., 2001; Maurer et al., 2005) . Therefore, at first glance the results above-which indicate that pyramidal cells are not speed cells-seem to be at odds with previous literature. However, it should be noted that here we have measured the correlation between the time series of instantaneous firing rate and locomotion speed, which has recently been used to define speed cells in the medial entorhinal cortex (Kropff et al., 2015) . This contrasts with the cited studies that have measured the average firing rate of pyramidal cells as a function of speed but have not assessed for firing rate correlations with speed at the timescale of animal behavior.
As shown in Figures 6A and 6B, we were able to reproduce the dependency of the average firing rate of CA1 pyramidal cells on speed when analyzing square arena sessions, thus consistent with previous studies (McNaughton et al., 1983; Wiener et al., 1989; Czurkó et al., 1999; Hirase et al., 1999; Ekstrom et al., 2001; Maurer et al., 2005) . However, notice in Figure 6A that while the average firing rate is highly modulated by speed (red lines), no apparent correlation can be inferred from the scatterplots of instantaneous speed versus firing rate (gray dots; compare with the scatterplots of speed cells in Figures 1, 2 , and 4). Therefore, while we could confirm that the firing rate of pyramidal cells depends on speed, our results also show that pyramidal cell activity at best only weakly correlates with instantaneous changes in locomotion speed in the open field ( Figures  5D, 5E , and 6A).
To further elucidate this matter, we next investigated whether it was possible to decode the time series of animal speed from CA1 neuronal activity using linear decoders (see Kropff et al., 2015 and Method Details) . As expected, locomotion speed could be well decoded from the instantaneous firing rate of CA1 units defined as speed cells, and decoding accuracy tended to increase with the number of analyzed speed cells (Figures 6C and 6D ; see also Figure S2 ). On the other hand, locomotion speed in the square open-field arena could not be properly decoded from the instantaneous firing rate of pyramidal cells ( Figure 6C ). Accordingly, decoding accuracy was much lower when using the firing rate of pyramidal cells compared to speed cells, irrespective of the number of analyzed cells ( Figure 6D ). Interestingly, speed cells exhibited higher speed scores and decoded speed better even after down-sampling spikes in such a way as to make them have the same low firing rates as pyramidal cells ( Figure 6E ). Therefore, despite the increase in average firing rate with speed exhibited by both interneurons and pyramidal cells ( Figure 6B ; see also Maurer et al., 2005) , we conclude that in the open field, only interneurons that are speed cells, but not pyramidal cells, can accurately encode speed at the sub-second timescale.
Pyramidal Cells Spuriously Correlate with Speed in the Linear Track
Figures 1, 2, 3, 4, 5, and 6 showed results for CA1 neurons recorded from animals wandering in the square open-field arena. We next investigated for speed-correlated firing in the linear track. As in the square arena, we found that the majority (64%) of physiologically identified interneurons fulfilled the operational definition of speed cell in the linear track ( Figures 7A and 7D , top rows). Moreover, by restricting the analysis to neurons that were recorded within the same day in both the square and linear arenas, we found that 82% of speed cells classified in the square arena were also considered speed cells in the linear track (Figure S3) . Therefore, these results indicate that speed coding in the dorsal CA1 is stable across different contexts. However, we saw a different picture when analyzing the spiking activity of physiologically identified pyramidal cells. While their instantaneous firing rate did not correlate with speed in the square open-field arena (Figures 5 and S1 ), 35% of the pyramidal cells exhibited speed-correlated firing in the linear track ( Figures 7A and 7D ). To gain insight into why some pyramidal cells would be considered speed cells only in the linear track but not in the open field, we next investigated their firing rate correlation with speed separately for left and right runs. The motivation for this is that most place cells have unidirectional place fields in the linear track, that is, they exhibit spatial-selective firing only when the animal runs in one of the directions (McNaughton et al., 1983; Muller et al., 1994) . Figure 7B shows a place cell that had a place field during leftward runs (top left panel); also shown is the average animal speed as a function of space for each running direction (bottom left panel). As expected from the nature of this task, the animal's speed stereotypically depended on space, being very low on the edges of the linear track where animals were rewarded and high otherwise. We reasoned that the mutual dependence between speed and space in the linear track might lead to spurious correlations between speed and firing rate for place cells. By spurious we mean that these cells would not genuinely code for speed, and the apparent correlation would instead be due to place fields at locations associated with high locomotion speeds. Consistent with this possibility, notice back in Figure 7A that the example pyramidal cell spiked either at very high and very low rates during high locomotion speeds, which suggests run periods inside and outside the place field, respectively.
If the interdependence between speed and position accounts for the high speed scores observed for some pyramidal cells in the linear track ( Figure 7D ), the speed-correlated firing should follow spatial coding and be mostly unidirectional. On the other hand, if pyramidal cells truly code for speed, their speed-correlated firing should not depend on running direction. Our further analysis revealed evidence for the first possibility: notice in Figure 7B (right panel) that the average firing rate of the example place cell only increased with speed for the preferred running direction (defined as the direction of highest firing rate). At the group level, we found that pyramidal cells exhibited much higher speed scores for the preferred rather than the nonpreferred direction (mean r preferred: 0.270 ± 0.014, nonpreferred: 0.065 ± 0.012, t(322) = 13.5, p < 10 À32 , paired t test; Figure 7C , bottom), and only 23% of the speed cells defined in the preferred direction were bidirectional. In stark contrast, the speed scores of interneurons did not depend on running direction (mean r preferred: 0.378 ± 0.030, non-preferred: 0.388 ± 0.028, t(85) = À0.807, p = 0.42, paired t test; Figure 7C , top), and 90% of the speed cells were bidirectional, a statistically significant higher proportion than for pyramidal cells (c 2 (1) = 72.94, p < 0.00001).
Our results thus indicate that only interneurons code for speed in the linear track and that the speed-correlated firing of pyramidal cells is spurious and due to the entanglement of speed and position in this task. To further corroborate this conclusion, we next simulated computational models of speed and place cells using real behavioral data from linear and square arena sessions ( Figures S4 and S5 ). In the simulations, the firing rate of the model place cells was solely determined by the instantaneous position of the animal, obtained from real data. Analogously, the firing rate of the model speed cells was solely determined by the instantaneous animal speed. As shown in Figure 7E , simulation results were largely consistent with the conclusion reached above: (1) model speed cells had high speed scores in both open field and linear track simulations; (2) no model place cell correlated with speed in the open field, but half of them were considered speed cells in the linear track even though no speed coding was programmed for these cells (see Figure S5 for simulation results of mixed cell types). Finally, we employed a recently described statistical modelbased approach (Hardcastle et al., 2017) to infer speed and positional coding by interneurons and pyramidal cells in each arena. Under this framework, the spike train is modeled as a Poisson process of either fixed mean or variable mean dependent on the instantaneous speed and/or position of the animal. In the latter case, the mean rate of the Poisson process is set as the exponential of a linear combination of speed and positional variables (see Method Details), hence these models have been referred to linear-nonlinear-Poisson (LN) models (Hardcastle et al., 2017) . Different LN models are used to fit the spiking activity of real neurons, whose coding properties can then be inferred by comparing the log likelihood increase (LLHi) in relation to a Poisson model of fixed firing rate and predictive performance across models (Hardcastle et al., 2017) .
We first validated the utility of the LN model approach using simulations of speed and place cell models. Cells were considered to have no coding preference when the LLHis for LN position models and LN speed models were not statistically significantly higher than 0. Otherwise, cells were classified according to the magnitude and significance of the LLHis. As expected, the firing rate of simulated speed cells was better predicted by LN speed models-that is, statistical models whose Poisson rate takes into account the instantaneous speed of the animal ( Figure S6 ). Conversely, simulated place cells were better predicted by LN position models, irrespective of the arena (Figure S6) . When applying this statistical approach to real spiking data, most interneurons had a higher LLHi for LN speed models in both the square arena (71%) and linear track (75%), and only 10%-15% displayed a higher LLHi for LN position models; 9%-18% were not significantly modulated by position or speed. In stark contrast, the vast majority of pyramidal cells had a higher LLHi for LN position models in both the square arena (94%) and linear track (88%), while just 6% in either arena did not display coding preference. No pyramidal cell had a higher LLHi for LN speed models in the square arena, and only 6% had a higher LLHi for speed in the linear track. Taking into account all cells irrespective of the significance of the LLHis, in both arenas the percentage of cells whose firing rate was better predicted by speed was high for interneurons (73%) and low for pyramidal cells (0%-9%) ( Figure S7 ). In all, this model-based statistical approach reveals a preferential encoding of speed by interneurons and of space by pyramidal cells, thus consistent with the conclusions reached above through the analysis of correlation coefficients.
DISCUSSION
To the best of our knowledge, we have here performed the most thorough analysis of speed-correlated firing in the dorsal hippocampus to date. Our results show that a subpopulation of hippocampal neurons has a firing rate highly correlated with speed at the sub-second timescale. In line with recent work (Kropff et al., 2015) , we referred to these neurons as speed cells. We found that the speed-correlated firing of CA1 speed cells occurs in two different contexts, irrespective of exact position in space and elapsed time. Moreover, the firing rate changes of speed cells tended to follow, more than lead, the changes in locomotion speed. Perhaps of most importance for network models of navigation, our results indicate that the subpopulation of CA1 speed cells is exclusively comprised of inhibitory interneurons. This central conclusion was achieved because (1) virtually no pyramidal cell correlated with speed in the open field arena and (2) the speed-correlated firing of some pyramidal cells in the linear track could be accounted for by spatial coding along with the mutual dependence of animal position and speed in this arena.
At first glance, our main conclusion may seem at odds with numerous reports of firing rate correlations with speed by both pyramidal cells and interneurons (McNaughton et al., 1983; Wiener et al., 1989; O'Keefe et al., 1998; Zhang et al., 1998; Czurkó et al., 1999 Czurkó et al., , 2011 Hirase et al., 1999; Ekstrom et al., 2001; Nitz and McNaughton, 2004; Maurer et al., 2005) . A main methodological difference, however, is that we have explored for firing rate correlations with speed at the sub-second scale in which changes in locomotion occur, while previous studies have mostly focused on the average firing rate. Here we were able to reproduce the finding that the average firing rate of both pyramidal cells and interneurons is modulated by speed, even in the open field ( Figure 6 ). However, the speed correlation of the instantaneous firing rate of pyramidal cells was much weaker than that of interneurons, and locomotion speed in the open field could only be reliably decoded from interneurons (Figure 6 ). In the linear track, we saw a different picture in which the firing rate of 35% of pyramidal cells correlated with speed, but further analysis showed that such correlation could be explained on other grounds than speed coding (Figure 7) .
Indeed, when first analyzing the results, it called to our attention that the apparent speed coding by pyramidal cells would occur just in one type of arena (linear track) but not the other (open field) and would depend on running direction. This led us to conclude that it was more parsimonious to ascribe such speed-correlated firing to a by-product of place coding along with the fact that speed and position cannot be disentangled in the linear track due to the nature of the task, which required animals to run back and forth between the end goals. For instance, place cells with place fields in the middle of the track, where the animals display highest speeds in this task, will be considered speed cells by the speed score definition. Consistent with this, computer simulations using the actual behavior of the animal showed that the firing rate of emulated place cells with no programmed speed coding also correlates with speed in the linear track but not in the open field (Figure 7) . Moreover, statistical LN models showed that the vast majority of pyramidal cells preferentially encoded position in the linear track, and not speed, with the opposite happening for interneurons ( Figure S7 ).
Although neuronal activity correlated with speed had been previously reported in the medial entorhinal cortex (Sargolini et al., 2006; Wills et al., 2012) , speed coding in the hippocampal-entorhinal system has only more recently been better characterized (Hinman et al., 2016; Kropff et al., 2015; Pé rez-Escobar et al., 2016; Ye et al., 2018) . Namely, Kropff et al. (2015) showed that the medial entorhinal cortex has neurons whose firing rate linearly correlates with speed and called them speed cells, a nomenclature also adopted here (see below for discussion). They further showed that these neurons differed from grid and head direction cells, suggesting a functionally dedicated group (but see Hardcastle et al., 2017) , and that they were stable across contexts. Importantly, Kropff et al. (2015) have also reported cells with similar characteristics in the hippocampus. Further consistent with our results, in a recent follow-up study, the same group reported that a large proportion of entorhinal cortex speed cells are fast-spiking interneurons (Ye et al., 2018; see also Pé rez-Escobar et al., 2016) . Moreover, they showed that a subset of speed-modulated GABAergic neurons project directly to the hippocampus (Ye et al., 2018) . Interestingly, a main difference between the two regions is that the hippocampal speed cells better correlate with immediate past speeds (À65 ms; Figure S1 ; see also Kropff et al., 2015) , while speed cells in the entorhinal cortex display prospective coding-that is, their firing rate correlates better with immediate future speeds (+60 ms; Kropff et al., 2015) . These findings, however, should be interpreted with care since the video frames were acquired with a temporal resolution of 33-20 ms (30-50 Hz fps).
It is worth noticing that we have used a much more conservative threshold for defining speed cells (jrj > 0.3) than the one based on surrogate data used in recent studies (Kropff et al., 2015; Pé rez-Escobar et al., 2016; Ye et al., 2018) . This more stringent threshold was motivated by the verification of a clear bimodal distribution of speed scores, which would not be well separated by the surrogate-based threshold (Figure 3) . Moreover, excitatory cells of the entorhinal-hippocampal system have weak but positive correlations with speed ( Figure 5E ; Ye et al., 2018) , likely because they are most active during traversals of their spatial receptive field, thus causing a positive bias for higher activity during locomotion. We believe the use of less conservative thresholds may account for the inclusion of excitatory cells in the population of speed cells in the entorhinal cortex studies (Kropff et al., 2015; Pé rez-Escobar et al., 2016; Ye et al., 2018) .
The definition of neuronal encoding is often linked to the capacity of decoding information from neuronal activity (i.e., to neuronal decoding). That is, in practice, a neuron is considered to encode information about a given feature if it is possible to retrieve this information from the analysis of its spike train (Bialek et al., 1991; Quian Quiroga and Panzeri, 2009; Rieke, 1999; Rolls and Treves, 2011; Stanley, 2013) . In this sense, the present work employed the same operational definition as in most of the current neuroscience research: since animal speed could be successfully decoded from the firing rate of hippocampal speed cells, these cells were interpreted as encoding information about speed. However, it may be too simplistic to assume that a valueencoding process takes place solely based on correlations between external variables and neuronal activity (Wiener et al., 1989) . Instead of encoding the scalar value of speed, the hippocampal interneurons may be only modulated by speed. Judging whether information is value encoded also depends on knowing how such a code-if existent-is read by downstream neurons, a challenging and seldom tackled question in neuroscience (Buzsá ki, 2010; Stanley, 2013) . Thus, as long as neuronal coding and decoding are dual definitions, it is impossible to operationally separate encoding from modulated activity, and the natural question as to whether inhibitory interneurons provide an actual speed signal is at present difficult to solve. In any case, it is clear that speed does affect local networks through the activity of interneurons.
We also note that the nomenclature employed here and in other recent studies-namely of calling neurons whose instantaneous firing rate has high correlation with speed as speed cellsmay not be the most appropriate one. We opted to use this notation for the sake of convenience; clearly, speed cells reads much faster than ''neurons whose firing rate correlates with speed.'' But aside from the convenience of notation, we do not mean to imply that speed cells only code (if they code) for speed. For instance, we here showed that hippocampal speed cells are interneurons, and, in fact, speed modulates a large proportion of local GABAergic cells ( Figure 5 ). Inhibitory interneurons are well known to have several functions, such as control of input and output activity of pyramidal cells, generation of oscillatory activity, and segregation of cell assembly sequences (Freund and Buzsá ki, 1996; Klausberger and Somogyi, 2008; Pelkey et al., 2017) . Thus, the speed cells certainly play many more roles in addition to conveying speed-modulated inhibition to the local network. Of note, similar terminology has been previously employed for other types of neurons, such as ''place cells,'' which are known to code for much more than only position (Aronov et al., 2017; Eichenbaum, 2000; Wood et al., 2000) .
Neurons of the hippocampal formation have been previously linked to both allocentric-and egocentric-based spatial navigation (Buzsá ki and Hartley et al., 2014; Moser et al., 2008) . Theoretically, path integration can be achieved from the knowledge of the initial position, locomotion direction, and traveled distance . To estimate the latter, speed must be integrated over elapsed time. Accordingly, models of path integration assume the existence of a speed signal impinging on specific neurons (Burak and Fiete, 2009; Couey et al., 2013; Fuhs and Touretzky, 2006; McNaughton et al., 2006; Navratilova et al., 2012) . While the sparse spiking of pyramidal cells would make them well suited for position coding, the high firing rates of GABAergic interneurons may be instantaneously adjusted according to locomotion speed and would thus provide the required signal to the network. Interestingly, we found that speed cells decode speed better than pyramidal cells even after controlling for differences in firing rate ( Figure 6E ), likely because interneurons tend to be active all over the arena. Of note, the CA1 speed cells were not modulated by movement direction (not shown). Therefore, for speed cells to play a role in path integration, the speed information conveyed by them should be combined with the directional information provided by head-direction cells. Under this scenario, path integration would not be a function of a unique cell type but would require downstream reader neurons to integrate multiple sources of information.
Our results are consistent with a recent computational model of phase precession (Chadwick et al., 2016) . This model was able to account for the speed dependence of the rate of change in the spiking theta phase of place cells as the animal traverses the place field, in which the temporal slope of phase precession is steeper for faster speeds. In turn, the variable temporal slope allows for a fixed relation between spiking theta phase and position at different running speeds (Huxter et al., 2003; Geisler et al., 2007) . The model results crucially relied on the activity of interneurons, which were predicted to receive excitatory inputs dependent on speed (Chadwick et al., 2016) . Consistent with this possibility, glutamatergic cells of the medial septum were recently shown to provide CA1 interneurons with a depolarizing drive that increases with running speed (Fuhrmann et al., 2015) . Neurons modulated by speed in other subcortical structures such as the mammillary bodies, habenula, and interpeduncular nucleus could potentially contribute (Sharp and Turner-Williams, 2005; Sharp et al., 2006) . Regardless of the source of excitation, by demonstrating their high modulation by speed, our results support the idea that the activity of inhibitory interneurons in CA1 would allow for flexible timescales of theta spiking sequences (Chadwick et al., 2016) .
On average, pyramidal cells spiked more with running speed (Figure 6 ). This result is seemingly discrepant with the positive speed correlation exhibited by most speed cells (Figures 3  and 5) , which are interneurons and should thus inhibit pyramidal cells at higher speeds. Possible solutions to this conundrum include network scenarios in which (1) both interneurons and pyramidal cells receive a common, speed-dependent excitatory drive, (2) the firing rate of interneurons is primarily determined by the activity of pyramidal cells at the population level (which would provide a higher net excitation with higher speeds), or (3) synaptic connections among inhibitory interneurons lead to a disinhibition of pyramidal cells. Evidence for the latter scenario has been reported by Fuhrmann et al. (2015) , who showed that interneurons located in stratum oriens and alveus, such as oriens-lacunosum moleculare (OLM) cells, are excited by septal glutamatergic neurons and in turn inhibit interneurons in stratum radiatum and stratum lacunosum-moleculare that mediate feedforward inhibition onto pyramidal cells. However, the recordings analyzed here targeted the pyramidal cell layer, and it is thus likely that the speed cells also comprised fast-spiking, parvalbumin-positive basket cells that provide perisomatic inhibition. Actually, since a high percentage of interneurons were classified as speed cells (Figures 5, 7, S1 , and S7), we believe the CA1 speed cell population included multiple interneuron subtypes. This is consistent with the fact that the preferred spiking theta phase varied among speed cells ( Figure S1 ).
Our findings are also consistent with a recent study in awake head-fixed mice that tracked neuronal activity through Ca +2 imaging (Arriaga and Han, 2017) . They found that Ca +2 fluctuations of most interneurons (>74%) were positively correlated with speed while the animals navigated in a virtual environment and that speed modulated both parvalbumin-and somatostatin-positive interneurons located in different hippocampal layers, which is to say that speed modulated different morphological subtypes of interneurons. Interestingly, the fluorescence signals were anticorrelated with speed for $14%-18% of cells (Arriaga and Han, 2017) , a higher percentage than the 8.6% of ''negative'' speed cells found here (8/93; Figure 3 ). Also similar to our findings, the imaging results showed that the speed correlations of Ca +2 fluctuations were stable over time and different virtual environments. In summary, we have shown that inhibitory interneurons, and not pyramidal cells, are likely to convey a reliable rate-coded speed signal to the hippocampus, which is stable across contexts, position in space, and elapsed time. This finding should shed new light on network models of spatial navigation.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Data from three male Long-Evans rats (250-400 g) were analyzed. The experiments were approved by the Institutional Animal Care and Use Committee of Rutgers University.
METHOD DETAILS
We analyzed recordings of hippocampal neuronal activity generously made available by the Buzsá ki laboratory through the Collaborative Research in Computational Neuroscience data sharing website (http://crcns.org, hc-3 dataset). Detailed descriptions of the experimental procedures can be found in previous publications (Diba and Buzsá ki, 2008; Mizuseki et al., 2009 Mizuseki et al., , 2013 Mizuseki et al., , 2014 . All protocols were approved by the Institutional Animal Care and Use Committee of Rutgers University. Below we describe the analytical methods employed by us, and, for convenience, also the relevant experimental procedures from the original publications (microdrive implantation, spatial arenas, data acquisition, spike detection and sorting, and neuron type classification).
Microdrive implantation
Three male Long-Evans rats (250-400 g) were implanted with a 4-or 8-shank silicon probe (200-mm inter-shank distance) attached to a microdrive in the right dorsal hippocampus. Each shank had 8 recording sites (160 mm 2 each site; 1-3 MU impedance). Shanks were aligned parallel to the septotemporal axis (angled at 45 parasagittal), and centrally positioned at À3.5 mm AP and 2.5 mm ML. Two stainless steel screws implanted above the cerebellum served as indifferent and ground electrodes. Shank positioning was verified histologically.
Spatial arenas
We selected from the hc-3 dataset all rats that (1) had CA1 units and (2) were recorded in both the square and linear arenas. Accordingly, we analyzed CA1 activity from three rats (ec013, ec014, ec016) over 163 sessions: 62 sessions were recorded in a 180-cm sided square arena (''bigSquare''; 45, 4 and 13 sessions for each rat, respectively), and 101 sessions in an elevated 250-cm x 7-cm linear arena (''linear''; 90, 2 and 9 sessions, respectively). In the square open-field arena, animals chased for randomly dispersed drops of water or pieces of Froot Loops ($25 mg Kellogg's); in the linear arena, animals ran back and forth for 30 mL water reward on both ends.
Data acquisition
Neuroelectrophysiological recordings were performed using a 128-channel DataMax system (16-bit resolution; RC Electronics). Signals were amplified (1,000 X), filtered between 1 and 5,000 Hz, and acquired continuously at 20,000 Hz. Local field potentials (LFPs) were obtained by decimating original signal to 1,250 Hz. Animal behavior was video-recorded through a camera mounted on the top of the arena (30 frames per second). The animal position was tracked from the XY coordinates of two light-emitting diodes on the headstage and was interpolated to 39.0625 Hz.
Spike detection and sorting
The original signal was filtered between 800 and 5,000 Hz and its root mean square (RMS) was computed. Spike detection threshold was defined as five times the standard deviation from the mean RMS over sliding windows of 0.2 ms. Waveforms were interpolated to REAGENT 
Recording selection
For neurons with multiple recordings in the same arena (i.e., ''linear'' or ''bigSquare''), we selected the recording session in which the neuron elicited the highest number of spikes.
Speed score and speed cell definitions The instantaneous animal speed was computed as the displacement of the animal tracking between two consecutive frames divided by the inter-frame interval (25.6 ms). The speed time-series was obtained by smoothing the instantaneous animal speed with a 1D-Gaussian with 250-ms standard deviation. The firing rate time series was obtained by smoothing spike counts over inter-frame intervals with the same Gaussian. The speed score of a neuron was defined as the Pearson's product-moment correlation coefficient (Pearson's r) between the time series of its firing rate and animal speed. In Figure 3 , surrogate speed scores were obtained by computing the Pearson's r between animal speed and the firing rate time series randomly circularly shifted between ± 90 s. Speed cells were operationally defined as neurons whose absolute speed score for the square arena was greater than 0.3. We opted to use this operational definition, which is more conservative than a surrogate-based threshold, because (1) the bimodality in the distribution of observed speed scores can be separated at 0.3 (see Figure 3A) , and (2) a surrogate-based threshold (e.g., 4 SD from the surrogate mean) would give rise to speed cells with very low speed scores, which likely correspond to a by-product of place-field firing.
Scatterplots of speed versus firing rate
For the sake of visibility, the gray dots in the scatterplots of speed versus firing rate shown in Figures 1D, 2C , S3A, S3B, and 4B depict only 10% of the data, selected at random. The black circles and lines display the quantiles 25, 50 and 75 computed using all data within overlapping speed bins (bin width = 6 cm/s, bin step = 2 cm/s).
Spatial heatmaps
We constructed heatmaps to visualize the spatial distribution of (1) animal time occupancy, (2) animal speed and (3) neuronal firing rate. To that end, for each heatmap we summed 2D-Gaussians with 5-cm standard deviation centered in the XY tracking coordinates with volumes equal to the (1) inter-frame interval, (2) animal speed or (3) firing rate associated to each tracking sample. The heatmaps were plotted using 100 3 100 bins.
Analysis of speed cell stability across space and time To assess if speed coding by firing rate is stable across space, in Figures 2C and 3D we computed speed scores using only data for when the animal was within a specific subregion of the square arena: either in each of its four quadrants (90 cm x 90 cm), or in a square central area (120 cm x 120 cm), or in the 30-cm edge strip (see Figure 2B ). To assess time stability, in Figure 3C speed scores were computed using data from 10-minute blocks within the same session. In Figure 2D , speed scores were computed using data within 10-minute blocks when the animal was located in a specific arena subregion.
Speed-binned autocorrelogram
To compute the speed-binned autocorrelograms shown in Figure 4A , we linearly interpolated animal speed to match the LFP sampling rate (1,250 Hz) and counted neuronal spikes at the same resolution. The interpolated speed time series was binned into overlapping bins (bin width = 5 cm/s, bin step = 2 cm/s). For each speed bin, we only considered periods of at least 625-ms in which the animal's speed did not outmatch the corresponding speed range for more than 125 ms. Next, for each selected period we computed the LFP and spike count autocorrelograms. Finally, the speed-binned autocorrelograms were obtained by plotting the mean autocorrelograms for each speed bin, normalized by its integral.
Spike count per theta cycle
To compute the number of spikes per theta cycle, we bandpass filtered the LFP between 4 and 12 Hz. For each session, we selected the electrode with the highest theta power. The instantaneous theta phase was obtained from the analytical representation of the signal based on the Hilbert transform. Downward crossings defined boundaries between theta cycles. For each theta cycle, we computed the mean animal speed and the number of spike counts per neuron.
Neuron type classification
We inherited the neuronal type classification as provided along with the hc-3 dataset, which was performed as described in Mizuseki et al. (2009) . In brief, hippocampal neurons were classified as either pyramidal neurons or interneurons based on waveform width, mean firing rates and auto-correlograms (Sirota et al., 2008) . Moreover, monosynaptic interactions between pairs of neurons were inferred by the analysis of cross-correlograms as described in detail in Fujisawa et al. (2008) . In Figures 5, 6 , 7, S1, and S7, we only considered neurons that were confirmed to be excitatory or inhibitory by the latter cross-correlogram analysis.
Linear decoders
In Figures 6 and S2 , we built linear models using animal speed and firing rates as response and predictor variables (Kropff et al., 2015) . For these analyses, animal speed and firing rates were averaged over 1 s non-overlapping bins. For each session, the first 350 samples were used for training the model and the following 150 samples for testing. In Figure 6D , the number of neurons employed varied from one to four in a given session. The number of models for each session was determined by all possible combinations of cells. For each model, the ''decoding accuracy'' was defined as the Person's r squared (r 2 ) computed between observed and predicted speeds. In Figure S2 , training and testing samples were derived from either the same or different sessions, as labeled; the mean decoding error was defined as the average difference between predicted and observed speeds. In Figure 6E , before computing single cell decoding accuracy and speed scores as above, we randomly down-sampled spikes in order to make the two cell types have the same average firing rate, as indicated in the x axis. This procedure was performed 100 times for each cell and fixed firing rate value. For the statistical analysis (mean, SEM and t test), we used the average value of a cell as a sample.
Computational models of place and speed cells
We used original behavioral data (position and speed) to simulate the instantaneous firing rate of model place and speed cells, derived from a Poisson process of mean l. For each recorded session, the animal position was binned into 10-cm wide bins and the instantaneous speed into 8 quantiles. For model place cells, the mean firing rate (l place ) was solely a function of space, determined by a ''spatial tuning curve.'' For model speed cells, the mean firing rate (l speed ) was a function of speed, determined by a ''speed tuning curve.'' Different model cells were simulated using different tuning parameters. In the square arena, the spatial tunings were 2D-Gaussians with center coordinates (x,y)˛{(90,90),(126,54),(18,90),(18,18)} (cm,cm) and standard deviation (s x ,s y ) {(45,45), (27, 27) ,(9,9)} (cm,cm); in the linear arena, we used 1D-Gaussians with x˛{70,125,236} cm and s x˛{ 45,27,9} cm. The speed tuning curves were sigmoid functions with rising constant of 20 cm/s and half constant˛{20,35,50} cm/s in the square arena and˛{20, 45, 70} cm/s in the linear arena. Finally, for both l place and l speed , the tuning curves were normalized such that the maximal and minimal values (l min ,l max )˛{(0,1),(0,10),(0,40),(40,80)} (Hz,Hz). In Figures S4 to S6 , we also investigated mixed neuron types, in which the mean firing rate was first set to l s:p = sl speed + pl place , with (s,p)˛{(4,0),(3,1),(2,2),(1,3),(0,4)} and then normalized to achieve the desired (l min ,l max ) values. Simulated firing rates were analyzed in the same way as the actual firing rates.
Linear-nonlinear algorithm
To control for the ethological interdependence of spatial position and speed (e.g., speed is lowest on the edges of the linear arena), in Figures S6 and S7 we used the linear-nonlinear (LN) statistical model described in Hardcastle et al. (2017) . LN models can be used to quantify the dependence of the firing rate on position and speed isolatedly or in combination (Hardcastle et al., 2017) . Briefly, LN models estimate the mean firing rate of a neuron as the exponential of the weighted sum of the analyzed variables. For models that take into account both position and speed, mean neuronal activity is estimated as: R = expðP Ã w p + S Ã w s Þ; while R = expðP Ã w p Þ or R = expðS Ã w s Þ for single variable models. R is a T x 1 vector of mean firing rate values, T the number of 25.6-ms time bins, P and S are T x n p and T x n s matrices, where n p is the number of position bins (n p = 36 and 50 for the square and linear arenas, respectively) and n s the number of speed bins (we used 7 evenly distributed speed bins). Each column (a time bin) of P or S has one entry equal to 1 at the bin corresponding to the animal position or speed and 0 otherwise; w p and w s are weight column vectors with n p and n s rows. These weights are learned through an optimization algorithm that maximizes the Poisson loglikelihood (Hardcastle et al., 2017) . Predicted firing rate time series are generated through Poisson processes with mean rate parameter at each time bin determined by R. Model performance is characterized by the log-likelihood increase (LLHi) of the data under the model in relation to a Poisson model of fixed firing rate, and by the accuracy (r 2 ) of the model in predicting the real spiking activity of the neuron. To compute the latter, the spike counts generated by the model were smoothed as the actual data. Implementation was done by adapting codes available at https://github.com/GiocomoLab/ln-model-of-mec-neurons/ (last commit on 29 October 2017).
QUANTIFICATION AND STATISTICAL ANALYSIS
Speed scores were defined as the Pearson product-moment correlation coefficient between the time series of locomotion speed and firing rate. The surrogate distributions of speed scores shown in Figure 3 were obtained by computing the Pearson correlation coefficient between animal speed and the firing rate time series randomly circularly shifted between ± 90 s. Speed cells were operationally defined as neurons whose absolute speed score was higher than 0.3. The p values associated with the Pearson's correlation coefficients shown in Figures 1D, 2C , 2D, and 4C were obtained using Student's t distributions (function corr.m in MATLAB).
The cross-correlation lags in Figure S1 were compared against zero using one-sample t tests. Mean decoding accuracy obtained for pyramidal cells and interneurons ( Figures 6D and 6E ) was compared with two-sample t tests. In Figure 7C , the speed scores for the preferred and non-preferred directions were compared with paired t tests; the proportion of bidirectional speed cells among interneurons and pyramidal cells were compared using a chi-square test. In all statistical analyses, p < 0.05 was considered to be statistically significant. Unless noted otherwise, data from individual neurons were considered as samples.
DATA AND SOFTWARE AVAILABILITY
The HC3 dataset has been deposited in the CRCNS (http://crcns.org/data-sets/hc/hc-3).
