We provide a general probabilistic framework within which we establish scaling limits for a class of continuoustime stochastic volatility models with self-exciting jump dynamics. In the scaling limit, the joint dynamics of asset returns and volatility is driven by independent Gaussian white noises and two independent Poisson random measures that capture the arrival of exogenous shocks and the arrival of self-excited shocks, respectively. Various well-studied stochastic volatility models with and without self-exciting price/volatility co-jumps are obtained as special cases under different scaling regimes. We analyze the impact of external shocks on the market dynamics, especially their impact on jump cascades and show in a mathematically rigorous manner that many small external shocks may tigger endogenous jump cascades in asset returns and stock price volatility.
Introduction
Affine stochastic volatility models have been extensively investigated in the mathematical finance and financial economics literature in the last decades. In the classical Heston [32] model the volatility process follows squareroot mean-reverting Cox-Ingerson-Ross [11] process. The Heston model introduces a dynamics for the underlying asset that can take into account the asymmetry and excess kurtosis that are typically observed in financial assets returns and provides analytically tractable option pricing formulas. However, it is unable to capture large volatility movements. To account for large volatility movements, the model has been extended to jump-diffusion models by numerous authors. Bates [7] adds a jump component in the asset price process. Barndorff-Nielsen and Shephard [6] consider volatility processes of Ornstein-Uhlenbeck type driven by Lévy processes. Affine models allowing for jumps in prices and volatilities are considered in Bakshi et al. [5] , Bates [7] , Duffie et al. [15] , Pan [53] and Sepp [55] , among many others. Empirical evidence for the presence of (negatively correlated) co-jumps in returns and volatility is given in, e.g. Eraker [19] , Eraker et al. [20] , and Jacod and Todorov [39] .
In a standard jump model with arrival rates calibrated to historical data, jumps are inherently rare. Even more unlikely are patterns of multiple jumps in close succession over hours or days. Large moves, however, tend to appear in clusters. For example, as reported in Aït-Sahalia et al. [1] "from mid-September to mid-November 2008, the US stock market jumped by more than 5% on 16 separate days. Intraday fluctuations were even more pronounced: during the same two months, the range of intraday returns exceeded 10% during 14 days." Jump clusters can also be observed in the volatility. Figure 1 displays the evolution of the Chicago Board of Exchange VIX index and indicates up movements of more than 2.5% in daily closing values for the above mentioned period; on 26 out of 49 days, the index jump up by 2.5% or more. Bates [8] argues that the dramatic decline in futures prices on Monday, October 19, 1987 , from the previous Fridays closing value "was the result of an estimated 34 jumps" in volatility.
Jump clusters over time have been discussed in the financial econometrics literature by many authors including Aït-Sahalia et al.
[1], Fulop et al. [25] , Lee and Mykland [49] , Maheu and McCurdy [51] , and Yu [56] . Among the most relevant papers for our work are the ones by Andersen et al. [2] and Bates [8] . They consider continuous-time models of self-exciting price/volatility co-jumps in intradaily stock returns and volatility. Every small intradaily jump substantially increases the probability of more intradaily cojumps in volatility and returns, and these multiple price jumps can accumulate into the major outliers in daily returns. Bates [8] finds "that multifactor models with both exogenous and self-exciting but short-lived volatility spikes" substantially improve model fits both in-sample and out-of-sample. He also shows that such models provide more accurate predictions of implied volatility. A similar conclusion on implied volatilities was reached in the recent work by Jiao et al. [42] . In order to account for self-exiting jump dynamics one needs to leave the widely applied class of Lvy jump processes. Lvy processes have independent increments and hence do not allow for any type of serial dependence. Hawkes processes are capable of displaying mutually exciting jumps. Originally introduced by Hawkes [29, 30] to model the occurrence seismic events, Hawkes processes have received considerable attention in the financial mathematics and economics literature as a powerful tool to model financial time series in recent years; we refer to Bacry et al. [4] and references therein for reviews on Hawkes processes and their applications to science and finance. On the more mathematical side, a series of functional limit theorem and large deviation principles for Hawkes processes and marked Hawkes processes has recently been established by, e.g. Bacry et al. [3] , Gao and Zhu [26, 27] , and Karabash and Zhu [44] . Horst and Xu [36] introduced Hawkes random measures in order to study limit theorems for limit order book models with self-exciting cross-dependent order flow. In [35] they established functional limit theorems for marked Hawkes point measures with homogeneous immigration under a light-tailed condition on the arrival dependencies of different events. Under a light-tailed condition on the arrival dependencies of different events, Jaisson and Rosenbaum [40] proved that the rescaled intensity process of a Hawkes process converges weakly to a Feller diffusion and that the rescaled point process converges weakly to the integrated diffusion. Under a heavytailed condition they proved that the rescaled point process converges weakly to the integral of a rough fractional diffusion; see [41] . Their result provides a microscopic foundation for the rough Heston model; see [16, 17] .
Motivated by the recent empirical works on stochastic volatility models with self-exciting jumps, we provide a unified microscopic foundation for stochastic volatility models with price/volatility co-jumps based on Hawkes processes. Many of the existing jump diffusion stochastic volatility models including the classical Heston model [32] , the Heston model with jumps [7, 15, 53] , the OU-type volatility model [6] , the multi-factor model with self-exciting volatility spikes [8] and the alpha Heston model [42] are obtained as scaling limits under different scaling regimes. As such, our work contributes to the rich literature on scaling limits for financial market models 1 as well as to the growing literature on Hawkes processes by establishing novel scaling limits for Hawkes systems. Our analysis uses the link between Hawkes processes and continuous-state branching processes (CB-processes). The extinction behavior of CB-processes as analyzed in Grey [28] is of particular interest to us as it allows us to study the impact duration of external shocks on order flow. Branching processes are a particular class of affine processes. Affine processes have been widely used in the financial mathematics literature. Duffie et al. [14] define an affine process as a time-homogeneous Markov process, whose characteristic function is the exponential of an affine function of the state vector under a regularity assumption. They showed that this type of process unifies the concepts of continuous-state branching processes with immigration (CBI-processes) and Ornstein-Uhlenbeck type processes (OU-processes). They also provide a rigorous mathematical approach to affine processes, including the characterization of affine processes in terms of admissible parameters (comparable to the characteristic triplet of a Lévy process). Dawson and Li [12] provide a construction of affine process as the unique strong solution to a system of stochastic differential equations with non-Lipschitz coefficients and Poisson-type integrals over some random sets. Keller-Ressel [46] considers the long-term behavior of affine stochastic volatility models, including an expression for the invariant distribution. He also provided explicit expressions for the time at which a moment of given order becomes infinite. We shall repeatedly draw on the results in [12, 14, 46] .
We consider a microstructure model of a financial market with two types market orders that we refer to as exogenous orders and induced orders, respectively. We think of exogenous orders as exogenous shocks; they arrive at an exogenous Poisson dynamics. Exogenous orders generate a random environment for the arrival of induced orders. Induced orders arrive according to a marked Hawkes process with exponential kernel. The marks represent the magnitudes by which the orders change prices as well as their impact on the arrival rate of future induced order flow. In particular, jumps in prices and/or volatility may trigger cascades of child-jumps and hence volatility clusters. Jump cascades are particularly likely to occur after large exogenous shocks. Figure 2 shows the evolution of the CBOE VIX index from 1990 to 2019; the time series clearly displays the occasional occurrence exogenous shocks. Apart from the already mentioned clustering of jumps during the hight of the global financial crisis there seem to be further jump clusters, for instance after the 1998 Russian and the 2011 Eurozone debt crisis.
Our first main contribution is to analyze the genealogical decomposition of the benchmark model, and to anlayze the impact duration of large external shocks on induced order flow. To this end, we provide a decomposition of the benchmark model as the sum of a sequence of independent self-enclosed sub-models that describe the impact of exogenous shocks on induced order flow. We then provide four regimes for the long-run impact of an exogenous shock to the market dynamics. The impact of an exogenous shock will last forever with positive probability in the supercritical case and vanish at an exponential rate in the subcritical case. In the critical case the impact duration of external shocks is heavy-tailed despite the exponential decay of individual events on future dynamics.
Our second main contribution is a scaling limit for the benchmark model when the frequency of order arrivals tends to infinity and the impact of an individual order on the market dynamics tends to zero. Depending on the choice of scaling parameters, various well-known jump-diffusion stochastic volatility models are obtained in the scaling limit. Different to the arguments in [40] on the convergence of nearly unstable Hawkes processes, we give sufficient conditions on the model parameters that guarantee the existence of a non-degenerate scaling limit based on the link between Hawkes proceses and branching particle systems. Loosely speaking, we require the convergence of the sequence of branching mechanisms. From this, we conclude that the sequence of generators converges to a limiting generator when restricted to exponential functions. Since the linear span of exponential functions is not dense in the domain of the limit generator, methods and technique based in the convergence of generators can not be applied to establish the convergence of the rescaled sequence of market models. Instead, we use general convergence results for infinite dimensional stochastic integrals established in Kurtz and Protter [48] . Their methods have previously been applied to prove diffusion approximations for limit order book models in [34] . We prove that the rescaled sequence of market models converges in distribution to the unique solution of a stochastic differential equation driven by two independent Gaussiam white noise processes, a Poisson random measure that describes the arrivals of large exogenous shocks and an independent Poisosn random measure that describes the dynamics of endogenously induced self-excited jumps.
Our third main contribution is to analyze the genealogical decomposition of the limiting jump-diffusion volatility model. We provide an economically intuitive decomposition in terms of three sub-models. The first sub-model is self-enclosed and captures the impact of all events prior to time 0 on future order flow. The second sub-model describes the cumulative impact of the exogenous shocks of positive magnitude on the market dynamics; this submodel can be further decomposed into a sequence of self-enclosed sub-models that capture the impact of individual shocks. The third sub-model is the most interesting one. This self-enclosed sub-model describes the impact of exogenous shocks "of insignificant magnitude" on the market dynamics. Specifically, in the scaling limit large exogenous shocks translate into jumps while vanishingly small exogenous shocks translate in a well defined sense into a non-trivial mean-reversion level of the stochastic volatility process that keeps the volatility bounded away from zero at all times. Due to the dependence of the jump arrivals on the volatility process, this shows in a mathematically rigorous manner how many small exogenous events may trigger endogenous jump cascades. Our decomposition is very different from that in [42] . They decompose the volatility process into a truncated variance process plus a variance process that captures all jumps larger than some threshold. Unlike ours, their sub-models are not self-enclosed and do not classify jumps by their origin.
Finally, we analyze the distribution of jumps of different magnitudes and different origins in the scaling limit. We give an explicit expression for the joint distribution of the number and magnitudes of jumps induced by an exogenous shocks of given size and the time of the last induced jump in terms of the unique continuous solution to a Riccati equation with singular initial condition. We also show that exogenously (by exogenous shocks) and endogenously (by the volatility) triggered jump cascades share an important characteristic. In both cases, on average the proportions of the total number of jumps triggered by a given time is the same 2 . The number of jumps triggered by an external shock, however, scales linearly in the magnitude of that shock. As a result, jump cascades triggered by external shocks will usually comprise more jumps than those triggered endogenously and thus trigger more dense jump clusters. Figure 3 illustrates this effect. It shows the evolution of a sample path of our modle with (blue) and without (orange) external shocks. There are two external shocks; the times of the shocks originating from the external shocks are indicated by red dots. Light blue dots times of indicate endogenously triggered jumps. For our choice of parameters they are more evenly distributed across time.
The remainder of this paper is organized as follows. Our benchmark financial market model is introduced in Section 2. Its genealogical structure is analyzed in Section 3. The scaling result is established in Section 4. In this section we also show how various well studied stochastic volatility models can be obtained as scaling limits. The genealogical structure of the scaling is analyzed in Section 5.
Hawkes market model
In this section, we introduce a benchmark stochastic volatility model for which we drive a scaling limit in a later section. There are two types of buy/sell orders in our model that we refer to as exogenous orders and induced orders, respectively. Exogenous orders as orders that arrive at an exogenous Poisson dynamics ("exogenous shocks"). They 0  100  200  300  400  500  600  700  800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200 2300 2400 2500 2600 2700 2800 2900 3000 3100 3200 3300 3400 3500 3600 3700 3800 3900 4000 4100 4200 4300 4400 4500 4600 4700 4800 4900 V_0 generate a random environment for the arrival of induced orders. Induced orders will arrive at much higher frequencies than exogenous orders and follow a self-exciting dynamics.
In what follows all random variables are defined on a common probability space (Ω, F , P) endowed with filtration {F t : t ≥ 0} that satisfies the usual hypotheses.
The benchmark model
The arrivals of exogenous/induced market buy/sell orders are recorded by (F t )-random point processes {N e/i,b/s t : t ≥ 0} with respective arrival times {τ e/i,b/s k : k = 1, 2, · · · }. We denote by {J e/i,b/s k : k = 1, 2 · · · } the sequences of price changes (in ticks) resulting from exogenous/induced market buy/sell orders. For any time t ≥ 0, the (logarithmic) price P t is given by
where P 0 is the price at time 0 and δ is the tick size, i.e. the minimum price movement. We now formulate three assumptions on the order flow dynamics that greatly simplify the subsequent analysis but that do not change our main results on the occurrence of jumps and jump-cascades. First, we assume that price increments are conditionally independent. Assumption 2.1 Price changes are described by independent sequences {J
Second, we assume that price increments are uncorrelated. Assumption 2.2 For any l, l ∈ {e, i} and j, j ∈ {b, s},
Third, we assume that exogenous buy/sell orders arrive according to independent Poisson processes. Induced orders arrive according to Hawkes processes with β-exponential kernel for some β > 0. We assume that both past exogenous and past induced orders increase the arrival intensity of induced orders. 
Here, {µ t : t ≥ 0} is an F 0 -measurable functional-valued random variable that represents the impact of all the orders that arrived prior to time 0 on the arrival rate of future orders, and {X e/i,b/s k : k = 1, 2, · · · } are sequences of nonnegative random variables that represent the impact of each order arrival on the intensity process.
We now provide a stochastic integral representation of the price process in terms of marked Hawkes point measures as introduced in Horst and Xu [35] . To this end, we associate with each order a mark from the mark space U = R × R + . A mark comprises the amount by which the order changes the price (in ticks) along with its impact on the arrival intensity of future orders. Specifically, associated with the exogenous/induced order arrival process is a sequence {ξ 
Let {τ 
. From Horst and Xu [35] , we know that N H (dt, du) is a marked Hawkes point measure with homogeneous immigration. In particular, on an extension of the original probability space we can define a time-homogeneous Poisson random measure N i (ds, du, dz) on (0, ∞) × U × R + with intensity dsν i (du)dz that is independent of N e (ds, du) and satisfies 6) where B(U) is the collection of bounded functions on U. As a result, the price process {P t : t ≥ 0} and the intensity process {V t : t ≥ 0} can be represented as
7)
The preceding integral representation can be further simplified if we assumes that the impact of all the orders that arrived prior to time 0 on the arrival rate of future events decreases exponentially. Assumption 2.5 The process {µ t : t ≥ 0} satisfies µ t := V 0 · e −βt for any t ≥ 0.
Under the above assumptions, and using the fact that e −βt = 1 − t 0 βe −βs ds, the model (2.7)-(2.8) can be rewritten into
By Theorem 6.2 in [12] , there exists a unique U-valued strong solution {(P t , V t ) : t ≥ 0} to (2.9)-(2.10). We call this solution Hawkes market model with parameter (δ, β; ν e/i ). The solution is a strong Markov process whose infinitesimal generator A δ acts on any function f ∈ C 2 (U) according to
Examples
We now consider three specific examples. Within each example we clarify when co-jumps in prices and volatilities are negatively correlated. We revisit all three examples when anlayzing scaling limits. We say that an ( 
This implies that
with equality if λ 12 = 0, which holds if and only ξ 1 and ξ 2 are independent.
Example 2.6 (Exponential market model) For j ∈ {e, i} and some constants λ 
We say that an (Z + × R + )-valued random variable ξ = (ξ 1 , ξ 2 ) has a bivariate Pareto distribution P(α, θ) with parameters α > 0 and θ = (θ 1 , θ 2 ) ∈ (0, ∞) 2 if for any (k, x) ∈ Z + × R + ,
The probability law of ξ = (ξ 1 , ξ 2 ) is multivariate regularly varying with index α and
Example 2.7 (Pareto market model) For j ∈ {e, i} and some constants
In this case, we call the market model (2. 
We say that a (Z + × R + )-valued random variable ξ = (ξ 1 , ξ 2 ) has an exponential-Pareto mixing distribution with parameter (λ, α, θ) if for any (k, x) ∈ Z + × R + , and some q ∈ (0, 1) 
The genealogy of market dynamics
In this section, we analyze the genealogical structure of the market dynamics and establish a representation of the dynamics in terms of independent and identically distributed self-enclosed sub-models. Self-enclosed sub-models correspond to market models with no exogenous orders, except initial ones; they describe the impact of exogenous shocks on induced orders. Specifically, we call our market model self-enclosed if ν e (U) = 0; in this case, we denote the model by {(P 0,t , V 0,t ) : t ≥ 0}. In view of (2.9)-(2.10) it satisfies the following dynamics:
From the cluster representation of Hawkes process, we can decompose the Hawkes market model into a sum of self-enclosed models {(P k,t , V k,t ) : t ≥ 0} k≥1 . Associated to the sequences of arrival times and marks {(τ e k , ξ e k ) : k = 1, 2, · · · }, these sub-models satisfy (P k,t , V k,t ) = (0, 0) if t < τ e k , and for t ≥ τ e k ,
Theorem 3.1 The Hawkes market model {(P t , V t ) : t ≥ 0} defined by (2.9)-(2.10) admits the following decomposition:
Proof. It suffices to prove that the infinite sum is well defined and equals
, which solves
The sub-models {(P k,t , V k,t ) : t ≥ 0} k≥0 are self-enclosed, mutually independent and identically distributed: for any j, k ≥ 1,
As a result, the impact of exogenous orders on the market dynamics can be analyzed by analyzing the model {(P 0,t , V 0,t ) : t ≥ 0}. By [45, Theorem 1.1] the volatility process {V 0,t : t ≥ 0} is a continuous-state branching process. Arguments given by Grey [28] show that it tends to either 0 or ∞ as t → ∞. We show that this implies that the price process {P 0,t : t ≥ 0} either settles down or fluctuates strongly as t → ∞.
Remark 3.2
The case V 0,t → 0 is economically very intuitive. In the absence of exogenous shocks it seems reasonable to assume that prices settle down in the long run.
In order to study the long-run behavior of the price process {P 0,t : t ≥ 0}, we denote by T 0 its last jump time and for 0 ≤ a ≤ b ≤ ∞ we denote the number of jumps in the time interval [a, b) by J b a . That is,
The following theorem analyzes the joint distribution of (T 0 , J ∞ 0 ) in terms of the function
where t → φ t (λ) solves the Riccatti equation
Proof. From (3.19), we have
From the properties of generalized Poisson processes, we have
Moreover, conditioned on {T 0 ≤ t}, we have V 0,s = V 0,t e −β(s−t) for any s ≥ t, and
Putting all the above results together, we have
where
,
Taking expectations on both sides yields (3.23).
Corollary 3.4 We have T 0 < ∞ if and only if |J
Moreover, for any λ ≥ 0, the limit φ ∞ (λ) := lim t→∞ φ t (λ) exists, is the largest root of the function
and
Proof. The first result follows directly from the second. Indeed, |J ∞ 0 | < ∞ means that only finite jumps happen and so T 0 < ∞. Conversely, from (3.23) and the continuity of φ ∞ (λ), we have
We now prove the second result. For any λ ≥ 0, the function {φ t (λ) : t ≥ 0} is non-negative and non-increasing. Hence, the limit φ ∞ (λ) := lim t→∞ φ t (λ) exists. Applying the dominated convergence theorem to (3.23) yields
By (3.24), the process {φ t (λ) : t ≥ 0} satisfies the semigroup property φ t+s (λ) = φ t (φ s (λ)) for any s, t ≥ 0. Hence, for any t ≥ 0
Taking this back into (3.24), we have
which means that
It remains to show that φ ∞ (λ) is the largest root. The function g λ is smooth, strictly convex as ν i is supported on Z + × R + , and g λ (x) → ∞ if x → ∞. If λ > 0, then g λ (0) < 0 and hence g λ has a unique root. If λ = 0, then x = 0 is a root but there is a second one if g 0 (0) < 0. In this case, it follows from the continuity of g λ (x) in (λ, x) that φ ∞ (λ) decrease to φ ∞ (0) continuously as λ → 0+. This shows that φ ∞ (0) is the largest root of g 0 .
For the remainder of this section, we always assume that
The proof of Corollary 3.4 shows that this is the case if and only if the function g 0 has a strictly positive root and that this is the case if and only if
Economically,β describes the net decay in the long run of the impact of induced orders on the volatility: the impact of past orders is discounted at a rate β while new impact is added at a rate (1) The number of price changes tends to infinity as time increases, i.e. lim sup k→∞ J k+1 k → ∞ a.s.
(2) The price drifts to ∞, −∞ or oscillates if and only if
Proof. The first assertion has already been established. The second result follows from the fact that the intensity process V 0,t tends to either 0 or ∞ a.s. Indeed, conditioned on {T 0 = ∞}, we have lim sup t→∞ V 0,t > 0 and hence V 0,t → ∞ almost surely. Denote by τ 1 < τ 2 < · · · the jump times of the price process. Then τ k → ∞ a.s. as k → ∞ and it suffices to prove that the random walk P τ k = P 0 + Proof. Taking expectation on both sides of (3.20), we have
Solving this equation, we get
which is finite if and only ifβ > 0. In this case, we have
The following corollary provides four regimes for the long-run impact of an exogenous shock of magnitude (P 0 , V 0 ) to the market dynamics. As pointed out above, the economically interesting case isβ ≥ 0. The critical caseβ = 0 is particularly relevant. In this case, the impact of exogenous orders on induced ones is slowly decaying. In the scaling limit it corresponds to a loss of mean-reversion of the volatility process.
Corollary 3.7 There are the four regimes for the long-run impact of exogenous shocks of magnitude (P 0 , V 0 ) on induced order flow.
(1) Ifβ < 0, then as t → ∞,
(2) Ifβ > 0, then for any t > 0,
Proof. The first regime follows from Corollary 3.4 and 3.5. For other three regimes, from (3.23) we have
Thus, it suffices to consider the asymptotic behavior of φ t (0) as t → ∞. By (3.24) with λ = 0, we have
Thus, (2) follows from the fact that the integral term above is nonnegative. We now prove (3). If
From the monotonicity of {φ t (0) : t ≥ 0}, for any > 0 there exists t 0 > 0 large enough such that for any t ≥ 0,
Applying the nonlinear Grönwall's inequality, we have
which implies that
Similarly, we also have for any
This shows (3) as is arbitrary. For (4), from [10, Theorem 8.1.6], we have as λ → 0+,
As before, we also have as t → ∞,
The scaling limit
In this section, we consider the weak convergence of a sequence of rescaled market models. Our scaling limit provides a microscopic foundation for an array of stochastic volatility models including the classic Heston model, the Heston model with jumps, the jump-diffusion stochastic volatility model in [15] and the alpha Heston model in [42] .
Assumptions and asymptotic results
For each n ∈ N, we consider a market model {(P
) : t ≥ 0} of the form (2.9)-(2.10) with initial state (P
e/i ). Without loss of generality, we assume that all models are defined on the common filtered probability space (Ω, F , F t , P). We are interested in the weak convergence of the rescaled market models {(P (n) (t), V (n) (t)) : t ≥ 0} defined by
e (dγ n s, du)
where {γ n } n≥1 is a sequence of positive numbers that converges to infinity as n → ∞. The market models are driven by the Poisson random measures N (n) e and N (n) i whose respective compensators are given bŷ
In particular, the arrival rate of exogenous orders in the n-th market model is γ n , and the arrival rate of induced orders is nγ n 3 . This justifies our interpretation of induced orders as originating from high-frequency trading.
The third term on the right side of equation (4.1) is a two-dimensional, compound Poisson process. Its weak convergence has been extensively studied in the literature; see [38, Chapter VII] or [43, Corollary 15.20] . The following condition is necessary for its weak convergence.
We now give sufficient conditions on the parameters β (n) and ν (n) e/i that guarantee the existence of a non-degenerate scaling limit. Our arguments are based on the link between the benchmark model and general branching particle systems. By (2.11) the infinitesimal generator
By Corollary 8.9 in [21, p.232], the sequence of {(P (n) (t), V (n) (t)) : t ≥ 0} is weakly convergent if there exits an infinitesimal generator A with domain D(A) such that for any f ∈ D(A),
In what follows, we identify a candidate limit generator by analyzing the limit of the sequence A (n) f for the special case where f is the exponential function. To this end, let U * := iR × C − with iR := {i · x : x ∈ R} and C − := {x + i · y : (x, y) ∈ R + × R}, where i :=
Convergence as n → ∞ holds if all the four terms in the above sum are convergent. The first two terms converge if and only if the following condition holds.
3 Since order sizes are scaled by a factor 1 n , this suggests that exogenous orders will not generate a diffusive behavior in the limit; they only generate a drift and/or jumps. Induced orders, on the other hand, may well generate diffusive behavior. 4 We emphasize that γ = 0 is allowed. In Section 3 we consider the case γn = n as well as the case γn = n α for some α ∈ (0, 1).
We split the last two terms in (4.4) into four parts according to the direction of price movements. Specifically, let U ± = R ± × R + , and for j ∈ {+, −} and z ∈ U j let
The next condition guarantees that the remaining terms on the right hand side of equation (4.4) converge.
Condition 4.3 There exists a constant
± (·) converge to continuous functions G ± (·) and H ± (·) respectively, as n → ∞.
The following proposition provides an exact representation of the limit functions G ± (·) and H ± (·).
Proposition 4.4 Under Condition 4.3, the limit functions G ± (·) and H ± (·) have the following representations:
,2 is a symmetric, nonnegative definite matrix, and ( u ∧ u 2 )ν i (du) and
Proof. We prove the result for the function G + (·). All other results can be established in the same way. From Theorem 8.1 in [54] , the representation of G + (·) in terms of σ + andν i (du) is unique if it exists. For any n ≥ 1, let
which is a probability law on the compact space U + := U + ∪ {∞}. Thus, we can always find a subsequence that converges weakly to some limit probability law P i on U + . We notice that P i may have a point mass in 0. Among other things, we need to prove that P i {+∞} = 0. Let C := r ≥ 0 : P i { u = r} = 0 ; its complement is at most countable. For any r ∈ C, we put B r := {u ∈ U : u ≤ r} and decompose the function G
The weak convergence of {P (n)
i } n≥1 along with the fact that P i (∂B r ) = 0 (r ∈ C) implies that
By Condition 4.3, the sequences {θ (n) i , n ∈ N} and {β (n) , n ∈ N} are bounded. Hence, we may w.l.o.g. assume that
as n → ∞. If θ i = 0, the convergence of G (n) z implies G + = 0, due to the moment condition on the measures ν (n)
for some non-negative numbers c 0 (r) and c(r). As a result, for any z ∈ R 2 + (noting that u ≥ 0) it follows from (4.6) that
Since G + (·) is continuous by assumption and E(·, r) is continuous by the dominated convergence theorem, the function
u 2 ∧1 is continuous and hence P i is a probability law on U + , i.e. P i {∞} = 0. In particular,
Moreover, lim r→0+ lim n→∞ σ
Pi(du) u 2 ∧1 . Taking these back into (4.6), we have
Let a := (a 1 , a 2 ) = a + + a − , and σ := (σ jl ) = σ + + σ − , and for any z = (z 1 , z 2 ) ∈ U * , let 
as n → ∞. It will turn out that the infinitesimal generator A of the limit process does indeed act on f ∈ C 2 (U) according to
(4.14)
Remark 4.5 As pointed out in the proof of the previous proposition the measure P i may has a point-mass in 0. Likewise, the corresponding measure P e arising in the analysis of the functions H ± may have a point mass in 0 as well. If there are no point measures in zero, then σ ± , respectively a ± are zero. Loosely speaking, the quantities σ and a account for the arrival of infinitely many induced, respectively exogenous orders of "insignificant magnitude". This turns out to be very important for the analysis of the jump dynamics of the scaling limit.
Before we prove the weak convergence of the rescaled market models, we provide an alternative link between the parameters (1/n, β (n) ; ν i (dnu) < ∞ and there exist parameters (a ± , σ ± ,ν e/i ) such that the following holds.
(a) As n → ∞,
Proof.
A direct computation shows that conditions (a) and (b) imply the convergence of the terms (4.8)-(4.10) to continuous functions, which immediately implies the convergence of G (n) + to G + . Using the same arguments as in the proof of the previous lemma, the converse follows from direct computation using the convergence along a subsequence of {(P
Weak convergence
Since the linear span of the set {e z,· : z ∈ U * } is not dense in the space of continuous functions on U vanishing at infinity, which is a subspace of D(A), we cannot prove (4.3) directly. Instead, we prove the weak convergence of the rescaled market models using the general convergence results for infinite dimensional stochastic integrals established by Kurtz and Protter [48] . To this end, we consider the separable Banach space
Let the separable Banach space H := R 2 × L 1,2 (R + ) be endowed with norm · H defined by
Following Kurtz and Protter [48] , we say that an (F t )-adapted process
and {Y 2 (t) : t ≥ 0} are two R-semimartingales, and {Y 3 (t) : t ≥ 0} is an L 1,2 (R + ) # -semimartingale random measure on R + , i.e.
(
Let us recall the definition of stochastic integrals w.r.t. the H # -semimartingale Y. To this end, let S 0 H be the collection of H-valued, simple processes of the form
where 0 = t 1 < t 2 < · · · , and {ξ 1,k }, {ξ 2,k }, {ξ 2,k,i,j } are sequences of bounded, R-valued, (F t k )-adapted random variables, all but finitely many of which being zero. For any X ∈ S 0 H , the stochastic integral w.r.t. Y is defined as
LetĤ be the completion of the linear space S 0 H with respect to the norm · H , i.e. for any {X(t) : t ≥ 0} ∈Ĥ, there exists a sequence of simple processes {X n (t) : t ≥ 0} ∈ S 0 H such that for any T ≥ 0,
The stochastic integral for X(·) ∈Ĥ is then defined as
We say that a (F t )-adapted process {Y(t) : t ≥ 0} is a standard H
2 ) for any X ∈ S 0 H and
is stochastically bounded for each t ≥ 0. We are now ready to provide an alternative representation of the market model (4.1). For any t ≥ 0 and n ≥ 1, let us define
The process {Y 
# -martingale random measure on R + . We can rewrite the market model (4.1) as
where the function F :
In the next subsection, we prove the weak convergence of the sequence of integrators {Y (n) (t) : t ≥ 0} n≥1 in the space D([0, ∞); H # ). Subsequently, we show that this implies convergence of the market models.
Convergence of Y (n)
Since the elements of {Y (n) (t) : t ≥ 0} are mutually independent, it suffices to prove the weak convergence of the processes {Y 
2 ) as n → ∞, where
and N 1 (ds, du) is a Poisson random measure on (0, ∞) × U with intensity dsν e (du).
We now turn to the convergence of the sequence {Y (n) 3 (t) : t ≥ 0} n≥1 . Following Kurtz and Protter [48] we say that this sequence converges weakly to {Y 3 (t) : t ≥ 0} as n → ∞ and write
and any m ∈ N. The following lemma establishes the weak convergence. It uses the fact that 2σ is symmetric and nonnegative-definite so that the square root √ 2σ is well defined.
Lemma 4.8 Under Condition 4.2 and 4.3, we have that
martingale with the following representation:
Here, W 1 (dt, dx) and W 2 (dt, dx) are orthogonal Gaussian white noises on (0, ∞) 2 with intensities dsdx, N 0 (ds, du, dx)
is a Poisson random measure on (0, ∞) × U × R + with intensity dsν i (du)dx, and
Proof. We prove the weak convergence of {Y (n) 3 (f, t) : t ≥ 0} n≥1 for any f ∈ L 1,2 (R + ); the general case be proved in the same way. From Kurtz's criterion [21, p. 137] tightness of this sequence follows from the following estimate: for any t ∈ [0, 1] and > 0,
In order to verify this inequality, we first apply Jensen's inequality to get
Applying the Burkholder-Davis-Gundy inequality to the first expectation on the right side of the last inequality, this term can be bounded by
Moreover, the second term on the right side of the last inequality in (4.19) can be bounded by
Taking these two upper estimates back into (4.19) and using Condition 4.3 yields (4.18). We may hence assume that {Y (n) 3 (f, t) : t ≥ 0} n≥1 converges weakly in D([0, ∞); R 2 ) along a subsequence. By Skorokhood's representation theorem, we may actually assume almost sure convergence and need to prove that
The next step, then, consists in proving that the limit is a local martingale; subsequently we apply a general representation result for local martingales to conclude. In order to prove the local martingale property of the limit process, let A (n) f be the infinitesimal generator of the R 2 -valued martingale {Y
(4.20)
We can rewrite the two terms on the right side of the last equality as
From Proposition 4.6, as n → ∞ the first term on the right side of the equality above converges to 2 j,l=1
and the second term converges to
Hence, the generator A (n) f converges to the linear operator A f defined by 
3 (f,·) , we see that
is an (F t )-local martingale. Since 22) and because the last term is uniformly bounded in n, due to Condition 4.3, the process {M (n) t (f ) : t ≥ 0} is in fact a true martingale.
By the almost sure convergence in the Skorohood topology we know that Y (n) 3 (f, t) → Y 3 (f, t) a.s. for all but countably many t > 0. Thus, it follows from (4.21) and the dominated convergence theorem that
almost surely in the space C([0, ∞), C). This implies that for any z ∈ R 2 , We now prove the desired representation. The local martingale {Y 3 (f, t) : t ≥ 0} admits the the canonical representation 
and {M c t (f ) : t ≥ 0} is a continuous, R 2 -valued local martingale with quadratic covariation process
Similarly, for any f, g ∈ L 1,2 (R + ), we have
By [18, , there exist two orthogonal Gaussian white noise W 1 (ds, dx) and W 2 (ds, dx) on (0, ∞) 2 with density dsdx such that for any f ∈ L 1,2 (R + ),
By [37, Theorem 7.4] , there exists a Poisson random measure N 0 (ds, du, dx) on (0, ∞) × U × R + with intensity dsν i (du)dx such that
Taking these two representations back into (4.23) yields the desired result.
Uniform tightness and weak convergence of market models
The next steps towards the proof of the weak convergence of the market models is to prove that
is a sequence of uniformly tight standard H # -semimartingales. That is, the sequence {H Proof. We just prove that {H (n) 1 } n≥1 is uniformly stochastically bounded; the general case can be proved similarly. For any simple H-valued processes X,
Since sup s∈[0,1] X(s) H ≤ 1 a.s., we have |ξ 1,k |, |ξ 2,k |, |ξ 3,k,i,j | ≤ 2 a.s. for any k ≥ 1, i ≥ −1 and j ≥ 0. By Condition 4.2 there exists a constant C > 0 such that for any n ≥ 1,
and from the Markov inequality,
For the second term in (4.24), we have
e (dγ n s, du).
For any M > 0, we have
Applying Jensen's inequality to the first term on the right side of this inequality, it can be bounded by
Moreover, the second term on the right side of (4.26) can be bounded by
By Proposition 4.6(b), there exist constants C > 0 independent of M and C M > 0 such that for any n ≥ 1,
Altogether, this yields (4.27) which goes to 0 when first sending K and then M to ∞. We now consider the third term on the right side of (4.24). Applying Jensen's inequality again, we have
i (dγ n s, du, dnx),
Applying the Burkholder-Davis-Gundy inequality to the first term on the right side of the last inequality in (4.28), we have
Moreover, we also have
Along with the assumption that sup n≥1 nγ n U+ u 2 ∧ u ν
We are now ready to prove the weak convergence of the rescaled Hawkes market models.
Theorem 4.10 Under Condition 4.2 and 4.3, if (P
{(P (t), V (t)) : t ≥ 0} is the unique strong solution to the following stochastic system:
Proof. By [13, Theorem 2.5] the stochastic system (4.30) admits a unique strong solution (P, V ). In order to establish the convergence we recall that
The function F is unbounded and does not satisfy the requirements of [48, Theorem 7.5] . To overcome this problem, we use a standard localization argument; see [47] for details. Let
for ω ∈ D([0, ∞), R) and c > 0, and consider the equation
This system satisfies the assumptions of [48, Theorem 7.5] . Thus, as n → ∞, 
The process {(P (t), V (t)) : t ≥ 0} is a strong Markov process with infinitesimal generator A defined by (4.14). Standard arguments (see [37, Theorem 7 .1' and 7.4]) show that the limit process {(P (t), V (t)) : t ≥ 0} also can be represented as a stochastic integral driven by two Brownian motions.
Corollary 4.11
Let {B 1 (t) : t ≥ 0} and {B 2 (t) : t ≥ 0} are two Brownian motions with correlation coefficient ρ = σ12+σ21 √ σ11σ22 . The unique strong solution to the stochastic system
is a realization for the limiting market system. The solution is an affine process with characteristic function
where {ψ G t (z) : t ≥ 0} is the unique solution to the following Riccati equation
Examples
We now provide scaling limits for each of the examples considered in Section 2.2. We show that the rescaled market models converge to Heston-type stochastic volatility models with or without jumps, depending on the arrival frequency of large orders.
) : t ≥ 0} be an exponential market as defined in Example 2.6 with parameters (1/n,
as n → ∞. Let γ n = n. Then Condition 4.2 holds. The conditions in Proposition 4.6 hold as well with limiting parametersν
Since all order size distributions are light-tailed, there are no jumps in the scaling limit, and the limit model (4.31) reduces to the standard Heston volatility model
Next, we consider an exponential-Pareto mixing market model as defined in Example 2.8. In this case, we obtain the jump-diffusion Heston volatility model as analyzed in [15, 53] among many others in the scaling limit.
) and selecting mechanism q (n) e/i satisfying
and (4.34) as n → ∞. Let γ n = n. Then, Condition 4.2 as well as the conditions in Proposition 4.6 hold with limit parameters a ± , σ ± as defined in Example 4.12, withν i (U) = 0, and
where U b = U + and U s = U − . In this case, the limit stochastic system (4.31) reduces to the following jump-diffusion Heston volatility model:
where {N t : t ≥ 0} is a Poisson process with rate 1 and {(ξ e k,P , ξ e k,V ) : k = 1, 2, · · · } is a sequence of i.i.d. U-valued random variables with probability lawν e (du).
In the previous example co-jumps in prices and volatility emerged in the scaling limit as a result of occasional large exogenous shocks. The key assumption was that γ n = n. The following example considers the scaling limit for γ n = n α for some α ∈ (0, 1). Two types of jumps emerge in our limit: jumps originating from large exogenous orders as well as self-exciting child-jumps. For the special case where the induced orders do not contribute to the intensity of order arrivals, the child-jumps drop out of the model. In this case, the limiting volatility process reduces to a non-Gaussian process of Ornstein-Uhlenbeck type as analyzed in Barndorff-Nielsen and Shephard [6] 6 .
Example 4.14 (Stable-volatility model without diffusion) Let {(P 
Let γ n = n αe .Then Condition 4.2 as well as the conditions in Proposition 4.6 hold with the following limit parameters: a + = a − = 0, σ + = σ − = 0, and
6 Constant time-changes as allowed in Barndorff-Nielsen and Shephard [6] can easily be incorporated into our model.
In this case, the limit stochastic system (4.31) reduces to the following pure-jump model:
The dynamics (4.36) can be represented in more convenient way. Let Z αe (t) denote the third term on the right side of (4.36). By Theorem 14.3(ii) in [54] , {Z αe (t) : t ≥ 0} is an U-valued α e -stable processes. As for the last term, let us introduce a random measure N αi (ds, du) on [0, ∞) × U as follows: for any t ≥ 0 and U ⊂ U,
Standard computations show that its predictable compensator has the following representation:
Thus, N αi (ds, du) is a Poisson random measure on U with intensity dsν i (du) and the Lévy processes {Z αi (t) : t ≥ 0} defined by
is a compensated, U-valued α i -stable process. We can now rewrite (4.36) into
So far, we obtained jump-diffusion models with exogenous jump dynamics as well as pure jump models with endogenous jump dynamics as scaling limits. The next example combines both dynamics into a single model. We call this model generalized α-stable Heston volatility model. We assume that induced orders arrive at a rate n 2 as in Example 4.13. However, we now assume that large orders arrive with much higher probabilities. In Example 4.13 large exogenous and induced orders arrive at rate one per unit time. Now we assume they arrive at rate n α per unit time; despite the increased rate, their proportion among all orders will still be negligible in the limit. Several existing models are obtained as special cases. If the arrival intensity of induced orders depends on exogenous orders only, the model reduces to the stochastic volatility model studied in Barndorff-Nielsen and Shephard [6] . If, in addition, there are no jumps in the volatility, the model reduces to that analyzed in Bates [7] . The special case with no child-jumps and no exogenous jumps in prices corresponds to the model studied in Nicolato et al. [52] . The special case without exogenous jumps corresponds to the alpha Heston model that has recently been studied in Jiao et al. [42] . The multi-factor model of Bates [8] with both exogenous and self-excited shocks is also contained as a special case. ; α e/i , θ b/s e/i ) and selecting mechanism q (n) e/i satisfying that α e ∈ (0, 1), α i ∈ (1, 2), q
= n αe−1 and (4.34) holds as n → ∞. Let γ n = n, we see that Condition 4.2 and conditions in Proposition 4.6 hold with limit parameters a ± , σ ± defined in Example 4.12 and b,ν e/i (du) defined in Example 4.14. In this case, the limit stochastic system (4.31) reduces to
5 The genealogy of the limiting market dynamics 
the limit model can be decomposed into independent, self-enclosed sub-models in terms of the strong Markov processes induced by each of the exponential functions on the right side of the above equation.
(i) From the semigroup property of {ψ G t (z) : t ≥ 0} we conclude that the first term on the right side of (5.1) induces a Markov semigroup (Q 0,t ) t≥0 on U via
Applying the Kolmogorov consistency theorem and the relationship between the solution to (4.30) and its characteristic function (4.32), we see that the Markov process {(P 0 (t), V 0 (t)) : t ≥ 0} that solves
is a realization of the transition semigroup (Q 0,t ) t≥0 . This self-enclosed market model captures the impact of all events prior to time 0 on future order flow. We emphasize that the model is independent of the drift and that the volatility mean-reverts to the level zero if b 2 > 0.
(ii) Let {P e,t (·) : t ≥ 0} be the family of probability laws induced by second term on the right side of (5.1). The family of kernels (Q e,t ) t≥0 on U defined by Q e,t (u , du) := P e,t * Q 0,t (u , du) is a Markov semigroup. The Markov process {(P e (t), V e (t)) : t ≥ 0} that solves
is a realization of the transition semigroup (Q e,t ) t≥0 . We can interpret this model as describing the cumulative impact of the exogenous orders on the market dynamics. Again, this model is independent of the drift and the volatility mean-reverts to the level zero if b 2 > 0.
(iii) Let {P a,t (·) : t ≥ 0} be the family of probability laws induced by the last term on the right side of (5.1), and (Q a,t ) t≥0 be the Markov semigroup on U given by Q a,t (u , du) := P a,t * Q 0,t (u , du). The Markov process {(P a (t), V a (t)) : t ≥ 0} that solves
is a realization of the transition semigroup (Q a,t ) t≥0 . Unlike the two other sub-models this sub-model depends on the drift a. We can interpret this model as describing the impact of the drift of the volatility process on the market dynamics.
By the spatial-orthogonality of the Gaussian white noises W 1 (ds, du), W 2 (ds, du) and the Poisson random measure N 0 (ds, du, dx), the processes defined by (5.3)-(5.5) are mutually independent. Their sum equals the process (4.30).
Theorem 5.1
The following decomposition of the solution {(P (t), V (t)) : t ≥ 0} to (4.30) holds:
The sub-model {(P e (t), V e (t)) : t ≥ 0} can be decomposed into a sum of independent and identically distributed sub-models of the form (i). To this end, we denote by Q p,v the distribution of the process (5.3) with initial state (P (0), V (0)) = (p, v). Then,
The sub-model {(P a (t), V a (t)) : t ≥ 0} can also be decomposed into self-enclosed sub-models where the volatility process evolves as an excursion process selected by a Poisson random measure. In order to make this more precise, we put τ 0 (ω) := inf{t > 0 : and a Poisson random measure N a (ds, dω) on (0, ∞)×D 0 ([0, ∞), U) with intensity a 2 dsQ(dω) such that the stochastic system {(P a (t),V a (t)) : t ≥ 0} defined by
is Markov with respect to the filtration (E t ) t≥0 with E t := σ(N a ((0, s], U ) : s ∈ [0, t], U ∈ G t−s ) and has the same finite dimensional distributions as {(P a (t), V a (t)) : t ≥ 0}.
Remark 5.3 Let us benchmark our decomposition result against that of Jiao et al. [42] . The variance process studied in their paper is a special case of (5.5). By considering the jumps larger than some thresholdȳ > 0 as immigrations of a CB-process, they provided a decomposition for the variance processes as a sum of a truncated variance process V is not self-enclosed. Moreover, we believe that our decomposition results is economically more intuitive as it is based on the different origins of the jumps.
The sub-model
In this section we study the sub-model {(P 0 (t), V 0 (t)) : t ≥ 0}, that is, the impact of an exogenous shock of magnitude (P (0), V (0)) on the market dynamics. By [45, Theorem 1.1] and arguments given in [28] , the volatility process {V 0 (t) : t ≥ 0} is a continuous-state branching process, and P{lim t→∞ V 0 (t) ∈ {0, ∞}} = 1. Let
7 We construct such a measure Q(dω) in (A.7). 8 We emphasize that the assumption of a Poisson arrival of exogenous shocks was make for mathematical convenience and to better distinguish the effects of Poisson and Hawkes arrivals. An extension to Hawkes arrivals is not difficult be its first hitting time of 0. Since 0 is a trap for this process, V 0 (t) = 0 for all t ≥ T 0 almost surely. The following lemma can be viewed as an analogue of Corollary 3.4. It analyzes the impact duration of exogenous shocks on the market dynamics in terms of the function
Lemma 5.4 (Grey (1974) ) For any t > 0, P{T 0 ≤ t} > 0 if and only if there exists a constant ϑ > 0 such that
In this case, P{T 0 ≤ t} = exp{−V (0) · v t }, where {v t : t ≥ 0} is the minimal solution to the following Riccati differential equation
with singular initial condition v 0 = ∞. Moreover, P{T 0 < ∞} = exp − V (0) · v ∞ with v ∞ being the largest root of G 0 (x) = 0, and v ∞ = 0 if and only if
Remark 5.5 The integral condition (5.8) holds if, for instance, σ 22 > 0. In the absence of jumps, this condition is also necessary.
We now consider the distribution of the induced jumps with magnitude (p, v) ∈ (0, ∞) 2 or larger. To this end, let A := {u ∈ U : |u 1 | ≥ p, |u 2 | ≥ v}, let 
almost surely, and so
The indicator function is inconvenient when computing the expected value. To bypass this problem we use a result from He and Li [31] . Under the assumptions of Lemma 5.4, the event {T A ≤ r} has strictly positive probability for any r > 0. Conditioned on this event, the process {V 0 (t) : t ≥ r} almost surely equals the process {V A 0 (t) : t ≥ r} defined by
By Theorem 2.2 in [13] , V A 0 (t) ≤ V 0 (t) for all t ≥ r. In particular, under the conditions of Lemma 5.4, P{V A 0 (t) = 0} > 0 for all t > r. Using the fact that 0 is a trap for the volatility process, straightforward modifications of arguments given in the proof of [31, Theorem 3.1] show that for any t > r,
Using the dominated convergence theorem, and the fact that 10) and the function G
see Theorem 2.7 in Duffie et al. [14] for details. The following theorem shows that the distribution of the random variable (T 0 , T A , J A (T )) can be expressed in terms of the unique continuous solution to the Riccati equation (5.10) with singular initial condition, and the unique non-negative continuous solution to the Riccati differential equation 
Since {V 0 (t) : t ≥ 0} is conservative, so is {V We finally prove (5.13). For any t > r ≥ 0, it follows from (5.9) that
Following the standard arguments given in, e.g. proof of [14, Theorem 2.12], we have
Taking expectations on both sides of above equation, yields the desired result. 
(5.14)
Proof. From (5.13), for any λ ≥ 0, we see that φ 
The following corollary is the analogue of Corollary 3.5. It shows that the quantity b 2 is the analogue of the quantityβ introduced in equation (3.27); it determines whether or not the impact duration of an external shock is almost surely finite. The following corollary is the analogue of Corollary 3.7. It provides four regimes for the impact duration of exogenous shocks on the market dynamics. If the volatility strictly mean-reverts to 0, then the impact decreases exponentially. In the critical case b 2 = 0, the impact decays only slowly. From this and the proof of Corollary 3.7, we also can prove that the last two regimes for P{T A > t}.
Corollary 5.8 We have P{T
A < ∞} = P{J A (∞) < ∞} = exp{−V (0) ·v ∞ }, wherev ∞ is the largest root of G 0 (x) = 0. Moreover, P{T A < ∞} = P{J A (∞) < ∞} = 1 if and only if b 2 = G 0 (0) ≥ 0.
The sub-model {(P a (t), V a (t)) : t ≥ 0}
We now study the distribution of induced jumps in the system {(P a (t), V a (t)) : t ≥ 0} assuming that a 2 > 0. The analysis is much simpler than the preceding one because now the volatility process is recurrent. For any T > 0, let Taking expectation on both sides of (5.5), we also have Remark 5.12 Let us compare exogenously and endogenously triggered jump cascades assuming that the volatility process strictly mean-reverts and the arrival rate of exogenous socks λ e := ν e (U) is finite. By Corollary 5.9 exogenously triggered clusters with jumps in a set A arrive at rate λ eνi (A), and an external volatility shock of size V (0) triggers
b2 (1 − e −b2t ) jumps by time t > 0 on average. By contrast, endogenously triggered jump cascades arrive at a rate a 2νi (A) and each cascade comprises 1 b2 (1 − e −b2t ) jumps by time t > 0 on average. This shows that both cascades have the same "duration distribution" but that exogenously triggered cascades usually comprise more jumps immediately and hence cluster more heavily. This effect is illustrated by Figure 3 .
and hence the desired result.
By Lemma A.3, we have formally that Q(ω(t 1 ) ∈ du (1) , ω(t 2 ) ∈ du (2) , · · · ω(t n ) ∈ du (n) ) = lim u2→0 1 u 2 Q
• 0,t1 ((0, u 2 ); du (1) )Q
• 0,t2−t1 (u (1) , du (2) ) · · · Q
• 0,tn−tn−1 (u (n−1) , du (n) ), which shows that Q(dω) is supported on D 0 ([0, ∞), U). We refer to the proof of Theorem 6.1 in [50] for further details.
Proof of Theorem 5.2. It suffices to prove that (P a (t),V a (t)) is a Markov process with transition semigroup (Q a,t ) t≥0 on U. For this, it is enough to prove that for any 0 ≤ t 1 ≤ r ≤ t 2 , any z = (z 1 , z 2 ) ∈ U * and every E t1 -measurable C-valued random variable X t1 , E[X t1 · e z1Pa(t2)+z2Va(t2) ] = E X t1 · exp z 1 P a (r) + ψ From the definition of (E t ) t≥0 , we just need to prove this statement with Here we have got the desired result (A.8).
