Aspects of an integrated neural prediction system by Venema, Rieken Sjirk
  
 University of Groningen
Aspects of an integrated neural prediction system
Venema, Rieken Sjirk
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
1999
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Venema, R. S. (1999). Aspects of an integrated neural prediction system. Groningen: s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Samenvatting
Het centrale thema van dit onderzoek is de integratie van statistische methodieken en neurale
netwerken voor de voorspelling van tijdreeksen. Ondanks de enorme vooruitgang in de ana-
lyse van tijdreeksen de laatste decennia, is er nog steeds een aanzienlijke component aanwe-
zig waarin de expertise van de analyst bepalend is voor het behaalde resultaat, zoals in data
analyse, model specificatie en evaluatie van de uiteindelijke voorspeller. Vandaar wordt er
in dit proefschrift geprobeerd verschillende aspecten in het proces van initiële data analyse
naar model evaluatie toe te lichten en de gebruiker te helpen gefundeerde keuzes te maken
in dit proces.
Tijdreeksen zijn tijdsafhankelijke processen, waarin de toekomstige waarden van de reeks
een onbekende functie is van haar verleden en eventueel van karakteristieken van andere pro-
cessen. De predictie van een tijdreeks houdt in deze functie te benaderen aan de hand van de
beschikbare data. Als er een toereikende benadering is gevonden kan de onbekende toekoms-
tige waarde geschat worden uit de bekende waarden uit het verleden. Vele klassieke technie-
ken uit de statistische tijdreeksanalyse gaan uit van een Iineaire en stationaire beschrijving
van deze functie, d.w.z. een toekomstige waarde is een lineaire functie van waarden uit het
verleden en de belangrijkste statistische igenschappen van het proces veranderen iet in de
loop der tijd. In de praktijk gedraagt een tijdsafhankelijk proces zich echter in de meeste ge-
vallen niet-lineair en niet-stationair. Bovendien is een wiskundig model voor een tijdreeks
zelden toereikend en wordt de modellering vaak bemoeilijkt door ruisverstoringen, chao-
tische data, sampling problemen en ontbrekende gegevens.
Neurale netwerken echter werken niet aan de hand van een expliciete beschrijving van het
model, zijn niet-lineair en kunnen omgaan met niet-stationaire data zoals trends en periodi-
citeiten. Voorts is een neuraal netwerk in staat zich aan te passen aan veranderende omge-
vingsfactoren. Door vele trainingspatronen aan het netwerk aan te bieden, leert het om in-
gangsvariabelen aan uitgangsvariabelen te koppelen en onderlinge verbanden te leggen.
Hierbij worden de ingangsvariabelen bepaald uit:
. de relevante geschiedenis van de tijdreeks
. karakteristieken van andere processen die van invloed zijn op het signaal
en de uitgangsvariable is de voorspelling. In de eerste fase, de model identificatie, wordt het
type netwerk bepaald en geïnitialiseerd aan de hand van de uitgevoerde data analyse. In de
tweede fase, de training van het netwerk, wordt de beschikbare data aan het netwerk aange-
boden en worden de waarden van de interne parameters bepaald door een kostenfunctie te
optimaliseren. In de laatste fase, het testen van het netwerk, wordt de gevonden configuratie
geëvalueerd oor de prestatie van het netwerk te observeren bij de voorspelling van data die
niet gebruikt werd in de trainfase.
Een belangrijke stap in het ontwikkelingstraject is de bepaling van de ingangsvariabelen,
waarin o.a. de hoeveelheid verleden en de relevante features bepaald dienen te worden. In
veel literatuur over neurale netwerken wordt deze stap op een trial-and--error manier uitge-
voerd. Vanuit de statistiek echter, zijn er vele technieken ontwikkeld die in deze fase nuttig
kunnen zijn. Bovendien wordt in veel literatuur klassieke statistische methodieken vergele-
ken met neurale methodieken waarbij de nadruk wordt gelegd op de individuele gebreken.
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Ons uitgangspunt is echter om de sterke punten van beide methoden te combineren en zo een
generieke neurale architectuur te ontwikkelen vóor tijdreeks predictie. Het sterke punt van
de statistiek is de data analyse, van het neurale netwerk het vermogen om zich aan te passen
aan veranderende omstandigheden en om verbanden aan te leren tussen gecorreleerde signa-
len. Eerst zal een grondige voorbewerkingsfase belangrijke features van het proces aan het
licht moeten brengen, waarna de neurale architectuur ontwikkeld kan worden. Daarom is
veel aandacht besteed aan zowel statistische tijdreeksanalyse als neurale netwerk theorie. De
stand van zaken momenteel is dat, in het algemeen, èf klassieke statistische methodieken àf
neurale methodieken worden aanbevolen voor tijdreeks predictie. De betekenis van dit on-
derzoek is de integratie van deze twee wetenschapsgebieden. I  elke stap van het ontwerp-
proces van de neurale architectuur zullen statistische methoden ingezet worden om tot een
gefundeerde opbouw van het neurale netwerk te komen. We beschouwen de keuze van het
neurale netwerk als de kroon op het werk gedaan in de voorafgaande fasen. De data analyse
motiveert de keuze van het neurale netwerk, de inputs en de initiële parameters. De training
van het netwerk is dan de fine-tuning van de ontworpen voorspeller. De trainfase is compleet
data-driven, terwijl de voorafgaande fasen doordrenktzijn met theoretische aannames en
vereenvoudigingen. Tenslotte verleent de testfase een validatie van de gerealiseerde voor-
speller en dus impliciet van het gehele ontwerpproces van data analyse tot netwerk training.
De gangbare neurale architecturen voor tijdreeks predictie kunnen worden ingedeeld in:
. het time-delay neurale netwerk
. het recurrente neurale netwerk
. de multilayer perceptron met een input tapped delay line.
De derde architectuur gebruikt geen interne tijdvertragingen, in tegenstelling tot de eerste
(met zowel impliciete als expliciete vertragingen) en de tweede (met alleen impliciete vertra-
gingen). Het belangrijkste bezwaar tegen de eerste twee architecturen is het gebrek aan in-
zicht in de werking van het netwerk door de verborgen tijdvertragingen. Dit probleem wordt
ondervangen door de derde aanpak door middel van de externe delay line. Hiervoor komt
er echtereen anderbezwaaÍ in de plaats; in de meeste gevallen zijn reële data sets niet-lineair
en niet-stationair en dus wordt de input delay line te groot als men alle informatie als input
in het netwerk wil stoppen. Dit resulteert in een te groot netwerk (en dus generalisatie proble-
men) aangezien de voorspelling ook gebaseerd wordt op tussenliggende en minder informa-
tieve punten. In dit geval is een netwerk bevattende verschillende delay lines met verschil-
lende lengtes en stapgroottes, ieder verantwoordelijk voor verschillende tijdcomponenten,
meer geschikt. Vandaar is voorgesteld om modulaire neurale architecturen toe te passen in
dit vakgebied. Dit zijn netwerken die het oorspronkelijke probleem opsplitsen in verschil-
lende minder complexe deelproblemen. Deze deelproblemen worden geanalyseerd oor
verschillende neuralê netwerken en gecombineerd oor een ander type netwerk. Een modul-
air netwerk heeft dus het vermogen om verschillende regionen van de data aan te leren door
verschillende modules. In ons geval betekent dit dat de predictie gebeurt door verschillende
delen van de reeks te analyseren door verschillende xpert netwerken die aan elkaar verbon-
den worden en zo de voorspelling van de originele reeks genereren. Als eerste aanpakhebben
wij het netwerk met onvolledig verbonden delay lines geïntroduceerd. Deze architectuur is
geoptimaliseerd oor andere modulaire structuren die veel inzicht verschaffen in de dynami-
ca van een tijdreeks.
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Wij beschouwen predictie als een segmentatie probleem gevolgd door ensemble leren. Een
goed predictie resultaat is de waardering voor een goede segmentatie. Er zijn verschillende
toepassingsgebieden waar voorspellingsproblemen kunnen worden aangepakt door het neu-
rale netwerk modulair te maken, bijvoorbeeld handtekening herkenning, spraak herkenning
en energie consumptie. Al deze disciplines, en vele andere, kunnen beschouwd worden als
een segmentatie probleem binnen het predictie probleem, opererend op verschillende gebie-
den die verschillende aanpakken verlangen. In het algemeen bestaat een predictie probleem
uit verschillende deelproblemen. Bijvoorbeeld wordt vaak onderscheid gemaakt tussen
korte- en lange-termijn voorspellingen en verlangen verschillende seizoenen andere benad-
eringen. Door het vermogen om verschillende regionen en hun overgangen aan te leren, zijn
modulaire netwerken geschikt gebleken bij voorspellingsproblemen. De modulaire architec-
tuur is opgebouwd door een integratie van voorspellings en hiërarchische technieken (een
combinatie van schatters) en getraind door ensemble leren.
Het proefschrift bestaat uit zeven hoofdstukken. Hoofdstuk I beschrijft de gestelde doelen
van het onderzoek en geeft een overzicht van de verschillende secties van het proefschrift.
Het centrale doel id de creatie van een generieke neurale topologie voor tijdreeks predictie.
Verschillende criteria worden ontwikkeld die bij elke stap in het proces van data analyse naar
netwerk evaluatie de gebruiker helpen bij de ontwerp beslissingen. Door het vermogen van
modulaire neurale netwerken om niet-stationaire n niet-lineaire signalen te voorspellen,
wordt de aandacht gefocussed op dit type architecturen. Gepoogd wordt om statistische tech-
nieken te integreren in het modulaire ontwerp enzo een algemeen toepasbaár framewerk te
creëren voor tijdreeks predictie. Gegeven een specifieke tijdreeks, zal het moeten aangeven
of een modulair netwerk geschikt is voor de voorspelling ervan en zo ja, hoe de preprocessing
uit te voeren en de architectuur te kiezen. Hoofdstuk 2 behandelt de klassieke tijdreeks theo-
rie, waarin veel aandachtbesteed wordt aan het testen van dataeigenschappen. Het hoofdstuk
is opgesplitst in de analyse n predictie van (niet-) lineaire en/of (niet-) stationaire proces-
sen. In Hoofdstuk 3 worden de gangbare neurale architecturen voor predictie behandeld en
vergeleken met de gerelateerde klassieke statistische methoden. Hoofdstuk 4 breidt deze
gangbare netwerken uit naar de modulaire structuren voor tijdreeks voorspelling, waarin de
nadruk ligt op het GE netwerk. Het ontwerpproces van een modulair neuraal voorspellings
mechanisme wordt beschreven i  Hoofdstuk 5 vanaf de initiële data analyse tot de evaluatie
van het bereikte resultaat. Hoofdstuk 6 beschrijft welke data karakteristieken uitnodigen om
een modulair netwerk toe te passen bij de voorspelling van de data. Deze analyse wordt
geïllustreerd aan de hand van verschillende praktische voorspellingsproblemen. Tenslotte
worden conclusies gegeven in Hoofdstuk 7 en worden er suggesties gegeven voor toekoms-
tig onderzoek in dit gebied.
Concluderend kan er gesteld worden dat neurale netwerken toepasbaar zijn in de predictie
van tijdreeksen. Vergeleken met de gangbare statistische modellen zijn neurale netwerken
in staat om niet-lineaire verbanden in de dataset aan te leren zonder een expliciete beschrij-
ving van de onderliggende modellen te verlangen. Aangetoond is echter ook dat een multi-
layer perceptron niet geschikt is voor de predictie van niet-stationaire processen, d.w.z. tij-
dreeksen die verscheidene trends en periodiciteiten bevatten en daardoor verschillend
opereren op verschillende tijd regionen. Dit is een belangrijke conclusie aangezien de meeste
praktische processen deze eigenschap hebben en er desondanks inde praktijk vaak een multi-
layer perceptron toegepast wordt. Aan de hand van deze constatering is voorgesteld om mo-
dulaire neurale architecturen toe te passen in dit vakgebied. Aldus wordt het niet-stationaire
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proces voorspeld door een combinatie van verscheidene voorspellers die ieder een "lokaal
stationair" gebied bestrijken. Door deze structuur is het mogelijk enig inzicht te verkrijgen
in de werking van de neurale voorspeller en is een goede analyse en mogelijke verbetering
mogelijk van de verschillende modules. Het trainen van de complete structuur gebeurt door
op een elegante manier neurale en stochastische t chnieken aan elkaar te koppelen. De mo-
dulaire neurale structuren die in de literatuur ontwikkeld werden zijn verder geoptimaliseerd.
Zodoende hebben we modulariteit oegepast met als doel het centrale probleem op te splitsen
in verschillende deelproblemen, die individueel geanalyseerd worden met bestaande tech-
nieken. Het resultaat is een statistisch geïnspireerd modulair predictie principe die clustering,
classificatie en predictie weet te combineren in één structuur. Het theoretische onderzoek is
voortdurend gei'llustreerd aan de hand van verschillende datasets uit de praktijk. Voorts is er
software ontwikkeld voor de toepassing van modulaire neurale netwerken in praktische tij-
dreeksproblemen. Dit is een onderdeel van het neurale pakket InterAct geworden, een pakket
ontwikkeld bij Technische Informatica aan de Rijksuniversiteit Groningen.
