ABSTRACT. In this paper, we propose a methodology to classify Power Quality (PQ) in distribution systems based on voltage sags. The methodology uses the KDD process (Knowledge Discovery in Databases) in order to establish a quality level to be printed in labels. The methodology was applied to feeders on a substation located in Curitiba, Paraná, Brazil, considering attributes such as sag length (remnant voltage), duration and frequency (number of occurrences on a given period of time). On the Data Mining Stage (the main stage on KDD Process), three different techniques were used, in a comparative way, for pattern recognition, in order to achieve the quality classification for the feeders: Artificial Neural Networks (ANN); Support Vector Machines (SVM) and Genetic Algorithms (GA). By printing a label with quality level information, utilities companies (power concessionaires) can get better organized for mitigation procedures by establishing clear targets. Moreover, the same way costumers already receive information regarding PQ based on interruptions, they will also be able to receive information based on voltage sags.
INTRODUCTION
For better service improvement, companies from different sectors of the economy have been utilizing high-sensibility computerized equipments in order to improve their services. These equipments require good Power Quality (PQ) in order to achieve perfect function. As a result, many studies related to PQ have been developed.
Costumers demand for both products and service quality, especially when they have support from the Federal or State governments Regulatory Agencies, have led utilities companies (power The historical records of events (voltage sags) required for the development of the proposal of this study are stored by the concessionaire in two data bases. In the first one, BD01, data are captured by the device installed in the bus bar of the substation. Each of these records contains 17 data (attributes) -"oscillographic identification", which consists in numbering the records using a software from the concessionaire; "date and timing of the event start", which indicates the initial time record of the PQ-related event; "type of event", which indicates the PQ-related phenomenon: voltage sag or voltage swell, among others; and "remnant voltage or root mean square (RMS)", which indicates the remnant voltage, in other words, the voltage "left" after the event occurrence at each of the voltage phases (Phase A, Phase B and Phase C).
The records from the second data base, BD02, were captured by the Distribution Operation System of the concessionaire and they are related to the interruptions. These records obtained by a software from the concessionaire provide 29 attributes among which there is "feeder identification" (name of the power grid feeder where the interruption was generated); "data and timing of event on set" (moment when the interruption occurred); "duration" (interruption duration); "type" (description of interruption type, which can be accidental, programmed or voluntary) and "affected component" (description of the affected electrical component).
The data used in the study were collected during a period of four months, between February and May 2008; BD01 was formed by 352 records (each one with 17 attributes) and BD02 was formed by 422 records (each one with 29 attributes). It is necessary to adopt a procedure in order to analyze and explore and transform this information in knowledge, thus, KDD process is used in order to explore the data that will ultimately produce the PQ label.
LITERATURE REVIEW
In this section, we discuss papers related to the subject here presented as well as the KDD process and an overview of techniques that were used in techniques for PQ label creation considering voltage sags.
Related Studies
There are many studies related to electrical grid disturbances (voltage sags, overvoltage, Total Harmonic Distortion, frequency, unbalanced circuits, among others) which involve many researches that have used Operations Research techniques in order to find the identification, location, classification and forecasting of these disturbances. Some of these researches are developed by Oleskovicz et al. In a more detailed way, we can mention Saini & Kapoor (2012) who have conducted a review of 27 papers involving the study of signal processing (as Fourier and Wavelet transform based methods); intelligent techniques (as fuzzy logic, neural network, genetic algorithm and their fusion) and optimization techniques (Particle Swarm Optimization, Ant Colony Optimization) in PQ analysis. Tabular presentation of these 27 works has also been provided by the authors showing, mainly, the techniques applied and the data feature (synthetic or practical). Biswal et al. (2012) presented an approach for processing various non-stationary PQ waveforms through a Fast S-Transform with modified Gaussian window to generate time-frequency contours in order to extract relevant feature vectors for automatic disturbance pattern classification. The extracted features were clustered using Bacterial Foraging Optimization Algorithm (BFOA) based Fuzzy decision tree to give improved classification accuracy in comparison to the Fuzzy decision tree alone. The proposed technique was used to analyze the power signal disturbance in a realistic power network simulated by power system block set.
Morajev et al. (2009) presented a method of PQ classification using SVMs. The authors have got optimal features for the classifier two stage of feature selection. In first stage "Mutual Information Feature Selection" (MIFS; it reduce the dimensionality of inputs) and in the second stage "Correlation Feature Selection" (CFS; it can get optimal features) techniques were used for feature extraction from signals to build distinguished patterns for classifiers. In order to create training and testing vectors, different disturbance classes were simulated using parametric equations, i.e., pure sinusoid, sag, swell, harmonic, outage, sag and harmonics and swell and harmonics. The results showed that the classifier has an accuracy of 98.40%. Ozgonenel et al. 100%  90%  80%  70%  60%  50%  40%  30%  20%  10%  1%   K2  M2  L2   K0  M0 The upper region (K0, M0, L0), with duration between 500 ms and 5 min and remnant voltage between 80% and 100%, is the manufacturer's responsibility. The intermediate region (K1, M1, L1), with analogous interpretation, is the consumer's responsibility area. Finally, the lower region (K2, M2, L2) is the concessionaire's responsibility. The authors do not report any detailed data from the sags, either measured or simulated. Therefore, the numbers reported in the present standard criteria are dummy data. Figure 3 , as an example, indicates that a costumer may prove annually a maximum of five K1 sags, three M1 sags and two L1 sags; any value higher than these would result in penalties to the concessionaires. M2 sags are allowed only once every two years.
In order to facilitate the communication between consumers and concessionaires, the authors planned a classification label (quality label) of PQ based on the criteria of voltage sag characterization, as shown in Figure 4 . According to this classification "A" stands for high PQ, and "E", for low PQ. The classification of PQ shown in this Figure 4 must be linked to the criteria of characterization of voltage sags ( Figure 3) . Therefore, the authors used the upper "C" level limit criterion as shown in Figure 5 . Additional criteria tables can be created analogously in order to define the upper A, B, C and D bounds.
This type of classification method is simple and consistent. It requires just some multiplication factors that are defined according to the criteria from the concessionaires. However some of the considerations made by the authors are not so obvious and it seems that there are no other studies in the literature that indicates the answers to the questions previously mentioned in Section 1: how to use real data to create a quality label? How to define what "regular quality" is, based on real data? How to classify an element that does not fit any classification range in the quality label such as K1, K2, M1 and L1, which belong to the values in the "B" range classification, although M2 and L2 have values in "D" range ( Figure 6 )? Through Figures 5 and 6 , one can observe that for the values of K1 = 2; M1 = 1.1; K2 = 0.25; M2 = 0.19, the classification of the element would be "B", but for the values of L1 = 2.3 and L2 = 0.29, the classification would be "E". In this way, we can observe that there is not a way, at this moment, to classify this element. So, in order to classify an element of this type, we are proposing the use of SVM classifier (presented the best performance among the three techniques researched: ANN, SVM and GA), as shown throughout the paper.
KDD Process
The methodology used in this study can be framed in the context of KDD process, which aim is to find information in databases through an automated search, thus establishing interest patterns that experts may fail to observe.
KDD process emerged in the beginning of the 1990s and it is strongly operating till nowadays. The definition for KDD was first mentioned in a study performed by Frawley, Piatetsky-Shapiro & Matheus (1991), to which the authors define as "nontrivial extraction of implicit, previously unknown, and potentially useful information from data". Three years latter Brachman & Anand (1994) defined KDD as "knowledge-intensive task consisting of complex interactions, protracted over time, between a human and a (large) database, possibly supported by a heterogeneous suite of tools". However, the most common definition found in the literature is the one from Fayyad et al. (1995) , in which KDD is "the non-trivial process of identifying valid, novel, potentially useful and ultimately understandable patterns in data".
Before these concepts KDD process was often mistaken with the concept of Data Mining, which, in fact, is, within the five stages of the KDD process, the main one. These stages shown in Figure 7 are: data selection; data preprocessing; data transformation; data mining and, finally, interpretation of the knowledge generated (Fayyad et al., 1995). It is possible to find throughout this process both explicit and non-explicit knowledge, in other words, the information can be either known information or unexpected information which was not perceived before with database analysis. There can also be information with no significant relation, due to the lack of attributes or due to the inexistence of new knowledge to be discovered. Usually the information obtained is the ones that are not detected when traditional methods of data analysis are applied for decision making. That is because most of the traditional methods are capable of verifying only the explicit information in datasets.
Once the DM stage is the most important in the KDD process, the pursue of efficient methods is necessary as much as datasets grow in relation to the number of information that they may store, sometimes not making the relations between the various attributes explicit. Therefore, three techniques, that are standard in the literature, were used in this 
METHODOLOGY AND ITS APPLICATION
KDD process was used as the foundation of the methodology developed in this study in order to create the PQ that is basically composed of the following stages (adapted from Figure 7 ):
• Data Preprocessing (data cleaning and transformation);
• Association between databases (BD01 and BD02);
• Creation of the label itself. At this stage, Data Mining techniques (ANN; AG and SVM) were used in order to achieve pattern recognition, as already mentioned;
• Result Analysis.
Data Preprocessing
At this stage of the KDD process, the attributes described in section 2 were analyzed. From BD01, where each record has 17 attributes, eight were removed and nine, which were considered relevant, left; the number of attributes of BD02 was reduced from 29 to six.
During a meeting held with the concessionaire engineers, they informed that only the records with attributes in "Type" were "Accidental" should be considered once the other two "Types" ("Programmed" and "Voluntary") can have the PQ disturbances monitored. Once this information is exclusively for BD02, this database was filtered again and only five attributes were left, that way reducing the numbers of records from 422 to 181.
The transformation of attributes that indicate remnant voltage at each of the voltage phases was then performed in BD01. This transformation was called "aggregation of parameters", that is, the remnant voltage of the event was defined as the lowest value among the values achieved by the three voltage phases, which was an alternative indicated by ANEEL (2008). The event duration is defined as the maximum duration between the three phase/neutral events. These values were recorded in the new "Remnant voltage" attribute, and the "RMS voltage phase A"; "RMS voltage phase B" and "RMS voltage phase C" attributes were excluded from BD01.
The methodology proposed for the creation of a feeder PQ label considered only three attributes: remnant voltage sag; sag duration, and number of occurrences. The first two attributes are in BD01 (Table 1) ; the third attribute is the result of a simple occurrence counting. However, BD01 does not indicate the feeder that was affected by the event once the data concerning feeders are in BD02. Thus, it is necessary to associate BD01 records with BD02 records according to a procedure introduced in the next section.
Data Association (BD01 and BD02)
Attributes related to "Time" were used in order to associate the date from BD01 and BD02. More specifically, "Start Date" and "Start Time" attributes in BD01 and "Start Date" and "Start Time" attributes in BD02 were used. The engineers at the utility company defined the association or matching intervals for records in these databases in the following way: if a record in BD02 has the information "AR" (automatic restart) in the "Affected Component" attribute, a maximum time interval of 5 minutes in relation to a record in BD01 must be accepted, once databases record events (almost) immediately for this type of switch. In case the information is not an "AR", but instead, other types of switches, the interval could to be up to 2 hours. In these conditions, a matching was accepted and a record in BD03 with data was created.
This association generated a new data base called BD03, which contains 169 records. In other words, from the 352 records in BD01 and the 181 records in BD02 there are 169 associated records matching parameter "time" accordingly to the criterion above Table 2 shows in 10 columns some examples/records of this association. Information in columns 1 to 5 is data from BD01 while columns 6 to 10 are their respective associations found in BD02. In addition, in order to identify the 12 feeders in this substation, they will be generically called AA, AB, AC,..., AK, and AL. Table 2 shows that one record in BD01 may have more than one association with BD02 as it happens in the first three lines of the table where the "Oscillography Identification" attribute is 117. This indicates that the event captured in the substation was also "captured" or was originated in two feeders, "AC" and "AF"; where "AF" has two records for different affected components: "Fly Tap", "AR performance", or simply "AR" and "Fusible link performance". 
Creating the PQ Label for the Feeders in a Substation
The classification for each BD03 record started with the construction of a classification table (Table 3) Table 3 was as follows: two duration ranges were considered for the event:
≤ 500 and > 500 milliseconds and five remnant voltage intervals: 10% to 19%; 20% to 39%; 40% to 59%; 60% to 79% and 80% to 90%. The connection between sag duration and remnant voltage sag can be better understood by observing Table 3 , where 10 possible classes, C 1 , C 2 , . . . to C 10 , are shown. It becomes evident that the shorter the duration, the higher the remnant voltage of the event, and the better weill bethe PQ classification for that event. Thus, the PQ of events has the following hierarchy: C 1 ≥ C 2 ≥ . . . ≥ C 10 . In order to typify such classification, records in Table 2 are properly classified according to Table 3 and Table 4 . When performing this classification with the 169 records of BD03, it is assumed that the numbers of records from the "AA" feeder, for example, are the ones shown in Table 5 . Record classification is achieved similarly for the other feeders in the substation. Table 5 shows that the "AA" feeder has two C 5 events, one C 7 and one C 8 . Table 6 considers all 169 records of all 12 feeders of the substation. It can be noted that only three of those ranges have records: C 5 , C 7 and C 8 .
In order to achieve the "average quality" of the substation under analysis, the number of events in Table 6 was divided by 12 (total feeders), obtaining the data of Table 7 , already properly rounded. In order to create the PQ label, the values of six ranges were established, where "Range A" is the best PQ and "Range F" is the worst one. For each range, some factors (defined in conjunction with the concessionaire engineers) were multiplied in order to determine the upper limit of each range. Thus, Table 7 above represents the feeder average, that is, the upper limit of "Range C". The upper bound of "Range A" (Table 8 ) was obtained by multiplying values in Table 7 by 0.25.
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The upper bound of "Range B" was obtained by multiplying the values in Table 7 by 0.50. The upper bound of "Range D" was obtained by multiplying the values in Table 7 by 1.5. The upper bound of "Range E" was obtained by multiplying the values in Table 7 by a 2.0 factor. Finally, the upper bound of "Range F" was obtained by verifying the highest value set for the feeders under analysis. These values are shown in the PQ classification label (Figure 8 ). Other feeders could not be directly classified. In feeder AH, for example, the value of C 5 equals 16, which indicates that its classification would be D. However, in this feeder, C 7 and C 8 are outside D class intervals. For that reason, in order to classify the other feeders, we used three Data Mining techniques, already briefly described in Sections 3.2.1 to 3.2.3.
Data Mining Techniques Application
The DM stage is the most important stage in the KDD process once it is the moment when pattern recognition techniques are applied either through heuristic or through metaheuristic procedures. In this study, such procedures are applied aiming the PQ classification of feeders in a substation. The techniques, used in order to classify the feeders that could not be directly classified, are the ANN, SVM, and GA according to their performance in solving the problem discussed in this paper. The specific features of these techniques are approached in A, B and C items below. Next their general features are described.
Cross-validation procedure was used in order to evaluate all the techniques, more precisely the stratified three-fold. The dataset was divided into two subsets: 2/3 for the training phase and 1/3 for testing phase. Once there is six classification ranges ("A" to "F"), each one with three RMS levels, 30 dummy records were created per range obeying the limits of each range (Figure 8 ), thus obtaining a total of 180 records from which 120 were used for training and 60 for testing.
Since it is stratified, each set (training and testing) was formed by classes ("A" to "F") with the same number of elements.
In addition, the training of each of the techniques occurred five times (phases), one training per class in order to identify whether the record belongs to a certain class (or not). Therefore, the training for class "A" was performed leading the technique to "learn" what is (and what is not a record from class "A", i.e., B, C, D, E and F). Then, another training was performed for class "B", removing the data from set "A", and leading the technique to "learn" what is a record from class "B" (and what is not "B", i.e., C, D, E, and F) and so on for classes "C", "D" and "E". When the last training was done (class "E"), if a record is not classified as "E", it automatically becomes "F" (last class). When a new record needs to be classified, this record must be "introduced" to all the stages of the technique and its classification will be done according to the corresponding one. Following the techniques and its specific features are approached.
A. ARTIFICIAL NEURAL NETWORKS
A back-propagation learning algorithm was used in the application of the ANN. It was implemented in Visual Basic 6.0. Each trained ANN had three inputs (C 5 , C 7 and C 8 ) for each input layer; hidden layers (with number of neurons varying between "1" and "20") and one neuron in the output layer (that will indicate the class). For all of them (hidden and output layers) the sigmoid-logistic function was used as the activation function.
The network was trained five times; the initial weight set varied randomly in the interval (−1, 1) . In total, there were 1,500 tests (three stages of the three-fold method × five classification phases -"A" to "F" -× five tests with initial weights × variation of neurons in the hidden layer [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . The training was done once one of the three following condition was met: 1,000 iterations; mean square error less than or equal to 10 −4 ; or number of records incorrectly classifies as equal to zero.
Concerning the problem discussed in this paper, the percentage of accuracy in the training of this technique was of 99.88% considering the three stages, and 99.67% in the test. Table 9 shows the result for the feeders classification obtained with the application of this technique. In Table 9 , as well as in the other tables to be introduced, the "Voting Classification" column (last column) indicates the classification with the highest occurrence in the former columns, in other words, the statistical mode. 
Even though the AA, AG, AJ, AK and AL feeders already have their classification defined once they were directly classified in the quality label, they were also introduced to the networks, that way confirming their classification. Therefore, six feeders have "A" classification, one feeder, "B" classification, two feeders, "C" classification, one feeder "D" classification, one feeder, "E" classification, and one feeder, "F" classification.
B. SUPPORT VECTOR MACHINES
The SVM technique searches for a plane that has the same distance for the elements of both classes, thus controlling the capacity of the decision function in the search. The SVM uses the Kernel function (function in the algorithm that calculates the classification function) for sets in which the data are not linearly separable. It is done in order to project this data in a space, called "features space", where it is possible to separate them linearly through one extra dimension. Therefore, even though it is not linearly separable in the pattern input space, it is in the feature space, as illustrated in Figure 10 (Vanipk, 1995, 1998; Burges, 1998). For the application of the SVM technique, it was used the svmtrain function of the MATLAB 7.9.0 software with the parameters: "kernel function: linear"; "optimization method: Sequential Minimal Optimization"; "tolerance to the training method: 10 −3 "; "parameters of the multilayer perceptron kernel:
Also, it was used with two matrices in the arguments: "Examples" and "Answers", according to equation (1) . The "Examples" matrix has the three inputs C i values (C 5 , C 7 and C 8 ) in its columns, and the "Answer" matrix has only one column with the range value that each pattern (line of the "Examples" matrix) has as its answer (classes "A" to "F").
Training = svmtrain (Examples, Answer)
Next, a set of test, described here in the form of a matrix "NewExamples", and the result of "Training" with the svmclassify function, as shown in equation (2), were used in order to verify the percentage of correct classifications of these new data.
It should be noted that the arguments used in the training for the svmtrain function are the defaults on MATLAB 7.9.0 once the sets of ranges on the quality label are linearly separable by a plane. A total of 15 tests (3 training stages × 5 classification phases) were performed in this technique. The accuracy percentage in the technique training was of 100%, considering the three stages of the three-fold procedure and 99.55% in the test. Table 10 shows the results of the classifications achieved with the SVM application. Table 10 indicates that the feeders voting classification is seven with "A" classification, none with "B" classification, one with "E" classification, and one with "F" classification. Feeders AA, AG, AJ, AK and AL, which had already been classified in the quality label, were also classified correctly with this technique. 
C. GENETIC ALGORITHM
The GA metaheuristic was used in order to determine a plane so that in each of the semi-spaces determined by it may have only one of the sets of each stage of the application, according to the features described in the beginning of Section 4.3.1. We have to emphasize that the training sets, in the way we defined them, are linearly separable.
The value of the fitness function was established by an algorithm that determines three points that will define such plane, in which the coordinates of each point are the alleles of the individuals. Additionally, the fitness function looks for a plane equidistant to both training sets, considering the differences of the distances between two points (in different sets) that are closer to the established plane. The greater the difference between the distances, the greater the penalty applied to fitness will be. Figure 11 shows this algorithm for the fitness calculation, where X is a vector in which each coordinate represents an allele of the individual of the population composed of nine alleles with values belonging to the set of real numbers. Thus, the three first alleles represent the coordinates of a point P 1 , the next three alleles are the coordinates of point P 2 , and the last three are the coordinates of point P 3 ; CL 1 is the data set "class 01" (for example, "A") and CL 2 is the data set "class 02" (not "A"); and k is an element that belongs to CL 1 ∪ CL 2 ; E P(α) is the equation of the plane defined by P 1 , P 2 and P 3 . In this way:
i) if k ∈ CL 1 then k must belong to the subspace below the plane α, and thus E P(k) should have a negative value;
ii) if k ∈ CL 2 then k must belong to the upper subspace the plane α, and thus E P(k) should have a positive value;
iii) Dist 1 and Dist 2 are initialized with high values so that algorithm determines if the plane is equidistant, or nearly equidistant, the two training sets (CL 1 and CL 2 ). In Figure 11 , for each individual of the GA population, it is defined a plane ( P 1 , P 2 , P 3 ) and it is verified to which subspace (determined by plane α) each element k of the training set belong (using E P(α)); after that, it is calculated the distance between k and the plane α. The value of the fitness function is determined by the difference of z 1 (number of elements correctly classified) and z 2 (penalty which that seeks to determine "how much" this plane is equidistant from the training sets).
For the application of the GA technique, it was used the gatool of the MATLAB 7.9.0 software with "penality" of 0.1. The arguments for training which achieved the best results were the following: "population type: double vector"; "population size: 20"; "fitness scaling: rank"; "selection function: stochastic uniform"; "crossover fraction: 0.8"; "crossover function: scattered"; "stopping criteria (generations): 100"; "stopping criteria (stall generations): 50"; and "stopping criteria (function tolerance): 10 −6 ". It was used three stopping criteria in such a way that when a first one was reached, the procedure was finished.
It is worthwhile to remember that the "crossover scattered" works in the following way: the default crossover function creates a random binary vector and selects the genes where the vector is a "1" from the first parent, and the genes where the vector is a "0" from the second parent, and combines the genes to form the child. It was performed a total of 45 tests (three stages of the three-fold method × five classification phases -"A" to "F" -× three tests with different populations) with the parameters described above. The percentage of correctness in the training was of 100% considering the three stages of the three-fold method, and 99.11% in the test. Table 11 shows the results of the classification of the feeders achieved through the application of this technique. The feeders AA, AG, AJ, AK and AL also confirm the classification previously achieved. Thus, there are six feeders with "A" classification, one feeder with "B" classification, four feeders with "C" classification, none with "D" classification, none with "E" classification, and one with "F" classification. 
Result Analysis
The analysis of the results is the last stage of the KDD process and it is performed in this study by comparing the classifications achieved in the three techniques that were applied. Table 12 shows the result of the achieved classification (column "voting classification" of Tables 9 to 11 ). In addition, this Table 12 also shows a column named "voting classification" that indicates the result of higher occurrence among the techniques, which is assumed in this analysis to be the most adequate one to solving the problem.
An analysis of Table 12 indicates that seven of the 12 feeders (AA, AB, AF, AG, AJ, AK and AL) are equally classified in all the techniques. The others achieved the same classification only in two techniques: two of them (AC and AE), with the same classification in SVM and GA techniques and three of them (AD, AH and AI), with the same classification in the ANN and SVM techniques.
It is possible to note when comparing each technique with the classification assumed to be adequate ("voting classification" column), the GA technique shows three feeders (AD, AH, AI) with distinct classification. Two of them are in non-neighbor ranges. According to this technique the feeder AD has "C" classification when the proper classifications is "A", and the feeder AI was classified with "C" through the GA when "E" is the proper one. For the latter, the result achieved in GA is very distant from that of the other two techniques that have the same results as the proper classification. 
In the classification introduced by the ANN technique there are two feeders (AC and AE) that have different classification from the one in "voting classification", however, in neighbor ranges. The proper classification for the AC feeder is "C", but the ANN classified it as "D". The AE feeder was classified by the ANN as "B" when the proper classification is "A". Finally, SVM technique shows results that are identical to the ones from the "voting classification" column, which makes it the most adequate technique for this study.
The proper feeder classification resulted in seven feeders with "A" classification, none with "B" classification, three with "C" classification, none with "D" classification, one with "E" classification and one with "F" classification. (Figure 12 ). The values shown for each feeder in Figure 12 express events occurrences in each of the C 5 , C 7 and C 8 , classes. The label shows non-explicit knowledge when it analyses theses values, as for example, the classification of feeders AI and AF, that is because values of C 5 , C 7 in AI are greater than the ones in AF. This could indicate lower quality to AI when compared to AF, but since C 8 has lower values for AI, the technique indicates that AF quality is lower than AI. Thus, the methodology developed and applied in this study reveals non-explicit knowledge in the concessionaire database to an unprecedented real problem: the PQ considering voltage sags.
CONCLUSIONS
In this work PQ classification for feeders is proposed as recommended by ANEEL. The classification is assigned based on voltage sag frequencies of 10 different combinations of remnant voltage and duration. Six quality levels have been set (from "A" to "F"), and for each category there is an upper and a lower frequency for each of the 10 combinations presented on Table 3 .
As there are frequencies for 10 different combinations, in several cases frequencies for a given feeder would not fit into the range for a single classification requiring additional analysis for the correct classification. For this task, based on KDD process the search for alternatives, RNA, SVM and GA metaheuristics have been used and results are compared, the best results obtained through SVM technique. The final result is an individual classification for each feeder and inscribed into a label. This label would inform PQ quality for each feeder, helping for a faster and more precise management.
Methodology has been applied for a substation unit equipped with 12 feeders. Although this number could be adequate for the study conducted here, it is strongly suggested the gathering of new information, from other sites before implementing the final classification parameters and printed labels issued.
From the results achieved in the classification of PQ considering voltage sags in distribution systems, the concessionaire will be able to analyze their performance, identifying low quality feeders and applying mitigation measures so that these feeders have their classification "leveraged". Therefore, this study may be continued through the identification, for example, for the reason why AF feeder has an "F" quality.
The quality label may be alternative to the ANEEL demand should this methodology be applied to annual data of Power distribution substations. As already mentioned in the introduction of this study, ANEEL's demand does not define performance patterns concerning voltage sags, but instead, it affirms that "concessionaires should follow up the performance of monitored bus bars and make them available on an annual basis". And this information may be used as a reference to consumer units being serviced by the Distribution System.
Concerning the techniques, the SVM showed the most adequate results when compared to the "voting classification", followed by ANN in the search for the classification of the feeders that were not directly classified in the quality label and which also classified correctly previously classified feeders. The versatility of the approached methodology allows its application in problems of various fields of knowledge through many different techniques. Finally, there could be a comparison of the techniques used with others like, for example, the ones presented in Kuncheva (2004) , in order to maximize the accuracy to the methodology here proposed.
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