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ADE bundles over ADE singular surfaces and
flag varieties of ADE type
Yunxia Chen & Naichung Conan Leung
Abstract
Based on the Brieskorn-Slodowy-Grothendieck diagram, we write the
holomorphic structures (or filtrations) of the ADE Lie algebra bundles
over the corresponding type ADE flag varieties, over the cotangent bun-
dles of these flag varieties, and over the corresponding type ADE singular
surfaces. The main tool is the cohomology of line bundles over flag vari-
eties and their cotangent bundles.
1 Introduction
This paper is a continuation of our earlier paper about ADE bundles over ADE
singular surfaces [8]. In that paper, for every ADE singular compact surface
with pg = 0, we constructed a corresponding type ADE bundle over it, using
the exceptional locus in its minimal resolution and bundle extensions. There are
lots of studies for bundles over surfaces ([7][10][15][16][18][19]). In this paper,
we will base on Slodowy’s paper [23], study the homogenous ADE bundles over
flag varieties of the corresponding type, and their lifts to the cotangent bundles
of the flag varieties, and then their restrictions to the ADE singular surfaces of
the corresponding type.
In more detail, given a complex simple Lie algebra g ofADE type (we will use
b, n, t, G, B, W to denote the corresponding standard lower-triangular Borel
subalgebra, standard lower-triangular nilpotent subalgebra, standard Cartan
subalgebra, simply-connected Lie group, standard lower-triangular Borel sub-
group, Weyl group respectively), we can have an ADE singular non-compact
surface S of the corresponding type, as the intersection of the transversal slice
Sx of a subregular nilpotent element x and the nilpotent variety N(g) of g.
Furthermore, the restriction of the adjoint quotient g→ t/W to the transversal
slice Sx is a semiuniversal deformation of the corresponding ADE singularity.
This result is conjectured by Grothendieck and proved by Brieskorn in 1970 [4].
After that, Grothendieck defined a morphism G× b/B → t and gave a simulta-
neous resolution of the adjoint quotient g→ t/W using it. The restriction of the
Grothendieck resolution to the above transversal slice Sx is also a simultaneous
resolution [23]. In 1969, Springer gave a resolution of singularities for the nilpo-
tent variety N(g) through G × n/B → N(g), note that G × n/B ∼= T ∗(G/B)
is the cotangent bundle of the flag variety G/B. The connection among these
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resolutions can be shown in the following Brieskorn-Slodowy-Grothendieck di-
agram (here S˜ is the minimal resolution of S and C =
⋃
Ci is the exceptional
locus with each Ci irreducible component).
C =
⋃
Ci ⊂ S˜ −→ S = N(g) ∩ Sx
∩ ∩ ∩
G/B ⊂ G× n/B −→ N(g)
∩ ∩
G× b/B −→ g
↓ ↓
t −→ t/W
Given the above background, we want to understand the associated Lie
algebra bundles G×g/B over G/B, and G×n×g/B over T ∗(G/B) respectively.
It is obvious that these bundles are trivial as the action of B on g can extend to
the whole G. What we want to do is to describe natural holomorphic filtration
structures on these bundles explicitly. Since the minimal resolution S˜ of the
ADE singular surface S is contained in G×n/B, we can consider the restriction
of the g-bundle G× n× g/B from G× n/B to S˜. We will rewrite this g-bundle
over S˜ in terms of the exceptional locus of S˜, and compare it with the ADE
bundle we constructed in [8].
The organization of this paper is as follows. Section 2 gives a quick review
of the construction of ADE bundles over ADE singular surfaces [8]. In section
3, we describe the filtrations of G × g/B over G/B. In section 4, we describe
the filtrations of G× n× g/B over T ∗(G/B). Section 5 describes the restriction
of G× n× g/B to the minimal resolution of the ADE singular surface.
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2 ADE bundles over ADE singular surfaces
In this section, we review the construction of ADE bundles over ADE singular
surfaces with pg = 0.
An ADE singularity in a surface X can be described locally as a quotient
singularity C2/Γ with Γ a finite subgroup of SL(2,C). It is also called a Kleinian
singularity or simple singularity [2]. If we consider the minimal resolution Y
of X , then every irreducible component of the exceptional locus C =
⋃
Ci is a
smooth rational curve with normal bundle OP1(−2), i.e. a (−2)-curve, and the
dual graph of the exceptional locus is an ADE Dynkin diagram.
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There is a natural decomposition
H2(Y,Z) = H2(X,Z)⊕Π,
where Π = {
∑
ai[Ci]|ai ∈ Z}. The set Φ := {α ∈ Π|α
2 = −2} is a simply-laced
(i.e. ADE) root system of a simple Lie algebra g and ∆ = {[Ci]} is a base of
Φ. For any α ∈ Φ, there exists a unique divisor D =
∑
aiCi with α = [D], and
we define a line bundle O(α) := O(D) over Y .
We define a Lie algebra bundle of type g over Y as follows:
Eg0 := O
⊕r ⊕
⊕
α∈ΦO(α).
For every open chart U of Y , we take xUα to be a nonvanishing holomorphic
section of OU (α) and h
U
i (i = 1, · · · , r) nonvanishing holomorphic sections of
O⊕rU . Define a Lie algebra structure [ , ] on E
g
0 such that {x
U
α ’s, h
U
i ’s} is the
Chevalley basis [13], i.e.
(a) [hUi , h
U
j ] = 0, 1 ≤ i, j ≤ r.
(b) [hUi , x
U
α ] = 〈α, Ci〉x
U
α , 1 ≤ i ≤ r, α ∈ Φ.
(c) [xUα , x
U
−α] = h
U
α is a Z-linear combination of h
U
i .
(d) If α, β are independent roots, and β − pα, · · · , β + qα is the α-string
through β, then [xUα , x
U
β ] = 0 if q = 0, otherwise [x
U
α , x
U
β ] = ±(p+ 1)x
U
α+β .
Since g is simply-laced, all its roots have the same length, we have any α-
string through β is of length at most 2. So (d) can be written as [xUα , x
U
β ] =
nα,βx
U
α+β , where nα,β = ±1 if α+ β ∈ Φ, otherwise nα,β = 0. From the Jacobi
identity, we have for any α, β, γ ∈ Φ, nα,βnα+β,γ+nβ,γnβ+γ,α+nγ,αnγ+α,β = 0.
This Lie algebra structure is compatible with different trivializations of Eg0 [17].
By Friedman-Morgan [11], a bundle over Y can descend to X if and only
if its restriction to each irreducible component Ci of the exceptional locus is
trivial. But Eg0 |Ci is not trivial as O(Ci)|Ci
∼= OP1(−2). We will construct a
new holomorphic structure on Eg0 , which preserves the Lie algebra structure and
the resulting bundle Egϕ can descend to X .
As we have fixed a base ∆ of Φ, we have a decomposition Φ = Φ+ ∪Φ− into
positive and negative roots.
Definition Given any ϕ = (ϕα)α∈Φ+ ∈ Ω
0,1(Y,
⊕
α∈Φ+ O(α)), we define
∂ϕ : Ω
0,0(Y, Eg0 ) −→ Ω
0,1(Y, Eg0 ) by
∂ϕ := ∂0 + ad(ϕ) := ∂0 +
∑
α∈Φ+
ad(ϕα),
where ∂0 is the standard holomorphic structure of E
g
0 . More explicitly, if we
write ϕα = c
U
αx
U
α locally for some one form c
U
α , then ad(ϕα) = c
U
αad(x
U
α ).
From the Jacobi identity, we have ∂ϕ is compatible with the Lie algebra
structure, i.e. ∂ϕ[ , ] = 0.
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For ∂ϕ to define a holomorphic structure, we need
0 = ∂
2
ϕ =
∑
α∈Φ+
(∂0c
U
α +
∑
β+γ=α
(nβ,γc
U
β c
U
γ ))ad(x
U
α ),
that is ∂0ϕα +
∑
β+γ=α(nβ,γϕβ ∧ ϕγ) = 0 for any α ∈ Φ
+. Explicitly:


∂0ϕCi = 0 i = 1, 2 · · · , r
∂0ϕCi+Cj = nCi,CjϕCi ∧ ϕCj if Ci + Cj ∈ Φ
+
...
Proposition Given any (ϕCi)
r
i=1 ∈ Ω
0,1(Y,
⊕n
i=1O(Ci)) with ∂0ϕCi = 0
for every i, it can be extended to ϕ = (ϕα)α∈Φ+ ∈ Ω
0,1(Y,
⊕
α∈Φ+ O(α)) such
that ∂
2
ϕ = 0. Namely we have a holomorphic vector bundle E
g
ϕ over Y .
This Proposition follows from the fact that for any α ∈ Φ+, H2(Y,O(α)) = 0.
By computing the An, Dn, E6, E7 and E8 types case by case, we have the
following result:
Theorem Egϕ is trivial on Ci if and only if [ϕCi |Ci ] 6= 0 ∈ H
1(Y,OCi(Ci)).
The next lemma says that for any Ci, there always exists ϕCi ∈ Ω
0,1(Y,
O(Ci)) such that 0 6= [ϕCi |Ci ] ∈ H
1(Y, OCi(Ci))
∼= C.
Lemma For any Ci in Y , the restriction homomorphism H
1(Y, OY (Ci))→
H1(Y, OCi(Ci)) is surjective.
3 Homogeneous ADE bundles over flag varieties
In this section, we will study the holomorphic structures of the homogeneous
ADE bundles G× g/B over G/B when g is of ADE type.
Lemma 1 For any finite dimensional representation V of B, the associated
representation bundle G× V/B over G/B is an iterated extensions of holomor-
phic line bundles.
Proof. As B is a solvable Lie group, using Lie’s Theorem [14], any finite
representation of B has a filtration with irreducible factors. And any irreducible
representation of B is of one dimensional.
Here we will first review the cohomology of line bundles over G/B, i.e.
the Borel-Weil-Bott theorem [3][9]. For the full flag variety G/B, we have
Pic(G/B) = Λ, where Λ is the weight lattice of the Lie algebra g. Hence for
every λ ∈ Λ, we can associate a line bundle Lλ over G/B. Denote
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ρ :=
1
2
∑
α∈Φ+
α =
r∑
i=1
λi
where Φ+ is the set of positive roots of g and {λ1, · · · , λr} is the set of funda-
mental weights of g. Then by Borel-Weil-Bott theorem, we have
(Borel−Weil−Bott Theorem)
(1) If λ+ ρ is singular (i.e. ∃ α ∈ Φ such that 〈α∨, λ+ ρ〉 = 0), then
Hi(G/B,Lλ) = 0 for all i;
(2) If λ+ ρ is not singular, write λ = ω(µ+ ρ)− ρ with ω ∈W , µ ∈ C, then
Hi(G/B,Lλ) =
{
0 if i 6= ind(λ+ ρ)
Vµ if i = ind(λ+ ρ),
where Φ is the set of roots of g, α∨ is the dual root of α, W is the Weyl group, C
is the dominant chamber, Vµ is the irreducible representation of G with highest
weight µ and Hi(G/B,Lλ) is isomorphic to Vµ as G-modules, and for any λ ∈ Λ,
ind(λ) is defined to be the number of α ∈ Φ+ such that (λ, α) < 0.
From the Borel-Weil-Bott theorem, we can compute some particular cases
of cohomology of line bundles over G/B easily. Denote ∆ = {α1, · · · , αr} the
set of simple roots.
Proposition 2 In ADE cases, for any root α ∈ Φ, we have:
(1)Hi(G/B,Lα) = 0 for any i ≥ 2;
(2)H1(G/B,Lα) =
{
C if α = −αi for some simple root αi ∈ ∆
0 otherwise.
Proof. This proposition follows from the Borel-Weil-Bott theorem and the fol-
lowing lemma.
Lemma 3 In ADE cases, for any root α ∈ Φ, if α + ρ is not singular, then
ind(α+ ρ) ≤ 1.
Proof. Let ∆ = {α1, · · · , αr} be the set of simple roots and {λ1, · · · , λr} be the
set of corresponding fundamental weights. In ADE cases, we have (αi, λj) = δij
for any i, j and for any roots α, β ∈ Φ, we have |(α, β)| ≤ 2 with ” = ” holds
if and only if β = ±α.
If α ∈ Φ with α 6= ±αi for any i, then the coordinates of it in the basis
of the fundamental weights are always −1, 0 or 1. Since ρ :=
∑r
i=1 λi has all
coordinates equal to 1, α+ ρ is either singular (a coordinate is 0) or has index
0 (all coordinates positive).
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If α = αi for some i, then the coordinates of it are always −1, 0, 1 or 2. So
α+ ρ is either singular or has index 0.
If α = −αi for some i, for any β ∈ Φ
+, if (α + ρ, β) < 0, then β can only
be αi, hence ind(α+ ρ) = 1.
Now we will use this proposition to compute the holomorphic filtration struc-
ture of G× g/B when g is of ADE type.
Example 4 g = An = sl(n + 1,C), G = SL(n + 1,C) case. Choose ∆ =
{x1 − x2, · · · , xn − xn+1} as the set of simple roots. We first consider the
associated representation bundle G × Cn+1/B. The representation Cn+1 of B
has weights {x1, · · · , xn+1}, with {v1 = (1, 0, · · · , 0), · · · , vn+1 = (0, · · · , 0, 1)}
be their corresponding weight vectors. The filtration of this representation can
only be
C
n+1 ⊃ C〈v2, v3, · · · , vn+1〉 · · · ⊃ C〈vn+1〉 ⊃ {0}.
Hence the holomorphic structures of G× Cn+1/B must be
∂ϕ =


∂ ϕ1,2 · · · ϕ1,n+1
0 ∂ · · · ϕ2,n+1
...
...
. . .
...
0 0 · · · ∂


with ϕi,j ∈ Ω
0,1(G/B,Lxn+2−i ⊗ L
∗
xn+2−j) for any j > i. When j > i, xn+2−i −
xn+2−j ∈ Φ
− is a negative root, i.e. ϕi,j ∈ Ω
0,1(G/B,Lα) for some α ∈ Φ
−.
The integrability condition ∂
2
ϕ = 0 is equivalent to, for i = 1, 2, · · · , n,{
∂ϕi,i+1 = 0,
∂ϕi,j = −
∑j−1
m=i+1 ϕi,m ∧ ϕm,j, j ≥ i+ 2.
Note ϕi,j ∈ Ω
0,1(G/B,Lα) for some α ∈ Φ
−. From
j−1∑
m=i+1
[ϕi,m ∧ ϕm,j ] ∈ H
2(G/B,Lα) = 0,
we can find ϕi,j , such that ∂ϕi,j = −
∑j−1
m=i+1 ϕi,m ∧ ϕm,j.
Also ∂
2
ϕ = 0 tells us ∂ϕi,i+1 = 0, i.e. [ϕi,i+1] ∈ H
1(G/B,Lxn+2−i−xn+1−i) 6=
0 as xn+1−i − xn+2−i is a simple root, hence we can take [ϕi,i+1] to be a non-
trivial class.
As G×g/B = G×aut0(C
n+1)/B, we have an induced holomorphic structure
on G×g/B from G×Cn+1/B. From above, we can write the holomorphic struc-
ture of G×Cn+1/B as ∂ϕ := ∂0 +
∑
α∈Φ− ρ(ϕα), where ρ is the representation
g → End(Cn+1). More explicitly, if we write ϕα = c
U
αx
U
α locally for some one
form cUα and the corresponding component x
U
α of locally Chevalley basis, then
6
ρ(ϕα) = c
U
α ρ(x
U
α ). Now for a section (x ∈ G/B, X(x) : C
n+1 → Cn+1) of
G× g/B and a section (x ∈ G/B, v(x) ∈ Cn+1) of G× Cn+1/B, we have
∂ϕ(X) · v = ∂ϕ(X · v)−X · (∂ϕv)
= (∂0 +
∑
ρ(ϕα))(X · v)−X · (∂0 +
∑
ρ(ϕα)) · v
= (∂0X) · v +
∑
α∈Φ−
cα[ρ(xα), X ] · v
= (∂0 +
∑
α∈Φ−
cαad(xα))(X) · v
Hence this induced holomorphic structure on G× g/B is
∂ϕ := ∂0 +
∑
α∈Φ−
ad(ϕα),
where ∂0 is the standard holomorphic structure and ϕα ∈ Ω
0,1(G/B,Lα) for
some α ∈ Φ−.
Example 5 g = Dn = so(2n,C), G = SO(2n,C) case. Choose ∆ = {x1 −
x2, x2 − x3, · · · , xn−1 − xn, xn−1 + xn} as the set of simple roots. We first
consider the associated representation bundle G × C2n/B. The representation
C2n of B has weights {x1, · · · , xn, x−n, · · · , x−1}, with {v1, · · · , v2n} be their
corresponding weight vectors. The filtration of this representation is not unique,
in fact there are two choices, we arbitrary choose one:
C
n+1 ⊃ C〈v2, v3, · · · , v2n〉 · · · ⊃ C〈v2n〉 ⊃ {0}.
Hence the holomorphic structures of G× C2n/B must be
∂ϕ =


∂ ϕ1,2 · · · ϕ1,2n
0 ∂ · · · ϕ2,2n
...
...
. . .
...
0 0 · · · ∂


with ϕi,j lies in Ω
0,1(G/B,Lxp−xq ) for some p > q, or Ω
0,1(G/B,L−xp−xq), or
Ω0,1(G/B,L−2xp) when i+ j = 2n+1. Note that both xp−xq and −xp−xq are
roots while −2xp is not. Similar to the above An case, to show that the integrabil-
ity condition ∂
2
ϕ = 0 has solutions, we need to prove that H
2(G/B,L−2xp) = 0.
The proof is similar to the proof of the above lemma, we will omit it here.
On the vector space C2n, we have a natural quadratic form q such that Dn =
so(2n,C) = aut(C2n, q), hence G × g/B = G × aut(Cn+1, q)/B. To induce a
holomorphic structure on G × g/B from G × C2n/B, we need the holomorphic
structure on G × C2n/B to preserve the induced quadratic form q on it. It is
easy to check that ∂ϕq = 0 if and only if ϕi,j = −ϕ2n+1−j,2n+1−i for any j > i.
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From this, we know that all the nonzero ϕi,j ’s are contained in Ω
0,1(G/B,Lα)
for some α ∈ Φ−. Furthermore, the induced holomorphic structure on G× g/B
is
∂ϕ := ∂0 +
∑
α∈Φ−
ad(ϕα),
as in An case. Note that these kind holomorphic structures don’t depend on
which filtration we choose for the representation at first.
Similar to the above examples, we can compute the holomorphic structures
of G× g/B in E6 and E7 cases using the fact that E6 = aut(C
27, c) and E7 =
aut(C56, t), with some specific cubic form c on C27 and quartic form t on C56
(see [8] for more details). It turns out that, in these two cases, the induced
holomorphic structures on G× g/B are also
∂ϕ := ∂0 +
∑
α∈Φ−
ad(ϕα).
Now we try to write the holomorphic structures on G × g/B directly. The
filtration of the representation g is given by the Chevalley order of its weights,
hence not unique, we will choose an arbitrary one. Then the holomorphic struc-
ture on G× g/B can be written in a upper-triangular matrix as follows:
∂ϕ =


∂ ϕ1,2 · · · ϕ1,N
0 ∂ · · · ϕ2,N
...
...
. . .
...
0 0 · · · ∂


Proposition 6 For the Lie algebra bundle (G × g/B, [ , ]) and ∂ϕ as above,
∂ϕ[ , ] = 0 if and only if ∂ϕ = ∂0 +
∑
α∈Φ− ad(ϕα) with ϕα ∈ Ω
0,1(G/B,Lα)
for some α ∈ Φ−.
Proof. If ∂ϕ = ∂0+
∑
α∈Φ− ad(ϕα), from Jacobi identity, we have ∂ϕ[ , ] = 0.
Conversely, we suppose ∂ϕ[ , ] = 0.
First, we can show that for those ϕi,j /∈ Ω
0,1(G/B,Lα) for any α ∈ Φ
−,
ϕi,j = 0 by direct computations.
Second, for each α ∈ Φ−, we consider those ϕi,j ’s which are contained in
Ω0,1(G/B,Lα), it can be proved that these ϕi,j’s are different to each other by
a constant coefficient.
Third, through more detailed calculations, we can see that for those ϕi,j ’s
contained in the same Ω0,1(G/B,Lα), their impacts in ∂ϕ is as ad(ϕα) for
some ϕα ∈ Ω
0,1(G/B,Lα).
From the above proposition, we know that the holomorphic structure ∂ϕ of
G×g/B do not depend on the filtration we choose at first. Now we consider the
integrability condition of ∂ϕ = ∂0+
∑
α∈Φ− ad(ϕα). Since H
2(G/B,Lα) = 0 for
any α ∈ Φ−, the integrability condition ∂
2
ϕ = 0 always has solutions, according
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to the computations in section 2. Also ∂
2
ϕ = 0 tells us ∂ϕ−αi = 0 for every
simple root αi, i.e. [ϕ−αi ] ∈ H
1(G/B,L−αi) 6= 0, hence we can take [ϕ−αi ] to
be a non-trivial class. That means the holomorphic structure we got can be
non-trivial.
As we mentioned, the associated bundle G× g/B is holomorphically trivial
as the action of B on g can extend to the whole G. So the next question is what
kind of ∂ϕ can make G× g/B holomorphically trivial? To answer this question,
we refer to the following theorem by X.Y. Pan in [21]:
Theorem[21] For a homogenous space G/P , a vector bundle V on G/P is
trivial if and only if the restriction of V to every Schubert line is trivial.
Back to our cases, the Schubert lines in G/B are given by Ci = Pαi/B,
where αi run through all the simple roots, and Pαi is a parabolic subgroup of
G corresponding to αi.
Lemma 7 The bundle (G×g/B, ∂ϕ = ∂0+
∑
α∈Φ− ad(ϕα)) is holomorphically
trivial if and only if [ϕ−αi |Ci ] 6= 0 for every simple root αi.
Proof. Directly from [8], G × g/B is trivial over Ci = Pαi/B if and only if
[ϕ−αi |Ci ] 6= 0.
The next lemma says that for any simple root αi, there always exists ϕ−αi ∈
Ω0,1(G/B,L−αi) such that [ϕ−αi |Ci ] ∈ H
1(Ci, L−αi |Ci)
∼= H1(P1, O(−2)) ∼= C
is not zero.
Lemma 8 For any simple root αi, the restriction map H
1(G/B,L−αi) →
H1(Ci, L−αi |Ci) is surjective.
Proof. From Borel-Weil-Bott theorem, we have H1(G/B,L−αi)
∼= H0(G/B,L0)
as Sαi(−αi+ρ)−ρ = 0. Also H
1(Ci, L−αi |Ci)
∼= H0(Ci, L0|Ci) and the restric-
tion map H1(G/B,L−αi) → H
1(Ci, L−αi |Ci) is the same with the restriction
map H0(G/B,L0)→ H
0(Ci, L0|Ci). From [1][22], we know this restriction map
is surjective.
Since H1(G/B,L−αi)
∼= H0(G/B,L0) ∼= C, the above restriction map
H1(G/B,L−αi) → H
1(Ci, L−αi |Ci) is in fact an isomorphism. Hence we have
[ϕ−αi |Ci ] 6= 0 if and only if [ϕ−αi ] 6= 0. Combine the above results, we have the
following theorem:
Theorem 9 The holomorphic structure of (G× g/B, [ , ]) over G/B is ∂ϕ =
∂0 +
∑
α∈Φ− ad(ϕα) with [ϕ−αi ] 6= 0 for every simple root αi.
Since H1(G/B,L−αi)
∼= C and H1(G/B,L−α) = 0 for α ∈ Φ
+, α 6= αi, the
holomorphic structure in the above theorem is unique up to isomorphism.
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4 ADE bundles over cotangent bundles of the
flag varieties
In this section, we want to write the holomorphic structure of G× n× g/B over
G× n/B ∼= T ∗(G/B) when g is of ADE type. Similarly to Lemma 1, we know
that G × n× g/B is an iterated extensions of line bundles over G × n/B as B
is solvable. And any line bundle over G× n/B is the pull back of a line bundle
over G/B through the projection map pi : T ∗(G/B) ∼= G×n/B → G/B. Denote
Lλ := pi
∗Lλ to be the corresponding line bundle over G × n/B for any weight
λ ∈ Λ.
Similar to the above section, we need to compute H1(G × n/B,Lα) and
H2(G× n/B,Lα) for α ∈ Φ
−. We denote Hi(λ) := Hi(G× n/B,Lλ) for conve-
nience. Some properties and computations of Hi(λ) can be found in [5][6][12].
Write Cht(λ) for the combinatorial dimension of the interval [λ∗, λ+] in the
Chevalley order (Here λ∗ is the unique dominant weight that is minimal with
the property λ∗ ≥ λ and λ+ is the unique dominant weight on the Weyl group
orbit of λ), i.e. the supremum over all r such that there exists a chain
λ∗ ≤ µ0 < µ1 < · · · < µr ≤ λ
+
with all µi dominant.
Various properties of Cht(λ) can be found in [6][12]. We recall the following
from [12] Lemma 4.2.
Lemma[12] (i) Let λ ∈ Λ, then Cht(λ) = 0 iff λ(β∨) ≥ −1 for all β ∈ Φ+.
In particular, Cht(λ) = 0 for all λ ∈ C.
(ii) Let λ ∈ Λ with Cht(λ) = 0 and let µ ∈ C, then Cht(λ+ µ) = 0.
We will also use the following theorem from [6]:
Theorem[6] (i) For λ ∈ Λ, we have the equivalences
Hi(λ) = 0 for all i ≥ 1⇔ H1(λ) = 0⇔ Cht(λ) = 0, i.e. λ∗ = λ+.
(ii) If Cht(λ) = 1, then up to a shift in degrees
H1(λ) ≃ H0(λ∗)/H0(λ+)[−ht(λ+ − λ∗)] 6= 0.
(iii) Hi(λ) = 0 for i > Cht(λ).
Remark 10 From the above lemma and theorem, in our ADE cases, for any
positive root α ∈ Φ+, Cht(λ) = 0, Hi(α) = 0 for all i ≥ 1; for any negative root
α ∈ Φ−, Cht(λ) 6= 0, H1(α) 6= 0.
Proposition 11 In our ADE cases, for any negative root α ∈ Φ−, H2(α) = 0.
10
To prove this proposition, we need the following lemmas.
Lemma[6] Let Q ⊃ P be two parabolic subgroups and let V be an irre-
ducible P -module. Write Z := G× (g/q)∗/P .
(i) There exists at most one i ≥ 0 such that
Hi(Q/P,LQ/P (V )) 6= 0.
(ii) If Hi(Q/P,LQ/P (V )) = 0 for all i ≥ 0, then for all i ≥ 0,
Hi(Z,LZ(V )) = 0.
(iii) Suppose V˜ := Hv(Q/P,LQ/P (V )) 6= 0 for v ≥ 0, then
Hi(Z,LZ(V )) =
{
0 if i < v
Hi−v(Z,LZ(V˜ )) if i ≥ v.
Here LQ/P (V ) and LZ(V ) are the associated representation bundles over Q/P
and Z respectively.
Now let α be a simple root, Q = Pα ⊃ B, X = T
∗(G/B) = G × n/B.
Then L−α = LX(Cα)
∗ on X has a natural linear section with scheme of zeros
Z = G × (g/q)∗/B, hence we can identify LX(Cα)[−1] with the ideal sheaf of
Z in X , where the [−1] denotes a shift in grading such that generators have
degree 1. Write ι : Z ⊂ X for the inclusion, then for any weight λ, we have a
G-equivariant exact sequence of graded OX -modules
0→ LX(Cλ+α)[−1]→ LX(Cλ)→ ι∗LZ(Cλ)→ 0.
As before, we write Hi(λ) := Hi(X,LX(Cλ)) and H
i
α(λ) := H
i(Z,LZ(Cλ)),
then we have a long exact sequence
· · · → Hi(λ+ α)[−1]→ Hi(λ)→ Hiα(λ)→ · · ·
Lemma 12 For any simple root α and any weight λ, if 〈λ, α〉 = −1, then
Hi(λ) ∼= Hi(λ+ α)[−1] for any i ≥ 0.
Proof. Write Q = Pα ⊃ B, then H
i(Q/B,LQ/B(Cλ)) ∼= H
i(P1,O(−1)) = 0
for any i ≥ 0. From (ii) of the above Lemma [6], we have Hiα(λ) = 0 for any
i ≥ 0. Hence Hi(λ) ∼= Hi(λ + α)[−1] for any i ≥ 0 by the above long exact
sequence.
Lemma 13 For any simple root α, H2(−α) = 0.
Proof. Consider the above long exact sequence
· · · → Hi(λ+ α)[−1]→ Hi(λ)→ Hiα(λ)→ · · ·
Take λ = −α, since H2(0) = 0 (directly from Theorem [6] (i) and Cht(0) =
0), to show H2(−α) = 0, we only need to show H2α(−α) = 0.
Take λ = 0, since H1(0) = 0 and H2(α) = 0, we have H1α(0) = 0.
From Lemma [6], since V˜ := H1(Pα/B,LPα/B(C−α))
∼= H1(P1,O(−2)) ∼=
C 6= 0 and the action of B on V˜ is trivial (from Borel-Weil-Bott theorem), we
have H2α(−α) = H
1
α(0) = 0.
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From the above two lemmas, we can prove our Proposition 11 now.
Proof. (Proposition 11) We want to prove H2(λ) = 0 for any negative root
λ ∈ Φ− in our ADE cases.
If ht(λ) = 1, i.e. λ = −α for some simple root α, then from Lemma 13,
H2(λ) = 0.
By induction on ht(λ). Suppose the proposition is true for every β ∈ Φ−
with ht(β) = m. Given any λ ∈ Φ− with ht(λ) = m + 1, by Lemma A in
section 10.2 of [13], there exists some simple root α such that 〈λ, α〉 = −1, i.e.
λ + α ∈ Φ− with ht(λ + α) = m, hence H2(λ + α) = 0. From Lemma 12, we
have H2(λ) = H2(λ+ α) = 0.
As in the above section, we now try to write the holomorphic structures
∂ϕ on G × n × g/B directly. Since G × n × g/B is an iterated extensions of
line bundles, ∂ϕ can be written in a upper-triangular matrix, depending on the
filtrations we choose for the representation g. For ∂ϕ to preserve the Lie bracket,
∂ϕ can only be ∂ϕ = ∂0+
∑
α∈Φ− ad(ϕα) with ϕα ∈ Ω
0,1(G×n/B,Lα) for some
α ∈ Φ−. Hence ∂ϕ’s are not depending on the filtrations we choose at first. For
the integrability condition ∂
2
ϕ = 0 to have solutions, we need H
2(α) = 0 for
any negative root α ∈ Φ−, which is true by Proposition 11. Also ∂
2
ϕ = 0 tells
us ∂ϕ−αi = 0 for every simple root αi, i.e. [ϕ−αi ] ∈ H
1(G × n/B,L−αi) 6= 0,
hence we can take [ϕ−αi ] to be a non-trivial class. That means the holomorphic
structures we got can be non-trivial.
Similar to G×g/B case, the associated bundle G×n×g/B is holomorphically
trivial as the action of B on g can extend to the whole G. For example, we
can take the holomorphic structure of G × n × g/B to be pi∗(∂ϕ) where pi :
G × n × g/B → G × g/B is the projection map and ∂ϕ is the holomorphic
structure of G×g/B as in Theorem 9. That means G×n×g/B is a pull back of
G×g/B holomorphically, hence trivial. In general, for G×n×g/B over G×n/B
to be trivial, its restriction to G/B must also be trivial, hence for each simple
root αi, [ϕ−αi |G/B] 6= 0. As H
1(G × n/B,L−αi) =
⊕∞
j=0H
1(G/B, Sjn∗ ⊗
L−αi), where S
jn∗ = G × sjn∗/B is the associated vector bundle over G/B
and sjn∗ is the j-th symmetric power of the dual space n∗ of n, the restriction
map H1(G × n/B,L−αi) → H
1(G/B,L−αi) is just the projection, hence it is
surjective. That means we can always take [ϕ−αi ] ∈ H
1(G × n/B,L−αi) such
that [ϕ−αi |G/B] 6= 0.
Combine the above results, we have the following theorem:
Theorem 14 The holomorphic structure of (G× n× g/B, [ , ]) over G× n/B
is ∂ϕ = ∂0 +
∑
α∈Φ− ad(ϕα) with [ϕ−αi |G/B] 6= 0 for every simple root αi.
5 ADE bundles over ADE singular surfaces
In this section, we consider the restriction of the g-bundle G × n × g/B from
G×n/B to S˜, note that S˜ is the minimal resolution of the ADE singular surface
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S = C2/Γ. It is obviously that this g-bundle over S˜ is also an iterated extensions
of line bundles.
Denote C =
⋃
Ci to be the exceptional locus in S˜, with each Ci irreducible
component, then the dual graph of C is an ADE Dynkin diagram of the cor-
responding type. The Picard group of S˜ is a free abelian group generated by
divisors dual to the irreducible curves Ci [20], i.e. Pic(S˜) = Z〈Di〉 with each
Di dual to Ci.
As before, we know that the irreducible curves Ci = Pαi/B are Schubert
lines in G/B, where αi run through all the simple roots. Now for any weight
λ, we consider the restriction of the line bundle Lλ from G/B to Ci, it is easy
to see that Lλ|Ci
∼= OP1(〈λ, αi〉). How about the restriction of the line bundle
Lλ = pi
∗Lλ form G× n/B to S˜?
Lemma 15 For any root α =
∑
niαi, Lα|S˜
∼= OS˜(
∑
−niCi).
Proof. For the simplicity of computations, we first assume Lα|S˜
∼= OS˜(
∑
−miCi)
with mi’s integers.
We consider Lα|Cj for each j, then
(−
∑
miCi) · Cj = 〈
∑
niαi, αj〉
i.e. ∑
mi(Ci · Cj) = −
∑
ni〈αi, αj〉
Since [Ci · Cj ]r×r = [−〈αi, αj〉]r×r are invertible matrices, here r is the rank of
the Lie algebra g,
(m1, · · · ,mr)[Ci · Cj ] = (n1, · · · , nr)[−〈αi, αj〉]
has unique solution (m1, · · · ,mr) = (n1, · · · , nr). Hence our assumption is right
and Lα|S˜
∼= OS˜(
∑
−niCi).
From the above lemma, the g-bundle over S˜ topologically is
O⊕r ⊕
⊕
(
∑
niCi)2=−2
O(
∑
niCi)
Since the holomorphic structure overG×n×g/B is ∂ϕ = ∂0+
∑
α∈Φ− ad(ϕα),
the induced holomorphic structure of this g-bundle over S˜ is also
∂ϕ = ∂0 +
∑
α∈Φ−
ad(ϕα)
where for each α =
∑
−niαi ∈ Φ
−, ϕα ∈ Ω
0,1(S˜,OS˜(
∑
niCi)).
From the rationality of S˜, we have H1(S˜,O) = H2(S˜,O) = 0, hence
H1(S˜,O(Ci)) ∼= C, H
2(S˜,O(Ci)) = 0 and the restriction map H
1(S˜,O(Ci))→
H1(S˜,OCi(Ci))
∼= C is an isomorphism, for every Ci. Similar to the proof
of Proposition 11, using Lemma A in section 10.2 of [13] and induction on
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ht(
∑
niCi), we can show that for each effective divisor D =
∑
niCi with
D2 = −2, H2(S˜,O(D)) = 0. This implies that the integrability condition
∂
2
ϕ = 0 always has solutions. Also ∂
2
ϕ = 0 tells us ∂ϕ−αi = 0 for every simple
root αi, i.e. [ϕ−αi ] ∈ H
1(S˜,O(Ci)) 6= 0, hence we can take [ϕ−αi ] to be a non-
trivial class. That means the holomorphic structures we got can be non-trivial.
For the g-bundle to be trivial over S˜, it must be trivial over each Ci, hence
[ϕ−αi |Ci ] 6= 0, which is the same with [ϕ−αi ] 6= 0.
Theorem 16 The restriction of the g-bundle G× n× g/B from G× n/B to S˜
is
(O⊕r ⊕
⊕
(
∑
niCi)2=−2
O(
∑
niCi), ∂ϕ = ∂0 +
∑
α∈Φ−
ad(ϕα)).
with [ϕ−αi ] 6= 0 for every simple root αi.
We can easily note that the holomorphic structures here have the same form
with the holomorphic structures in [8].
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