Both positive and negative feedback loops of transcriptional regulation have been proposed to be important for the generation of circadian rhythms. To test the sufficiency of the proposed mechanisms, two differential equation-based models were constructed to describe the Neurospora crassa and Drosophila melanogaster circadian oscillators. In the model of the Neurospora oscillator, FRQ suppresses frq transcription by binding to a complex of the transcriptional activators WC-1 and WC-2, thus yielding negative feedback. FRQ also activates synthesis of WC-1, which in turn activates frq transcription, yielding positive feedback. In the model of the Drosophila oscillator, PER and TIM are represented by a "lumped" variable, "PER." PER suppresses its own transcription by binding to the transcriptional regulator dCLOCK, thus yielding negative feedback. PER also binds to dCLOCK to de-repress dclock, and dCLOCK in turn activates per transcription, yielding positive feedback. Both models displayed circadian oscillations that were robust to parameter variations and to noise and that entrained to simulated light/dark cycles. Circadian oscillations were only obtained if time delays were included to represent processes not modeled in detail (e.g., transcription and translation). In both models, oscillations were preserved when positive feedback was removed.
Circadian rhythms reflect oscillating expression of genes, one or a few of which act as clock components, or core genes. The mechanisms by which core genes generate oscillations have been the subject of extensive experimental investigation. Negative feedback loops, involving indirect mechanisms of transcriptional repression, are now known for a few organisms-notably Drosophila melanogaster and Neurospora crassa. In Drosophila the transcriptional activators dCLOCK and CYCLE form a heterodimer that activates per and tim transcription (Darlington et al., 1998; Rutila et al., 1998; Lee et al., 1999; Bae et al., 2000) . This heterodimer appears to be bound by PER and TIM to mask its DNA binding activity (Lee et al., 1999; Bae et al., 2000) and thereby repress per and tim transcription. In Neurospora, the white-collar proteins WC-1 and/or WC-2 activate frq transcription (Crosthwaite et al., 1997) . The WC proteins may be bound by FRQ, and this may be the mechanism whereby FRQ represses frq transcription (Dunlap, 1999) .
Recent results indicate that positive feedback also characterizes these circadian oscillators. In Drosophila, dCLOCK protein represses dclock transcription. Repression is mediated by dCLOCK-CYCLE heterodimers (Bae et al., 2000) . PER and TIM activate dclock . A positive feedback loop can be envisioned as follows. If dclock expression is slightly activated, then the resulting activation of per and tim transcription by dCLOCK-CYCLE results in binding of dCLOCK-CYCLE by PER and TIM. Thus, repression of dclock is relieved, and the level of dCLOCK increases further. In Neurospora, increases in FRQ levels are followed by increases in WC-1 levels . Therefore, a positive feedback loop can be envisioned as follows. If wc-1 expression is initially activated, activation of frq transcription by WC-1 will increase the level of FRQ, which will in turn further increase the level of WC-1. A major question is the functional role of positive feedback in these systems. Intuitively, it appears that positive feedback might "cancel out" negative feedback. However, time delays between transcription and appearance of functional gene product Luo et al., 1998; Glossop et al., 1999) might minimize the conflict. Clearly, the interacting feedback loops with multiple time delays make it difficult to understand intuitively the mechanism of oscillation of even a simple configuration of core genes. Mathematical modeling is emerging as a powerful tool to supplement experimental work and provide insights into the operation of such gene networks Goldbeter, 1998, 2000; Leloup et al., 1999; Ruoff et al., 1999; Scheper et al., 1999; Gonze et al., 2000; Smolen et al., 2000a Smolen et al., , 2000b .
The goal of the present investigation was to construct qualitative, differential equation-based models incorporating the above positive and negative feedback loops. Two models were constructed ( Fig. 1 ) that represent, for Neurospora and Drosophila, positive and negative feedback of core genes on their own expression. Both models succeeded in simulating circadian oscillations that were robust to parameter variation and to stochastic noise in biochemical reaction terms. The oscillations would entrain to simulated light pulses or light/dark cycles. Positive feedback was not essential for simulation of circadian oscillations, although it may be important for driving "output" circadian genes regulated by core gene products. However, time delays between transcription and appearance of functional protein were required to be of considerable length (ϳ7 hr).
MATERIALS AND METHODS
In the models of the Neurospora and Drosophila oscillators presented below, we do not consider separate concentration variables for the nuclear and cytoplasmic compartments. Rather, for simplicity, we model only the concentrations of macromolecular species averaged over a whole cell. Therefore, all concentrations are referenced to the total cell volume. Absolute in vivo concentrations are not well known for circadian proteins. We assumed standard nanomolar units. A model of the Neurospora circadian oscillator. The model of the circadian oscillator in Neurospora that incorporates interactions between FRQ and the WC proteins is schematized in Figure 1A . The WC -1 and WC -2 proteins are found together in a complex in vivo (Talora et al., 1999; Denault et al., 2001) . Recent evidence indicates that FRQ interacts with this complex and may thereby block its activation of frq expression (Denault et al., 2001) . We use WCC (white-collar complex) as an abbreviation for the WC -1/ WC -2 heterodimer, and we assume WCC activates frq expression. Our model contains a negative feedback loop in which FRQ represses frq transcription by binding and sequestering WCC, and a positive feedback loop in which activation of FRQ synthesis by WCC increases the level of FRQ, which in turn f urther increases the level of WCC. E xperimentally, increases in FRQ are followed by increases in WC -1 and thus plausibly in WCC.
The model incorporates a cascade of sequential phosphorylation events for FRQ protein, with only the most highly phosphorylated form being degraded (Fig. 1A) . The number of FRQ phosphorylations that occur before degradation appears to be rather high but is not known definitely. Ten phosphorylations were assumed, as indicated by the notation "ϫ10" in Figure 1A . F 0 -10 denotes FRQ monomers with 0, 1, . . ., 10 phosphorylations, respectively. Phosphorylations of FRQ were assumed to be sequential and irreversible. In the absence of detailed characterization of the enzymes involved, it was assumed for simplicity that the phosphorylations were all performed by a single kinase. Phosphorylation rates are given by Michaelis-Menten expressions in which all species of FRQ that are not f ully phosphorylated can act to saturate the kinase. Michaelis-Menten terms represent degradation of f ully phosphorylated FRQ and of WCC. All forms of FRQ are assumed able to form a complex with WCC. We use F-WCC to denote an FRQ-WCC complex.
The first differential equation represents synthesis and removal of unphosphorylated FRQ, F 0 :
In this equation, the first term represents synthesis of F 0 . The rate of synthesis of F 0 is proportional to a f unction, R sF , of the concentration of free WCC (Eq. 2). The second term in Equation 1 represents removal of F 0 via phosphorylation, with a maximal velocity v ph and a Michaelis constant K ph . In the denominator, the quantity TOT UN PHOS is a sum over the concentrations of all forms of FRQ that have Ͻ10 phosphorylations, whether bound to WCC or not. The use of this quantity reflects the assumption that a single kinase catalyzes all phosphorylations of FRQ. This kinase can therefore bind, and be saturated by, all species of FRQ that are not f ully phosphorylated. The third term in Equation 1, ϪR 0 assoc , represents removal of F 0 by association with WCC to form a complex F-WCC. The association process is assumed second-order, with rate constant k f . Thus,
. Dissociation of F-WCC is neglected for simplicity.
In the first term of Equation 1, the f unction R sF takes the following form:
This form makes the rate of FRQ synthesis, v sF ‫ء‬ R sF , a saturable and delayed f unction of the level of free WCC. A justification for Equation 2 is as follows. The rate of transcription of frq is assumed proportional to the probability that WCC is bound to an upstream regulatory sequence. This probability is assumed to be a saturable f unction of [WCC] , yielding:
Because our model does not consider separate cytoplasmic and nuclear compartments, the concentrations in Equation 3, as in all other equations, are averaged over the total cell volume. To go to Equation 2, it is assumed that the rate of FRQ synthesis is proportional to the rate of frq transcription, but with a time delay 1 , taken as 7 hr. Much of 1 is needed to account for the ϳ4 hr delay between the time courses of frq mRNA and FRQ protein during circadian oscillations L uo et al., 1998) . 1 would also include time needed for WC -1 and WC -2 to move to the nucleus and regulate frq. The use of time delays such as 1 to represent slow biochemical processes not modeled in detail is an effective way of encapsulating slow processes whose details are too complex or uncertain to model (Smolen et al., 1999) . We used distributed, rather than discrete, time delays. With a distributed delay, the derivative of a variable depends on the averaged values of one or more variables over a specified range of previous time (MacDonald, 1989) . For example, if the range of previous time is denoted by (t 1 , t 2 ), a distributed delay for a variable X(t) whose rate of change depends on a f unction of itself is given by:
Distributed delays are general enough to encapsulate transcription, translation, or transport. For example, if movement of mRNA from a transcription site to translation sites relies on active transport with a range of transport times for individual mRNAs, a distributed delay is a proper modeling framework. In equations defining delayed f unctions, angled brackets indicate that the quantity within is averaged over a time window centered at a mean delay ( 1 in Eq. 2). For convenience, the mean delay may be termed "the delay." The width of the time window is denoted ␦. In Equation 4, ␦ ϭ (t 2 Ϫ t 1 ). ␦ is stated as a fraction of . In Equation 2, the standard value of ␦ was taken to be 100% of 1 . Such a large value is consistent with experimental results. Garceau et al. (1997) and L uo et al. (1998) found that frq mRNA exhibits a rather narrow oscillation, with a width at half-maximum on the order of 6 -8 hr, whereas the rising phase alone of oscillation in FRQ protein appears somewhat longer than this, lasting ϳ8 -10 hr. These findings suggest a large variability in the times during which individual frq mRNAs are translated. This corresponds to a large ␦.
The differential equation for the rate of change of the level of free WCC, the transcriptional activator complex, is as follows:
In this equation, the first two terms represent synthesis and degradation of WCC. In the denominator of the second term, WCC tot denotes the total concentration of WCC, both free and bound to dCL OCK . The third term, Ϫ͚ iϭ0 10 R i assoc , represents removal of free WCC by association with any of the 11 species of FRQ (unphosphorylated, or with 1-10 phosphorylations). The sum runs over 11 association rates, one for each species of FRQ. Each association process is assumed second-order, with the same rate constant k f in all cases. For example, R 10 assoc ϭ k f [F 10 ][WCC]. FRQ appears to activate the synthesis of one of the WC proteins, WC -1, post-transcriptionally . The expression of the second white-collar gene, wc-2, does not display circadian oscillations (Crosthwaite et al., 1997) . Because WC -2 is in excess over WC -1 (Denault et al., 2001) , activation of WC -1 synthesis should correspond to increasing the level of WCC. Therefore, to reflect the activation of WC -1 synthesis by FRQ, the rate of synthesis of WCC in Equation 5 is proportional to a delayed f unction R sW of the total concentration of FRQ not complexed to WCC, [F tot F 10 ]. Analogously to Equation 2, a saturable f unction was used:
The delay 2 appears to be large (ϳ7-8 hr; Lee et al., 2000) . We used a value of 7 hr. The window width ␦ was taken as 30% of the mean delay. Phosphorylated species of FRQ can be formed and removed by phosphorylation reactions, except that removal of F 10 is by degradation. Also, these species can be removed by association with WCC to form FRQ-WC complexes. Each differential equation for these species therefore has three terms:
ϪR i assoc , for i ϭ 1, . . . , 9
Within complexes of FRQ and WCC, FRQ can also be phosphorylated. The variables C 0 -10 F are used to denote F-WCC complexes with 0, 1, . . ., 10 FRQ phosphorylations. In Equations 1, 7, and 8, the variable F 9 ]. There is no evidence to suggest the kinetics of FRQ phosphorylation depend on whether FRQ is complexed with WCC or not. Therefore, for simplicity, the same velocities and Michaelis constants are assumed to govern phosphorylation of FRQ in both cases. For the variables [C 0 F ] through [C 9 F ], differential equations analogous to Equation 7 can therefore be written. One additional term is added to account for degradation of these complexes if the WCC component is degraded. This term has the same form as that in Equation 5 for the degradation of free WCC:
The differential equation for the rate of change of [C 10 F ] needs another term, to account for degradation of the complex upon degradation of f ully phosphorylated FRQ. This term is analogous to that in Equation 8 for the degradation of f ully phosphorylated FRQ:
For most simulations with the Neurospora model (Eqs. 1, 2, and 5-11), a standard set of parameter values was used, with exceptions noted in the text or figure legends. The standard set is:
E xperimental data to estimate parameter values is lacking, except in the case of the delays 1 and 2 , which were chosen as discussed above. Therefore, to obtain standard values for the other parameters, it was necessary to rely on trial-and-error variation. Values were found that allowed simulation of stable circadian oscillations robust to small parameter changes and simulation of entrainment to light pulses. Parameter values for the model of the Drosophila oscillator were obtained in the same manner.
A model of the Drosophila circadian oscillator. The PER-TIM heterodimer inhibits per and tim expression by binding to a heterodimer of the transcriptional activators dCL OCK and C YCL E and hindering binding of dCL OCK-C YCL E to the per and tim promoter regions (Lee et al., 1999; Bae et al., 2000) . Because C YCL E is present in excess (Bae et al., 2000) it is likely that the concentration of dCL OCK-C YCL E is proportional to that of dCL OCK . Thus, the interaction of dCL OCK with C YCL E was not modeled explicitly. Rather, it was assumed that activation of per and tim is governed by the level of dCL OCK not complexed with PER-TIM. dclock transcription is activated by PER and TIM acting in concert. The activation is actually a de-repression. The PER-TIM heterodimer binds to and sequesters dCL OCK , which otherwise would repress its own gene (Glossop et al., 1999; Bae et al., 2000) . Our model assumes this mechanism.
TIM alone does not appear to regulate transcription. Also, the time courses of PER and TIM proteins are similar in shape and largely overlap Bae et al., 2000) . Because of these considerations, the dynamics of PER and TIM may be represented by a single "lumped" variable, "PER," which can be thought of as an "average" of PER and TIM levels. Combining PER and TIM into a single variable is also economical. If PER and TIM were modeled separately the number of differential equations would increase greatly. Therefore, in our model, only the variable "PER" was used. Binding of dCL OCK with PER forms an inactive complex, denoted by P-C.
The model of the circadian oscillator in Drosophila, which includes binding of PER to dCL OCK , is schematized in Figure 1B . It embodies the negative feedback loop in which PER binds dCL OCK and therefore deactivates per transcription. In addition, it embodies the positive feed-back loop that operates as follows. Activation of per transcription by dCL OCK results in sequestration of dCL OCK by binding to PER. Thus, repression of dclock by dCL OCK is relieved, and the level of dCL OCK increases f urther.
The model assumes sequential phosphorylation events for PER, with only the most highly phosphorylated form being degraded (Fig. 1B) . The number of PER phosphorylations that occur is considerable (Edery et al., 1994; Z eng et al., 1996) . Ten was assumed as was done above for FRQ. Michaelis-Menten terms represent degradation of PER and dCL OCK . All forms of PER, irrespective of phosphorylation, are assumed able to bind dCL OCK . The resulting model has 23 dependent variables-the same as in our model of the Neurospora oscillator. The equations are almost identical to that model.
The first differential equation represents synthesis and removal of unphosphorylated PER, P 0 . The rate of synthesis of P 0 is given as a f unction, R sP , of the concentration of free dCL OCK :
In this equation, the first two terms represent synthesis and phosphorylation of P 0 . In the first term, the f unction R sP takes the form:
This form makes the rate of PER synthesis a saturable, delayed f unction of free dCL OCK . The mean delay 1 was taken as 8 hr. Much of 1 can be accounted for by the ϳ4 hr delay between the time courses of per mRNA and PER protein (Z err et al., 1990; Vosshall et al., 1994; Glossop et al., 1999 ). An additional component of 1 is evident as an experimental offset between the time course of the per transcription rate and the level of per mRNA. Surprisingly, this delay is on the order of 2 hr (So and Rosbash, 1997) . Similar delays exist between the time courses of tim transcription, tim mRNA, and TIM protein (So and Rosbash, 1997) . Movement of dCL OCK into the nucleus and binding to DNA would also add to 1 . In the denominator of the second term in Equation 12, TOT UNPHOS is a sum of the concentrations of all forms of PER with Ͻ10 phosphorylations, whether bound to dCL OCK or not. The third term in Equation 12, ϪR 0 assoc , represents removal of P 0 by association with dCL OCK to form a complex P-C. The association process is assumed second-order, thus R 0
. Dissociation of P-C is neglected for simplicity.
The differential equation governing [dCL OCK] is:
In this equation the first two terms represent synthesis and degradation. The third term, Ϫ͚ iϭ0 10 R i assoc , represents removal of free dCL OCK by association with the species of PER with 0 -10 phosphorylations. For example, R 10 assoc ϭ k f [P 10 ][dCL OCK]. In the first term, the f unction R sC was chosen to reflect the repression of dCL OCK synthesis: Phosphorylated species of PER can be formed and removed by phosphorylation reactions, except that for P 10 , removal is by degradation. Also, these species can be removed by association with dCL OCK to form P-C complexes. Each differential equation for these species therefore has three terms:
Within complexes of PER and dCL OCK , PER can also be phosphorylated. The variables C 0 -10 P are used for P-C complexes with 0, 1, . . ., 10 PER phosphorylations. Differential equations analogous to Equations 9 -11 in the Neurospora model govern the concentrations of these complexes:
For most simulations with the Drosophila model (Eqs. 12-20), a standard set of parameter values was used. The standard set is:
As in the model of the Neurospora oscillator, the standard value of the window width ␦ was taken to be 100% of the mean delay for 1 and 30% of the mean delay for 2 . A list of all the parameters in the models of Figure 1 , together with summaries of their biochemical significance, is presented in Table 1 .
For numerical integration of the equations, the forward-Euler method was used with storage of averages for use in calculations of delayed quantities. Integration time steps were reduced until no significant difference was seen after f urther reduction. Final step sizes were 4 -5 ϫ 10 Ϫ5 hr. All models were programmed in FORTR AN 77 and simulated on a Compaq X P1000 workstation. Programs are available from the authors upon request.
RESULTS

Models incorporating feedback loops and time delays can represent the Drosophila and Neurospora circadian oscillators Simulation of oscillations in Drosophila
The Drosophila model (Fig. 1B) readily simulated large-amplitude circadian oscillations in the level of total PER and total dCLOCK (Fig. 2, top panel ) . Here and subsequently, "total" protein concentration is the sum over all phosphorylation states and over free and bound states (e.g., for PER, the sum of the model variables [P 0 ] through [P 10 ] and [C 0 P ] through [C 10 P ]). The period of the simulated oscillations is 23.6 hr. Effects of light were not simulated in Figure 2 , so these oscillations correspond to a rhythm in constant darkness. The oscillatory pattern in Figure 2 is stable over time and to modest changes in parameters as discussed further below.
The oscillations of PER concentration in Figure 2 are quite symmetric in appearance, with a gradual rise and fall. The time course of the concentration of total dCLOCK and that of the complex of PER and dCLOCK (the sum of [C 0 P ] through [C 10 P ]), are displayed in the middle panel of Figure 2 . The oscillations of Figure 2 qualitatively agree with experiment in that the average level of dCLOCK is considerably less than that of PER (Bae et al., 2000) .
The bottom panel of Fig. 2 illustrates the time course of free dCLOCK (not bound to PER), which is only at significant levels during the intervals when the level of total PER is below total dCLOCK. When [PER] rises at the beginning of an oscillation, the formation of PER-dCLOCK complex rapidly eliminates free dCLOCK. The loss of free dCLOCK acts to terminate per transcription. Phosphorylation and degradation of PER continue, and after several hours a decline in [PER] leads to dissociation of the PER-dCLOCK complex and the regeneration of free dCLOCK. Free dCLOCK can then activate per transcription and [PER] can again rise. It is evident from comparing the top and bottom panels of Fig. 2 that a considerable delay, on the order of the parameter 1 , separates changes in the level of free dCLOCK (such as the increase beginning at t ϭ 6 hr) from the resulting changes in the rate of synthesis of PER protein (the increase beginning at t ϭ 11 hr).
Oscillations of significant amplitude in the concentration of total dCLOCK are seen (Fig. 2, top panel ) . These oscillations reflect the indirect regulation of dCLOCK synthesis by PER, through sequestration of dCLOCK and de-repression of dclock transcription. In the middle panel of Figure 2 , a circadian cycle of the level of PER-dCLOCK complex displays two humps. The first hump, peaking at t ϭ 13 hr, is caused by the binding of newly synthesized PER to dCLOCK. [PER-dCLOCK] then declines because dCLOCK, both free and in complex, is being degraded. At t ϭ 17 hr dCLOCK synthesis begins, and dCLOCK can bind with PER, so [PER-dCLOCK] rises again, to the second maximum at t Х 28 hr. It is not yet known experimentally whether such dynamics characterize the level of a PER-TIM-dCLOCK complex.
Experimentally, oscillations in PER during 24 hr light/dark cycles tend to peak at approximately zeitgeber time (ZT) 20 (Edery et al., 1994; Lee et al., 1998) , where ZT0 is lights on and ZT12 is lights off. The dCLOCK time course is clearly later than that of PER throughout the day, peaking at approximately ZT0 (Bae et al., 2000) . In the oscillations of Figure 2 , a delay on the order of the parameter 2 , ϳ7 hr, separates the start of each increase in PER from the start of the resulting increase in dCLOCK. Thus, both in experiment and simulation, there is a significant lag between the PER and dCLOCK time courses. One shortcoming of the simulated oscillations in Figure 2 is that as the level of PER rises at the beginning of an oscillation, PER-dCLOCK complex begins to form immediately, rather than after an interval of a few hours (Saez and Young, 1996) . In the model, newly formed PER can always complex readily with dCLOCK. To more adequately represent the kinetics of PERdCLOCK (or PER-TIM-dCLOCK) complex formation, a more detailed model would be necessary and would have to include kinetic expressions for PER transport into the nucleus.
The delay parameter 1 is critical. Decreasing 1 decreased the oscillation period. For example, a 1 of 3 hr corresponds to a period of 12.8 hr with other parameters as in Figure 2 . The period is more sensitive to 1 than to any other parameter, and eliminating 1 abolished oscillations. 1 appeared essential, because oscillations could not be restored by varying other parameters. In contrast, if 2 was eliminated, oscillations were preserved. The period is relatively insensitive to 2 . Decreasing 2 acts to decrease the lag between increases or decreases in [PER] and the resulting increases or decreases in [dCLOCK] .
Simulation of oscillations in Neurospora
The Neurospora model (Fig. 1A) readily simulated largeamplitude circadian oscillations in the levels of total FRQ and total WCC (Fig. 3, top panel ) . The period of these oscillations is 24.0 hr. Effects of light were not simulated in Figure 3 , so these oscillations correspond to a free-running rhythm in constant darkness. The oscillatory pattern in Figure 3 is stable over time, and the oscillations are stable to modest changes in parameters (see Fig. 6 ). Decreasing 1 decreased the oscillation period. Elimination of 1 abolished oscillations. Again, 1 appeared essential, because oscillations could not be restored by varying other parameters. For the standard parameter values, elimination of 2 also abolished oscillations, but these could be restored by increasing v sF from 8.0 to 16.0 nM/hr.
The oscillations in Figure 3 display a gradual rise and fall in the concentration of total FRQ. The middle panel of Figure 3 displays in more detail the time courses of total WCC and of the complex of FRQ and WCC (the sum of [C 0 F ] through [C 10 F ]). As [FRQ] rises, WCC is rapidly bound so that soon essentially all WCC is complexed with FRQ. Over an oscillation, the average concentration of WCC is ϳ40% that of FRQ. Experiments have not yet established the relative levels of FRQ and WCC. In Fig. 3  (top) , the oscillations of FRQ and WCC are approximately antiphase. A large value of 2 is required for this relationship. Experimental oscillations of FRQ and WC-1 are also approximately antiphase . Figure 3 , bottom panel, illustrates the time course of the concentration of free WCC. Free WCC is only at significant levels during the intervals when [FRQ] is below [WCC] . When [FRQ] rises at the beginning of an oscillation, the formation of FRQ-WCC complex rapidly eliminates free WCC. The loss of free WCC acts to terminate frq transcription. Phosphorylation and degradation of FRQ continue, and after ϳ15 hr a decline in FRQ leads to dissociation of the FRQ-WCC complex and the regeneration of free WCC. Free WCC can then activate frq transcription, and [FRQ] can again rise. It is evident from comparing the top and bottom panels of Figure 3 that a considerable delay, on the order of the parameter 1 , separates changes in the level of free WCC (such as the increase beginning at t ϭ 28 hr) from the resulting changes in the rate of synthesis of FRQ protein (the increase beginning at t ϭ 33 hr). Figure 4A compares experimental time courses of Neurospora FRQ and WC-1 levels with time courses of FRQ and WCC simulated by our model (Fig. 3) . Absolute in vivo concentrations of these proteins are not known. Thus, the simulated time courses were scaled vertically to match the magnitude of the experimental time courses, and specific units were not used for amounts of proteins in Figure 4 . The experimental WC-1 time course is used because no experimental time course for WCC, the complex between WC-1 and WC-2, is available. The overall shape of the simulated FRQ time course, including the relative timing of the peak versus the minimum, appears qualitatively consistent with experiment when the random variability between experimental oscillations is considered Lee et al., 2000) . The shape of the simulated WCC time course is quite similar to that of the WC-1 time course. Experimentally, because WC-2 is in excess (Denault et al., 2001 ), WC-1 levels should determine the levels of WCC, so that one might expect the shapes of WCC and WC-1 time courses to be similar. Our model is qualitative and does not include separate cytoplasmic and nuclear compartments. The dynamics of FRQ and of the WC proteins are expected to differ between compartments, for example, WC-2 and WCC are almost entirely nuclear proteins (Denault et al., 2001) . A more detailed model would be required to capture these effects. For this reason, and because of the considerable random variation between experimental FRQ oscillations, more detailed fitting of simulated time courses to experimental data via extensive parameter variation was not performed. Figure 4B compares experimental time courses of Drosophila PER and TIM levels with the simulated time course of PER. Both experimental time courses are shown because, as discussed in Materials and Methods, "PER" in our model represents an average of PER and TIM. Experimental time courses are during a 12 hr light/dark cycle. Therefore, as discussed in the following section, the simulated time course is also during a 12 hr light/dark cycle (parameters as in Fig. 5C ). The locations of the peak and minimum, and the shape of the rising phase, are similar in the experimental and simulated time courses. The decline of the simulated time course is somewhat steeper than experiment, however.
Comparison of simulated and experimental oscillations
The Neurospora and Drosophila models can simulate entrainment by light
Models of circadian rhythms must be able to simulate responses of the rhythm to light pulses or light/dark cycles Goldbeter, 1998, 2000; Scheper et al., 1999; Gonze et al., 2000) . In Neurospora, an increase in frq transcription is observed after a light pulse. Increased frq mRNA levels persist for somewhat longer than 60 min (Crosthwaite et al., 1995) . Thus, each light pulse was modeled as an increase in the first term on the righthand side of Equation 1, which denotes the rate of synthesis of unphosphorylated FRQ (the variable F 0 ). A delay of a few hours, not explicitly included in simulations, would separate light pulses from increases in FRQ synthesis, because of processing and transport of frq mRNA .
In one set of simulations, light pulses were modeled by increasing the velocity of synthesis (v sF ) of unphosphorylated FRQ, F 0 , to a constant rate of 10.0 nM/hr for 1.5 hr. Parameter values were otherwise as in Figure 3 . Figure 5A demonstrates entrainment of oscillations by these simulated light pulses, with an interstimulus interval (ISI) of 22 hr. The brief increases in FRQ synthesis are each seen to initiate upstrokes of the level of total FRQ from a very low value. ISIs of longer than the free-running period (24 hr) can also entrain the oscillations of Figure 3 . With the stimulus parameters of Figure 5A , the limits of entrainment for the ISI are 20 -27 hr, as illustrated in Figure 5B .
In Drosophila, light enhances the degradation of phosphorylated TIM Zeng et al., 1996) . Because the Drosophila model does not have a separate variable for the level of TIM, the degradation of phosphorylated PER was enhanced to simulate the effect of light. The effect of such enhancement is to free dCLOCK from the PER-dCLOCK complex, allowing dCLOCK to regulate transcription. In vivo, the degradation of TIM may analogously release free dCLOCK. The effect of light on subsequent transcription of core circadian genes might therefore be similar in simulations with our model and in vivo. To simulate light exposure, first-order degradation rate constants (Ϫk deg [P i ]) were assumed for the phosphorylated forms of PER (the variables [P 1 ], . . ., [P 10 ] and [C 0 P ], . . ., [C 10 P ] ) during the light phase of light/dark cycles or during light pulses. When PER complexed with dCLOCK was degraded, it was assumed that free dCLOCK is released. Figure 5C demonstrates entrainment of the simulated Drosophila and Neurospora circadian oscillations to a light/dark cycle. The cycle used was 12 hr. During the 12 hr of "light," a first-order degradation rate constant of 0.9 hr Ϫ1 was assumed for all phosphorylated forms of PER. Because the enhanced PER degradation acted to advance the phase of the succeeding peak in the concentration of free dCLOCK, and then the phase of the next peak in [PER], a compensating parameter change was necessary to maintain an oscillation period of 24 hr. It was therefore assumed that dCLOCK degradation was reduced during the light phase (v dC was decreased to 1.5 nM/hr). This change enhanced and prolonged the succeeding peak of free dCLOCK and the next peak in [PER] . It appears plausible that during the light phase, enhanced PER degradation could use elements of the pathway mediating dCLOCK degradation, competitively reducing v dC . For Neurospora, each light phase was modeled as addition of a constant synthesis rate of FRQ to Equation 1 (3.0 nM/hr). In , their Figure 1B . B, Drosophila. The simulated time course of PER (red) is compared with experimental time courses of PER and TIM (black and gray). Data is from Lee et al. (1998) , their Figure 2B . Figure 5C , discontinuities in the slope of the time course of total PER are evident that coincide with the onset of "light" and the imposition of the degradation process. The switch from dark to light occurs on the falling portion of the PER time course, as it does experimentally Bae et al., 2000) . With the stimulus parameters of Figure 5C , the shape of the time course of total PER during a simulated oscillation is significantly different from the time course in constant darkness (Fig. 2) . With the light/dark cycle, the falling portion of the time course is considerably steeper than the rising portion. Experimentally, during entrainment to light/dark cycles, the falling portions of the PER and TIM time courses are indeed steeper than the rising phases (Marrus et al., 1996; Lee et al., 1998) . Comparing the FRQ and PER time courses in Figure 5C , it is seen that the light phase coincides with the rising portion of the FRQ time course but with the falling portion of the PER time course. This agrees with observation (Dunlap, 1999) . Entrainment of the oscillations of the Drosophila model by light pulses could also be simulated (data not shown). Entrainment to pulses with an ISI considerably shorter than 24 hr was readily obtained. However, entrainment to pulses with an ISI longer than ϳ25 hr was not obtained.
Simulated circadian oscillations are robust to parameter variation
Biochemical parameters are expected to vary somewhat from cell to cell and from one member of a species to another. Nevertheless, individual Neurospora or Drosophila are generally observed, in constant darkness, to sustain circadian rhythms with similar period. Because circadian rhythmicity is well preserved from one individual to the next, it is important that in a model of circadian rhythmicity, small parameter variations such as might be expected among individuals should not cause large changes in the period or amplitude of simulated circadian oscillations.
For simulations to test robustness of oscillations to small parameter variations, the standard parameter value sets (Materials and Methods section) were used as the starting point. With the Neurospora and Drosophila models, each individual parameter was increased and decreased by 15% of its standard value. For each model, there are 13 parameters, including the delays 1 and 2 . Therefore, 27 simulations were performed including the control with standard parameter values. Figure 6 plots the period and amplitude of these simulations for the Neurospora model. The amplitude was measured as the peak-to-minimum difference in the oscillation of the concentration of total FRQ. In four additional simulations, also plotted, the widths of the distributed delays 1-2 were also increased and decreased by 25% from their standard values.
Oscillations were preserved in all 31 simulations, and their appearance never varied dramatically from the control oscillations with no parameter change (Fig. 3) . The period of the oscillations, as well as their amplitude, never varied by Ͼ25% from the control values of 24.0 hr and 40.9 nM. The largest amplitude increase occurred for a 15% increase in v sF , which increased the amplitude to 48.9 nM. Decreasing 1 by 15% produced the largest period decrease (to 21.9 hr). Increasing 1 by 15% produced the largest period increase (to 26.1 hr) and a significant amplitude increase (to 43.8 nM) .
With the Drosophila model, changing any individual parameter by 15% also produced only modest changes (not Ͼ25%) in oscillation amplitude and period. The oscillation period was most sensitive to 1 and v ph . Overall, the lack of dramatic variability (Fig. 2 ) and the Neurospora model (Fig. 3) by a 12 hr light/dark cycle. The light and dark phases are indicated by the overbar. Each light phase was assumed to induce a first-order degradation of phosphorylated PER. The degradation rate constant was 0.9 hr
Ϫ1
. Each light phase also decreased the degradation velocity for dCLOCK, v dC , to 1.5 nM/hr. For Neurospora, each light phase induced a constant synthesis of unphosphorylated FRQ (3.0 nM/hr).
in the above simulations suggests that the models presented here are sufficiently robust to parameter variation that they can be regarded as reasonable representations of biochemical mechanisms responsible for circadian oscillations in Neurospora and Drosophila.
Parameter variation can simulate effects of interference with FRQ or PER phosphorylation
Some of the changes observed after parameter variation can simulate experimental protocols that vary the kinetics of FRQ or PER phosphorylation and thereby alter circadian periods. The period of the simulated Neurospora oscillations could be increased to 30.6 hr by decreasing v ph from 38 to 16 nM/hr. Recent experiments have demonstrated that slowing the phosphorylation of FRQ with kinase inhibitors or mutating one of the FRQ phosphorylation sites can lengthen the circadian period to Ն30 hr . Therefore, the simulations gave the expected qualitative result.
With the Drosophila model, a substantial increase in v ph can simulate the effect of the doubletime-S mutation, which greatly shortens the oscillation period. The doubletime-S mutation may increase the activity of a kinase that phosphorylates PER and thereby stimulate premature degradation of PER Price et al., 1998) . To simulate this mutation, v ph was increased from 23 to 50 nM/hr. The simulated period decreased to 18.6 hr-a value similar to the reported doubletime-S period of 18 hr . Another mutation, perS, also shortens the oscillation period to ϳ19 hr, and this shortened period is associated with an increased instability of PER (Marrus et al., 1996) . This instability may be attributable to accelerated phosphorylation of PER (Marrus et al., 1996) . Thus, the simulation of the doubletime-S mutation may also represent the perS mutation.
Robustness of circadian oscillations to stochastic fluctuations is parameter-dependent
Recently, the importance of testing models of circadian rhythmicity for robustness to stochastic noise has been emphasized (Barkai and Leibler, 2000; Smolen et al., 2000a Smolen et al., , 2000b ). This noise is attributable to random variations in the numbers of molecules caused by the random timing of individual biochemical reaction events. We performed qualitative simulations with the Drosophila model to estimate the average numbers of core gene product molecules needed to sustain oscillations. For smaller average molecule numbers, random fluctuations are relatively larger and overwhelm the periodic oscillation pattern. Experiments may demonstrate that circadian oscillations are sustained with smaller molecule numbers than those needed to sustain oscillations in any particular model. In that case, the model will need to be altered.
To simulate stochastic fluctuations in molecule numbers, we proceeded as follows. The standard parameter value set (see Materials and Methods) was used as the starting point. However, enzyme reaction velocities and Michaelis constants in Equations 12-20 were rescaled so that the units of the concentration variables were no longer nanomolar, but rather absolute numbers of molecules. To accomplish this scaling, the parameters v sP , v sC , v ph , v dP , v dC , K 1 , K 2 , K ph , K dP , and K dC were all multiplied by a common factor. The rate constant k f governing association of PER and dCLOCK is always multiplied by two concentrations. Therefore, proper scaling of k f required dividing by the common factor. The value of the factor, 60, was determined by trial and error to yield oscillations not too degraded by stochastic noise. The peak levels of total PER during oscillations were close to 1000 molecules.
Second, the simulation time step was empirically adjusted to be sufficiently small (5 ϫ 10 Ϫ6 hr) so that the probability of each biochemical reaction in Equations 12-20 was never larger than 2%. Therefore, in any time step the chance that the copy number of any given molecular species will change by 1 is never larger than the product of 2% and the number of reactions that create or destroy that species. By using such a small time step, the probability of more than one reaction event occurring in any time step can be considered negligible. These reaction probabilities were computed by multiplying the time step with the terms in Equations 12-20 that give the rates of the specific reactions. There are 47 independent reaction terms, which are not enumerated separately here.
Third, at each time step a separate random number was generated for each independent reaction. Each random number was chosen from a uniform distribution over (0, 1). If the random number for a reaction was less than the probability of that reaction, then the reaction was assumed to occur, and the copy numbers of the molecular species involved were changed by 1 or Ϫ1. Otherwise, the copy numbers were not changed. If the time step is small so that the probability of more than one reaction occurring per time step is negligible, then the above scheme is an explicit simulation of the master equation governing the evolution of all the molecule numbers, and is accurate. To verify accuracy, simulations were repeated with the time step halved, and no significant differences in dynamics were seen. Figure 7A illustrates that the model of the Drosophilia oscillator can simulate circadian oscillations of total PER and dCLOCK levels when stochastic noise is included as described above.
The oscillations are robust in that the amplitude and period do not show a large amount of random variation with this choice of parameters. The amplitude is seen to fluctuate, but when the simulation was continued for 50 oscillations, the SD of the amplitude was modest, 9% of the mean of 1014 molecules. The mean value of the oscillation period was 23.5 hr, almost identical to that without fluctuations. The SD in the period was small, 5% of the mean over 50 oscillations. On a short time scale (a few hours) fluctuations in the total number of PER molecules are quite small Figure 6 . Robustness of the Neurospora model to parameter variation. A scatter plot displays the periods and amplitudes of simulated circadian oscillations in [FRQ] . To generate these oscillations, each individual parameter in the set of standard parameter values was increased or decreased by 15%. There are 13 parameters, therefore 27 data points including the control with all parameter values standard. The location of the control data point is marked by the intersection of the horizontal and vertical dashed lines. Four additional simulations are also included. In these simulations, the widths of the time delays 1 and 2 were increased or decreased by 15% from their standard values.
(apparent in Fig. 7A ). Figure 7B illustrates in more detail the dynamics of total dCLOCK and of PER-dCLOCK complexes (C 0 -10 P ). On the time scale of a few hours, somewhat larger fluctuations are evident for these species. Nevertheless, the circadian rhythm in dCLOCK is robust.
If the simulation of Figure 7 was repeated with a lower scale factor for converting concentrations to molecule numbers, the average copy numbers of molecular species were lower, and circadian oscillations were degraded more appreciably by noise. If the scale factor was reduced from 60 to 20, average copy numbers were reduced by ϳ70%. Oscillations in the level of PER were still preserved, and circadian variation in the level of dCLOCK was evident. However, the SD of the PER oscillation amplitude was larger, 20% of the mean over 50 oscillations. Circadian oscillations in PER were preserved for scale factors as low as 3 (peaks were at 50 -70 molecules), but oscillations in dCLOCK were overwhelmed by fluctuations. If the scale factor was reduced to 1, then circadian oscillations in PER were also degraded by fluctuations. These results serve to indicate magnitudes of average molecule numbers compatible with simulation of oscillations by the model of Figure 1B . Experiments will need to estimate the average numbers per nucleus of PER and dCLOCK molecules to determine more rigorously whether proposed models of circadian rhythmicity in Drosophila are sufficiently robust to stochastic fluctuations. Analogous simulations (data not shown) were performed with the Neurospora model, and qualitatively similar behavior was observed.
Oscillations of circadian period can be simulated when positive feedback is eliminated
Because regulation of the rate of synthesis of the transcriptional activators dCLOCK and WCC is central to the positive-feedback loops in both models, simulations were performed with the concentrations of total dCLOCK and WCC fixed, eliminating positive feedback. Other parameter values were standard, except v ph was increased to 30.0 nM/hr in the Drosophila model. With CLK tot fixed at 1.5 nM and WCC tot fixed at 3 nM, large-amplitude circadian oscillations in the levels of total PER and total FRQ were seen. The maxima of the oscillations were 17.2 nM for PER and 25.0 nM for FRQ, and the minima were near zero. The periods were 23.7 hr for PER and 23.9 hr for FRQ.
The robustness of these oscillations to changes in parameter values was examined as for oscillations with positive feedback (i.e., as in Fig. 6 ). As before, changes of Ͼ25% in amplitude or period were never observed when any parameter was increased or decreased by 15%. This result was also found when the fixed levels of dCLOCK or WCC were increased or decreased by 15%. These simulations indicate that, as suggested by previous models (Leloup and Goldbeter, 1998; Gonze et al., 2000) , robust circadian oscillations could be sustained by only the negative feedback loops in which PER and FRQ repress their own transcription and then are slowly phosphorylated and degraded, relieving repression. For both models without positive feedback, entrainment to light pulses with an ISI significantly different from 24 hr could also be simulated. Because positive feedback does not appear essential for simulating circadian oscillations or for simulating entrainment to light, the question arises whether any function can be attributed to the positive feedback loops (see Discussion).
DISCUSSION
Circadian oscillations in Neurospora and Drosophila can be simulated by models incorporating positive and negative feedback and time delays
Two similar models were developed, which incorporate several features common to the circadian rhythm generators in Neurospora and Drosophila. These features include: (1) time delays to represent the intervals between changes in the concentrations of proteins that regulate transcription and changes in the rates of appearance of gene products, and (2) positive and negative feedback loops. In both Neurospora and Drosophila, a gene product, FRQ or PER (with TIM), represses transcription of its own gene, creating a negative feedback loop. But, positive feedback loops are also present in the Drosophila and Neurospora circadian rhythm generators (Crosthwaite et al., 1997; Dunlap, 1999; Glossop et al., 1999; Bae et al., 2000; Lee et al., 2000) .
The models for Neurospora and Drosophila (Fig. 1A,B ) include both the positive and negative feedback loops. Both models incorporate complex formation between transcriptional activators and repressors, and the feedback loops are "interlocked" in that complex formation is critical for both the positive and negative feedback. In Neurospora, the activator is WCC, a variable that represents a complex of WC-1 and WC-2, and in Drosophila, the activator is dCLOCK. The repressor is FRQ in Neurospora, and in Drosophila it is "PER," a variable that represents an average or combination of PER and TIM levels. In both models, the repressor (FRQ or PER) represses its own transcription by complexing with the activator (WCC or dCLOCK). This repression consti- . Parameter values in the standard set were scaled to convert units from a nanomolar concentration to number of molecules. Randomness in the timing of single-molecule synthesis and degradation events was incorporated as discussed in the text. The time step was kept small (5 ϫ 10 Ϫ6 hr) so that during no time step did the probability of any given reaction occurring exceed 2%. B, Expanded view displaying oscillations of the numbers of molecules of dCLOCK ( gray time course) and of the PER-dCLOCK complex (black time course). tutes a negative feedback loop. In both models, the repressor (FRQ or PER) also stimulates further synthesis of the activator (WCC or dCLOCK). The activator in turn stimulates further synthesis of the repressor, and a positive feedback loop is thereby formed. The only significant difference between the Neurospora and Drosophila models is the effect of activator-repressor complex formation. In the Neurospora model, complex formation blocks the activation of frq transcription by WCC and the activation of WCC synthesis by FRQ. In the Drosophila model, complex formation represses per transcription and de-represses dclock transcription.
Both models simulate circadian oscillations of core gene product concentrations (Figs. 2, 3) . The oscillations can be entrained to simulated light pulses (Fig. 5) . The oscillations are robust to variations in parameter values (Fig. 6) . Robustness of oscillations to stochastic noise in biochemical reactions was demonstrated for some parameter values (Fig. 7) , although further experimental work is needed to assess how accurately these parameter values describe oscillations in vivo. These successful simulations of circadian oscillations in Neurospora and Drosophila suggest that despite the simplifications inherent in their construction, the models presented here capture the salient features of the processes underlying circadian rhythmicity.
Simulations suggest that time delays, but not positive feedback, are essential to generate circadian oscillations
The simulations in Figures 2 and 3 suggest that at least one long time delay between a change in the concentration of a transcription factor and a consequent change in the concentration of a regulated gene product is essential for circadian oscillations in Drosophila and Neurospora. The parameter 1 played this role in simulations. 1 denotes the delay between a change in the concentration of transcriptional activator (dCLOCK or WC) and the resulting change in the synthesis rate of transcriptional repressor (PER or FRQ) and has a value of 7-8 hr.
Qualitatively, one function of 1 may be to keep the positive and negative feedback loops from "cancelling out" each other. Without a delay, the effect of complex formation between activator and repressor and consequent sequestration of activator would be canceled out by increased synthesis of activator. For example, in Drosophila sequestration of dCLOCK by PER and TIM is vital for repression of per and tim transcription. But sequestration of dCLOCK also derepresses dclock, so more dCLOCK is synthesized. Without time delays, sequestration of dCLOCK and increased dCLOCK synthesis tend to abrogate each other's effect. The delay 1 offsets these events so they do not directly compete against each other. However, when positive feedback was eliminated by fixing the concentration of WCC or dCLOCK, we found that 1 was still needed for oscillations. Therefore, one can also think of 1 as playing an essential role within the negative-feedback loop. In our models, unlike previous models that relied on negative feedback (Leloup et al., 1998; Gonze et al., 2000) , the phosphorylation state of FRQ or PER does not affect its ability to repress transcription of its own gene. Therefore, our models lack an implicit time delay that was present in the earlier models, in which only the most highly phosphorylated forms of FRQ or PER could repress transcription. Removal of the implicit delay from the negative-feedback loop tends to abolish oscillations. The explicit delay 1 is needed to compensate.
The second long time delay in the Neurospora and Drosophila models, 2 , is also important, because it acts to offset the time courses of FRQ and WCC, and of PER and dCLOCK. Experimentally, oscillations in WC-1 lag oscillations in FRQ by ϳ10 hr, and are almost antiphase . In simulations, a long 2 is necessary to give a lag of this order (Fig. 3 ) ( 2 ϭ 7 hr). A model of a generic (not organism-specific) circadian oscillator, relying on a single time delay for autorepression of a core gene by its product, has recently been presented (Lema et al., 2000) . In our models, 1 accounts for most of the delay in the autorepression of per or frq and is thus analogous to the single delay in Lema et al. (2000) .
It has previously been suggested that both positive and negative feedback are necessary for sustaining circadian oscillations (Crosthwaite et al., 1997; Hastings, 2000) . In fact, Hastings (2000) suggested that an oscillator based on a single negative-feedback loop would progressively dampen over time and that addition of positive feedback would increase stability of oscillations to stochastic fluctuations. With both the Neurospora and Drosophila models, circadian oscillations could be simulated when the total concentration of transcriptional activator (WCC or dCLOCK) is held fixed. Under these conditions only the negative feedback loop in which FRQ or PER represses its own transcription is operative. Negative feedback, coupled with slow phosphorylation of FRQ or PER before degradation, suffices to drive oscillations that are robust to modest variations in parameter values. Earlier models based on negative feedback alone were also able to sustain oscillations indefinitely (Leloup and Goldbeter, 1998; . Therefore, positive feedback loops do not appear essential for circadian oscillations per se. Whether positive feedback increases robustness to stochastic fluctuations, as suggested by Hastings (2000) , remains to be evaluated.
An alternative possibility is that positive feedback is required to regulate "output," or clock-controlled, genes (CCGs). CCGs are not part of the core feedback loops, but they are responsible for circadian variation in organism behaviors such as locomotion. In Drosophila, the positive feedback loop appears essential to drive circadian oscillations in the level of total dCLOCK, and in Neurospora, the positive feedback loop appears essential for oscillations in the level of total WC-1. Positive feedback may therefore be essential to drive variations in the expression of CCGs regulated by dCLOCK or WC-1. At least one Drosophila CCG, for pigment-dispersing factor, is known to be regulated by dCLOCK (Park et al., 2000) . Whether WC-1 regulates the expression of CCGs in Neurospora is not yet known.
Future directions for experiment and modeling
Further experiments are needed to elucidate the mechanisms responsible for the long time delays that appear essential for operation of the circadian oscillators in Drosophila and in Neurospora-the parameters 1 and 2 in our models. In particular, 1 must be on the order of 6 -8 hr for our models to simulate circadian oscillations. In Neurospora, there is evidence from a transgenic system that 1 can be as short as 3 hr (Merrow et al., 1997) . It is, however, evident that during normal circadian oscillations 1 is longer. During normal oscillations, one component of 1 (the delay between frq mRNA and FRQ protein) is ϳ4 hr . It is not evident why, during normal oscillations, 1 should differ from its value in the transgenic system of Merrow et al. (1997) . For Drosophila, the value of 8 hr assumed for 1 appears reasonable, insofar as one component of (the lag between the time courses of per mRNA and PER protein) is ϳ5-6 hr (Saez and Young, 1996; Glossop et al., 1999) .
Questions have been raised whether frq in Neurospora, and per and tim in Drosophila, are in fact core circadian genes whose loss of function leads to a loss of circadian rhythmicity. In Neurospora mutants devoid of functional frq, rhythmic conidiation with circadian period can be observed (Lakin-Thomas and Brody, 2000) although these rhythms often display a wide range of periods and poor temperature compensation (Iwasaki and Dunlap, 2000) . In transgenic Drosophila with constitutive per or tim expression, behavioral circadian rhythmicity is sometimes seen (LakinThomas, 2000) . It has been pointed out that previous screens for Drosophila and Neurospora circadian mutants are biased towards genes whose only important function is to sustain circadian rhythmicity, so that core genes also involved in other biochemical pathways might not have been identified (Lakin-Thomas, 2000) . We cannot exclude the possibility that the present models, as well as earlier models based on oscillations of FRQ, PER, and TIM gene products, lack some unidentified essential core genes and feedback loops. However, because alterations in the kinetics of FRQ or PER phosphorylation Liu et al., 2000) or of PER-TIM interaction (Gekakis et al., 1995) affect circadian period, it is likely that these genes are components of core oscillators. To explain rhythmicity in the absence of these proteins, there may be redundancy in oscillators. For example, there may be a second uncharacterized circadian oscillator in Drosophila and Neurospora that can sustain behavioral rhythmicity by itself, at least in some individuals. In the presence of functional FRQ, PER, and TIM, these latent oscillators might be overridden or phase locked by the primary oscillators based on FRQ, PER, and TIM.
Previous models of circadian rhythm generation in Drosophila and Neurospora have included both protein phosphorylation and negative feedback, but have generally not relied on positive feedback (Leloup and Goldbeter, 1998; Leloup et al., 1999; Ruoff et al., 1999; Gonze et al., 2000) (but see Tyson et al., 1999 for a qualitative Drosophila model with a different proposed positivefeedback loop). Nor have they relied on time delays (but see Scheper et al., 1999 and Lema et al., 2000 for generic models based on delays). We believe that a somewhat complex model is needed to capture the dynamics of negative and positive feedback at the level of transcriptional regulation, as well as the time delays that characterize these processes. Perhaps the qualitative models presented here for the circadian oscillators based on transcriptional regulation of frq and of per/tim begin to address this need.
Positive or negative feedback involving interactions between transcriptional activators and repressors may also underlie circadian rhythms in other organisms. For example, in the cyanobacterium Synechococcus, the transcriptional activator KaiA appears to enhance the expression of the transcriptional repressors KaiC and/or KaiB (Iwasaki and Dunlap, 2000) . In mammals, there also appear to be interacting positive and negative feedback loops, which are based on interactions between the transcriptional activator CL OCK with isoforms of PER and /or cryptochrome proteins (Kume et al., 1999; Shearman et al., 2000) . Therefore, models similar to ours might be usef ul for describing circadian rhythm generation in Synechococcus, mammals, or other organisms.
