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ABSTRACT
I studied two neuronal networks, one small to investigate the interaction of brain
rhythms and one large, to investigate the effects of multiple connectivity types on
resonance in a target network.
Theta (4 − 8 Hz) and gamma (30 − 80 Hz) rhythms are commonly associated
with memory and learning. The precision of co-firing between neurons and incoming
inputs is critical in these cognitive functions. To understand the interaction of the
two rhythms, I considered a single model neuron with an inhibitory autapse and M-
current, under forcing from gamma pulses and a sinusoidal current of theta frequency.
The M-current has a long time constant (∼ 90 ms) and generates resonance at theta
frequencies. I found that this slow M-current contributes to the precise co-firing
between the network and fast gamma pulses in the presence of a slow sinusoidal
forcing. This current expands the range of phase-locking frequency to the gamma
input, counteracts the slow theta forcing, and admits bistability in some parameter
range. The effects of the M-current balancing the theta forcing are reduced if the
sinusoidal current is faster than the theta frequency band. For these results I used
averaging methods, geometric singular perturbation theory, and bifurcation analysis.
Beta rhythms (10 − 30 Hz) are associated with motor functions; patients with
vi
Parkinson’s Disease display prominent pathological beta rhythms in the basal ganglia.
Research has suggested that a sub-circuit of the basal ganglia, subthalamic nucleus-
globus pallidus externus (STN-GPe), is a potential generator of beta rhythms. The
anatomical structure of STN-GPe also suggests that it may act as an amplifier of
incoming rhythms. I considered a model of this sub-circuit based on the work of
Kumar et al. (2011) and studied the mechanism of its intrinsic oscillation and how
it might amplify inputs from the striatum. Through parameter sweeps, I found that
the network manifests a robust intrinsic beta oscillation, not changeable by moderate
parameter variation. Surprisingly, this STN-GPe network only amplifies rhythms of
or close to the intrinsic oscillatory frequency, regardless of three different connection
structures simulated. However, introducing heterogeneity into the network can make
the network amplify rhythms of a wide range of frequencies.
vii
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1Chapter 1
Introduction
Neurons communicate with each other through electrical signals, which are called
spikes. Oscillations observed in the recordings of a large population of neurons are
called brain rhythms. Rhythms have been classified according to frequency as well
as other attributes. Gamma, which is 30-90 Hz, and theta, 4-10 Hz, are prominent
rhythms observed in local field potentials recorded from entorhinal-hippocampal cir-
cuits, and are related to working memory and learning (Quilichini et al., 2010; Bragin
et al., 1995; Buzsa´ki, 2002). The beta rhythm (11-30 Hz) in the basal ganglia area
is prominent in patients with Parkinson’s disease (Brown, 2003). It is also promi-
nent in the cortex and plays a critical role in regulating motor movements (Farmer,
1998). Therefore, it is important to understand the mechanisms of these rhythms
and their implications in cognitive and motor functions. In this dissertation, I study
the mechanisms of theta, gamma, and beta rhythms via two projects. The first one
aims to uncover the role of the M-current (a slow hyperpolarizing potassium current)
in helping a small network follow inputs at gamma frequency in the presence of a
sinusoidal current at theta frequency. The second project is to study how a large
network model with thousands of basal ganglia neurons can generate a beta rhythm,
and amplify that and other rhythms. In addition, I also looked into how heterogeneity
in the network affects the amplification of incoming rhythms.
Differential equations are used to model neuronal activities. Hodgkin-Huxley
equations are one of the conductance-based models. It models the neuron as an
2electrical circuit, with ion channels represented by resisters and batteries. Hodgkin-
Huxley equations are biophysical, as each ionic current has its own timescale depen-
dent on the membrane voltage; and gap junctions can also be added to the equations.
Usually it takes a few equations to model one single neuron. Hence, it is compu-
tationally expensive to use Hodgkin-Huxley equations to model a large network. A
simple model, called integrate-and-fire model, uses only one differential equation to
describe one neuron. There is a pre-defined threshold, where the membrane voltage
evolves according to the simplified one-dimensional differential equation when it is
below the threshold. The neuron spikes when the voltage reaches the threshold value,
and the voltage is then set to a reset value lower than the threshold value. While
the timescale of a Hodgkin-Huxley neuron depends on the membrane voltage and the
ionic currents, the timescale of an integrate-and-fire neuron is a constant. Therefore,
biophysical details are lost in exchange for computational simplicity.
In the first project where I studied the interaction between the M-current and
theta and gamma rhythms, I used Hodgkin-Huxley equations to model a small model
network under theta and gamma forcing, since Hodgkin-Huxley equations are capable
of modeling the biophysical detail of the M-current. I chose a small model network
aiming to understand the interaction in the simplest and most generalized form. In
the second project, however, I used integrate-and-fire neurons. Since my hypothesis
is that heterogeneity could affect the network’s function as an amplifier, I need to
model a large number of neurons to study heterogeneity. Therefore, I opted for
integrate-and-fire neurons to reduce the computational complexity. Nonetheless, the
integrate-and-fire model could be too simple to capture the nuances of the network
dynamics.
In summary, I studied two different models of brain rhythms: a small network
with multiple timescales (theta and gamma frequencies) and a large network that
3generates oscillations at beta frequency. These two models require different methods
of analysis: I studied the small network analytically, using tools from dynamical sys-
tems, whereas I took a more computational approach in the large network project,
analyzing simulated data to uncover the network dynamics. My work leads to bet-
ter understanding of the underlying mechanism of brain rhythms from a dynamical
system perspective, with important functional implications.
4Chapter 2
M-current expands the range of gamma
frequency inputs to which a neuronal
target entrains
The content in this chapter is also present in (Zhou et al., 2018).
2.1 Introduction.
Gamma (30−80 Hz) and theta (4−8 Hz) oscillations are prominent rhythms observed
in local field potentials recorded from entorhinal-hippocampal circuits (Quilichini
et al., 2010; Bragin et al., 1995; Buzsa´ki, 2002). Gamma oscillations often emerge
at specific phases of the slower theta oscillations, a phenomenon known as theta-
gamma cross-frequency coupling (CFC) (Wulff et al., 2009; Pastoll et al., 2013).
Entorhinal-hippocampal theta-gamma CFC is thought to be critical in the process of
memory formation (Axmacher et al., 2010; Tort et al., 2009; Colgin, 2015; Shirvalkar
et al., 2010). Computational modeling suggests theta-gamma CFC allows gamma
oscillations from different regions to be coordinated temporally since theta oscillations
can be synchronized over larger spatial areas than gamma (Tort et al., 2007). Precise
coordination of spikes is critical for spike time dependent plasticity (STDP) thought
to underlie mechanisms of learning and memory (Bi and Poo, 2001). Models also
suggest the theta component of the theta-gamma coupling may serve either as a
phase reference for the alignment of the gamma oscillations (Tort et al., 2007; Lisman,
52005) or as a mechanism that periodically breaks communication between neuronal
ensembles and allows the system to reset (Fries, 2015).
Here, using computational models, we find an additional, unintuitive function
for theta-gamma CFC: theta-gamma CFC can effectively allow one gamma oscilla-
tor to precisely regulate the gamma spiking of the theta-gamma targeted oscillator.
We show that the underlying mechanism involves the theta-timescale of an intrinsic
membrane potassium current known as the M-current. This is surprising because the
M-current (internal theta timescale) interacts with both external gamma and theta
timescales. Even though GABA synaptic currents are a key ingredient in the gener-
ation of gamma oscillations (Whittington et al., 1995), their presence is not enough
to secure entrainment by a gamma input in the presence of a theta input in our
model. Note that, in this paper, we emphasize the order of spike arrival by using the
expression “a cell follows the inputs.” In particular, we only consider the type of en-
trainment where the output spikes occur after the input spikes, due to its implication
in STDP (Bi and Poo, 2001).
For this purpose, we consider a small neuronal network consisting of a single cell
with an inhibitory autapse, where the cell is provided with an M-current. Such a
network can represent the simplest form of a pyramidal-interneuronal network, or
PING (Kopell et al., 2010); the inhibitory autapse then represents the inhibitory
feedback to the pyramidal cell. The M-current can exist in either excitatory cells
(Hu et al., 2002) or inhibitory cells (Lawrence et al., 2006) in the network. Such a
network exists in abundance in the brain (Tiesinga and Sejnowski, 2009; Giraud and
Poeppel, 2012; Homayoun and Moghaddam, 2007), in particular in the hippocampus
(Whittington and Traub, 2003; Csicsvari et al., 2003). In the latter there are known to
be both gamma (Bragin et al., 1995) and theta (Buzsa´ki, 2002; Wang, 2002) inputs, as
we use in our model. Thus, our model can represent hippocampal networks and their
6inputs, and possibly be generalized to other situations in which the target network
receives gamma and theta inputs.
Mechanistically, the M-current plays a dual role in the network. In the subthresh-
old regime, it interacts with the external theta current, providing homeostasis and
stabilizing the subthreshold voltage fluctuations in a frequency-dependent manner.
In the spiking regime, it interacts with the external gamma pulses. It expands the
range of frequencies over which the oscillator can follow. In particular, the M-current
allows the oscillator to 1 : 1 phase-lock to a rhythm slower than its natural frequency.
Moreover, it enables the oscillator to be sparsely entrained by fast inputs (i.e., the
oscillator skips some of the input cycles but always closely follows the inputs).
The M-current is able to provide subthreshold homeostasis as long as the external
current is in the theta frequency band or slower. We show this by simulating an
averaged system and observe that the homeostatic effect gradually wears off as the
frequency of external current increases, which results in the loss of entrainment. The
mechanism of M-current in the spiking regime is more complex. We first examine
the phase plane of a reduced model to show that when the oscillator with M-current
receives pulses, the reset point is farther away from the knee of the voltage nullcline
(in a vicinity of the slow manifold created by the M-current) than when there is no
pulse. This is due to pulse-triggered spikes having a larger amplitude and therefore
generating a bigger amount of M-current than autonomous spikes. Hence, after an
external pulse triggers a spike, it takes the oscillator longer than its natural interspike
interval to generate the next spike, allowing the cell to be able to follow a rhythm
slower than its natural frequency. Without the M-current, there is no slow manifold;
the interspike intervals are the same with autonomous spikes and triggered spikes.
Next, utilizing geometric singular perturbation theory, we study a network of an input
cell (E-cell) forcing an inhibitory cell (I-cell). Considering dynamics in the singular
7limit of the slow timescale, two relevant fold structures exist: the E-fold determines
the spiking of the E-cell and the I-fold determines the spiking of the I-cell. Our results
show that the presence of an M-current alters the position of the I-fold such that the
singular orbit of limit cycle always reaches the E-fold first, allowing the I-cell to be
driven precisely (i.e., sparsely entrained) by the E-cell (external pulses). While the
reduced model tells us that the interspike interval is lengthened due to the position
of reset point and the slow manifold created by the M-current, the geometric singular
perturbation analysis tells us that the fold is also further away from the trajectory
when the M-current is stronger.
In addition, we present a special case, where the oscillator with M-current can
be entrained by an arbitrarily slow rhythm, due to bistability. We also discuss the
similarities and differences between an M-current and an h-current in Section 2.6,
as h-current is also a resonant current and it operates at a similar timescale as the
M-current (Hu et al., 2002).
2.2 Mathematical model.
The objective is to study how the presence of an M-current in the small network
improves the precision of co-firing between gamma inputs and the target network
in the presence of a current of theta frequency. We consider a Hodgkin-Huxley-like
model for a cell with an autapse and the M-current (referred to as the I-cell in the rest
of the paper), which can also be thought as a PING network (by regarding the cell
as the pyramidal cell in PING and the inhibitory autapse as the inhibitory feedback
from interneurons to pyramidal cells). Theta input is modeled as a slowly changing
(sinusoidal) oscillation (4 Hz) representing incoming activity from a large ensemble
of neurons. In contrast, we hypothesize that gamma inputs are more synchronous,
needed to mark the precise moment at which they arrive. To this end, we make
8the gamma input very sharp over a short time frame (less than 1 ms) to resemble
excitatory input from spike trains (see red trace in the top panel of Figure 2·1).
The differential equations describing the neuron are as follows.
C
dV
dt
= IL(V ) + IK(V, n) + INa(V, h) + IGABAA(V, s) + IM(V,w) + I(t)
dn
dt
=
n∞(V )− n
τn(V )
= φn(V, n),
dh
dt
=
h∞(V )− h
τh(V )
= φh(V, h),
ds
dt
=
1
2
[
1 + tanh
(
V
4
)]
1− s
τr
− s
τd
= φs(V, s),
dw
dt
=
w∞(V )− w
τM(V )
= φw(V,w),
(2.1)
where IL, IK , INa, IGABAA , and IM are the leak current, potassium current, sodium
current, GABAA current (inhibitory autapse), and M-current (a slow, noninactivating
potassium current), respectively. They take the form:
IL(V ) = gL(EL − V ),
IK(V, n) = gKn
4(EK − V ),
INa(V, h) = gNam
3
∞(V )h(ENa − V ),
IGABAA(V, s) = gss(Es − V ),
IM(V,w) = gMw(EM − V ).
(2.2)
The external forcing term, I(t), will be described later. Parameter values and units are
listed in Table A.1 in Appendix A.1. Details of the steady state activation/inactivation
functions and time constant functions (m∞, n∞, h∞, w∞, τn, τh, τM) are provided in
Table A.2 in Appendix A.1.
The system (2.1) features at least two intrinsic timescales. The GABAA autapse
has a decay time constant of τd = 9 ms. Previous works showed that the GABAA
synapse is a key ingredient in gamma oscillations (Buzsa´ki and Wang, 2012; Whit-
9Figure 2·1: Comparison between simulations of (2.1) with the M-
current (panel A, gM = 1.5 mS/cm
2, Iton = 5 µA/cm
2) and without the
M-current (panel B, gM = 0 mS/cm
2, Iton = 0.55 µA/cm
2), adjusted
to have the same natural frequency (16 Hz). Top and bottom rows:
Voltage trace of the I-cell is in blue. External gamma pulses (32 Hz)
are in red. Middle row: M-current is in blue. Theta forcing is in red. In
A (with the M-current), the spikes of the I-cell align with the external
pulses. In B, the I-cell fails to follow the same pulses when the M-
current is absent. The voltage envelope of the I-cell with M-current also
has much less variation than the one without M-current. C: Simulation
of (2.1) without M-current, but with the same excitability (34 Hz) at the
peak of theta forcing as in A (gM = 0 mS/cm
2, Iton = −1.7 µA/cm2).
One of the I-cell spikes during each theta cycle comes earlier than the
external pulse.
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tington et al., 2000). The M-current is proposed in (Hu et al., 2002) to contribute
to a theta rhythm. The time constant of the M-current is voltage dependent and is
ten times as long (∼ 90 ms) as the GABAA decay time near the spiking threshold
(around −60 mV).
The cell is receiving external inputs at gamma and theta frequencies. The forcing
term I(t) is
I(t) = Iton + aIγ(t) + bIθ(t), (2.3)
where Iton is a tonic current, Iγ is a purely excitatory pulsatile input which represents
the gamma forcing, and Iθ is a slowly varying sinusoidal current with zero average that
represents the theta forcing. Iton sets the natural spiking frequency of the I-cell, that
is, the spiking frequency of the I-cell without any external theta or gamma forcing.
The parameters a and b control the strengths of the gamma and theta forcing. The
specific functions and parameters that describe the forcing terms are given in Table
A.3 in Appendix A.1. At the default parameter values, the gamma forcing frequency
is 32 Hz and the theta forcing frequency is 4 Hz.
2.3 M-current allows the I-cell to follow gamma input in the
presence of a slow theta forcing.
Simulation results are presented in this section. We will provide some mathematical
analysis of these results in Sections 2.4 and 2.5. Simulations of (2.1), subject to
(2.3), show that, in this particular model, the M-current promotes the oscillator’s
entrainment to gamma pulses. In Figure 2·1, we consider the response of the I-cell
when the M-current is present (Figure 2·1A) and absent (Figure 2·1B). We lowered
Iton in the I-cell without M-current such that the natural spiking rate (measured
without gamma or theta forcing) is 16 Hz in both cases. Note that, since the theta
forcing is slowly changing (in comparison with gamma pulses), we can think of it as
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a slowly changing tonic current. Then, 16 Hz can also be thought of as the natural
frequency when the theta forcing is at 0. The most distinctive difference between the
two regimes is that the one with M-current is able to follow the pulses but the one
without M-current cannot.
In addition to the differences in entrainment, we also find that the voltage envelope
of the model with M-current is almost flat, while the voltage envelope of the model
without M-current fluctuates with the theta forcing (Figure 2·1). This is consistent
with the fact that the M-current acts as a homeostatic current with respect to voltage
(Hu et al., 2002). Here we define homeostasis as the ability of an intrinsic current
to counteract subthreshold fluctuations in membrane excitability that come from an
external oscillatory forcing.
Interestingly, the homeostatic effect is reduced if the sinusoidal forcing is too fast.
Here we simulate (2.1) with two different values of Tθ (theta forcing period, see Table
A.3). In Figure 2·2A, the I-cell receives 32 Hz gamma pulses and a 4 Hz sinusoidal
forcing (Tθ = 250 ms), the same as in Figure 2·1A. In Figure 2·2B, with a 10 Hz
sinusoidal forcing (Tθ = 100 ms), the I-cell does not follow gamma pulses; the voltage
also fluctuates more than with 4 Hz sinusoidal forcing.
However, the homeostasis due to the M-current is not the only reason that the
I-cell with M-current can follow gamma pulses. Although the natural frequency of the
I-cells with and without M-current are both 16 Hz (in the absence of theta forcing),
the I-cell without M-current becomes more excitable at the peak of theta than the
I-cell with M-current, since it does not have the M-current to oppose the rise of
theta forcing. In Figure 2·1C, the tonic input is adjusted such that, at the peak of
theta, the cell without M-current has the same natural frequency as the cell with
M-current (34 Hz, measured without rhythmic inputs but with a constant current at
I(t) = Iton + b). As shown in the blow-up in Figure 2·1C, during each theta cycle,
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Figure 2·2: The I-cell loses its ability to phase-lock to gamma pulses
when the sinusoidal forcing frequency increases from 4 Hz (A) to 10 Hz
(B). Simulated from (2.1) with Tθ = 250 ms (A) and Tθ = 100 ms (B).
Color scheme is as in Figure 2·1.
one spike of the I-cell without M-current precedes the forcing. By contrast, the I-cell
with M-current always spikes after the pulses. This change in spike arrival order
has important implications in plasticity (Bi and Poo, 2001), since potentiating versus
depressing synaptic strengths depends on whether the input spike arrives before or
after the target spike (see Discussion). It is important to note that the frequency of
gamma input (32 Hz) is slower than the natural frequency of the I-cell at the peak of
theta forcing (34 Hz). Although it is somewhat intuitive why a faster gamma input
could force a slower gamma oscillator, it is not at all obvious how, with M-current, a
slower (32 Hz) forcing input can pace a faster oscillator.
We find that the presence of the M-current significantly expands the frequency
range where 1 : 1 phase-locking occurs. In Figure 2·3, we compare two I-cells of
natural frequency 34 Hz, with and without M-current, forced by external pulses of
frequencies both above and below 34 Hz (but without sinusoidal forcing). The lower
bound of the 1 : 1 phase-locking region of the cell without M-current coincides with the
cell’s natural frequency (34 Hz). However, the lower bound of the 1 : 1 phase-locking
region of the cell with M-current is 29 Hz, slower than the cell’s natural frequency.
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Figure 2·3: The I-cell with M-current has a larger 1 : 1 phase-locking
region (A, 29 Hz to 49 Hz) than the I-cell without M-current (B, 34 Hz
to 49 Hz). The I-cell with M-current can phase-lock to pulses slower
than its natural frequency (34 Hz). With pulses faster than the 1 : 1
phase-locking band, the spikes of the I-cell with M-current always align
with incoming pulses (sparse entrainment). Without the M-current,
the I-cell has phase lag when being forced by faster pulses. Voltage
traces of the I-cell are in blue. External pulses are in red. External
pulse frequencies are labeled on the left.
The upper bound of the 1 : 1 phase-locking region (49 Hz) is the same for both cells,
not affected by the M-current. When the external pulses are faster than 49 Hz (last
row of Figure 2·3), the I-cell with M-current can be sparsely entrained: it spikes in
alignment with some incoming pulses but skips others. Without the M-current, the
I-cell develops a slowly increasing phase lag when being forced by pulses faster than
the 1 : 1 phase-locking range.
In summary, the M-current has two roles in allowing the I-cell to follow gamma
pulses in the presence of theta forcing. One is the subthreshold homeostatic effect
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of the M-current, which we will explore in the next section, using averaging theory.
The other is the interaction between the M-current and external pulses in the spik-
ing regime. The M-current enables the oscillator to phase-lock to a rhythm slower
than the oscillator’s natural frequency, and be sparsely entrained by fast inputs. We
investigate the reasons for this analytically in Sections 2.5 using a reduced model,
geometric singular perturbation theory, and bifurcation analysis.
2.4 Subthreshold homeostasis: the ability of the M-current
to stabilize voltage is gradually reduced as the sinusoidal
forcing frequency increases.
Figure 2·2 shows that the homeostatic effect of the M-current can be sustained with
4 Hz sinusoidal forcing but is reduced with 10 Hz sinusoidal forcing (Figure 2·2). To
get a quantitative understanding of how the frequency of the forcing influences the
the homeostasis, we will use averaging theory to average over the output spikes.
It has been shown that the M-current provides the necessary negative feedback
effect to create (subthreshold) membrane potential resonance in response to theta
inputs (Hutcheon and Yarom, 2000; Hu et al., 2002). This effect may extend to the
spiking regime, but it cannot be captured in a straightforward way using available
methods measuring subthreshold resonance. Moreover, the M-current is built up in
the spiking regime. Here we use the averaging method (Izhikevich, 2007) to define
a new measure to quantify the subthreshold fluctuations of the voltage and gating
variables when the neuron is spiking.
To set up the averaged system, we need to identify the fast and slow variables in
the system. In (2.1), the voltage V is the fast variable. All other variables are slow.
(Details of the timescale separation can be found in Section 2.5.2.) The averaged
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equations are:
C
dV
dt
= IL(V ) + IK(V, n¯) + INa(V, h¯) + IGABAA(V, s¯) + IM(V, w¯) + Iton + bIθ,
dx¯
dt
=

φx(vrest, x¯), if V goes to a fixed
point when n¯, h¯, s¯,
w¯ are frozen
1
T (n¯,h¯,s¯,w¯)
∫ T (n¯,h¯,s¯,w¯)
0
φx(vspike(n¯, h¯, s¯, w¯, t), x¯)dt, if V converges to a
limit cycle when n¯,
h¯, s¯, w¯ are frozen
,
(2.4)
where x = n, h, s, w, vrest is the value of V at the fixed point, T (n¯, h¯, s¯, w¯) is the period
of the limit cycle, and vspike(n¯, h¯, s¯, w¯, t) is the voltage trace during one period of the
limit cycle, and the overbar indicates an averaged variable. All functions, expressions
of currents, and parameter values are the same as in (2.1). Note that there are
no gamma pulses in (2.4), because we want to measure the voltage fluctuations in
the spiking regime (which are brought about by the sinusoidal current), without the
influence of external pulses.
Figure 2·4 shows that the solution of the averaged system (2.4) closely approxi-
mates the fluctuations of voltage and the M-current gating variable w, under sinu-
soidal forcing of different frequencies (4 Hz and 10 Hz). Thus, we use the solution of
the averaged system (2.4) as a measure of the overall change of the variables in (2.1).
The solution of the averaged system (2.4) reveals a few things that are not obvious
from the solution of the original system (2.1). We observe the following trends as the
frequency of the sinusoidal forcing increases (Figure 2·5):
• The amplitude of the averaged M-current gating variable w¯ decreases.
• The averaged voltage is less constant and affected more by the sinusoidal forcing.
• The amplitude of the averaged M-current (I¯M = gM w¯(EM − V )) decreases.
• The amount of the averaged M-current at the peak of the sinusoidal forcing
16
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Figure 2·4: Simulations of the averaged system (2.4) (dashed curves),
with 4 Hz (A, Tθ = 250 ms) and 10 Hz (B, Tθ = 100 ms) sinusoidal
forcing, superimposed on simulation of (2.1) without gamma pulses
(a = 0, solid curves). The solution of the averaged equation tracks the
solution of the original system very well. The color scheme is the same
as in Figure 2·1.
decreases.
• The phase lag (in percentage of the sinusoidal forcing cycle) between the aver-
aged M-current peak and the sinusoidal forcing peak increases.
These results confirms that, in the spiking regime, the M-current cannot keep up
with the change in the sinusoidal forcing if the latter is too fast. The homeostatic
effect is reduced gradually, as the sinusoidal forcing frequency increases, until it is
not enough to keep the cell from spiking before a pulse arrives. The functional
consequence of this is that with faster sinusoidal forcing, there is not enough M-
current to counteract the amount of excitation at the peak of the sinusoidal forcing.
2.5 Spiking regime: interaction between M-current and ex-
ternal pulses.
Besides homeostasis, the other function of the M-current that contributes to the en-
trainment we observed in Figure 2·1 (Section 2.3) is the expansion of the frequency
17
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Figure 2·5: The amplitudes of the w¯, v¯, I¯M , the amount of I¯M at Iθ
peak, and the phase lag between I¯M and Iθ change as the frequency
of the sinusoidal forcing increases. The amplitude of v¯ and the phase
lag increase, while the w¯ amplitude, I¯M amplitude, and the absolute
amount of I¯M at Iθ peak decrease.
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range that a cell with M-current can follow. The M-current extends both the lower
and upper limits of the frequency range over which the cell can be entrained. In
this section, we explore some mathematical structures that offer insight to the ex-
pansion of the entrainment frequency range. First, we use a reduced model to show
that having an M-current creates a slow manifold. This model is two-dimensional in
the subthreshold regime. The reset point is higher from the knee of the V -nullcline
when there is an external pulse than when the cell is firing autonomously. Thus,
the interspike interval is effectively lengthened, allowing the cell to be phase-locked
to a rhythm slower than its natural frequency. Second, utilizing geometric singular
perturbation theory, we provide a visualization of the fold structure positions, sug-
gesting that the presence of M-current moves one of the folds such that when the I-cell
fires, its spike always occur after the external pulse (sparse entrainment). Third, we
present a special case where, in a certain parameter regime, the I-cell with M-current
can phase-lock to an arbitrarily slow rhythm due to bistability.
2.5.1 M-current introduces a slow manifold and external pulses lengthen
the interspike interval.
To capture the essence of the M-current’s role in the system’s dynamics, we analyze a
2D reduced model with artificial spikes. We will show that the M-current introduces
a slow manifold and the external pulse changes the reset point position on the slow
manifold, enabling the cell with M-current to phase-lock to inputs slower than its
natural frequency.
The reduced (2D) model approximates the dynamics of the I-cell in the subthresh-
old regime and the onset of spikes. Spikes are added artificially after the voltage leaves
the subthreshold regime. This is indicated by a threshold value. The spike width has
been set to 1 ms and the spike height varies according to whether the gamma input
is present or not to reflect our observations using the full model (see Figure 2·1).
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The reduced model includes the leak current, the M-current and the sodium current
where both the activation and inactivation gating variables are slaved to voltage. The
equations describing the subthreshold dynamics (V < −40 mV) are as follows.
C
dV
dt
= IL(V ) + INaT (V ) + IM(V,w) + Iapp
dw
dt
=
w∞(V )− w
τM(V )
= φw(V,w),
(2.5)
where
INaT (V ) = gNam
3
∞(V )h∞(V )(ENa − V ), (2.6)
and Iapp is a constant. Other functions and parameters are the same as in (2.1).
When V reaches −40 mV, an artificial spike is inserted and the voltage is reset to
−64 mV. We make the spike height bigger for a spike triggered by an external pulse
than for an autonomous spike as in Figure 2·1B. This is essential in reproducing
Figure 2·1 using the reduced model. We eliminate the autapse to highlight the role
of the M-current; we can qualitatively reproduce the results of Figures 2·1 and 2·3
without an autapse. We also eliminate the potassium current and replace INa by INaT
because, in the subthreshold regime, the potassium current is close to zero and the
inactivating variable (h) of the transient sodium current is close to its steady state.
This change erases the spiking mechanism (except for spike onset) while preserving
the subthreshold dynamics.
Without M-current (gM = 0), (2.5) would be 1-dimensional (of quadratic integrate-
and-fire type). The derivative of voltage is plotted in Figure 2·6a. After a spike has
occured, whether it is autonomous or triggered by an input, the voltage is reset to
Vreset (black dot). Then, the voltage will keep increasing (since the derivative is pos-
itive) until it reaches the threshold and then produces a spike. The time that the
voltage takes to rise from Vreset to threshold is the cell’s interspike interval. If the
incoming pulses are slower than the natural frequency, i.e. the time between to con-
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Figure 2·6: The graph of derivative and phase planes of (2.5) with 3
sets of parameters. A: The time derivative of voltage is always positive
and the cell without M-current has a natural frequency of 34 Hz (gM = 0
mS/cm2, Iapp = 0.68 µA/cm
2, a = 0). B: The phase plane of the cell
with M-current. The cell is firing at 34 Hz without external inputs
(gM = 1.5 mS/cm
2, Iapp = 9.1 µA/cm
2, a = 0). C: The same cell as in
B but with 32 Hz external pulses. The voltage resets to a higher point
near the V -nullcline than in B (gM = 1.5 mS/cm
2, Iapp = 9.1 µA/cm
2,
a = 0.6).
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secutive pulses is longer than the cell’s interspike interval, the cell will fire before the
pulse arrives because the voltage has reached the threshold. Therefore, entrainment
is not possible.
Having the M-current in the system introduces a slow manifold (a vicinity of the
V -nullcline in Figures 2·6bc). The trajectory travels close to the slow manifold until
it reaches the knee. When there is no external pulse (Figure 2·6b), the trajectory
returns to the reset point (black dot) after a spike. When the spike is triggered by
a pulse, however, the reset point is higher up, which is a result of a bigger spike
size. If there is no next pulse, it would take the trajectory longer to arrive at the
knee in Figure 2·6c (triggered spike) than in Figure 2·6b (autonomous spike). With
M-current, the effective interspike interval when there are external pulses is longer
than the natural interspike interval, because of the higher reset point. Hence, the cell
with M-current can phase-lock to rhythms slower than its natural frequency.
The advantage of using the reduced model is its low dimensionality, which allows
us to easily draw and study its phase plane. One limitation of the reduced model
is its inability to capture the difference in spike sizes in the presence and absence
of external gamma inputs. More specifically, the adjustments are inferred from the
simulations of the full model. Thus, the subthreshold dynamics alone do not capture
the effect of external pulses on the system. The difference in spike size is crucial; it
leads to M-current building up to a higher value during a triggered spike than an
autonomous spike. Next, we study a network model that takes external pulses into
account to help us understand sparse entrainment.
2.5.2 M-current moves the fold structure to enable sparse entrainment.
To understand how having M-current leads to sparse entrainment when the input
frequency is greater than the 1 : 1 phase-locking frequency range, we utilize geomet-
ric singular perturbation analysis on a network model. First, we formally define the
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timescales and the associated subsystems, laying the groundwork for our analysis.
Then we identify special geometric structures in our model called folds, which cor-
respond to firing thresholds. Next, with some projections, we visualize the fold in
a 3D space. We also explain their critical role in phase-locking. Last, the visual-
izations suggest that M-current alters the position of the I-cell firing threshold such
that the trajectory of the network always arrives at the E-cell firing threshold before
the I-cell firing threshold, resulting in entrainment when the input frequency is in an
appropriate range and sparse entrainment when the input frequency is below that
range.
Geometric singular perturbation analysis.
To build a network model, we recast the non-autonomous problem (2.1) subject to
(2.3) as an autonomous problem by interpreting the gamma pulses as the output of
an excitatory cell (E-cell). The E-cell is described by the equations:
C
dV2
dt
= IL(V2) + IK(n2, V2) + INa(h2, V2) + J,
dn2
dt
=
n∞(V2)− n2
τn(V2)
,
dh2
dt
=
h∞(V2)− h2
τh(V2)
,
(2.7)
where J is a constant current that controls the frequency of the E-cell (external
pulses). The leak, potassium, sodium currents are as the same as in (2.2). The values
of maximal conductances and reversal potentials are the same as in (2.1) and (2.2),
which are provided in Table A.1. At the default value J = 0.5 µA/cm2, the E-cell
is firing at 32 Hz, the same as Iγ in (2.3) in Section 2.2. The E-cell is connected to
the I-cell through a one-way excitatory synapse. The gating variable of the synapse
is defined by:
dse
dt
=
1
2
[
1 + tanh
(
V2
4
)]
1− se
τre
− se
τde
, (2.8)
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with τre = 0.1 ms and τde = 0.75 ms. With these modifications, we replace the gamma
forcing term aIγ(t) in (2.3) by
gfse(Ve − V ), (2.9)
where gf = 0.5 mS/cm
2 and Ve = 0 mV. Thus, the system we now consider is (2.1),
(2.7), and (2.8) subject to (2.3), where in (2.3), the gamma forcing term aIγ(t) is
replaced by (2.9) and b = 0. We point out that the subsystem (2.7) describing the
E-cell is independent of (2.1), which is convenient in the analysis, as we will show
later.
To uncover the timescales in the network model, we non-dimensionalize the sys-
tem. We choose the reference scales and perform changes of variables as follows:
kv = 100 mV, gref = 10 mS/cm
2, kt = max−80≤V≤−50(τM(V )) ≈ 108 ms, τ¯x =
max−80≤V≤−50(τx(V )) for x = n, h, τ¯s = max(τr, τd) = 9 ms, τ¯se = max(τre , τde) =
0.75 ms. We let V = kvv, V2 = kvv2, Ex = kvex for x = L,K,Na, s,M, e,
gx = gref g¯x for x = n, h, s, w, t = ktτ . There is no need to rescale the gating
variables (n, h, s, w, n2, h2, se), since they are unitless and vary between 0 and 1. The
non-dimensionalized full (E-I) system is
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
dv
dτ
= g¯L(eL − v) + g¯Kn4(eK − v) + g¯Nam3∞(kvv)h(eNa − v) + g¯ss(es − v)
+ g¯Mw(eM − v) + g¯fse(ve − v) + Iton
kvgref
= f1(v, n, h, s, w, se; Iton),
dn
dτ
= kt
n∞(kvv)− n
τn(kvv)
= p1(v, n),
σ1
dh
dτ
=
kt
τ¯n
h∞(kvv)− h
τh(kvv)/τ¯h
= p2(v, h),
σ2
ds
dτ
=
kt
τ¯n
(
1
2
[
1 + tanh
(
kvv
4
)]
1− s
τr/τ¯s
− s
τd/τ¯s
)
= p3(v, s),
dw
dτ
= kt
w∞(kvv)− w
τM(kvv)
= g(v, w),

dv2
dτ
= g¯L(eL − v2) + g¯Kn42(eK − v2) + g¯Nam3∞(kvv2)h2(eNa − v2)
+
J
kvgref
= f2(v2, n2, h2; J),
dn2
dτ
= kt
n∞(kvv2)− n2
τn(kvv2)
= p4(v2, n2),
σ1
dh2
dτ
=
kt
τ¯n
h∞(kvv2)− h2
τh(kvv2)/τ¯h
= p5(v2, h2),
σ3
dse
dτ
=
kt
τ¯n
(
1
2
[
1 + tanh
(
kvv2
4
)]
1− se
τre/τ¯se
− se
τde/τ¯se
)
= p6(v2, se),
(2.10)
where  = C
grefkt
≈ 0.0009  1, σ1 = τ¯h/τ¯n ≈ 1.4817, σ2 = τ¯s/τ¯n ≈ 7.7689, σ3 =
τ¯se/τ¯n ≈ 0.6474. Note that σ1, σ2, and σ3 are O(1). In (2.10), all state variables and
functions on the right-hand side are O(1) with respect to . The model features two
timescales: 1, and 1

. The two voltage variables v and v2 are fast. All other variables
are slow.
Note that the system can be separated into three timescales, with an additional
separation between w and other gating variables. However, the third timescale does
not bring new information to the geometry, as the super-slow manifold is repelling in
the relevant parameter range (Appendix A.2). Therefore, we use two timescales for
our analysis.
25
With a clear separation of timescales, we utilize geometric singular perturbation
theory (Kuehn, 2015; Jones, 1995) to study the geometry of the network to understand
its dynamics. At the singular limit → 0, we attain two subsystems: fast and slow.
The fast subsystem.
In the fast subsystem, there are two notable structures, the critical manifold and
the fold, that have significant functional implications, which we will show in Section
2.5.2.
For convenience, let x = (v, v2)
T , y = (n, h, s, n2, h2, se, w)
T denote the fast and
slow variables, respectively. The dimensionless system (2.10) can be concisely written
as
x˙ = F (x, y),
y˙ = G(x, y),
(2.11)
where F (x, y) = (f1(v, n, h, s, w, se), f2(v2, n2, h2))
T , G(x, y) = (p1(v, n),
1
σ1
p2(v, h),
1
σ2
p3(v, s), p4(v2, n2),
1
σ1
p5(v2, h2),
1
σ3
p6(v2, se), g(v, w))
T . With a rescaling of the time
variable (τ ∗ = τ/) in (2.11), and then taking the limit  → 0, we obtain the layer
problem with respect to the → 0 limit:
x′ = F (x, y),
y′ = 0,
(2.12)
where the prime denotes the derivative with respect to the fast time, τ ∗. The layer
problem describes the fast flow of the singular orbit (the solution at the singular
limit). The set of equilibria of (2.12) is called the critical manifold:
C0 = {(x, y) ∈ R9 : F (x, y) = 0}. (2.13)
The critical manifold in the → 0 limit has attracting and repelling subsets. The
attracting and repelling subsets are separated by a submanifold, L, of fold bifurcations
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of (2.12) with respect to y, This submanifold L is defined by
L = {(x, y) ∈ C0 : det (DxF ) = 0}. (2.14)
Because the E-cell equations in (2.10) evolve independent of the state variables
related to the I-cell, the fold condition in (2.14) simplifies:
det (DxF |C0) = det
( ∂f1
∂v
∣∣
C0
0
0 ∂f2
∂v2
∣∣∣
C0
)
=
∂f1
∂v
∣∣∣∣
C0
∂f2
∂v2
∣∣∣∣
C0
= 0. (2.15)
That is, the critical manifold C0 has a local turning point whenever either the manifold
{f1 = 0} has a fold with respect to v, or whenever the manifold {f2 = 0} has a fold
with respect to v2. We denote the two branches as I-fold (LI) and E-fold (LE),
respectively:
LI =
{
(x, y) ∈ C0 : ∂f1
∂v
∣∣∣∣
(x,y)
= 0
}
,
LE =
{
(x, y) ∈ C0 : ∂f2
∂v2
∣∣∣∣
(x,y)
= 0
}
.
(2.16)
Also notice that the eigenvalues of DxF |C0 are ∂f1∂v
∣∣
C0
and ∂f2
∂v2
∣∣∣
C0
, which are both
real. Therefore, there is no Hopf bifurcation in the fast subsystem. Depending on
the value of slow variables, the (non-fold) equilibrium of the fast system is a sink, a
saddle, or a source.
The slow subsystem.
Once the singular orbit is on C0, the dynamics are governed by the slow flow,
which is described by the reduced problem
0 = F (x, y),
y˙ = G(x, y).
(2.17)
Note that the reduced problem can be derived by taking the limit → 0 directly from
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(2.11).
We also checked if there exist folded singularities (see Definition 8.1.1 in (Kuehn,
2015)) on L. Folded singularities are generic phenomena in slow/fast systems of the
form (2.10) and give rise to special solutions called canards (Kuehn, 2015). Canard
solutions stay close to the repelling branch of the slow manifold for some time before
moving quickly away. There are models of biological systems where canards are
observed (Mitry et al., 2013; Vo et al., 2010). However, in this model, within (and
close to) the range of variables and parameters where the singular orbit of the limit
cycle typically lies, there are no folded singularities.
Therefore, the fast flow of the limit cycle singular orbit converges to an attracting
sheet of C0. Then, it follows the slow flow is governed by the reduced problem
(2.17) until it reaches the fold L. It is well-known that the singular slow flow on
C0 experiences a finite time blow-up at L (Kuehn, 2015). Consequently, the limit
cycle singular orbit falls off C0 and follows the fast dynamics until it reaches an
attracting subset of C0. The fold corresponds to a firing threshold and it is essential
in determining if there is phase-locking, which we will further explain in Section 2.5.2.
We present an example using the 3D E-cell equations to help readers who are not
familiar with this approach to visualize the critical manifold and the fold in Appendix
A.3.
Folds, singular orbits, and their implications.
In terms of spike order, we can describe sparse entrainment as the I-cell spiking (if it
does) after the E-cell spikes. Therefore, in a given cycle, the trajectory always crosses
the E-fold before crossing the I-fold, or the trajectory crosses only the E-fold but not
the I-fold. We visualize below the I-fold and E-fold of two systems with different gM
values to gain insights of how M-current affects the spike order.
Since (2.10) is 9-dimensional, to visualize the folds, we make projections into
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Figure 2·7: Approximated position of the fold L of the network model
(2.10). Both branches LI and LE have two sheets. The sheets at
lower v, v2 values represent the firing thresholds of the I-cell and E-cell,
respectively.
(v, v2, s) space via approximating the membrane current gating variables as functions
of v and v2. We take the following projections based on the separation of timescales:
n = n∞(v), h = h∞(v), n2 = n∞(v2), h2 = h∞(v2), se = q(v2), (2.18)
where q(v2) satisfies p6(v2, q(v2)) = 0.
We chose to project these variables because they are the next 5 fastest variables
besides v and v2. These projections will make p1(v, n) = p2(v, h) = p4(v2, n2) =
p5(v2, h2) = p6(v2, se) = 0 in (2.10). After applying (2.18), the projected fold is
now in (v, v2, s, w) space. We also fixed w (at some typical value before a spike, see
Appendix A.5 for details) to visualize a slice of the this 4-dimensional space in 3D
(v, v2, s)-space, because w is the slowest variable.
We plotted the I-fold and the E-fold in the projected space in Figure 2·7. No-
tice that each fold has two sheets, one (at lower voltage value) represents the firing
threshold and the other is where the voltage returns after a spike. The two-sheet
fold structure suggests that the I-cell subsystem, although having 5 dimensions, has
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Figure 2·8: A: Increasing gM moves the I-fold in positive v direction,
equivalent to raising the I-cell threshold. The singular trajectories are
approximated by setting  = 0.001 in (2.10). Folds are approximated by
equations (2.18), and fixing w = 0.74 for the green (low gM) I-fold, and
w = 0.7 for the red (high gM) I-fold. Other parameters used to generate
this figure can be found in Appendix A.4. B: The voltage traces of the
I-cell (blue) and E-cell (red) are shown in the top panel. Parameter J
is increased to 20 to show sparse entrainment. Other parameters are
the same as the high gM case in A. The M-current gating variable w
is shown in the bottom panel. It builds up during spiking cycles and
decays during missed cycles.
a similar geometric structure for spiking as the 3D E-cell subsystem, where there are
two lines of fold points on the critical manifold, one of which is the firing threshold.
In Figure 2·8A, we plotted the folds of two systems with different gM values.
Their I-cell subsystems have the same natural frequency (at  = 0.001); the two
E-cell subsystems are identical. There is sparse entrainment in the high gM system
but not in the low gM system. Appendix A.4 explains how and why we chose these
parameter values. We find that increasing gM moves the I-fold towards the positive v
direction. Functionally, the firing threshold of the I-cell with high M-current is higher
than the one with low M-current, although these two cells have the same excitability
(natural frequency).
As the trajectories approach the folds, the low gM (blue) trajectory hits the (green)
I-fold before reaching the E-fold: the I-cell spikes before the input arrives. By contrast,
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with high gM , the corresponding (red) I-fold is farther away: the trajectory encounters
the E-fold first. That is, the I-cell with high gM fires after the input. Moreover, the
velocity of high gM trajectory (red) is slightly slower in the v direction than the
velocity of low gM trajectory (blue), which can be inferred directly from (2.10). The
changes in the I-fold position and trajectory traveling speed result in the change of
the first fold encountered by the I-cell trajectory.
As a result, with low M-current, the I-fold is closer to the trajectory than in the
high M-current case. Therefore, the trajectory may cross the I-fold first, causing
the I-cell firing before the external pulse arrives. In contrast, the trajectory with
high M-current always crosses the E-fold first during each input cycle. After that, it
may or may not cross the I-fold. Equivalently, in the simulation, we observe sparse
entrainment (Section 2.3, last row of Figure 2·3a), where the I-cell spikes are always
in alignment with the input with some missed cycles. During cycles that the I-cell
does not spike, the M-current gating variable w decreases. The decrease in w causes
the I-fold to move towards to the trajectory. However, the amount w decreases during
the missed cycle is not more than the amount it increased during the spiking cycles
(Figure 2·8B). Therefore, when there is sparse entrainment, the I-fold moves further
away from the trajectory during consecutive spikes, but shifts back during missed
cycles. By the next time the I-cell is ready to spike again, the I-fold is still far enough
from the trajectory such that the trajectory crosses the E-fold first. The sparse
entrainment to gamma input in the presence of an M-current is very robust and is
observed even for high gamma input frequencies (up to 80 Hz, the maximum input
frequency simulated using System (2.1)).
2.5.3 Bistability of the I-cell.
We have seen in Section 2.5.1 that M-current helps the oscillator phase-lock to a
rhythm slower than its natural frequency and in Section 2.5.2 that M-current allows
31
0 200 400 600 800 1000
Time [ms]
-80
-60
-40
-20
0
20
40
Vo
lta
ge
 [m
V]
-100
-50
0
50
I
 
pu
lse
s 
[
 
F/
cm
2 ]
With low excitaion, the I-cell is silent when the forcing stops.
Figure 2·9: The I-cell with M-current of natural frequency 16 Hz can
phase-lock to a 10 Hz input. It becomes silent when the forcing stops.
The voltage trace of the I-cell is in blue. External forcing is in red.
the oscillator to respond to input faster than the 1 : 1 phase-locking range through
sparse entrainment. Here, we present a special case where the I-cell with M-current
is able to 1 : 1 phase-lock to an arbitrarily slow rhythm, due to bistability.
M-current allows the I-cell with low excitation to phase-lock to an arbi-
trarily slow input through bistability.
With low background excitation (Iton < 5.5 µA/cm2), the I-cell with M-current can
phase-lock to an arbitrarily slow input. Figure 2·9 shows a cell with M-current with
16 Hz natural frequency (Iton = 5) being 1 : 1 phase-locked to a 10 Hz input for the
first 500 ms. After 500 ms, the forcing is turned off. The cell remains silent instead
of returning to its natural 16 Hz oscillation. The internal oscillation of this cell can
be turned off by external pulses. Being in the silent state enables the cell to 1 : 1
phase-lock to arbitrarily slow external pulses.
Using the numerical continuation software package AUTO (Doedel et al., 2012), we
constructed the bifurcation diagram (Figure 2·10A) of the I-cell with M-current (2.1)
but without gamma or theta forcing, with tonic current as the bifurcation parameter.
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Figure 2·10: Bifurcation structure of the I-cell (without gamma or
theta input, i.e. System (2.1) subject to (2.3) with a = b = 0) with
respect to Iton when A: gM = 1.5 mS/cm
2 and B: gM = 0 mS/cm
2.
When gM = 1.5 mS/cm
2, the stable fixed point ends at a subcritical
Hopf bifurcation. A family of stable limit cycles is born at a saddle-
node bifurcation of cycles. There is a bistability window of Iton values
such that a stable fixed point and a stable limit cycle coexist. When
gM = 0 mS/cm
2, the stable fixed points terminate and a family of
stable limit cycles are born at a SNIC bifurcation.
With the M-current and a low excitation level, a stable limit cycle coexists with
a stable fixed point in the bifurcation diagram of the I-cell. A family of unstable
limit cycles is born from a subcritical Hopf bifurcation (at Iton ≈ 5.6 µA/cm2). The
unstable limit cycle and the stable limit cycle meets at a saddle-node of periodics. The
I-cell ((2.1) subject to (2.3) with a = b = 0) with M-current (gM = 1.5 mS/cm
2) has
an interval of bistability between the Iton values where the saddle-node of periodics
and the subcritical Hopf bifurcations occur. This is the range of excitation level
with which we can observe the shutting off of internal oscillations of the I-cell. The
bifurcation diagram indicates that the I-cell with M-current is a Type II neuron, i.e.,
the stable limit cycle starts at a nonzero frequency (Izhikevich, 2007; Bo¨rgers, 2017).
Without the M-current (gM = 0 mS/cm
2, Figure 2·10B), the I-cell does not man-
ifest bistability. The cell’s stable fixed point terminates at a saddle-node on invariant
circle (SNIC) bifurcation and a stable limit cycle is born. This family of limit cycles
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starts at infinite period, i.e., zero frequency. Hence, the cell without M-current is a
Type I neuron (Izhikevich, 2007; Bo¨rgers, 2017). The left bifurcation diagram tran-
sitions smoothly into the right as gM decreases. The Hopf bifurcation point becomes
a SNIC through a Bogdanov-Takens bifurcation.
Therefore, with default parameters, bistability exists when there is an M-current
and the excitation is within the range where a fixed point and a stable limit cycle
coexist. These are the conditions of the I-cell being entrained by arbitrarily slow
inputs.
Possible ways to expand the bistability range.
In Figure 2·10A, the bistability region under default parameters spans over about
0.86 µA/cm2, which is quite small. We explore how changes in the parameters can
affect the size of this bistability window. In AUTO, we continue the Hopf bifurcation
point and the starting point of the stable limit cycle in parameters gL, gK , gNa, gs,
and gM .
We show below that a reasonable increase in the maximal conductance of the
M-current or the potassium current will expand the bistability window, while other
parameters either do not expand the window much, or need to be increased dramat-
ically to achieve the effect. Figures 2·11A-E show how the Hopf bifurcation point
and the stable limit cycle starting point move as we move away from the default
values for the maximal conductances (gL, gK , gNa, gs, and gM). The two points move
at different rates. It is not clear when the size of the bistability window is at its maxi-
mum from Figures 2·11A-E. Therefore, we compute the vertical distance between the
red curve and the blue curve for each subplot and put them together in one graph
(Figure 2·11F). Changes in gK , gs, and gM increase the bistability window size sig-
nificantly. However, gs needs to be at least 10 times of its default value to make the
bistability window size larger than 2.5 µA/cm2, which is the value near the plateau
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Figure 2·11: A-E: The change in the starting point of the stable limit
cycle and the Hopf bifurcation point as parameters gL, gK , gNa, gs, and
gM change. The vertical distance between the blue and red curves is
the size of the bistability window. F: The size of the bistability window
as parameters gL, gK , gNa, gs, and gM change. The baseline at around
0.86 µA/cm2 is the size of the bistability window with default parameter
values. Changes in gK , gs, and gM increase the bistability window size
significantly. Increasing the maximal M-current conductance gM to
approximately 3.2066 mS/cm2 has the most dramatic effect.
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of the gs curve in Figure 2·11F. When gM ≈ 3.2066 mS/cm2, a little more than dou-
bling the default value, the bistability window size is at its maximum (around 4.4303
µA/cm2). The size of the bistability window is also larger than 3 µA/cm2 when 20.1
mS/cm2< gK < 25.8 mS/cm
2, less than tripling the default value (gK = 9 mS/cm
2).
Therefore, increasing the M-current or the potassium current can most easily make
the I-cell be bistable subject to a larger range of background excitation.
Bistability is of functional significance as it permits an otherwise oscillating neu-
ron to be entrained by an arbitrarily slow spike train. The phase-locking range is
dramatically expanded. The phase-locking is also more robust: if the forcing fre-
quency changes abruptly (but within the 1 : 1 phase-locking range), the cell can
follow without delay.
2.6 H-current also allows the cell to phase-lock to rhythms
slower than its natural frequency, but spikes occur before
inputs.
In models of hippocampal gamma and theta oscillations, the intrinsic theta timescale
comes from an intrinsic membrane current, often an h-current or an M-current (Hutcheon
and Yarom, 2000; Hu et al., 2002; Kopell et al., 2010; Rotstein et al., 2005; Stark
et al., 2013). The M-current and the h-current are functionally similar in that they
both oppose changes in voltage in response to an applied current at a slow timescale.
The h-current is an inward current that activates with hyperpolarization, whereas the
M-current is an outward current that decreases with hyperpolarization.
We found that replacing the M-current by the h-current (Appendix A.6) can
reproduce some but not all results. Like the M-current, the h-current allows the cell
to 1 : 1 phase-lock to inputs slower than the cell’s natural frequency. Figure 2·12A
shows a cell with h-current with 34.5 Hz natural frequency can 1 : 1 phase-lock to 32
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Figure 2·12: Simulations of (2.1) with h-current instead of M-current.
The expression of h-current used here is the same as the one used in
(Acker et al., 2003). A: The cell with h-current (gh = 2, Iton = −6, b =
0) can 1 : 1 phase-lock to 32 Hz input while the cell’s natural frequency
is 34.5 Hz. But the spikes (blue) precede the input (red). B: Same as
A, but add the theta input and reduce the tonic current so the natural
frequency is the same at 34.5 Hz (gh = 2, Iton = −10, b = 4) at the
peak of theta input. The cell with h-current (blue) has the same firing
frequency as the input (red). Unlike the cell with M-current, where the
spikes always occur after the input (Figure 2·1A), some spikes of the
cell with h-current occur before the input.
Hz input. In fact, it is able to 1 : 1 phase-lock to inputs as slow as 30 Hz. However, all
spikes in Figure 2·12A occur consistently before the input, whereas with M-current,
the spikes always occur after the input. As a result, when the theta input (sinusoidal
current) is added, spikes that occur near the peak of theta input precede the external
pulses, yet the spiking frequency of the cell with h-current is the same as the external
pulses (Figure 2·12B). We were not able to obtain spikes occurring after inputs using
the h-current for a wide range of strengths of the h-current simulated. It is unclear
what mathematical aspect is responsible for the differences we observe in the systems
with M-current and with h-current. It could be because the disparity between the
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M-current being activated after a spike and the h-current being deactivated after a
spike. More work needs to be done to understand the difference and its functional
implications.
2.7 Discussion.
In this paper, we consider a small model network consisting of a single cell with an
inhibitory synapse. The network has both gamma (inhibitory synapse) and theta
(M-current) timescales, and is forced by a combination of spiking gamma input and
sinusoidal theta input. The M-current allows the network to 1 : 1 phase-lock to a
wider range of frequencies than a network without the M-current but with matched
natural frequency. It also provides homeostasis against the oscillating theta input,
making the frequency of the network less variable over a theta cycle. However, this
homeostatic effect works only when the sinusoidal forcing is of theta or slower fre-
quencies. Additionally, when responding to pulsatile gamma inputs too fast to follow
cycle by cycle, the system with the M-current exhibits sparse entrainment. By con-
trast, the system without the M-current (but with the same natural frequency) reacts
to faster gamma inputs by phase walk-through.
The reduced model with artificial spikes reveals that the external pulses push the
reset point of the limit cycle to a higher place on the slow manifold than when there is
no external pulse, effectively extending the interspike interval. To understand sparse
entrainment, which requires studying both inputs and outputs, we utilized geometric
singular perturbation theory on the E-I network model. We showed that the timing
of the singular orbit crossing the branches of the fold is essential to determining
whether there is entrainment in the system at its singular limit. The position of the
fold is influenced by the maximal conductance of the M-current and therefore alters
the spike order. The M-current also changes the bifurcation structure such that the
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system becomes bistable, which further increases the robustness of the system’s ability
to be entrained to external pulses. Bifurcation analysis and numerical continuation
show that increasing the maximal conductance of the M-current or the potassium
current expands the bistability region significantly.
In the present work, we explored how internal network theta and gamma timescales
interact with external theta and gamma forcing. Interestingly, we found that it is the
intrinsic network theta timescale that allows the intrinsic gamma frequency spiking to
coordinate precisely excitatory gamma forcing input. Note that although the internal
theta timescale is also the subthreshold resonance frequency of the cell (due to the
M-current), this does not automatically imply suprathreshold resonance or precise
response spiking (Rotstein, 2017). The phenomenon we are studying in this paper is
the phase-locking of spikes, not subthreshold resonance. Precisely timed spiking is
critical to spike-time dependent plasticity, a mechanism thought to be important to
learning and memory (Bi and Poo, 2001).
To the best of our knowledge, this is the first demonstration of the phenomenon
that the M-current, which has a theta-timescale, contributes to the precise coor-
dination of spikes of gamma frequency. Since the M-current is a non-inactivating
potassium current with a slow decay time constant, it is active in the subthreshold
range of membrane voltages and is able to influence the membrane potential of neu-
rons during the interspike interval (Izhikevich, 2007; Marrion, 1997). Our analysis of
how the M-current allows the cell to be entrained by rhythms slower than the cell’s
natural frequency indicates that the M-current works to prolong the duration of the
intrinsic network interspike interval when excitatory gamma forcing is present. Pro-
longation of the intrinsic network interspike interval allows excitatory gamma input
to force the network to entrain to a lower gamma frequency than its intrinsic gamma
oscillation frequency.
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The prolongation of the intrinsic network interspike interval by gamma forcing
is observed from two perspectives. One is the higher reset point after each spike
triggered by external pulses indicated by the reduced model. The other perspective
is from the timing of spike onset inferred from the geometry of the network system.
We saw a relative shift in the positions of the I-cell fold structure with respect to the
singular orbit of the limit cycle. The M-current shifts the I-cell fold further away than
the E-fold from the singular orbit, thus allowing the forcing input (E-cell input) to
pace the system. Here we do not consider folded singularities on the fold structures
because, although folded singularities can constrain dynamics near them; in our case
there were no such singularities near the relevant physiological parameters.
We also observed that the homeostatic effect of M-current is gradually reduced as
the frequency of the sinusoidal current increases in Section 2.4. The fastest sinusoidal
current that can be imposed onto the cell while preserving the cell’s entrainment to
gamma pulses seems to be related to the subthreshold resonance frequency of a cell
as a result of having the M-current. However, we currently do not have a way to
mathematically explain the connection between the two, since it is not clear how the
subthreshold resonant properties of individual cells are communicated to the spiking
regime in the presence of a limit cycle. Further research is needed to address this
question, not only for the specific case studied here, but also in a general context.
Additionally, we find that the M-current provides a region of bistability to the
network system such that the network can phase-lock to an arbitrarily slow forcing
input by turning off its internal oscillation. Previous works have shown that the
M-current alters the neuron’s firing mechanism. In (Ermentrout et al., 2001), Er-
mentrout et al. reported that, without the M-current, the neuron’s stable limit cycle
is created at a saddle node point. With the M-current, however, the stable fixed point
loses its stability at a Hopf bifurcation. Thus, the addition of the M-current changes
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the neuron from Type I to Type II. Acker et al. (Acker et al., 2003) also reported
on the switch of neuron type due to the addition of a slow resonating current (an
h-current or a slow, non-inactivating potassium current, e.g., M-current). Moreover,
in Section 4.4.2 of (Ermentrout and Terman, 2010), Ermentrout and Terman also
addressed how adding the M-current allows a SNIC to transition to Hopf through a
Bogdanov-Takens bifurcation. However, these results do not discuss whether there
is bistability, or the implication of bistability on the system (allowing the cell to be
entrained by an arbitrarily slow rhythm), as we have shown here.
Last, we addressed what happens when we replace the M-current by the h-current.
While both M-current and h-current are able to allow the cell to be entrained by a
rhythm slower than its natural frequency, the resulting spike orders are different.
With an M-current, the I-cell follows the input, while the I-cell precedes the input
with an h-current. It suggests that the M-current and the h-current have very different
functional implications for plasticity. In the case of the M-current, the cell spiking
after the input would strengthen the synaptic connection; whereas with an h-current,
the synaptic connection would be depressed due to the cell spiking before the input
(Bi and Poo, 2001). We were able to reproduce Figure 2·12 using a reduced model
with h-current (similar to the one used in Section 2.5.1), but the phase plane of the
reduced model with h-current does not offer obvious explanations of the spike order
difference observed in the models with M-current and with h-current.
The major finding of this work is that the theta-timescale properties of the M-
current allow this E-I network to precisely coordinate with external forcing on a
gamma timescale. This work shows how the interaction of currents on different
timescales can be of functional importance in network level phenomena.
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Chapter 3
Characteristics of an integrate-and-fire
network model of the indirect pathway of
the basal ganglia.
3.1 Introduction
Patients with Parkinson’s Disease manifest pathologically elevated beta oscillations
(10 Hz − 30 Hz) in the basal ganglia, and reducing the beta oscillation activities
there is correlated with improved the motor function of patients (Brown, 2003; Ku¨hn
et al., 2008). One sub-circuit, subthalaxxxmic nucleus-globus pallidus externus or
STN-GPe, has been suggested as a potential generator of beta oscillations (Pavlides
et al., 2015). It is a major component of the basal ganglia indirect pathway, where the
cortex projects to the striatum via glutamatergic projections and then the striatum
disinhibits STN through GPe via GABAergic inhibition (Smith et al., 1998; Nambu
et al., 2002). STN also receives glutamatergic projections from the cortex (Smith
et al., 1998). Cortical information is integrated on different levels in the basal ganglia,
both in the direct and indirect patheways (Smith et al., 1998; Parent and Hazrati,
1995; Parent et al., 2000).
The special anatomy of the basal ganglia, where the volume of the striatum is
about ten times as big as the globus pallidus and the volume of GPe is also about
ten times as big as STN, further suggests the convergence of informatxion in the
basal ganglia. (Harman and Carpenter, 1950; Hardman et al., 2002). In the indirect
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pathway specifically, information from cortex converges onto the striatum and then
further converges to GPe, which again converges to STN, possibly allowing the STN-
GPe circuit to process complex cortical information, such as discriminating between
competing motor programs (Rubchinsky et al., 2003). Due to the anatomical struc-
ture, the excitatory projections from STN back to GPe are divergent. Such structure
implies that the network may more effectively act as an amplifier of incoming rhythms
of any frequency to GPe, since small inputs from GPe will pass to STN and return
to GPe via divergent projections, which should increase the signal in GPe. A ma-
jor consequence of having realistic convergent-divergent connection structure is that
the variances of inputs would be very different in STN and GPe: GPe neurons re-
ceive a much more diverse range of inputs from STN than STN neurons receive from
GPe with a realistic connection structure (see Section 3.2.4 for the discussion on the
distribution of number of inputs).
There are various computational models in the literature attempting to explain the
function of the basal ganglia circuit; each of them uses a different network structure
and a different set of parameter values, aiming to articulate various ideas about the
underlying mechanism (Pavlides et al., 2015). However, these models do not take into
account the convergent-divergent projections (i.e., the difference in input variances
for STN and GPe neurons). As the function of these subnuclei are critical to our
understanding of the generation and propagation of beta oscillations in Parkinson’s
disease, we use previously constructed models of STN-GPe in (Kumar et al., 2011)
and alter the connection structure to account for the anatomically-defined variance
in connections between STN and GPe (Section 3.2.4), in order to investigate whether
this network acts predominately as a generator of de novo rhythms or an amplifier of
incoming rhythms.
One major result from (Kumar et al., 2011) is that the beta oscillation occurs
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when STN and GPe neurons have the right balance of excitation and inhibition.
Specifically, when the Poisson input strengths (see Section 3.2.3) of STN and GPe
populations are in a certain parameter range, there is a beta oscillation in the network.
When parameters are out of this range, then neurons fire randomly and no network
oscillation can be observed. One question that is not answered in (Kumar et al., 2011)
is the robustness of the beta oscillation against small parameter variation. Another
important question is that, given the ability to generate beta oscillations, does this
STN-GPe network amplify all rhythms coming from the striatum? In addition, if
there is amplification, does this happen only with some connection structures but not
others?
For the first question, I will show in detail, through parameter sweeps, that the
network produces a beta oscillation that is robust to moderate parameter change. For
the second question, I found that this network is best at amplifying striatal rhythms
around 20 Hz to downstream structures. I expected that the network with realis-
tic connection structure would amplify a larger range of frequencies than with other
connection structures. However, surprisingly, this result is the same for the three
connection structures considered: the network’s preference of amplifying 20 Hz input
could be a result of the intrinsic dynamics within STN and GPe. In order to make the
network amplify striatal rhythms beyond the beta frequency band, the intrinsic os-
cillation needs to be diminished. I have found two ways to do this: by removing STN
to GPe connections and by having heterogeneous Poisson input strengths. It is inter-
esting that the intrinsic heterogeneity of excitability (from Poisson input strengths)
is more effective in getting rid of intrinsic oscillations than extrinsic heterogeneity of
synaptic inputs (from various connection structures). More work needs to be done to
offer a clear explanation.
In the end, I will also discuss the difference between this STN-GPe network and
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a classic pyramidal-interneuronal network gamma (PING, which is also a network of
excitatory and inhibitory neurons (Kopell et al., 2010)), compare conclusions derived
from simulating this particular model with other works in the literature, and talk
about some limitations of this model using simple integrate-and-fire neurons.
3.2 Model and methods.
This section provides a detailed description of the model and data analysis methods
I used for simulations. I first describe the equations and parameters governing the
dynamics of individual cells and then synaptic connections (both the synapse itself
and the connection structure) between cells. Additionally, I also note the methods
I used for analyzing the simulation results. Figure 3·1 shows an illustration of the
neuronal network, with 1000 STN neurons and 2000 GPe neurons, and synapses both
within and between two nuclei. Excitatory neurons and synapses are shown in red,
while inhibitory neurons and synapses are shown in blue.
3.2.1 Individual cell dynamics.
This network model is similar to that in (Kumar et al., 2011). However, I used a
different set of membrane time constants (6 ms for STN neurons and 14 ms for GPe
neurons) that is suggested by experimental work (Pavlides et al., 2012; Kita et al.,
1983; Kita and Kitai, 1991), rather than the membrane time constants (20 ms for both
STN and GPe neurons) used in (Kumar et al., 2011). Another difference between my
model and that of Kumar et al. is the intranuclear delay time constant. It is set at
2 ms in (Kumar et al., 2011) and 0 ms in my model. There is no strong evidence to
suggest delayed communication within either STN or GPe nuclear population. Kumar
et al. used the Python package nest for simulations (Gewaltig and Diesmann, 2007),
while I used the Python package brain2 (Stimberg et al., 2014). Therefore, the
strengths of Poisson inputs to STN and GPe in my model are different from the
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Figure 3·1: An illustration of the STN-GPe model. There are 1000
STN neurons and 2000 GPe neurons. The color red denotes excita-
tory cells and synapses and the color blue denotes inhibitory cells and
synapses.
parameter values documented in (Kumar et al., 2011). All other parameters are the
same as in (Kumar et al., 2011) unless otherwise noted.
The integrate-and-fire equations for STN and GPe neurons are as follows.
dV
dt
=
V0 − V
τm
+
Iexc + Iinh + Ip
Cm
, (3.1)
where τm is the membrane time constant (6 ms for STN neurons and 14 ms for GPe
neurons), Cm = 300 pF is the membrane capacitance, and V0 = −70 mV is the resting
potential. The currents Iexc, Iinh, and Ip will be described in detail later. Equation
(3.1) describes the dynamics of the membrane voltage variable V for STN and GPe
neurons when the voltage is below the firing threshold. The firing thresholds for
both populations follow a uniform distribution in the interval from −59 mV to −49
mV, with an average threshold at −54 mV. Once the membrane voltage reaches the
threshold, it is reset to V0 immediately (the neuron has spiked) and stays at V0 for a
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refractory period of 2 ms.
3.2.2 Synaptic currents.
Iexc and Iinh are synaptic currents from excitatory and inhibitory synapses, respec-
tively. They are described by the following equations:
Iexc = ge(Eexc − V ),
Iinh = gi(Einh − V ),
(3.2)
where Eexc = 0 mV, Einh = −80 mV, and ge and gi are the synaptic conductances
satisfying the alpha synapse function
gx(t) =
J
e · τx (t− tonset − tdelay)e
−(t−tonset−tdelay)/τx (3.3)
for x = e, i when t > tonset + tdelay and gx(t) = 0 nS otherwise. The maximal
conductance J is 1.2 nS for STN to STN and STN to GPe synapses, 0.725 nS for GPe
to GPe synapses, and 1.125 nS for GPe to STN synapses. The variable tonset is the
time stamp of the latest spike from the presynaptic cell and tdelay is the delay time
constant (5 ms for internuclear synapses and 0 ms for intranuclear synapses). The
synaptic time constants τe = 1 ms and τi = 10 ms.
For simulation purposes, (3.3) can be written as
gx(t) =
J
e
a(t− tonset − tdelay), (3.4)
47
where a(·) is the solution to the following initial value problem
da
dt
=
b− a
τx
db
dt
=
−b
τx
a(0) = 0
b(0) = 1.
(3.5)
3.2.3 Poisson inputs.
The last current Ip is the background excitatory Poisson input, which is modeled using
the PoissonGroup() function in brian2. Note that GPe neurons are spontaneously
active in vitro due to their intrinsic membrane currents and manifest very heteroge-
nous firing rates (Deister et al., 2012). I modeled the intrinsic heterogeneity in GPe
cells via background excitation. Additionally, STN neurons are also subject to exci-
tatory cortical inputs, which are modeled as Poisson inputs. Since PoissonGroup()
simulates spikes of presynaptic cells, Ip also takes the form
Ip = ge(Eexc − V ), (3.6)
where ge is the synaptic conductance and V is the membrane voltage of the postsy-
naptic cell. Here the Poisson inputs are connected to neurons with alpha synapses.
The exact frequencies of these Poisson inputs are not important, as long as they are
high. In my model, STN neurons receive Poisson inputs of 1500 Hz and GPe neurons
1400 Hz. However, if other frequencies are used, ge needs to be adjusted accord-
ingly to achieve desired excitability. With baseline parameters, I set the maximal
conductances for Poisson inputs to STN at 4.2 nS and GPe at 5.5 nS to achieve a
physiologically reasonable baseline mean firing rate of 16 Hz for STN neurons and 44
Hz for GPe neurons (Kumar et al., 2011; Bergman et al., 1994).
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3.2.4 Connection structures.
Synaptic connections between and within nuclei are characterized by two parameters,
the maximal conductance for each synapse J , as in (3.3), and the connection prob-
ability p. There are no synapses when p = 0 and all-to-all connections when p = 1.
When 0 < p < 1, the connections are constructed as follows in one of three ways:
“divergent (D)”, “convergent (C)”, and “topographical (T).” For all structures, the
connection probabilities are the same (p = 0.02 for STN to STN and GPe to STN
connections, p = 0.05 for STN to GPe and GPe to GPe connections).
The baseline connection structure is called “divergent connection,” whose name
is consistent with the synapse construction mechanism documented in the Python
package nest. Suppose the presynaptic nuclei has Npre neurons and the postsynaptic
nuclei Npost neurons. With a connection probability p, there are in total NpreNpostp
synapses. Each neuron in the presynaptic nucleus connects to a random selection
of Npostp neurons in the postsynaptic nucleus. As a result, the number of synapses
the neurons in the postsynaptic nucleus possess follows a binomial distribution of
B(Npre, p). Kumar and colleagues used divergent connections for all connections in
Figure 3·1. I used the same setup as the baseline connection structure and call it
“D.”
However, GPe is much larger than STN in terms of volume, both in primates
and in rodents (Hardman et al., 2002), suggesting that information converges from
GPe to STN. Therefore, when signals are transmitted from GPe to STN, we would
expect the signals received by individual STN neurons are not too different from
each other. In contrast, when signals are transferred from STN to GPe, GPe cells
would receive much more heterogeneous signals. To better align the model with the
anatomical structure of the basal ganglia, I set the GPe to STN connection to be
convergent, while leaving all other connections (STN to GPe, STN to STN, and GPe
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to GPe) divergent. In a convergent structure, each neuron in the postsynaptic nucleus
connects to a random selection of Nprep neurons in the presynaptic nucleus. Thus,
it is the number of synapses of the neurons in the presynaptic nucleus that follows
a binomial distribution of B(Npost, p). This arrangement of connections (convergent
from GPe to STN and divergent between all other pairs) will be referred to as “C.”
Notice that the key difference between “D” and “C” is the heterogeneity of inputs
in STN and GPe cells. In “D,” both STN and GPe cells have heterogeneity in terms
of the number of synapses they receive from the other nucleus, whereas in “C”, only
GPe cells have such heterogeneity, which is consistent with experimental evidence
that there is a large amount of heterogeneity among GPe cells (Deister et al., 2012).
The third connection structure that I will consider in the paper is very similar to
“C” in terms of the heterogeneity of synapses each cell receives. The major difference
is that for internuclear connections, I impose certain topography onto the connections
such that the postsynaptic neurons of the synapses from two neighboring presynaptic
neurons largely overlap. In addition, for each STN neuron, it projects to the same
group of GPe neurons connecting to it, and some other neighboring GPe neurons
(recall that the probability of STN to GPe connection (5%) is larger than GPe to
STN connection (2%)). As a result, if only a subset of GPe neurons are activated,
then only a certain subset of STN neurons will receive the postsynaptic potentials in
this structure. These STN neurons will then project back to the same GPe neurons
and some of their neighbors. This connection structure is called “T.”
Among the three connections structure, “T” is the most realistic and “D” is the
least realistic. Therefore, I expected that the network with “T” structure can amplify
the largest frequency range of striatal inputs and “D” the smallest; yet I found that
the frequency ranges of amplification are about the same for all three structures, as
shown in Section 3.4.
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3.2.5 Striatal inputs.
I modeled the inputs from the striatum to GPe as inhibitory spike trains at some
given frequency. Again, the spike trains are connected to GPe neurons through alpha
synapses. Two parameters control the strength of striatal input: the connection
probability pstrgpe, denoting the percentage of GPe cells receiving the spike train, and
individual synapse strength Jstr, which is the J in Equation (3.3) for alpha synapses.
3.2.6 Spectral analysis.
For analysis of simulation results, I used smoothed instantaneous firing rates instead
of voltage traces. By doing so, no subthreshold oscillation is captured in the spectra.
In addition, to reduce side lobes in the spectra, I used multitaper method (Percival
et al., 1993; Kramer and Eden, 2016) using the Python package mtspec (Krischer,
2016).
I calculate the frequency of the network oscillation as follows. First, I compute the
smoothed instantaneous firing rates for each neuron in the network. Then, I obtain
the mean smoothed instantaneous firing rates of each population (STN and GPe).
Next, I use the multitaper method to get the spectra of STN and GPe, identifying
the frequency with peak power in each spectrum. If frequencies with peak power in
STN and GPe spectra are close to each other (within the frequency resolution), then
the frequency of the network oscillation is the average of the two frequencies. If they
differ more than the frequency resolution, then there is no oscillation at the network
level.
To determine if the STN-GPe network can relay rhythmic inputs from the striatum
to other brain areas, I calculate the frequency with peak power in the STN spectrum
using the mean instantaneous firing rate. If the difference between the STN peak
frequency and the frequency of striatal input is smaller than the frequency resolution
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of the power spectrum, then I say that STN “follows” the striatal input, and the
network is able to pass the striatal input on to other brain areas.
3.3 The intrinsic beta oscillation of the network is robust
to moderate parameter changes within the physiological
range.
This section answers the first of the three questions stated in introduction: how robust
is the beta oscillation observed in (Kumar et al., 2011). Recall that the simulations in
Kumar et al. showed the existence of beta oscillations with certain excitation levels
of STN and GPe but not others. They also stated that the network frequency was
determined by the membrane time constants and the intranuclear synaptic delay time
constant. To verify if these results still hold in my model, where a few parameters are
different from Kumar et al.’s (Section 3.2), I first swept the parameter space for differ-
ent combinations of excitation levels of STN and GPe neurons, and observed that the
beta oscillation is prominent in a wide range of excitation levels. Next, I investigated
how the network frequency changes by varying the membrane time constants and the
synaptic delay time constants. I also studied the influence of the inhibition synaptic
decay time constant on the network frequency, as the decay time of inhibition deter-
mines the network frequency of a pyramidal-interneuronal network gamma (PING),
which is also a network with excitatory and inhibitory neurons (Kopell et al., 2010). I
found that while all three parameters can influence the network frequency, moderate
changes do not move the network frequency out of the beta band.
3.3.1 The network oscillates primarily at beta.
Since (Kumar et al., 2011) showed that the STN-GPe network can oscillate at beta
frequency with one particular set of Poisson input strengths, I varied Poisson input
strengths of both STN and GPe populations to examine the parameter range where
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network oscillations are possible.
Due to excitatory and inhibitory connections between STN and GPe, adjusting
the Poisson input strength (conductance) of one population affects the excitability
of neurons in both populations: if the Poisson input strength of STN neurons is in-
creased while all other parameters are held constant, STN cells will be more excitable,
and GPe cells will also be more excitable due to increased excitatory postsynaptic
potentials (EPSPs) received from STN neurons. On the other hand, if the Poisson
input strength of GPe neurons is increased, then GPe cells will be more excitable; but
STN cells will be less excitable due to increased inhibitory postsynaptic potentials
(IPSPs) from GPe. Therefore, to show the relationship between network oscillatory
frequency and neuron excitability, I plotted the network frequency against mean firing
rates of STN and GPe neurons (Figure 3·2), instead of the Poisson input strengths.
From Figure 3·2, it is clear that the network oscillation can be observed over a
moderate range of parameter values. Hence, the oscillation observed in (Kumar et al.,
2011) is not a result of fine tuned parameters. Also, notice that the network frequency
is always in the beta band, mostly between 20 Hz and 24 Hz, representing a prominant
dynamic mode of this network. The blank area in the figure is a result of lack of
oscillation, which means the neurons in STN and GPe are firing randomly without a
dominant oscillatory rhythm. The size of the blank area is relatively small compared
with that of the oscillatory area, indicating that the oscillation is the predominant
dynamic mode in this parameter range. The plot does not have a “regular” shape,
because although I simulated Poisson input strengths to STN and GPe in arithmetic
sequences, the resulting mean firing rates for STN and GPe are not in arithmetic
sequences. Hence, when generating the plot, there could be zigzag boundaries in
some cases.
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Figure 3·2: The relationship between the network frequency and the
mean firing rates (mfr) of STN and GPe. This figure is obtained by
simulating the STN-GPe network with various Poisson input strengths.
The lack of data points in some areas means that no obvious oscillation
at the network level is observed.
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3.3.2 Membrane time constants have limited impact on the network fre-
quency within the physiological range.
Kumar et al. stated that the membrane time constant is one of the factors that
determine the network frequency (Kumar et al., 2011); but they did not provide
more details. Next, I am going to examine to what extent the network frequency is
affected by the membrane time constants.
By varying the baseline membrane time constants (6 ms for STN and 14 ms
for GPe), I found that increasing the membrane time constants makes the network
frequency decrease by a few hertz. However, changing the membrane time constants
only (within physiological range) is not sufficient to move the network frequency
out of the beta band. If the membrane time constants are too short and outside
the physiological range, there is no network oscillation when STN and GPe have
reasonable mean firing rates.
In Figure 3·3, I show simulations with three sets of membrane time constants: (A)
τstn = 3 ms, τgpe = 7 ms, (B) τstn = 12 ms, τgpe = 28 ms, and (C) τstn = 24 ms, τgpe =
56 ms. Recall that, in Figure 3·2, with baseline membrane time constants, the net-
work mostly oscillates at around 22 Hz with various excitation levels of STN and
GPe neurons. By halving the baseline membrane time constants (Figure 3·3A), the
network mostly oscillates in the beta band, and achieves 67 Hz at a few data points.
That is, with short membrane time constants, the network can oscillate at gamma
frequency with some specific parameter choices; but the fast oscillation is not ro-
bust, as there are only a few parameter combinations that give rise to the gamma
oscillation, and there is some “blank area” with no network-level oscillation in the
plot. In fact, if I further shorten the membrane time constants to a quarter of base-
line values, there is no network oscillation within physiological range (mean firing
rate is between 0 Hz and 40 Hz for STN neurons, and between 10 Hz and 70 Hz for
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(C) Quadruple baseline membrane time constants
Figure 3·3: Network frequencies are plotted against the mean firing
rates (mfr) of STN and GPe for three sets of simulations: (A) half of
baseline membrane time constants, (B) double baseline membrane time
constants, and (C) quadruple baseline membrane time constants.
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GPe neurons). Increasing the membrane time constants lowers the network frequency
slightly, as shown in Figure 3·3B (doubling the baseline values) and C (quadrupling
the baseline values). Notice that the network frequency is still in the low beta range
with unrealistically long membrane time constants (Figure 3·3C). In conclusion, the
membrane time constants have limited impact on the network oscillation; changing
the membrane time constants alone is not enough to move the network frequency out
of the beta range.
3.3.3 Adjusting delay time constants can move the network frequency
out of the beta band.
According to (Kumar et al., 2011), another factor that determines the network fre-
quency is the synaptic delay time constants. Indeed, increasing the delay time con-
stants decreases the network frequency. In Figure 3·4, I increased the intranuclear
delay time constant from 0 ms to 5 ms and 40 ms. Without any intranuclear delay,
the network oscillates at around 22 Hz (Figure 3·2). The network frequency decreased
to around 20 Hz with 5 ms intranuclear delay and moves to theta band at around 8
Hz with an unrealistic 40 ms intranuclear delay. So, increasing the delay time con-
stants can decrease the network frequency; but moving it to the theta band requires
an unrealistic parameter.
Figure 3·5 shows that the network can oscillate at a low gamma frequency (between
30 Hz and 40 Hz) when there is no intranuclear or internuclear delay at all. In
summary, although both delay time constants and membrane time constants affect the
network frequency, the impact on the network oscillation from changing the delay time
constants is larger (moving across frequency bands) then from altering the membrane
time constants (staying within the beta band).
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Figure 3·4: Network frequencies are plotted against the mean firing
rates (mfr) of STN and GPe for two sets of simulations: (A) intranuclear
delay time constant is 5 ms and (B) intranuclear delay time constant
is 40 ms.
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Figure 3·5: Network frequencies plotted against the mean firing rates
(mfr) of STN and GPe when there is no synaptic delay.
3.3.4 Increasing the inhibition decay time constants slows down the net-
work frequency, similar to PING.
PING is also a network of excitatory and inhibitory neurons, like our STN-GPe
network; Kopell et al. showed that it is the inhibition decay time constant that
determines the network frequency of PING. I simulated the network with various
inhibition decay time constants to see if the conclusion also holds for this STN-GPe
network.
At baseline, the inhibition decay time constant is set at 10 ms. Reducing it to
8 ms (Figure 3·6A), the network oscillates at two frequencies in different parameter
spaces. Oscillations at both frequencies occur when STN has a mean firing rate at
around 40 Hz to 50 Hz. The lower frequency is at 25 Hz, where STN and GPe have
comparable mean firing rates. The higher frequency is at 73 Hz, where GPe is very
excitable with a mean firing rate of around 90 Hz. Both types of oscillation happen
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(C) Inhibition decay time constant = 30 ms
Figure 3·6: Network frequencies plotted against the mean firing rates
(mfr) of STN and GPe for three sets of simulations: (A) inhibition
decay time constant is 8 ms, (B) inhibition decay time constant is 20
ms, and (C) inhibition decay time constant is 30 ms.
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when STN is more active than that observed in experiments, which is around 20 Hz
(Bergman et al., 1994). If the inhibition time constant is further decreased to 5 ms,
oscillations over 80 Hz will be generated, but only when STN is unrealistically active,
with a mean firing rate of over 60 Hz. Figure 3·6B shows that, if the inhibition decay
time constant is increased to 20 ms, the network frequency is reduced to around 13
Hz, which is in the low beta band. Increasing the inhibition decay time constant to
30 ms (Figure 3·6C) drives the network frequency below 10 Hz into the theta band.
In conclusion, prolonging the inhibition decay time constant decreases the network
frequency, just like in PING. Shortening the inhibition decay time constant drives up
the network frequency in theory; but the fast oscillation cannot be observed in the
reasonable range of mean firing rates for STN and GPe. Nonetheless, the STN-GPe
network does not behave exactly like PING. Their differences are discussed in Section
3.6.
3.4 The network is best at relaying striatal input at beta
frequency regardless of connection structure.
I have shown in the previous section that the STN-GPe network model with the
baseline connection structure (D) manifests a robust intrinsic beta oscillation, not
changeable out of the beta frequency range by moderate parameter variation. Can
rhythms from the striatum pass through this network? Do connection structures
affect such ability? To answer these questions, I simulated striatal inputs as spike
trains and connected them to a subset of neurons (Section 3.2.5). First, I looked at
the network without internuclear synapses and studied how STN and GPe neurons
respond to inhibitory spikes separately. Computing the interaction curve between
STN and GPe (the product of their power spectra, see Section 3.4.1) gives us an idea
about the input preference of the network due to the dynamics of each nucleus. With
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a conductance-based STN-GPe model, Terman et al. showed that different activity
patterns can be observed with different connection structures between STN and GPe
neurons (Terman et al., 2002). I hypothesized that the preferred input frequencies of
the network would be different for three different internuclear connection structures
(C, D, and T, see Section 3.2.4). Specifically, the more realistic C and T connection
structures would be able to amplify rhythms of a wider range than the D structure.
However, surprisingly I found that the connection structures do not play a role in
letting striatal rhythms pass through the network. This is done by looking at the
maximum frequency of striatal input that can be passed through the network to
STN, and examining if all rhythms are passed to STN at equal strength via plotting
the normalized power at input frequency in the STN spectrum.
3.4.1 Isolated STN and GPe populations subject to external inhibitory
pulses have strong interactions at beta frequencies.
Before exploring how the network responds to striatal input, I first looked at how STN
and GPe react to inhibitory pulses as isolated neuron populations. Figure 3·7 shows
the scheme of the model where there is no internuclear connections and both STN and
GPe are receiving inhibitory pulses. By sweeping through a large range of frequencies
of the inhibitory pulses and plotting the normalized power at input frequencies (Figure
3·8), I found that while STN responds most strongly to inhibitory input in theta and
low beta bands (black curves), GPe responds most strongly to inhibitory pulses of high
beta and low gamma frequencies (blue curves). This is true for all four combinations
of connection probability and strengths simulated. The red curves are the product
of the blue and black curves, representing the interaction between STN and GPe.
All the interaction curves have a clear peak in the beta frequency band. Therefore,
by the cell dynamics alone (without any internuclear synapses), the network would
respond to inhibitory inputs of the beta frequencies most strongly.
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Figure 3·7: The scheme of the model without internuclear connections
to test how STN and GPe respond to inhibitory pulses.
3.4.2 The frequency of weak or moderate striatal inputs that STN can
follow is mostly in the beta band regardless of connection structure.
The dynamics of the STN and GPe nuclei alone would prefer striatal inputs in the
beta frequency band. Then, with internuclear connection structures, I hypothesized
that the network would also be able amplify rhythms in the beta band. Moreover,
the frequency range of amplification would be larger for “C” and “T” structures
than for the unrealistic “D” structure, given these structures’ implication on input
variance profiles (see Section 3.2.4). To this end, I checked the maximum frequency
of the striatal input that can be passed through the network (Section 3.2.6) with all
three connection structures. See Figure 3·9 for an illustration of the network with
striatal inputs and internuclear connections. Table 3.1 shows that, the stronger the
connection from the striatum to GPe, the higher the maximum frequency that STN
can follow. However, the connection structure does not seem to affect the maximum
frequency.
With a very strong striatal input (pstrgpe = 0.5, Jstr = 30 nS), the fastest striatal
input that STN can follow is over 70 Hz. However, such a strong striatal input is
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Figure 3·8: Normalized power at the frequency of inhibitory input for
STN (black) and GPe (blue) and the interaction of two curves (red),
with various connection probabilities (p) and strengths (J).
Structure
pstrgpe Jstr C D T
0.5 30 80 80 85
0.25 30 33 33 33
0.25 20 29 29 30
0.25 10 27 27 27
0.1 30 25 28 27
0.1 20 25 25 26
0.1 10 25 24 23
Table 3.1: The maximum frequencies [Hz] of the striatal input that
STN can follow with various connection probabilities and strengths
from the striatum to GPe, subject to C, D, and T connection structures.
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Figure 3·9: An illustration of the STN-GPe network with striatal
inputs. Striatal inputs (modeled as spike trains) are connected to a
subset of GPe neurons with inhibitory synapses.
probably not realistic. Once the connection probability or the strength of the striatal
input is reduced, the fastest striatal input that STN can follow is decreased to the
high beta band. While the numbers are not exactly the same for the three connection
structures, they do not differ more than a few Hz and hence are not considered
qualitatively different. The lowest frequency that STN can follow with moderate or
weak striatal input is around 8−12 Hz regardless of connection structure. Therefore,
the weak or moderate stiatal inputs that can pass throught the STN-GPe network
are in the beta band.
3.4.3 The STN-GPe network can best relay striatal inputs around 22 Hz
regardless of connection structure.
In addition to the frequency range of amplification, another question is whether within
that range, inputs of all frequencies are amplified to the same extent. Given the
input variance profiles of the three connection structures considered, I expected that
the network with the “C” and “T” structures would be better at amplifying inputs
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Figure 3·10: Normalized power at the frequency of striatal input in
STN spectra with different connection structures and combinations of
connection probabilities (pstrgpe) and strengths (Jstr). Horizontal axes
denote the frequency of striatal input to GPe. Vertical axes denote the
normalized power at that frequency in the spectrum of STN.
than with the “D” structure However, simulations showed that the powers at input
frequency observed in STN with these different structures are also about the same.
Figure 3·10 shows normalized power at input frequencies in STN spectra, simu-
lated with three connection structures and four pairs of connection probabilities and
strengths. These graphs are obtained by first running simulations with striatal inputs
from 5 Hz to 50 Hz, and then calculating the spectra of STN using the procedure
described in Section 3.2.6. To ensure fair comparison between spectra generated with
different input frequencies, I normalized each spectrum such that the area under the
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curves are all equal to 1. Notice that the vertical axes in the four plots are of differ-
ent scales. Simulations with weaker connections from the striatum to GPe generate a
lower normalized power in STN spectra than those with stronger connections, which
is expected. However, it is consistent across simulations with different connection
structures and connection strengths that the plot of normalized power at striatal in-
put frequency all peak at around 22 Hz, the same as the network’s intrinsic oscillatory
frequency. Therefore, the connection structure does not affect how the network relays
information from the striatum.
3.5 Breaking the intrinsic oscillation diminishes the network’s
preference at 22 Hz.
With the baseline setup and parameters, the network has a robust intrinsic oscillation
at around 22 Hz, which contributes to the network’s preference of relaying striatal
inputs around the same frequency. This property makes the STN-GPe network act
like a filter: only rhythms at beta frequency can pass through, while rhythms of other
frequencies are silenced. However, I will show that, if there is no intrinsic oscillation,
then a wider range of frequencies (than just around 22 Hz) can be passed from the
striatum to STN. I have found two ways to achieve it. The first way is to break
the intrinsic oscillation by cutting out the STN to GPe connection. Without a full
loop, the STN-GPe network becomes one-way and is not able to generate intrinsic
oscillations. The other way is to introduce a large amount of heterogeneity in both
STN and GPe populations. Currently at baseline, there is some heterogeneity in
neurons’ excitability from the random firing thresholds, but that is not enough. By
adding heterogeneity to neurons’ excitability via Poisson input strengths, the network
gains flexibility of transmitting a wide range of rhythms through having subsets of
neurons responding to inputs of different frequencies.
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Structure
pstrgpe Jstr Baseline STN 6→ GPe
0.5 30 80 74
0.25 30 33 42
0.25 20 29 36
0.25 10 27 29
Table 3.2: The maximum frequencies [Hz] of the striatal input that
STN can follow with various connection probabilities and strengths
from the striatum to GPe, in the baseline network (the same as in
Table 3.1) and the network without STN to GPe connections.
3.5.1 Removing STN to GPe connection allows entrainment to striatal
inputs of low gamma frequencies.
The STN-GPe network oscillation is developed by the back and forth excitation (from
STN cells) and inhibition (from GPe cells). Therefore, eliminating the STN to GPe
synapses can prevent the network from developing intrinsic oscillations. I hypothe-
sized that without intrinsic oscillation, the network’s preference of transmitting beta
rhythms would be weakened. Since we have established that the connection struc-
ture does not play a significant role in expanding the frequency range to which STN
can be entrained, I used only the baseline divergent connection structure to generate
Table 3.2, not considering the C and T structures. This table shows the maximum
frequency of striatal inputs that STN can follow in the baseline network (Figure 3·9)
and the network without STN to GPe synapses, with four different combinations of
connection probabilities and strengths. Notice that the frequencies corresponding
to the baseline network are the same as in Table 3.1. The maximum frequency in-
creased to the gamma band for moderate striatal inputs (pstrgpe = 0.25, Jstr = 30 nS
and pstrgpe = 0.25, Jstr = 20 nS).
In Figure 3·11, I plotted the normalized power at the input frequency of inhibitory
striatal pulses for the network without STN to GPe synapses. Comparing with Figure
3·10, it is clear that the peaks of the curves are not as sharp as those in the plots for
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the baseline network. The input frequencies with largest normalized power are still
in the beta band (due to the dynamics of isolated nuclei, shown in Section 3.4.1), but
in a wide range. Again, there is not significant difference among the three different
connection structures.
3.5.2 Introducing heterogeneity in neuron excitability expands the fre-
quency range of striatal inputs to which STN can follow.
By changing connection structure, I am effectively changing the input variance in
STN and GPe. A realistic connection structure would result in the variance of input
to GPe being much larger than that to STN; equivalently, the GPe cells are much
more heterogeneous than STN cells. Thus, the reason why I have not seen ampli-
fication of inputs of a wide range of frequencies could be that there is not enough
heterogeneity; and increasing heterogeneity in neuron excitability could potentially
enhance the function of the network as an amplifier.
In the baseline network, there is some heterogeneity in neurons’ excitability, com-
ing from the random firing thresholds. However, it is not enough to break the robust
beta oscillations. Changing the membrane time constants can also vary the neurons’
excitability. As it is shown in Section 3.3.2, while membrane time constants do affect
the network oscillation, their impact is very limited such that we need to set the
values to be outside the physiological range to see a moderate change in the network
frequency. Therefore, heterogeneity in membrane time constants within physiological
range would not help break the intrinsic beta oscillation. The most effective way that
I have found is to have heterogeneous strengths in the Poisson inputs to neurons. Re-
call that in the baseline network, each neuron receives an independent Poisson spike
train and ge in (3.6) is the same for neurons within the same nucleus. The value of
ge is 4.2 nS for STN neurons and 5.5 nS for GPe neurons. By having heterogeneous
Poisson input strengths, ge is no longer a constant, but a random variable following an
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Normalized power for STN at input frequencies 
without STN to GPe connections
Figure 3·11: Normalized power at the frequency of striatal input
in STN spectra with different connection structures and combinations
of connection probabilities (pstrgpe) and strengths (Jstr), in the network
without STN to GPe connections. Horizontal axes denote the frequency
of striatal input to GPe. Vertical axes denote the normalized power at
that frequency in the spectrum of STN. The peaks of the curves are
much wider than those in Figure 3·10.
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Structure
pstrgpe Jstr Baseline Hetero. Poisson
0.5 30 80 81
0.25 30 33 34
0.25 20 29 33
0.25 10 27 32
Table 3.3: The maximum frequencies [Hz] of the striatal input that
STN can follow with various connection probabilities and strengths
from the striatum to GPe, in the baseline network (the same as in Table
3.1) and the network with Poisson inputs of heterogeneous strengths.
uniform distribution. In particular, ge is between 2.7 nS and 5.7 nS for STN neurons
and between 3.5 nS and 7.5 nS for GPe neurons. Table 3.3 shows that with heteroge-
neous Poisson input strengths, the maximum frequency of striatal inputs that STN
can follow increased to the gamma band when 25% of GPe neurons are receiving the
inhibitory pulses, even with a very weak input strength of 10 nS.
Figure 3·12 shows the normalized power at input frequency for STN cells when
there are heterogeneous Poisson inputs for all neurons and the divergent connec-
tion structure for both intranuclear and internuclear connections. The peaks of the
curves are wider than those in the baseline network with homogeneous Poisson input
strengths (Figure 3·10). Notice that by changing connection structures in the base-
line network, I am changing the heterogeneity of synaptic inputs received by STN
and GPe neurons, which can be thought of as extrinsic heterogeneity. Introducing
heterogeneity through Poisson input strengths is increasing heterogeneity in neurons’
excitability, which I define as intrinsic heterogeneity. This result suggests that intrin-
sic heterogeneity is more effective than extrinsic heterogeneity in terms of preventing
intrinsic oscillations in this network, the reason of which is unclear at the moment.
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Normalized power for STN at input frequencies 
with heterogeneous Poisson input strengths
Figure 3·12: Normalized power at the frequency of striatal input in
STN spectra with baseline connection structure and different combi-
nations of connection probabilities (pstrgpe) and strengths (Jstr), in a
network with Poisson inputs of heterogeneous strengths. Horizontal
axes denote the frequency of striatal input to GPe. Vertical axes de-
note the normalized power at that frequency in the spectrum of STN.
The peaks of the curves are wider than those in Figure 3·10 for weak
connections.
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3.6 Discussion.
The integrate-and-fire STN-GPe model in (Kumar et al., 2011) can generate beta
oscillations with the right balance of excitation in STN and GPe neurons. Three
questions were raised based on this result: how robust is the beta oscillation, is this
network with intrinsic beta oscillation able to amplify inhibitory striatal inputs of
various frequencies, and do connection structures affect such amplification? I showed
through parameter sweep that this beta oscillation can be observed with a wide range
of excitation levels. Moreover, the network frequency is determined by the membrane
time constants, synaptic delay time constants, as well as the inhibition decay time
constant. Specifically, I showed that while membrane time constants partially deter-
mines the network frequency, their effect is limited such that the network frequency
stays within the beta range even when I have changed the membrane time constants
dramatically that they are out of the physiological range. On the other hand, the
delay time constants affect the network frequency greatly, able to move the network
oscillation to theta and gamma bands. The inhibition decay time constant also affects
the network frequency, consistent with the dynamics of PING. However, within the
physiological range, it is possible to observe theta oscillations with long inhibition
decay, but not possible to observe gamma oscillations with short inhibition decay.
With a robust intrinsic beta oscillation, the network is best at amplifying in-
hibitory spike trains in the beta frequency band from the striatum, while not allow-
ing rhythms of other frequency bands to come through, acting like a band-pass filter.
This is also due to the fact that STN neurons react most strongly to inhibitory pulses
of theta frequency, and GPe neurons reacts most strongly to those in the high beta
and low gamma frequency bands. The curves of normalized power at input frequency
in the spectra intersect in the beta frequency band. When connected, the STN-GPe
network picks out rhythms in the beta range. While changing the internuclear connec-
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tion structures does not alter the network’s preference of transmitting beta inhibitory
pulses, it can be done by breaking the intrinsic beta oscillations by either eliminating
the STN to GPe synapses or increasing the heterogeneity in neuronal excitability.
This STN-GPe network consists of excitatory cells and inhibitory cells. However,
it does not behave exactly the same as PING, which is also a network with excitatory
and inhibitory neurons. In PING, the network frequency is determined by the decay
time constants of the inhibitory synapses, and increases as the excitatory cells get
more active (Bo¨rgers and Kopell, 2003; Kopell et al., 2010). In my simulations,
while changing the inhibition decay time constants did alter the network frequency
as it does in PING, the network frequency decreases as the mean firing rate of STN
neurons increases (Figure 3·2). Therefore, the STN-GPe network is different from a
typical PING. It is stated in (Bo¨rgers and Kopell, 2003) that the conclusions of the
PING network are based on several sufficient conditions, one of which is that the
inhibitory cells are activated by EPSPs only and silent otherwise. This is not true in
my STN-GPe network, where GPe has a mean firing rate of around 45 Hz and STN
15 Hz. That is, the inhibitory cells are more active than excitatory cells, and they are
spiking when there is no EPSP. This could be one possible reason why the STN-GPe
network does not exactly behave like a PING.
One of the major results presented is that the connection structure between STN
and GPe does not affect the dynamics of the network. Terman et al. showed that
some firing patterns in the STN-GPe network (such as weak clustering and waves)
can be observed in some connection structures but not others (Terman et al., 2002).
While the neurons in my model are of integrate-and-fire type, Terman et al. used
Hodgkin-Huxley neurons. Hodgkin-Huxley neurons preserve the history of the neu-
ron: the effect of consecutive spikes on the neuron and its currents is cumulative.
For integrate-and-fire neurons, the history of the cell is erased as the voltage is reset
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to the same value each time after a spike. Moreover, Hodgkin-Huxley neurons can
burst, while integrate-and-fire neurons produce one spike at a time. There is evi-
dence that bursting is observed in GPe neurons in Parkinsonian monkeys (Bergman
et al., 1998). Furthermore, in integrate-and-fire neurons, the membrane time con-
stant is fixed, whereas in Hodgkin-Huxley models, the membrane time “constant” is
dependent on the sum of conductance of all currents, which changes with the mem-
brane voltage (Bo¨rgers, 2017). It would be interesting to see if using Hodgkin-Huxley
neurons in my 3000-neuron network might change my results. Conductance-based
models are able to capture the nuance of more complex dynamics than integrate-and-
fire models, due to the differences discussed above. Thus, I expect to see new firing
patterns in the network using Hodgkin-Huxley neurons.
Another significant difference between my model and the Terman et al. model
is the scale of the model. I have 2000 GPe neurons and 1000 STN neurons, while
Terman et al. had 10 neurons each for STN and GPe. The difference in number of
neurons contribute to the difference of what “sparse” and “tight” connections mean
in big and small networks. For my model, I used sparse connection probabilities
between 2% and 5%. The sparse connection in (Terman et al., 2002) has a much
higher connection probability between 10% and 30%, because of the small number of
neurons in the model. Therefore, the variance of input each neuron receives in big
and small networks can be very different. Recall that the input variance calculated
from the binomial distribution is Np(1− p). If I were to scale the model in Terman
et al. from 10 neurons for STN and GPe each to 1000 neurons each (i.e., to have
the same number of neurons N as in my model) and keep the connection structures
and probabilities the same as in (Terman et al., 2002), the neurons in the upscaled
network would have a much higher variance than neurons in my model, due to high
connection probabilities. In other words, there is much more heterogeneity in Terman
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et al.’s model than in mine. As was suggested in Section 3.5.2, in my network, intrinsic
heterogeneity is better at preventing intrinsic oscillations than extrinsic heterogeneity.
However, the amount of extrinsic heterogeneity added to the network by changing the
connection structure has an upper limit, as I have fixed the internuclear connection
probability and strengths. If those parameters were increased in order to generate
larger heterogeneity via synaptic inputs than the baseline network, I might be able
to see new activity patterns. Therefore, not having enough heterogeneity in synaptic
inputs in my model could be the reason why I did not observe differences in networks
with various connection structures as in (Terman et al., 2002).
Both in (Kumar et al., 2011) and my model, the STN/GPe neuron number ratio is
1 : 2, while the real ratio is close to 1 : 10 (Hardman et al., 2002). As discussed both
in the introduction (Section 3.1) and Section 3.2.4, the number of neurons, along with
the connection structure, can influence the variance of inputs received by postsynaptic
cells. My model can be further improved by using a realistic 1 : 10 ratio, which would
further increase the variance in inputs received by each neuron, the therefore possibly
makes the network an amplifier of a wide range of input rhythms. Additionally, the
E-I cell number ratio is another major difference between my STN-GPe model and a
classical PING. In PING (Bo¨rgers and Kopell, 2003; Kopell et al., 2010), there are
more E-cells than I-cells: the ratio of E-I cells is 4 : 1. The difference in input variance
in a PING and STN-GPe due to E-I cell ratio could also contribute to the difference
in dynamics in these two types of networks.
Moreover, I focused only on the frequency with highest power in the spectral
analysis. Concepts like “STN follows striatal input” and “network frequency” are
both defined using the frequency with highest power in the spectrum. I did not study
possible secondary peaks in the spectra. It is possible that downstream neurons could
pick up components in the output of STN that are not of the dominant frequency.
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Therefore, including strong rhythmic components other than the dominant frequency
could bring novel insights on the network dynamics.
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Appendix A
Supplemental materials of Chapter 2.
A.1 Parameters, units, and functions in the mathematical
model.
Here we provide the parameter values and expressions of auxiliary functions used in
the mathematical model. In particular, Table A.1 contains baseline parameter values
for (2.1) and (2.7). Expressions for infinity and τ functions in Equation (2.1) can be
found in Table A.2. Functions and parameters that describes the forcing terms are
given in Table A.3.
Conductance Reversal potential Time constant Capacitance
(mS/cm2) (mV) (ms) (µF/cm2)
gL 0.1 EL −65 τr 0.3 C 1
gK 9 EK −90 τd 9
gNa 35 ENa 55
gs 1 Es −80
gM 1.5 EM −90
Table A.1: Baseline parameter values for (2.1) and (2.7).
A.2 Three-timescale separations.
We showed in Section 2.5.2 that (2.1) has two timescales through non-dimensionalization.
However, the system can be separated further into three timescales as follows.
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m∞(V ) =
αm(V )
αm(V )+βm(V )
αm(V ) =
0.1(V+35)
1−e−V+3510
βm(V ) = 4e
−V+60
18
n∞(V ) =
αn(V )
αn(V )+βn(V )
αn(V ) =
−0.01(V+34)
e−0.1(V+34)−1 βn(V ) = 0.125e
−V+44
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h∞(V ) =
αh(V )
αh(V )+βh(V )
αh(V ) = 0.07e
−V+58
20 βh(V ) =
1
e−0.1(V+28)+1
w∞(V ) = 1
1+e−
V+35
10
τM(V ) =
400
3.3e
v+35
20 +e−
v+35
20
φ = 5
τn(V ) =
1
αn(V )+βn(V )
· 1
φ
τh(V ) =
1
αh(V )+βh(V )
· 1
φ
Table A.2: Expressions for infinity and τ functions in Equation (2.1).
Iγ(t) = Cγ · Jγ(t) Iθ(t) = sin(2piTθ t) Iton = 5 µA/cm2
Jγ(t) = e
αγ [cos(
pit
Tγ
)]1024 − 1 Tθ = 250 ms a = 0.6
Cγ =
1
1
Tγ
∫ Tγ
0 Jγ(t)dt
αγ = 5 b = 4
Tγ = 31.25 ms
Table A.3: Functions and parameters that define the forcing term
(2.3).
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2δ
dv
dτ
= g¯L(eL − v) + g¯Kn4(eK − v) + g¯Nam3∞(kvv)h(eNa − v) + g¯ss(es − v)
+ g¯Mw(eM − v) + g¯fse(ve − v) + Iton
kvgref
,
δ
dn
dτ
=
n∞(kvv)− n
τn(kvv)/τ¯n
,
σ1δ
dh
dτ
=
h∞(kvv)− h
τh(kvv)/τ¯h
,
σ2δ
ds
dτ
=
1
2
[
1 + tanh
(
kvv
4
)]
1− s
τr/τ¯s
− s
τd/τ¯s
,
dw
dτ
=
w∞(kvv)− w
τM(kvv)/kt
,
2δ
dv2
dτ
= g¯L(eL − v2) + g¯Kn42(eK − v2) + g¯Nam3∞(kvv2)h2(eNa − v2)
+
J
kvgref
,
δ
dn2
dτ
=
n∞(kvv2)− n2
τn(kvv2)/τ¯n
,
σ1δ
dh2
dτ
=
h∞(kvv2)− h2
τh(kvv2)/τ¯h
,
σ3δ
dse
dτ
=
1
2
[
1 + tanh
(
kvv2
4
)]
1− se
τre/τ¯se
− se
τde/τ¯se
,
(A.1)
where 2 =
C
gref τ¯n
≈ 0.0863  1, δ = τ¯n/kt ≈ 0.0106  1, and all other variables are
defined as in Section 2.5.2. Here, all state variables and functions on the right-hand
side are O(1) with respect to 2 and δ. System (A.1) features a cascade of timescales:
1, 1
δ
, and 1
2δ
. The two voltage variables v and v2 are fast. All gating variables except
w are slow. The M-current gating variable w is super-slow.
With three timescales, there two ways to take the singular limit: 2 → 0 and
δ → 0. The fast subsystem is the same as in Section 2.5.2 by taking 2 → 0. As the
singular orbit lands on C0, the critical manifold, it switches to the slow flow, which
itself is a slow/fast system with timescales separated by δ. Define the super-slow
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manifold as
Css0 = {(x, y) ∈ R9 : F (x, y) = G1(x, y) = 0},
where G1 is a vector of the first six elements of G (see Section 2.5.2). Note that
Css0 is 1-dimensional and repelling in the parameter range we study. This timescale
separation by δ does not bring new geometric insight about the slow flow on C0.
Thus, we focus only on the singular limit 2 → 0, which is the same as the singular
limit → 0 in (2.10).
A.3 Example: E-cell.
Here we use the E-cell subsystem to provide an example of visualizing the geometry of
the system at its singular limit. The low dimensionality of the E-cell system allows us
to easily visualize how the fold acts as a firing threshold. The dimensionless equations
of the E-cell are
δ
dv2
dτ
= f2(v2, n2, h2),
δ
dn2
dτ
= p4(v2, n2),
σ1δ
dh2
dτ
= p5(v2, h2).
(A.2)
In the → 0 limit, the critical manifold of the E-cell is
CE0 = {(v2, n2, h2) : f2(v2, n2, h2) = 0}. (A.3)
The fold on CE0 with respect to slow variables n2, h2 is
LE = {(v2, n2, h2) ∈ CE0 :
∂f2
∂v2
= 0}. (A.4)
We use superscript LE to distinguish the fold of the E-cell subsystem (A.2) from the
E-fold branch LE of the network model (2.10).
In Figure A·1, we show the E-cell critical manifold CE0 (blue surface), E-cell fold
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Figure A·1: Two perspectives of the E-cell critical manifold CE0 , fold
LE, and the singular orbit of the limit cycle. A: Critical manifold CE0
has a cubic shape. LE separates CE0 into two outer attracting sheets
and one inner repelling sheet. B: Another perspective of CE0 . It gives a
better idea about the position of the singular orbit relative to CE0 and
LE. The slow part of the orbit lies on CE0 . The switch from the slow
flow to the fast flow happens exactly at the fold LE, which represents
the physiological firing threshold. We also used  = 0.001 in (A.2) to
approximate the singular orbit numerically (dashed magenta line). It
stays very close to the singular orbit.
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LE (red lines), and the singular orbit (black curve) from two perspectives. The slow
part of the singular orbit moves on CE0 and the orbit jumps at L
E to the opposite
attracting sheet of CE0 . Therefore, one branch of the fold L
E (the one that the singular
orbit crosses as v2 increases) is equivalent to a physiological firing threshold. This
allows us to identify a geometric structure, LE, which can be used as the separation
between spiking and non-spiking behavior of the neuron.
The true singular orbit of the limit cycle can be well approximated by a numer-
ically simulated one. In Figure A·1B, the numerically approximated singular orbit
is obtained by simulating (A.2) with  = 0.001. Note that this approximated orbit
stays very close to the real singular orbit of the limit cycle, which can be constructed
by concatenating the slow flow and the fast flow. We used the approximated singular
orbit instead of the real singular orbit in Figure 2·8. We do this because for fair
comparison, we need to adjust Iton to ensure the I-cells with and without M-current
have the same natural frequency. However, at the limit  → 0, frequency loses its
physical meaning. The  = 0.001 is used only for approximating singular orbits. All
other geometric structures (i.e. critical manifold, folds) are defined at the → 0 limit.
A.4 Choice of gM and J in Figure 2·8.
Figure 2·8 provides a visualization of the multidimensional geometric structure of
the fold manifolds of (2.10), which is essential in understanding how the M-current
affects the phase-locking. Since the fold manifolds are 6-dimensional, it requires
careful choices of approximations and projections to present them in a space of lower
dimension (the 3-dimensional (v, v2, s) space). In this section, we list the values of gM
and J used to generate Figure 2·8 and explain why we choose them, for the purpose
of reproducing the results.
Here we define a particular value of gM as the boundary between phase-locking
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Figure A·2: A: Bifurcation diagram of the stable limit cycle of (2.10)
with respect to parameter gM . Stable limit cycles are represented by
solid curves, while unstable limit cycles are drawn as dashed curves.
The stable limit cycle at gM = 1.5 mS/cm
2 continues as gM decreases
and terminates at g∗M ≈ 0.67 mS/cm2 (phase delay limit cycles, top
branch of stable limit cycles). The bottom branch of stable limit cycles
corresponds to 1 : 1 phase-locking when the I-cell fires consistently
before the E-cell (phase advance limit cycles). B: Simulation of (2.10)
with units when gM = 0.65 mS/cm
2. The stable limit cycle is on the
bottom branch of the stable limit cycles in the bifurcation diagram
in A. The I-cell does 1 : 1 phase-lock to the E-cell. However, I-cell
consistently spikes before the E-cell does, not immediately after the
E-cell’s spikes. The voltage trace of the I-cell is in blue. The external
pulses are in red.
and not phase-locking. We have seen in Figure 2·1 that the I-cell with M-current
(gM = 1.5 mS/cm
2) can phase-lock to gamma pulses, while the I-cell without M-
current (gM = 0 mS/cm
2) cannot. There exists a value g∗M such that the I-cell can
phase-lock to the external pulses if and only if gM > g
∗
M . In the E-I model (2.10), we
find, numerically, that g∗M ≈ 0.67 mS/cm2. This was done by first finding the stable
limit cycle of (2.10) with original parameters. Next, in AUTO, we continue this stable
limit cycle in parameter gM to obtain the bifurcation diagram in Figure A·2. The
stable limit cycle at gM = 1.5 mS/cm
2 continues as gM decreases and terminates at
g∗M ≈ 0.67 mS/cm2.
Notice that there is another branch of stable limit cycles that is not connected
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Figure A·3: Two-parameter continuation of the boundary point of
1 : 1 phase-locking range of (2.10) in AUTO. A: As → 0, g∗M moves to
a negative value. B: As  → 0, 1 : 1 phase-locking range begins when
J ≈ 0.2.
with the curve of stable limit cycles continued from gM = 1.5 mS/cm
2. Although this
set of stable limit cycles also represents 1 : 1 phase-locking between the I-cell and the
E-cell, the I-cell consistently spikes before the E-cell instead of right after the E-cell
(Figure A·2B). We call this the “phase advance 1 : 1 phase-locking”. This regime
occurs in a much smaller parameter window compared with the other regime, which
we saw in Figure 2·1A (call it the “phase delay 1 : 1 phase-locking”). Moreover, both
phase advance and phase delay 1 : 1 phase-locking stable limit cycles exist when 0.67
mS/cm2< gM < 0.72 mS/cm
2. It depends on the initial condition to which regime
the system will converge. Since the phase delay 1 : 1 phase-locking regime is more
typical, we consider the value where the phase delay 1 : 1 phase-locking breaks as
the boundary between “I-cell follows E-cell” and “I-cell cannot follow E-cell.” Since
we consider the  → 0 limit in Section 2.5.2, we continue the boundary g∗M in two
parameters gM and  in AUTO. As → 0, the boundary g∗M shifts to negative values
(Figure A·3A). Although it is out of the physiologically reasonable range, it does not
affect the mathematical analysis.
The network model (2.10) and its singular limit do not have the same boundary
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value g∗M . The parameter J of the E-cell also changes in the singular limit. We know
from Figure A·2A that the 1 : 1 phase-locking range of (2.10) starts at g∗M ≈ 0.67
mS/cm2 and J = 0.5 µA/cm2. Figure A·3A shows that g∗M shifts to negative values
when → 0. For a given input (fixed J), there exists a boundary value g∗M where 1 : 1
phase-locking starts. Similarly, given a fixed gM , there exists a boundary value for
J (controlling the input frequency) where 1 : 1 phase-locking starts. As approaching
the singular limit → 0, both boundary values change. Therefore, we also continued
g∗M in parameters  and J , to obtain the J value at the boundary at the singular
limit. Figure A·3B indicates that at the singular limit → 0, the boundary value for
J is slightly less than 0.2. Note that the parameters mentioned from here on do not
have units, because we are considering the singular limit of a dimensionless system.
To approximate the singular orbit of (2.10) in Figure 2·8, we use  = 0.001 in the
simulations. According to Figure A·3, we need another set of gM , J, and Iton values
to simulate the phase-locking and non phase-locking scenarios. In Figure 2·8B, we
control the input frequency by fixing J = 0.16. The two levels of gM we chose are
−0.3 and −0.5. In order to ensure that the natural frequencies of the I-cell are the
same at these two levels of gM and  = 0.001, we set Iton = 1 when gM = −0.5 and
Iton = 5 when gM = −0.3. Using these parameters, the I-cell phase-locks to the E-cell
(with J = 0.16) at the high M-current level (gM = −0.3, Iton = 5), but does not
phase-lock to the E-cell at the low M-current level (gM = −0.5, Iton = 1).
A.5 Choice of fixed w in Figure 2·8.
To project the folds (2.16) in (v, v2, s) space, we need to fix a w value in addition to
the approximations we made in (2.18). Since we want to know what contributes to the
timing of the spiking of the I-cell, we chose a typical w value before the I-cell spikes.
Figure A·4 shows two simulations of the approximated singular orbit ( = 0.001)
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Figure A·4: Simulations results of (2.10) with  = 0.001 to approx-
imate the singular orbit. A: Using parameters gM = −0.5, Iton =
1, J = 0.16, w ≈ 0.74 before the I-cell spikes. B: Using parameters
gM = −0.3, Iton = 5, J = 0.16, w ≈ 0.7 before the I-cell spikes. Top
row: voltage traces of the I-cell (blue) and the E-cell (red). Bottom
row: the trace of M-current gating variable w.
with two levels of maximal M-current conductance. With low gM (Figure A·4A), w
is around 0.74 before spiking. With high gM (Figure A·4B), w is around 0.7 before
spiking. Hence, in Figure 2·8B, we fix w = 0.74 for gM = −0.5 (green I-fold) and
w = 0.7 for gM = −0.3 (red I-fold).
A.6 Equations of the h-current.
The equations of the h-current we use in the simulations are as follows. They are the
same as in (Acker et al., 2003).
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Ih = 2(0.35mhs+ 0.65mhf)(−20− v),
mhs′ =
(mhs∞(v)−mhs)
τmhs(v)
,
mhf ′ =
(mhf∞(v)−mhf)
τmhf (v)
,
mhs∞(v) =
1
1 + e(v+71.3)/7.9
,
mhf∞(v) =
1
1 + e(v+79.2)/9.78
,
τmhs(v) =
5.6
e(v−1.7)/14 + e−(v+260)/43
+ 1,
τmhf (v) =
0.51
e(v−1.7)/10 + e−(v+340)/52
+ 1.
(A.5)
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