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So far there have been several denitions of Information Retrieval (IR). According to Jiawei Han
and Micheline Kamber [36], IR can be dened as the eld developed in parallel with database
systems. The dierence between database systems and IR is that the former works with query,
transaction while the later deals with the organization and retrieval of information from a large
number of text-based documents. Christopher D.Manning [64], on the other hand, referred to
IR as nding material (usually documents) of unstructured nature (usually text) that satises an
information need from within large collections (usually stored on computers).
These denitions match major activities of search engines in the early days, when text is the
center to information retrieval, but not be suitable in recent time. Nowadays, the fast development
of hardwares and Internet has led to an enormous amount of data exchanged and stored in multiple
types (images, videos, ...) and multiple languages. More and more number of users engage in
information retrieval when they are surng on the Internet. At the same time, search engine
companies adapt their products to serve for the greater need of information from users. As a
result, the eld of IR can cover much broader problems than the core denitions stated above.
When viewing IR as a broader eld, which helps users in browsing and ltering information,
IR also covers clustering and classication [64]. In classication, documents are (manually or
automatically) divided into predened categories such as \Art", \Computer", \Business", and so
on. This functionality has been supported in many large search engines like Google or Yahoo in
forms of Directories (Google Directory, Yahoo Directory). On the other hand, clustering gathers
documents into coherent groups, in which documents in one group are \close" to each other and
they are far away from documents in other group. In comparison with classication, clustering is
\unsupervised" that is no expert needed to predene categories or manually label sample data.
Based on the data types, we can also classify IR into several subcategories such as text retrieval,
image retrieval, video retrieval, cross-language retrieval, searching for locations (Map services), etc.
In this way, information retrieval fast become the dominant form of information access, surpass
the traditional database access. Not only on the Internet, IR can also be applied to personal
or institute collections. In addition, IR is related to multiple elds including natural language
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Matrix: basic operaons, mulplicaon, linear, square,…. [Mathema cs]
The Matrix: director: Andy Wachowski, starring Keanu Reeves, [Movie]
Choose a printer, but how, Dot Matrix printer, Laser, LED [Dot matrix]
Epson FX 1170, Matrix Led blinking [Dot matrix]
Matrix Hair care products [Beauty Salon]
Matrix mobile look book [Mobile]
Thermo Scienﬁc, Matrix Liquid Handling Products [Physic]
Matrix Games – what’s your strategy? [Game]
Astrology So"ware Matrix [Informa on Technology, Astrology]
Text search for Matrix
Figure 1.1: Semantic Gaps in Text Retrieval
processing, computer vision, image/video Processing, machine translation, etc.
Toward advanced context-based image retrieval, there exist several semantic gaps that we need
to deal with. We consider two types of gaps that are the gap from visual representation of images
to words, and the gap from word space stored in the computer and the vocabulary of users. For the
former gap, image annotation is often the solution in the literature of image retrieval. The later gap
is pretty much related to the gaps in text retrieval. In order to close these gaps, we rst focus on
semantic gaps in multiple applications of text retrieval, which are clustering and labeling, matching
and ranking. We then demonstrate that bridging the gap from word space to concept space can
indeed help back to close the gap in between visual space and word space in image retrieval. Before
discussing our ideas in detail , let us clarify what the semantic gaps are in information retrieval.
1.2 Semantic Gaps in Information Retrieval
In Information Retrieval (IR), the semantic gap is the dierence between what computers store and
what users expect via their queries. There are several reasons for the existence of those gaps such
as synonymy or polysemy in text retrieval, or the typical gap between low-level representations and
textual labels in image retrieval. This problem, which is underlined in many aspects of Web mining
and Information Retrieval (IR), has posed a lot of challenges. In text retrieval, the gap is commonly
caused by some natural linguistic phenomena such as synonymy or polysemy. Synonymy that is two
or more dierent words have similar meanings causes diculty in matching two related documents.
For example, the similarity between two documents (particularly the short ones) containing \movie"
and \lm" is probably lower than what we expect. On the other hand, polysemy means a word
can have multiple meaning. One example is the word \bank" exists in several contexts such as
\organization" or \river side". Consequently, we may accidentally put an advertising message
about a bank (an organization) on a Web page about bank (of some river). Another example of
semantic gap in text retrieval is demonstrated in Figure 1.1. Here, we can encounter the query
\matrix" from dierent contexts such as in documents about printers, \movies" or \mathematics".
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Figure 1.2: Semantic Gap in Image Retrieval. Search results from Google for the query \leopard
forest", where the emerging photo depicts \giant hog" but the surrounding text is \Giant forest
hog. Annie had seen a leopard a day before".
This can be seen as the semantic gap between what the computer stored the word \matrix" and
what users need (printers, or mathematics, etc.).
The problem of semantic gap is more challenging in Multimedia Mining and Image/Video
Retrieval [21]. Most of current commercial search engines still use surrounding texts as the main
source for image retrieval. Since they ignore the visual content, some of the results may have
nothing to do with the query. Figure 1.2 illustrates this problem where some search results from
Google do not depict \leopard" and \forest". Indeed, if you search only the query \leopard", the
results from Google are very good in which the rst page contains all images with the le names
related to \leopard". However, if we combine queries together, the results are much worse even with
\common" combination such as \leopard forest" or \mountain sun water", which can be captured
with content-based image retrieval. In order to obtain advanced image retrieval, visual content of
images need to be considered, which is also the main objective of the subeld named content-based
image retrieval (CBIR).
While early content-based image retrieval systems were based on the query-by-example schema,
which formalizes the task as search for best matches to example images provided by users, the
attention now moves to query-by-semantic schema in which queries are provided in natural language.
This leads to the problem of automatic image annotation, which is concerned with assigning labels
to images for later retrieval. Due to the semantic gap between low-level image representations (such
as color, contour, shape) and high-level concepts (tiger, mountain, etc.), IR researchers commonly
nd image annotation a dicult problem to cope with. Now, suppose that we have a perfect image
annotation system, the dierence between the vocabulary that we use for image annotation, which
is usually limited, and the large vocabulary that humans use pose another layer of semantic gap for
image retrieval. Indeed, this problem is once again the semantic gap in text retrieval. As a result,
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in order to bridge the gaps for image retrieval, the semantic gaps in text retrieval also need to be
considered as a signicant part.
1.3 Bridging the Semantic Gaps: Related Works
1.3.1 Relevance Feedback and Query Expansion
There have been a lot of attempts to close the gaps in Web Mining and Information Retrieval. The
relevance of returned documents can be improved by using relevance feedback or query expansion
[64].
Relevance feedback is the process where users interact with the system to rene what they need.
The process initializes with a query given by users. The system processes the query and displays
results for users to judge. Users then select some good results (feedback) and let the system use the
feedback to improve searching and display revised results to users. The procedure may continue
with several iterations of rening search results. Relevance feedback is suitable to image search
where it is hard for users to formulate what they need at the beginning. This method, however,
requires online calculation, thus may make impatient users not want to collaborate.
While users give feedback about documents by marking relevant ones in relevance feedback,
query expansion, on the other hand, gives additional information in form of query. This type of
querying has supported by most of large search engines like Google or Yahoo. In order to suggest
queries to users, several resources can be used such as word thesaurus or co-occurrence analysis
from query log.
1.3.2 Knowledge Based Approach
Some studies use taxonomy, ontology and knowledge base to represent the semantic correlation be-
tween words for better contextual matching [7, 91, 31, 95]. Here, knowledge base requires manually
construction with the support of experts in the domain. One example is the BioCaster ontology
[95], which is the knowledge base constructed to capture relationships among diseases, symptoms,
and other related issues in medical domain. This ontology brings rich semantic to annotate doc-
uments with predened concepts such as automatically recognizing disease in a document. The
annotated texts are later used for higher information management problem such as disease tracking
from rumors or news on the Internet (Figure 1.3.2).
1.3.3 Context and Semantic Analysis
Since the early days, Latent semantic indexing (LSI), which is based on Latent semantic analysis
(LSA) has been exploited to map words into the concept space so as to improve the relevance of
retrieved results [59, 64]. Also, LSA has been used to analyze contexts of entities [81] to improve
named entity classication.
In the context of image retrieval, many noticeable approaches have been proposed to bridge the
\semantic gap" for better image retrieval. Some approaches attempt to reduce annotation errors
by making use of word relationships such as fsh, oceang and fdesert, sandg[61, 51, 119, 118, 108].
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(a) BioCaster Ontology (b) BioCaster global health management
Other approaches make use of external resources such as auxiliary texts of web images [104, 82, 29],
Wordnet and ontology [51, 82], Google distance [108], click through data [98], and Wikipedia articles
[85]. Topic-based approaches model joint distributions of visual features and words [12, 69, 41, 42].
On the other hand, global features [96, 25, 62] are used to capture contexts for image retrieval, and
object detection/ location. Recently, studies [106, 96] on jointly modeling scene classication and
image annotation (or object detection) have been conducted on the attempt to exploit the context
from the scene.
1.4 Contributions and Organization of the Thesis
1.4.1 Contributions
The contributions of this thesis is elaborated in three problems, which are related to four main
Chapters 3,4, 5 and 6. The problems are related to semantic gaps ranging from low level image
feature to high level human concepts. We point out in the following the contributions for each
problem separately.
Enriching short texts for better clustering, matching, and ranking
We focus on the problem of search results clustering and labeling in Chapter 3, and the problem of
contextual advertising in Chapter 4. The center task to these problems is to measure similarities
between short texts such as results obtained from search engines, or advertising messages in content
advertising. Unfortunately, short texts, which contain from ten to dozen words, are very sparse.
Along with the semantic gaps caused by dierent word choices, synonymy, polysemy, abbreviations,
named entities, etc., we can not obtain enough word co-occurrence or shared contexts for good
similarity.
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Topic 1 Topic 2 Topic 3 Topic 4
actor algebra dot software
Hollywood math print computer
director multiplication matrix large-scale
screening matrix Epson Hardware
action invert printer matrix
matrix number quality computing
Table 1.1: sample topics of a topic model
Our main contribution is a general framework, which is based on hidden topic analysis from a
large dataset, to reduce data mismatching within short texts. Roughly speaking, we can think of a
topic model as a word-topic probability table, where one cell represents conditional probability of
word given topic. Sample topics of a topic model are illustrated in Table 1.1, where each topic is
represented by top words with highest probabilities given that topic. The beauty of topic modeling
is that we can do it automatically from a collection of documents with (almost) no interfere from
humans. The topic model of a large dataset can be used as one type of knowledge base to bridge the
semantic gaps in matching short texts. For example, two short texts \d1: matrix, basic, operations,
multiplication" and \d2: matrix, math, vector, real, number" have only one word \matrix" in
common. Consequently, it is dicult for computers to obtain good similarity based on surface
word matching. Now, suppose that we have built a topic model in advance as in Table 1.1, the
conjunction of words of two short texts highly related to Topic 2. Since the two texts share topic
2, they are closer in the space of both words and topics. Thus, a better way to measure similarities
between short texts is obtained for multiple applications such as clustering, labeling, ranking or
matching.
Inferring scene settings using topic models for better image annotation
Image annotation is to automatically assign labels to images for a better way of organizing the large
amount of images on the Internet. This problem is a dicult task due to the semantic gap between
visual features and textual labels, which means extracting semantic labels is hard when using only
low level image features such as color or textures. Compared to object recognition, the number
of labels/concepts in image annotation is larger. Moreover, training dataset for image annotation
is weakly labeling that is labels are assigned to images without indication of the correspondence
between regions and labels.
The contribution in Chapter 5 is a feature-word-topic model, which is based on hidden topics
to guess scene setting for better annotation. The large number of labels, which is often the case
of image annotation, brings more and more ambiguities to annotation systems that are merely
based on visual features. One common mistake is between \sky" and \ocean" since they are both
stipulated by a large blue region in pictures like in Figure 1.3. In order to resolve this problem,
we also apply topic modeling from a set of image captions to nd out topics, each of which is
one co-occurrence of related labels and considered as one scene setting. The main idea is that in
spite of ambiguities, reasonable annotations tends to agree on the scene/topic. For example, top
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Figure 1.3: Correct annotations agree on the scene setting
annotations based on visual features in Figure 1.3 describe \grass eld" scene. By taking topics
into account, we can reduce mistaken labels and introduce better annotations as in Figure 1.3.
The feature-word-topic model is simple and can be extended in multiple ways. For example,
we can also extend the model to include le names, surrounding texts to guess the scene and rene
image annotation. The separation between feature-word and word-topic parts makes feature-word-
topic model easier to adapt to richer topic/semantic analysis techniques as well as to tune the
annotation performance. For instance, one can improve detecting performance of some (limited)
labels and give them higher condence for topic inference. As a result, we are able to take advantage
of the successful object recognition like \face detector", which is very fast and widely used in modern
digital cameras.
The role of context in image annotation
Image annotation has several typical challenging problems that are 1) the large variety of visual
representation; 2) the weakly labeling problem; and 3) the domination of negative examples over
positive examples. The rst problem is related to the semantic gap between low level feature and
textual labels. One way to overcome this issue is to investigate on feature extraction. Unfortunately,
due to the large number of labels, we can not tune feature extraction for every label. The second
problem is often addressed by multiple instance learning (MIL) approach that often makes use
of the commonality among images with one common label, to reduce the ambiguity of weakly
labeling. In this approach, we need to build one classier per label. This is where comes the third
problem, the domination of negative examples (images without the specied label) over positive
examples (images with the specied label). The common solution is sampling to reduce the number
of negative examples and bring more ecient training process. In spite of current successes of these
solutions, we nd several questions remaining open:
 How can we compromise between the variety of features and the large number of labels?
 How can we exploit context to reduce ambiguity in image annotation?
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 What is the reasonable sampling method for reducing the domination of negative examples
and reducing training times?
The three questions have been addressed in Chapter 6 with an integrated solution, a cascade of
multi-level multi-instance classiers (CMLMI) for image annotation. Multi-level means we divide
images in multiple ways, from no division to ner grid-based division. For each level, we can
exploit multiple feature extraction methods. By making use of multi-level feature extraction, we
can select suitable feature types for dierent types of labels. The point is features from coarse
levels (the whole image, for example) are more suitable for background labels such as \sky, ocean,
city". On the other hand, features from ner levels are more suitable for foreground labels such as
\tiger, house, zebra". Given a label, we build \multi-instance classiers" across levels in a cascade
manner, one per feature space obtained from one feature extraction method. Here, cascading means
learning classiers in ner levels is dependent on learning classiers in coarse levels. The main idea
is that the coarser levels are more successful in detecting the related-scene, we just have to focus on
sampling negative examples of related scene to detect foreground objects. The negative samples of
same scene often share background with positive examples, in which we do not know which regions
are positive to the given label due to weakly labeling. The inclusion of negative samples of same
scene provides hints to exclude background regions in positive examples. In other word, we reduce
the ambiguity of weakly labeling.
A side contribution of Chapter 6 is the discussion of topic modeling for image captions. We
exploit the idea in Chapter 5 to rene annotation with topics. The new content here is we exploit
dierent topic modeling method for rening CMLMI. Also, we discuss the sparseness of image
captions and topics for images. The point is the number of topics associated with one image is
often smaller than that in normal documents. This discussion is useful for further investigation in
modeling scenes. We provides some heuristic methods to partly overcome this diculty.
1.4.2 Thesis Overview
The rest of this thesis is organized into 6 chapters:
 Chapter 2 presents methodologies in semantic representation such as semantic networks,
semantic space, hidden topics as well as the relationships among them.
 Chapter 3 proposes a general framework to enrich data presentation in short documents in
order to obtain better Web search clustering and labeling.
 Chapter 4 adapts the framework in Chapter 3 to the problem of matching, ranking for online
advertising. By doing so, we show that our framework is adaptable and ecient in multiple
applications.
 Chapter 5 proposes a feature-word-topic model in which the feature-word part closes the
semantic gap between visual representation and word space, and the word-topic part is in
charge of the semantic gap between word and concepts. Also, we show that by closing the
second gap bring benets to improve the rst step.
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 Chapter 6 presents a novel method for image annotation, which is based on cascading multi-
level multi-instance classiers. We show experimentally and theoretically that this method
can help reducing ambiguity in image annotation and reduce training time.
 Chapter 7 concludes the dissertation with important remarks and future works.
Chapter 2
Hidden Semantic and Topic Analysis
2.1 Introduction
Over the years, semantic representation is an active topic in articial intelligence, machine learning,
data mining, etc. as well as a matter for debate in cognitive psychology. In order to make machines
\more intelligent" and bridge the \semantic gap", computer scientists are interested in studying how
humans perceive semantic concepts. Recent review in psychology [34] claimed that many aspects of
human vision is interpretable using statistics of natural scenes. Moreover, human memory tends to
associate particular events occurring in the world with high probabilities. They then summarized
three typical approaches to semantic representation as follows ( see Figure 2.1 for demonstrations).
 Semantic Network: Concepts are represented by nodes and relationships between concepts
are encoded by edges. Semantic network usually be hand-coded by analyzing the domain of
interest and represented by ontology. Wordnet is one famous example of this type.
 Semantic Space: Words are represented as points in Euclidean space and proximity implies
semantic association. This is the solution produced by Latent Semantic Analysis (LSA)
[22], which is sometimes referred to as Latent Semantic Indexing (LSI) in the context of its
application in Information Retrieval.
 Topic Models: This approach is based on the idea that documents are mixture of topics
and each topic is a probability distribution over words. Although topic models also aim
at semantic representation and dimensionality reduction as LSA, their approach is in the
view of statistically generative models instead of vector space. Probabilistic Latent Semantic
Analysis (pLSA) [40] is the pioneer in this approach. Latent Dirichlet Allocation (LDA) [11]
was successively proposed as a more complete generative model compared to pLSA, this topic
model has received more and more attentions with applications in multiple elds including
text and image retrieval.
Although semantic network can capture various relationships among words, building a semantic
network is very expensive and domain-dependent. In order to explore exible solutions to bridge
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(a) Semantic Network (b) Semantic Space (c) Topic Model
Figure 2.1: Methods for Semantic Representation [34]
semantic gaps, we follow the last two semantic representations that are semantic space and topic
models. The typical method in semantic space representation, Latent Semantic Analysis (LSA), is
based on a mathematical tool that is Singular Value Decomposition to map documents of words
into a space of smaller dimensions, the space of concepts. On the other hand, a topic model is a
generative model for documents, in which it species how a document can be generated. For a new
document, one chooses a distribution over topics. Then, for each word holder in that document, one
chooses a topic randomly according to the distribution and draws a word from that topic. Standard
statistical techniques can be used to invert this process to infer the set of topics that is responsible
for generating the collection of text. This step is called model estimation. Given a model, we can
perform topic analysis to obtain posterior distributions (usually in form of topic distributions) over
words of new documents, which is referred to inference step. Maximum likelihood is one of the most
popular method for estimation and inference. As topic models become more sophisticated, exact
inference of posterior distributions is intractable. As a result, approximation is often used as an
alternative solution. Depending on the model, we can exploit a sampling approach (Markov Chain
Monte Carlo, Gibbs sampling) or a variational method (Mean Field variational) for approximate
inference.
This chapter summarizes methodologies to analyze semantic and topics from a collection of
text documents as the foundation for later chapters. We begin with an introduction to Latent
Semantic Analysis (LSA) [22] and demonstrate its application in information retrieval. We then
discuss more details about topic models, from the earliest one, pLSA, to recent proposed models
that are Latent Dirichlet Allocation (LDA) and Correlated Topic Model (CTM). LDA is chosen as
a typical model which we can use Gibbs sampling for inference, and CTM is the example of using
variational method for inference.
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Figure 2.2: Matrix decomposition for Latent Semantic Analysis
2.2 Latent Semantic Analysis
Representing text corpora eectively to exploit their inherent essential relationship between mem-
bers of the collections has become sophisticated over the years. Latent Semantic Analysis (LSA)
[22] is a signicant step in this regard. LSA uses a Singular Value Decomposition (SVD) of the
term-by-document X matrix to identify a linear subspace in the space of term weight features that
captures most of variance in the collection. Singular Value Decomposition (SVD) is one type of
factor analysis and related to many other mathematical tools including eigen vector decomposition,
principle component analysis. Decomposition of X produces three other matrices of special forms:
U and V are the matrices of left and right singular vectors and  is the diagonal matrix of singular
values. The matrices U; V T ; show a breakdown of the original relationships into linearly inde-
pendent components of factors. In general, matrices U; V and  are of full rank, and the diagonal
elements of  are constructed to be all positive and ordered in decreasing magnitude.
We have the i-th row ti of matrix U corresponding to the word i, and the j-th column of matrix
V corresponding to the document dj , which depend on all column vectors in matrix U and row
vectors in matrix V T . Many of the components of U; V T ; are very small and can be ignored.
Based on this observation, the LSA approximation of X is computed by selecting k largest singular
values of  and the corresponding k (singular) column vectors from U and k (singular) row vectors
of V . The appealing thing in this approximation is that not only does it have the least square error,
but also it translates the terms and document vectors into a concept space. The vector t^i then has
k entries, each gives the occurrence of term wi in one of the k concepts. Similarly, the vector d^j
gives the relation between document j and each concept. This approximation can be written as
X^ = U^ ^V^ T . Based on this approximation, we can perform a number of measurement as follows:
 Measure how related documents j and q are in the concept space by calculating dot product
or cosine similarity using vectors d^j and d^q.
 Compare terms i and p by measuring the similarity between t^i and t^p in concept space.
 Given a query, we can consider it as a short document, and compare it to documents in the
concept space. To do that, we must rst translate the query into the concept space with
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the same transformation used on the document, i.e. dj = U^ ^d^j and d^j = ^
 1U^dj . This
means that if we have a query vector q, we must perform the translation q^ = ^ 1U^q before
comparing it to the document vectors in the concept space.
The advantage of LSA is that it can achieve considerable reduction in large collections and reveal
some aspects of basic linguistic notions such as synonymy or polysemy. On the other hand, the
drawback of LSA is that the resulting concepts might be dicult to interpret [109]. For example,
a linear combination of words such as car and truck could be interpreted as a concept vehicle.
However, it is possible for the case in which the linear combination of car and bottle to occur. This
leads to results which can be justied on the mathematical level, but have no interpretable meaning
in natural language.
2.3 Probabilistic Latent Semantic Analysis
Probabilistic Latent Semantic Analysis (pLSA) proposed by Thomas Hofmann[39, 40] was the
successive attempt to capture semantic relationship within text. It relies on the idea that each
word in a document is sampled from a mixture model, where mixture components are multinomial
random variables that can be viewed as representation of \topics". Consequently, each word is
generated from a single topic, and dierent words in a document may be generated from dierent
topics.
2.3.1 The Aspect Model
Suppose that we have given a collection of text documents D = fd1; : : : ; dNg with terms from a
vocabulary V = fw1; : : : ; wMg. The starting point for pLSA is a statistical model namely aspect
model. The aspect model is a latent variable model for co-occurrence data in which an unobserved
variable z 2 Z = fz1; : : : ; zKg is introduced to capture the hidden topics implied in the documents.
Here, N , M and K are the number of documents, words and topics respectively. Hence, we model
the joint probability over D  V by the mixture as follows:




P (wjz)P (zjd) (2.2)
Like other latent variable models, the aspect model depends on a conditional independence
assumption, i.e. d and w are independent conditioned on the state of the associated latent variable.
The graphical model represents this idea is demonstrated in Figure 2.3.
2.3.2 Model Fitting with Expectation Maximization Algorithm
The aspect model is estimated with the traditional Expectation Maximization (EM) procedure for
maximum likelihood estimation. Here, the likelihood is calculated as follows:
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where n(d,w) denotes the term frequency that is the number of times w occurred in d. We would
like to nd p(zjd) and p(wjz) to maximize the likelihood L. However, the presence of sum inside
the likelihood function results in complicated expression for the maximum likelihood solution. In
practice, Expectation Maximization (EM) algorithm is used to maximize the expectation of the
complete data log likelihood, which is the log likelihood with the inclusion of hidden variables z. In
this way, it approximates the solutions for likelihood maximization. More specically, EM iterates
two coupled steps: (i) an expectation (E) step in which posterior probabilities are computed for
the latent variables; and (ii) a maximization (M) step where parameters are updated. Standard
calculations give us the E-step formula:
P (zjd;w) = P (z)P (djz)P (wjz)P
z02Z P (z0)P (djz0)P (wjz0)
In the M-step, we maximize the expectation of the complete-data log likelihood with respect to
the posterior distributions, which can be calculated as follows:















p(zkjd;w) n(d;w) flog p(d) + log p(zkjd) + log p(wjzk)g
Note that p(zjd;w) is calculated in E-step and xed in M-step. We then exploit Lagrange
method to optimize Ep(zjd;w)[log p(d; z; w)] with constraints
P
z p(zjd) = 1 and
P
w2V p(wjz) = 1.
As a result, we have the following updates in M-step:




















w02V n(d0; w0)P (z0jd0; w0)
where n(d;w) and n(d) are the number that the word w appears in document d and the length of
document d respectively.
2.3.3 Probabilistic Latent Semantic Space
As mentioned earlier, topic models do not consider words as points in spaces and it is the essential
dierence from semantic space representation such as LSA. There is, however, a coherent connection
between two types of representation. This section will demonstrate this link between semantic space
and generative model of pLSA. Similar analysis can also be conducted for other topic models such
as LDA, CTM.
Let us consider topic-conditional multinomial distributions p(:jz) over vocabulary as points on
theM 1 dimensional simplex of all possible multinomial, whereM is the size of the vocabulary. Via
convex hull, theK points dene a K-1 dimensional convex regionR = conv(p(:jz1); p(:; z2); : : : p(:; zK))
on the simplex [40]. The modeling assumption expressed by Equation 2.2 is that conditional dis-
tribution P (wjd) for all documents are approximated as a convex combination of P (wjz) in which
the mixture component P (zjd) uniquely dene a point on R. A simple illustration of this idea is
shown in Figure 2.4.
In order to clarify the relation to LSA, it is useful to reformulate the aspect model as param-
eterized by Equation 2.2 in matrix notation. By dening U^ = [P (dijzk)]i;k, V^ = [P (wj jzk)]j;k
and ^ = diag(P (zk))k matrices, we can write the joint probability model P as a matrix product
P = U^ ^V^ T . Comparing this with SVD, we can have some observations [40]: (i) outer products
between rows of U^ and V^ reect conditional independence in pLSA; (ii) the mixture proportions
inpLSA substitute the singular values. Nevertheless, the main dierence between pLSA and LSA
lies on the objective function used to specify the optimal approximation. While LSA uses Frobenius
or L2 norm, pLSA relies on the likelihood function of multinomial sampling and aims at an explicit
maximization of the predictive power of the model.
2.4 Latent Dirichlet Allocation (LDA)
While Hofmann's work [39, 40] is a useful step toward probabilistic text modeling, it suers from
severe over-tting problems [38]. Additionally, although pLSA is a generative model of the docu-
ments in the estimated collection, it is not a generative model of new documents. In other words,
it is not clear how to assign probability to a document outside the training set [11]. The Latent
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Figure 2.4: Sketch of the probability sub-simplex spanned by the aspect model [93]. Here, the
triangle represents the M   1 simplex on 3-dimensional word space. The dark line on the simplex
represents the sub-simplex spanned by two topic points. Every document is approximated in the
topic space by projecting onto the line (the topic sub-simplex).
Dirichlet Allocation (LDA), rst introduced by Blei et al. [2003], is the solution to these problems.
Some sample topics estimated using LDA are depicted in Figure 2.5.
2.4.1 Generative Model
LDA [11, 38, 79] is a generative graphical model as shown in Figure 2.6. It can be used to model
and discover underlying topic structures of any kind of discrete data in which text is a typical
example. LDA was developed based on an assumption of document generation process depicted in
both Figure 2.6 and Table 2.1. This process can be interpreted as follows.
In LDA, a document  !wm = fwm;ngNmn=1 is generated by rst picking a distribution over top-
ics
 !
#m from a Dirichlet distribution (Dir(
 ! )), which determines topic assignment for words in
that document. Then the topic assignment for each word placeholder [m;n] is performed by sam-
pling a particular topic zm;n from multinomial distribution Mult(
 !
#m). And nally, a particular
word wm;n is generated for the word placeholder [m;n] by sampling from multinomial distribution
Mult( !' zm;n).
From the generative graphical model depicted in Figure 2.6, we can write the joint distribution of
all known and hidden variables given the Dirichlet parameters as follows.







And the likelihood of a document  !wm is obtained by integrating over  !#m and summing over  !z m
as follows.
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# ; !z j !w ; ~;) = p(
 !
# ; !z ; !w j~;)
p( !w j~;)
The normalization factor in the dominator can be expressed in terms of model parameters(~#; ~;)
with the coupling of ~# and  in the summation over latent topics. That this factor is intractable
to compute makes the exact inference for posterior distribution of LDA intractable to perform.
Fortunately, a wide variety of approximation inference algorithms can be considered such as EM
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Figure 2.6: The generative process of LDA is represented by a graph, in which nodes are random
variables and directed edges represents dependency.
Parameters and variables:
 M : the total number of documents to generate (const scalar)
 K: the number of (hidden/latent) topics /mixture components (const scalar)
 V : number of terms t in vocabulary (const scalar)
  ! : Dirichlet parameters
  !#m: topic distribution for document m
  = f !#mgMm=1: a M K matrix
  !' k: word distribution for topic k
  = f !' kgKk=1: a K  V matrix
 Nm: the length of document m, here modeled with a Poisson distribution with constant
parameter 
 zm;n: topic index of nth word in document m
 wm;n: a particular word for word placeholder [m, n]
Table 2.1: Notations in LDA
variational algorithm [11] or sampling method [38]. Due to conjugate property of Dirichlet distri-
bution and multinomial distribution, we are able to perform collapsed Gibbs sampling for LDA
inference, in which we can integrate out ~# (collapsed) and keep only statistics of topic indicator
(z). This property bring a lot of simplicities compared to Correlated Topic Model (CTM).
2.4.3 Model Fitting with Gibbs Sampling
Parameter estimation for LDA by directly and exactly maximizing the likelihood of the whole
data collection in (2.3) is intractable. One solution is to use approximate estimation methods like
Variational Methods [11], and Gibbs Sampling [35]. This section rst give a brief introduction to
Gibbs sampling methods, then presents its application for LDA.
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Gibbs Sampling
Gibbs sampling is a special case of Markov-chain Monte Carlo (MCMC) [3] and often yields rel-
atively simple algorithms for approximate inference in high-dimensional models such as LDA.
Through the stationary behavior of a Markov chain, MCMC methods can emulate high-dimensional
probability distributions p( !x ). This means that one sample is generated for each transition in the
chain after a stationary of the chain has been reached, which happens after a so-called \burn-in
period" that eliminates the inuence of initialization parameters. In Gibbs sampling, the dimen-
sions xi of the distribution are sampled alternately one at a time, conditioned on the values of all
other dimensions, which we denote  !x :i. The algorithm works as follows:
1. Choose dimension i (by random or permutation)
2. Sample xi from p(xij !x :i)
In order to build a Gibbs sampler, the full conditionals p(xij !x :i) must be calculated using:
p(xij !x :i) = p(
 !x )R
p( !x )dxi with
 !x = fxi; !x :ig
For models that contain hidden variables  !z , their posterior given the evidence, p( !z ; !x ) is a
distribution commonly needed. The general formulation of a Gibbs sampler for such latent-variable
models becomes:




The integral changes to a sum of discrete variables with a sucient number of samples ~ !z r; r 2 [1; R],
and the latent-variable posterior can be approximated using:




( !z   ~ !z r)
with the Kronecker delta ( !u ) = 1 if  !u = 0; and0 otherwise.
Model Estimation for LDA
The rst use of Gibbs Sampling for estimating LDA is reported in [35] and a more comprehensive
description of this method is from the technical report [38]. One can refer to these papers for a
better understanding of this sampling technique. Here, we only show the main idea and the most
important formula that is used for topic sampling for words.
Let  !w and  !z be the vectors of all words and their topic assignment of the whole data collection
W . Gibbs Sampling approach [35] is not explicitly representing  or # as parameters to be esti-
mated, but instead considering the posterior distribution over the assignments of words to topics,
P ( !z j !w ). We then obtain estimates of  and  by using this posterior distribution. In order to
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estimate the posterior distribution, Griths et. al. used the probability model for LDA with the





Here, ~ and ~ are hyper-parameters, specifying the nature of the priors on  and . These
hyper parameters could be vector-valued or scalar. The joint distribution of all variables given
these parameters is p( !w ; !z ;;j~; ~). Because these priors are conjugate to the multinomial
distributions  and , we are able to compute the joint distribution p( !w ; !z ) by integrating out 
and .
Using this generative model, the topic assignment for a particular word can be calculated
based on the current topic assignment of all the other word positions. More specically, the topic





















k;:i is the number of times the word t is assigned to topic k except the current assignment;PV
v=1 n
(v)
k  1 is the total number of words assigned to topic k except the current assignment; n(k)m;:i
is the number of words in document m assigned to topic k except the current assignment; andPK
j=1 n
(j)
m   1 is the total number of words in document m except the current word t. In normal
cases, Dirichlet parameters  ! , and  ! are symmetric, that is, all k (k = 1..K) are the same, and
similarly for v (v = 1..V ).

















2.4.4 Posterior Inference with Gibbs Sampling
Given an estimated LDA model, we can now perform topic inference for unknown documents by a
similar sampling procedure as previously [38]. A new document ~m is a vector of words ~~wm; our goal
is to estimate the posterior distribution of topics ~~z given the word vector ~~w and the LDA model
L(;): p(~zj~w;L) = p(~~z; ~~w; ~w; ~z). Here, ~w and ~z are vectors of all words and topic assignment of
2.5. Correlated Topic Model 21
the data collection upon which we estimate the LDA model. The similar reasoning is made to get
the Gibbs sampling update as follows






















where the new variable ~n
(t)
k counts the observation of term t and topic k in new documents. This
equation gives an illustrative example of how Gibbs sampling works: high estimated word-topic
association n
(t)





~m , the masses of topic-word associations are propagated into document-topic associations
[38].
After performing topic sampling, the topic distribution of new document ~m is ~# ~m = f# ~m;1; :::; # ~m;k; :::; # ~m;Kg









2.5 Correlated Topic Model
Since its birth, Latent Dirichlet Allocation (LDA) has gained a lot of success in modeling data
thanks to its simplicity, its ability to produce more interpretable topics compared to LSA, and less
overtting model compared to pLSA. There were a variety of LDA-like models proposed in the
literature on the attempt to obtain richer semantic representation. There is, however, a trace-o
between the richness of semantic representation and the complexity of the model.
Correlated Topic Model [10] (CTM) is the topic model that aims at capturing the correlation
among topics, which is unable to obtained in LDA due to the application of Dirichlet distribution.
One example is a document about genetic is related to disease more than x-ray astronomy. More
examples of correlated topics of CTM is given in Figure 2.7. In order to encode the correlation
among topics, logistic normal distribution has been introduced instead of Dirichlet distribution.
Since logistic normal distribution is not conjugate with Multinomial distribution, model tting and
inference of CTM becomes more complicated in comparison with LDA.
2.5.1 Generative Model
Let f;g be a K-dimensional mean and covariance matrix, and let topics 1:K be K multinomial's
over a xed word vocabulary. The correlated topic model assumes that an N-word document arises
from the following generative process:
1. Draw ~jf~;g from Normal(~;)
2. For n 2 f1; :::; Ng:
 Draw topic assignment znj~ from Mult(f(~)).
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Figure 2.7: Example of Correlated Topics [10]
 Draw word wnjfzn;1:Kg from Mult(~zn).
The key to the correlated topic model is the logistic normal distribution. Here, f(~) is a (logistic)
mapping from the normal distribution ~ to the simplex (multinomial distribution znj~). That is,
f(i) = exp i=
PK
j=1 exp j . The two inference problems in Correlated Topic Model are described
as follows:
 Inference Problem: Given a model M = f1:K ; ~;g, and an unknown document ~w1:N
(E), we need to estimate the posterior distribution of the latent variables conditioned on the
words of that document p(~1:K ; ~z1:N j~w1:N ;1:K ; ~;). Exact inference is intractable due to
these complicated modeling assumptions. As a result, a fast variational inference algorithm
is used to approximate this posterior.
 Model Fitting (Estimation Problem): Given a collection of documents, model parame-
ters f1:K ; ~;g are estimated using a variant of expectation maximization algorithm, where
the E-step is the per-document posterior inference problem stated above.
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Figure 2.8: Graphical model representation of the Correlated Topic Model
2.5.2 Posterior Inference with Variational Method
Variational Method
Mean eld variation method forms a factorized distribution of the latent variables, parameterized
by free variables which are called the variational parameters. These parameters are t so that the
KL divergence between the approximate and true posterior is small.
We begin by estimating the lower bound of log likelihood of a document. Let E and H denote
observed nodes, (evidences) and hidden nodes in the graphical model, and q(HjE) is a variational
distribution.
















q(HjE) log p(H;EjM) +H(q)
Here, H(q) denotes the entropy of the variational distribution.
Variational Model for CTM
Based on the dependencies encoded in the graphical model, p(H;EjM) can be calculated as follows:
p(H;EjM) = p(~w1:N ; ~z1:N ; ~j~;;)
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Blei et al. [9] used the factorized variational distribution as follows:







Here, the variational distributions of the discrete variables ~z1:N are specied by the K-dimensional
multinomial parameters 1:N . The variational distribution of the continuous variables ~1:K are K
independent univariate Gaussian fi; 2i g. Because the variational parameters are t using a single
document ~w1:N , there is no advantage in introducing a non-diagonal variational covariance matrix
[10]. Replacing the variational distribution and p(H;EjM) the above inequality, we obtain the
lower bound of log likelihood of a document:




+ Eq[log p(wnjzn;)]) +H(q) (2.10)
where the expectation is taken w.r.t the variational distribution of the latent variables. Note that
znj~ is drawn from Mult(f(~)) and zn is a topic indicator, which can be represented by a K
dimensional vector ~zn of which only one element has the value of 1 and the other elements have
the value of zero.








From this, we can represent the expected log probability of a topic assignment as follows:






i=1 exp i where  is another variational variable. Due to the fact that log x 
x  1 + log , we obtain




Eq[exp(i)]  1 + log  (2.13)
The expectation Eq[exp(i)] is the mean of log normal distribution with mean and variance
obtained from the variational parameters fi; 2i g; thus, Eq[exp(i)] = expfi + 2i =2g for i 2
f1; :::;Kg
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Maximizing Likelihood Bound
This section describes the coordinate ascent optimization algorithm for the likelihood bound in
equation 2.10 with respect to the variational parameters [10]. The rst term of equation 2.10 is
Eq[log p(~j~;)] = (1=2) log j 1j   (K=2) log 2   (1=2)Eq[(~   ~)T 1(~   ~)] (2.14)
where
Eq[(~   ~)T 1(~   ~)] = Tr(diag(2) 1) + (~  ~)T 1(~  ~) (2.15)







expfi + 2i =2g) + 1  log  (2.16)




n;i log i;wn (2.17)










n;i log n;i (2.18)
In order to maximize the bound in equation 2.10 with respect to the variational parameters
f~1:K ; ~1:K ;1:N ; g, Blei et. al. used a coordinate ascent algorithm, iteratively maximize the
bound with respect to each parameter.
First, by maximizing equation 2.10 with respect to the variational , the derivative with respect to
 is
f 0() = N( 2(
KX
i=1
expfi + 2i g)   1) (2.19)




expfi + 2i g (2.20)
Second, we maximize with respect to n. This yields a maximum at
^n;i / expfigi;wn ; i 2 f1; :::;Kg
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Third, we maximize with respect to i. Since equation 2.10 is intractable to analytic maximization,
we use a conjugate gradient algorithm with derivative
dL=d =   1(~  ~) +
NX
n=1
~n;1:K   (N=) expf~+ 2=2g (2.21)
Finally, we maximize with respect to 2i . Again, there is no analytic solutioin. We use Newton's
method for each coordinate, constrained such that i > 0:
dL=d2i =   1ii =2 N=2f~+ 2i =2g+ 1=(22i ) (2.22)
Iterating between these optimizations denes a coordinate ascent algorithm on equation 2.10.
2.5.3 Model Fitting with Variational Expectation Maximization
We carry out parameter estimation for the correlated topic model by maximizing the likelihood of
a corpus of documents as a function of the topics 1:K and the multivariate Gaussian (;) . As
in many latent variable models, we cannot compute the marginal likelihood of the data because
of the latent structure that needs to be marginalized out. To address this issue, Blei et.al. use
variational expectation-maximization (EM).
The objective function of variational EM is the likelihood bound given by summing equation 2.10
over the document collections fw1; :::;wDg
log p(w1:Dj1:K ;;) 
DX
d=1
Eqd [log p(d; zd;wdj;;1:K)] +H(qd) (2.23)
The variational expectation-maximization
 E-step: given the data and current model parameters, approximate the posterior using varia-
tional method for each document in the corpus as described in the previous section. In other
words, we maximize the bound with respect to the variational parameters by performing
variational inference for each document as in Section 2.5.2.
 M-step: maximize the likelihood bound with respect to the model parameters. This amounts
to maximum likelihood estimation of the topics and multivariate Gaussian using expected
sucient statistics, where the expectation is taken with respect to the variational distributions

















I2d + (d   ^)(d   ^) (2.25)
where nd is the vector of word counts for document d.
2.6 Conclusion
This chapter reviews some typical approaches to semantic representation with the focus on semantic
space and topic models. We began with Latent Semantic Analysis, which is based on Singular
Value Decomposition (SVD) to map words, documents into concept space with smaller dimension.
We then presented brief introduction to some typical topic models that are Probabilistic Latent
Semantic Analysis (pLSA), Latent Dirichlet Allocation (LDA) and Correlated Topic Models (CTM).
Also, we present the link between pLSA and LSA as an example of the relationship between topic
models and semantic space.
The important issue for statistical models in general and topic model in particular is inference,
that is to derive posterior distributions given observations. While we are able to derive posterior
distributions in some model (pLSA), it is intractable to do so in more complicated models (LDA,
CTM). In this case, we need to apply approximation methods, which can be stochastic or deter-
ministic. This chapter demonstrated two typical examples, which are Gibbs sampling (stochastic
approach) and Variational EM (deterministic), to perform estimation and inference with LDA and
CTM.
In the following chapters, we will demonstrate the usage of some topic models to obtain more
semantic for text and image retrieval. In text retrieval, topic models are used to obtain richer rep-
resentation to improve multiple applications in information retrieval including matching, ranking,
clustering and labeling. In image retrieval, which we pay much of our attention to, topic models
for image captions are considered to analyze the combinations of words to form scene, which helps
automatically annotate images with topic-consistent labels for later retrieval.
Chapter 3
Web Search Clustering and Labeling
with Hidden Topics
3.1 Introduction
It has been more than a decade since the rst day Vietnam connected to the Internet in 1997. At
that time, the Internet was served for a small group of people but became popular very quickly. In
June 2006, VnExpress1 - one of the most popular electronic newspapers in Vietnamese - appeared
in the list of top 100 most accessed sites ranked by Alexa. It has been reported that the number
of Internet users has reached 20 million [103], that accounts for about 23% of the population of
Vietnam. For ecient access and exploration of such information on the Web, appropriate methods
for searching, organizing and navigating through this enormous collection are of critical need. To
this end, there were several emerging Web services such as [4, 92, 110], Web directory [120] and so
on.
Although the performance of search engines is enhanced day by day, it is a tedious and time-
consuming task to navigate through hundreds to hundred thousands of \snippets" returned from
search engines. A study of search engine logs [46] argued that \over half of users did not access
result beyond the rst page and more than three in four users did not go beyond viewing two pages".
Since most of search engines display from about 10 to 20 results per page, a large number of users is
unwilling to browse more than 30 results. One solution to manage that large result set is clustering.
Like document clustering, search results clustering groups similar \search snippets" together based
on their similarity; thus snippets relating to a certain topic will hopefully be placed in a single
cluster. This can help users locate their information of interest and capture an overview of the
retrieved results easily and quickly. In contrast to document clustering, search results clustering
needs to be performed for each query request and be limited to the number of results returned from
search engines [114] [73]. This adds extra-requirements to such kind of clustering [114]:
 Coherent Clustering: The clustering algorithm should group similar documents together. It




 Eciently Browsing: Descriptive and meaningful labels should be provided so as to ease user
navigation.
 Snippet-Tolerance: The method ought to produce high quality clusters even when it only has
access to the snippets returned by the search engines, as most users are unwilling to wait
while the system downloads the whole documents from the Web.
These requirements in general and the third one in particular introduce several challenges to
clustering. In contrast to normal documents, these snippets are usually noisier, less topic-focused,
and much shorter, that is, they contain from a dozen words to a few sentences. Consequently, they
do not provide enough shared-context for good similarity measure.
There have been a lot of studies that attempted to overcome this data sparseness to achieve a
better (semantic) similarity [79]. One solution is to utilize search engines to provide richer context
of data [89, 13, 112]. For each pair of short texts, they use statistics on the results returned
by a search engine (e.g., Google) in order to determine the similarity score. A disadvantage is
that repeatedly querying search engines is quite time-consuming and not suitable for real-time
applications. Another solution is to exploit online data repositories, such as Wikipedia2 or Open
Directory Project3 as external knowledge sources [7, 91, 31]. In order to have benets, the data
sources should be in ne structures. Unfortunately, such types of data sources are not available or
not rich enough in Vietnamese.
Inspired by the idea of using external data sources mentioned above, we present a general frame-
work for clustering and labeling with hidden topics discovered from a large-scale data collection.
This framework is able to deal with the shortness of snippets as well as provide better topic-oriented
clustering results. The underlying idea is that we collect a large collection, which we call the \uni-
versal dataset", and then do topic estimation for it based on recent successful topic models such as
pLSA [40], LDA [11]. It is worth reminding that the topic estimation needs to be done for a large
corpus of long documents (the universal dataset) so that the topic model can be more precise. Once
the topic model has been converged, it can be considered as one type of linguistic knowledge which
captures the relationships between words. Based on the converged topic model, we are able to
perform topic inference for (short) search results to obtain the intended topics. The topics are then
combined with the original snippets to create expanded, richer representation. Exploiting one of
the similarity measures (such as widely used cosine coecient), we now can apply any of successful
clustering methods based on similarity such as HAC, K-means [55] to cluster the enriched snippets.
The main advantages of the framework include the following points:
 Reducing data sparseness: dierent word choices make snippets of the same topic less similar,
hidden topics do make them more related than the original. Including hidden topics in
measuring similarity helps both reduce the sparseness and make the data more topic-focused.
 Reducing data mismatching: some snippets sharing unimportant words, which could not
removed completely in the phase of stop word removal, are likely close in similarity. By
2http://wikipedia.org
3Open Directory Project: http://www.dmoz.org
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taking hidden topics into account, the pairwise similarities among such snippets are decreased
in comparison with other pairs of snippet. As a result, this goes beyond the limitation of
shallow matching based on word/lexicon.
 Providing informative and meaningful labels: traditional labeling methods assume that rep-
etitious terms/phrases in a cluster are highly potential to be cluster labels. This is true but
not enough. In this work, we use topic similarity between terms/phrases and the cluster as an
important feature to determine the most suitable label, thus provide more descriptive labels.
 Adaptable to another languages: The framework is simple to implement. All we need is
to collect a large-scale data collection to serve as the universal data and exploit the topics
discovered from that dataset as additional knowledge in order to measure similarity between
snippets. Since there are not many linguistic resources (Wordnet, Ontology, linguistic pro-
cessing toolkits, etc.) in Vietnamese (and languages other than English), this framework is
an economic and eective solution to the problem of Web search clustering and labeling in
Vietnamese (and other Asian languages).
 Easy to reuse: The remarkable point of this framework is the hidden topic analysis of a large
collection. This is totally unsupervised process but still takes time for estimation. However,
once estimated, the topic model can be applied to more than one task which is not only
clustering and labeling but also classication, contextual matching, etc.
Also, the framework is general enough to be applied to many clustering methods. In this
chapter, we performed a careful evaluation for clustering search results in Vietnamese with the
universal dataset containing several hundred megabytes of Wikipedia and VnExpress Web pages
and achieved impressive clustering and labeling quality.
3.2 Related Work
Document clustering in general and web search results clustering in particular have become an
active research topic during the past decade. Based on the relationship between clustering and
labeling, we can classify solutions to the problem of web snippet clustering and labeling into two
approaches: (1) perform snippets clustering and then labeling the generated clusters; or (2) generate
signicant phrases each of which is a cluster representative, snippets are then clustered based on
these cluster representative. In the following, we will present our survey on the approaches to
snippets clustering and labeling as well as the methods to deal with short texts, which is also one
major part in our proposal.
3.2.1 Finding clusters rst
Chen et al. developed a user interface that organizes Web search results into hierarchical categories
[19]. To do that, they built a system that achieves the web pages returned by a search engine and
classies them into a known hierarchical structure such as LookSmart's web directory. Labels of
the categories in the hierarchy are then used as labels of the clusters. Cutting et al., on the other
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hand, considered clustering as a document browsing technique [20]. A large corpus is partitioned
into clusters associated with their summaries which are frequent words in clusters. Based on the
summaries, users navigate through the clusters of interest. These clusters are gathered together
to form a sub-collection of the corpus. This sub-collection is then scattered on-the-y into smaller
clusters. The process of merging and re-clustering based on user navigation continues until the
generated clusters become small enough. The most detailed (latest) clusters are represented by
enumerating individual documents. The system built by [114] was the rst post-retrieval system,
which is designed especially for clustering web search results. The authors used novel Sux Tree
Clustering (STC) algorithm to group together documents sharing phrases (ordered sequence of
words). This algorithm made use of special data structure called sux tree - a kind of inverted
index of phrases for a document collection. Using the constructed sux tree, \base clusters" are
created, each of which is associated with a phrase indexed in the tree. Base clusters with high
degree of overlapping (in their document sets) are combined to generate nal clusters. Shared
phrases, which appear in many documents of one cluster, are used to convey the content of the
documents in that cluster. According the authors, the advantage of this approach is the ability to
obtain overlapping clusters in which a document can occur in more than one cluster. Chi-Lang Ngo
used a method based on K-means and Tolerance Rough Set Model to generate overlapping clusters
[73]. They then generated cluster labels by adapting an algorithm for n-gram generation to extract
phrases from the contents of each cluster. They also hypothesized that phrases which are relatively
infrequent in the whole collection but occurs frequently in clusters will be good candidate for cluster
label. Unfortunately, they did not explain how to formalize this hypothesis in practice. Recently,
Geraci et al. performed clustering by means of a fast version of the furthest-point-rst algorithm
for metric k-center clustering [32] . Cluster labels were obtained by combining intra-cluster and
inter-cluster term extraction based on a variant of the information gain measure.
Supposed that clusters are somehow available, several researches aimed at assigning labels to
these clusters. Given document clusters in hierarchy, Popescul et al. presented two methods
of labeling document clusters [83]. The rst one is to use a 2 test of signicance to detect
dierent word usage across categories in the hierarchy. The second method selects words which
both occur frequently in a cluster and eectively discriminate the given cluster from the other
clusters. Treeratpituk et al. labeled document hierarchy by exploiting a simple linear model to
combine a phrase's features into a DScore [97] . They used features like DF (document frequency),
TFIDF (term frequency, inverted document frequency), ranking of DF, the dierence of these
features at the parent and child node, and so on. The coecients in the DScore model were learned
and evaluated using DMOZ4.
3.2.2 Finding labels rst
The second approach to the problem of web search results clustering is from the idea of \nding
cluster description rst". Vivisimo is one of most successfully commercial clustering engine on the
Web. Although most of the algorithm is kept unknown, their main idea is \rather than form clusters
and then gure out how to describe them, we only form well-described clusters in the rst place".
4Open Directory Project: http://www.dmoz.org
32 Chapter 3. Web Search Clustering and Labeling with Hidden Topics
Toward this trend, Osinki tried to nd out labels by a three-phase process [77]: (1) extract most
frequent terms (words and phrases), (2) use Latent Semantic Indexing (LSI) [22] to approximate
term-document matrix, forming concept-document matrix, and (3) select labels for each concept
by matching previously extracted terms that are closest to a concept by standard cosine measure.
Each concept become a cluster in their system, they later used Vector Space Model to determine
snippets in clusters and merge clusters by calculating cluster scores. Zeng et al., on the other
hand, extracted and ranked \salient phrases" as labels by using a regression model learned from
human labeled training data [115]. The documents were assigned to relevant salient phrases to form
cluster candidates, the nal clusters were generated by merging these cluster candidates. Ferragina
et al. selected (gaped) sentences by a merging and ranking process [30]. This process begins with
words, then merges words in the same snippet and within a proximity window into a (longer) gaped
sentence. Selected sentences are ranked and the low ranked sentences are discarded. All sentences,
which have not been discarded, are marged with words in the similar manner. The process is
repeated until no merge is possible or sentences are formed by 8 words (this can be customizable).
The results of this process are sentences which form labels for \leaf clusters". These \leaf clusters"
are then merged to achieve higher level clusters based on the sharing of \gaped sentences".
3.2.3 Dealing with short texts
Enriching short texts like snippets has achieved a lot of attentions recently. Banerjee et al. queried
Wikipedia indexed collection for each snippet [7]. They then achieved titles of top Wikipedia pages
as additional features for that snippet. Bollegala et al. proposed a robust semantic similarity
measure that uses the information available on the Web to measure similarity between words or
entities (Web search results) [13]. Not only based on the cooccurance of words in top ranked
search results, they also extracted linguistic patterns to measure word semantic similarity. Cai et
al. automatically extracted concepts from a large collection of text using pLSA [16]. They then
exploited these concepts for classication with AdaBoost, a boosting technique which combines
several weak, moderately accurate classiers into one highly accurate classier. Chi-Lang Ngo
provided an enriched representation by exploiting Tolerance Rough Set Model (TRSM) [73]. With
TRSM, a document is associated with a set of tolerance classes. In this context, a tolerance class
represents a concept that is characterized by terms it contains. For example, fjaguar, OS, Xg and
fjaguar, carsg are two tolerance classes discovered from the collection of search results returned by
Google for the query \jaguar". Ferragina et al. used two databases to improve extracted cluster
labels [30]. The rst one is an indexed collection of anchor texts extracted from more than 200
millions web pages. This knowledge base is used to enrich the content of the corresponding (poor)
snippets. The second knowledge base is a ranking engine over the web directory DMOZ5 which
is freely available, controlled by humans and thus of high quality. The fundamental disadvantage
of this method when applying to another languages other than English is the requirement of the
human-built knowledge base (DMOZ). Recent research [43] used a concept thesaurus extracted
from Wikipedia to enrich snippets in order to improve clustering performance.
5Open Directory Project: http://www.dmoz.org































(a) Choosing an appropriate \universal dataset"
(b) Performing topic analysis for the universal dataset
(c) Finding collocations in the universal dataset
(d) Performing topic inference for search snippets
(e) Combining the original snippets with their hidden topics
(f) Building a clustering/labeling system on the enriched snippets
Figure 3.1: The general framework of clustering Web search results with hidden topics
3.3 General Framework
In this section, we present the proposed framework that aims at building a clustering system with
hidden topics from large-scale data collections. The framework is depicted in Figure 3.1 and consists
of six major steps.
Among the six steps, choosing a right universal dataset (a) is probably the most important one.
The universal dataset, as its name suggests, must be large and rich enough to cover a lot of words,
concepts, and topics that are relevant to the domain of application. Moreover, the vocabulary of the
dataset should be consistent with future unseen data that we will deal with. The universal dataset,
however, is not necessary in a ne structure like Wikipedia in English or DMOZ. This implies the
exibility of the external data collection in use as well as of our framework. The dataset should also
be pre-processed to exclude noise and non-relevant words, so the phase (b) can achieve good results.
More details of (a) and (b) steps for a specic collection in Vietnamese will be discussed in the
Section 3.4. Along with performing topic analysis, we also exploit the dataset to nd collocations
(c) (see Section 3.5.3). The collocations are then used for labeling clusters in (f). One noticeable
point is that (a), (b) and (c) are performed oine and with no supervisor. The estimated model
can be reused as a knowledge base to enrich documents for another tasks such as classication [79].
As a result, topic analysis is an economic, extensible and reusable solution to enrich documents in
text/web mining.
In general, topic analysis for the universal dataset (b) can be performed by using one of the













Figure 3.2: Pipeline for data preprocessing and transformation
well-known hidden topic analysis models such as pLSA, LDA, CTM. It is worthy to notice that
there is a trade-o between the richness of topic information and the time complexity of the system.
LDA is chosen in this research because it is a more completely generative model than pLSA but
not so complicated. With LDA, we are able to capture important semantic relationships in textual
data but keeping time overhead acceptable. More details about topic analysis and LDA are given
in Chapter 2.
The result of the step (b) is an estimated topic model including hidden topics and probability
distributions of words given those topics (in the case of LDA). Based on this model and a collection
of search results, we can perform topic inference (d) for those search snippets. Note that these short,
sparse snippets are performed topic inference based on the model of the Universal Dataset, which
has already been analyzed and converged. In another words, once the topics has been estimated
in a huge dataset, they can be used as a background knowledge for adding more semantic to these
search snippets. For each snippet, the output of (d) is the distribution of hidden topics in which
high probabilities are assigned to its related topics. For instance, a snippet for the query \ma
tr?n" (matrix ) is probably related to topics such as \mathematic" or \movie". How to use this
information as rich and useful features for clustering and labeling (e) (f) depends on the clustering
algorithm.
This framework does not conne us to any clustering/labeling approaches. In this research,
for simplicity, we applied the \nd clusters rst" approach and used Hierarchical Agglomerative
Clustering (HAC) for the clustering step (see Section 3.5). However, other method such as K-means
can be used for clustering. For K-means, we are able to choose initial centroids as snippets with
emerging topics in the collection instead of random selection. Moreover, we can use the \nd cluster
descriptions rst" approach to clustering and labeling in which the topic information is very helpful
to achieve \topic-oriented (signicant) phrases".
3.4 Hidden Topic Analysis of Vietnamese Dataset
3.4.1 Preprocessing and Transformation
Data preprocessing and transformation are necessary for data mining in general and for hidden
topic analysis in particular. Since we target at topic analysis for Vietnamese, it is necessary to
perform preprocessing in the consideration of specic characteristics of this language. The main
steps for our preprocessing and transformation are described in the following and summarized in
Figure 3.2.
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Segmentation and Tokenization
This step includes sentence segmentation, sentence tokenization and word segmentation.
Sentence segmentation is to determine whether a \sentence delimiter" is really a sentence bound-
ary. Like English, sentence delimiters in Vietnamese are full-stop, the exclamation mark and the
question mark (.!?). The exclamation mark and the question mark do not really pose the problems.
The critical element is the period: (1) the period can be a sentence-ending character (full stop);
(2) the period can denote an abbreviation; (3) the period can used in some expressions like URL,
Email, numbers, etc.; (4) in some cases, a period can assume both (1) and (2) functions. Given an
input string, the results are sentences separated in dierent lines.
Sentence Tokenization is the process of detaching marks from words in a sentence. For example,
we would like to detach \," or \:" from the previous words, which they are attached to.
Word Segmentation There is no clear word boundaries in Vietnamese since words are written in
several syllables separated by white space (thus, we do not know which white space is actual word
bounary and which is not). This leads to the task of word segmentation, i.e. segment a sentence into
a sequence of words. Vietnamese word segmentation is a prerequisite for any further processing and
text mining. Though being quite basic, it is not a trivial task because of the following ambiguities:
 Overlapping ambiguity: String abc are called overlapping ambiguity when both ab and bc are
valid Vietnamese word. For example: \ho.c sinh ho.c sinh ho.c" (Student studies biology) !
\ho.c sinh" (student) and \sinh ho.c" (biology) are found in Vietnamese dictionary.
 Combination ambiguity: String ab were called combination ambiguity when a, b or ab are
possible choices. For instance: b n l  mët döng cu. " (Table is a tool)! \ban" (Table), \ban
la" (iron), \la" (is) are found in Vietnamese dictionary.
For word segmentation, we used Conditional Random Fields approach to segment Vietnamese
words [74] in which F1 measure is reported to be about 94%. After this step, sequences of syllables
are joined to form words. For examples, a string like cæng ngh» v  cuëc sèng will become cæng-
ngh» v  cuëc-sèng (technology and life).
Filters and Non Topic-Oriented Word Removal
After word segmentation, tokens, which can be word-tokens, number-tokens and so on, now are
separated by white-space. Filters remove trivial tokens such as tokens for number, date/time, too-
short tokens (of which length is less than 2 characters). Too short sentences, English sentences, or
Vietnamese sentences without tones (The Vietnamese sometimes write Vietnamese text without
tone) also should be ltered or manipulated in this phase.
Non topic-oriented words are those we consider to be trivial for topic analyzing process. These
words can cause much noise and negative eects for our analysis. Here, we consider functional
words, too rare or too common words as non topic-oriented words. The typical categories of
36 Chapter 3. Web Search Clustering and Labeling with Hidden Topics
The universal dataset
After removing HTML tags, duplicate, too short or navigating pages, doing sentence and
word segmentation: size  480M; jdocsj  69,371
After ltering and removing non-topic oriented words:
size  101M, jdocsj = 57,691
jwordsj = 10,296,286; jvocabularyj = 164,842
Topics assigned by humans in VnExpress Dataset
Society: Education, Entrance Examinations, Lifestyle of Youths
International: Analysis, Files, Lifestyles
Business: Business man, Stock, Integration,
Culture: Music, Fashion, Stage, Cinema
Sport: Football, Tennis
Life: Family, Health
Science: New Techniques, Natural Life, Psychology
Topics assigned by humans in Wikipedia Dataset
Mathematics and Natural Science: geology, zoology, chemistry, meteorology, biology,
astronomy, mathematics, physics, etc.
Technologies and Applied Science: Nano technologies, biologic technology, informa-
tion technology, Internet, computer science,etc.
Social Science and Philosophy: economics, education, archaeology, agriculture, an-
thropology, sociology, etc.
Culture & Arts: Music, tourism, movie industry, stage, literature, sports, etc.
Religion & Belief : Hinduism, muslim, buddhism, confucianism, atheistic, etc.
Table 3.1: Statistics of the Universal Dataset
functional words in Vietnamese includes classier noun (similar to articles in English), conjunction
(similar to and, or in English), numeral, pronoun, adjunct, and so on.
3.4.2 The Universal Dataset
Choosing a universal dataset is an important step in our proposal. In order to cover many useful
topics, we used Nutch6 to collect web pages from two huge resources in Vietnamese, which are
Vnexpress7 andWikipedia8. VnExpress is one of the highest ranking e-newspapers in Vietnam, thus
containing a large number of articles in many topics in daily life ranging from science, society and
business, and many more. Vietnamese Wikipedia, on the other hand, is a huge online encyclopedia
and contains thousands of articles which are either translated from English Wikipedia or written by
Vietnamese contributors. Although Vietnamese Wikipedia is smaller than the English version, it
contains useful articles in many academic domains such as mathematics, physics, etc. We combined
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Figure 3.3: Most likely words of some sample topics analyzed from the Universal Dataset (K = 60).
given in Table 3.1. Note that topics listed here are just for reference and not be taken into the
topic analysis process.
3.4.3 Analysis Results and Outputs
After data preprocessing and transformation, we obtained 101MB data. We performed topic anal-
ysis for this processed dataset using GibbsLDA++ 9. The parameters Alpha and Beta were set
at 50=K and 0.1 respectively where K is the number of topics. The results of topic analysis with
K = 60 and K = 120 are shown in Figure 3.3 and Figure 3.4. The complete results can be viewed
online 10.
Figure 3.3 and 3.4 indicate that hidden topic analysis can model some linguistic phenomena
such as synonyms or acronyms. For instance, the synonyms \van ho.c" (literature) and v«n ch÷ìng
(literature) (Figure 3.3) are connected by the topic 10. The acronyms such as HLV (Hu§n Luy»n
Vi¶n - couch) and SLNA (Sæng Lam Ngh» An - name of a famous football club) (Figure 3.3)
9GibbsLDA++:http://gibbslda.sourceforge.net
10http://jgibblda.sourceforge.net/vnwiki-120topics.txt
38 Chapter 3. Web Search Clustering and Labeling with Hidden Topics

































ánh sáng  
(light) 
































bảng xếp hạng 




























































































Figure 3.4: Most likely words of some sample topics analyzed from the Universal Dataset (K = 120).
were correctly put in the topic of football (topic 7). Furthermore, hidden topic analysis is an
economic solution to capture the semantic of new words (foreign words, named entities). For
example, words such as \windows", \microsoft", \internet" or \server" (Figure 3.3), which are not
covered by general Vietnamese dictionaries, were specied precisely in the domain of computer
(topic 4). Figure 3.4 demonstrates another interesting situation in which the gap between two
ways of writing the word painter in Vietnamese (håa s¾ - the correct spelling - and håa sÿ - the
informal spelling but commonly accepted) were bridged by the topic about \painting, art" (topic
82). We will demonstrate how these relationships between words (via topics) can be used to provide
good clustering in Section 3.6.
3.5 Clustering and Labeling with Hidden Topics
Clustering and labeling with Hidden Topics is summarized in Figure 3.5. Based on the estimated
LDA model of the universal dataset (see Section 2.4), the collection of snippets is cleaned and
performed topic analysis (see Section 2.4). This provides an enriched representation of the snippets.
A specic clustering method is then applied on the enriched data. Here, we use Hierarchical
Agglomerative Clustering (HAC) for the clustering phase. The generated clusters are shifted to




























Enriched Data Clusters with Topic info . Clusters with labels
Figure 3.5: Clustering and labeling with hidden topics
the \Cluster Labeling Assignment" step which assigns descriptive labels to these clusters.
3.5.1 Topic Analysis and Similarity
Similarity between two snippets is fundamental to measure similarity between clusters. This section
describes our representation of snippets with hidden topic information, which are inferred based
on the topic model of the universal dataset, and presents a method to measure similarity between
snippets.
For each snippet di, after topic analysis, we obtain the topic distribution ~#di = f#di;1; :::; #di;k; :::; #di;Kg.
Upon this, we are able to build the topic vector ~t(di) = ftdi;1; tdi;2; :::; tdi;Kg in which the weight
tdi;k of the topic kth is determined with regard to its probability #di;k as follows:
tdi;k =

#di;k if #di;i  cuto
0 otherwise
(3.1)
Note that K is the number of topics, and cuto is the lower bound threshold for a topic to be
considered important. Let V be the vocabulary of the snippet collection, the term vector of the
snippet di has the following form:
~w(di) = fw1; :::; wjV jg
Here, the element wi in the vector, which corresponds to the word/term i
th in V , is weighted by
using some schema such as TF, TFxIDF. In order to calculate the similarity between 2 snippets di
and dj , the cosine measure is used for the topic-vectors as well as the term-vectors of 2 snippets.
simdi;dj(topic  vectors) =
QK


















Combining two values, we obtain similarity between two snippets as follows:
sim(di; dj) =  sim(topic  vectors) + (1  ) sim(term  vectors) (3.2)
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Figure 3.6: Dendrogram in Hierarchical Agglomerative Clustering.
Here,  is a mixture constant. If  = 0, the similarity is calculated without the support of hidden
topics. If  = 1, we measure the similarity between topic vectors of the two snippets without
concerning words within them.
3.5.2 Hierarchical Agglomerative Clustering
Hierarchical Agglomerative Clustering [73] begins with each snippet as a separate cluster and
merge them into successively larger clusters. Consequently, the algorithm builds a structure called
dendogram - a tree illustrating the merging process and intermediate clusters. Cutting the tree
at a given height will give a clustering at a selected precision.
Based on similarity between two snippets, similarity between two clusters A & B can be measured
as follows:
 The minimum similarity between snippets of each cluster (also called complete linkage
clustering):
minfsim(x; y) : x 2 A; y 2 Bg
 The maximum similarity between snippets of each cluster (also called linkage clustering):
maxfsim(x; y) : x 2 A; y 2 Bg
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Algorithm 1: Hierarchical Agglomerative Clustering
input : A collection D = fd1; :::; dng, a cluster similarity measure , a merging threshold 
output: A set of cluster C
1 C = finitial clustersg /* each snippet forms an initial cluster */
2 repeat
3 (c1; c2) the pair of clusters which are most similar in C
4 if (c1; c2)   then
5 c3  c1 [ c2
6 add c3 into C
7 remove c1 and c2 from C
8 end
9 until can not merge /* can not find c1 and c2 with (c1; c2)   */
3.5.3 Cluster Label Assignment
Given a set of clusters for a snippet collection, our goal is to generate understandable semantic
labels for each cluster. Let C = fc1; c2; :::; cjCjg be a set of jCj clusters, we now state the problem
of cluster labeling similarly to the \topic labeling problem" [67] as follows:
 Denition 1: A cluster c 2 C in a text collection has a set of \close" snippets, each cluster is
characterized by an \expected topic distribution" #c, which is the average of topic distributions
of all snippets in that cluster.
 Denition 2: A \cluster label" or a \label" l for a cluster c 2 C is a sequence of words which
are semantically meaningful and best describe the latent meaning of c.
 Denition 3 (Relevance Score): The relevance score of a label l to a cluster c, which
is denoted as s(l; c), measures the semantic similarity between the label and the cluster.
Given that both l1 and l2 are meaningful label candidates, l1 is a better label for c than l2 if
s(l1; c) > s(l2; c)
With these denitions, the problem of cluster labeling can be dened as follows: Let Li =
fli1; li2; :::; limg be the set of label candidates for the cluster ith in C. Our goal is to rank la-
bel candidates and select the most relevant labels for each cluster.
Label Candidate Generation
The rst step in cluster label assignment is to generate phrases as label candidates. We extract
two types of label candidates from the collection of search snippets. The rst one includes uni-
grams (single words except for stop words); and the second one consists of meaningful bigrams (a
meaningful phrase of two words - or bigram collocation). While extracting unigrams does not cause
many issues, the diculties lie in meaningful bigram extraction. The problem is how to know a
bigram is a meaningful phrase or not. One method is based on \Hypothesis Testing" in which we
extract phrases from n consecutive words (n-gram) and conduct statistical tests to know whether
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Algorithm 2: Label Candidate Generation
input : Set of snippets D = fd1; d2; :::; dng; set of clusters C = fc1; :::; cjCjg
A frequency threshold lblThreshold; an \external collocation list" EC
A collocation threshold colocThreshold
output: Label candidates for clusters LC = fLC1; LC2; :::; LCjCjg
1 extract and do statistics for all unigrams and bigrams from D
2 for each ci 2 C do
3 LCi  ;
4 for each unigram u do
5 if frequency of u in ci  lblThreshold then
6 if u not a stop-word then LCi  LCi [ u
7 end
8 end
9 for each bigram b do
10 if frequency of b in ci  lblThreshold then
11 t t-score of b in D /* according to Eqn.3.3 */
12 if EC contains b or t  colocThreshold then





these words occurs together often than by chance. The null hypothesis usually assumes that \the
words in a n-gram are independent", and dierent statistic testing methods have been proposed
to test the signicance of violating the null hypothesis. Process of generating label candidates for
clusters are summarized in Algorithm 17. Although we only use n-grams (n  2) as label can-
didates of clusters, the experiments show that this extraction is quite good for Vietnamese due
to the fact that Vietnamese word segmentation (see 3.4) is able to also combine named entities
(like Hç Ch½ Minh - name of the famous former president in Vietnam) and some other frequently
used combination (like h» i·u h nh (operating system)). Longer phrases can be constructed by
concatenating bigrams and unigrams.
A famous hypothesis testing method showing good performance on phrase extraction is Stu-
dent's T-Test [65] [6]. Suppose that the sample is drawn from a normal distribution with mean ,
the test considers the dierence between the observed and expected means, which are scaled by the
variance of the data, and generates the probability of getting a sample of that mean and variance






where x is the sample mean, s2 is the sample variance, N is the sample size and  is the mean of
the distribution. We can reject the null hypothesis if the t statistic is large enough. By looking up
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t-score C(w1 w2) C(w1)  C(w2) w1 w2 
31.45 995 2130 1708 Điện thoại (Phone) Di động (Mobile) 
30.49 992 5223 4664 Thị trường (Market) Chứng khóan (Stock) 
21.24 469 2854 3713 Công nghệ (Technology) Thông tin (Information) 
19.1 365 2033 447 Vốn (Capital) Điều lệ (Charter) 
19.05 363 1278 860 Hội đồng (Board) Quản trị (Director) 
18.44 340 1492 2434 Đội tuyển (Team) Quốc gia (National) 
16.88 285 764 972 Vũ khí (Weapon) Hạt nhân (Nuclear) 
15.49 246 860 4005 Quản trị(Administration) Kinh doanh (Business) 
15.09 228 560 1021 Hệ điều hành (OS)  Windows (Windows) 
13.82 191 409 1940 Nhà cung cấp (Supplier) Dịch vụ (Services) 
13.65 204 3432 3094 Trung tâm (Center) Thương mại (Trade) 
2.65 7 356 349 Khủng hoảng (Crisis) Tiền tệ (Money) 
2 4 238 407 Ứng cử viên (Candidate) Nghiêm túc (Serious) 
1.78 5 937 1373 Ủng hộ (Support) Bà (Her) 
1.73 3 1448 200 Chuẩn bị (About to) Quảng bá (Advertise) 
1.42 2 658 48 Người sử dụng (User) Tra cứu (Look up) 
1 1 1040 167 Đặc biệt (Particularly) Yêu mến (Love) 
1 1 3 2230 Nghiệm thu (Check) Xây dựng (Construction) 
0 3 5363 379 Chương trình (Program) Cần thiết (Necessary) 
 
Figure 3.7: Collocations and non-collocations specied from the uinversal dataset. Here, C(s) is
the frequency of the string s in the dataset, and s can be a word or a bigram. The bigrams with
t value greater than 2.576 (the condent value of 99.5%) are collocations. All the collocations are
extracted into a list called the \External Collocation List"
.
the table of the t distribution, we can nd out how much condent for us to reject that hypothesis
with a predened threshold. Based on this t test, we now can examine whether a bigram is a
collocation or not. Indeed, we nd collocations in two situations (using JNSP11). The rst one is
to nd collocations (in advance) from the universal dataset. This is performed (oine) to produce
what we called the \External Collocation List". Examples of collocations and non-collocations
drawn from the universal dataset is shown in Figure 3.7. The second situation is to determine
collocations for each snippet collection to be clustered. Extracting collocations from the universal
dataset is to obtain common used noun phrases such as \thà tr÷íng chùng kho¡n" (stock market)
or \i»n tho¤i di ëng" (mobile phone) which probably has not enough statistic information in the
snippet collection to be veried as a collocation. On the other hand, nding collocations from the
snippet collection is able to achieve specic phrases such as named entities which may not occur in
the external collection.
Relevance Score
Given a set of clusters C and their label candidates, we need to measure the relevance between
each cluster c 2 C and each label candidate l. In this work, we considered the relevance score as a
11http://jnsp.sourceforge.net/
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linear combination of some specic features of l, c and other clusters in C as following
relevance(l; c; C) =
jF jX
i=1
i  fi(l; c; C) +  (3.4)
Here, i and  are real-value parameters of the relevance score; jF j is the number of features in use,
and each feature fi(l; c; C) is a real-value function of the current label candidate l, current cluster
c and the cluster set C. We considered ve types of features (jF j = 5) for labeling clusters with
hidden topics:
 Intra-cluster topic similarity: topic similarity between the label candidate l and the
\expected topic distribution" of the cluster c (TSIM). If the label candidate l and the cluster c
have some common topic with high probability, the two are likely related. We measure TSIM
as the cosine of the two topic distribution vectors
TSIM(l; c) = cos(~#l; ~#c)
 Cluster document frequency: number of snippets in the cluster c containing the phrase
l (CDF).
 T-score: the t-score of the phrase l in the snippet collection. If l is a unigram, its TSCORE
is assigned to 2 (long phrases are preferred only if they are meaningful phrases).
 Inter-cluster topic similarity: the sum of intra-topic similarity of the label candidate l
and other clusters




 Inter-cluster document frequency: the sum of CDF in other clusters




The label candidates of a cluster are sorted by its relevance in descending order and the most
relevant candidates are then chosen as labels for the cluster. The inclusion of topic related features




We evaluated clustering and labeling with hidden topics on two datasets:
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Types Query
General Terms B£o hiºm (Insurance), Cæng ngh» (Technology), Du làch
(Tourism), H ng hâa (Goods), Thà tr÷íng (Market), Triºn
l¢m (Exhibition), ¦u t÷ (Investment), T i kho£n (Ac-
count), D¥n gian (Folk), àa lþ (Geography), X¥y düng
(Construct), T¸t (Tet Holiday)
Ambiguous Terms T¡o (Apple, Constipation, Kitchen God), Chuët (Mouse),
Cûa sê (Windows), Khæng gian (Space), Ma trªn (Matrix ),
Hoa hçng (Commission, Rose)
Named Entities Hç Ch½ Minh (Ho Chi Minh), Vi»t Nam (Vietnam)
Table 3.2: Queries submitted to Google
 \Web dataset" consists of 2357 snippets in 9 categories (business, culture & arts, health,
laws, politics, science - education, life style & society, sports, technologies). These categories
can be used as \key clusters" for later evaluation. Since this dataset contains the general
categories, it can be used for evaluating the overall performance of clustering across domains
as well as the quality of topic models (which topic model best describe the categories).
 \Query dataset" includes query collections. We collected this dataset by submitting 20 queries
to Google and obtaining about 150 distinguished snippets in \key clusters" (but ignore \minor
clusters") for each query (query collection). The list of search queries are listed in Table 3.2.
The reason for choosing these queries is that they are likely to occur in multiple sub-topics,
so we will benet more from clustering search results. Since this dataset is sparse, it is much
closer to realistic data that the search clustering system need to deal with. We used \key
clusters" in each query collection to evaluate both clustering and labeling with hidden topics.
3.6.2 Evaluation
Clustering Evaluation
For evaluation, we need to compare the \generated clusters" with the \key clusters". To do that, we
used BCURED scoring method [5], which originally exploited for evaluating entity resolution but
also used for clustering evaluation [13]. This scoring algorithm models the accuracy of the system
on a per-document basis and then build a more global score. For a document i, the precision and
recall with respect to that document are calculated as follows:
Pi =
number of correct documents in the output cluster containing documenti
number of documents in the output cluster containing documenti
Ri =
number of correct documents in the output cluster containing documenti
number of documents in the key cluster containing documenti
Here, given a document i, the document j is correct if it is in the same key cluster as the
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Usually, precision and recall are not used separately, but combined into F measure as following:
F = (1 + 
2) (precision recall)=(2  precision+ recall) (3.5)
For clustering evaluation, we used F0:5 (or  = 0:5) to weight precision twice as much as recall.
This is because we are willing to have average-size clusters but high precision than merging them
into a large cluster for higher recall but low precision (thus, low coherence within clusters).
Labeling Evaluation
We performed label candidate generation for xed \key clusters" in the \Query dataset". After
this step, we had a list of label candidates for each \key cluster". We manually assigned \1" to
appropriate labels and \0" to inappropriate ones. These scores were used for estimating parameters
for the relevance score as well as for evaluation. As mentioned earlier, the label assignment is to
rank label candidates for each cluster using relevance score and select the rst-rank label. So, we
measured the quality of the relevance score (or the ranking quality) by calculating precision (P) at
top N label candidates in the generated ranking list:
P@N =
Number of correct label candidates
N
(3.6)
Here, correct label candidates of a given cluster are the ones with the score of "1". In the following
experiments, we use P@5, P@10, P@20 for evaluating our labeling method.
3.6.3 Experimental Settings
We conducted topic analysis for the Universal dataset using Latent Dirichllet Allocation with
dierent number of topics (K=20, 60, 80, 100, 120, 160, 180 topics). The topic models are exploited
for experiments hereafter. In the following experiments, we refer to clustering (using HAC) without
hidden topics as baseline and clustering (using HAC) with K-topic model (K = 20, 60, etc. ) as
HTK.
The default parameters are specied in Table 3.3. These default parameters are basically unchanged
in our experiments except for lambda which is changed in one specic experiment. The other
parameters are changed more often, such as the merging threshold  for clustering (see Algorithm
1), the number of hidden topics (K ) for the Universal dataset. The parameters of relevance score
for labeling, on the other hand, is learned from the \Query Dataset" (see Section 7.4.3). By keeping
some parameters unchanged and varying others, we measured the inuence of the main parameters








Mixture constant in the similarity formula between









Terms/topics occur more frequent than this rate will
be cuto
Rare threshold 2 or 6
Terms occur less than this threshold will be removed.
This threshold is set to 6 for \Web dataset" and to 2
for \Query collections".
Topic Cuto 0.02
Topics with probability less than this value will not be





A bigram with t score calculated in a snippet collec-
tion larger than this value is probably used as a label
candidate. This is set by looking up the t-score ta-





Phrases with the frequency (in a cluster) less than this
value will not be chosen as label candidates for that
cluster
Table 3.3: Default parameters for clustering and labeling with hidden topics. The parameters are
basically set as in the following table. Note that the rare word threshold is set dierently for \Web
dataset" and \Query collections" (in \Query dataset". This is because \Web dataset" is much
larger than any \Query collection" and removing rare words can help to reduce the computational
time.















































Figure 3.8: Performance of clustering using HAC (in baseline) and HAC with dierent topic models
in Web dataset. For each clustering setting (without or with hidden topic models), we changed
merging threshold and obtained the maximum F0.5 for comparison
3.6.4 Experimental Results and Analysis
Clustering Performance
The comparison between baseline and HTK (K = 20, 60, 80, etc.) in the \Web dataset" is demon-
strated in Figure 3.8. Using the categories of the dataset as \key clusters", we evaluated clustering
performance with precision, recall, and F0.5 as described in the previous section. By taking the
maximum value of F0.5 (among dierent merging thresholds), we compare the performance of base-
line and HTK (K = 20, 60, 80, etc.) in Figure 3.8 . As depicted in the gure, clustering with
hidden topics in most cases (other than 20-topic model) improve clustering performance. The bad
performance of HT20 (9.74% worse than in the baseline) indicates that the number of topics for
analysis should be suitable to reect the topics in the Universal Dataset. Once the number of topics
is large enough (like larger than 60 topics), the F0.5 is quite stable. It can also be observed that
the 100-topic model best describes these general categories. As a result, K  100 is probably the
suitable number of topics for the Universal dataset.
We showed the results of the baseline and clustering using 100-topic model with lambda of 0.2
(HT100-0.2) in Figure 3.9 (a). From the gure, we can see that HT100-0.2 can provide signicant
improvement over the baseline. The maximum value of F0.5 in HT100-0.2 is 62.52% which is
nearly 16% better than the baseline. When merging threshold is zero, all the snippets are merged
into one cluster. That explains why HT100-0.2 and the baseline have the same starting value of
F0.5. In addition, the inclusion of hidden topics increases similarity among snippets. As a result,
when merging threshold is small, HT100-0.2 does not show an advantage over the baseline. When










































































































Max F0.5 AVG F0.5
(b)
Figure 3.9: Baseline vs. HT100 in \Web dataset": (a) Baseline vs. HT100 and lambda=0.2
(HT100-0.2); (b)Merging threshold is varied from 0 to 0.2 like in (a). We compared the maximum
and average values of F0.5 among clustering with dierent settings. Note that HT100-X (X is from
0.2 to 1) means clustering with 100 hidden topic model and lambda=X )
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AVG Max F0.5 AVG Precision AVG Recall
Baseline (HAC) 65.35% 76.86% 45.77%
HT20 62.26% 74.49% 39.97%
HT60 72.72% 80.41% 54.31%
HT80 73.60% 82.76% 53.58%
HT100 72.58% 81.56% 53.90%
HT120 72.19% 81.25% 52.62%
HT160 72.95% 82.07% 51.68%
HT180 72.41% 81.57% 53.45%
Table 3.4: Baseline vs. clustering with dierent topic models in the \query dataset": For each
clustering setting, the maximum value of F0.5 for each query collection is obtained. We then
average these maximum values across query collections for comparing clustering settings
HT100-0.2.
In order to evaluate the inuence of lambda in clustering performance, we conducted similar
experiments to the one in Figure 3.9 (a) but with dierent lambda (0.2 to 1.0). The maximum
values and average values of F0.5 (when merging threshold is changed from 0 to 0.2) were obtained
for comparison in Figure 3.9 (b). As you can see from the gure, HT100-0.2 (lambda=0.2) and
HT100-0.4 (lambda = 0.4) provides the most signicant improvements. This means lambda should
be chosen from 0.2 to 0.4.
Since the \Web dataset" is large and much more condensed than real search results, the above
evaluation cannot give us a closer look at the performance of the real system. For this reason,
we evaluated clustering performance using \Query dataset" which are collected from search results
for some sample queries. For each query collection in the dataset, we conducted 8 experiments
(clustering without hidden topics (the baseline) and with 7 dierent topic models). Taking the
maximum F0.5 (and the corresponding precision and recall), we averaged these measures of the
same experiment across query collections and summarized in Table 3.4 and Figure 3.10. According
to the table, HT20 is still fail to provide an improvement (3.09% worse than the baseline) but
the situation is not as bad as in \Web dataset" (9.09% worse than the baseline). Clustering with
hidden topic models (other than HT20) provides signicant improvements in both precision and
recall. F0.5 reaches its peak in HT80 with 8.31% better than the baseline. Like in the \Web
dataset", the value of F0.5 changes slightly over dierent hidden topic models. This supports the
above observation that clustering with hidden topics outperforms the baseline when the number of
hidden topics is large enough.
Detailed Analysis
We considered two cases in which hidden topics can be helpful toward clustering/labeling. The
rst one is the diverse of word choices in the same domain (also the sparseness of snippets). This
is not only caused by the large number of words in one domain, but also by a variety of linguistic














































Figure 3.10: Baseline and clustering with dierent topic models on the query dataset
which are probably not covered by dictionaries, and dierent writing ways like \color" and \colour".
As described in 3.4, hidden topics from the universal dataset can help us to bridge the semantic
gap between these words. As a result, when taking hidden topics into account, the snippets in the
same domain but with dierent word choice can be more similar. The second case is the existence
of trivial words but with high frequencies. Although we eliminate stop words before clustering, it
is impossible to totally get rid of them.
To better understand the reasons why our proposal works better than the baseline, we analyze
one example (Figure 3.11) to see how hidden topics can be used to reduce data sparseness and
mismatching. The gure reveals that snippet 133 and snippet 135 are about \food industry"
but have no term in common. Similarly, snippet 137 and snippet 139 should be in the cluster of
\material production" but share no term. Snippet 8, snippet 14, snippet 15 about \music activities"
share only one term \nh?c si" (musician) and not close enough for good clustering. This is due
to dierent word choices or the sparseness of the snippets. On the other hand, although snippet
133 and snippet 137 are in totally dierent topics - the rst one is about \food industry" while the
second one is about \material production", they share the term \techmart"- the name of the website
from which two snippets extracted - which is a trivial word here. Since the term-based similarity
only makes use of frequencies, and treats words equally, it does not reect contextual similarity
among the snippets. By taking topics into account, snippet 133 and snippet 137 (bridged by the
topic 45) are closer in similarity. The same eect happens to the pair of snippet 137 and snippet
138 (bridged by the topic 12), and the triple of snippet 8, snippet 14 and snippet 15 (bridged by
the topic 112). Snippet 133 and snippet 137, however, have no topic in common. As a result, the
similarity between snippet them decreases in relative to the other pairs in the collection.







































Music Activities:      Snippet 8,      Snippet 14,  Snippet 15 
Food Industry:          Snippet 133, Snippet 135 
Material Production:    Snippet 137,     Snippet 139 
Shared words across snippets:  
Nhạc sỹ (musician); Techmart (name of a multiple field website) 
Shared topics across snippets: 
Topic 112: hát (sing), ca sĩ (singer), nhạc (music), nhạc sĩ (musician), bài hát (song), … 
Topic 45: món(dish), ngon (delicious), bánh (cake), nhà hàng (restaurant), nấu (cook), … 


















































































































































Figure 3.11: Illustration of the important contributions of hidden topics toward achieving better
clustering/labeling
Labeling Performance
As mentioned earlier, the query dataset consists of several query collections, each of which include
snippets returned by Google for a specic query. We manually partitioned each query collection
into \key clusters". We then xed these \key clusters" and generated \label candidates" for each of
them. We also associated each \key cluster" with a list of scored label candidates (label candidates
are assigned \1" if appropriate and \0" otherwise). Based on these specied clusters and their
scored label candidates, we used \linear regression" to learn parameters for relevance score. To do
that, we split the query dataset into two parts: (1) The testing data containing query collections
of 4 queries {t i khäan (account), t¡o (apple), chuët (mouse) and ma trªn (matrix )}; (2) The
training data containing the rest of query collections. Some statistics about the training and testing
sets are provided in Table 3.5.
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#Queries #Clusters #Label Candidates
Testing data 4 27 797
Training data 16 119 3113
Table 3.5: Testing and training data for cluster labeling
The training data was put into the module linear regression of Weka12 to learn parameters for
relevance score. We tested two set of features: (1) the full set containing all ve feature types as
described in the Section 6; and (2) the partial set which exclude features associated with topics
of the universal dataset. After learning process, we achieved the relevance scores as shown in the
following:
 Learning with the full set of features: Relevance Score with the 120-topic model of the
Universal Dataset (RS-HT120)
RS-HT120 = 0:4963 TSIM + 0:5903 CDF
  0:0755 TSCORE   0:3312OTSIM
  0:064OCDF   0:2722
 Learning with the partial set of features: Relevance Score without Hidden Topics (RS-base)
RS-base = 0:6389 CDF   0:0866 TSCORE
  0:4177OCDF + 0:891
As we can see from the formula of RS-HT120, TSIM is the second important feature after the
most signicant one - CDF. The inter-cluster document frequency (OCDF) is quite important in
RS-base (with the weight absolute of 0.4177) but less important than inter-cluster topic similarity
(OTSIM) in RS-HT120. In both relevance scores, TSCORE does not have much eect on ranking
label candidates.
Based on two relevance scores, we ranked label candidates in \key clusters" in the testing data.
We then compared P@5, P@10, and P@20 of two scores in Figure 3.12. As observable in the gure,
labeling with hidden topics can improve nearly 10% precision on average in the testing dataset.
This showed the eective of hidden topics in label assignment.
Figure 3.13 shows the dierence between labeling without and with hidden topics for some \key
clusters" in the testing dataset. For the same cluster i»n tho¤i (mobile phone) of the query t i
kho£n (account), 4 out of 5 label candidates in labeling with RS-HT120 are related to \phone"
while there are only 3 good candidates out of 5 in labeling with RS-base (the rst and fth ones
are inappropriate). The same situations occur in the other \key clusters" of the queries chuët
(mouse), t¡o (apple) and ma tr?n (matrix ). Moreover, better ranking was obtained in labeling
with RS-HT120. It can be observed that the rst ranking positions of the cluster i»n tho¤i
12http://www.cs.waikato.ac.nz/ml/weka/



























Figure 3.12: Comparison of the baseline (labeling without hidden topics) and labeling with 120
topics in the testing collection.
(mobile phone) (of the query t i kho£n (account)) and the cluster y t¸ (health services) (of the
cluster chuët mouse) in labeling with RS-base are ti·n (money) and dòng (take) repectively
which are not as much related to the content of the clusters as t i kho£n i»n tho¤i (phone
account) and thuèc (medicine) in labeling with RS-HT120.
Computational Time Analysis
We compared the computational time between the baseline and clustering and labeling with HT120
in Figure 3.14. Since topic estimation of the Universal dataset is conducted oine, the phase, which
requires online computation, is the topic inference for snippets. However, it seems to be acceptable
when the number of snippets is around 200 snippets - the default number of snippets to be clustered
in Vivisimo [102]. Additionally, using hidden topics enables us to remove more rare words than
without hidden topics. The point is rare words, for example ones occurring only twice in the snippet
collection, sometimes play an important role in connecting snippets. Suppose that we can divide
a set of snippets about \movie" into two separated parts: those contains the word \actor" and
those includes \director". If we have two snippets in two parts containing the same word such as
\movie" which occurs only two times, we can join two parts into one coherent cluster. However,
using hidden topics, you can remove such rare words without losing that connection because they
all share the topic about \movie". This leads to signicant reduction in the size of term vectors;
and an improvement is obtained in computational time.
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Figure 3.13: Examples of labeling without hidden topics and labeling with 120 topics in the testing
collection. Note that the \cluster" in Query/Cluster column is the \key cluster" label assigned
manually
Query Examples
We obtained 4 real query collections from Google for 4 another queries s£n ph©m (products),
Hçng Sìn (a common name), ngæi sao (star), khæng ho£ng (crisis) which are not in the \Query
Dataset". In comparison with the query collections in the \Query Dataset", these collections are
not cleaned by the fact that we do not exclude \minor clusters" from them.
We then conducted clustering and labeling with 120-hidden topics and the baseline. The default
parameters were set like in 3.3 and the merging threshold of 0.18. Other parameters for the exper-
iments were set according to Table 3.3. We also submitted the queries to Vivisimo [102] in order to
obtain clustering results. We compared the clusters generated for the queries in clustering/labeling
with 120-hidden topic model, in the baseline, in Vivisimo in Figure 3.15 and Figure 3.16. The
number of snippets in each cluster is written in the bracket next to the cluster label. Note that
the query collections, which Vivisimo used, is dierent from the collection used in the baseline and
clustering/labeling with hidden topics.
It can be observable from Figure 3.15 and Figure 3.16 that our proposal can provide better
clustering/labeling results in comparison with Vivisimo and the baseline. Since Vivisimo is not
optimal for Vietnamese, the clustering results are totally unsatisfactory. One obvious example
is the cluster label ch½nh, khõng ho£ng t i of the query khõng ho£ng (crisis). This phrase
























Figure 3.14: Computational time of HAC with hidden topics compared to HAC without hidden
topics.
should be khõng-ho£ng t i-ch½nh in which khõng ho£ng (crisis) is one valid word and t i
ch½nh is another valid word with two syllables in Vietnamese. Because word segmentation is not
performed in Vivisimo, the two syllables t i and ch½nh can not be joined to form the correct word.
In comparison with the baseline, the clusters generated by our proposed method are better and
assigned with more descriptive labels. Considering the query s£n ph©m (products), for example,
it is clear that the clusters in the baseline (introduction, news, vietnam) are either two vague or two
general in comparison with the clusters in our proposed method (software product, mobile phone,
insurance product, etc.). Another example is that the cluster of \singer, music stars" (of the query
\start") should be a major cluster, which is recognized in our method, but are not generated in
the baseline. For the query Hçng Sìn, the cluster mæn ph¡i (martial art group) in our method
actually corresponds to the cluster \Vietnam" in the baseline but the label in our method is much
more descriptive.
3.6.5 Discussion
Analysis of clustering results armed the advantages of our approach. All in all, the main points
having been discussed so far include:
 Clustering snippets with hidden topics: it is able to overcome the limitation of dierent word
choices by enriching short, sparse snippets with hidden topics of the \universal dataset".
This is particularly useful when dealing with web search results - small texts with only a
few words and having less context-sharing. The eective of exploiting hidden topics from the
universal dataset is expressed in two aspects: (1) increase similarity between two snippets
having common topics but using dierent words; and (2) decrease similarity between two
snippets sharing non-topic oriented words (including trivial words) which may not be removed
completely in the phase of preprocessing. As a result, good clustering is achieved when we
are able to assure the \snippet-tolerance" condition - an important feature for a practical
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Figure 3.15: Clustering using HAC with HT120 and labeling with RS-HT120 in new query collec-
tions
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Figure 3.16: Clustering using HAC with HT120 and labeling with RS-HT120 in new query collec-
tions
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clustering system. We conducted evaluation on two datasets - the \Web dataset" and \Query
Dataset" - and showed signicant improvement of our proposal.
 Labeling clusters using hidden topic analysis: by exploiting hidden topic information, we can
assign clusters with more topic descriptive labels. Since snippets sharing topics are also gather
in our method, there are not many repeating words in such clusters. Consequently, word
frequency is not enough to determine labels for clusters generated by our method because. In
this aspect, phrases sharing topics with most of the snippets in the cluster should be considered
signicant. Thank to the complete generative model of Latent Dirichlet Allocation, we have
a coherent way to map snippets, clusters, and label candidates into the same topic space. As
a result, similarity in terms of topics between these clusters, snippets, label candidates are
easy to be formalized by using some typical similarity measures such as cosine measure. For
evaluation, we split the \Query dataset" into 2 parts (training data and testing data). We
learned two relevance scores from the training data (RS-base, in which we do not consider
hidden topic information, and RS-HT120, in which we take topics from the 120-topic model
of the Universal dataset into account). We then conducted labeling and measured ranking
performance (P@5, P@10, and P@20) for two relevance scores in the testing data and showed
that labeling with hidden topics can provide better performance.
 Finding collocations in the universal dataset: using the universal dataset helps to nd out
meaningful phrases such as i»n_tho¤i di_ëng (mobile phone), thà_tr÷íng chùng_kho¡n
(stock market) as labels for clusters. For labeling, we need to extract label candidates and
then rank them with regards to some specic conditions. In order to obtain meaningful
phrases as label candidates, we nd collocations (two or more words commonly used together
as x phrases) using hypothesis testing. Due to the fact that the universal dataset is much
larger than snippet collections but snippet collections contain query-oriented text, we nd
collocations both in the universal dataset and snippet collections. This helps to nd out
both common noun phrases such as cæng ngh» thæng tin (information technology), which
probably have not enough statistics in snippet collections to be veried as collocations, and
named entities or specic phrases which may not occur in the universal dataset such as Doctor
Ph¤m-Hçng-Sìn in the snippet collection Hçng Sìn (a common name)).
 Computational time vs. Performance: this is an important aspect to consider in any practical
applications. Hidden topics bring improvement to clustering process but add extra compu-
tational time caused by the analysis process and the usage of topic vectors. For the analysis
process, we use Gibbs sampling based on the estimated model. Once the model is converged
in the estimation process, 30-50 sampling iterations is quite enough for topic analysis for each
snippet collection. So, the complexity of the additional time caused by this step is O(n) in
which n is the number of snippets in the collection. However, since the size of these topic
vectors are xed (because the number of topic is xed) while the number of rare words can be
removed without losing the connections between snippets are increased (as analyzed in the
previous section), term-vectors of snippets can be reduced in size. This helps us to obtain
good clustering performance while decreasing the additional time.
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 Flexibility and Simplicity: these are advantages of the framework which have been pointed out
in our proposal. Here, all we need is to collect a large collection and use it for several phases
in our framework. Analysis of the large collection is totally unsupervised, it requires small
eort of humans for preprocessing the collection. This is particularly useful when dealing with
languages lacking knowledge bases and other linguistic processing toolkits. As a result, this
solution works well for Vietnamese and similar languages. The exibility of our framework
is also shown by the fact that the framework does not limit to any topic model or clustering
algorithm. We can use CTM or topical n-gram model with K-means to obtain better results
while optimizing clustering/labeling time complexity.
3.7 Conclusion
This chapter has presented a framework for clustering and labeling with hidden topics, which (to
the best of our knowledge) is the rst careful investigation of this problem in Vietnamese. The
main idea is to collect a large dataset and then estimate hidden topics for the collection based on
one of the recent successful topic models such as pLSI, LDA, CTM. Using this estimated model, we
can perform topic inference for snippet collections which need to be clustered. The old snippets are
then combined with hidden topics to provide a richer representation of snippets for clustering and
labeling. It has been shown that this integration helps overcome the sparseness of snippets returned
by search engines and improve quality of clustering. By using hidden topics for labeling clusters, we
can assign more descriptive and meaningful labels to the clusters. We have evaluated the quality
of the framework via a lot of experiments. Also, through examples and analyzing clusters, we have
proved that our approach is somewhat satises the three requirements of Web search clustering
(high quality clustering, eective labeling and snippet-tolerance) in Vietnamese.
Once we estimated a topic model from the universal dataset, we can use it for multiple appli-
cations in information retrieval. In next chapter, we will adapt the framework to matching and
ranking problem and show the application in online contextual advertisement.
Chapter 4
Matching and Ranking toward Online
Contextual Advertising
4.1 Introduction
Along with the rapid growth of the Internet, online advertising has become an essential part of
e-commerce nowadays 1. According to the Interactive Advertising Bureau (IAB) [45], Internet
advertising revenues reached its new peak (26.0 billion dollar) in 2010, up 15% from 2009 (see
Figure 4.1). This is also the rst time that online advertising surpasses newspaper in ad revenue.
Its growth is expected to continue as consumers spend more and more time online.
Since its birth in 1994, online advertising has developed both in its appearance and the way
it attracts Web user's attention. Figure 4.1 shows typical ad formats and their sharing in U.S.
advertising market in 2009 and 2010. Display is the earliest type of advertising when marketers
pay Web owners for space to place static, graphic banners or logo on Web sites. This type of
advertising is simple but still be very common until now, which amounts to 24% of advertising
market in 2010, increases 2% compared to 2009. The disadvantage of the display method is that it
is unable to automatically discover potential customers. Beside, it sometimes relates to annoying
issues such as pop-up banners, and unexpected threat to users' computers such as Trojan. Although
search marketing reduced a little in 2010 compared to 2009, it still occupied the largest share in
U.S. advertising market (46%) and be supported by most of search engines such as Google, Yahoo,
etc. Search advertisement has several forms to advertise via search engines, in which two important
methods are listed in the following:
 Sponsored search: the marketers pay search engine companies to associate their links to
chosen keywords. When a user search for those keywords, text links appear at the top or side
of search results. The more the marketers pay for each click, the higher position they can
obtain.
 Contextual Search: text links appear on some articles based on the correspondence between
1http://onlinejournal.com/artman/publish/article 8343.shtml
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Figure 4.1: Advertising categories and their shares in adverting market (From [45])
the content of the articles and ad messages. Contextual search is usually conducted by an
advertising network of some search engine company, which plays as an agent between Web
publisher, users and advertisers. Google AdSense2 (Figure 4.2) is one example of such type of
advertising network, which helps Website publishers of all size to earn money by displaying
targeted Google ad messages on their websites. Payment only occurs when the links are
clicked.
Contextual advertisement is not only included in searching format, which gains the largest
revenue, but also in Email format (Figure 4.1). In Gmail, yet another product of Google company,
ads are placed to relate to the content of the emails. The automatic advertising in emails are
essential to ensure the privacy, i.e. no humans read your emails. The technique in Gmail is the
same contextual advertising technology that powers Google AdSense.
Formally, the problem of contextual advertising is based on the content to deliver ad messages,
which normally consist of four parts: title, body, URL, and keywords, to the Web pages that users
are surng. It can therefore provide Internet users with information they are interested in and allow
advertisers to reach their target customers in a non-intrusive way. In contextual advertising, one
important observation is that the relevance between target Web pages and advertising messages is
a signicant factor to attract online users and customers [18, 105]. In order to suggest the \right"
ad messages, we need ecient and elegant contextual ad matching and ranking techniques.
Dierent from sponsored search, in which advertising are chosen depending on only the keywords
provided by users, contextual ad placement depends on the whole content of a Web page. Keywords
given by users are often condensed and reveal directly the content of the user's concerns, which
make it easier to understand. Analyzing Web pages to capture the relevance is a more complicated
task. Firstly, as words can have multiple meanings and some words in the target page are not
important, they can lead to mismatch in lexicon-based matching method. Moreover, a target page
and an ad can still be a good match even when they share no common words or terms.
2Google Adsense: http://adsense.google.com
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Figure 4.2: An example of Google Adsense
To deal with these problems, we present a framework3 that can discover the semantic relatedness
between Web pages and ads by analyzing implicit or hidden topics for them. After that, both Web
pages and advertisements are expanded with their most relevant topics, which helps reduce the
sparseness and make the data more topic-focused. The framework can therefore overcome the
limitation of word choices, deal with a wide range of Web pages and ads, as well as process future
data, that is, previously unseen ads and Web pages, better. It is also easy to implement and general
enough to be applied in dierent domains of advertising and in dierent languages.
The organization of the rest of this chapter consists of six sections. Section 4.2 represents
typical approaches to contextual advertising. Section 4.3 formalizes the problem of contextual
advertisement and presents the framework to bridge the semantic gaps between Web pages and ad
messages to support matching and ranking. Hidden topic analysis for a collected universal dataset
will be presented in Section 4.4. Based on the estimated topic model, we can perform matching
and ranking as given in Section 4.5. Finally, conclusions will be given in Section 4.7.
4.2 Related Work
Inspired by the success of sponsored search, Yih et al. [113] proposed a method that analyzes
Web pages to extract keywords and matches them against a given database of ads, which are also
associated with keywords chosen by advertisers. A good keyword selection is very important toward
content-based advertising, and brings great benets to users, web page owners and advertisers. The
proposed method consists of four phases, i.e. preprocessing, candidate selector, classier, and post-
processor. Firstly, a web page is analyzed to remove HTML while preserving blocks, i.e. texts
in the same table should be placed together without HTML tags. Also in this step, the authors
3This is a joint work with Dieu-Thu Le and Xuan-Hieu Phan
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Figure 4.3: Framework of page-ad matching & ranking with hidden topics
performed shallow text processing such as sentence splitter, part-of-speech (POS) tagging, etc. to
extract useful features for latter steps. Second, several strategies have been proposed to select
candidate phrases (up to 5 consecutive words) from title, meta-data as well as in the body. In
the third and most important phase, the author used logistic regression to build a classier that
map from a candidate phrase to [0,1] where 1 means the candidate is selected as keyword and
0 otherwise. The output of the third step is a ranked list of keywords. Based on the strategies
of selecting candidates in the second step, dierent methods were proposed to further shorten or
combine the list of keywords to generate nal keywords and phrases that describe the content of
Web page.
In another study, Lacerda et al. [56] improved the ranking function based on Genetic Pro-
gramming (GP). Given the available evidences, such as term and document frequencies, document
length and collection's size, they used GP to select relevant ads for Web pages. According to the
authors, GP was able to select ranking functions that are very eective in placing ads in web pages.
One challenge of contextual matching task is the dierence between the vocabularies of Web
pages and ads. Ribeiro-Neto et al. [88] focused on solving this problem by using additional pages.
It is similar to ours in the idea of expanding Web pages with external knowledge to decrease the
distinction between their vocabularies. However, they determined added terms from other similar
pages by means of a Bayesian model. Those extended terms can appear in ad's keywords and
potentially improve the overall performance of the proposed method. Their experiments have
proved that when decreasing the vocabulary distinction between Web pages and ads, we can nd
better ads for a target page. Broder et al. [14] proposed a method for matching ads based on both
semantic and syntactic features. For syntactic features, they used the TF-IDF score and section
score (title, body or bid phrase section) for each term of Web pages or ads. For semantic matching,
the authors exploited the structure of taxonomy and relied on it to classify ads.
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Corpus Statistics
After removing html, performing sentence and word segmenta-
tion: size  219M , jdocsj = 40; 328
After ltering and removing non-topic oriented words: size 
53M , jdocsj = 40; 268, jwordsj = 5; 512; 251, jvocabularyj =
128; 768
Table 4.1: VNExpress news collection serving as \Universal Dataset" for contextual advertising
Bearing the semantic gaps between Web pages and ads in mind, our framework also try to
enrich Web pages and ads to improve matching performance. Unlike [88, 14], which use additional
pages and taxonomy, we are based on hidden topic analysis, which have proved to be very eective
and adaptable to dierent domains and languages.
4.3 Page-Ad Matching and Ranking Framework
Given a set of n target Web pages P = fp1; p2; : : : ; png, and a set of m ad messages (ads) A =
fa1; a2; : : : ; amg. For each Web page pi, we need to nd a corresponding ranking list of ads:
Ai = fai1; ai2; : : : ; aimg; i 2 1 : : : n such that more relevant ads will be placed higher in the list.
These ads are ranked based on their relevance to the target page the keyword bid information.
However, in the scope of our work, we only take linguistic relevance into consideration and assume
that all ads have the same priority, i.e, the same bid amount.
As depicted in Figure 4.3 and similar to the framework of Chapter 3, the rst important thing to
consider in this framework is collecting an appropriate external large-scale document collection (a)
which is called Universal Dataset. To take the best advantage of it, we need to nd an approximate
universal dataset for the Web pages and ad messages. First, it must be large enough to cover
words, topics, and concepts in the domains of Web pages and ads. Second, its vocabularies must
be consistent with those of Web pages and ads, so that it will make sure topics analyzed from this
data can overcome the vocabulary impedance of Web pages and ads. The universal dataset should
also be processed to remove noise and stop words before analysis to get better results. The result
of step (b), hidden topic analysis , is an estimated topic dataset and the distributions of topics
over terms. Topic models for step (a) can be any topic modeling methods like those presented in
Chapter 2. Similar to topic analysis of universal dataset in Chapter 3, we demonstrated the topics
estimated using Latent Dirichlet Allocation (LDA) in 3.4. After step (b), we can again perform
topic inference for both Web pages and ads based on this model to discover their meanings and
topic focus (c). This information will be integrated into the corresponding Web pages or ads for
matching and ranking (d). Both steps (c) and (d) will be discussed more in section 4.3.
4.4 Hidden Topic Analysis of Universal Dataset
This section brings an in-detail description of hidden topic analysis of a large-scale Vietnamese news
collection that serves as a \universal dataset" in the general framework for contextual advertising.
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Figure 4.4: Sample topics analyzed from VnExpress News Collection
With the purpose of using a large scale dataset for Vietnamese contextual advertising, we choose
VnExpress as a large number of articles in many topics in daily life. For this reason, it is a suitable
data collection for advertising areas.
This news collection includes dierent topics such as Society, International news, Lifestyle,
Culture, Sports, Science, etc. We crawled 220 Megabytes of approximately 40,000 pages using
Nutch. We then performed some preprocessing steps (HTML removal, sentence/word segmentation,
stop words and noise removal, etc.) and nally got more than 50 Megabyte plain text. See Table
4.1 for the details of this data collection.
We performed topic analysis for this news collection using LDA (Chapter 2) with dierent
number of topics (60, 120, and 200). Figure 5 shows several sample hidden topics discovered from
VnExpress. Each column (i.e., each topic) includes Vietnamese words in that topic and their
corresponding translations in English in the parentheses. These analysis outputs will be used to
enrich both target Web pages and advertising messages (ads) for contextual advertising.
4.5 Matching and Ranking with Hidden Topics
4.5.1 Topic inference for Ads & Target Pages
For each snippet Web page/ad m, after topic analysis, we obtain the topic distribution ~#m =
#m;1; :::; #m;k; :::; #m;K
	
. Topics that have high probability #m;k will be added to the corresponding
Web page/ad m. Each topic integrated into a Web page/ad will be treated as an external term
and its frequency is determined by its probability value. Technically, the number of times a topic
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 Title: million hearts 
h!p://trieutrai"m.info 
Descrip on: Web pages for music, entertainment, online listening to song, music, movie, 
collec"ons of Vietnam, foreign songs. 
Keywords: mp3, music, online 
Ad message before enriching 
Topic 57 
 Topic 104 
Singer, sing, melody, composer, 
album, compose, stage, perform, 
style, rock, show, voice, 
harmony, fan, sound, live show. 
Title: million hearts 
h!p://trieutrai"m.info 
Descrip on: Web pages for music, 
entertainment, online listening to song, music, 
movie, collec"ons of Vietnam, foreign songs. 
topic104 , topic104, topic104, topic104, topic57 
Keywords: mp3, music, online 
Ad message after enriching 
Topic inference 
Add pseudo-words 
Figure 4.5: An example of topic integration into an ad message
k is added to a Web page/ad m is decided by two parameters cut-o and scale:
Frequencym;k =

round(scale #m;k); if #m;k  cut-o
0; if #m;k < cut-o
(4.1)
where cut-o is the topic probability threshold, scale is a parameter that determines the topic
frequency added. An example of topic integration into ads is illustrated in Figure 4.5. The ad is
about an entertainment Web site with a lot of music albums. After doing topic inference for this
ad, hidden topics with high probabilities are added to its content in order to make it enriched and
more topic-focused.
4.5.2 Matching and Ranking
After being enriched with hidden topics, Web pages and ads will be matched based on their cosine
similarity. For each page, , ads will be sorted in the order of its similarity to the page. The ultimate
ranking function will also take into account the keyword bid information. But this is beyond the
scope of this work.
We veried the contribution of topics in many cases that normal keyword-based matching
strategy cannot nd appropriate ad messages for the target pages. Since normal matching is based
on only the lexical feature of Web pages and ads, it is sometimes deviated by unimportant words
which are not practical in matching. An example of such case is illustrated in Figure 4.6. The
word \tri»u" (million) is highly frequent in the target page, hence play important role in lexical
matching. The system then misleads in proposing ad messages for this target page. It puts ad
messages having the same highly frequent word \tri»u" in the top ranked list (c). However, those
ads are totally irrelevant to the target page as the word \tri»u" does not tell the content of the
target page that is about real estate services. The words \chung c÷" (apartment) and \gi¡" (price)
shared by top ads proposed by our method (Ad21; Ad22; Ad23) and the target page, on the other
hand, are important words but less frequent than the word \tri»u" (f). However, by analyzing
topics, we can nd out their latent semantic relations and thus realize their relevance since they
share the same topic 155 (g) and important words \chung c÷" (apartment) and \gi¡" (price).




Giá bán chung_cư tái_định_cư tuyến 
Lê Thánh Tôn nối dài. 
Chung_cư ngô_tất_tố lô a và lô b chung_cư 
Topic:155 phạm_viết_chánh lô a và lô a1 
đồng_giá tầng_trệt 3.86 triệu đồng lầu triệu 
đồng lầu 3 1.8 triệu lầu triệu lầu Topic:155 
triệu đồng riêng lô c chung_cư Topic:155 
ngô_tất_tố đơn_vị "nh Topic:144 triệu đồng 
/ m2 giá_như_sau. 
(a) Meaning of the target page and the ad messages 
Target page (Giá bán chung_cư tái định cư): an announcement of the selling prices for apartments, building 
Ad11 (Truyện_tranh Tsubasa): an adver!sement for Yoichi Takahashi and his manga named Tsubasa 
Ad12 (Triệu trái_!m): an entertainment web site with a lot of music albums, movies, and TV 
Ad13 (Ca sĩ Triệu Hoàng): personal homepage of singer Triệu Hoàng 
Ad21 (Công ty liên doanh Phú Mỹ Hưng): website of Phu My Hung real estate company 
Ad22(Công ty xây dựng & thương mại đất Phương Nam): Website of a real estate, construc!on company 

















Truyện_tranh Tsubasa – Ad11 
www.truyentranh.com/truyen_scan/subasa 
Subasa của tác gỉa Topic:76 Yoichi 
 Triệu trái tim – Ad12 
www.trieutraitim.info 
Triệu trái tim Topic:104 trang Web nghe 
nhạc  Ca_sĩ Triệu Hoàng– Ad13 
www.trieuhoang.com 


















Công ty liên doanh Phú Mỹ Hưng– 
Ad21 
www.phumyhung.com.vn 
Công ty xây dựng và thương mại 
Đất Phương Nam– Ad22 
 
Trung tâm giao dịch Bất Động Sản 
Phúc Đức - Ad23 
www.phucduc.com 
Nhận ký gửi rao bán nhà Topic:155 villa 
chung_cư căn hộ cao cấp đất nền dự án 
đất dân cư hiện hữu đất ao vườn 
h) Topic 155 (most relevant to real estate & civil engineering) 
đất (land) xây dựng (construc!on) dự án (projects) khu (area) thành phố (city) quận (district) sử dụng (usage) trung tâm 
(central) công trình  (construc!on projects) đô thị (urban) khu vực (area) diện "ch (area) bất động sản (real estate) quy hoạch 
(plan) xây (build) tầng (ﬂoor) căn hộ  (apartment) chung cư (mansion) thuê (hire) địa bàn (local area) kiến trúc  (architecture) 
định cư (se le) tòa nhà (building)  hạ tầng (infrastructure) … 
Figure 4.6: A visualization of an example of a page-ad matching and ranking without and with
hidden topics. This gure attempts to show how hidden topics can help improve the matching and
ranking performance by providing more semantic relevance between the target Web page and the ad
messages. All the target page and the ads are in Vietnamese. The target page is located at the top-
left corner. Part (a) explains the meanings of the target page and the ads, i.e., Ad11; Ad12; andAd13
in the ranking list without using hidden topics (i.e., using keywords only); Part(c) is the visualization
of shared words between the target page and the three ads Ad21; Ad22; Ad23 in the ranking list
using hidden topics. Part(f) visualizes the shared words between the target page and the three ads
Ad21; Ad22; Ad23; Part (g) shows the shared topics between the target page and Ad21; Ad22; Ad23;
Part (h) shows the content of hidden topic number 155 (most relevant to real estate and civil




In contextual advertising, matching and ranking ad messages based on their relevance to the tar-
geted web page are important factors. As stated earlier, they help increase the likelihood of visits
to the website pointed by the ad. So far, we have introduced our framework to perform this task. In
this framework, we use hidden topics discovered from a huge external document collection (i.e., the
universal dataset) in order to solve the sparse data problem (i.e., few common keywords between
target pages and ads) and the synonym & homonym phenomena. The universal dataset in the Vn-
Express news collection that has been described earlier. All the test target Web pages and the test
ads were collected from Vietnamese Web sites. We will present experimental data, experimental
settings, evaluation methodology & metrics, as well as the experimental results & analysis in more
detail in the following subsections.
4.6.1 Experimental Data
We quantied the eect of matching and ranking without and with hidden topics using a set of 100
target Web pages and 2,706 unique ads.
For target Web pages, we chose 100 pages randomly from a set of 27,763 pages crawled from
VnExpress, one of the highest ranking e-newspapers in Vietnam. Those pages were chosen from
dierent topics:Food, Shopping, Cosmetics, Mom & children, Real estate, Stock, Jobs, Law, etc.
These topics are primarily classied on the e-newspaper. Note that the information of these clas-
sied topics not used in our experiments, just for reference here only.
For ad messages, as contextual advertising has not yet been applied in Vietnam to our knowl-
edge, it is dicult to nd a real Vietnamese advertisement collection. Up to now, advertisement
types in Vietnam are mainly banners, thus such kind of real ad messages are not available. We
have also contacted some online advertising companies, such as VietAd4, a company in which
keyword-based advertising system has once been tested in Vietnamnet 5. However, their database
was just for testing and the number of such advertisements was only a few. In order to conduct
the experiments, we chose another resource: Zing.VN6, a rich online directory of Vietnamese Web
sites. It suits the form of contextual ad messages perfectly. Each ad message is composed of four
parts:title, Web site's URL, its description and some important keywords. After crawling all 3,982
ad messages from Zing.VN directory, we preprocessed the data by doing sentence segmentation,
word tokenization, removal of non-topic-oriented words, e.g. stop words. Nevertheless, keywords in
this database are almost none-tone, so we cannot use them directly to enhance the matching perfor-
mance. However, keywords play an important role in contextual advertising. The contribution of
them in matching and ranking has been proved through experiments and armed in many previous
studies [14, 88]. Therefore, we recovered tone for all keywords of the ads in order to improve the
performance. After preprocessing, we selected 2,706 unique ads for evaluation.
4VietNam Advertise Company: http://vietad.vn/
5Vietnamnet: http://vietnamnet.vn
6Vietnamese Zing Directory: http://directory.zing.vn/
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Settings Target Web page p Ad message a
AD p a
AD KW p a [KWs
AAK EXP p r a [KWs
HT[m] [n] pHTsp a [KWs [ HTsa
p = Web page content
 a = ad title + a short ad description
 KWs: tone-recovered keywords from the original ad messages
 HTsp ; HTsa :two sets of most likely hidden topics inferred from the topic model for
p and a respectively.
  means the inclusion of hidden topics by doing topic inference
 m := 60; 120; 200, the #hidden topics in the topic models
 n := 10; 20, the scaling value used for hidden topic integration
We have 3 baselines (AD, AD KW, AAK EXP) and 6 hidden topic based HT60 10,
HT60 20, HT120 20, HT200 10, HT200 20.
Table 4.2: Experimental settings for page-ad matching & ranking
4.6.2 Experimental Settings
In order to evaluate the importance of keywords in contextual match and the contribution of
hidden topics in this framework, we performed some dierent matching strategies as follows: First,
to access the impact of keywords in contextual match, we implemented two retrieval baselines
following the approach of Ribeiro-Neto et al. [88]. The rst strategy is called title and description
only. The second is AD KW, that is, matching a Web page and an ad message using ad's additional
keywords, which have already been tone-recovered. The similarity between a target Web page and
ads is computed using cosine function. The, the similarity of a Web page p and an ad message a
is dened as follows.
simAD(p; a) = similarity(p; a)
simAD KW (p; a) = similarity(p; a [KWs)
where KWs is the set of keywords associated with the ad message a. We then used these two
settings as the baselines for comparison. Second, to compare the contribution of hidden topics with
additional terms in the Impedance Coupling method [88], we implemented the AAK EXP method
as follows:
simAAK EXP (p; a) = similarity(p r; a [KWs)
where AAK EXP follows the implementation in [88], r is the set of additional terms provided
by Impedance Coupling technique. These terms are extracted from a large enough dataset of
additional web pages. First, the relation between this dataset, its terms and each target web page
is represented in a Bayesian network model. Let N be the set of the k most similar documents dj
to each target page. The probability that term Ti in set N is a good term for representing a topic
4.6. Experiments 71
the web page P is then determined as follows:




where  is a normalizing constant, wi0 and wij are the weights associated with term Ti in page P
and in document dj . The number of additional terms in r for enriching target page P is decided
by the given threshold . To perform this method, we use the same 40; 268 Web pages in universal
dataset as additional dataset. In the experiment, we chose  = 0:05 as mentioned in [88] and
 = 0:7, which adjust the amount of additional terms in each target page. The set r will then be
integrated with content of each target page to match with advertisements.
In order to evaluate the contribution of hidden topics, we carried out six dierent experiments,
which are called HT (hidden topic) strategies. After doing topic inference for all Web pages and
ads, we expanded their vocabularies with their most likely hidden topics. As described earlier,
each Web page or ad have a distribution over hidden topics. We then chose topics having high
probability values to enrich that page or ad. The similarity measure between a target Web page p
and an ad a, denoted by simHT [m] [n](p; a) is computed as follows.
simHT [m] [n](p; a) = similarity(pHTsp ; a [KWsHTsa)
in which m and n are the total number of topics in the topic model and the scale value as described
in Table 4.2, we used the value cuto of 0.05 and tried two dierent scale values: 10 and 20. We
therefore performed six experiments: HT60 10, HT60 20, HT120 20, HT200 10, HT200 20.
4.6.3 Evaluation Methodology and Metrics
To evaluate the extent to which hidden topics contribute to the improvement of matching and
ranking performance, we prepared the test advertising data for 100 target Web pages with the
same methodology used in Ribeiro-Neto et al. [88]. The test data preparation, as depicted in
Figure [14] is as follows. First, we started by matching each Web page to all the ad messages and
ranking them to their similarities. The 9 methods proposed 9 dierent rank lists of ad messages
to a target page. Since the number of ad messages is large, these lists can be dierent from this
method to another method with little or no overlap. To determine the precision of each method and
compare them, we selected top four ranked ads of each method and put them into a pool for each
target page. Consequently, each pool will have no more than 36 ad messages. We then manually
selected from these pools the most relevant ads and excluded irrelevant ones. On average, each
Web corresponds with a key list of 6.9 ads eventually. To calculate the precision of each method,
we used 11-point-average score, a metric often used for ranking evaluation in Information Retrieval.
For every Web page and an ad message rank list of each method, we are based on the corresponding
key list to calculate the precisions at 11 points of recall: 0; 0:1; 0:2; : : : ; 0:8; 0:9; 1:0. The average
precision of these 11 points is measured to obtain 11-point-average.
72 Chapter 4. Matching and Ranking toward Online Contextual Advertising
Figure 4.7: Preparation for test ads
4.6.4 Results and Analysis
We used the method AD KW as a baseline for our experiments which uses hidden topics. We
examined the contribution of hidden topics using dierent estimated models: the model of 60, 120
and 200 topics. As illustrated in Figure 4.8 and Table 4.3, using hidden topics signicantly improves
the performance of the whole framework. Figure 4.8 shows seven precision-recall curves of seven
experiments in which the most inner line is the baseline and all the others are with hidden topics.
From the curves, we can see the extent to which hidden topics can improve matching and ranking
accuracy, and how the parameter values (i.e., number of topics, scale value) aect the performance.
From Table 4.3, we can see hidden topics help increase the precision on average from 66% to 73 %
and reduces almost 21% error (HT200 20).
For the overall methods, we also calculated the number of corrected ads found in the rst,
second and third position of the rank lists proposed by each strategy (#1, #2, #3 in Table 4.3).
Because in contextual advertising, we normally consider only some rst ranked ads, we want to
examine the precision of these top slots. It also reects that the precision of our hidden-topic
methods is higher than that of the baseline matching method. Moreover, the precision at position
1 (#1) is generally higher than that of position 2 and 3 (#2, #3). If the system ranks the relevant
ads near the top of the ranking list, it is possible that the system can suggest most appropriate ads
for the corresponding page. It therefore shows the eectiveness of the ranking system.
Impedance Coupling method is another solution to match Web pages and ads by expanding the
text of the web page, which is similar to the Hidden Topic idea in reducing vocabulary impedance.
To compare with this method, we use the same web pages in universal dataset to extract additional
terms. As shown in Figure 4.9, the accuracy of AAK EXP method is almost the same as HT60
method but less than HT120 and HT200 method (Table 4.3. However, one limitation of the
Impedance Coupling method is time consuming. Using the same number of web pages in universal
dataset, for each target page, the system has to compute the similarity of the target page with each
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#1 #2 #3 Totals
AD 72 56 54 182 50.22%
AD KW 79 71 66 216 65.85%
AAK EXP 87 76 79 242 70.98%
HT60 10 82 78 74 233 70.89%
HT60 20 85 80 74 239 70.87%
HT120 10 82 78 79 239 71.37%
HT120 20 87 83 76 246 72.88%
HT200 10 81 78 78 237 72.09%
Table 4.3: Precisions of positions #1, #2, #3 and 11-point-average
document in the dataset to nd the relation with k most similar pages. After that, for every terms
in this set, the probability that this term is good for enriching the target page is calculated to nd
the set of best terms r. This process takes a considerable computational time while the number of
web pages and ads in real application is very large. For Hidden Topic method, although estimating
the universal dataset would take a long time, once it is estimated, the model can be used for topic
inference for web pages and ads. This process is very fast and only takes several seconds to do topic
inference for thousands of short documents. This is the main advantage of Hidden Topic model in
comparison with Impedance Coupling.
Finally, we also quantied the eect of the number of topics and its added amount to each Web
page and ad by testing with dierent topic models and adjusting the scale values. As indicated
in Table 4.3, the performance of 120 and 200-topic models yields a better result than 60-topic
model. However, there is no considerable change between 120-topic and 200-topic models, also in
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Figure 4.9: Precision-recall curves of the Impedance Coupling method and the Hidden Topics
method
the quantities of added topics to each page and ad. It can therefore conclude that the number
of topics should be large enough to discriminate the dierence of terms to better analyze topics
for Web pages and ads. However, when the number of topics is large enough, the performance
of the overall system becomes more stable. The framework has shown its eciency through a
variety of experiments against the basic method using syntactic information only and the method
adding terms from additional web pages. In practice, the results record an error reduction of 21%
in the method using 200-topic model over the normal matching strategy without hidden topics.
This indicates that this high quality contextual advertising framework is easy to implement and
practical in reality.
4.7 Conclusions
This chapter reviews the problem of contextual advertisement in the general picture of online
advertising. The mismatching between Web pages and ad messages prevents us from placing
\right" ad messages to \right" Web pages. As a result, it reduces benets of advertisers, Web
publishers, and brings unexpected problems to users.
Follow the study in Chapter 3, we adapted the framework in Chapter 3 to another application -
the problem of contextual advertising. Here, the framework ranks most relevant ads for a Web page
by taking advantage of hidden topics discovered from a large data collection. This helps overcome
the problem of mismatching by capturing the semantic information and reducing the sparseness
in the vocabularies of both Web pages and ads. The framework has shown it eciency through
a variety of experiments against the basic method using lexical information only. In practice, the
results record an error reduction of 22.9% in the method using 200 topics over the normal matching
strategy without hidden topics. Along with the results from Chapter 3, we demonstrated that our
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approach is adaptable to dierent domains, applications.
Not only be useful toward applications in text retrieval, but also topic modeling helps reduce
semantic gaps in image retrieval. Next chapter will gives more details about how topic models,
which origins from text modeling, can be adapted to apply to image annotation and retrieval.
Chapter 5
Feature-Word-Topic Model for Image
Annotation and Retrieval
5.1 Introduction
As high-resolution digital cameras become more aordable and widespread, the use of digital im-
ages is growing rapidly. At the same time, online photo-sharing websites (Flickr, Picasaweb, Pho-
tobucket, etc.) hosting hundreds of millions of pictures have quickly become an integral part of the
Internet only after a couple of years. As a result, the need for better understanding of image data
and multimedia data become increasingly important in order to make the Web more well-organized
and accessible. Current commercial image retrieval systems are mostly based on text surrounding
of images such as Google and Yahoo image search engines. Since they ignore visual representation
of images, the search engines often return inappropriate images. Moreover, this approach cannot
deal with images that are not accompanied with texts.
Content-based image retrieval, as a result, has become an active research topic over the last
few years [21]. While early systems were based on the query-by-example schema, which formalizes
the task as search for best matches to example-images provided by users, the attention now moves
to query-by-semantic schema in which queries are provided in natural language. This approach,
however, needs a huge image database annotated with semantic labels. Due to the enormous number
of photos taken every day, manual labeling becomes an extremely time-consuming and expensive
task. As a result, automatic image annotation receives signicant interest in image retrieval and
multimedia mining.
Image annotation is a dicult task due to three problems namely semantic gap, weakly labeling,
and scalability. The typical \semantic gap" problem [21] is between low level features and higher
level concepts. It means that extracting semantically meaningful concepts is hard when using only
low level image features such as color or textures. The second problem, \weakly labeling" [17],
comes from the fact that exact mapping from keywords to image regions is usually unavailable. In
other words, a label is given to an image without indications of which part of the image corresponds
to that label. Since image annotation is served directly for image retrieval, \scalability" is also an




SML: mast, bush, hill, trees, 
sailboat, overcast 
Our method: bush, trees, overcast, 
sidewalk, hill 
SML: zebra, cheetah, grass, ocean, 
house 
Our method: zebra, cheetah, grass, 
sky, trees 
Figure 5.1: Example of annotations in SML and our method
There has been a lot of eort to design automatic image annotation systems. Generally, we
can categorize recent methods into two main approaches: (1) statistical generative models; (2)
multi-instance learning. Statistical generative models [12, 28, 57, 70] introduce a joint distribution
of visual features and labels by making use of common latent variables. In general, this approach
is scalable in database size and the number of concepts of interest. However, since they do not
explicitly treat semantics as image classes, what they optimize does not directly imply the quality
of annotation [17]. Recently, image annotation based on multi-instance learning has become an
emerging approach [17, 44, 116]. Multiple instance learning (MIL) is a variation of supervised
learning for problems with incomplete knowledge about labels of training examples. In MIL, labels
are assigned to \bags of instance". Here, a bag has one word as its label if at least one instance
in that bag is associated with that word. Applying to image annotation, \bags" can be formalized
as regions from images with the same label [17] or regions of one image [116]. This method
can be seen as a potential solution to the problem of \weakly labeling" stated above. Among
these methods, Supervised Multiclass Labeling model (SML) [17] is a state-of-the-art in image
annotation and retrieval, and can be implemented with algorithms that are conceptually simple
and computationally ecient. One disadvantage of SML is the absence of label relationships in
annotation. The point is word associations such as fbeach, sandg, or focean, shg should be
considered to reduce annotation error (thus, improve performance).
This chapter presents a novel method for image annotation, which is based on feature-word and
word-topic distributions. The main idea is to guess the scene settings or the story of the picture for
image annotation. Take the leftmost picture in Figure 5.1 as an example, if we (human) see this
picture, we rst obtain the story of the picture such as \a scene of forest with a lot of trees and
a narrow path, in dark". Next, we can select \keywords" as \labels" based on it. Unfortunately,
only based on \visual features", SML selects \masts" for the best keywords since it has several
small white parts, which resembles to sails. Here, branches are confused with \mast" learned from
images with sea scene in the databases. If, somehow, we can guess scene settings of the picture,
we can avoid such confusion. We successfully resolved it and our annotations given in Figure 5.1
capture the scene better.
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More specically, we learn two models from the training dataset: 1) a model of feature-word
distributions based on multiple instance learning and mixture hierarchies, which is like SML; 2)
a model of word-topic distributions (topic model) estimated using probabilistic latent semantic
analysis (pLSA). The models are concatenated to form feature-word-topic model for annotation, in
which only words with highest values of feature-word distributions are used to infer latent topics of
the image (based on word-topic distributions). The estimated topics are then exploited to re-rank
words for annotation. As a result, the proposed model provides some advantages as follows:
 The model inherits the advantages of SML. In the other words, it is able to deal with the
\weakly labeling" problem and optimize feature-word distributions. Moreover, since feature-
word distributions for two dierent words can be estimated in a parallel manner, it is conve-
nient to apply in real-world applications where the dataset is dynamically updated.
 Hidden topic analysis, which has shown the eectiveness in enriching semantic in text re-
trieval [75, 78, 80], is exploited to infer scene settings for image annotation. By doing so,
we do not need to directly model word-to-word relationships and consider all possible word
combinations, which could be very large, to obtain topic-consistent annotation. As a result,
we can extend vocabulary while avoiding combinational explosion.
 Unlike previous generative models, the latent variable is not used to capture joint distributions
among features and words, but among words only. The separation of topic modeling (via
words only) and low-level image representation makes the annotation model more adaptable
to dierent feature selection methods, or topic modeling.
The rest of this chapter is organized in seven sections. Section 5.2 reviews some noticeable
approaches to image annotation and related problems. The general learning framework is described
in Section 5.3. The main parts of the proposed framework will be given in Section 5.4, 5.5 and 5.6.
Sections 6 gives the discussion about the relationships of our annotation model with related works
as well as the time complexity analysis. Section 5.7 shows our experiments and result analysis on
two datasets. Finally, some concluding remarks are given in Section 5.8
5.2 Previous Work
Image annotation has been an active topic for more than a decade and led to several noticeable
methods. Those methods are classied by the approaches to the problem into (1) Standard binary
classication, (2) Statistical generative model; and (3) Multiple instance learning.
The early eort in the area is to formalize image annotation as the standard classication in
one-vs-all (OVA) mode, in which one classier is trained corresponding to one concept/label versus
everything else. Some examples are to classify images into \indoor" or \outdoor" [94]; \city" or
\landscape" [99]. The disadvantage of this approach is the training complexity is dominated by
the large number of negative examples of one concept when the dataset is large [17].
As mentioned earlier, statistical generative models introduce a set of latent variables to dene
a joint distribution between visual features and labels. This joint distribution is used to infer
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Figure 5.2: An bag of examples for word \mountain" which is used for learning p(xjmountain).
This gure is from [17].
conditional distribution of labels given visual features that are extracted from new images. Jeon
et al. [2003] proposed Cross-Media Relevance Model (CMRM) for image annotation. The work
relies on normalized cuts to segment images into regions then build blobs. Here, they consider
blobs as quantized features or visual terms. The model uses training images as latent variables
to estimate the joint distribution between blobs and words. Continuous relevance model (CRM)
[57] is also a relevance model like CMRM, but dierent from CMRM by the fact that it models
directly the joint distribution between words and continuous visual features using non-parametric
kernel density estimate. As a result, it is not as sensitive to quantization errors as CMRM. Multi-
ple Bernoulli Relevance Model (MBRM) [28] is similar to CRM except that it is based on another
statistical assumption for generating words from images (multiple Bernoulli instead of multinomial
distribution). These methods (CMRM, CRM, and MBRM) are also mentioned as keyword prop-
agation methods since they transfer keywords of the nearest neighbors (in the training dataset)
to the given new image. One disadvantage of the propagation methods is that the annotation
time depends linearly on the number of training set, thus have the scalable limitation [17]. Topic
model-based methods [12, 69, 70], on the other hand, do not use training images but hidden topics
(concepts/aspects) as latent variables. The methods also exploit either quantized features [70] or
continuous variables [12]. The main advantages of the topic model-based methods are the ability
to encode scene settings (via topics) [60] and to deal with synonyms and homonyms in annotation.
Multiple Instance Learning (MIL) addresses a special type of learning problems in which there
are ambiguities involved during the training [117]. Supervised multiclass labeling (SML) [17] is
based on MIL and density estimation to measure the conditional distribution of features given a
specic word. SML uses a bag of image examples annotated by particular word (say \mountain"),
and estimates the distribution of image features extracted from the bag of images (see Figure
5.2). The distribution is tted by mixture Gaussian distribution in a hierarchical manner. Since
SML only uses positive examples for each concept, the training complexity reduces considerably in
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comparison with OVA classication. Stathopoulos et al. [2009] focused on the problem of density
estimation and proposed a novel Bayesian hierarchical method for estimating models of Gaussian
components. Zhang et. al. [2009] presented a framework on multimodal image retrieval and
annotation based on MIL in which they considered instances as blocks in images. Hu et al. [2009]
also partitioned images into regions and formulated the problem as semi-supervised learning under
multi-instance learning framework by introducing the adaptive geometric relationship between two
bags of instances (two images). Other multiple-instance learning based methods extend Support
Vector Machine (SVM) [2, 15] to reduce the inuence of noise in learning. MIL is suitable to
cope with the \weakly labeling" problem in image annotation, but the disadvantage of current
MIL-based methods is that they consider words in isolation while context plays important role in
reducing annotation error.
5.3 The Proposed Method
5.3.1 Problem Formalization and Notations
Image annotation is an automatic process of nding appropriate semantic labels for images from
a predened vocabulary. This problem can be formalized as a machine learning problem with the
notations as follows:
 V = fw1; w2; : : : ; wjV jg is a predened vocabulary of words.
 An image I is represented by a set of feature vectors XI = f~xI1 ; : : : ; ~xIBI g, in which BI
denotes the number of feature vectors of I and ~xIj is a feature vector.
 Image I should be annotated by a set of wordsWI = fwI1; : : : ; wITIg. Here, TI is the number
of words assigned to image I, and wIj is the j-th word of image I selected from V.
 A training dataset D = fI1; I2; : : : ; INg is a collection of annotated images. That means every
In has manually assigned to a word set WIn . On the other hand, In is also represented by a
set of feature vectors XIn . For simplicity, we often use Wn =WIn and Xn = XIn to indicate
word set and feature set of image In in the training dataset.
Based on V and the training dataset D, the objective is to learn a model that automatically
annotates new images with words (in V ).
5.3.2 The General Framework
The overview of our method is summarized in Figure 5.3.2. As we can see from the gure, the
training step consists of two stages:
1. Estimating feature-word distribution: Feature vectors of images along with their captions in
the training dataset will be exploited to learn feature-word distributions p(Xjw) for words
in the vocabulary. Depending on learning method, we may obtain p(X;w) (with generative
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Figure 5.3: Overview of the proposed method for image annotation
model) or p(wjX) (with discriminative model) instead of p(Xjw). In either cases, we are able







2. Estimating word-topic distribution: Word sets associated with images in the training dataset
are considered as textual documents and used to build a topic model, that are represented
by word-topic distributions. We use that topic model to obtain reasonable combinations of
words to form scenes (in form of topics).
In the annotation step, two types of distributions are merged to form a feature-word-topic model
for image annotation, in which feature-word distributions are used to dene weights of words for
topic inference. If feature-word distributions are not obtained directly, we have to apply Bayes
rule as in Equation 5.1. In this case, the feature-word distributions are proportional to the output
of the learned model (p(wjX) or p(X;w)) and reversely proportional to p(w). This is reasonable
because we want words with higher condence values, which are obtained from multiple instance
classiers, contribute more to topic inference and common words (such as \sky", \indoor", etc.),
which occurs in many scenes, have less contribution.
In general, we can apply any MIL method and topic model to estimate two types of distributions.
For simplicity, we exploited Gaussian Mixture hierarchy [100, 17], which can obtain p(Xjw) directly,
and pLSA in our implementation of the framework.
5.4 Estimation of Feature-Word Distribution
5.4.1 Feature Extraction
In order to obtain features for annotation and retrieval, we can apply a lot of feature extraction
methods [62, 24]. For comparison purpose, we made use of a similar method as SML [17] and pLSA-
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based annotation and retrieval [37]. For each image I, a set XI of feature vectors are extracted as
follows:
1. An image I is represented in YBrCr color space. A set of BI overlapping 8x8 regions are
extracted from I using a sliding window. Note that, one region has three planes, each of
which is a square of size 8x8 and in one of three color channels (Y, Br or Cr).
2. For each region r 2 f1; 2; : : : ; BIg, we applied discrete cosine transform to each of its color
channels and kept lower frequencies to obtain 22 coecients (for Y channel) or 21 coecients
(for Br, Cr channels). We then concatenate all the coecients to obtain a feature vector xr
of 64 dimensions.
3. Applying step 2 for all BI regions of I, we obtain a set XI = f~x1 ; : : : ; ~xBI g of feature vectors
representing I.
5.4.2 Mixture Hierarchies Estimation with MIL approach
The feature-word distribution is estimated based on Mixture Hierarchies [100] and MIL, which
is the same as in SML [17]. Here, the model considers feature vectors are generated according
to word-conditional distribution P (~xjw). Given a training dataset, we want to estimate these
distributions.
As we have mentioned, Carneiro et al. [17] considered this problem from MIL perspective,
which is to learn models from bags of ambiguous examples. A bag is a collection of examples
and is considered positive to one label if at least one of those examples is assigned to that label.
Otherwise, the bag is negative to that label. The basic idea is that the positive examples are much
more likely to be concentrated within a small region of the feature space in spite of the occurrence of
negative examples in positive bags. As a result, we can approximate the empirical distributions of
positive bags by a mixture of two components: a uniform component of negative examples, and the
distribution of positive examples. The consistent appearance of the word-related visual features
makes the distribution of positive examples dominate over the entire positive bag (the uniform
component has small amplitude).
Hierarchical Model
Let Dw be the subset of D containing all the images labeled with w, the distribution P (~xjw) is
estimated from Dw in a two-stage procedure:
 For each image I in Dw, we estimate a Gaussian mixture fIj ; ~Ij ;Ij jj = 1; : : : ; Cg. We thus
obtain a set of jDwjC image-level components. The mixing parameters I are summed and
normalized among jDwjC components to obtain Mim = fimj ; ~imj ; imj jj = 1 ; : : : ; jDw jCg -
a collection of image-level densities where
P
j j = 1.
 On the second stage, we would like to cluster the image-level densities into a mixture of
L components at word-level Mw = fwi ; ~wi ;wi ji = 1 ; : : : ;Lg, where L is the number of
components desired at the word-level.
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Here, ~x; ~imj and ~
w
j are vectors in the feature space of 64 dimensions as described in previous
section. Covariance matrices imj ;
w
i are of size 64  64. The probability of drawing ~x from Mw




wi p(~xjzw = ewi ;Mwi ): (5.2)
where ewi is a canonical basic of R
L and zw is an indicator vector that zw = ewi if ~x is sampled from





imi p(~xjzim = eimi ;Mimi ): (5.3)
where eimi is a canonical basic of R
jDwjC and zim is an indicator vector with one element equals 1,
which corresponds to one of jDwjC components of Mim, and the other elements equal 0.
Models of 2 levels are related by a permutation matrix P (of size jDwjC  L) such that zim =
P  zw. Here, pij = 1 if component i-th of Mim, i.e. (imi ; ~imi ;imi ), is a copy of j-th component
of Mw, i.e. (wj ; ~wj ;wj ).
p(~xjzim = eimi ; pij = 1;Mimi ) = p(~xjzw = ewj ;Mwj ) (5.4)
This condition is sucient enough to guarantee the consistency of the hierarchical representation
[100].
Propagating parameters
Given denitions and notations above, we are able to draw independent samples f(~xm; zimm )gNm=1
from p(xjMim). These samples can be grouped into the sequence f(X^i; eimi )gjDwjCi=1 where X^i =
f(~xm; zimm = eimi )gNim=1 are samples drawn from component i-th of Mim. We evaluate parameters






We use Expectation-Maximization algorithm, which iterates between E-step and M-step, for this
problem. The E-step computes the assignment of X^i which are samples fromMimi = (imi ; ~imi ;imi )
to Mwj = (wj ; ~wj ;wj ):
hij = p(z
w = ewj jX^i; zim = eimi ;Mw)
=
p(X^ijzw = ewj ;Mw)wjP
k p(X^ijzw = ewk ;Mw)wk
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The inference in [100] leads to the following update in E-step:
hij =
h





G(~imj ; ~wk ;wk ) exp( 1=2 tracef(wk ) 1 imi g)
iimj Nj
wk
where G(~x ; ~; ) is a Gaussian with mean  and covariance , and Nj is the number of pseudo-









j p(X^ijzw = ewj ;Mw) (5.6)
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5.5 Estimation of Word-Topic Distribution
Considering word sets of images as small documents, we use pLSA to analyze the combination of
words to form scenes. Like pLSA [40, 70] for textual documents, we assume the existence of a latent
aspect (topic) zk (k 2 1; :::;K) in the generative process of each word wj (wj 2 V ) associated with
an image In (n 2 1; :::; N). Each occurrence of wj is independent from the image it belongs to.
Given K and label sets of images, we want to automatically estimate Z = fz1; z2; : : : ; zKg. Note
that, we only care about annotated words, not visual features in this latent semantic analysis. The
conditional independence of pLSA is shown in the graphical model in Figure 5.4b.
 First, an image In is sampled with the probability p(In), which is proportional to the number
of labels of the image.
 Next, an aspect zk is selected according to the conditional probability distribution p(zjIn).
 Given the aspect zk, a word wj is sampled from the conditional distribution p(wjzk).
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Figure 5.4: (a) Feature-Word model (b) pLSA
We would like to estimate the conditional probability distributions p(wjzk) and p(zjIn), which
are multinomial distributions and can be considered as parameters of pLSA. We can obtain the
distributions by using EM algorithm [70], which is derived from the maximization of the likelihood









p(zk jIn)p(wj jzk )gN (In ;wj ) (5.7)
where N (In ;wj ) is the count of element wj assigned to image In. The two steps of the EM algorithm
are described as follows [40]:
 E-step. The conditional probability distribution of the latent aspect zk given the observation
pair (In; wj) is updated to a new value from the previous estimate of the model parameters:
p(zkjIn; wj) p(wj jzk)p(zkjIn)PK
k0=1 p(wj jzk0)p(zk0 jIn)
(5.8)
 M-step. The parameters of the multinomial distribution p(wjz) and p(zjIn) are updated with
the new expected values p(zjI; w):
p(wj jzk) 
PN
n=1N (In ;wj )p(zk jIn ;wj )PjV j
m=1
PN




j=1 n(In; wj)p(zkjIn; wj)
N (In) (5.10)
Here, N (In) is the total number of words assigned to In.
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Figure 5.5: Feature-Word-Topic Model for Image Annotation. Here, N 0 is the number of images in
the testing dataset




The Feature-Word-Topic model (FWT) for annotation is represented in Figure 5.5. Suppose that
there exist a set of (distinguishable) visual representations fg1; g2; : : : ; gjV jg determined by the
occurrences of words fw1; w2; : : : ; wjV jg in the vocabulary V . However, for any given image, because
of the feature extraction method and a set of likely co-occurred labelsW (W 2 V ), we only observe
noisy occurrences of gw. The generative model is described in the following:
 For each image, a set W of M most likely words are sampled according to topic distribution
of image J .
 For each word w of M most likely words, generate the (noisy) visual observation fw (of gw).
Here, we consider each f simply as one copy of X. However, if J is divided into regions, we
can consider f as the part of X corresponding to one specic region in the image.
The observation/hidden states of variables of the graphical model for the training and the testing
(or new) images are described as follows:
 The training images have w, J , X, W, and f observed. From the model, we see that the
observed w blocks the way from z to f . In the other words, the topic part is independent of
the feature part given word. By ignoring the feature part, the word-topic distributions are
estimated as in Section 5.5 to obtain p(wjz). For the feature-part, since each f is one copy
of X, we dene the assumption as follows:
p(f1:M jw;X ;W) = p(fi jw ;X ;W) =

 (X;w;W) w 2 W
0 otherwise
(5.11)
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This denition reects the noises caused by the multiple-instance nature of images. Here,
 (X;w;W) is a weighting function of p(Xjw), which is estimated as in Section 5.4, and W.
 (X;w;W) / p(X jw) minfp(X jwm)jwm 2 Wg (5.12)
This weighting function  preserves the ranking order of candidates in W while emphasizing
higher ranking words in topic inference,  is normalized to make
P
w2W  (X;w;W) = 1 .
 In the testing images, we have J , X, f observed. W is indeed unobserved, but we make
it observed by selecting a set W of M candidate words with highest values of p(Xjw) =QBJ
i=1 p(~xi jw) where ~xi is a feature vector of image J . In this paper, we xed M to 20. We
now want to infer hidden variables w given the observed variables for image annotation.
In testing, the denition in Equation 5.11 ensures that we only select words w from W instead of
the whole vocabulary V . Here, each w is one word index (from W), and the model works as we
sample M times from a multinominal distribution, which is parameterized with  (X;w;W), over
W but the selection of w also be controlled by the topic distribution of the whole image J .
Inference
Given the model dened in Figure 5.5 and a new image J while xing p(wjz) and p(Xjw) from
word-topic estimation and feature-word estimation, an EM algorithm is used to obtain p(zkjJ) for
k = 1; 2; : : : ;K. Since each f is one copy of X, we can replace each fm by X . The EM starts with
an initiation and iteratively run through E-step and M-step until convergence.
 E-step updates posterior distributions:










 M-step maximizes the expectation of complete log likelihood Lc with respect to posterior













flog p(zkjJ) + log p(wmjzk) + log (X;wm;W)g
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p(zk jJ ) p(w jzk ) (5.15)
We then rank w in W by p(wjJ;X;W) for image annotation. As you can see from Equation 5.15,
words with higher feature-word probabilities via  (X;w;W) and highly contribute to emerging
topics of the scene will result in higher ranks in the new ranking list.
5.6.2 Time Analysis
We compare time complexity of our proposed method with SML, which is based on the same
feature-word distributions but does not consider topic modeling. For annotating one image, SML
requires O(BLjV j) in which B, L and jV j are the number of feature vectors (of the given image),
the number of Gaussian components at word-level and the vocabulary size. Our method needs
O(BLjV j+MKe) (e is the number of EM iterations in Section 5.7, and K is the number of topics).
In real-world dataset, since BLjV j is usually much larger than MKe , the extra time for topic
inference is relatively small. For example, BLjV j  6; 000 32 292 and MKe  20 100 30 in
our experiments given in Section 5.7.
5.6.3 Comparison with Related Approaches
Supervised Multiclass Labeling
As mentioned earlier, our method estimates feature-word distribution based on mixture hierarchies
and MIL, which is the same as SML [17]. The dierence of our approach compared with SML is the
introduction of latent topics in the annotation. For annotating a new image J with SML, words
are selected based on p(wjX) calculated as follows:
p(wjX) / p(Xjw) p(w) (5.16)
From the equations 5.15 and 5.16, we see that SML only integrates word frequencies (from
training dataset) into image annotation but our method considers word relationships (via topics).
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Figure 5.6: The dierence of our method in comparison with other topic-based approaches: (a)
Other approaches; (b) Our method
Topic Models for Image Annotation
There were a lot of applications of topic models, which are originated from text mining, in image-
related problems. Most of the current approaches model directly topic-feature distributions [12,
41, 42, 69, 70, 60, 106]. If continuous features are used [12, 42], topic estimation becomes very
complicated and expensive (in terms of time complexity) since the feature space is very large in
comparison with word space. If features are clustered to form discrete visual-words [41, 60, 69, 106],
the clustering step on a large dataset of images is also very expensive and may reduce the annotation
performance [49]. Moreover, the indirect modeling of visual features and labels make it harder to
guarantee annotation optimization [17]. Topics of features are also hard to interpret than topics of
words.
The dierence of our method from previous approaches is that we model topics via words, not
words and features (see Figure 5.6). As a result, we do not need to modify topic models for training,
where captions are available. To infer topics for an unannotated image, we only need to consider
weights based on p(xjw) instead of word occurrence in the original models. Since feature-word
distribution for a concept is estimated using a subset of the training dataset, it is more practical in
comparison with visual-word construction. Moreover, the separation of feature-word distribution
and word-topic distribution makes it easier to optimize the performance. For example, if we already
have good models for recognizing some of the concepts in the vocabulary such as \tigers", \face", we
can replace those models to obtain more-condent p(Xj\tigers00) or p(Xj\face00), which improves
the nal ranking in Equation 5.15. Similarly, we can construct more suitable topic model, which
deals with the sparseness of words per scene, but still be able to reuse the whole feature-word
distributions.
Modeling Word Relationships for Annotation
In order to incorporate the relationships between labels to reduce annotation error, most of previ-
ous works are based on word-to-word correlations [61, 50, 84, 72] or xed semantic structures such
as Wordnet [51, 108]. Among the methods, Coherent Language Model [50] is noticeable because it
enables us to estimate the length of annotation. These methods can also be roughly categorized
into two classes: 1) Post-processing or annotation renement [61, 108, 72] in which word-to-word
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relationships are used to rene candidates generated from a base annotation method; and 2) Cor-
relative labeling [50, 84] in which word-to-word relationships are integrated to annotate images
in a single step. The disadvantage of the renement approach is that the errors incurred in the
rst step can propagate to the second fusion step [84]. On the other hand, the correlative labeling
approach is more expensive because the number of word combination is exponential to the size of
the vocabulary. As a result, it limits the extension of the annotation vocabulary.
Among the approaches that make use of word relationships in annotation, our method falls into
the renement category. The dierence of our method is that we make use of topic model to capture
word relationship rather than word-to-word correlations or ne-constructed semantic structures like
Wordnet. As a result, we are able to extend the vocabulary easier and take the current advances
of topic modeling in text. Even that we use pLSA for topic estimation, other topic models can
be used to capture stronger relationships such as Correlative Topic Model (CTM) [10], in which
the presence of one topic fsand, ocean, sky, duneg may lower the probability of another topic like




UWDB is a freely available benchmark dataset for image retrieval, which is maintained at University
of Washington1. This dataset contains 1109 images that are classied into categories like \spring
owers", \Barcelona" and \Iran". They also provide an uncategorized dataset containing 636
landscape images. All of those images are annotated with captions. For experiments in this paper,
we obtain color images from UWDB and resize them to 40% of original size, which results in images
with size 300 200. For image labels, we performed a small preprocessing by spell checking, tense
transformation (such as \trees" to \tree"). Finally, we obtained 1490 images (of size 300  200)
annotated with 292 unique words for experiments. The maximum of words per image is 22, and
the minimum is 1. On average, we have 4.32 captions per image.
Corel5k Dataset
The Corel5k benchmark is obtained from Corel image database and commonly used for image
annotation [27, 17, 37]. It contains 5,000 images from 50 Corel Stock Photo CDs and were divided
into a training set of 4,000 images, a validation set of 500 images, and a test set of 500 images.
The validation set can be used to tune parameters such as the number of topics K, after which, the
training and validation sets can be merged to form a new training set. Each image is labeled with




We performed training as described in Section 5.3, 5.4, and 5.5. Here, we set C = 4;L = 32 and
K varies from 10 to 250. Image annotation for test dataset is performed as described in Section
5.6, where we set M = 20. We compared our method with SML that is based on feature-word
distributions given in Section 5.4 with the same values of C and L.
5.7.3 Evaluation Methods
The annotation performance is measured using mean Average Precision (mAP). Here, for one
image, we compare the ranking list of words, which are automatically generated, with the truth
manually assigned by human. The main idea is that a relevant word at higher rank will give more




r=1 P (r) rel(r)
Number of manual labels of the image
where r is a rank, M = 20 is the cuto threshold, rel(r) is a binary function to check the word at
r is in the manual list of words or not, and P (r) is the precision at r. Note that, the denominator
of AP is independent with the cuto threshold. Finally, mAP is obtained by averaging APs over
all images in the testing dataset.
Beside annotation evaluation, we also performed retrieval evaluation by making use of the
label-based mAP, which is similar to [17, 28, 37, 70]. For each image, top words are indexed using
probabilities of those words generated by image annotation. Given a single-word query, the system
returns all images annotated with that word, ordered by probabilities. Label-based mAP is dened
as the average precision over all queries, at the ranks, where recall change.
5.7.4 Experimental Results and Analysis
UWDB Dataset
UWDB dataset is evaluated using 5-fold-cross validation. That is we divide dataset into 5 folds,
each of which contains 149 images, and in turn take one fold for testing and the rest for training.
The results from 5 folds are reported in Figure 5.7(a) and Figure 5.7(b), where the error bars
imply the standard variations over 5 folds. Figure 5.7(a) shows image-based mAPs on 5 folds
of UWDB. It can be observed that FWT-50 and FWT-100 outperform SML, in which FWT-100
increases 9.8% of image-based mAP on average. Regarding FWT-100, the improvement of image-
based mAP varies from 5.6% on fold 4 to 13.1% on fold 1. The values of label-based mAP are shown
in Figure 5.7(b). Here, we indexed top 20 words for each image based on word-image probabilities
for label-based mAP evaluation. It can be seen from Figure 5.7(b) that FWT-K models achieve
gains from 29.4% (K=10) to 39.6% (K=100) on average.
On the other hand, Figure 5.7(a) and Figure 5.7(b) lead to an interesting observation that
although FWT-10 is a little worse than SML according to image-based mAP, it improves SML
considerably (29%) with respect to label-based evaluation. This might be due to the ambiguity




















































Figure 5.7: (a) Image-based mAPs on 5 folds of UWDB evaluated with SML, and FWT with
dierent number of topics (K=10, 50, 100). (b) Label-based mAPs on 5 folds of UWDB evaluated































































































   (a)     (b)
Figure 5.8: The conditional probability distributions top 20 words inferred from the image of \polar
bear" in Figure 5.9 in (a) FWT-10; and (b) SML
caused by negative examples in positive bags in learning feature-word distributions. Since SML
excludes negative bags in learning feature-word distributions, the discriminative power of SML is
lower than other MIL methods. Consequently, probabilities of top 20 words generated by SML for
an image forms a near-uniform distribution (see Figure 5.8). When we index images based on top
20 words, the ambiguity becomes more severe across images with SML. In contrast to that, top
topic-consistent words, which are generated by FWT, appear to receive much larger probabilities
than the rest of words in top 20 candidates (Figure 5.8(b)). This observation suggests that we are
able to automatically determine the length of annotation with FWT. Some demonstrative examples
of annotation results on UWDB dataset are shown in Figure 5.9. These examples show that our
method is able to annotate images with more topic-consistent words.
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Manual: window, band, 
husky, alumni, cheerleader, 
horn, instrument, … 
SML: cheerleader, band, step, 
husky, horn 
FWT band, cheerleader, 
husky, horn, instrument 
Manual: trees, grass, sky, 
clear, people, building, trail 
SML: building, ground, clear, 
red, trail 
FWT building, people, trees, 
clear, sky 
Manual: trees, bushes, grass, 
sidewalk, ground, flower, 
building 
SML: flower, ground, bushes, 
building, sign 
FWT flower, ground, bushes, 
trees, building 
Manual: grass, cheetah 
SML: cheetah, elk, clay, roof, 
yellow 
FWT cheetah, yellow, grass, 
lion, zebra 
    
Manual: sky, clear, 
mountain, snow, rock 
SML: rock, mountain, clear, 
snow, fence 
FWT mountain, rock, clear, 
snow, sky, 
Manual: trees, sky, water, 
beach, cloudy, sailboat, boat, 
small, mast 
SML: ferryboat, mast, many, 
cloudy, dock 
FWT water, boat, mast, 
ferryboat, sailboat 
Manual: snow, polar, bear 
SML: rope, ferryboat, polar, 
bear, geyser 
FWT bear, polar, snow, 
beach, sky 
Manual: grass, sidewalk, sky, 
tree, clear, people, building 
SML: engineering, bush, red, 
building, leaves 
FWT building, sidewalk, 
bush, tree, engineering 
Figure 5.9: UWDB- Examples of Image Annotation with SML and FWT (K=100)
Corel5k Dataset
We evaluated performance of FWT when changing K in Figure 5.10(a) and Figure 5.10(b). Here,
we xed feature-word distributions and trained a number of topic models to annotate with FWT.
For each K, due to the random nature of EM algorithm, 10 attempts were conducted and the
avarage mAP were obtained and shown in the gures. Since the standard deviations are small (less
than 10 4), they have not been shown in the gures.
Figure 5.10(a) demonstrates performance of dierent FWT models on Corel5k when changing
the number of topics K. Overall, FWT models obtain better image-based mAPs than SML on all
settings. However, we can observe that the improvement on image-based mAP is bounded by a
threshold, which is certainly the best solution to rerank top 20 candidates generated from feature-
word distribution. Figure 5.10(b) presents label-based mAPs of SML and FWT models on Corel
dataset. Although image-based mAPs are bounded, the number of topics aect indexing quality and
thus retrieval performance. It is observable that the larger the number of topics is, the better result
we can obtain with FWT. We investigated how the number of top words being indexed for each
image aect the retrieval performance of SML and FWT. Since probabilities of top words assigned
by SML are not much dierent from each other as analyzed in the previous section, the smaller
number of words being indexed per image provide the better retrieval results for SML. FWT, on
























































FWT (5) FWT (10) FWT (20)
SML (5) SML (10) SML (20)
(b) Label-based mAP
Figure 5.10: (a).Image-based mAPs on Corel dataset evaluated with SML, FWT with dierent
number of topics K, (b). Label-based mAPs on Corel dataset evaluated with SML, FWT with
dierent number of topics K. The numbers inside brackets indicate the number of indexed words
per image. For example: SML(5) means we obtained top 5 words per image for indexing.
Method Label-based mAP




Table 5.1: Retrieval Results of some r elated methods and FWT reported on Corel5K
the other hand, has better results when the number of words being indexed per image is larger.
Noticeably, FWT(5) is worse than SML(5) except when the number of topics is large (K=250).
This is because the small number of topics brings more bias towards popular labels such as \sky",
\cloud", or \water". Those popular words are so obvious that they are not included as captions
in some cases. For example, a lot of images with \pool" caption do not contain \water" as their
captions even \pool" and \water" are topic-consistent. Because the number of popular words is
much smaller than the number of less popular words, FWT(5) is consequently worse than SML(5).
When we increase the number of top words to be indexed, the less popular words have chance to
be selected with FWT, hence the label-based mAPs of FWT(10) and FWT(20) are higher than
FWT(5) and even SML(5). A better strategy to weigh less popular words more than popular ones
in topic estimation and inference can help to overcome this situation. For FWT, further studies
can be conducted to estimate the length of topic-consistent annotation instead of xed annotation
length in most of current studies.
Table 5.1 summarizes signicant results obtained in our implementation of SML, FWT-K mod-
els, and two models of joint distribution of words and features based on pLSA in [37]. Note that
these methods used DCT-based feature selection and were tested on Corel5k. In comparison with
these baselines, FWT shows promising improvement. Although optimizing feature-word distribu-
tions is not the main topic of this paper, the better implementation of feature-word distributions
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Manual: forest, cat, tiger, 
Bengal 
SML: Bengal, stream, lynx, 
waterfalls, !ger 
FWT: Bengal, !ger, cat, 
forest, lynx 
Manual: tree, buildings, 
street, sculpture 
SML: sky, buildings, statue, 
street, sand 
FWT: sky, buildings, statue, 
street, people 
Manual: buildings, clothes, 
shops, street  
SML: skyline, display, 
market, food, hats 
FWT: display, skyline, 
market, clothes, street 
Manual: leaf, birds, nest 
SML: landscape, bench, 
nest, hotel, wall 
FWT: landscape,  
nest, birds, garden, path 
    
Manual: coral, ﬁsh, ocean, 
bu#erﬂy 
SML: anemone, cat, ﬂowers, 
lynx, forest 
FWT: anemone, ocean, 
coral, ﬂowers, cat 
Manual:  mountain, sky , 
water,  tree 
SML: mountain, desert, park, 
arch, snow 
FWT: mountain, park, snow, 
tree, valley 
Manual: grass, cars, tracks 
SML: fence, prototype, 
dance, caribou, turn 
FWT: fence, tracks, 
prototype, turn, cars 
Manual:  rocks, sand, desert 
SML: lake, white_tailed, 
dunes, land, desert 
FWT: dunes, sand, skyline, 
white_tailed, street 
 
Figure 5.11: Corel5K - Examples of Image Annotation with SML and FWT (K=250)
based on MIL & mixture hierarchies, which leads to better results for SML in [17], is also ex-
pected to improve the performance of FWT. Some demonstrative examples of annotation results
on Corel5k dataset are shown in Figure 5.11.
5.7.5 How Topics Can Help to Reduce the Semantic Gap
Figure 5.12(a) demonstrates sample topics estimated from the dataset of the training and valida-
tion parts of Corel5k, and Figure 5.12(b) shows how topics can be used to improve annotation
performance. Based on feature-word distributions, the top 20 candidates are selected and shown
in the gure. It can be seen that the visual representation gives some wrong interpretation of the
picture, which results in words like \arch", \guard" or \elephant" at higher positions than more
reasonable word like \prototype". The reasonable interpretation of the picture, however, makes
the topic describing the scene (topic 131 in Figure 5.12(a)) surpass the other topics. By taking
topics into account, the more reasonable words can be at higher ranking positions than only based
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(a) Topics estimated from Corel5k (K=250)
 
Candidates: tracks formula cars arch guard seals elephant dock wall ice bulls 
elk steps rock-face prototype baby straightaway snow mist boats 
A er Re-ranking with topics: cars tracks formula straightaway prototype 
arch wall elk bulls snow boats steps seals ice city mountain sky sun water 
SML: tracks, formula, cars, arch, guard 
FWT:  cars, tracks, formula, 
straightaway, prototype 
Emerging topic: Cars, turn, tracks, 
formula, straightaway, prototype, 
sky, grass 
(b) Renement with Topics
Figure 5.12: Demonstration of topics and their inuence on image renement
on features. Due to the \semantic gap", the visual representation is not good enough for image an-
notation. We need more \semantic" from scene settings to infer reasonable labels. More examples
of annotation on Corel5k given in Figure 5.11 show that we are able to make the \semantic gap"
smaller.
5.7.6 When Topics Are Not Much Helpful
The performance of FWT depends on the quality of feature-word distributions and topic models.
Here, we weight words with higher ranks from feature-word distributions more than the lower rank
ones for topic inference. Certainly, when the top words from feature-word distributions are far from
correctness as in Figure 5.13, the estimated topics that only depends on feature-word distributions
can not be helpful. Fortunately, images in the Internet usually come with surrounding texts. If
we consider the surrounding texts as some types of features, we can have great chance to infer
reasonable topics from surrounding text beside those from visual representation. Because image
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Manual:  city, hills, buildings, 
 landscape 
SML: rep!le, log, snake, slope, den 
FWT: log, rep!le, snake, Hawaii, 
slope 
Manual:  buildings, reﬂec!on,  
window,  statue 
SML: sky, mountain, jet, bridge, 
street 
FWT: mountain, sky, bridge, jet, 
plane 
Figure 5.13: Examples from Corel5K when topics based on visual features are not helpful
annotation as well as object recognition are still dicult problems to cope with, combining multiple
modalities (surrounding texts, and visual) is a promising solution for image annotation and retrieval.
5.8 Concluding Remarks
The proposed approach is simple and can be extended in several ways. First of all, we can easily
adapt to a dierent topic model to obtain richer word relationships for annotation (such as cor-
related models, hierarchies models), or a dierent MIL method thanks to the separation of topic
modeling from low-level feature representation. This property brings us a lot of benets from the
recent development of text modeling and MIL approach in image annotation.
Second of all, we can modify the approach to include many types of feature extraction, which
has been shown eectively in improving annotation performance as well as object detection [62, 96].
One feature representation can be considered as one view of an image, dierent views of an image
can be used to obtain better annotation. For example, we can train one model of p1(xjw) for local
feature descriptors (such as SIFT, DCT, and so on), one model p2(yjw) for global features (such
as contour, shapes). Weighted candidates from dierent views can be selected, merged and rened
for annotation using topics. Considering an image in dierent views not only help to improve
annotation performance but also reduce the time complexity to estimate feature-word distribution.
Instead of using feature vectors with large dimension, we can divide them to several types of feature
vectors, each of which has smaller dimension.
Finally, we can perform topic modeling using a larger vocabulary, which includes both anno-
tation words and surrounding texts (or name of image les). Since we consider only M selected
candidates, which are in the annotation vocabulary, the annotation step works exactly the same as
described. Due to computation complexity and the dynamic of human language, the annotation
vocabulary is usually limited. By modeling topics for a larger vocabulary, we are able to infer topics
based on surrounding texts and features (via feature-word distributions). In fact, the surrounding
text may be not enough for searching but can be used as a hint for annotation rened by topics.
For example, suppose that we model topics with an extended vocabulary containing \Eiel", an
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image le name \Eiel" should increase the probabilities for topics related to \tower", \city" even
if \Eiel" is not in the annotation vocabulary. This property also allows us to search with queries
that are not in the annotation vocabulary.
In the next chapter, we will discuss more about the role of context via global features in image
annotation. Also, we will present more carefully signicant points to consider when modeling topics
for images.
Chapter 6
Cascade of Multi-level Multi-instance
Classiers for Image Annotation
6.1 Introduction
As introduced in Chapter 5, image annotation is an important task to bridge the semantic gap
in image retrieval. Although image classication and object recognition also assign meta data to
images, the dierence of image annotation from classication and recognition denes its typical
challenging issues. In general, the number of labels (classes/objects) is usually larger in image an-
notation compared to classication and recognition. Because of the dominating number of negative
examples, both the one-vs-one and one-vs-all schemes in multi-class supervised learning do not scale
very well for image annotation. Unlike object recognition, image annotation is \weakly labeling"
[17], that is a label is assigned to one image without indication of the region corresponding to that
label. Moreover, scalability requirement prevents researchers investigating feature extraction for
every label in image annotation. This, however, can be performed with a limited number of objects
in object recognition . On the other hand, the variety of visual representations of objects suggests
that we should not depend on one feature extraction method to work well with a large number of
labels [1, 63].
Motivated by the aforementioned issues, we propose a new learning method - a cascade of
multilevel multi-instance classiers (CMLMI) for image annotation. The idea behind our approach
is that global features best describe the scene and common concepts such as \forest, building,
mountain", while ner levels bring useful information to specic objects such as \tiger, cars, bear".
Given an object, the cascade method ensures that we rst detect the object's related scene, then
focus on the \likely" scene to further recognize the object in that context. Formally, cascading
means that learning classiers at ner levels is dependent on classiers at coarser levels (learning
from coarse-to-ne). By so doing, when learning classiers for specic objects at ner levels, we can
ignore (negative) samples of non-related scenes, thus reduce training time. Since negative examples
are those of the same scene without the considered object, there is more chance for us to separate
the object from the background. For instance, since a \tiger" usually appears in a forest, the
negative examples of forest background, which do not contain \tiger", helps recognize \negative"
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Level 1 Level 2 Level 3
Figure 6.1: Level 1: the whole image; Level 2: 2x2 grid + 1 subregion in the center; Level 3: 4x4
grid + 5 overlapping subregions (blue border rectangles)
regions (forest regions) in the positive examples of \tiger". As a result, it improves the selection of
regions corresponding to \tiger", and reduces the ambiguity of \weakly labeling".
Specically, our propose contains two main parts: 1) multi-level feature extraction; and 2)
cascade of multi-instance classiers over multiple levels. Multilevel means we divide images into
dierent levels of granularity from the coarsest one (the whole image) to increasingly ne (overlap-
ping) subregions (Figure 6.1). Several feature extraction algorithms are performed at each level,
each algorithm produces a set of feature vectors corresponding to subregions of the image. Given
a label, a cascade of multi-level multi-instance classiers is then built across levels, from cheapest
(coarsest) features to the most expensive (nest) features.
In the literature, cascade of classiers were successfully used to design fast object detectors [101]
and reduce detecting time [87], while multi-level of features were applied to image classication
[58] and object recognition [96]. To the best of our knowledge, however, this is one of the rst
attempts that adopts the hierarchy of multi-level feature extraction to group features according to
acquisition cost so as to develop a cascade learning algorithm for image annotation. In comparison
with previous cascading algorithms, we take into account the \weakly labeling" problem by using
MIL and make the cascading algorithm suitable to image annotation. In addition, our approach is
more robust than previous MIL methods because we consider multi-level feature extraction which
allows us to cope with the variety in visual representation among labels. The advantages, thus, lie
in threefold: 1) reducing training time by a cascade learning algorithm; 2) relaxing the ambiguity
of \weakly labeling" problem of image annotation; and 3) obtaining strong classiers, which are
robust to multiple resolution.
The rest of this chapter is organized in 6 sections. Section 6.2 summarizes typical approaches
to image annotation and related tasks, which gives a broader view than Chapter 5. Multi-level
feature extraction and multi-instance learning are presented in Section 6.3 and Section 6.4. Our
proposed method for image annotation is given in details in Section 6.5. Based on the ideas from
Chapter 3, we propose a renement algorithm on label candidates obtained from CMLMI in 6.6 by
using Latent Dirichlet Allocation 2 in order to obtain topic-oriented annotation. Experiments are
shown in Section 6.7. Finally, Section 6.8 concludes the important remarks of this chapter.
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6.2 Related Work
Image annotation and related tasks (object recognition, image retrieval, image classication) have
been the active topics for more than a decade and led to several noticeable methods. In the following,
we present an overview of typical approaches, which are categorized into 1) classication-based
methods; 2) joint-distributions based methods; and 3) ranking approaches.
6.2.1 Classication-based Approach
The early eort in the area is to formalize image annotation as the task of binary classication.
Some examples are to classify images into \indoor" or \outdoor" [94]; \city" or \landscape" [99].
In object recognition, Viola and Jones [101] proposed a method for face detection (face/non face
classication) using Adaboost, which is very fast in dropping negative windows (non face) in images,
thus results in fast face detectors.
For image retrieval, the two-class formalization is not enough to meet searching requirements.
Lyndon et al. [54] used a reranking method to combine binary classiers. Akbas et al. [1] fused
binary classiers by learning a new meta classier from category-membered vectors, which are
generated from the binary classiers. Wang et al. [107] considered the problem as multilabel
classication, in which they rst cluster labels into topics, and learn one classier for one topic.
The model then transfers labels of a topic to images at the same time.
In order to apply classication approach to image annotation, we need to take the \weakly
labeling" problem into account. Typically, this can be done by adopting multi-instance learning
(MIL) instead of single-instance learning. Ansdrew et al. [2] adapted single-instance learning
version of Support Vector Machine (SVM) to multi-instance learning versions namely MI-SVM
and mi-SVM and applied to image annotation with 3 classes (tiger, fox, elephant). On the other
attempt, Yang et al. [111] introduced Asymmetric SVM (ASVM) to pose dierent loss functions to
2 types of error (false positive and false negative) to improve annotation. ASVM has been applied
to 70 common labels of Corel5K, which is the common benchmark for image annotation, and shown
comparative results. Also following the idea of MIL but supervised multiclass labeling (SML) [5]
does not consider negative examples in learning binary classiers. Given a label, SML is based
on hierarchical Gaussian mixture to train a binary classier using only positive examples. Since
only global features are used in SML, it is not clear whether SML works well for specic objects or
not although on average it showed state-of-the-art performance on Corel5K. All in all, MIL-based
image annotation systems do not exploit the benet of combining global and region-based features.
6.2.2 Joint Distribution-based Approach
Statistical generative models introduce a set of latent variables to dene a joint distribution between
visual features and labels for image annotation. This joint distribution is used to infer conditional
distribution of labels given visual features that are extracted from new images. Jeon et al. [48]
proposed Cross-Media Relevance Model (CMRM) for image annotation. This work relies on nor-
malized cuts to segment images into regions then clusters visual descriptors of segments to build
blobs. CMRM uses training images as latent variables to estimate the joint distribution between
102Chapter 6. Cascade of Multi-level Multi-instance Classiers for Image Annotation
blobs and words. Continuous Relevance Model (CRM) [57] is another relevance model but dif-
ferent from CMRM by the fact that it models directly the joint distribution between words and
continuous visual features using non-parametric kernel density estimate. As a result, it is not as
sensitive to quantization errors as CMRM. Multiple Bernoulli Relevance Model (MBRM) [28] is
similar to CRM except that it relies on another statistical assumption for generating words from
images (multiple Bernoulli instead of multinomial distribution). These methods (CMRM, CRM,
and MBRM) are also referred as keyword propagation methods since they transfer keywords of the
nearest neighbors (in the training dataset) to the given new image. The drawback of those methods
is that the annotation time depends linearly on the number of training set, thus have the scalable
limitation [17].
Following this approach, topic model-based methods [12, 69, 71, 70] do not use training im-
ages but hidden topics (concepts/aspects) as latent variables. These methods also rely on either
quantized features [70] or continuous variables [12]. The main advantages of the topic model-based
approach lies in two points: 1) the better scalability in comparison with propagation methods; and
2) the ability to encode scene settings (via topics) into image annotation. The disadvantage is
its lack of direct modeling between visual features and labels, which makes it dicult to optimize
annotation performance.
6.2.3 Ranking Approach
Recently, Jing et al. [53, 52] proposed an algorithm which is similar to pagerank in text retrieval
but applied to visual-based similarity graph of images. This approach improves current tag-based
image search by providing a better rank and organization of returned images. Since building a
similarity graph for the whole database is expensive, the authors partly build similarity graph in a
query dependent method that is based on top images returned from an image search engine. For
images without tags, solutions have not been addressed in [53, 52]. David et al. [33] proposed a
ranking-based image retrieval, which is able to deal with images without tags. For a new image, the
system is based on picture kernels, which maps a pair of images (a new image and one manually
tagged image in the training set) into R. Although image annotation is not performed in this
method, the main principle is similar to propagation methods such as CMRM, CRM, in which
they rely on the assumption that similarity in visual representation leads to similarity in label
descriptions.
6.3 Multi-level Feature Extraction
As stated previously, our method consists of 2 main parts: 1)multi-level feature extraction; and 2)
cascade of multi-instance classiers over levels. This section reviews some noticeable methods to
extract visual descriptors for image annotation, classication and retrieval as the foundation for our
multi-level feature extraction described later. We distinguish 3 types of visual descriptors, which
are global features, region-based features, and hybrid.
Global feature extraction: an image is not divided into subregions. As a result, we obtain
only one feature vector for each image. Many low-level features can be extracted and concatenated
















Figure 6.2: Support Vector Machines: (a) Single Instance Learning; (b) Multiple Instance Learning:
positive and negative bags are denoted by circles and triangles respectively
from the whole image such as color histogram, texture, or edge histogram [24, 63, 26, 47, 17, 1].
Bag-of-feature [39, 24] obtained by quantizing features at interest points can also be classied to this
category because one image is not divided into smaller regions, and an image has only one histogram
feature vector. Recent baseline in image annotation [63] also relied on global feature extraction.
However, they did not concatenate feature vectors but combined similarities from dierent feature
types to measure similarity between images for K-nearest-neighbor based image annotation.
Local feature extraction: an image is divided into smaller regions using image segmentation
[8, 27, 48] or equal division. A feature vector is then extracted from each subregion [28]. As
a result, one image has several feature vectors, one corresponds to one subregion. Since image
segmentation is still a dicult task, many of current works avoid this task and divide images into
grids instead. Some previous studies [28, 49] have shown that equal division can obtain better
results than segmentation.
Hybrid method: Spatial pyramid method [58] can be considered as a hybrid of local and
global representations. Informally, an image is divided to increasingly coarser grids and concate-
nate weighted histograms of all cells (in the grid) into a long vector. This method has been applied
successfully to scene classication and image classication with little ambiguity, which does not
have \weakly labeling" as in image annotation. Even our approach also divides images into dif-
ferent coarse grid (coarse levels) and extract features from levels, the dierence is that we do not
concatenate the feature vectors from dierent levels but exploit the hierarchy to group feature sets
according to acquisition cost. As a result, we are able to develop a cascade algorithm for image
annotation.
6.4 Multi-instance Learning with Support Vector Machines
Multi-instance learning is essential in our propose. This section begins with standard supervised
learning with Support Vector Machine (SVM), which is single instance learning, then presents one
extension to turn SVM into multi-instance learning (multiple instance SVM).
In standard supervised learning, it is often the case that we are given a training set of labeled
instances (samples) D = f(~xi; yi)ji = 1; : : : ; N ; ~xi 2 Rd; yi 2 Y = f+1; 1gg and the objective is
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to learn a classier, i.e., a function from instances to labels: h : Rd ! Y. This class of supervised
learning belongs to single-instance learning, where Support Vector Machine (SVM) [90] is one of
the most successful methods.
Multiple Instance Learning (MIL) generalizes the single instance learning to cope with the
ambiguity in training dataset. Instead of receiving a set of labeled instances, we are given a set
of negative/ positive bags, each contains many instances. A negative bag contains all negative
instances, while a positive bag has at least one positive instance but we do not know which one
it is. The formalization of MIL naturally ts the \weakly labeling" in image annotation where
a positive bag (w.r.t a label) corresponds to an image annotated with that label. There were
several methods for MIL . For simplicity, we will discuss one simple formalization to apply SVM
for multiple instance learning namely MI-SVM [2].
6.4.1 Support Vector Machines
In Support Vector Machines [90], a class of hyperplanes that separate negative and positive patterns
(Figure 6.2) is considered. For separable case, the hyperplane represented by a pair (~a; b) (~a 2 RN
and b 2 R) satises: 
~a~x+ b  +1 if yi = +1
~a~x+ b   1 if yi =  1
The corresponding decision function becomes f(~x) = sgn(~a~x + b). Among the hyperplanes
that are able to separate positive and negative patterns, the optimal hyperplane is the one with
maximum margin and most likely to have minimum test error [90]. It has been proved that the
margin of a hyperplane is reversely proportional to jj~ajj. In practice, a separating hyperplane may
not exist, i.e. data is non-separable, slack (positive ) variables are introduced to allow misclassied








subject to: yi(~a~x+ b)  1  i; i = 1; : : : ; N
where C is the constant determining the trade-o. SVMs also can carry out the nonlinear clas-
sication by using kernel functions that embed the data into a feature space where the nonlinear
pattern now appears linear. Though, we omit the details here, the key aspect of kernel functions is
that they preserve the pairwise inner products while relaxing the constraints of coordinates of the
embedded points.
6.4.2 Multiple Instance Support Vector Machines
Let Dw = f(Xi; Yi)ji = 1; : : : ; N;Xi = f~xjg;Yi = f+1; 1gg be a set of images (bags) with/without
word w, where a bag Xi of instances (~xj) is positive (Yi = 1) if at least one instance ~xj 2 Xi has
its label yj positive (the subregion in the image corresponds to word w). As shown in Figure 6.2b,
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positive bags are denoted by circles and negative bags are marked as triangles. The relationship
between instance labels and bag labels can be compressed as Yi = max(yj); j = 1; : : : ; jXij.
MI-SVM [2] extends the notion of the margin from an individual instance to a set of instances





The prediction is then have the form Yi = sgnmax~xj2Xi(~a~xj+b). For a positive bag, the margin
is the margin of the most positive instance, while the margin of a negative bag is dened as the
\least negative" instance. Keeping the denition of bag margin in mind, the Multiple Instance








subject to: Yi max
~xj2Xi
(~a~xj + b)  1  i; i = 1; : : : ; N; i  0
This optimization can be casted as a mixed-integer program [2]. By introducing to each positive bag
Xi a selector variable si which denotes the instance selected as the positive \witness" of the positive
bag, Andrews et al. has derived an optimization heuristics. The general scheme of optimization
heuristics alternates two steps: 1) for given values of selector variables, train SVMs based on
selected positive instances and all negative instances; 2) based on current trained SVMs, updates
new values of selector variables. The process nishes when no change in selector variables.
6.5 Cascade of Multi-level Multi-instance Classiers
6.5.1 Notation and Learning Algorithm
Let D = f(I1 ;w1); : : : ; (IN ;wN)g be a training dataset, in which wn is a set of words associated
with image In and sampled from a vocabulary V = fw1; w2; : : : ; wjV jg. The objective is to learn a
mapping function from visual space to word space so that we can index and rank new images for
text-based retrieval. The two main components of our propose are described in the following:
 Extracting multi-level features: we divide each image in T dierent levels then perform
M feature extraction algorithms Fm as in Figure 6.3. Here, we can choose any suitable feature
extraction such as color, texture, shape description, gist, etc. for Fm. LetM(l) (l = 1; : : : ; T )
be feature indexes at level l, e.g. M(1) = 1; 2;M(2) = 3; 4; 5 (Figure 6.3). From this notation,
we have
PT
l=1 jM(l)j = M . Also, we can infer that all the feature extraction algorithms at
previous levels of the level l are indexed from 1 to minfM(l)g   1.
 Cascade of multi-instance classiers over levels: given a label w, Dw = fB+; B g
denotes a training dataset where B+ (B ) is the set of images with (without) w. Let Y be





















Figure 6.3: An image is divided into dierent levels of granularity. For each level, we perform one
or more feature extraction methods. In total, we obtain M feature extraction methods.
a vector of corresponding classes of images in Dw, i.e. Yn = 1 if In 2 B+ and Yn =  1
otherwise. Let ~score be the output (condence) vector generated by machines (classiers),
where scoren > 0 (or absolute value of scoren (< 0)) is the condence of assigning (not
assigning) w to In 2 Dw. We denote hm the weak classier, which maps from feature space
Xm of feature extraction algorithm Fm to f 1; 1g. The condence score posed by hm on
the image I is denoted as hm(Fm(I)), in which we apply hm on feature vectors obtained by
conducting Fm on I. Based on these notations, CMLMI is presented in Algorithm 3. Note
that multi-instance learning turns into single-instance learning at the coarsest level when
global feature vector is in use.
For global feature extractions at level l = 1, an image has one instance (one feature vector), the
problem turns into normal supervised learning. We applied SVM for this case. At ner level (l > 1),
one image has a set of instances, one corresponds to one subregion. Due to weakly labeling, we
do not know which instance best represents the given label. The multiple-instance version of SVM
(MI-SVM) (see Section 6.4) is used to address this ambiguity.
We update scores of images in Dw at level l using the following recursion:
score = Hl = l Hl 1 +
X
m2M(l)
m  hm + cl
Since we have the constraint that l > 0, the ranking of images is based on previous ranking
(Hl 1) but modied by the additional classiers of current level (the second term). The constant
term cl is used as the constant threshold for level l. We then nd coecients for classiers of level l
using linear regression that is minimizing square error jjH   Y jj2 (lines from 10 to 11 in Algorithm
3). Here, scores for images in Dw are accumulated from level 1 to level l   1 and stored in ~score.
Unlike previous boosting methods, the sampling distribution  on B  is updated based on the
ranking positions of negative samples on the sorted ~score instead of the ~score itself (line 18,19).
As a result, a negative example at higher rank will be weighted more than negative examples at
6.5. Cascade of Multi-level Multi-instance Classiers 107
Algorithm 3: A Cascade of Multi-Level Multi-Instance Classiers
Input : A set Dw = fB+; B g of positive and negative examples for word w.
Output: A strong classier Hw for w
1 Initialize scoren = 0, i = 1=jB j, c = 0, and m = 0 for n = 1; : : : ; jBj, i = 1; : : : ; jB j;, and
m = 1; : : : ;M .
2 //Learning weak classiers over T levels
3 for l 1 to T do
4 if l == 1 then
5 Learn classiers hm using SVM from Dw for all m 2M(l)
6 if l > 1 then
7 Sample a smaller set SB  from B  according to 
8 Learn classiers hm using MI-SVM from SDw = fB+; SB g for all m 2M(l)
9 end
10 //Update score for all images in Dw
11 Set scoren = l  scoren +
P
m2M(l) m  hm(Fm(In)) + cl for n = 1; : : : ; jDwj
12 Find coecients l > 0, m and cl to minimize jjscore  Y jj2
13 //Update coecients of classiers in previous levels
14 for m0 = 1 to minfM(l)g   1 do
15 m0 = m0  l
16 end
17 Update the overall threshold c = c  l + cl
18 Sort score in descending order, and let rj be the ranking position of Ij 2 B  in sorted score
19 Update j  j  1=rj for all j = 1; : : : ; jB j and normalize  so that
P
j  = 1
20 end
21 Final robust classier:
Hw =
PM
m=1 m  hm + cPM
m=1 m + c
lower ranks. From experiments, we see that this ranking-based scheme is better than score-based.
The unbalance of negative and positive examples in training makes the number of false positives
smaller. In the extrema case, if we treat the positive and negative classes the same, one can assign
all images to negative class to obtain reasonably high accuracy (false positive = 0, but false negative
is still small in ratio). If score-based sampling is used, little images will be selected as next-level
negative examples.
6.5.2 Detailed Analysis
This section presents theoretical analysis for our algorithm, which focuses on the benet in training
time and shows that our algorithm is suitable to image annotation.
Based on cascading scheme, it is obvious that CMLMI requires less training time than learning
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Figure 6.4: Negative bags that share common negative instances with positive bags help reduce
ambiguity. Here the stars denote unknown classes of instances (either positive (+) or negative (-)
all individual classiers independently. The training time of MI-SVM depends on jB+j+NRjB j,
where NR is the number of subregions per image. That NR is larger on ner levels makes the
domination of negative instances over positive ones even more serious. Training MI-SVM in cascade
with SBw (Line 7 in Algorithm 3) is more ecient than training an independent one with Dw.
Not only having advantage in training time, but also CMLMI is suitable to image annotation
and able to reduce the ambiguity of weakly labeling. When the coarse levels are in charge of
detecting related context of the given level, the ner levels are able to focus on sample images of
similar scene to separate the object from the background, and reduce ambiguity caused by weakly
labeling. Figure 6.4 demonstrates our idea. Here, circles still denote positive bags, in which we
know positive instances are available but do not know which ones, and triangles denote negative
bags, of which we have guarantee that all instances are negative. The negative bag selected here
is the one with instances close to some other instances of one positive bag (the red circle). The
common/similar instances correspond to subregions of the shared/similar background of the two
bags. Since we have the knowledge that all instances of the negative bag are negative, we can
conclude that the instances of the red circle, which are close to or even included in the negative
bag, are negative. Along with the similarity among positive bags, which contain the same object,
this information helps obtain better hyperplane to separate negative and positive instances.
To our best knowledge, this is one of the rst attempts that makes use of the similarity between
negative bags and positive bags to reduce ambiguity in MIL. Most of previous approaches in MIL
only made use of similarity among positive bags to deal with the ambiguity. For example, Carneiro
et al. [17] only uses positive bags to generalize a dominating distribution over positive bags. Maron
et al. [66] nds regions in the instance space with instances from many dierent positive bags and
far away from instances from negative bags. In [111, 2], negative bags are sampled randomly only
to cope with the domination of negative examples over positive examples without giving notice to
negative bags that share backgrounds with positive bags. Recently, Deselaers et al. [23] also follows
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(a) Candidates: street, buildings,
people, valley, rocks











29Topic 9 :rocks, kauai, hats, rodent, water
Topic 12 :mountain, valley, sand, sky, squirrel
Topic 29 :street, buildings, shops, people, display
(b) Dominant topics inferred from candidates
Figure 6.5: Renement with Hidden Topics
the idea that positive instances are all similar whereas every negative instance is negative in its
own way. This assumes that the signicant portion of positive instances will result in a reasonable
classier performing better than by change. We, however, observe that some negative instances
also account for signicant portion, which are the instances corresponding to common backgrounds.
This issue becomes more serious when more and more labels are taken into consideration as in image
annotation.
6.6 Annotation Renement with Hidden Topics
As mentioned in Chapter 5, scene plays an important role to ensure reasonable annotation. This
section focuses on rening annotation, which is produced by CMLMI, using Latent Dirichlet Allo-
cation (LDA). There are two steps to rene annotation with hidden topics:
 Scene analysis: Similar to word-topic distribution in Chapter 5, we obtain only the label
part of the training dataset D to perform topic estimation. Here, topics are considered as
the combinations of words to form scenes. The process is challenging compared to hidden
topic modeling from normal documents because one image is only associated with a couple
of labels. In the next subsection, we will give in-detail analysis about these diculties and
show our heuristic solutions.
 Annotation renement based on topics: The scene analysis step provides us a topic model.
Given a set ~D of new images, we used CMLMI to generate a matrix of condence scores ~W
of size ~N  jV j, where ~N is the number of images in ~D and jV j is the size of the vocabulary
V . Based on ~W and the topic models, we can rene annotation results to obtain more topic-
oriented annotation. One example is given in Figure 6.5 where candidates are words with
condence scores greater than 0. It is obvious that the set of candidates fstreet, buildings,
people, building, valley, rocksg is not a reasonable annotation since \valley" and \rocks" do
not often come with \street" view. The topic analysis from the set of candidates show that the
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forma on, forma on, forma on, 
forma on, forma on, jet, jet, jet, 
jet, jet, plane, plane, plane, plane, 
plane, sky, sky 
Figure 6.6: Representing label part with duplicated words, where stop words are repeated less
frequently than normal words. The rst row on right side of the gure is the representation in the
short form, which is expressed in long form on the second row. Here, the number next to each
word shows how frequent we repeat that word. For example, we repeat 5 times for each word
\formation", \jet" and \plane", but only 2 times for the stop word \sky".
street view topic (topic 29) dominate other topics including those of \valley", \rocks", which
were mistakenly assigned by CMLMI due to the similarity in visual features. Eliminating
those insignicant topics helps remove noisy words and obtain topic-oriented annotation.
6.6.1 Scene Analysis with Latent Dirichlet Allocation
We perform scene analysis using Latent Dirichlet Allocation (see Chapter 2). In sum, given a
collection of documents and a predened topic numberK, LDA consists of several processes. Firstly,
a document ~wm = fwm;ngNmn=1 is generated by picking a distribution over topics ~#m from a Dirichlet
distribution (Dir( ! )), which determines topic assignment for words in that document. Then the
topic assignment for each word placeholder [m;n] is performed by sampling a particular topic zm;n
from multinomial distribution Mult(~#m). And nally, a particular word wm;n is generated for the
word placeholder [m;n] by sampling from multinomial distribution Mult( !' zm;n).
In comparison with normal documents, image captions are sparser, i.e. they contains from ve
to dozen of words. The sparsity reduces word co-occurrence, which is the basic for topic analysis.
The sparsity also change the way we normally treat common words, which are those appear in
many scenes and have little support for topic analysis such as \sky", \water". In topic analysis
for normal documents (Chapters 3, 4), we can simply remove those common words. For image
captions, however, removing common words further reduce the sparsity and leads to unexpected
results. Our heuristic solution is to increase the co-occurrence statistics by repeating words in
image captions. For common words, we can make them less important by repeating them less than
normal words. Figure 6.6 demonstrates our idea, in which sky is repeated only 2 times while the
other words are repeated 5 times.








a lpha=0.001  
Figure 6.7: The relations between  and the sparsity of topic distribution in LDA
The sparsity of image captions also relate to the sparsity of topic distribution, i.e. one image
has smaller number of dominant topics. Fortunately, the hyper-parameter  of LDA allows us to
control the sparsity. Even that careful investigation should be done to deal with the sparsity in
image captions, it beyonds the scope of this study. We, however, performed an experimental study
on selecting  for topic analysis with image captions on Corel5K, where each image consists of 3-5
labels. Fixing the number of topics K to 50, several values of hyper-parameter  of LDA were
selected. We showed the corresponding topic distributions of sampled documents in Figure 6.7. It
can be observable that the smaller  is, the sparser topic distributions become. From experiments,
we see that the suitable number of dominant topics for one image is about 2 or 3 topics per image.
This number corresponds to  around 0.01 for K = 50. For a general number K of topics, we chose
 = 0:5=K,  = 0:001, which produces sparser topic model in comparison with normal documents.
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(a) Candidates: water, train, tree,
people, sky, railroad, bridge















Topic 7 :train, railroad, locomotive, smoke, sky
Topic 20 :river, dunes, people, water, scotland
Topic 21 :bridge, arch, water, steel, umbrella
(b) Dominant topics inferred from the candidates
Figure 6.8:
6.6.2 Renement with LDA
Given a topic model and a condence score matrix ~W of new images in ~D = f~I1; ~I2; :::; ~I ~Ng, the
objective is to modify ~W to obtain topic-oriented annotation. We consider a specic image ~In with
its corresponding condence score vector ~sn = ~W (n; :) of size jV j. Because the elements of ~sn are
real numbers, we would like to convert them into a set of candidate words for topic inference. For
that, we adopt a simple method that is based on condence score to repeat words with higher
condent more than words with lower condent. The words with condence score less than 0 will
not be included in the nal set of candidates. More precisely, the frequency of jth word in candidate
set of image ~In is determined as follows:
freq(~In; wj) = round( ~Wn;j  3)
We then perform topic inference and obtain topic distribution ~# for each image n. We consider
topics with probabilities #k > 0:05, those topics are called dominant topics. Depending on candidate
words, there are several cases of topic distribution:
 One dominant topic is much larger than the other dominant topics: This case is demonstrated
in Figure 6.5. It is when CMLMI generates a set of candidate words that strongly contribute
to one topic, words belonging to other topics are noisy words. We can easily eliminate the
smaller dominant topics and corresponding noisy words.
 Some dominant topics are nearly equal: This case is demonstrated in Figure 6.8. In this case,
we don't know which topic is more important, we simply keep all of them, just eliminate topics
that signicantly small. If the topics are similar in semantic, i.e. candidate words are topic-
oriented annotation but we have two similar topics, what we perform conserve the results.
If the topics are conicting like those in Figure 6.8, we just cannot rene annotation with
current information. Further investigation should be performed to resolve these ambiguous
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Algorithm 4: Annotation Renement with LDA
Input : condence score ~sn of image ~In, a vocabulary V , LDA topic model
L = fk;j jk = 1; : : :K; j = 1 : : : jV jg
Output: rened condence score ~sn
1 // Perform topic inference
2 Construct a set of candidates for ~In by repeating words wj from V with freq(~In; wj) > 0 times
3 Perform topic inference using the set of candidates and L, we obtain topic distribution ~#n0
4 // Refinement with topics
5 Calculate
~~#n from ~#n
6 Calculate ERTn for ~In
7 if ERTn < 0:5 then
8 Set max be the maximum values of dominant topics K in ~~#n
9 Set topics k with ~#n;k smaller than max to 0
10 else if ERTn < 0:9 then
11 Calculate mean m of dominant topics K in ~~#n
12 Set topics k with ~#n;k smaller than mean m to 0
13 end
14 foreach word wj that is sn;j > 0 do
15 j = 0
16 foreach dominant topic k do
17 // '(k; j) is the topic-word distribution of model L
18 j+ = ~#n;k  '(k; j)
19 end
20 if j == 0 then
21 sn;j = 0
22 end
topics, or more information should be added to recognize the correct dominant topic (entropy
reduced).
We formalize the two cases by making use of Shannon entropy1 in information theory. Basically, a
set of events with larger entropy is more uncertain. The largest entropy posed on a set of events
with uniform distribution. For example, a set of two events with distribution of f0:5; 0:5g is more
uncertain than other set with distribution of f0:8; 0:2g. Let us consider the topic distribution ~#n
of the image ~In, we modify ~#n to obtain
~~#n in which we keep only dominant topics:
~#n;k =










~~#n;k = 1. Denote K is the indexing values of dominant topics in ~~#n,
we calculate how far the distribution of dominant topics is from uniform distribution by dening
the entropy ratio (ERT) as follows:
ERTn =
 PjKjj=1 ~#n;Kj  log ~#n;Kj
 log(1=jKj)
Algorithm 4 summarizes steps for rening image annotation with LDA. Line 7 corresponds to the
\one dominant topic" while line 10 corresponds to the \multiple equally dominant topics" case
stated above. For the rst case, we just keep the maximum topic. In the second case, we eliminate
topics smaller than mean of dominant topics. j is a testing variable for word wj , which is larger
than 0 if wj belongs to any dominant topics k ((k; j) > 0). Words wj with j = 0 are noisy words
and eliminated in line 20-22.
6.7 Experiments
6.7.1 Corel5K Dataset
The Corel5k benchmark is obtained from Corel image database and commonly used for image
annotation [27, 17, 37]. It contains 5,000 images from 50 Corel Stock Photo CDs and were divided
into a training set of 4,000 images, a validation set of 500 images, and a test set of 500 images.
Each image is labeled with 1 to 5 captions from a vocabulary of 374 distinct words. These images
are with small sizes either of 128 192 or 192 128.
6.7.2 Evaluation
Given a testing dataset containing images with tagged labels, we can perform image annotation on
the testing dataset and use typical metrics to measure the eectiveness of the algorithm. Regarding
a label w, the typical measures for retrieval are precision Pw, recall Rw:
Pw =
Number of images are correctly annotated with w
Number of images are annotated with w
Rw =
Number of images are correctly annotated with w
Number of images are manually annotated with w
We calculate P and R, which are means of Pw and Rw over all labels. To balance the trace-o
between P and R, F1 = 2  P R=(P +R) is usually used as another measure for evaluation.
6.7.3 Experimental Settings
For the experiments, we performed a cascade of 4 classiers with 2 levels. Here, we worked with
only 2 levels because the images of Corel5K are all in small size. Moreover, we would like to focus
on the basic case to analyze the impact of global features on reducing the weakly labeling problem.
At the rst level, global features were extracted from the whole image. We exploited Gist [76], and
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Level 1 F1 : \gist" of scene SVM-GIST
- F2 : color histogram SVM-color
Level 2 F3 : color histogram MISVM-color
- F4 : Gabor texture MISVM-texture
Table 6.1: Feature extractions & classiers
(a) In comparison with other standalone MIL methods.
Method P R F1
ASVM-MIL [111] 31% 39% 35%
mi-SVM [111] 28% 35% 31%
MISVM-Color 13.10% 55.39% 21.19%
MISVM-Texture 7.86% 36.16% 12.91%
CMLMI 30.5% 52.35% 38.54%
(b) In comparison with standalone SVM with global features
Method P R F1
SVM-Color 20.86% 39.43% 27.28%
SVM-Gist 26.85% 47.40% 34.28%
CMLMI 30.5% 52.35% 38.54%
Table 6.2: CMLMI vs. various MIL methods
color histogram in RGB color space with 16 channels. For each region in the second level, we also
performed color histogram extraction but with 8 channels and texture extraction using Gabor lter
as in [63]. Summary of feature extraction methods and their relationship with levels are is given
in Table 6.1. The numbers of dimension in corresponding feature spaces of algorithms F1;F2;F3,
and F4 are 960; 4096; 192; and 512 respectively.
We name classiers trained on feature spaces of F1;F2;F3, and F4 as SVM-Gist, SVM-color,
MISVM-color, and MISVM-texture. Conventionally, CMLMI is used to indicate the strong classier
Hw learned according to Algorithm 3, in which classiers of level 2 (MISVM-color, and MISVM-
texture) are dependent of classiers of level 1 (SVM-Gist, and SVM-color). In the following, we refer
to, for example, MISVM-color (or standalone MISVM-color) to indicate an independent classier
trained on Dw, and MISVM-color of CMLMI to imply the MISVM-color learned in the cascade
according to Algorithm 3. In other words, MISVM-color of CMLMI is the classier trained on
SDw = fB+; SB g based on the results of level 1 (SVM-Gist and SVM-color of CMLMI).
6.7.4 Experimental Results on 70 most Common labels
Like [111], we selected 70 most common labels from Corel5K dataset for experiments. The reason
is that labels with a small number of the positive examples are not ecient to train a classier with
multiple instance learning.
Table 6.1(a) shows that CMLMI outperforms other MIL methods. As observable from the
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Figure 6.9: From top to bottom: Top 5 retrieved images for queries \sand", \swimmers", \sun"
and \mountain"
table, we obtain improvements of 17.35% in F1 measure compared to MISVM-color. In contrast
to MISVM-texture, CMLMI signicantly increases F1 measure by 25.64% (from 12.9% to 38.54%).
Comparing to previous works, CMLMI obtains better results than mi-SVM both in precision and
recall, which leads to a raise of 7.54% in F1 measure. Also, CMLMI outperforms ASVM-MIL in
recall while obtaining comparable precision (P of 30.5% with CMLMI, and P of 31% with ASVM-
MIL). This results in an improvement of our method over ASVM-MIL in F1 measure (3.54%). In
the context that 4% improvement of ASVM-SVM compared to its previous method mi-SVM is
considered signicant, our method obtained noticeable results.
Table 6.1(b) compares CMLMI to SVM with global features. We can see that CMLMI also
obtain better results in F1 (F1 of 38.54%) compared with SVM-color (F1 of 21.28%), and SVM-
Gist (F1 of 34.28%). Among the standalone classiers (SVM-color, SVM-gist, MISVM-color, and
MISVM-texture), SVM with global features outperform MISVM with region-based feature extrac-
tions. Interestingly, SVM-Gist is even comparable to ASVM-MIL although image segmentation,
which is more expensive than global feature, has been used in ASVM-MIL. However, combining
the classiers in our cascading algorithm yields the best results.
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We show examples of retrieval results with four sampled queries (\sand", \swimmers", \sun"
and \mountain") in Figure 6.9. As we can see from the gure, the results are various in background,
scene. For example, \sand" appears in mountainous regions, in beaches, or in deserts. The photos
of swimmers also show dierent positions of the athletes. Although, we have one error with \sun"
and one with \mountain", the results are satisfactory.
6.7.5 Experimental Results on Sample Foreground Labels
We conducted carefully analysis for \tiger", \horse" and \bear" in Corel5K since the concepts
correspond to foreground objects which might benet from ner levels. As previously mentioned,
the negative examples for ner levels are drawn based on the ambiguity of coarser levels, which are
able to detect the background better. By considering the negative examples of similar background,
we are able to add \negative instances", which usually appear with the real positive instances of
positive examples. As a result, there is more chance for us to separate the \positive instance" from
\negative instance" in positive examples. Table 6.3 shows that the idea works for \tiger", \horse"
and \bear" in Corel5K. We observed the selector variable in MI-SVM (Section 6.4) in 2 cases: stan-
dalone MISVM and MISVM of CMLMI. We then measure the portion in the collection of positive
bags (of \tiger", \horse" and \bear") with correct instances selected by MISVM selector variable.
The results of this measurement are shown in Table 6.3. It can be seen that MISVM methods of
CMLMI are able to select relevant instances (subregions) from images of \tiger", \horse", \bear"
better than standalone MISVM methods. For example, MISVM-texture of CMLMI can select cor-
rect positive instances in 72.5% bags in the collection of positve bags compared to 63.73% obtained
from standalone MISVM-texture. On average, MISVM of CMLMI outperforms standalone MISVM
by 32% (from 20.58% to 27.233%). Although, both standalone MISVM and MISVM of CMLMI do
not perform very well on \horses" and \bear", MISVM of CMLMI always achieve better results.
The low performance of standalone MISVM on \horses" and \bear" is due to several reasons:
 \Horses" and \bear" are not easy to capture by texture and color. Moreover, that most of
\bear" in Corel5K are \polar bear" which hides themselves in the background makes the task
of selecting \polar bear"-related regions from background become even harder.
 The inuence of background: From the Corel5K dataset, we see that most of \horses" appear
on \grass eld". Imagine that one image is divided into 5 overlapping subregions at level
2, one image has one region related to horses while 4 other regions related to grass. This
makes the number of negative instances dominates the number positive instances in the
training dataset for \horses". In other words, the \negative instances" of the collection of
positive bags are not \negative in their own way" like the assumption in most of previous
MIL methods. Consequently, MISVM as well as previous MIL methods can not select correct
positive instances in this case.
Figure 6.10 shows mean average precision (MAP), which is the mean of precisions calculated
at every position on the returned ranking list where recall changes, of standalone classiers and
CMLMI for three labels. It can be seen that individual feature types have dierent inuences on
dierent labels. Except for Gist (F1) that shows its importance for all three labels, global color
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Standalone MISVM MISVM of CMLMI
color texture color texture
Tiger 9.9% 63.73% 21.97% 72.5%
Horses 0% 23.3% 0% 33.98%
Bear 21.71% 7.07% 23.73% 10%
Avg 20.58% 27.233%
Table 6.3: The percentage of positive images (of tiger, horses, and bear) with their relevant instances










































Standalone SVM-Gist Standalone SVM-Color
Standalone MISVM-Color Standalone MISVM-Texture
CMLMI
Figure 6.10: mAP of our cascade of multilevel multi-instance SVM (MLMI-SVM) in comparisions
with dierent methods
histogram (F2) has more impact on annotating images with \horses" and \bear" than with \tiger".
Texture feature at level 2 (of MISVM-texture) performs better than the other feature extraction
methods only with \tiger". CMLMI signicantly outperforms other standalone classiers on \tiger"
and \bear" while falls a little on \horses" compared with SVM-color. Interestingly, standalone
MISVM-color is comparable to CMLMI for \horses". In order to uncover the question in the \horse"
case, we conducted detailed analysis, and found that MISVM-color and SVM-color captured grass
elds in the background instead of horses. Indeed, no subregion with the color of a horse was
considered in MISVM-color. Thus, the good performance of standalone MISVM-color and SVM-
color owes to special feature of the Corel5K dataset in which horses are on grass elds in most of
pictures. This observation agrees with our claim above about the domination of background-related
negative instances.
Figure 6.11 and Figure 6.12 show the examples of selecting positive instances from corresponding
positive bags with standalone MISVM and MISVM of CMLMI. We can see from the gures that
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(a) Subregions selected by standalone MISVM-color
(b) Subregions selected by MISVM-color of CMLMI
Figure 6.11: The subregions selected by standalone MISVM-color for label \tiger", and the sub-
regions selected by MISVM-color of CMLMI from the corresponding images. Here, the numbers
under each subregion indicate the identier numbers of corresponding images.
(a) Subregions selected by standalone MISVM-texture
(b) Subregions selected by MISVM-texture of CMLMI
Figure 6.12: The subregions selected by standalone MISVM-texture for label \horses" and the
subregions (of corresponding images) selected by MISVM-texture at the 2-nd level of CMLMI
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Methods P R F1
CMLMI 30.50% 52.35% 38.54%
CMLMI-HT10 33.20% 47.09% 38.94%
CMLMI-HT20 36.73% 46.32% 40.97%
CMLMI-HT30 34.04% 49.05% 40.19%
CMLMI-HT40 36.32% 47.20 % 40.99%
CMLMI-HT50 32.48% 49.20% 39.13%
CMLMI-HT60 34.12% 47.97% 39.87%
CMLMI-HT70 33.30% 48.50% 39.48%
CMLMI-HT80 33.89% 48.92% 40.04%
CMLMI-HT90 33.54% 48.93% 39.80%
CMLMI-HT100 32.05% 48.50% 38.59%
Table 6.4: Annotation Renement Results with Latent Dirichlet Allocation
MISVM of CMLMI is able to select more relevant subregions.
6.7.6 Annotation Renement Results
For annotation renement, we performed topic estimation on captions of 4500 images of Corel5K
with Latent Dirichlet Allocation with dierent number of topics (K = 10; :::100). We then per-
formed annotation renement with the estimated topic models as described in previous section.
Table 6.4 shows precision, recall of using CMLMI with topics vs. CMLMI without renement. In
general, renement process obtain an increase in precision while making recall reduce. The rate
of increasing precision, however, is larger than that of reducing recall, which results in the rise
of F1. The most signicant increase in F1 is about 6% in CMLMI-HT40 (40.99%) compared to
CMLMI (38.54%) and about 17.4% compared to ASVM-MIL. Image annotation renement process
not only produces topic-oriented annotation, but also it brings a reasonable threshold to balance
precision and recall, which is one problematic issue in multiple label/class learning. Some demon-
strative examples are given in Figure 6.13. As can be seen from the gure, the annotation after
renement is more reasonable. For example, in the picture of street view, the mistaken labels
(\water", \bridge") caused by the ambiguity of visual content have been removed successfully to
obtain reasonable annotations to describe street view.
Unlike mixture hierarchy method that only makes use of positive bags for estimating feature-
word distribution in Chapter 3, CMLMI exploits negative bags, thus be more discriminative. It is
mentioned in Section 5.7.4 of Chapter 5 that mixture hierarchy leads to a near-uniform feature-
word distribution on top 20 candidates of an image. In order to obtain high retrieval performance
with mixture hierarchy, we need to x 5 top labels for indexing. When one candidate from mixture
hierarchy is removed from top 5, it makes space for other candidates of the same scene to ll in.
CMLMI, on the other hand, gives more weights on a small number of labels. As a result, we do
not need to cuto labels for indexing or annotation renement. The side eect of this benet is
that we do not have the same \ll-in" eect when rening CMLMI with topics. The examples in
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Human: mountain, sky, sun, 
water 
CMIML:  water, sky, 
mountain, sun, bear, city 
CMIML-HT: water, sky, 
mountain, sun 
Human: Bengal, cat, forest, 
!ger 
CMIML: !ger, cat, tree, 
forest, rocks, fox 
CMIML-HT: tiger, cat, tree, 
forest, rocks 
Human: buildings, hotel, 
skylines, street 
CMIML: street, buildings, 
sky, water, people, window, 
bridge 
CMIML-HT: street, buildings, 
sky, people 
   
Human: coral, ocean, reefs 
CMIML: reefs, ocean, coral, 
ﬂowers, sky, valley, sand, 
coast 
CMIML-HT: reefs, ocean, 
coral 
Human: ﬂowers, garden, 
monks, people 
CMIML: ﬂowers, plants, 
garden, cat, !ger 
CMIML-HT: ﬂowers, garden 
Human: athlete, pool, 
swimmers, water 
CMIML: water, swimmers, 
pool, people, boat 
CMIML-HT: water, 
swimmers, pool, people 
Figure 6.13: Examples of annotations before and after topic-based renement
Figure 6.13 demonstrate this discussion. Fortunately, a small procedure can be added to annotation
renement to transfer \likely words" of the same scene even they do not appear in candidate words
obtained from base image annotation.
6.8 Concluding Remarks
In this chapter, we proposed a method based on cascading multi-level multi-instance classiers,
which has main advantages as follows:
 Our cascade of MLMI classiers is able to reduce training time since we can remove some
negative examples, those are \easily" detected as negative based on the scene.
 Multi-level feature extraction allows us to tune suitable features for dierent types of labels
(background/foreground). Also, it allows annotating images with multiple resolutions. One
122Chapter 6. Cascade of Multi-level Multi-instance Classiers for Image Annotation
example is that a photo of tiger might be a close-up photo or the photo of a tiger in its
context. Multi-level feature extractions bring more chance to capture all of this variety.
 We also show experimentally that it is able to reduce the ambiguity of \weakly labeling" in
image annotation, and separate the foreground objects from the scene in ner levels of the
cascade. Indeed, the idea that we have exploited is that \positive instances co-occur with its
context-related negative instances".
Also in this chapter, we applied Latent Dirichlet Allocation for annotation renement. Moreover,
we discussed the inuence of the sparseness of captions and topics of images on modeling the scene
in topics. Several heuristic solutions have been showed to deal with these problems. We proposed
an algorithm to rene annotation with topics based on measuring how topic distribution, which is
inferred for label set obtained by CMLMI, is far from a uniform distribution. The idea is the it is
more certain to remove insignicant topics if the dierence of the dominant topics and the removed
topics is larger.
The experiments show signicant results of CMLMI and CMLMI with topics in comparison
with several baselines on Corel5K - the common benchmark in image annotation. The most signif-
icant improvement is obtained with CMLMI-HT40 with F1-measure of 40.99%, that gains 17.14%
compared to previous work ASVM-MIL[111] (F1-measure of 35%).
Chapter 7
Conclusions
The overall goal of this thesis was to bridge semantic gaps in information retrieval. Two types of
semantic gaps have been considered that are the gap between textual captions and human concepts,
and the gap between image features and textual captions. The rst gap is related to multiple
linguistic phenomenon such as synonymy, polysemy. It causes data mismatching, reduces retrieval
performance in text-based searching. The later is between visual features of images and descriptive
labels, which prevents object recognition extending to a larger number of objects. Together, the
gaps make the problem of organizing, searching images much more challenging than the textual
counterpart. Toward advanced context-based image search, we focused on closing the gaps in the
following aspects:
 A general framework for clustering and ranking short documents, which is able to close the
gap between textual content and human concepts. The main part is that we collect a large
universal dataset for topic estimation. The topic model obtained from the universal dataset
can be used as an easy-to-obtain knowledge base to enrich short texts with richer semantics.
Our solution is simple, easy to implement, adaptable to multiple languages, and shown the
eectiveness in multiple applications, which are search clustering and contextual advertising.
 A feature-word-topic model was proposed in order to obtain topic-oriented image annotation
for image retrieval. The model consists of two parts: 1) feature-word distribution, and 2)
word-topic distribution. When annotating new images, the feature-word distribution is used
to obtain weighted candidate words for topic inference, which makes use of word-topic dis-
tribution. By using topics in annotation, we are able to obtain more reasonable annotation
which leads to a better retrieval performance. The separation between feature-word part
and word-topic part makes it easier to adapt to dierent topic models, dierent methods
for estimating feature-word distribution. Moreover, since we do not consider word-to-word
relationships for annotation renement like previous works, it is easier for feature-word-topic
model to extend the vocabulary of image annotation.
 A cascade of multi-level and multi-instance classiers (CMLMI) has been proposed to address
three open questions in image annotation: 1) how to compromise between enriching feature
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extraction and the large number of labels; 2) how the context can be used to reduce ambiguity
in image annotation; and 3) what is the reasonable way to reduce the domination of negative
examples and positive examples caused by the large number of labels. For the rst question,
we exploited multi-level feature extraction on the attempt to have more suitable features
for dierent types of labels (foreground and background labels). For the second and third
question, we made use of cascade learning method in which we sample negative examples in
similar context. Indeed, the idea exploited in CMLMI is that \positive instances co-occur
with their context-related negative instances". The context help recognize negative instances
in positive bag, thus reduce ambiguity of image annotation.
This research has posed several questions in need of further investigation. In the future work, we
would like to focus on several directions as follows:
 Further research regarding topic modeling of scenes would be great help in overcoming seman-
tic gaps between visual features and labels, as well as between labels and human concepts.
A number of future studies are needed to target the open questions: 1) how to deal with the
sparseness of image captions, which contains from ten to dozen labels; 2) how to eciently
incorporate image tags, lename, surrounding texts provided by users into topic models.
As suggested in Chapter 6, we are able to tune hyper-parameter  of LDA to control the
sparseness of topic distribution on image captions. Also, it will be interesting to access other
resources such as Wordnet to reduce the sparseness for modeling scene. In order to address
the latter question, topic models based on multiple modalities such as texts, tags, meta-data
[86, 68] are likely to be followed. Moreover, it is also interesting to see how topics can co-occur
to form a picture. For example, a kitchen scene and a street scene can co-occur in a picture
of an open restaurant on the street. However, a scene of desert and beach can not co-occur
even they may share a signicant part of \sand" region. Toward this direction, CTM-like
model can be developed to model scenes, which takes into account characteristics of image
captions.
 Our claimed issue in Chapter 6, i.e. \positive instances co-occur with negative instances of
the scene", is an intriguing one which could be usefully explored in further research. More
research can be performed to encode context as topics. As a result, negative images of the
same topic can be considered as hints to exclude negative instances, which often appear with
positive instances in positive bags.
 Considerably more work will need to be done to obtain a general solution for image search.
The point is the human language is very dynamic with abbreviation, synonymy, polysemy,
named entities, and so on. For image retrieval, we can not consider all the words of human
language for image annotation. Our general solution is to maintain a set of \hint" foreground
objects for annotation. The most condent words obtained from image annotation, the sur-
rounding text provided by users, and global visual features can provide evidences to infer
\topics" of the picture. Once the topics of the image has been discovered, we can rene topic
annotation, rene surrounding texts as well as transfer more appropriate labels of the same
topic. For example, if we know the scene is \OFFICE", even "table lamps" does not occur in
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the surrounding texts, or not included in the annotation vocabulary, we still can assign these
labels to images with high chance that they appear in the image.
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