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Abstract 
This report presents the results of a sky detection technique used to improve the performance of a previously 
developed partial differential equation (PDE)-based hazy image enhancement algorithm. Additionally, a proposed 
alternative method utilizes a function for log illumination refinement to improve de-hazing results while avoiding 
over-enhancement of sky or homogeneous regions. The algorithms were tested with several benchmark and 
calibration images and compared with several standard algorithms from the literature. Results indicate that the 
algorithms yield mostly consistent results and surpasses several of the other algorithms in terms of colour and 
contrast enhancement in addition to improved edge visibility.     
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1. Introduction 
Images scenes acquired in poor weather are affected by scattering and light absorption by particles suspended in the 
atmosphere and exhibit hazy appearance [1]. These images with poor contrast and visibility, need to be restored by 
de-hazing techniques, which can be based on multiple or single image methods. These can be achieved by physical 
hardware/optical or digital or software-based medium and perform visibility restoration revealing details in the 
image scenes [1]. Software-based single image de-hazing algorithms are cheaper, faster and easier to devise and 
implement and are preferable to multi-image de-hazing and physical, optics-based methods. These latter schemes 
are unfeasible, expensive and time-consuming for most existing hazy image scenes due to unavailability of image 
data under varying conditions and factors. Thus, the proliferation of single image de-hazing algorithms is 
unsurprising and constitute a sizeable portion of the image de-hazing literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 
[11] [12] [13] [14] [15] [16] [17] [18] [19]. 
 
Single image de-hazing methods are usually grouped under restoration- or enhancement-based frameworks [1]. The 
enhancement methods are based on application of image contrast enhancement algorithms from a variety of domains 
to solve the de-hazing problem. Examples of algorithms in this group include contrast limited adaptive histogram 
equalization (CLAHE) [20], Retinex [8] [13] [16] in addition to variational contrast-based de-hazing [21] and recent 
partial differential equation (PDE)-based formulations [22]. However, these methods by default, generally result in 
colour distortion [13] or over-enhancement of hazy images, grey-world violation and halo effect in Retinex-based 
methods. This is in addition to over-exposure or over-enhancement of sky regions and under-exposure of dark 
regions, resulting in dark images.  
 
The restoration-based approach is based on the physical hazy image formation model, which results in the recovery 
of the radiance map as the original, haze-free image [1]. However, due to the fact that de-hazing process is an ill-
posed, under-constrained problem, several attempts to model the degradation prior (from which the radiance image 
is recovered), have been proposed [1]. The key works that have arguably made the restoration-based approach more 
popular are those by Tan [1], Fattal [2] [3], and the dark channel prior (DCP) method by He, et al [4]. The DCP-
based methods exhibit visible halo effects and darkening of image results. Several solutions have been proposed to 
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address this problem [23] [17] [5] [24] [23] [25] [7] [26] [11] with mixed results as most algorithms aim to improve 
the results based on pre- or post-processing combined with existing (or modifications of the) DCP-based framework 
[10]. Some examples include improved dark channel prior (IDCP) [17], improved atmospheric scattering models 
[27], regression model [28], Graph cut method [29] and adaptive bi-channel priors on super pixels [30]. Other works 
include those based on sky segmented DCP [31], large sky region segmentation and multiscale opening dark channel 
model [32], and segmentation [7] [26] [33], fusion [34] [35], geometry [36], Weighted Least Squares [37] and high 
dynamic range (HDR) tone mapping [38]. Additional works are those utilizing variational- [39] [40] [35] [41], 
regularization- [26] [42] [43], retina- [44] multi-scale convolutional neural networks- [45] based methods. Other 
problems introduced by several of these algorithms range from increased computational complexity to manual 
tuning of numerous parameters, rendering them impractical for batch processing of diverse, hazy images. 
Furthermore, several perform minimal enhancement of hazy images.  
 
A previous PDE-based formulation for hazy image enhancement was presented in previous work and yielded good 
results [22]. However, it also introduced additional issues, which were addressed. One of the key issues was the 
image darkening and over-enhancement problem. This was addressed by determining which of either the 
illumination or reflectance channel to process. However, there was no automated method for determination of which 
component required enhancement and results were manually determined. In the current work, automated sky 
detection and enhancement and log illumination refinement schemes were proposed [46] and extensive experiments 
utilizing several benchmark images indicated improvements in the results over the previous proposed scheme. 
Additionally, image and quantitative metric-based comparisons with several algorithms from the literature showed 
that the scheme performed more consistently and better than several works from the literature. Moreover, the results 
are presented in this work to provide extensive evidence of the claims of the proposed approach. 
 
The rest of the paper is as follows; the second section provides relevant background on image de-hazing algorithms. 
The third section presents the proposed modified algorithm and novel key features. The fourth section presents the 
results of experiments and comparisons with established works from the literature. The final section presents the 
conclusions. 
 
2. Prior related work 
The segmentation-based schemes were developed to solve the problem of sky region over-enhancement as this is 
caused by the non-uniformity of haze across sky and non-sky regions [5]. The improved DCP (IDCP) by Xu, et al 
[17] and a soft threshold proposed by Liu, et al [11] attempted to solve the problem by using a hard threshold. This 
was followed by the adaptive sky detection and preservation scheme for de-hazing by Dai et al [5] and a haze 
density aware de-hazing scheme using adaptive parameter based on exposure and YCbCr colour saturation 
adjustment by [9].  Subsequently, Mao, et al [25] proposed a haze degree detection and estimation method for hazy 
images. The sky detection and segmentation-based schemes help improve DCP results by reducing halos, etc. 
However, several of these schemes can also result in minimal contrast enhancement, colour distortion, under/over-
enhancement of sky and detail regions, yielding darkening and discolouration in de-hazed images. For example, the 
method by Anwar, et al (WLS and high dynamic range (HDR) tonal mapping post processing method) [38], causes 
colour distortion and greying out of sky regions, while the method by Ju, et al (improved atmospheric scattering 
model) [27] results in discolouration in addition to halo effects with considerable haze still present in some images 
and sky region over-enhancement. Additionally, some of these algorithms are highly complex and require the 
selection and tuning of several parameters. For example, the work by Liu, et al (large sky region segmentation and 
multiscale opening DC model) [32] requires training of a two-class classifier to determine sky/non-sky region pixels 
and also results in discolouration/artificial colours for sky region while haze is not always adequately removed.  
Furthermore, the method by Gu, et al (Average Saturation Prior (ASP) combined with improved atmospheric 
scattering models and guided total variation model) [47] requires that key parameters are obtained via training with 
vast amounts of hazy image data [47]. In addition, performance depends on the clustering number, k, based on the k-
means algorithm utilized, which requires that results are to be refined using Markov Random Field (MRF) model 
[47]. 
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3. Proposed algorithms 
The proposed algorithms are the sky detection and enhancement scheme (SDS) followed by the log illumination 
refinement scheme (LIR/LIRS) [46]. Both are meant to be utilized by the previously proposed PDE-based 
formulation of Retinex and CLAHE combination (PA-2), which allows the use of the illumination/reflectance (I-R) 
model to enhance images [22]. The SDS is the more complex of the two and is composed of three key stages 
namely; gradient/homogeneity map evaluation, thresholding and binary region/area computation and homogeneity 
ratio calculation. This ratio value is utilized in a decision stage-based version of PA-2. The diagram for the proposed 
sky detection algorithm is shown in Fig. 1. 
 
3.1 Sky detection and enhancement (SDS) 
The gradient/homogeneity image depicts the changes in the image scene composed of homogeneous (smooth) 
regions and non-homogeneous (detail) regions. These are normally characterized as low frequency and high 
frequency components in the Fourier domain or illumination and reflectance components in the spatial domain using 
the I-R model. They can also be denoted as non-edge and edge-based regions in the gradient domain. Thus, the 
smooth regions will have mostly constant values, thus the image gradient is zero (      ) in these regions. 
Conversely, the detail (non-smooth) regions will have a non-zero gradient (      ). These two regions are best 
resolved in binary terms as black and white regions, where the dark areas are inactive/constant regions, while the 
light areas are the active regions/zones. Thus, computing the number of pixels in each region determines the area 
and its contribution to the entire image scene.   
This is then followed by the binary thresholding/segmentation to simplify the required data needed for the decision 
stage. The binary image then allows us to compute the black and white regions to compute the homogeneity ratio. If 
the image has minimal or no sky regions, we expect the dark pixel area to be extremely miniscule, if not close to 
zero and conversely, the white pixel area should contribute almost the entire pixels in the image. Thus, the 
homogeneity ratio is the ratio of black pixel area to white pixel area and is nearly zero for images with minimal or 
no sky regions and greater than zero for images with considerable sky regions. This is presented in the classification-
based verification of the proposed method using a specified hazy image dataset.  
The edge detection and thresholding algorithms utilized are crucial to the final result and there are several possible 
methods to compute the gradient map and aid the thresholding operation. The gradient map can be obtained using 
linear spatial filter kernels, such as Sobel, Prewitt, etc [48]. or non-linear methods using statistical methods of 
dispersion in addition to fuzzy-rule-based edge detection schemes. Additionally, the thresholding can be performed 
using algorithms such Otsu [49], Entropy [50], ISODATA [51], fuzzy c-means clustering methods [51], etc. Thus, 
the mode and objective of preliminary experimentation here is to determine the best edge detection method and 
combine with the best thresholding algorithm all within the context of run-time and reliability. Subsequently, the 
system is implemented, verified for consistency and actually improves upon the previous algorithm.  
 
In experiments, the non-linear filters were the most flexible, while the linear filters where the least flexible. 
However, this presented another problem; the need to determine the optimum window size of the non-linear filter 
that yields best results for all images without considerable increase in computational complexity. This would enable 
the avoidance of morphological region growing algorithms and reduce the execution time of the algorithm. 
 
 
 Fig. 1 Automated sky region detection combined with hazy image contrast enhancement scheme  
4 
 
3.1.1 Selection of edge detection algorithm 
In this section, we compare the known edge detection algorithms to obtain the best possible results in terms of edges 
and runtime. The edge filter algorithms tested include;  
 Roberts, Sobel, Prewitt, Canny, Logarithm of Gaussian (LoG) and Zero-crossing filters [48]. 
 Statistical filters such as Standard Deviation (SDF), Median Absolute Deviation (MADF), average absolute 
deviation (AADF), Range (RF), Interquartile Range (IQRF) and Mean Difference (MDF) and Relative 
Mean Difference (RMDF) filters [48] and Fuzzy edge detection filters [52].  
 
We focus on the statistical edge detectors and the comparison and plots of the runtimes of the statistical edge filters 
in relation to window size is shown in Fig. 2 and 3. The linear edge detectors were deselected due to lack of 
flexibility and the output is a linear combination of the inputs, thus increase in size increases noise around edges as 
seen in Fig. 4 and false edges are created. Thus, the linear detectors seem to work best in the absence of haze. 
 
       (a) 
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SDF 3×3 5×5 7×7 9×9 11×11 135×135 
IQRF 3×3 5×5 7×7 9×9 11×11 135×135 
MDF 3×3 5×5 7×7 9×9 11×11 135×135 
RMDF 3×3 5×5 7×7 9×9 11×11 135×135 
MADF 3×3 5×5 7×7 9×9 11×11 135×135 
AADF 3×3 5×5 7×7 9×9 11×11 135×135 
RF 3×3 5×5 7×7 9×9 11×11 135×135 
            (b) 
Fig. 2 (a) Comparison of various statistical edge filters for varying window sizes (b) key to figures 
 
 
 
 
Fig. 3 Runtime comparison of statistical edge detection filters for varying window sizes  
 
Fig. 4 Comparison of various linear edge filters  
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Based on the experiments, the linear edge detectors were the fastest with least complexity while the fuzzy edge 
detectors were the most complex but more effective at capturing larger regions when thresholded, thus eliminating 
the need for morphological region growing or shrinking operations. For the statistical operators, they were 
moderately complex and were adjustable in terms of window size, which enabled them to capture larger regions as 
well. However, increasing window size also increased computational complexity, raising the number of operations 
per pixel. Also, though the range filter consistently has the lowest runtime and highlights edges more, it introduces 
blocky effects for large window regions, unlike the others. Apart from the MDF and RMDF, the rest show good 
blending of edge regions, though AADF is blurrier while the IQRF is the best though its runtime is the highest. This 
leaves MADF and SDF, though the former requires much more runtime and operations than the SDF. Thus, we 
select the SDF as the best compromise. The fuzzy-based and linear edge detectors represent the extremes of best 
accuracy but highest complexity and least effective but fastest and lowest complexity. Additionally, the rule-based 
fuzzy edge detectors are still mostly based on the linear edge and some statistical edge detectors. We also explored 
various binary thresholding algorithms and chose Otsu’s method [49] due to its performance and the fact that the 
edge detection scheme is key to obtaining an accurate homogeneity map, based on experiments.   
 
3.2 Log illumination refinement 
The logarithmic illumination refinement basically finds and updates pixels less than the maximum log illumination 
value with the maximum value and passes this on to the previously proposed algorithm (PA-2) [46]. Thus, this 
scheme is less computationally intensive than the SDS scheme but also less adaptive and can lead to colour fading in 
attempts at haze removal. This scheme is a more direct approach at hazy image illumination-based enhancement. 
 
4. Experiments and results 
We now present the results of experiments for the proposed addition to PA-2. The images utilized are taken from the 
FRIDA3 and FIDA data set by Tarel, et al [53] [54]. Additionally, popular benchmark images employed in 
numerous image de-hazing papers and other images from the internet were also utilized in experiments. Algorithms 
compared include those by Fattal [2], Tan [1], Kopf, et al [55],  Fattal [3], He, et al [4], Tarel, et al [56], Galdran, et 
al [39], Zhang, et al [44], Oakley & Bu [57], Kim, et al [21],  Dai, et al [5], Hsieh, et al [58], PA1 [22], PA2 [22], 
PA2 + SDS, PA2 + LIR, Zhu, et al [59], Ren, et al [45], Anwar, et al [38], Liu, et al [32], Ju, et al [27], etc. The 
measures utilized for the experiments include the (Relative) Average Gradient [60] (RAG/AG), hue deviation index 
(HDI) [60], colourfulness (C) and color enhancement factor (CEF) [61], ratio of visible edges, Qe, (ROVE), ratio of 
black and white areas, σ (RBWA) in addition to mean structural similarity index (MSSIM) [62], Peak Signal to 
Noise Ratio (PSNR), Mean Absolute Error (MAE) and Mean Square Error (MSE). We also verify the algorithms 
using fuzzy c-means clustering to classify the obtained ratios and evaluate accuracy of the measure. Results are 
presented accordingly. 
 
4.1 FRIDA3 dataset 
This dataset consists of 66 synthetic images each of both left and right views with and without fog, resulting in about 
264 images. It can be used to calibrate and benchmark de-hazing algorithms. Additionally, because the reference 
images exist, full-reference metrics such as SSIM, PSNR are applicable here. Fig. 5 shows the classification results 
using fuzzy c-means clustering algorithm to verify the validity of the SDS method. As expected, all values greater 
than zero are classified as having some sky region, which is true of all the images in this dataset. Fig. 6 shows the 
original images, their hazy versions and results obtained from processing with algorithms by Zhu, et al, He, et al, 
PA-2, PA-2+SDS and PA-2+LIRS. Results show the discolouration effects of PA-2 are evident (purple sky region). 
This effect is resolved by the SDS and LIRS schemes. The method by He, et al and Zhu, et al show dark and faded 
images respectively with fewer enhanced details compared to PA-2, PA2+SDS and PA2+LIRS. The average values 
of the metrics are presented in Table 1 and show that the PA2+SDS method yields the best results for most of the 
measures utilized and the quantitative metrics appear to corroborate the visual results. 
 
4.2 FIDA dataset and benchmark images 
The FIDA dataset consists of 13 images while the benchmark images include those normally used in de-hazing 
experiments (in addition to images from the internet) to test the efficacy of the algorithm. The designation of a 
sample of the image homogeneity maps and ratio computation are presented in Fig. 7 and compared with the actual 
images. The classification results are also presented in Fig.8 using fuzzy c-means clustering algorithm [51] to 
compare assumptions. In this case, some images do not have sky regions and have a ratio of zero, as expected. The 
images obtained from the internet all have sky regions since they are aerial views of cities with skyline views. We 
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also present results of the algorithms against several other algorithms from the literature in Fig. 9. Results show that 
the proposed approaches help improve the results of PA-2 and also surpass the results of several other algorithms as 
shown. 
 
We also compare results against methods by Fattal, He, Kopf, Tan, Tarel and Zhu for the colour images in the FIDA 
dataset in Fig. 10. The most colourful results are from PA-2+SDS, PA2+LIRS, Tan and PA2, though PA2 shows 
over-enhancement of colour, while Tan doesn’t yield as much detail (mountain region of last image) compared to 
the proposed schemes. 
 
 
 
(a)                                                          (b)                                                         (c) 
Fig. 5 Plot of ratio values for 66 Left view (first row) and Right view (second row) hazy images from FRIDA3 
dataset (third row) using (a) standard deviation filter with large kernel (b) fuzzy-rule-based-edge detection (c) 
grouping of sorted image ratio values using fuzzy clustering method 
 
Table 1 Average values for 66 (a) left and (b) right view (FRIDA database) images processed with Zhu, et al (CAP), 
He, et al, (DCP), PA-2, PA-2 + SDS and PA-2 + LIR 
Algorithm Qe BWAR RAG MSSIM PSNR MAE MSE 
CAP 0.967408 0.01001 1.617735 0.592498 11.09096 53.86885 5415.557 
DCP 0.97796 0.00017 2.19491 0.648064 12.56377 44.63618 3848.073 
PA2 1.058611 8.8E-05 2.276011 0.611011 11.00526 63.69751 5464.016 
PA-2 + SDS 1.254145 1.59308E-05 2.632071 0.71882 12.67592 43.88135 3910.314 
PA-2 + LIR 1.115049 5.86924E-05 2.445847 0.693955 12.59826 45.75688 3901.96 
      (a) 
Algorithm Qe BWAR RAG MSSIM PSNR MAE MSE 
CAP 0.933719 0.00972 1.619955 0.593161 11.0824 53.90755 5422.409 
DCP 0.954648 0.00017 2.19394 0.648356 12.54855 44.71968 3856.819 
PA2 1.03751 1.13439E-06 2.2759 0.609253 10.95889 64.02167 5537.211 
PA-2 + SDS 1.214761 1.16892E-05 2.634608 0.71873 12.66522 43.97349 3917.517 
PA-2 + LIR 1.124608 1.02588E-05 2.447449 0.693724 12.58288 45.87162 3914.086 
      (b) 
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Img no. Image name Image Designation & 
Exaggerated 
Gradient map 
Ratio value & binary 
map 
1  '9.png' 
 
No Sky 
 
0/0.0035 
 
2     'canon.jpg' 
 
No Sky
 
0/0.0678 
3     'canon3.bmp' 
 
Sky 
 0.0699/0.1433 
4     'canyon.bmp' 
 
No Sky 
 
0/ 0.0445 
 
5     'city_1.jpg' 
 
Sky 
 0.0971/0.2454 
6     'city_2.jpg' 
 
Sky 
 
0.059/ 
0.2613 
7     'cones.jpg' 
 
No Sky 
 
0/ 0.0028 
 
8     'forest.jpg' 
 
No Sky 
 
0/ 0.0008 
 
9     'gugong.bmp' 
 
No Sky 
 
0/ 0.005 
 
10     'hongkong.bmp' 
 
Sky 
 
0/ 0.0583 
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11     'lake.jpg' 
 
Sky 
 
0/ 0.0171 
 
12     'mountain.jpg' 
 
No Sky 
 
0/ 0.0407 
 
13     'ny1.bmp' 
 
Sky 
 
0/ 0.0408 
 
14     'ny_1.jpg' 
 
Sky 
 
 
0.0565/ 0.1291 
15     'ny_2.jpg' 
 
Sky 
 
 0.001/ 0.0691 
16     'pumpkins.jpg' 
 
No Sky 
 
0/ 0.0032 
 
17     'stadium.jpg' 
 
No Sky 
 
0/ 0.0009 
 
18     
'tiananmen1.png' 
 
Sky 
 0.1826/ 0.4918 
19     'toys.jpg' 
 
No Sky 
 
0/ 0.0669 
 
20     'train.bmp' 
 
No Sky 
 
0/ 0.0094 
 
 
Fig. 7 Original hazy images and their exaggerated gradient map and designation along with binary map and ratio 
values 
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(a)                                                            (b)                                                           (c) 
Fig. 8 Plot of ratio values for 36 benchmark (first row), 17 internet (second row) and 13 hazy images from FIDA 
dataset (third row) using (a) standard deviation filter with large kernel (b) fuzzy-rule-based-edge detection (c) 
grouping of sorted image ratio values using fuzzy clustering method 
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(1) 
 
 
           (2) 
Fig. 9-(1) Image results and (2) key to figures: (a) Original hazy image (b) Fattal [2] (c) Tan [1] (d) Kopf, et al [55] 
(e) Fattal [3] (f) He, et al [4] (g) Tarel, et al [56] (h) Galdran, et al [39] (i) Zhang, et al [44] (j) Oakley & Bu [57] (k) 
Kim, et al [21] (l) Dai, et al [5] (m) Hsieh, et al [58] (n) PA1 [22] (o) PA2 [22] (p) PA2 + SDS (q) PA2 + LIR (r) 
Zhu, et al [59] (s) Ren, et al [45] 
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(a)                                            (b) 
Fig. 10 Original hazy images processed with algorithms by Fattal [2] [3], He, et al [4], Kopf, et al [55],  Tan [1], 
Tarel, et al [56], Zhu, et al [59], PA2 [22], PA2 + SDS and PA2 + LIR  
 
We also compare the results of processed greyscale images from the FIDA dataset with the same algorithms from 
Fig. 10 in Fig. 11 and the proposed schemes yield the some of the best contrast enhancement in addition to Tarel’s 
method. However, PA-2 yields over-enhanced sky region, which is avoided by PA2+SDS and PA2+LIRS. 
 
We compare the proposed improvements with various algorithms from the literature for the popular benchmark 
images in Fig. 12 and observe that they yield mostly consistent results compared with the other methods. We also 
compare the execution times of the proposed schemes with methods by He, et al, Zhu, et al and Ren, et al in Fig. 13 
and though the algorithms are not as fast as the others, they are quite effective based on the amount of improvements 
observed in their image results. 
 
 
 
 
 
 
 13 
 
 
 
 
Fig. 11 Original hazy images processed with algorithms by He, et al [4], Tan [1], Tarel, et al [56], PA2 [22], PA2 + SDS and PA2 + LIR  
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(a) 
 
 15 
 
 
(b) 
Fig. 12 (a) Original hazy images processed with various algorithms and (b) key to figures  
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Table 1 Average values for 66 (a) left and (b) right view (FRIDA database) images processed with Zhu, et al (CAP), 
He, et al, (DCP), PA-2, PA-2 + SDS and PA-2 + LIR 
Algorithm Qe BWAR RAG MSSIM PSNR MAE MSE 
CAP 0.967408 0.01001 1.617735 0.592498 11.09096 53.86885 5415.557 
DCP 0.97796 0.00017 2.19491 0.648064 12.56377 44.63618 3848.073 
PA2 1.058611 8.8E-05 2.276011 0.611011 11.00526 63.69751 5464.016 
PA-2 + SDS 1.254145 1.59308E-05 2.632071 0.71882 12.67592 43.88135 3910.314 
PA-2 + LIR 1.115049 5.86924E-05 2.445847 0.693955 12.59826 45.75688 3901.96 
      (a) 
Algorithm Qe BWAR RAG MSSIM PSNR MAE MSE 
CAP 0.933719 0.00972 1.619955 0.593161 11.0824 53.90755 5422.409 
DCP 0.954648 0.00017 2.19394 0.648356 12.54855 44.71968 3856.819 
PA2 1.03751 1.13439E-06 2.2759 0.609253 10.95889 64.02167 5537.211 
PA-2 + SDS 1.214761 1.16892E-05 2.634608 0.71873 12.66522 43.97349 3917.517 
PA-2 + LIR 1.124608 1.02588E-05 2.447449 0.693724 12.58288 45.87162 3914.086 
      (b) 
 
Table 2 Average values for FIDA images processed with Zhu, et al (CAP), He, et al, (DCP), PA-2, PA-2 + SDS and 
PA-2 + LIR 
Algorithm Qe BWAR RAG HDI CEF 
He (DCP) 1.707122 0.01194 1.996111 5.140865 1.594571 
Tan 1.712774 0.0122 2.189728 4.322899 2.543521 
Fattal 1.048314 0.0065 1.239824 5.727238 1.132069 
Kopf 1.054118 0.00151 1.396871 3.927113 1.06452 
Tarel 2.344905 3.5E-07 2.685774 6.472337 1.4694 
Tarel2 1.626088 0.00017 1.576127 N/A N/A 
Zhu (CAP) 1.152199 0.001234 1.096838 2.331844 0.558164 
PA2 1.188773 0.010317 1.232618 1.338438 1.020475 
PA2+SDS 1.477977 0.004188 1.918533 0.383366 2.490711 
PA2+LIRS 1.400834 0.007545 1.801544 0.632029 2.679427 
 
 
Table 3 Average values for 53 benchmark images processed with Zhu, et al (CAP), He, et al, (DCP), PA-2, PA-2 + 
SDS and PA-2 + LIRS 
Algorithm Qe BWAR RAG HDI CEF 
He (DCP) 1.216391 0.00014 1.959838 7.211636 2.045449 
Zhu (CAP) 1.101555 0.00361 1.261084 5.240882 1.514626 
PA2 1.270947 7.31E-07 2.371226 2.135789 3.010938 
PA2+SDS 1.197107 3.73474E-06 2.572577 2.099481 2.484864 
PA2+LIRS 1.212536 9.7E-06 2.536623 2.054884 2.509167 
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Table 4 Runtimes for images processed with algorithms by He et al [4], Zhu, et al [59], Ren, et al and PA-2 
 
             Algos 
 
 
 
Images 
He, et al [4]  
TH (s)   
(standard/fast) 
 
Zhu, et al [63] [59] TZ 
(s)   
Ren et al 
[45]  
TR (s)   
 PA-2/ 
PA-2+SDS/ 
PA-2+LIRS 
TPA (s)   No. of iterations 
(N) 
Tianamen 
(450×600) 
30.364180/ 
1.253494 
0.991586 2.362754 3.200073/4.3571/4.2563 
 118 
Cones 
(384×465) 
21.205725/ 
0.850155 
0.661314 1.651447 2.169653/2.7861/2.6889 
119 
City1 
(600×400) 
28.019656/ 
1.094910 
0.875287 2.070620 3.011386/3.6758/3.6244 
117 
Canyon 
(600×450) 
30.861073/ 
1.237655 
0.972741 2.529734 3.413434/4.2049/4.1201 
119 
Canon  
(525×600) 
35.503302/ 
1.431257 
1.135376 2.890541 3.899115/4.8064/4.673 
118 
Mountain 
(400×600) 
27.063493/ 
1.129231 
0.880835 2.358143 3.074064/3.6307/3.7172 
119 
Brickhouse 
(711×693) 
57.417363/ 
2.230871 
1.667610 5.234674 5.826943/7.4915/7.6374 
116 
Pumpkins 
(400×600) 
27.23115/ 1.125475 0.901815 2.253179 2.967405/3.9021/3.448 
120 
Train 
(400×600) 
27.443427/ 
1.105757 
0.849072 2.075004 3.064349/4.4596/4.01 
118 
Toys 
(360×500) 
20.462751/ 
0.844945 
0.657376 1.578068 2.282819/2.9972/2.7936 
118 
 
 
Table 5 Runtimes for images processed with algorithms by He et al [4], Zhu, et al [59], Ren, et al, PA-2, PA-2 + 
SDS and PA-2 + LIR 
                         Algorithms    Runtimes (s)    
 
Images 
He  
(standard/ 
fast) 
 
Zhu Ren PA2  PA2+SDS PA2+LIRS Image dimensions 
    'Faisal_Mosque_10.jpg' 3.3421 2.9726 - 17.0872 16.0226 15.4859 768        1024 
    'Haze-KL-Jul-2011.jpg' 0.374 0.3614 - 1.6932 1.3321 1.1895 240         421 
    'Haze-induced.jpg' 0.3951 0.3936 - 1.4197 1.2761 1.1271 267         400 
    'HazeK_Lumpur.jpg' 6.07 4.6331 - 25.3979 26.3608 25.0605 960        1280 
    'HazeK_Lumpur2.JPG' 15.9383 12.6068 - 81.1902 82.9265 84.0672 1536        2048 
    'MALAYSIA_HAZE.jpg' 1.0218 0.9632 -- 3.4821 3.7777 3.7621 382         630 
    'Riau_Haze.JPG' 37.2645 31.0729 - 179.643 192.0879 187.1328 2247        3500 
    'SINGAPOREHAZE.jpg' 7.1098 6.0222 - 40.6832 38.8779 38.0073 1024        1536 
    'ST_HAZE18LE.jpg' 1.1647 1.1607 - 4.2314 4.8418 4.5567 410         722 
    'haze-singapore.jpg' 0.3881 0.3847 - 1.3173 1.5929 1.2816 281         375 
    'haze-singapore2.jpg' 1.3495 1.2873 - 4.9798 5.396 5.2063 432         768 
    'haze21.jpg' 38.9051 30.7838 - 180.4488 188.3506 187.284 2292        3445 
    'haze23e.jpg' 1.707 1.1324 - 4.4489 5.1237 4.4685 410         722 
    'haze_2596971b.jpg' 0.9678 0.8913 - 3.4788 4.1412 3.5047 387         620 
    'indonesia-haze.jpg' 2.5846 2.2883 - 10.3493 11.2843 10.6957 641         950 
    'june-17-haze-ugc.png' 1.3707 1.2903 - 5.114 5.5174 5.1336 432         768 
    'st_haze2_0.jpg' 0.589 0.7064 - 1.639 1.7846 1.6837 280         430 
    '9.png' 57.4174/2.0919 1.7942 5.2347 7.5514 7.4915 7.6374 711         693 
    'IMG_0752.png' 1.3143 1.2718  5.0409 5.1733 5.2072 432         768 
    'canon.jpg' 35.5033/1.2287 1.2237 2.8905 4.9874 4.8064 4.673 525         600 
    'canon3.bmp' 0.9403 0.8735 - 3.5412 3.6216 3.7172 600         400 
    'canyon.bmp' 30.8611/1.1319 1.0435 2.5297 4.2559 4.2049 4.1201 600         450 
    'city_1.jpg' 28.0197/ 0.9305 0.8608 2.0706 3.6774 3.6758 3.6244 600         400 
    'city_2.jpg' 0.9292 0.9151 - 3.588 3.6914 3.6354 400         600 
    'cones.jpg' 21.2057/ 0.7196 0.6603 1.6514 2.7228 2.7861 2.6889 384         465 
    'example-04-haze.png' 1.6046 1.478 - 6.086 6.3906 6.1763 768         511 
    'foggy-morning.jpg' 0.7104 0.6641 - 2.5385 2.8326 2.6969 492         360 
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    'forest.jpg' 3.3938 2.9365 - 13.017 14.4966 15.0649 768        1024 
    'gugong.bmp' 0.992 0.8957 - 3.506 3.7649 3.6629 600         400 
    'haze.jpg' 0.6794 0.6867 - 2.5417 2.9184 2.8355 341         512 
    'hazed.jpg' 1.1613 1.1625 - 4.0827 4.5786 4.198 609         462 
    'hazed3.jpg' 0.795 0.7623 - 3.0964 3.3758 3.0446 339         598 
    'hazed4.jpg' 1.1778 0.9321 - 4.6179 4.1444 3.8017 425         600 
    'hazed5.jpg' 1.7532 1.6374 - 7.0024 7.1662 6.9139 756         576 
    'hazed7.jpg' 0.648 0.5852 - 2.9081 2.5143 2.415 458         361 
    'hazy-kl.jpg' 7.2913 6.7634 - 38.749 37.7926 37.1421 1080        1628 
    'hazy-pictures.jpg' 8.1555 7.4005 - 44.2187 41.1485 41.7144 1200        1600 
    'hazy_buses.jpg' 2.1928 1.9841 - 9.1077 8.8751 9.1441 585         860 
    'hazy_cities.jpg' 1.3865 1.4062 - 5.6987 5.7986 5.8182 450         800 
    'hongkong.bmp' 1.4214 1.3359 - 5.6883 5.8078 5.8033 457         800 
    'image.jpg' 0.473 0.4753 - 1.6684 1.7516 1.7163 284         456 
    'karlskrona3.jpg' 0.9413 1.1008 - 3.6914 3.642 3.7338 400         600 
    'lake.jpg' 0.581 0.5484 - 0.7625 0.7961 2.078 321         459 
    'mountain.jpg' 27.0635/0.971 0.9403 2.3581 3.6207 3.6307 3.7172 400         600 
    'ny1.bmp' 1.4126 1.3101 - 5.3571 5.4747 5.4522 431         800 
    'ny_1.jpg' 1.8306 1.638 - 7.3589 7.7931 7.4311 768         576 
    'ny_2.jpg' 3.3266 2.8593 - 15.5844 17.02 15.3891 768        1024 
    'pumpkins.jpg' 27.2312/ 0.9822 0.9137 2.2532 3.5153 3.9021 3.448 400         600 
    'screenshot.jpg' 0.5996 0.5519 - 2.0616 2.2326 2.0414 309         468 
    'stadium.jpg' 1.3556 1.2681 - 4.9069 5.2228 4.8464 327        1000 
    'tiananmen1.png' 30.3641/ 1.1334 1.038 2.3628 4.19 4.3571 4.2563 450         600 
    'toys.jpg' 0.7599 0.6761 1.5781 2.7306 2.9972 2.7936 360         500 
    'train.bmp' 27.4434/1.1409 1.0684 2.0750 3.9325 4.4596 4.01 400         600 
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(b) 
 
(c) 
Fig. 13 Runtime comparison for (a) benchmark images and FRIDA3 dataset (b) right and (c) left view images 
processed with He, et al, Zhu, et al [59], PA2 [22], PA2 + SDS and PA2 + LIR  
 
5. Conclusion 
This report has presented the results of a sky detection and enhancement technique and an alternative log 
illumination refinement scheme [46] for improvement of results of a previously developed PDE-based hazy image 
contrast enhancement algorithm [22]. The schemes have been verified using benchmark image datasets based on 
visual and quantitative evaluation. However, the schemes contribute to the execution time of the system. Future 
work will be based on reducing the run-time and computational complexity of the algorithms, while improving their 
effectiveness. 
References 
[1] R. T. Tan, "Visibility in bad weather from a single image," in IEEE Conference on Computer Vision and 
Pattern Recognition, 2008, pp. 1-8. 
[2] Raanan Fattal, "Single Image Dehazing," ACM Transactions on Graphics, vol. 72, no. 3, pp. 1-9, 2008. 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 
R
u
n
ti
m
e
 (s
) 
Images 
Runtime comparison (FRIDA3 Right view dataset) 
He Zhu PA2 PA2+SDS PA2+LIRS 
0 
1 
2 
3 
4 
5 
6 
7 
8 
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61 63 65 
R
u
n
ti
m
e 
(s
) 
Images 
Runtime comparison (FRIDA3 Left view dataset) 
He Zhu PA2 PA2+SDS PA2+LIRS 
 20 
 
[3] Raanan Fattal, "Dehazing using Colour Lines," ACM Transactions on Graphics, vol. 28, no. 4, pp. 1-14, 
August 2009. 
[4] Kaimin He, Jian Sun, and Xiaoou Tang, "Single Image Haze Removal Using Dark Channel Prior," IEEE 
Transactions on Pattern Analysis and Machine Intelligence (PAMI), vol. 33, no. 12, pp. 2341-2353, 2010. 
[5] Sheng-kui Dai and Jean-Philippe Tarel, "Adaptive Sky Detection and Preservation in Dehazing Algorithm," in 
IEEE International Symposium on Intelligent Signal Processing and Communication Systems (ISPACS), 
November 2015, pp. 634-639. 
[6] Xia Cong-Hua, Qiao Wei-Wei, Zhang Xiu-Xhiang, and Zhu Feng, "Single image dehazing algorithm using 
wavelet decomposition and fast kernel regression model," Journal of Electronic Imaging, vol. 25, no. 4, pp. 1-
12, July/August 2016. 
[7] Shuai Fang, Jiqing Zhan, Yang Cao, and Ruizhong Rao, "Improved single image dehazing using 
segmentation," in 17th IEEE International Conference on Image Processing (ICIP), 26-29 Sept. 2010, pp. 
3589-3592. 
[8] Fan Guo, Zixing Cai, Bin Xie, and Jin Tang, "Automatic Image Haze Removal Based on Luminance 
Component," in 6th International Conference on Wireless Communications Networking and Mobile Computing 
(WiCOM), 23-25 Sept. 2010, pp. 1-4. 
[9] Chuanzi He, Chendi Zhang, Qingrong Cheng, Xixiaoyi Jin, and Jianjun Yin, "A haze density aware adaptive 
perceptual single image haze removal algorithm," in IEEE International Conference on Information and 
Automation (ICIA), 1-3 Aug. 2016, pp. 1933-1938. 
[10] Sungmin Lee, Seokmin Yun, Ju-Hun Nam, Chee Sun Won, and Seung-Won Jung, "A review on dark channel 
prior based image dehazing algorithms," EURASIP Journal on Image and Video Processing, vol. 2016, no. 4, 
pp. 1-23, 2016. 
[11] Z. H. Liu, Y. X. Yang, and J. Y. Yang, "Single Aerial Image De-Hazing and Its Parallel Computing," Journal 
of Surveying and Mapping Engineering, vol. 1, no. 2, pp. 33-40, 2013. 
[12] Huimin Lu, Yujie Li, Shota Nakashima, and Seiichi Serikawa, "Single Image Dehazing through Improved 
Atmospheric Light Estimation," Multimedia Tools and Applications. , vol. 75, no. 24, pp. 17081-17096, Dec. 1 
2016. 
[13] Deepa Nair, Pattem Ashok Kumar, and Praveen Sankaran, "An Effective Surround Filter for Image Dehazing," 
in ICONIAAC '14, Amritapuri, India, October 10 - 11 2014, pp. 1-6. 
[14] Zhenwei Shi, Jiao Long, Wei Tang, and Changshui Zhang, "Single image dehazing in inhomogeneous 
atmosphere," Optik-International Journal for Light and Electron Optics, vol. 125, no. 15, pp. 3868-3875, Aug 
31 2014. 
[15] A. K. Tripathi and S. Mukhopadhyay, "Single image fog removal using bilateral filter," in IEEE International 
Conference on Signal Processing, Computing and Control (ISPCC), 15-17 March 2012, pp. 1-6. 
[16] Bin Xie, Fan Guo, and Zixing Cai, "Improved Single Image Dehazing Using Dark Channel Prior and Multi-
scale Retinex," in International Conference on Intelligent System Design and Engineering Application 
(ISDEA), 13-14 Oct. 2010, pp. 848-851, Vol. 1. 
[17] H. R. Xu, J. M. Guo, Q. Liu, and L. L. Ye, "Fast Image Dehazing Using Improved Dark Channel Prior," in 
IEEE International Conference on Information Science and Technology , 2012, pp. 663-667. 
[18] Shuai Yang, Qingsong Zhu, Jianjun Wang, Di Wu, and Yaoqin Xie, "An Improved Single Image Haze 
Removal Algorithm Based on Dark Channel Prior and Histogram Specification," in 3rd International 
Conference on Multimedia Technology (ICMT-13), Nov. 22, 2013. 
[19] S. G. Narasimhan and S. K. Nayar, "Vision and the atmosphere," International Journal of Computer Vision, 
vol. 48, no. 3, pp. 233-254, 2002. 
[20] K. Zuidervel, "Contrast limited adaptive histogram equalization," in Graphics Gems IV, P. Heckbert, Ed.: 
Academic Press, 1994. 
[21] Jin-Hwan Kim, Jae-Young Sim, and Chang-Su Kim, "Single image dehazing based on contrast enhancement," 
in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), May 22-27 2011, pp. 
1273-1276. 
[22] U. A. Nnolim, "Partial differential equation-based hazy image contrast enhancement," Computers and 
Electrical Engineering, Feb 21, 2018. 
 21 
 
[23] Yang M, Li Z, and Liu J, "Super-pixel based single image haze removal," in IEEE Chinese Control and 
Decision Conference (CCDC), 2016, pp. 1965-1969. 
[24] Li Y, Miao Q, Song J, Quan Y, and Li W, "Single image haze removal based on haze physical characteristics 
and adaptive sky region detection," Neurocomputing, vol. 182, pp. 221-234, March 19 2016. 
[25] Jun Mao, Uthai Phommasak, Shinya Watanabe, and Hiroyuki Shioya, "Detecting Foggy Images and Estimating 
the Haze Degree Factor," Journal of Computer Science & Systems Biology, vol. 7, no. 6, Nov 1 2014. 
[26] Tong Cui, Jiandong Tian, Ende Wang, and Yandong Tang, "Single image dehazing by latent region-
segmentation based transmission estimation and weighted L1-norm regularisation," IET Image Processing , 
vol. 11, no. 2, pp. 145-154, Jan. 16 2017. 
[27] Mingye Ju, Dengyin Zhang, and Xuemei Wang, "Single image dehazing via an improved atmospheric 
scattering model," The Visual Computer, vol. 33, no. 12, pp. 1613-1625, Dec 1 2017. 
[28] Luan Zhong et al., "Fast single image dehazing based on a regression model," Neurocomputing, vol. 245, pp. 
10-22, 5 July 2017. 
[29] Mingzhu Zhu and Bingwei He, "Dehazing via graph cut," Optical Engineering, vol. 56, no. 11, 14 November 
2017. 
[30] Yutong Jiang, Changming Sun, Yu Zhao, and Li Yang, "Image dehazing using adaptive bi-channel priors on 
superpixels," Computer Vision and Image Understanding, vol. 165, pp. 17-32, December 2017. 
[31] Jinsheng Xiao, Hong Tian, Yongqin Zhang, Enyu Liu, and Junfeng Lei, "Scene-Aware Image Dehazing Based 
on sky-segmented Dark Channel Prior," IET Image Processing, May 31 2017. 
[32] Yun Liu, Hejian Li, and Minghui Wang, "Single Image Dehazing via Large Sky Region Segmentation and 
Multiscale Opening Dark Channel Model," IEEE Access, May 31 2017. 
[33] Vinuchackravarthy Senthamilarasu, Anusha Baskaran, and Krishnan Kutty, "A New Approach for Removing 
Haze from Images," in Proceedings of the International Conference on Image Processing, Computer Vision, 
and Pattern Recognition (IPCV), The Steering Committee of The World Congress in Computer Science, 
Computer Engineering and Applied Computing (WorldComp)., Jan 1, 2014, p. 1. 
[34] Codruta Orniana Ancuti, Cosmin Ancuti, and Philippe Bekaert, "Effective single image dehazing by fusion," in 
17th IEEE International Conference on Image Processing (ICIP), 26-29 Sept. 2010, pp. 3541-3544. 
[35] Adrian Galdran, Javier Vazquez-Corral, David Pardo, and Marcelo Bertalmio, "Fusion-based Variational Image 
Dehazing," IEEE Signal Processing Letters, vol. 24, no. 2, pp. 151-155, Feb 2017. 
[36] Peter Carr and Richard Hartley, "Improved Single Image Dehazing using Geometry," in IEEE Digital Image 
Computing: Techniques and Applications, 2009. DICTA'09. , Dec. 1, 2009 , pp. 103-110. 
[37] Dubok Park, David K. Han, and Hanseok Ko, "Single image haze removal with WLS-based edge-preserving 
smoothing filter," in IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 26-
31 May 2013, pp. 2469-2473. 
[38] Md. Imtiyaz Anwar and Arun Khosla, "Vision enhancement through single image fog removal," Engineering 
Science and Technology, an International Journal, vol. 20, pp. 1075–1083, March 2017. 
[39] Adrian Galdran, Javier Vazquez-Corral, David Pardo, and Marcelo Bertalmio, "A Variational Framework for 
Single Image Dehazing," , September 2014, pp. 1-12. 
[40] Adrian Galdran, Javier Vazquez-Corral, David Pardo, and Marcelo Bertalmio, "Enhanced Variational Image 
Dehazing," SIAM Journal on Imaging Sciences, pp. 1-26, September 2015. 
[41] Xuan Liu, Fanxiang Zeng, Zhitong Huang, and Yuefeng Ji, "Single color image dehazing based on digital total 
variation filter with color transfer," in 20th IEEE International Conference on Image Processing (ICIP), 15-18 
Sept. 2013, pp. 909-913. 
[42] Xue-Mei Dong, Xi-Yuan Hu, Si-Long Peng, and Duo-Chao Wang, "Single color image dehazing using sparse 
priors," in 17th IEEE International Conference on Image Processing (ICIP), 26-29 Sept. 2010. 
[43] Gaofeng Meng, Ying Wang, Jiangyong Duan, Shiming Xiang, and Chunhong Pan, "Efficient Image Dehazing 
with Boundary Constraint and Contextual Regularization," in IEEE International Conference on Computer 
Vision (ICCV-2013), 2013, pp. 617-624. 
[44] Xian-Shi Zhang, Shao-Bing Gao, Chao-Yi Li, and Yong-Jie Li, "A Retina Inspired Model for Enhancing 
Visibility of Hazy Images," Frontiers in Computer Science, vol. 9, no. 151, pp. 1-13, 22nd December 2015. 
 22 
 
[45] Wenqi Ren et al., "Single Image Dehazing via Multi-Scale Convolutional Neural Networks," in European 
Conference on Computer Vision , Springer International Publishing, Oct. 8, 2016 , pp. 154-169. 
[46] U. A. Nnolim, "Sky region detection and log illumination refinement schemes for hazy image contrast 
enhancement," submitted, 2017. 
[47] Zhenfei Gu, Mingye Ju, and Dengyin Zhang, "A Single Image Dehazing Method Using Average Saturation 
Prior," Mathematical Problems in Engineering, vol. 2017, pp. 1-17, 5 March 2017. 
[48] R. C. Gonzalez, R. E. Woods, and S. L. Eddins, Digital Image Processing Using MATLAB. Upper Saddle 
River, New Jersey, United States: Prentice Hall, 2004. 
[49] Nobuyuki Otsu, "A Threshold Selection Method from Gray-Level Histograms," IEEE Transactions on Systems 
Man, and Cybernetics, vol. SMC-9, no. 1, pp. 62-66, 1979. 
[50] etal Yang Xiao, "Entropic Thresholding Based on Gray-level Spatial Correlation Histogram," in 19th IEEE 
International Conference on Pattern Recognition, (ICPR 2008), , Tampa, FL, 8-11 Dec. 2008, pp. 1-4. 
[51] J. C. Dunn, "A fuzzy relative of the ISODATA process and its use in detecting compact well-separated 
clusters," Journal of Cybernetics, vol. 3, no. 3, pp. 32-57, January 1 1973. 
[52] Etienne E. Kerre and M. Nachtegal, Fuzzy Techniques in Image Processing, Studies in Fuzziness and Soft 
Computing. Berlin, Germany: Springer-Verlag, 2000. 
[53] L. Caraffa and J.-P. Tarel, "Stereo Reconstruction and Contrast Restoration in Daytime Fog," in 11th IEEE 
Asian Conference on Computer Vision (ACCV'12), part 4, Daejeon, Korea, November 2012, pp. 13-25. 
[54] Jean-Philippe Tarel, Aurelien Cord, Houssam Halmaoui, Dominique Gruyer, and Nicolas Hautiere. (2012, 
November) FRIDA3 image database. Image database. [Online]. http://perso.lcpc.fr/tarel.jean-
philippe/visibility/fogstereo.zip 
[55] J. Kopf et al., "Deep photo: Model-based photograph enhancement and viewing," in ACM SIGGRAPH Asia 
2008 Papers, New York, NY, USA , 2008, pp. 1-10. 
[56] J.P. Tarel and N. Hautiere, "Fast visibility restoration from a single color or gray level image," in IEEE 12th 
International Conference on Computer Vision, Sep 2009, pp. 2201-2208. 
[57] J. B. Oakley and H. Bu, "Correction of simple contrast loss in color images," IEEE Transactions on Image 
Processing, vol. 16, no. 2, pp. 511-522, 2007. 
[58] Cheng-Hsiung Hsieh, Zhen-Ming Weng, and Yu-Sheng Lin, "Single Image haze removal with pixel-based 
transmission map estimation," in WSEAS Recent Advances in Information Science, 2016, pp. 121-126. 
[59] Qingsong Zhu, Jiaming Mai, and Ling Shao, "A Fast Single Image Haze Removal Algorithm Using Color 
Attenuation Prior," IEEE Transactions on Image Processing, vol. 24, no. 11, pp. 3522-3533, November 2015. 
[60] Xiaole Shen, Qingquan Li, Yingjie Tan, and Linlin Shen, "An Uneven Illumination Correction Algorithm for 
Optical Remote Sensing Images Covered with Thin Clouds," Remote Sensing, vol. 7, no. 9, pp. 11848 - 11862, 
September 2015. 
[61] Sabine Susstrunk and David Hasler, "Measuring Colourfulness in Natural Images," in IS&T/SPIE Electronic 
Imaging 2003: Human Vision and Electronic Imaging VIII, 2003, pp. vol. 5007, pp. 87-95. 
[62] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, "Image quality assessment: From error visibility to 
structural similarity," IEEE Transactions on Image Processing, vol. 13, no. 4, pp. 600 – 612, April 2004. 
[63] Qingsong Zhu, Jiaming Mai, and Ling Shao, "Single Image Dehazing Using Color Attenuation Prior," in 
Proceedings of the British Machine Vision Conference. BMVA Press, September 2014, pp. 1-10. 
 
