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§1. Introduction
We consider one-dimensional Stark operators
ϕ is absolutely continuous , ϕ(0) = 0, supp ϕ is compact , −ϕ + qϕ ∈ L 2 (R + ) .
We assume that the potential q satisfies the inequality
The operator H is essentially selfadjoint. For periodic potentials q, this fact was proved in [5] . For potentials q satisfying (1.1), the proof is similar. We denote by H d the closure of H. An extensive literature devoted to the Stark operator can largely be found in the book [6] and the preprint [8] .
It is well known that, for q = 0, the spectrum of H d is purely absolutely continuous and fills the entire real line. In the paper [8] , the operator H in L 2 (R) with an appropriate domain was studied, and conditions on the potential q under which the absolutely continuous component of the spectrum of H fills the entire real line, as well as conditions under which the spectrum of H is purely absolutely continuous, were obtained. There, the authors imposed either smoothness conditions on the potential q, or some conditions on the rate of decay at infinity. It was also shown that the results of [8] are optimal in each of the two classes. As an example, we present two of the results proved in [8] . In the recent paper [12] , the absolutely continuous spectrum of H in L 2 (R) was also studied. We state one of the main results of [12] in a somewhat simpler form. Then the absolutely continuous component of the spectrum of the operator H fills the entire real line.
In the present paper, our goal is to prove Theorems 1.4 and 1.6 stated below. We introduce the following notation: 1] x 0 q(n + t)e 2i √ n t dt , Then the absolutely continuous component of the spectrum of the operator H d fills the entire real line.
Then the spectrum of the operator H d is purely absolutely continuous and fills the entire real line. Moreover, the spectral equation
admits a solution ψ + with the following asymptotic behavior as x → +∞:
Here,
Remark. It should be noted that formula (1.5) makes it possible to describe the asymptotic behavior of an arbitrary solution of (1.4).
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We compare the statements of Theorems 1.1, 1.3, and 1.4 by the example of the following potential:
Here, x n is an arbitrary real sequence such that x n ∈ [n + 2 , n + 1 − 2 ] for n ∈ N, ∈ [0, 1 4 ], β > 0, α ∈ (0, 1), and ω(x) is an arbitrary function of class C ∞ (R) such that ω(x) = 1 for x ∈ [ , 1 − ] and ω(x) = 0 for x ∈ [0, 1]. For the Stark operator with potential of the form (1.6), Theorem 1.1 ensures the preservation of the absolutely continuous spectrum provided 4β > max (1, 2α) . Theorems 1.3 and 1.4 ensure the preservation of the absolutely continuous spectrum if the following weaker condition is satisfied:
The applicability conditions for Theorems 1.3 and 1.4 turn out to be more free because the conditions on the potential q are given in terms of Fourier-type integrals, which, besides the asymptotics, take into account the smoothness properties of the potential. Also, we note that, in the scale of the potentials satisfying an estimate of the form
Theorems 1.1, 1.3, and 1.4 are optimal and ensure the preservation of the absolutely continuous spectrum for γ > 1 4 (see [8] ). It is more difficult to compare Theorems 1.2 and 1.4, and we restrict ourselves to some observations. We note that, on the one hand, condition (1.2) imposes quite strong restrictions on the local properties of the potential q (it must be at least continuous), but, on the other hand, estimate (1.2) is an optimal condition on the behavior of the function q at infinity [8] . As we saw above, Theorem 1.4 effectively shows how these properties affect the preservation of the absolutely continuous spectrum, without imposing any restrictions on the smoothness of the potential q.
We note that Theorems 1.3 and 1.4 give close results. I do not know whether one of the two theorems implies the other; however, for a certain class of potentials, Theorem 1.3 gives better results. It should also be mentioned that, in the present paper, the main object of study is a certain discrete system, and the results obtained for this system apply to other discrete problems of mathematical physics.
Finally, Theorem 1.6 is a by-product arising in the proof of Theorem 1.4. The conditions of Theorem 1.6 are also stated in terms of Fourier-type coefficients and are optimal in the scale of potentials satisfying (1.7). More precisely, Theorem 1.6 ensures the absence of a singular spectrum for γ > 1 2 . For the optimality of the estimate γ > 1 2 , see, e.g., the paper [2] .
We outline the proofs of Theorems 1.4 and 1.6. In the proofs, we use the relationship between the spectral properties of the operator H d and the asymptotic properties of the solutions of equation (1.4), obtained in the paper [10] . To study the asymptotic properties of the solutions of (1.4), we reduce this equation to a discrete system of the form a(n + 1) = T (n)a(n) that describes how the solutions of equation (1.4) on the neighboring intervals [n, n + 1] and [n + 1, n + 2] are related, where n ∈ N. For the first time, the idea to reduce a differential equation of the form (1.4) to a discrete system was used in the paper [7] for a periodic potential of the form
In [7] , the asymptotic behavior of the solutions of equation (1.4) with potential of the form (1.8) was described, and reasons were found why the spectral properties of the corresponding operator have been poorly understood. Then, we describe the asymptotic behavior of the transition matrix T (n) as n → ∞, which is a relatively simple problem. To prove Theorem 1.6, it remains to perform a comparatively simple study of the above-mentioned system, which is presented at the end of the paper. The proof of Theorem 1.4 needs a subtler study of the discrete system. One of the difficulties here lies in the fact that the correction terms arising in the asymptotics of T (n) can include a nontrivial dependence on the spectral parameter E. Therefore, the study is split into two stages. First, we treat a model system obtained, roughly speaking, from the given system by deleting the correction terms and, therefore, having an elementary dependence on E. To study this system, we use the method that was earlier suggested for localization of the absolutely continuous spectrum of the Schrödinger operator with slowly decaying potential [9] . This method is based on the spectral identities now called the BF-identities [1] . We note also that the same method was applied in [5] to systems with a simpler dependence on the spectrum parameter. Second, we compare the given system and the model system. Here, we use some wellknown ideas, which can be found in [11] .
The structure of the present paper is as follows. In §2, we introduce the discrete system we need. In §3, we state the necessary results from [10] and discuss their relationship with the discrete system. §4 is devoted to the study of the model system and is divided into three subsections. In Subsection 1, we define the Weyl function. In Subsection 2, we obtain a spectral estimate of BF-type [1] for a model system of a specific form. In Subsection 3, we use passage to the limit to obtain a spectral estimate for the general model system. In §5, we prove two auxiliary statements to be applied later for comparing the given system and the model system. Finally, in §6, we prove Theorems 1.4, 1.6 and Corollary 1.5. §2. Discrete system
In this section, we transform equation (1.4) into a discrete system that describes the relationships among the solutions of equation (1.4) on the intervals [n, n + 1], n ∈ N. Usually, this procedure is employed when purely periodic equations are studied. The matrix connecting the solutions on the neighboring intervals is called the monodromy matrix. In contrast to the purely periodic case, the monodromy matrix for equation (1.4) depends on n. However, this dependence turns out to be very simple, which allows us to effectively study the discrete system obtained. We note that, for the equations of Wannier-Stark type, the procedure of transition from differential equations to discrete systems was used earlier in the papers [4, 7] .
Remark. Instead of the intervals [n, n+1], we could take an arbitrary sequence of intervals [a n , a n+1 ] satisfying the conditions
We have taken a n = n to simplify the calculation.
We introduce a specific basis of solutions of the spectral equation
Let θ n (x) and ϕ n (x) be solutions of equation (2.1) such that
We assume that n > −E, which implies that k n > 0.
On the interval [n, n + 1], an arbitrary solution ψ of (2.1) can be represented in the form
Here and below, the real inner product is marked by the index r,
Since the solution ψ(x) must be continuously differentiable at the points x = n, the coefficients a 1 (n) and a 2 (n) must satisfy the following equation:
where the monodromy matrix T (n) is given by
θ n (n + 1) ϕ n (n + 1) .
Relation (2.2) implies that det T (n) = 1.
Using the integral equations
for θ n and ϕ n , we find the asymptotic behavior of the monodromy matrix as n → ∞:
We plug
As a result, we obtain
In the sequel, we need some results proved in [10] . The required facts (see Theorems 3.2 and 3.3) can be stated as follows. (1.4) is said to be subordinate if, for every solution ψ such that ψ u and ψ are linearly independent, we have 
This implies the claim. In the study of system (2.9), certain difficulties arise because the correction terms O(d n ) can depend on the spectral parameter E. Therefore, it is convenient to start with the following model system:
We assume that the matrices W n do not depend on E, the relation
is fulfilled, the w n are positive real parameters, and the v n are complex parameters.
Observe that the matrix W n satisfies
be solutions of system (4.1) satisfying the initial conditions g 1 (E) = 1 0 and h 1 (E) = 0 1 . Theorem 4.1. There exists a Weyl function m(E) that is regular for Im(E) > 0 and satisfies
Remark. Let l 2 (N, C 2 , n −1/2 ) denote the Hilbert space of sequences of vectors q = {q n } ∞ n=1 with the norm
We do not dwell on the proof of Theorem 4.1. Instead, we note that it is quite standard and almost completely repeats the argument used in the proof of Theorem 7 in [5] . Proof. The inequality |m(E)| < 1 for Im(E) > 0 shows that m belongs to the Hardy class H ∞ (Im(E) ≥ 0). This implies the claim; see [3] . 
Proof. We put
A direct calculation shows that
Hence,
Passing to the limit as n → ∞, we obtain
It remains to use the elementary estimates
Spectral estimates.
Let W n , n ∈ N, be a set of matrices. We consider the new set
and the system (4.1) constructed by this set,
This system admits a solution y l (E) satisfying
It is easily seen that for the Weyl function m l (E) of system (4.5) we have 
Now, assume that there exists E l such that a l (E l ) = 0 and Im(E l ) ≥ 0. By (4.8), we
The contradiction obtained completes the proof. 
Proof. For all E ∈ R we can write
It follows that σ 1 y l is a solution of system (4.5) for E ∈ R.
Using equation (4.6), we find the following values for the vector-valued functions σ 1 y l n , y l n , and y l+1 n with n = l:
Consequently,
The vector-valued functions σ 1 y l n , y l n , and y l+1 n are solutions of the same system (4.5) for 1 ≤ n ≤ l. Therefore, relation (4.9) can be extended to the values 1 ≤ n ≤ l: For E ∈ R, we define
Lemma 4.6. For E ∈ R, we have the recurrence formula
Proof. This follows from Lemma 4.5 and identity (4.11). Proof. We use induction. The base of induction is valid because d 1 (E) ≡ 0. Now, suppose that the claim is valid for the function d l (E); we prove that it is valid for d l+1 (E). We define the function d l+1 (E) for Im(E) > 0 by the recurrence formula (4.12). The relation det W l = 1 implies that |u l | < 1, whence |u l d l (E)| < 1. Now, the recurrence formula (4.12) shows that the function d l+1 (E) is regular in the domain Im(E) ≥ 0.
It is easily seen that the linear fractional mapping
takes the unit disk |z| < 1 to the unit disk |w| < 1. Using this, the recurrence formula (4.12), and the fact that |e
Proof. By (4.12), we have
where the function g l admits the estimate
We substitute d l (i) = e −s l e l in (4.13), obtaining (4.14) e l+1 = e l + e −s lū l e 2 l + e s lĝ l , e 1 = 0,ĝ l = g l − u l .
Introducing the operator
we represent (4.14) in the form We know a priori that equation (4.15) has a solution. To estimate the solutions of this equation, we consider the seminorms
It is easily seen that
(4.16)
The a priori estimate |e l | = |d l (i)|e s l ≤ e s l yields
Using (4.15), (4.16), and (4.17), we obtain e l 1 = Ke l + r l 1 ≤ e l 1 e l 2 + r l 1 , 
To complete the proof of the lemma, it remains to use the estimate 2 ln w n ≤ |v n | 2 , which follows from (4.2). Lemma 4.10. For Im(E) ≥ 0, we have
Proof. By (4.8) , 
This follows easily from Lemmas 4.9 and 4.10. The kernel of M is trivial. The inverse operator M −1 is well defined on l 2 (N, C 2 , √ n) by the formula
Passage to the limit.
Here · t stands for transposition, and h, f are the sequences of vector-valued functions as in Theorem 4.1.
Let M l denote the operator M constructed for the set (4.4). On l 2 (N, C 2 , √ n), we have the resolvent identity
We consider the following element of l 2 (N, C 2 , √ n):
For l ≥ 2, we have
Now, we apply both sides of (4.22) to the element q, obtaining
It remains to use Lemma 4.3. Then τ = sup n≥1 |v n |/w n < 1,
Proof. Since the series n≥1 |v n | 2 converges, we have lim n→∞ |v n | = 0 and, as a consequence, sup n≥1 w n < ∞. Recalling (4.2), we obtain
By Lemma 4.12, for every ε ∈ (0, 1 2 ], we can pass to the limit as l → ∞ under the integral sign in (4.19) . Therefore, by Theorem 4.11,
Corollary 4.2 shows that, for almost all E ∈ R with respect to Lebesgue measure, the Weyl function m(E + iε) has a finite limit as ε → 0 + 0. Now, applying Fatou's lemma on convergence as ε → 0 + 0, we obtain the required estimate. §5. Auxiliary results
To compare the behavior of solutions of systems (2.8) and (4.1) for large values of the argument, we need two auxiliary lemmas, which are stated below. The basic ideas of their proofs are taken from [11] .
Lemma 5.1. Let F n be a matrix solution of the system
Assume that the conditions of Lemma 4.8, estimate (4.23), and the conditions
are satisfied. Let a n be a sequence of nonnegative numbers such that the series n≥1 a n converges. Then, for almost all E ∈ R with respect to Lebesgue measure, there exist constants C 1 (E) and
Proof. Using the resolvent identity (4.22), we obtain
whereÊ andŴ are the operators of multiplication by e i E 2 √ n σ 3 and W n , respectively. Let G 1 (n, k) be the Green function of the operator M −1 1 (see (4.21) ). For Im(E) > 0, simple calculations yield the formulas
for Im(E) > 0,
Now, we consider M −1 1 as an operator from l 2 (N, C 2 , √ n) to l 2 (N, C 2 , n −1/2 ). For Im(E) ≥ 2, we have
Similarly,
Using condition (5.2), we can easily check that
Therefore, by (5.7),
for Im(E) ≥ 2.
Estimate (5.8) ensures that the operator I − M −1 1Ê (Ŵ − I) is invertible for Im(E) ≥ 2. Now, we use (5.4) to estimate the norm of the operator M −1 :
To estimate the norm of the matrix G(l, l − 1), we use the iterated resolvent identity
We have
which, in its turn, implies that
Now, we apply the Beppo Levi theorem to inequality (5.15), observing that |m(E)| < 1 almost everywhere (see Theorem 4.13). As a result, we conclude that the series ∞ n=1 a n F n F n+1 converges for almost all E ∈ R with respect to Lebesgue measure. The second estimate in the lemma follows from the inequalities 
then system (5.16) has no subordinate solutions.
Proof. Let u and v be two linearly independent solutions of system (5.16 ). Multiplying one of them by an appropriate constant, we may assume that det(u 1 , v 1 ) = 1. Since det K n = 1, we have det(u n , v n ) = det(u 1 , v 1 ) = 1,
Summing from 1 to N , we obtain
Since u n = B n u 1 , we have
Now, assume that v is a subordinate solution. Then, by (5.17) and (5.18), there exists a sequence N j such that
which contradicts the definition of a subordinate solution. §6. Proof of the main result Proof of Theorem 1.4. We represent system (2.9) in the form
Here, We consider the auxiliary system
It is easily seen that the matrix W n satisfies all the assumptions of Lemma 5.1, and the assumptions of Theorem 1.4 imply the convergence of the series ∞ n=1 V n . It follows that the solution F n satisfies estimates (5.3) for a n = V n . The change B n = F n U n transforms system (6.1) to
Hence, |c n ||c n−1 | √ n .
The assumptions of Corollary 1.5 imply that the series on the right-hand side of (6.3) are convergent. Therefore, the series on the left-hand side of (6.3) also converge, so that we can use Theorem 1.4.
Proof of Theorem 1.6. We make the substitution The asymptotic formula (2.7) for the matrix T (n) shows that D(n) admits the following estimate as n → ∞:
Estimates (1.3) and (6.6) imply that the following ordered product of matrices converges: n≥1 D(n).
Consequently, an arbitrary solution of system (6.5) tends to a constant vector as n → ∞. Using (6.4), we conclude that, as n → ∞, an arbitrary solution of system (2.4) admits an asymptotic expansion of the form (6.7) a(n) = exp i
where a 0 is a constant vector. Since, obviously, a(n) = b(n) , we easily see that system (2.9) has no subordinate solutions for any E ∈ R. Thus, Theorem 3.6 implies the first statement of Theorem 1.6. Now, we substitute the asymptotic expansion (6.7) in (2.3) and use the integral equations (2.5) and (2.6). As a result, we see that, as x → +∞, an arbitrary solution ψ of equation ( 
