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conflict probability and task instructions) as well as differences 
between groups of individuals (e.g., age, and clinical diagnoses like 
attention deficit/hyperactivity disorder [AD/HD] and Parkinson’s 
disease) that affect the initial activation and selective suppression 
of unwanted action tendencies. Finally, we present an overview of 
recent brain imaging studies that focus on the underlying neural 
mechanisms. As will become clear, activation and effective selec-
tive suppression of unwanted actions is expressed by subthresh-
old muscle activity that can be measured using electromyography 
(EMG) recorded from the incorrect response hand. Application 
of brain imaging techniques advanced our understanding of the 
cortical activation patterns, structural connectivity, and subcortical 
contributions that are associated with the voluntary selection of 
actions in the face of conflicting response impulses.
Paradigms that induce conflict
Over the years, several reaction time (RT) paradigms have been 
developed to study cognitive processing in conflicting situations 
in which competing response tendencies are simultaneously active. 
Widely used variants of such conflict paradigms are the Stroop task 
(Stroop, 1935) and the Eriksen flanker task (Eriksen and Eriksen, 
1974), that all share a common cognitive processing architecture, 
the dual-route model (Kornblum et al., 1990; Kornblum, 1994). 
Although these different tasks clearly induce interference produced 
imPulsive activation and selective suPPression of 
actions during conflict
“Look before you leap” and “haste makes waste” are just two exam-
ples of every-day expressions – not to say clichés – that point to the 
precarious balance between reacting impulsively on the one hand 
versus carefully weighing your response options before acting. The 
need for behavioral restraint during decision making is particularly 
relevant when confronted with irrelevant attributes or changes in 
the environment that activate unintentional response tendencies 
that conflict with the desired appropriate behavior. This review 
first introduces a theoretical framework, the activation–suppression 
model that describes the effects of processing conflicting informa-
tion on behavior. Importantly, the activation–suppression model 
generates two specific individual parameters that represent the 
temporal aspects of (1) the susceptibility to make fast impulsive 
reactions, and (2) the proficiency of selective inhibitory control over 
these unwanted actions to facilitate the selection of the appropriate 
response. This useful dissociation is illustrated by an overview of 
behavioral studies that helped identify experimental variables (e.g., 
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the facilitation from direct-route processing (Ridderinkhof et al., 
2004c). However, as will become clear in the next section, essential 
information about the temporal aspects of information processing 
in conflict situations is lost if behavioral analyses are restricted to 
the mean interference effect.
the activation–suPPression model
Interestingly, many Simon studies that compared fast versus slower 
responses reported a reduction of the Simon effect if RT is rela-
tively long. These essential temporal dynamics are revealed if the 
Simon effect is computed as a function of response time, but easily 
missed if the overall mean Simon effect is taken as the dependent 
measure of interference control. The activation–suppression model 
(see Figure 2), a recent extension of the dual-route architecture, 
and a related analytic technique were developed to incorporate 
the temporal dynamics that underlie the expression of impulsive 
errors followed by a gradual build-up of selective suppression as 
an act of cognitive control (Ridderinkhof, 2002b; Ridderinkhof 
et al., 2004c). Based on these temporal aspects, the model predicts 
that faster reactions on conflict trials should be more vulnerable 
to impulsive actions that are captured by the irrelevant stimulus 
dimension. Conversely, the model asserts that slower reactions 
on incompatible trials are less likely to be negatively impacted by 
incorrect action impulses because selective suppression had time 
to accrue to counteract these involuntary impulses. Given that the 
suppression mechanism needs time to become effective, slower 
responses benefit more from the effect of selective suppression than 
faster responses. Therefore, slow responses show a relatively less 
pronounced interference effect. For example, in the Eriksen flanker 
task, the interference effect increases with RT, but to a lesser extent 
for slower RT segments compared to faster segments (Wylie et al., 
2007, 2009a,b). In the Simon task, the interference effect reduces 
in absolute terms, and can even reverse (i.e., go below 0) over time. 
Here, the slowest RT segment is associated with the smallest Simon 
effect in absolute value.
Thus, the activation–suppression model refines dual-route 
models of interference effects by incorporating specific hypotheses 
about the temporal dynamics of incorrect response activation fol-
lowed by top-down suppression of unwanted impulsive actions. As 
illustrated next, the time-courses of these dissociable processes are 
by response conflict, the source that triggers interference may vary 
across conflict tasks. For example, the Stroop interference involves a 
number of potential sources of variance, such as response conflict, 
perceptual conflict (as in the Flanker task), and semantic interfer-
ence. Alternatively, the Simon task (Simon, 1967, 1990) induces 
response conflict and inherently avoids interference associated 
with perceptual or semantic conflict. The Simon task (Simon, 1967, 
1990) in particular provides a context in which irrelevant stimulus 
information can elicit a strong response impulse that interferes with 
goal-directed action (see Figure 1). The task typically requires a 
fast button-press to a goal-relevant stimulus aspect embedded in 
a goal-irrelevant stimulus dimension. For example, participants 
may be instructed to issue a discriminative response according to 
the color of a stimulus; to press the left response button when 
the circle is blue and to issue a right-hand button press to a green 
circle. Notably, the colored circles are presented to the left or right 
of a fixation point.
According to dual-route models of information processing, the 
spatial location of the stimulus, despite being irrelevant, automati-
cally and rapidly activates the spatially corresponding response 
via a direct processing route (Kornblum et al., 1990; de Jong et al., 
1994; Eimer et al., 1995; Ridderinkhof, 2002a; Ridderinkhof et al., 
2004c). In contrast, the relevant stimulus feature engages a deliber-
ate processing route that utilizes a slower controlled translation of 
relevant stimulus features into a correct response according to task 
instructions. On compatible trials, the direct route and the deliber-
ate processing route converge on activation of the same response 
and, in so doing, facilitate both RT and accuracy. In contrast, on 
incompatible trials, the two responses, that is, the one activated by 
the automatic processing of the circle’s spatial location and the 
one activated according to the deliberate processing of the cir-
cle’s color, are incompatible, thereby slowing RT and increasing 
error rates. The mean compatibility or interference effect is taken 
to reflect the extra demands and time required to overcome the 
interference caused by the incorrect response activation produced 
on incompatible trials that are absent in compatible trials due to 
Figure 1 | Simon task. Participants press the left button to a blue circle and 
a right button to a green circle (dashed line). Responses are also driven by an 
irrelevant stimulus dimension, circle location, as indicated by the solid line. For 
compatible trials, both relevant (color) and irrelevant (location) stimulus 
dimensions activate the correct action. On incompatible trials, the irrelevant 
dimension activates an incorrect response tendency, which interferes with 
selection of the correct response.
Figure 2 | Activation–suppression model. The relevant stimulus dimension 
(color blue) is processed by the slow deliberate route (represented in blue) 
while the irrelevant location dimension (right location activating the right hand) 
is processed by the fast direct route (in red). Selective suppression of the 
location-based activation by the inhibition module (represented in purple) 
needs time to build up, and facilitates the selection and execution of the 
correct left-hand response.
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incompatible flankers, quantified by the slope of the first segment 
of the CAF connecting the first two points (see Figure 3). Steeper 
CAF slopes reflect a higher proportion of fast errors, suggestive of 
stronger initial activation of the incorrect response (Ridderinkhof, 
2002b; Wylie et al., 2009b). As can be seen in Figure 3, responses 
on compatible trials are associated with near perfect accuracy. In 
contrast, incompatible flanker trials produced significantly more 
errors (i.e., steeper positive-going slope) in the fast proportion of 
the RT distribution. Interestingly, the effect of flanker incompat-
ibility on making impulsive errors was modified by task instruc-
tions. An emphasis on the importance of response speed greatly 
increased errors on conflict trials compared to the instruction con-
dition that stressed accuracy. This was especially true for the fast 
proportion of responses on incompatible trials (Band et al., 2003; 
Wylie et al., 2009b).
The speed-accuracy study by Wylie et al. (2009b) showed that 
response strategies affect the susceptibility to making fast impul-
sive errors in conflict situations. In addition to these macro-ad-
justments that involve long-term modifications in speed-accuracy 
strategy, CAFs also revealed micro-adjustments on a trial-by-trial 
level. These between-trial adjustments in interference control on 
trial N are triggered by incompatibility on trial N-1. Ridderinkhof 
(2002b) administered a version of the Simon task to a sample of 
healthy participants and focused on accuracy rates on trials that 
were preceded either by a correct response or by a response error. 
Between-trial adjustments were evidenced by an increase in accu-
racy for fast responses from chance level on post-correct trials to 
about 75% on trials that followed an error. This increase in accuracy 
on post-error trials relative to post-correct trials might be related 
to a top-down controlled shift in speed-accuracy trade-off because 
of post-error slowing. Another example of between-trial control 
is presented by Stins et al. (2007) who also plotted accuracy as a 
function of response speed. They observed that the accuracy of 
fast responses to incompatible flanker trials that were preceded by 
compatible trials was as low as 26%, which is well below chance 
masked using overall mean interference effects, but exposed using 
RT distributional analyses of fast errors and interference effects, 
respectively. These analyses empirically show that incompatible tri-
als yield an early automatic response impulse that is distinct from a 
later controlled top-down response suppression mechanism.
conditional accuracy functions reveal imPulsive resPonse 
activation
According to the activation–suppression model, the susceptibility 
to react impulsively is revealed by the relation between fast errors 
and response speed. Stronger initial impulsivity on incompatible 
trials is expressed by an increase in the proportion of fast errors 
as less time is available for the build-up of suppression to counter 
this incorrect activation (Kornblum et al., 1990). Thus, plotting 
accuracy rates for incompatible trials as a function of RT, using the 
conditional accuracy function or CAF, provides a means for studying 
the strength of automatic responses that are captured in conflicting 
situations, with stronger capture associated with a higher frequency 
of fast response errors.
   Notably, the strength of automatic response capture is sensitive 
to various experimental factors that directly affect conflict process-
ing. Wylie et al. (2009b) used an Eriksen flanker paradigm that 
required participants to respond to a central arrow stimulus while 
ignoring flanking arrow distracters. These flanking arrows signaled 
either the same (i.e., are compatible → → → → →) or signaled 
the opposite response as the target arrow (i.e., are incompatible 
→→←→→). Responses are typically slowed and less accurate 
when the flanking arrows point to the opposite direction as the 
central arrow, thus inducing conflict. Participants performed the 
Flanker task under instructions that either emphasized speed or 
accuracy of responses. Distributional analyses were used to inves-
tigate the temporal dynamics of direct response activation on con-
flict trials on which target and flankers signal opposite responses. 
According to the activation–suppression hypothesis, the proportion 
of fast errors reflects the strength of initial response capture by the 
Figure 3 | Task instructions affect fast errors. Conditional accuracy functions illustrate the increased tendency to commit fast errors to incompatible flanker (black 
circles) compared to compatible flanker trials (white circles). The proportion of fast errors on conflict trials increases under instructions that emphasize speed (A) 
compared to accuracy of responding (B). Figure modified after Wylie et al. (2009b).
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delta Plots reveal the dynamics of selective action inhibition
A delta plot is a graphical representation that displays the temporal 
dynamics of the RT difference between two experimental conditions 
(the delta value) as a function of response speed (see Figure 5A; 
(de Jong et al., 1994; Ridderinkhof, 2002a,b). Take two hypothetical 
experimental conditions, X and Y, where one condition is associ-
ated with slower responses than the other. The typical pattern is 
that the proportional difference in RT between the two conditions 
is similar across RT segments (cf. Luce, 1986). Consequently, the 
absolute RT difference between conditions X and Y increases from 
fast to slower segments and the slope values of the lines connecting 
the delta values are positive going (see Ridderinkhof et al., 2005; 
Wagenmakers et al., 2005; Speckman et al., 2008). If the two RT 
distributions belong to the same family, the delta plot should be 
linear. In contrast, conflict paradigms like the Eriksen flanker task 
and the Simon task typically yield a different delta-plot pattern. 
Here, delta slopes in the slower RT segments tend to level off or 
even go negative, indicating that the differences between response 
latencies in the X and Y conditions decrease instead of increase as 
a function of RT.
The activation–suppression hypothesis postulates that this lev-
eling-off is indicative of selective suppression by a top-down con-
trol mechanism. This selective suppression acts to resolve response 
interference by counteracting the initial (incorrect) response acti-
vation that is activated by the direct processing route. In contrast 
to the rapid engagement of the response capture mechanism, top-
down suppression takes time to build-up and, therefore, is most 
effective for responses that are relatively slow (Burle et al., 2002; 
Ridderinkhof, 2002a; Ridderinkhof et al., 2004c; Forstmann et al., 
2008a,b; Wylie et al., 2010). For instance, the faster one responds, the 
less likely it is that suppression will have accrued to a level that is suf-
ficient to counteract response capture. Rather, slower responses are 
more likely to benefit from the build-up of suppression to resolve 
interference. Consequently, correct slow responses to compatible 
level. In contrast, accuracy for fast incompatible trials following 
incompatible trials increased to up to 50%. Wylie et al. (2010) con-
firmed that this between-trial conflict adaptation is preserved in 
individuals diagnosed with Parkinson’s disease. Figure 4 illustrates 
that healthy participants as well as Parkinson’s patients performing 
on a Simon conflict task essentially show a comparable pattern of 
reduced direct response activation on incompatible trials follow-
ing an incompatible trial (i.e., after a conflict situation, Figure 4B) 
compared to incompatible trials preceded by a compatible trial 
(Figure 4A).
That same clinical study also revealed individual differences 
in the susceptibility to making fast impulsive errors within the 
group of Parkinson’s patients (Wylie et al., 2010). Forty-five patients 
with mild to moderate motor symptoms performed the Simon 
task and were divided into three subgroups that reflected relatively 
less severe, moderately severe, and most severe motor symptoms 
according to a clinical motor rating scale. CAFs were computed 
to study impulsive errors on incompatible trials. Group analyses 
revealed that patients with the most severe motor symptoms com-
mitted a significantly higher proportion of fast impulsive errors 
compared to the two subgroups with less severe motor symptoms. 
Thus, the activation of unwanted response impulses, as measured 
by CAFs in the Simon task, is sensitive to individual as well as 
group differences in the susceptibility to impulsive action selection 
(Wylie et al., 2010).
The above studies illustrate the usefulness of distributional anal-
yses to reveal a pattern of within- and between-trial adjustments 
that affect the susceptibility of making fast impulsive errors that 
are driven by irrelevant information. Note that analyses of over-
all accuracy performance do not reveal these temporal effects on 
behavior. The next section provides an overview of studies that used 
distributional analyses to quantify the temporal aspects of selec-
tive suppression to counteract the activation of unwanted response 
tendencies in an attempt to resolve response conflict.
Figure 4 | effect of preceding trial on fast errors. Conditional accuracy 
functions for incompatible trials preceded by compatible trials (A) or 
by incompatible trials (B) for individuals diagnosed with Parkinson’s 
disease (black circles) and healthy controls (white circles). For both 
groups, fast responses on incompatible trials are associated with increased 
error rates, notably on trials that follow compatible trials. Both groups 
displayed these between-trial adjustments. Figure modified after Wylie 
et al. (2010).
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trials generally reduces the overall mean Simon effect (Stürmer 
et al., 2002) and yields stronger selective suppression of location-
driven activation for slower responses, reflected by a steeper neg-
ative-going delta-plot slope as RT slows (Ridderinkhof, 2002b). 
Similarly, a dramatic negative-going delta slope occurs much earlier 
in the RT distribution on trials that follow incompatible trials com-
pared to trials following compatible trials (Ridderinkhof, 2002b; 
Wylie et al., 2010). A compelling illustration that confirms the link 
between delta-slope values and inhibitory control is provided by a 
study comparing Flanker effects in children diagnosed with AD/HD 
and matched controls (Ridderinkhof et al., 2005). Although overall 
group differences in mean flanker effects were marginal, delta-plot 
analyses uncovered a pattern of less proficient interference con-
trol among children with AD/HD. Moreover, among children with 
AD/HD, delta slopes were more negative-going after administra-
tion of methylphenidate, suggesting an ameliorative effect on the 
response inhibition deficit. These findings support current theories 
that emphasize a deficit in response inhibition as a fundamental 
neurocognitive impairment in AD/HD (Nigg, 2001).
The studies above confirmed the notion that variations in the 
temporal dynamics of interference effects reflect demands on 
selective suppression that are sensitive to experimental manipu-
lations as well as group differences in inhibitory proficiency. 
The activation–suppression model inspired several experiments 
that used the delta-plot technique to further probe variations in 
selective suppression. For example, Burle et al. (2005) explored 
the time-course of selective suppression by systematically vary-
ing the temporal overlap between the onsets of the relevant and 
irrelevant stimulus dimensions. They revealed a clear reversal of 
the interference effect (i.e., negative slope values) if the irrelevant 
information was presented before the relevant information; long 
RTs were associated with a negative interference effect, consistent 
with more effective suppression. Furthermore, manipulation of the 
spatial configuration of stimuli in a Simon task (e.g., vertical versus 
stimuli will be less facilitated by position-driven response capture, 
whereas correct slow responses to incompatible stimuli will be less 
delayed. Thus, given these dynamics over the course of a trial, inter-
ference effects are reduced by selective response inhibition more in 
slow than in fast responses. Consequently, Simon delta plots should 
reveal a pattern of reduced interference in slower segments of the 
RT distribution as the suppression mechanism becomes more fully 
engaged (de Jong et al., 1994; Ridderinkhof, 2002a,b).
Given that effective selective inhibition results in a more pro-
nounced reduction of interference effects for slow responses, as 
argued above, then the attenuation of interference effects (i.e., the 
leveling-off of the delta-plot slope) should be more pronounced in 
experimental conditions that require selective suppression (Burle 
et al., 2002; Ridderinkhof, 2002b; Wijnen and Ridderinkhof, 2007; 
Wylie et al., 2009b). Moreover, the slope value that quantifies the 
reduction of interference at the slowest segment of the RT dis-
tribution serves as a sensitive metric of the proficiency of selec-
tive response inhibition (Burle et al., 2002; Ridderinkhof, 2002b; 
Ridderinkhof et al., 2004c, 2005). On the basis of the assump-
tions of the temporal dynamics of online control, derived from 
the activation–suppression model, we take the slope value of the 
slowest delta-plot segment to best capture the proficiency of selec-
tive suppression. This does not mean that the effects of selective 
suppression may not become evident in earlier RT segments, but 
this depends on several factors like the strength of initial response 
capture, the number of RT segments and the strength of the 
 suppression mechanism.
First, we focus on studies that establish the basic validity of inter-
preting these delta patterns as reflecting selective suppression, and 
then cover studies that have used delta-plot measures as a probing 
tool. Several behavioral studies provided proof of principle for the 
notion that the delta-slope value at the slowest portions of the delta 
plot varies as a function of experimental manipulations of inhibi-
tory demands. Increasing the relative probability of incompatible 
Figure 5 | Delta plot for rT. (A) Delta plot illustrating impaired selective suppression in patients diagnosed with Parkinson’s disease (black) compared to 
age-matched healthy controls (white). (B) Delta plot illustrating impaired selective suppression in mild to moderate PD patients associated with relatively more 
severe clinical symptoms compared to patients with less severe symptoms. Figure modified after Wylie et al. (2010).
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passive decay of the initial response activation by the direct route, 
instead of the activation of a top-down suppression mechanism 
(Hommel, 1994). Although passive decay might potentially result 
in an attenuation of interference effects, mere decay is unlikely to 
account for reversals of the Simon effect. Such negative Simon inter-
ference effects are evident in the delta plot for a group of healthy 
control participants (see Figure 5A), and for both controls and 
Parkinson patients when plotting the Simon delta values for trials 
that are preceded by incompatible trials (e.g., Wylie et al., 2010). An 
interference effect below 0 would require an active process of sup-
pression of the incorrect response activation during incompatible 
trials that leads to faster response selection on these trials. Similarly, 
computational modeling architectures that do not take into account 
active suppression units have not been very successful in describing 
negative interference effects (e.g., Davelaar, 2008).
Support for the involvement of active top-down suppression to 
resolve conflict is provided by psychophysiological experiments that 
focused on neurocognitive mechanisms that underlie the expres-
sion and suppression of impulsive actions. The next sections pro-
vide a selective review of studies that used individual differences in 
RT-distribution parameters to probe the efficiency and temporal 
dynamics of selective response inhibition and to guide the detailed 
analysis of neuroimaging data.
emg errors rePresent detected and corrected 
imPulsive activation
The notion of incorrect response activation refers to a covert proc-
ess that is not directly observable in behavior. Electrophysiological 
measures provide a useful tool to reveal such covert processes. In 
this respect, recording the electromyographic activity of the muscles 
involved in response execution has proved useful (Coles et al., 1985; 
Smid et al., 1990; Burle et al., 2002). Compared to other poten-
tial measures of response activation like electroencephalography 
(EEG), EMG provides several major advantages. First, EMG activity 
can unequivocally be associated with motor responses, whereas it is 
harder to map EEG measures directly to motor responses because 
of volume conduction. Second, thanks to its excellent signal-to-
noise ratio, EMG activity can be detected on a trial-by-trial basis, 
hence avoiding spurious effects of averaging (see Burle et al., 2008; 
Figure 6 for an example).
activation of incorrect actions: Partial emg errors
In the context of conflict tasks, EMG recordings have revealed that 
on a proportion of trials in which the correct response was issued, 
phasic EMG activities occurred in both the correct and incorrect 
response agonist muscles (Coles et al., 1985; Eriksen et al., 1985). 
Following these seminal papers, incorrect EMG was studied in more 
detail by Smid et al. (1990) who distinguished trials on which the 
incorrect EMG occurred before the correct response, from trials 
on which the incorrect EMG occurred after it (see Figure 6A). 
They reported that only the first trial category was contributing 
to conflict effects, making this category of special interest, whereas 
the second category likely reflects mere motor noise. Follow-up 
studies, although sparse, have largely confirmed the particular inter-
est of such “partial error” trials. Table 1 presents the percentage 
of partial errors on compatible and incompatible trials observed 
across different tasks and studies. Although the absolute  percentage 
 horizontal displacement) yields a negative-going delta-plot pattern 
for horizontally displaced stimuli, but a positive slope for vertically 
displaced stimuli (Wiegand and Wascher, 2005, 2007). This sug-
gested a stronger need for selective suppression when stimuli are 
presented in the left or right visual field that is directly correspond-
ing to the location of the required response hand. Furthermore, 
compared to a rest condition, physical exercise reduced the profi-
ciency of selective suppression (Davranche and McMorris, 2009). 
Finally, selective suppression, as revealed by negative-going delta 
slopes, is not restricted to manual actions since a similar pattern 
has been obtained for foot responses (Davranche et al., 2009) and 
for eye movements (Wijnen and Ridderinkhof, 2007).
Delta-plot analyses are not only sensitive to experimental factors, 
but also provide a sensitive quantitative metric to study individual 
differences in the proficiency to suppress interference that arises 
from the activation of conflicting responses. In their developmen-
tal study of participants ranging in age between 19 and 82 years, 
Juncos-Rabadán et al. (2008) applied the delta-plot technique on 
data obtained with a variant of the Simon task. They observed that 
for 19- to 26-year-old participants the magnitude of the Simon 
interference effect decreased with response speed (i.e., showing 
a negative-going delta slope). However, interference increased as 
a function of RT among 70- to 82-year-olds. This developmental 
pattern supports the conclusion that selective suppression declines 
with older age. Focusing on children, Bub et al. (2006) presented the 
standard Stroop task (Stroop, 1935) to a group of children between 
7 and 11 years of age. Interference was induced by having the chil-
dren name the print color of a (non-color) word while resisting 
the prepotent tendency to read the word aloud. Younger children 
displayed increased mean interference on conflict trials, both in 
terms of increased error rates and RT slowing. However, plotting 
Stroop interference effects as a function of response speed revealed 
a reduction of the interference effect for slower responses that was 
at least as pronounced for younger as for older children (Bub et al., 
2006). Taken together, these developmental studies indicate that the 
proficiency of selective suppression emerges across the early years 
of development but is vulnerable to decline with advanced age. 
In addition, several clinical studies that employed the delta-plot 
technique have pointed to increased difficulty in resolving interfer-
ence in several populations, such as patients diagnosed with mild 
cognitive impairment (Wylie et al., 2007) and Parkinson’s disease 
(see Figures 5A,B; Wylie et al., 2009a,b, 2010).
alternative accounts
The behavioral studies discussed above illustrate the effectiveness 
of distributional analyses of response errors and response speed 
to quantify the temporal aspects and to dissociate the activation 
of incorrect responses and its subsequent selective suppression. 
The activation–suppression model provides a powerful framework 
to interpret the present results; the patterns derived from distri-
butional analyses conform accurately to the model’s predictions 
and the results point to the hypothesized variations in inhibitory 
control as a function of experimental factors. However, we recog-
nize that accounts other than the activation–suppression model 
may potentially explain the reduction of interference effects over 
time. For example, the leveling-off of interference effects toward 
the slow end of the RT distribution might result from a process of 
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Further arguments supporting the idea that those incorrect 
response activations are true partial errors come from EEG and 
sequential effect analysis. First, incorrect EMG occurring before 
the response (i.e., partial errors) are followed by a small but robust 
error negativity (Scheffers et al., 1996; Vidal et al., 2000; Masaki 
et al., 2007; Burle et al., 2008; Roger et al., 2010), whereas incorrect 
EMG occurring after the correct response are not (Allain et al., 
2004). Furthermore, we recently showed that, like overt errors, 
partial errors are followed by response slowing, expressed as a RT 
lengthening after a trial containing a partial error (although this 
post-error slowing is much smaller than after an overt error; Allain 
et al., 2009).
Besides this rather “static” view of incorrect response activa-
tion, a more dynamic view is obtained by the CAF that plots the 
percentage of correct responses as a function of the latency of the 
response. Instead of taking into account only overt behavior (i.e., 
RT), one can plot the frequency of incorrect response activation 
(EMG measure), as a function of the activation latency. An example 
of such an analysis in a Simon task is presented in Figure 6B. As for 
“traditional” CAFs, it appears that relatively slow response activa-
tions are mainly correct, with an asymptote around 5% errors, but 
that fast response activations are much less accurate. Interestingly, 
CAFs based on partial-errors reveal that fast incorrect response 
activations are clearly above chance level on incompatible trials 
(70% partial EMG errors), whereas classical CAFs of RT often 
indicate chance level accuracy. Such a high percentage of incor-
rect response activation discards the possibility that partial errors 
simply reflect guesses, since guesses should yield accuracy rates 
around chance level. To the contrary, such a pattern clearly indicates 
that these incorrect EMGs are mainly stimulus driven, and hence 
reflect the activation of response by the irrelevant dimension of 
the  stimulation display.
may vary from study to study, it is clear that the percentage of 
partial EMG errors is always larger on incompatible compared to 
compatible trials. Such an increase in incorrect response activation 
on incompatible trials directly supports a key assumption of the 
dual-route model (Kornblum et al., 1990), namely that the irrel-
evant aspect (position, flankers, etc.), more or less automatically, 
activates the response to which it is associated, either by instruction 
(e.g., in the Eriksen task) or by habit strength (e.g., in the Simon 
and Fitts tasks).
Figure 6 | Partial eMg errors. (A) Electromyogram (EMG) from muscles 
controlling the incorrect (upper trace) and the correct response (lower trace). The 
vertical dashed line indicates the mechanical button-press response. The correct 
overt response was preceded by partial EMG activity in the muscle that controls 
the incorrect response that is too weak to trigger an overt error. (B) Fast 
responses on incompatible trials yield a high percentage of stimulus-driven 
partial EMG errors of the incorrect hand before the correct button press is 
emitted. Re-analyzed data published by Burle et al. (2002).
Table 1 | Percentage of partial eMg errors for compatible and 
incompatible trials reported in the literature.
 Compatible  incompatible 
 (%) (%)
SiMoN TASK
Burle and Bonnet (1999) 15 28
Hasbroucq et al. (1999) 10 17
Burle et al. (2002, exp. 1) 4 7
Burle et al. (2002, exp. 2) 5 13
Hasbroucq et al. (2009, exp. 1) 15 26
Hasbroucq et al. (2009, exp. 2) 17 23
eriKSeN TASK
Smid et al. (1990) 8 23
Burle et al. (2008) 14 22
Burle and Hasbroucq (submitted, exp. 1) 12 27
Burle and Hasbroucq (submitted, exp. 2) 20 26
FiTTS TASK
Hasbroucq et al. (2001) 11 19
A few other studies recorded partial errors in conflict tasks but did not report 
percentages.
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neural mechanisms underlying activation and 
interference control
Despite the wealth of literature on conflict tasks such as the Stroop 
task and Eriksen flanker variants, neuroimaging studies using the 
Simon task are still relatively rare. The activation pattern most 
commonly reported in conflict tasks consists of a fronto-parietal 
and fronto-striatal network, including the medial frontal cortex, 
the lateral prefrontal cortex, the posterior parietal cortex, as well as 
the dorsal striatum and the subthalamic nucleus (STN) (e.g., Pardo 
et al., 1990; Peterson et al., 2002; Hazeltine et al., 2003; Schumacher 
et al., 2007; for a meta-analysis see Nee et al., 2007; for a reviews see 
Ridderinkhof et al., 2004b, 2010). More specifically, processes like 
monitoring of response conflict and response selection are believed 
to play a crucial role in task performance and have been associated 
with functioning of the medial frontal cortex (Ridderinkhof et al., 
2004a). Others have pointed to the essential role of the lateral pre-
frontal cortex in implementing top-down control after experiencing 
response conflict or suppressing unwanted response tendencies 
(Kerns et al., 2004). Finally, the posterior parietal cortex subserves 
visuo-motor transformations via middle occipital and inferior 
temporal cortices important for attentional control (Kastner and 
Ungerleider, 2000).
A central question is to what extent this general network reveals 
task-specific or task-independent selection, control, and suppres-
sion of actions (see also Schumacher et al., 2003). The Stroop task 
engages several putative control processes, including monitoring 
of response conflict, selection between competing responses, and 
selective response inhibition, but the relevant contrast in this task 
may capture other processes as well (e.g., conflict at the semantic 
level). A recent quantitative meta-analysis by Nee et al. (2007) that 
included fMRI data from several Stroop tasks revealed a strong 
left lateralized network including the left middle frontal gyrus, 
the insula, as well as the left posterior parietal cortex. Contrary 
to Stroop stimuli, the target and flanker stimuli in the Eriksen 
flanker paradigm are presented within the same stimulus dimen-
sion without requiring semantic processes. With respect to Flanker 
task performance, meta-analyses shows mainly right lateralized 
activation clusters in the middle frontal gyrus and the insula (Nee 
et al., 2007). Interestingly, these patterns are somewhat comparable 
to activations found with stimulus–response compatibility tasks 
such as the Simon task (Peterson et al., 2002; Liu et al., 2004).
data-driven versus covariate-based fmri aPProach
The heterogeneity of the activation patterns on conflict tasks 
reported above might be driven by two underlying sources of 
variance. First, most studies do not take into account consider-
able differences in interference control across individuals. When 
activation levels are pooled over participants, the variance related to 
individual differences may mask the detection of activation patterns 
that emerge when contrasting incompatible and compatible trial 
types. The second source of variance that might have contributed 
to inconsistent findings across fMRI reports relates to the calcula-
tion contrasting brain activation derived from incompatible trials 
and compatible trials, i.e., the mean interference effect on brain 
activity. As outlined in the previous sections, overall mean interfer-
ence effects mask the vital dynamic aspects of response impulse 
activation followed by selective suppression of this activation. A 
selective suPPression of incorrectly activated  
emg resPonses
Since partial EMG errors truly reflect stimulus-driven incorrect 
response activation, as argued above, they offer an opportunity to 
directly test the response suppression hypothesis. Indeed, on trials 
with a partial EMG error, the incorrect response has been largely 
activated (as it reached late stages of the reaction process) but was 
nonetheless appropriately suppressed, since the correct response 
was finally issued. According to the activation–suppression model 
(Ridderinkhof, 2002a), one should thus predict steeper negative-
going delta-plots for trials containing partial EMG errors. This 
prediction was tested directly (Burle et al., 2002), and the results 
are presented in Figure 7. As one can see, when all trials are taken 
into account, that is pooled across trials with and trials without 
partial EMG, the delta-plot slopes are negative-going (black circles) 
as usually reported in the literature. Interestingly, when excluding 
trials with partial EMG activation of the incorrect response, the 
last delta-plot slope is much less negative going (white circles). 
This finding supports the idea that the reduction of the interfer-
ence effect, reflected by the delta slope, is related to the detection 
and suppression of incorrect responses that are activated up to the 
level of the incorrect muscles.
In sum, analysis of EMG patterns has provided direct evidence for 
the subthreshold activation of impulsive actions up to the level of the 
muscles that control the motor response and its subsequent selective 
suppression. The following section presents an overview of func-
tional as well as structural imaging studies that used the parameters 
generated by the activation–suppression model in search of brain 
areas that are associated with activation and selective suppression.
Figure 7 | rT delta plots including and excluding partial error trials. RT 
delta plots for trials with a correct button-press response. Including trials with 
partial EMG errors yields a steeper negative slope value (black circles) 
compared to excluding EMG error trials (white circles). Re-analyzed data 
published by Burle et al. (2002).
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inferior frontal cortex (IFC, BA 44) bordering the right anterior 
insula (Forstmann et al., 2008b). This pattern reveals that indi-
viduals showing relatively negative-going delta-slope values derived 
from the slowest segment of the RT distribution present enhanced 
activation in the right IFC. The specificity of taking into account 
the temporal aspects of interference control is underscored by the 
null-results of two additional analyses. First, the two delta-slope 
values derived from faster RT segments did not co-vary significantly 
with brain activation. A second null finding was obtained when 
individual mean interference effects (i.e., overall average Simon 
effects) were entered as covariates in the fMRI regression model. 
These findings provide direct evidence that activation in the right 
IFC varies as a function of individual efficacy to resolve response 
conflict that arises from involuntary action tendencies.
structural contributions to selective suPPression
The fMRI studies discussed above capitalized on individual dif-
ferences in the activation and selective suppression of incorrect 
responses and identified the involvement of the pre-SMA and the 
right IFC, respectively. This section highlights a study that has speci-
fied the relationship between behavioral parameters derived from 
the RT distributions and the structural integrity of the brain. The 
specific fMRI activation patterns in the pre-SMA and right IFC were 
replicated and extended in a second covariate-based study using a 
modified version of the Simon task (Forstmann et al., 2008a). Again, 
individual distribution parameters (i.e., the delta-slope value of the 
slow RT segment) predicted activation in the right IFC, confirming 
the close match between the proficiency of selective suppression 
and right IFC function. As a novel approach, structural data on 
the density of coherent white matter tracts were obtained using 
diffusion tensor imaging (DTI). The dependent measure of interest 
was fractional anisotropy (FA), reflecting the degree of diffusion 
anisotropy within a voxel that depends on microstructural features 
of the tissue that includes fiber properties and tract coherence. 
First, individual RT distribution parameters were used to classify 
subgroups of good and poor inhibitors based on a median split of 
the slopes from the slowest segment of the delta plot. The connectiv-
ity data revealed higher FA values in the right anterior part of the 
inferior fronto-occipital fasciculus (FOF) and in the precuneus for 
good versus poor performers (see Figure 9). This pattern reveals a 
tight linkage between brain structure (FA values in the anterior part 
of the FOF) and the proficiency of selective response inhibition. 
This pattern of connectivity differences in the anterior part of the 
FOF closely resembled the corresponding pattern for functional 
activation of the right IFC. Finally, our third hypothesis stated that 
the right IFC BOLD activation and the right IFC local structural 
differences should correlate positively. This hypothesis was also 
confirmed by the present data pattern (Figure 9). These finding 
reflect a systematic linkage of individual differences in selective 
response inhibition at the behavioral, functional, and structural 
level, as supported by independent techniques (Aron et al., 2007; 
Forstmann et al., 2008a,b; Neubert et al., 2010).
the subthalamic nucleus: deeP-brain stimulation
According to many contemporary views, the implementation of 
action selection and inhibition processes is accomplished by cor-
tical–subcortical interactions. To this point, the reviewed  studies 
potentially more effective approach is to relate brain activation with 
specific behavioral parameters as specified by the activation–sup-
pression model and as revealed by distributional analyses. Recent 
neuroimaging studies by Forstmann et al. (2008a,b) adopted this 
approach by focusing on individual differences in interference 
control, taking into account the temporal dynamics of activa-
tion and subsequent suppression of incorrect response activation. 
Twenty-four participants performed a variant of the Simon task 
(see Figure 1) in which the designated response is indicated by an 
aspect of the imperative signal (its color), but competing response 
impulses were elicited by the task-irrelevant spatial location of the 
stimulus. In a separate neutral block without spatial interference, 
the participants responded to the color of a circle presented in 
the middle of the screen. The following sections provide answers 
to questions like, “does the activation of certain brain areas co-
vary with the strength of initial capture by an incorrect response 
impulse?” and “are there dissociable brain areas whose activation 
is linked to the proficiency of selective suppression as revealed by 
negative-going delta slopes?”
imPulsive errors: activation in the right Pre-sma
In line with the predictions of the activation–suppression model, 
fast responses on conflict trials were considerably more prone to 
errors than slower incompatible responses. The error slope value 
derived from the fast RT segment for incompatible trials was used 
to infer the individual’s susceptibility to making fast, impulsive 
errors (red slope depicted in Figure 8, upper panel). Individuals 
showing a relatively steeper positive-going error slope value for the 
fast RT segment had a stronger tendency to emit fast and uninten-
tional impulsive responses that are driven by the irrelevant stimulus 
dimension. Analyses of brain activation focused on the contrast 
between incompatible versus neutral trials. To study the neural sub-
strates of impulsive action selection, individual slope values derived 
from the fast segment of the CAF for incompatible responses were 
entered as covariates in the fMRI regression analyses. Steeper posi-
tive-going error slopes were associated with enhanced activation in 
the right pre-supplementary motor area (pre-SMA, see Figure 8, 
middle panel). The pre-SMA was found to be active on correct 
incompatible trials that are associated with increased error rates 
(Forstmann et al., 2008b). This pattern indicates that individuals 
who are highly susceptible to making fast impulsive errors show 
increased pre-SMA activity reflecting the elevated need to select 
a correct response in conflicting situations. Notably, the relation 
between errors and percent signal change derived from the pre-
SMA was evident only for the fast RT segment, and was absent for 
slower responses, a dynamic pattern that is in line with the tenets 
of the activation–suppression model.
selective suPPression: activation in the right ifc
Next, the covariate-based fMRI approach was used to identify the 
neurocognitive correlates of selective response inhibition to resolve 
conflict arising from the activation of involuntary action impulses. 
To this end, the individual reduction of the Simon effect was quanti-
fied as a function of RT; the value of the delta slope derived from the 
slow segment of the RT distribution (red slope depicted in Figure 8, 
upper-right panel). Entering individual delta-slope values into the 
fMRI regression analyses revealed significant activations in the right 
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may be unique among basal ganglia structures in its involvement 
in both rapid action selection and top-down selective suppression 
processes (Frank, 2006; van den Wildenberg et al., 2006).
Studies of patients diagnosed with Parkinson’s disease who have 
been surgically implanted with deep-brain stimulation (DBS) elec-
trodes in the STN offer a unique opportunity to examine the role of 
STN modulation on action selection and inhibition processes. In a 
recent study, we used distributional analyses of the Simon effect to 
investigate the role of STN stimulation in medicated Parkinson’s 
indicate key involvement of cortical activity in pre-SMA and right 
IFC in action selection and selective inhibition of action, respec-
tively. Both of these cortical areas project directly to the basal 
ganglia, a network of subcortical structures whose involvement 
in releasing or preventing movement has been firmly established 
(see Mink, 1996, for a review). Of particular interest in the present 
review are so-called hyper-direct pathways connecting pre-SMA 
and right IFC to the STN that have been postulated to play an 
important role in action control processes. As a result, the STN 
Figure 8 | Slope values predict brain activation. Covariate analyses with 
individual behavioral parameters from 24 participants. Top row displays the 
average conditional accuracy function (CAF) and average delta slopes separated 
in fast, middle, and slow RT segments. Middle row left shows Pearson 
correlations between the first CAF slope for incompatible trials and the % signal 
change (x-axis) derived from the pre-SMA. Middle row right shows Pearson 
correlations between the last delta slope (y-axis) and % signal change (x-axis) 
derived from the right IFC. Figure modified after Forstmann et al. (2008b).
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impulses and a later phase associated with the engagement and 
build-up of top-down, selective inhibitory control over conflicting 
responses. These results fit well with human and animal studies that 
have linked STN activity and its manipulation to changes in both 
impulsive behavior and response suppression across a variety of 
experimental tasks (Eagle et al., 2008; Ballanger et al., 2009). It will 
be important for future imaging studies to investigate the potential 
role of pre-SMA and right IFC projections to STN as mediators of 
action selection and inhibition circuits, respectively.
conclusion
This selective review of behavioral and psychophysiological correlates 
of performance on conflict tasks shows that distributional analyses 
can isolate vital processes that are involved in the cognitive control of 
interference effects with greater precision than can mean performance 
measures. A merit of the activation–suppression model is the func-
tional dissociation between the susceptibility of making fast impulsive 
actions (response capture), and subsequent cognitive control that is 
engaged to keep unwanted action activation in check to facilitate the 
selection of the correct action (selective action inhibition). The first 
process is indexed by a pattern of fast errors on incompatible trials 
(depicted in a CAF). The second process is reflected by a decrease in 
the interference effect for slower responses (depicted in a delta plot). 
Importantly, the activation–suppression model yields behavioral 
parameters that are sensitive to these temporal dynamics and, as such, 
provided a useful tool to study the impact of experimental factors and 
individual differences in action control during conflict.
Model-based analyses that capitalize on individual differences 
in response capture and subsequent suppression revealed struc-
tural as well as functional differences related to specific brain 
patients on the strength of capture by response impulses and the 
proficiency of selective suppression (Wylie et al., 2010). Parkinson’s 
patients performed the Simon task under conditions in which their 
STN was and was not being stimulated. Whereas mean values did 
not disclose differences in interference effects attributable to STN 
stimulation, distributional analyses revealed important effects on 
response capture and selective suppression dynamics. When the 
STN was not being stimulated, patients showed similar rates of 
fast errors as healthy controls, suggesting normal susceptibility to 
impulsive behavior. However, Parkinson’s patients were less pro-
ficient at suppressing the interference with goal-directed action 
caused by the activation of the incorrect response impulse (i.e., they 
showed less reduction of the Simon effect as RT slowed), a finding 
that replicated previous results in medicated Parkinson’s disease 
patients who were not treated with STN DBS (Wylie et al., 2010). 
Turning on stimulation to the STN produced two significant effects 
on performance. First, patients reacted more impulsively compared 
to when their STN stimulation was turned off as well as compared 
to healthy controls. That is, they showed an appreciable increase 
in fast errors on conflict trials. Second, on conflict trials that were 
responded to correctly, STN stimulation improved the patients’ 
ability to suppress the interference that was generated by the activa-
tion of the impulsive action. Thus, STN stimulation both increased 
impulsive action selection yet improved inhibitory control over the 
conflict produced by impulsive action tendencies that did not lead 
to overt response errors. These seemingly paradoxical effects can be 
understood within the activation–suppression model by asserting 
that STN stimulation influences two temporally and neurally dis-
sociable aspects of conflict processing, an initial phase related to an 
individual’s susceptibility to response capture by incorrect response 
Figure 9 | relation between delta slope, riFC activation, and structural 
measures. (A) Axial view showing the inferior fronto-occipital fasciculus 
(FOF, in green). Contrasting good versus poor inhibitors shows increased 
connectivity in the anterior FOF (in red) and increased BOLD activation in the 
right IFC (blue). (B, upper plot) Pearson correlation between connectivity in 
the anterior part of the FOF and slope values derived from the delta plot of 
the last RT segment. (B, lower plot) Pearson correlation between 
connectivity in the anterior part of the FOF and percentage BOLD signal 
change derived from the right IFC. Figure modified after Forstmann 
et al. (2008a).
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