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1. Introduction and deﬁnitions
For each integer n 2, let
λ(n) := logn
logγ (n)
be the index of composition of n, where γ (n) := ∏p|n p. We write λ(1) = γ (1) = 1. The index of
composition of an integer measures the multiplicity of its prime factors. De Koninck and Doyon [1]
ﬁrst studied the mean value of λ(n). They proved the asymptotic formulas
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nx
λ(n) = x+ c x
log x
+ O
(
x
log2 x
)
and
∑
nx
λ−1(n) = x+ O
(
x
log x
)
,
where c =∑p log pp(p−1) ≈ 0.75536. These two asymptotic formulas imply that the average order of λ(n)
is 1.
In [2] De Koninck and Kátai proved a series of results about the mean value of λ(n). In particular,
they improved the results of [1] and got the following results
∑
nx
λ(n) = x+
r∑
j=1
c′j
x
log j x
+ O
(
x
logr+1 x
)
and
∑
nx
λ−1(n) = x+
r∑
j=1
d′j
x
log j x
+ O
(
x
logr+1 x
)
,
where c′j , d
′
j ( j  1) are computable constants.
The second-named author [7] substantially improved the results of De Koninck and Kátai via a
different approach. For any ﬁxed integer k 1, he proved the asymptotic formulas
∑
nx
λk(n) = x+
r∑
j=1
(
j + k − 1
k − 1
)
(−1) j J ( j)(0)
x∫
2
log− j z dz + O
(
x
logr+1 x
)
and
∑
nx
λ−k(n) = x+
k∑
j=1
(
k
j
)
J ( j)(0)
x∫
2
log− j z dz + O (x1/2+),
where
J (z) :=
∏
p
(
1− 1
p
)(
1+ 1
p − p−z
)
(−1 < z < 1).
In this paper, we shall extend the problem to the algebraic number ﬁeld. Let K be an algebraic
number ﬁeld of degree d and O K be the ring of integers of K . For each integral ideal A ∈ O K , A =
P
e1
1 · · ·P
eg
g , where the Pi , i = 1, . . . , g are prime ideals of O K , and this expression is unique up to
the order of the factors. We deﬁne
λ(A) := logN(A)
logγ (A)
, γ (A) :=
∏
P|A
N(P)
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an integral ideal measures the multiplicity of its prime ideal factors. If A = O K , we write λ(A) =
γ (A) = 1.
Before stating our main results, we introduce some notations. Firstly, we introduce the Dedekind
zeta function for the ﬁeld K
ζK (s) =
∑
A=0
1
Ns(A)
=
∞∑
n=1
an
ns
, s > 1,
where an is the number of integral ideals of K with norm n. ζK (s) can be analytically continued to
the whole complex plane, s = 1 is a simple pole with residue
ρK = 2
r1(2π)r2 RK
ωK
√|d(K )| ,
where r1, r2 denote the number of real and complex places respectively, RK is the regulator of K , d(K )
is the discriminant of K and ωK is the order of the group of units. It is well known that an  (τ (n))d ,
where τ (n) is the number of divisors of n. Let
C(x) :=
∑
nx
an = ρK x+ 
(x). (1.1)
Then

(x) = O (xθd+), (1.2)
where
θd :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
131
416 , d = 2 (Huxley [3]),
43
96 , d = 3 (Müler [4]),
1− 2d + 8d(5d+2) , d = 4,5,6 (Nowak [5]),
1− 2d + 32d2 , d 7 (Nowak [5]).
(1.3)
If the Riemann hypothesis for ζK (s) (or even the weaker Lindelöf hypothesis of ζK (s)) is true, then
we can take θd = 1/2.
Secondly, we introduce the function
H(z) :=
∏
P
(
1− 1
N(P)
)(
1+ 1
N(P) − N−z(P)
)
(−1 < z < 1), (1.4)
where the product is over all the prime ideals of K . It is easily seen that H(z) is regular in the range
−1 < z < 1 and
H(0) = 1, H ′(0) = −
∑
P
logN(P)
N(P)(N(P) − 1) . (1.5)
Finally, we introduce a series of integrals in order to study the positive moments of λ(A). Suppose
f (z) is any function which is inﬁnitely differentiable on [−1/2,0], x 2. Deﬁne
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0∫
−1/2
f (z)xz dz,
I2( f , x) :=
0∫
−1/2
dz1
z1∫
−1/2
f (z)xz dz, . . . ,
Ik( f , x) :=
0∫
−1/2
dzk−1
zk−1∫
−1/2
· · ·
z2∫
−1/2
dz1
z1∫
−1/2
f (z)xz dz (k 2).
It is easy to show by partial integration that
Ik(1, x) = log−k x+ O
(
x−1/2
)
, (1.6)
which implies that
Ik( f , x) 	 f log−k x. (1.7)
The second author [7] got an asymptotic formula for Ik( f , x):
Ik( f , x) =
r∑
l=k
(
l − 1
k − 1
)
(−1)l−k f (l−k)(0)
logl x
+ O f ,r
(
1
logr+1 x
)
, (1.8)
where r  k.
Notations. Throughout the paper  always denotes a ﬁxed but suﬃciently small positive constant. We
write f (x) 	 g(x), or f (x) = O (g(x)), to mean that | f (x)| Cg(x). z denotes the real part of z and

z the imaginary part of z. For any ﬁxed integers 1 a  b, the divisor function d(a,b;n) is deﬁned
by
d(a,b;n) =
∑
n=makb
1.
2. Statements of results
In this paper, we shall prove the following results.
Theorem 1. Let k 1 be a ﬁxed integer. Then
∑
N(A)x
λk(A) = ρK
x∫
2
Ik(H, z) log
k z dz + O (xϑ+),
where
ϑ =
⎧⎪⎪⎨
⎪⎪⎩
1
2 , d = 2,3;
1− 2d + 8d(5d+2) , d = 4,5,6;
1− 2 + 32 , d 7.
(2.1)d 2d
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Corollary 1. Let k, r  1 be ﬁxed integers. Then
∑
N(A)x
λk(A) = ρK x+ ρK
r∑
j=1
(
j + k − 1
k − 1
)
(−1) j H ( j)(0)
x∫
2
log− j z dz + O
(
x
logr+1 x
)
.
Theorem 2. Let k 1 be a ﬁxed integer. Then
∑
N(A)x
λ−k(A) = ρK x+ ρK
k∑
j=1
(
k
j
)
H ( j)(0)
x∫
2
log− j z dz + O (xϑ+).
Remark. Theorems 1 and 2 imply that the average order of λ(A) is ρK . From our proof we see that
if the Riemann hypothesis for ζK (s) is true, then we can take ϑ = 1/2 in Theorem 1 and Theorem 2.
Theorem 3. Let k 1 be a ﬁxed integer and K a quadratic number ﬁeld. If
∑
nx
an = ρK x+ O
(
xθ+
)
(1/4 < θ < 1/3), (2.2)
then for xθ+2  y  x, we have
∑
x<N(A)x+y
λk(A) = ρK
x+y∫
x
Ik(H, z) log
k z dz + O (xθ+ + yx−/4).
Corollary 2. Let k, r  1 be ﬁxed integers and K a quadratic number ﬁeld. Then for x 131416+2  y  x, we have
∑
x<N(A)x+y
λk(A) = ρK y + ρK
r∑
j=1
(
j + k − 1
k − 1
)
(−1) j H ( j)(0)
x+y∫
x
log− j z dz + O
(
y
logr+1 x
)
.
Theorem 4. Let k 1 be a ﬁxed integer and K a quadratic number ﬁeld. If (2.2) holds, then for xθ+2  y  x,
we have
∑
x<N(A)x+y
λ−k(A) = ρK y + ρK
k∑
j=1
(
k
j
)
H ( j)(0)
x+y∫
x
log− j z dz + O (xθ+ + yx−/4).
Corollary 3. Let k 1 be a ﬁxed integer and K a quadratic number ﬁeld. Then for x 131416+2  y  x, we have
∑
x<N(A)x+y
λ−k(A) = ρK y + ρK
k∑
j=1
(
k
j
)
H ( j)(0)
x+y∫
x
log− j z dz + O (yx−/4).
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Lemma 3.1. Suppose z is a complex number such that |z| < 1. Then
∑
nx
ann
z = ρK x
1+z
1+ z + O
(
xθd+z+ + 1).
Proof. This follows easily from (1.1)–(1.3) and partial summation formula. 
Lemma 3.2. Suppose
∑
nx f (n) = M(x) + O (xγ+), where M ∈ C1[1,∞), γ  0. Then for any ﬁxed inte-
ger j we have
∑
nx
f (n) log j n =
x∫
2
M ′(z) log j z dz + O (xγ+).
Proof. This follows easily from the abelian summation formula. 
Lemma 3.3. Let x1/5+  y  x, and
A(x, y;η) :=
∑
x<nm2x+y
m>xη
1.
Then we have
A(x, y;η) 	 yx−η + x1/5 log x,
where η > 0 is a ﬁxed small constant.
Proof. This is Lemma 3.3 of Zhai [6]. 
4. Mean value of γ z(A)
For each ﬁxed z, γ z(A) is a multiplicative function of N(A). For each A, γ z(A) is a regular function
of z.
Proposition A. Suppose z is a complex number such that |z| 1−  . Then
∑
N(A)x
γ z(A) = ρK H1(z)x1+z + O
(
xθd+z+ + x 12+max(z, z2 )+), (4.1)
where H1(z) := H(z)/(1+ z), and the O -term is uniform in z.
Proof. Let s and z be complex numbers with (s − z) > 1, and deﬁne
G(s, z) :=
∑
A
γ z(A)N−s(A).
By Euler product representation we have
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∏
P
(
1+ N
z(P)
Ns(P)
+ N
z(P)
N2s(P)
+ · · ·
)
= ζK (s − z)G∗(s, z), (4.2)
where ζK (s) is the Dedekind ζ -function, and
G∗(s, z) :=
∏
P
(
1− N
z(P)
Ns(P)
)(
1+ N
z(P)
Ns(P)
+ N
z(P)
N2s(P)
+ · · ·
)
=
∏
P
(
1− 1
Ns−z(P)
)(
1+ N
z(P)
Ns(P) − 1
)
. (4.3)
By the deﬁnition of H(z) we have
G∗(1+ z, z) = H(z). (4.4)
It is easy to show that
G∗(s, z) =
∏
P
(
1+ h(P, s, z)),
where
h(P, s, z) = (Nz(P) − N2z(P))( 1
N2s(P)
+ 1
N3s(P)
+ · · ·
)
.
From the above formula, it is easy to see that G∗(s, z) is absolutely convergent in the range s >
1
2 +max(z,z/2). Write
G∗(s, z) =
∞∑
n=1
b(n, z)
ns
,
where the sum is over all representations of n as N(P1P2 · · ·Pv) with prime ideals Pi of K , and the
Pi are not necessarily distinct. This inﬁnite series is also absolutely convergent in the same range.
This implies that
∑
nx
∣∣b(n, z)∣∣= O (x1/2+max(z,z/2)+). (4.5)
Note that
ζK (s − z) =
∞∑
n=1
annz
ns
. (4.6)
By Lemma 3.1, we get
∑
nx
ann
z = ρK x
1+z
1+ z + O
(
xθd+z+ + 1). (4.7)
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∑
N(A)x
γ z(A) =
∑
mx
b(m, z)
∑
nx/m
ann
z
=
∑
mx
b(m, z)
(
ρK
1+ z
x1+z
m1+z
+ O
((
x
m
)θd+z+
+ 1
))
= ρK x
1+z
1+ z
∑
mx
b(m, z)
m1+z
+ O (xθd+z+ + x 12+max(z, z2 )+)
= ρK H1(z)x1+z + O
(
xθd+z+ + x 12+max(z, z2 )+),
if we note that
∑
mx
b(m, z)
m1+z
= G∗(1+ z, z) + O (x−1/2+max(z,z/2)−z+),
which follows from (4.5) easily. This completes the proof of Proposition A. 
5. Mean value of γ z(A) in short intervals
Throughout this section, we suppose that K is a quadratic number ﬁeld and −1/2  z  2,
|
z| 1. We note that |
z| 1 can be replaced by |
z| c for any ﬁxed constant c > 0.
In order to prove Theorem 3, we need the following lemmas and Proposition B.
Lemma 5.1. Let s and z be complex numbers with (s − z) > 1. Then we have
G(s, z) = ζK (s − z)ζK (2s − z)ζK (3s − z)
ζK (2s − 2z)ζK (3s − 2z) M(s, z),
and
M(s, z) := ζK (4s − 4z)ζK (6s − 4z)
∏
P
(
1+ g(P; s, z)),
where
∏
P(1 + g(P; s, z)) can be expanded to a Dirichlet series, which is absolutely convergent for s >
1
4 + 14z +  .
Proof. From (4.2) and (4.3), we have
G(s, z) = ζK (s − z)G∗(s, z), (5.1)
where
G∗(s, z) =
∏
P
(
1− N
z(P)
Ns(P)
)(
1+ N
z(P)
Ns(P)
+ N
z(P)
N2s(P)
+ · · ·
)
=
∏
P
(
1+ N
z(P)
N2s(P)
− N
2z(P)
N2s(P)
− N
2z(P)
N3s(P)
+ N
z(P)
N3s(P)
· · ·
)
. (5.2)
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G∗(s, z) =
∏
P
(
1− N
z(P)
N2s(P)
)−1∏
P
(
1− N
z(P)
N2s(P)
)(
1+ N
z(P)
N2s(P)
− · · ·
)
= ζK (2s − z)G1(s, z), (5.3)
where
G1(s, z) =
∏
P
(
1− N
z(P)
N2s(P)
)(
1+ N
z(P)
N2s(P)
− N
2z(P)
N2s(P)
− N
2z(P)
N3s(P)
+ · · ·
)
=
∏
P
(
1− N
2z(P)
N2s(P)
− N
2z(P)
N3s(P)
+ N
z(P)
N3s(P)
+ · · ·
)
.
Arguing similarly, we have
G1(s, z) = ζK (3s − z)
ζK (2s − 2z)ζK (3s − 2z)
∏
P
(
1+ N
4z(P)
N4s(P)
+ N
4z(P)
N6s(P)
+ · · ·
)
. (5.4)
From (5.1), (5.3) and (5.4), we have
G(s, z) = ζK (s − z)ζK (2s − z)ζK (3s − z)
ζK (2s − 2z)ζK (3s − 2z) M(s, z),
and
M(s, z) = ζK (4s − 4z)ζK (6s − 4z)
∏
P
(
1+ g(P; s, z)),
where
g(P; s, z) = N
z(P)
N4s(P)
− N
2z(P)
N4s(P)
+ N
3z(P)
N4s(P)
− N
2z(P)
N6s(P)
+ · · · .
From the above formula, it is easy to see that
∏
P(1 + g(P; s, z)) can be expanded to a Dirichlet
series, which is absolutely convergent for s > 14 + 14z +  . 
Let f (n, z), g(n, z), h(n, z), p(n, z) be arithmetic functions deﬁned by the following Dirichlet series:
∞∑
n=1
g(n, z)
ns
= G(s, z), (5.5)
∞∑
n=1
f (n, z)
ns
= ζK (s − z)M(s, z), (5.6)
∞∑ h(n, z)
n2s
= ζK (2s − z)
ζK (2s − 2z) , (5.7)n=1
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n=1
p(n, z)
n3s
= ζK (3s − z)
ζK (3s − 2z) , (5.8)
where the sums are over all representations of n as N(P1P2 · · ·Pv) with ideals Pi of K .
Lemma 5.2.
h(n, z) 	 nmax(z,2z)+2 , p(n, z) 	 nmax(z,2z)+2 . (5.9)
Proof. Note that
ζK (s − z) =
∞∑
n=1
annz
ns
.
Then we have
ζK (2s − z)
ζK (2s − 2z) =
∞∑
l=1
allz
l2s
·
∞∑
m=1
amμ(m)m2z
m2s
=
∞∑
n=1
h(n, z)
n2s
.
Thus
h(n, z) =
∑
n=lm
all
zamμ(m)m
2z 	 nz+2
∑
n=lm
mz 	 nmax(z,2z)+2 ,
if we note that an  (τ (n))d 	 n2 . Arguing similarly, we can get p(n, z) 	 nmax(z,2z)+2 . 
Lemma 5.3. If K is a quadratic number ﬁeld and (2.2) holds, then we have
∑
nx
f (n, z) = M(1+ z, z)ρK x
1+z
1+ z + O
(
xθ+z+ + x 14+ z4 +), (5.10)
where M(s, z) is deﬁned in Lemma 5.1.
Proof. Let
∞∑
n=1
β(n, z)
ns
= M(s, z). (5.11)
By the deﬁnitions of f (n, z) and β(n, z), we have
f (n, z) =
∑
n=ml
amm
zβ(l, z). (5.12)
By the analytic property of M(s, z), it is easy to see that
∑
nx
∣∣β(n, z)∣∣	 x 14+ z4 + . (5.13)
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nx
f (n, z) =
∑
lx
β(l, z)
∑
mx/l
amm
z
=
∑
lx
β(l, z)
(
ρK
1+ z
(
x
l
)1+z
+ O
((
x
l
)θ+z+
+ 1
))
= ρK x
1+z
1+ z
∑
lx
β(l, z)
l1+z
+ O (xθ+z+ + x 14+ z4 +)
= M(1+ z, z)ρK x
1+z
1+ z + O
(
x
1
4+ 14z+)+ O (xθ+z+),
if we note that
∑
lx
β(l, z)
l1+z
= M(1+ z, z) + O (x− 34− 34z+),
which follows from (5.13) easily. 
Proposition B. Suppose that −1/2  z  2 , |
z|  1, K is a quadratic number ﬁeld and xθ+2  y  x,
then
∑
x<N(A)x+y
γ z(A) = ρK H(z)
x+y∫
x
uz du + O (xθ+ + yx−/4).
Proof. From Lemma 5.1 and the deﬁnitions of f (n, z), g(n, z), h(n, z), p(n, z) we have
g(n, z) =
∑
n=n1n22n33
f (n1, z)h(n2, z)p(n3, z)
and
f (n, z) 	 n2 , h(n, z) 	 n2 , p(n, z) 	 n2 , (5.14)
if we note that z 2. Suppose
Q (x) =
∑
N(A)x
γ z(A) =
∑
nx
g(n, z).
So we have
Q (x+ y) − Q (x) =
∑
x<nx+y
g(n, z)
=
∑
x<n1n22n
3
3x+y
f (n1, z)h(n2, z)p(n3, z)
=
∑
+O
(∑
+
∑)
, (5.15)
1 2 3
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∑
1
=
∑
n2x
n3x
h(n2, z)p(n3, z)
∑
x
n22n
3
3
<n1 x+y
n22n
3
3
f (n1, z),
∑
2
=
∑
x<n1n22n
3
3x+y
n2>x
∣∣ f (n1, z)h(n2, z)p(n3, z)∣∣,
∑
3
=
∑
x<n1n22n
3
3x+y
n3>x
∣∣ f (n1, z)h(n2, z)p(n3, z)∣∣.
By Lemma 5.3 we have
∑
1
=
∑
n2x
n3x
h(n2, z)
n2+2z2
p(n3, z)
n3+3z3
ρK M(1+ z, z)
x+y∫
x
uz du
+ O
(
xθ+
∑
n2x
n3x
h(n2, z)
n2θ+22
p(n3, z)
n3θ+33
+ x1/4+
∑
n2x
n3x
h(n2, z)
n1/2+22
p(n3, z)
n3/4+33
)
. (5.16)
Lemma 5.2 implies that both of the inﬁnite series
∑
n2
h(n2,z)
n2+2z2
and
∑
n3
p(n3,z)
n3+3z3
are absolutely conver-
gent. More precisely for any t > 1 we have
∑
n2t
h(n2, z)
n2+2z2
=
∑
n2
h(n2, z)
n2+2z2
+ O (t−1+max(0,−z)+2) (5.17)
and
∑
n3t
p(n3, z)
n3+3z3
=
∑
n3
p(n3, z)
n3+3z3
+ O (t−2+max(−2z,−z)+2). (5.18)
Let
H∗(z) =
∑
n2
h(n2, z)
n2+2z2
∑
n3
p(n3, z)
n3+3z3
.
Then from (5.17) and (5.18) we have
∣∣∣∣ ∑
n2x
n3x
h(n2, z)
n2+2z2
p(n3, z)
n3+3z3
− H∗(z)
∣∣∣∣ ∑
n2>x
|h(n2, z)|
n2+2z2
+
∑
n3>x
|p(n3, z)|
n3+3z3
	 x−/2+2 (5.19)
by noting that z−1/2. From (5.16) and (5.19) we get
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1
= ρK H∗(z)M(1+ z, z)
x+y∫
x
uz du + O (xθ+ + yx−/4)
= ρK H(z)
x+y∫
x
uz du + O (xθ+ + yx−/4) (5.20)
if noting that z 2 and  suﬃciently small.
From Lemma 3.3, (5.14) and the well-known estimate
d(1,3,m) =
∑
m=nk3
1 	m2 ,
we get
∑
2
	
∑
x<n1n22n
3
3x+y
n2>x
(n1n2n3)
2 	 x2
∑
x<n1n22n
3
3x+y
n2>x
1
= x2
∑
x<mn22x+y
n2>x
d(1,3,m) 	 x22A(x, y;)
	 yx22− + x1/5+ 	 yx−/2 + x1/5+ . (5.21)
Similarly we have
∑
3
	 yx−/2 + x1/5+ . (5.22)
Now our Proposition B follows from (5.15)–(5.22). 
6. Proofs of theorems
We ﬁrst prove Theorem 1. Let 
(x, z) denote the error term in (4.1). By the deﬁnition of Ik( f , x)
we get
∑
2N(A)x
Ik
(
1, γ (A)
)= Mk(x) + 
∗(x),
Mk(x) :=
0∫
−1/2
dzk−1
zk−1∫
−1/2
· · ·
z2∫
−1/2
dz1
z1∫
−1/2
ρK H1(z)x
1+z dz,

∗(x) :=
0∫
−1/2
dzk−1
zk−1∫
−1/2
· · ·
z2∫
−1/2
dz1
z1∫
−1/2

(x, z)dz 	 xθd+ + x 12+ . (6.1)
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∑
2N(A)x
(
1
logk γ (A)
+ O (γ −1/2(A)))= ∑
2N(A)x
1
logk γ (A)
+ O (x1/2+).
Then we have
∑
2N(A)x
1
logk γ (A)
= Mk(x) + O
(
xϑ+
)
,
where ϑ was deﬁned by (2.1).
It is easily seen that
dMk(x)
dx
= ρK Ik(H, x).
Thus Theorem 1 follows from the above formulas and Lemma 3.2. Similarly Theorem 3 follows from
Proposition B.
Now we prove Theorem 2. The function H1(z)x1+z can be written as
x
∞∑
m=0
H (m)1 (0)
m! z
m
∞∑
n=0
logn x
n! z
n = x
∑
m,n
(
H (m)1 (0)
m!
logn x
n!
)
zm+n.
Taking the k-th derivative of both sides of (4.1) and then letting z = 0 we get (note that in the right-
hand side of (4.1) we use the Cauchy formula of Complex Analysis)
∑
N(A)x
logk γ (A) = ρK x
∑
m+n=k
k!H (m)1 (0) logn x
m!n! + O
(
xϑ+
)
= ρK x
k∑
j=0
(
k
j
)
H ( j)1 (0) log
k− j x+ O (xϑ+),
which combined with Lemma 3.2 gives
∑
N(A)x
λ−k(A)
= 1+
∑
2N(A)x
logk γ (A)
logk N(A)
=
x∫
2
1
logk u
d
(
k∑
j=0
(
k
j
)
H ( j)1 (0)ρK u log
k− j u
)
+ O (xϑ+)
=
k∑
j=0
(
k
j
)
H ( j)1 (0)ρK
x∫
logk− j u + (k − j) logk− j−1 u
logk u
du + O (xϑ+)2
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k∑
j=0
(
k
j
)
H ( j)1 (0)ρK
x∫
2
1
log j u
du +
k∑
j=0
(k − j)
(
k
j
)
H ( j)1 (0)ρK
x∫
2
1
log j+1 u
du + O (xϑ+)
= ρK x+
k∑
j=1
ck, jρK
x∫
2
1
log j u
du + O (xϑ+),
where
ck, j =
(
k
j
)
H ( j)1 (0) + (k − j + 1)
(
k
j − 1
)
H ( j−1)1 (0)
=
(
k
j
)
H ( j)1 (0) + j
(
k
j
)
H ( j−1)1 (0).
Note that H(z) = H1(z)(1 + z). Applying Leibniz’s formula to this equation and then taking z = 0,
we get H( j)(0) = H( j)1 (0) + jH( j−1)1 (0), which implies ck, j =
(k
j
)
H( j)(0). This completes the proof of
Theorem 2.
Finally, we prove Theorem 4. Suppose −1/2 < z 2, |
z| 1. If x1/2 < y  x, Theorem 4 follows
from Theorem 2 directly. Now suppose xθ+2  y  x1/2. For x  u  x + y, it is easy to check that
uz = xz + O (yx2−1), hence from Proposition B we get
∑
x<N(A)x+y
γ z(A) = ρK yH(z)xz + O
(
xθ+ + yx−/4).
Taking the k-th derivative of both sides of the above formula and then letting z = 0 we get
∑
x<N(A)x+y
logk γ (A) = ρK y
k∑
j=0
(
k
j
)
H ( j)1 (0) log
k− j x+ O (xθ+ + yx−/4).
Note that logn = log x+ O (x−1 y) for any x < n x+ y. Thus we have
∑
x<N(A)x+y
λ−k(A) = ρK y
k∑
j=0
(
k
j
)
H ( j)1 (0) log
− j x+ O (xθ+ + yx−/4)
=
k∑
j=0
(
k
j
)
H ( j)1 (0)ρK
x+y∫
x
log− j u du + O (xθ+ + yx−/4).
This completes the proof of Theorem 4.
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