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INTRODUCTION THIS PAPER CONSIDERS heteroskedasticity and autocorrelation consistent (HAC)
The second objective is to make existing estimators operational by determining suitable values for the lag truncation or bandwidth parameters that are used to define the estimators. At present, no guidance is available regarding the choice of these parameters for a given finite sample situation. This is a serious problem, because the performance of these estimators can depend greatly on this choice.
The third objective of the paper is to obtain an optimal estimator out of a class of kernel estimators that contains the HAC estimators that have been proposed in the literature. An optimal estimator, called a quadratic spectral (QS) estimator, is obtained using an asymptotic truncated mean squared error (MSE) optimality criterion.
The fourth objective of the paper is to investigate the finite sample performance of kernel HAC estimators. Monte Carlo simulation is used. Different kernels and bandwidth parameters are compared. In addition, kernel estimators are compared with standard parametric covariance matrix estimators.
The class of kernel HAC estimators considered here includes estimators that give some weight to all T -1 lags of the sample autocovariance function. Such estimators have not been considered previously. As it turns out, the optimal estimator is of this form.
The consistency of kernel HAC estimators is established under weaker conditions on the growth rate of the lag truncation/bandwidth parameter ST than is available elsewhere. Instead of requiring ST= O(T1/4) or O(T'15), as in the papers referenced above, or ST = o(T1/2), as in Keener, Kmenta, and Weber (1987) and Kool (1988) , we just require ST = o(T) as T -* oo. Our results also provide rates of convergence of the estimators to the estimand. To achieve the objectives outlined above, the general approach taken in this paper is to exploit existing results in the literature on kernel density estimation -both spectral and probability-whenever possible. For this purpose, the following references are particularly pertinent: Parzen (1957), Priestley (1962) , Epanechnikov (1969) , and Sheather (1986) .
We note that the results of this paper are used in a recent paper by Andrews and Monahan (1990) to investigate a class of prewhitened kernel HAC covariance matrix estimators. Prewhitened estimators have not been considered previously in the literature on HAC covariance matrix estimation, but have been used for some time in the spectral density estimation literature. Prewhitened HAC estimators turn out to have some advantages over the kernel estimators considered here and elsewhere in the econometrics literature in terms of the accuracy of nominal confidence levels -and significance levels of confidence intervals and test statistics formed using the HAC estimators.
The remainder of the paper is organized as follows: Section 2 describes the estimation problem of concern and introduces the class of kernel HAC estimators under study. Section 3 presents consistency, rate of convergence, and asymptotic truncated MSE results for these estimators. Section 4 establishes the optimality of the QS kernel. Section 5 determines asymptotically optimal sequences of fixed bandwidth parameters. Section 6 introduces data-dependent "automatic" bandwidth parameter estimators using a plug-in method. Section 7 establishes consistency, rate of convergence, and asymptotic truncated MSE results for kernel HAC estimators based on these automatic bandwidths.
Section 8 extends many of the results of Sections 3-7, which apply to unconditionally stationary random variables, to nonstationary random variables. Section 9 presents Monte Carlo results regarding the finite sample behavior of the estimators considered in earlier sections. Section 10 provides a summary of the results of the paper. An appendix contains proofs of results given in the paper.
Those interested primarily in the definition of the preferred HAC estimator a HAC estimator with QS kernel and automatic bandwidth-should read Sections 2 and 6.
A CLASS OF ESTIMATORS
To motivate the definition of the estimand given below, consider the linear regression model and LS estimator: V -(J), k(*) is a real-valued kernel in the set X1 defined below, and ST is a band-width parameter. The factor T/(T -r) is a small sample degrees of freedom adjustment that is introduced to offset the effect of estimation of the r-vector 0. In Sections 3-5, we consider estimators JT for which ST is a given nonrandom scalar. In Sections 6 and 7, we consider "automatic" estimators JT for which ST is a random function of the data. values of x, it is not possible to normalize all kernels in X1 such that k(x) = 0 for lxl > 1. Thus, lag truncation parameters do not exist for all kernels in X1. The QS kernel is an example. Figure 1 graphs the five kernels of (2.7), but renormalized such that each yields the same asymptotic variance of JT-only their asymptotic biases vary.4 (The renormalization is necessary for comparative purposes in order to make any given ST value equally suitable for each kernel.) For a given value of ST, the figure illustrates the different weights the renormalized kernels k(-) put on the lagged covariances. For example, if ST= 3, then kBT(1/3), kBT(2/3),..., are the weights the renormalized Bartlett kernel puts on r1), (2), ....
For some results below, we consider a subset of X1. Let The function K(A) is referred to as the spectral window generator corresponding to the kernel k(-). The set X2 contains all kernels in Y1 that necessarily By construction, a renormalized kernel k(-) satisfies k(x) dx = 1. The renormalized kernels of (2.7) are given by ka(X) = ka(cax) for a = TR, BT, PR, and TH, where ca = fk 2(x) dx, CTR = 2, CBT = 2/3, cpR = .539285, and CTH = 3/4. The QS kernel satisfies fk2(x) dx = 1, and hence, does not need to be renormalized. Under the assumptions above, the effect of using 0 rather than 00 when constructing JT is at most op(l). Nevertheless, if 0 has infinite second moment (as occurs, e.g., with the two stage LS estimator in some scenarios) its use can dominate the MSE criterion of (3.5). To circumvent undue influence of 6 on the criterion of performance, we replace the MSE criterion with a truncated MSE criterion. Define The asymptotic truncated MSE criterion utilized here is justifiable if JT is used to construct a standard error or variance estimator for 0 and one views this as an estimation problem in its own right. If one wants to use JT in forming a test statistic involving 0, however, the suitability of the truncated MSE criterion is less clear. A weak argument in its favor is that the asymptotics typically used with such test statistics treat the estimated covariance matrix as though it equals its probability limit. In consequence, in many cases the closer is the covariance matrix estimator to its probability limit, as measured, for example, by truncated MSE, the better is the asymptotic approximation. This is true in the context of the Monte Carlo experiments reported in Section 9 below. On the other hand, there are cases where the deviation of one part of a test statistic from its limiting behavior is offset by the deviation of another part of the statistic from its limiting behavior. In such cases, the argument above breaks down.
The focus on the asymptotic truncated MSE of JT for JT rather than of In addition to the results of this section, the QS kernel has been shown to possess optimality properties in the context of spectral density estimation (see Priestley (1962; , pp. 567-571)) and probability density estimation (see Epanechnikov (1969) and Sacks and Yvisacker (1981) ). The results of Priestley and Epanechnikov are for an asymptotic maximum relative MSE criterion (where the maximum is over different frequencies or points of support) rather than for a criterion of asymptotic truncated MSE at a given point as is used here. In addition, the present results establish optimality for any given band-width sequence {ST}, whereas each of the other results referred to above establishes optimality only for a particular bandwidth sequence that is optimal in some sense.
Since the kernels in X2 are not subject to any normalization, it is meaningless to compare two kernels using the same sequence of bandwidth parameters {ST}. For example, two kernels that are the same but scaled differently would yield nonidentical results in such a comparison. To make comparisons meaningful, one has to use comparable bandwidths. The latter are defined as follows: Given k(-)E =2, the QS kernel kQ5 ( In particular, the QS, Parzen, and Tukey-Hanning kernels have kq = 0 for 1 6 q < 2, whereas the Bartlett kernel has kq > 0 for 1 <q < 2. Thus, the asymptotic superiority of the former kernels over the Bartlett kernel holds even if l1f(q)11 < X only for 1 <q < 2.
OPTIMAL FIXED BANDWIDTH PARAMETERS
In this section, sequences of fixed bandwidth parameters are determined that are optimal in the sense of minimizing asymptotic truncated MSE for a given psd (limiting) weight matrix W. The results apply to each kernel k( O) in X1 for which kq E (0, mc) for some q E (0, oo). This excludes the truncated kernel, but includes all of the other kernels of (2.7). The results are obtained as a simple corollary to Theorem l(c) above.
Define the optimal bandwidth parameters {ST*} as follows: Let Table I tabulates ST* for the Bartlett, Parzen, Tukey-Hanning, and QS kernels for a linear regression model in which the regressors and errors are mutually independent, homoskedastic, first order autoregressive (AR(1)) random variables each with autoregressive parameter p.
For illustrative purposes,

For this model each element of VK (except that corresponding to the intercept)
has correlation structure identical to that of an AR(1) process with parameter =1 p2. The weight matrix WT is taken to be a diagonal matrix that gives weight one to the diagonal elements of JT -JT that correspond to nonconstant regressors and weight zero to all other elements.
3. When the optimal bandwidth parameters {S*} are used, the asymptotic truncated MSE is such that the squared bias equals 1/(2q + 1) of the total MSE (for any limiting psd weight matrix W). Thus, the bias of the Bartlett kernel accounts for a greater fraction of its MSE asymptotically than do the biases of the Parzen, Tukey-Hanning, and QS kernels. Since kq < ?? for q > 2 implies k2 = 0, this implies that K(A) must be negative for some A E R. The discussion of the last paragraph of Section 2 now establishes the assertion.) Thus, the maximal rate of convergence to zero of the truncated MSE for kernels in JY2 is T4/5. In contrast, the rate is T for parametric estimators.
6. For asymptotically optimal higher order adjustments to the bandwidth parameters {S*}, see Andrews (1988, Theorem 4). Plug-in methods are characterized by the use of an asymptotic formula for an optimal bandwidth parameter (in our case S* of (5.2)) in which estimates are "plugged-in" in place of various unknowns in the formula (a(q) of (5.1)). The estimates that are plugged-in may be parametric or nonparametric. The former yield a less variable bandwidth parameter than the latter, but introduce an asymptotic bias in the estimation of the optimal bandwidth parameter due to the approximate nature of the specified parametric model. (Note that this bias has no effect on the consistency or rate of convergence of the density estimator.)
The automatic bandwidth parameters considered here are of the plug-in type and use parametric estimates. They deviate from the finite sample optimal ST values due to error introduced by estimation, the use of approximating parametric models, and the approximation inherent in the asymptotic formula employed. Good performance of a HAC estimator, however, only requires the automatic bandwidth parameter to be near the optimal bandwidth value and not precisely equal to it. The reason is that the MSE's of kernel HAC estimators tend to be somewhat U-shape functions of the bandwidth parameter ST. This is illustrated in Figure 2 where faaq) and faa denote the ath diagonal elements of f (q) and f respectively.
The usual choice for wa is one for a = 1, . , p or one for all a except that which corresponds to an intercept parameter and zero for the latter. In linear regression models, the latter choice of weights has the advantage that it yields a scale invariant HAC estimator of the covariance matrix of the LS estimator, provided the estimator at(q) (defined below) is scale invariant. We now provide formulae for at(q) for several different approximating parametric models for {Vat}. First, consider AR(1) models for {Vat}. Let (pa,l o) denote the autoregressive and innovation variance parameters, respectively, for a= ,...,p.
Let {(fa, ra2): a = 1,... , p} denote the corresponding estimates. 
PROPERTIES OF THE AUTOMATIC BANDWIDTH ESTIMATORS
In this section, we establish consistency, rate of convergence, and asymptotic truncated MSE results for kernel HAC estimators that are constructed using the automatic bandwidth parameters {ST) introduced in Section 6.
The results of this section apply to kernels in the following class: If a(q) --*P a(q) (i.e., a, = a(q)), as occurs if the approximate parametric model indexed by 6 is correct, then {ST) exhibits some optimality properties as a result of Theorem l(c) and Corollary 1. In particular, given a kernel k(-) E X3, let {ST} be any sequence of automatic bandwidth parameters such that for some fixed sequence {ST), which satisfies Sq+1 '/T -* y for some y E (0,0 ), we have Estimators based on the five kernels of (2.7) are evaluated. They are: truncated (TRUNC), Bartlett (BART), Parzen (PARZ), Tukey-Hanning (TUK), and quadratic spectral (QS). The performance of each kernel estimator is determined for a variety of different bandwidths. These bandwidths include the asymptotically optimal bandwidth of (5.2), the automatic bandwidth of (6.1) based on univariate AR(1) approximating models with (Pa' o-2) estimated by LS for each a, and a grid of fixed bandwidths that are used to obtain the finite sample optimal bandwidth. For the former two bandwidths, the weights {wa} are taken to be zero for the intercept and one for the others.
Y3 = {k() E /: (i) |k(x) I < CiIXI
For comparative purposes, three estimators are considered in addition to the kernel estimators described above: the heteroskedasticity consistent estimator of Eicker (1967) The distributions of all of the variance estimators considered here are invariant with respect to the regression coefficient vector 00 in the model. Hence, we set 00 = 0 in each model and do so without loss of generality.
Next we describe the four models used in the Monte Carlo study. The AR(1)-HOMO model consists of mutually independent errors and regressors. The errors are mean zero, homoskedastic, stationary, AR(1), normal random variables with variance 1 and AR parameter p. The four regressors are generated by four independent draws from the same distribution as that of the errors, but then are transformed to achieve a diagonal (1/T)Et= Xt X/ matrix.9 The values considered for the AR (1) parameter p are 0, .3, .5, .7, .9, .95, -.3 Since El = 0 and Ex'i = I4, this transformation is close to the identity map with high probability. With this transformation, the estimand and the estimators simplify and the computational burden is reduced considerably. The estimand becomes just the product of the second diagonal elements of the three 5 x 5 matrices multiplied together in (2.1). Two of these diagonal elements are known-only one has to be estimated, viz., the second diagonal element of the JT matrix. Without the transformation, one has to compute all twenty-five elements of the estimated JT matrix, rather than a single element, in order to compute the performance criteria described above.
10 When the regressor transformation map is the identity map, the errors in the AR(1)-HET1 and AR(1)-HET2 models are mean zero, variance one, AR(1) sequences with AR parameter p2 and innovations that are uncorrelated (unconditionally and conditionally on {X,}) but not independent. Hence, the errors have an AR(1) correlation structure even after the introduction of heteroskedasticity. set equal to its nonrandom finite sample optimal value (determined by grid search) to ensure comparability of the kernels. The table shows that the QS estimator is slightly more efficient than the PARZ estimator and very slightly more efficient than the TUK estimator in the scenarios considered. These results are basically consistent with the asymptotic results for kernel comparisons given in Theorem 2 and Corollary 1 Comment 4. The finite sample advantage of the QS kernel over the PARZ kernel, however, is clearly less than its asymptotic advantage. For these kernels, results corresponding to those of Table II , but for sample sizes T = 64 and T = 256, are quite similar to those of Table II. In Table II , the three estimators QS, PARZ, and TUK consistently exhibit a distinct, but not large, advantage over the BART estimator. This advantage is predicted by the asymptotic results of Theorem 1 (also see Corollary 1 Comment 4). It is interesting to note that for sample size T = 256 (not reported here), the MSE advantage of the QS, PARZ, and TUK estimators over the BART estimator is more pronounced than in Table II where T = 128. This is expected given the asymptotic results.
For all of the estimators, the results of Table II are not changed much when the MSE criterion is replaced by the MAE criterion. The only change is that the differences between the estimators are somewhat less pronounced.
The TRUNC estimator exhibits wide fluctuations in its MSE relative to that of the QS estimator and the other three estimators. In the AR(1)-HOMO model, it ranges from being 9% less efficient to 7% more efficient than the QS 844 DONALD W. K. ANDREWS estimator. For most scenarios, however, it is more efficient than the QS estimator. This is what is suggested by the asymptotic results (see Proposition l(b) and Theorem 1(c)), since the bias of the TRUNC estimator declines at a faster rate than it does for the other estimators. Results corresponding to Table II but with sample sizes T = 64 and T = 256 show that the relative efficiency of the TRUNC estimator is increasing with T (i.e., the ratios of MSE's are declining) in most scenarios, but at a fairly slow rate.
Comparisons of the true confidence levels of the Cl's constructed using the five different variance estimators are not given in the tables, because they are quite similar to the comparisons based on MSE's given in Table II . In all cases, the true confidence levels of the Cl's fall short of their nominal confidence levels. Thus, the best Cl's are the ones whose confidence levels are the largest. Of the BART, PARZ, TUK, and QS-based Cl's, the QS-based Cl's are fairly consistently the best, but only by a slight margin over the PARZ and TUK-based Cl's. The margin is larger with respect to the BART-based Cl's. There are two reasons why the BART-based Cl's do worse than the other Cl's. First, the BART variance estimator has greater MSE's than do the other estimators, and second, its squared bias-variance ratio is significantly larger than that of the other estimators in most cases. The latter property is to be expected given the asymptotics (see Corollary 1 Comment 3).
The true confidence level results for the TRUNC-based Cl's are similar to the TRUNC estimator's MSE results. In some scenarios they are the best and in some scenarios they are the worst. The scenarios in which they are best and worst are the same scenarios where the TRUNC estimator has lowest and highest MSE's, respectively, in Table II. One drawback of the TRUNC estimator (as well as the TUK estimator) is that it does not necessarily generate nonnegative variance estimates. In the Monte Carlo experiments, however, a significant number of negative estimates arise only when there is very heavy autocorrelation. For example, in the AR(1)-HOMO model with p =.95, the percentages of negative TRUNC estimates are 7.6, 1.2, and 0 for T = 64, 128, and 256, respectively (using the finite sample optimal bandwidth parameter). For smaller values of p and for the TUK estimator, the percentages are zero for all sample sizes considered.
For brevity, we only discuss results for the QS estimator in the remainder of this section. For the most part, in the tables that follow, the relative performances of the other kernel estimators in comparison with the QS estimator follow patterns similar to those observed in Table II. Tables analogous to those given here, but including the other kernel estimators, are available from the author upon request. Table III assesses the performance of the automatic bandwidth procedure ST of (6.1). In all scenarios, the approximating parametric models used by the automatic bandwidth procedure are univariate AR(1) models. Table III . In virtually every case, the use of ST incurs only a small reduction in the true confidence level from the true level obtained using the best fixed ST value. (The latter confidence level, in turn, is always less than or equal to the nominal level.) For example, in most scenarios, the reduction in the confidence level for the nominal 95% Cl's is in the range of 0 to 1%.
In conclusion, the automatic bandwidth procedure ST performs quite well in terms of MSE and true confidence levels in comparison with the optimal finite sample bandwidth (in the models considered). Tables IV-VI The first feature of note in Tables IV-VI is that the QS estimator basically dominates INID, and PARA basically dominates IID, over all model scenarios. When p or qi equals zero, INID and IID are at most slightly better than QS and PARA, respectively. When p or if is nonzero, QS and PARA usually are distinctly superior to INID and IID, respectively. Thus, when no autocorrelation is present, one pays a small price for using a HAC estimator with an automatic bandwidth parameter rather than a heteroskedasticity consistent estimator of the Eicker-White form. On the other hand, when autocorrelation is present, one stands to gain significantly from the use of a HAC estimator rather than an Eicker-White type estimator.
The next feature of note in Tables IV-VI is (Tables IV and V) shows that PARA is better than QS in the AR(1)-HOMO and MA(1)-HOMO models in terms of MSE and true confidence levels. The differences in MSE are quite large for p < .7; the differences in true confidence levels are much smaller. In the AR(1)-HET1 model, the reverse is true. The QS estimator is much better than PARA in terms of both MSE and true confidence levels over the entire range of p values. In the AR(1)-HET2 model, neither QS nor PARA is dominant. PARA enjoys an edge in MSE, but QS is better in terms of true confidence levels.
In sum, for T = 128, the PARA is the best all-round estimator if one ignores the AR(1)-HET1 model. Even PARA performs very poorly in each of the AR(1) models, however, when p =.9 or .95. If one includes the AR(1)-HET1 model, then the QS estimator is the best all-round estimator, since PARA does very poorly in this model. Nevertheless, the QS estimator pays a significant price for attaining its versatility, as the comparison with PARA in the AR(1)-HOMO model attests. Next we discuss the changes that occur in the results when the sample size is increased from 128 to 256 (see Table VI In sum, the increase in sample size from 128 to 256 improves the overall performance of the QS estimator absolutely and relatively to the PARA, INID, and IID estimators. As when T = 128, QS has the best overall performance of the four estimators when T = 256 if one includes the AR(1)-HET1 model. PARA is the best estimator overall if this model is excluded. In the latter case, the preference for PARA over QS in terms of true confidence levels is much less when T = 256 than when T = 128.
CONCLUSION
The results of this paper are summarized as follows: (i) The paper establishes the consistency of kernel HAC estimators under conditions that are more general in most respects than other results in the literature. In particular, they are more general with respect to the class of kernels considered and the allowable rate of increase of the bandwidth parameters. In addition, the paper establishes rate of convergence and asymptotic truncated MSE results for kernel HAC estimators.
(ii) The paper compares different kernel HAC estimators in the literature via asymptotic and simulation methods. The paper establishes an asymptotically optimal kernel, viz., the QS kernel, from the class of kernels that generate psd estimates. The latter includes the Bartlett and Parzen kernels. The Monte Carlo results (including those reported here and those available from the author upon request) substantiate the optimality of the QS kernel within this class in terms of both MSE and true confidence level performance. The Monte Carlo results indicate, however, that the differences between the kernels are not large. They indicate that the Bartlett kernel, used by Newey and West (1987) , is somewhat inferior to the other kernels considered.
(iii) The paper determines suitable fixed and automatic bandwidth parameters for use with HAC estimators. The latter are based on the plug-in method. They are found to perform surprisingly well in most cases in the simulations.
(iv) The paper compares the performance of kernel HAC estimators to that of other types of covariance matrix estimators via Monte Carlo simulation. The other estimators considered are the Eicker-White heteroskedasticity consistent estimator, the standard LS covariance matrix estimator (IID), and a parametric estimator (PARA) that assumes that the errors are homoskedastic and AR(1). The QS HAC estimator more or less dominates the Eicker-White estimator and is the most versatile estimator of those considered. But, it pays a significant price for its versatility, as is illustrated by its performance relative to that of PARA in those scenarios for which PARA is designed.
All of the estimators considered perform very poorly in an absolute sense when the amount of autocorrelation is large. For the HAC estimators, this is found to be true even if the finite sample optimal bandwidth parameters are used.
