A theory for distributional boundary values of harmonic and analytic functions is presented. In this analysis there arise several indicators that measure the growth of these functions near the boundaries. An extension of the Phragmkn-Lindel6f maximum principle is derived. Furthermore, the algebraic properties of the space of real periodic distributions are studied. By introducing a new product, the harmonic product, the boundary conditions involving harmonic functions are transformed into ordinary differential equations.
INTRODUCTION
There are several areas of common interest in the theory of distributions and the theories of harmonic and analytic functions. So far, attention has been focused on the generalized analytic functions and on the Cauchy representation of the distributions [l-3] . In the classical theory, the behavior of the harmonic and analytic functions at the boundaries was first studied by Fatou [4] and has since been a topic of an extensive research. The reference to this literature is available in [S, 61. In this study we present the theory of distributional boundary values of harmonic functions defined in the unit ball of iR" and those of analytic functions defined in the unit disk.
In Section 2 we introduce several indicators that measure the growth of a harmonic function near the boundary. We find several relations among different indicators which enable us to characterize the harmonic functions that have distributional boundary values. This characterization is subsequently used to derive the uniqueness and boundedness properties. Section 3 is devoted to a consideration of the basic properties of analytic functions that have distributional boundary values. We prove an extension of the Phragamkn-Lndel6f maximum principle. We study the order of the boundary distribution and show that our class of functions is much larger than the Hardy spaces Hp. We also prove that the logarithm of a zero-free function of this class also belongs to it.
In Section 4 we derive jump relations for the sectionally holomorphic functions. We then study the algebraic properties of g'(S,), the space of real periodic distributions in one variable. A new product, the harmonic product, is introduced and the relationship with the ordinary product is obtained. This product is then used to transform the boundary conditions involving harmonic functions into ordinary differential equations. We present some examples. In particular, we find the explicit solution for non-normal boundary conditions. These techniques are extended to the complex distributions in the last section.
BOUNDARY VALUES IN S,_,
Let B, be the open unit ball in R" and S,-, its boundary, the unit sphere (we shall denote them by B and S if n is clear from the context). Any point x in B can be represented as x = ry with 0 < r < 1, y E S. We shall denote by P(x, y) the Poisson kernel, given by P(x, Y> = 1 -[xl2 %Ix-Yln ' xE B, yE S, (2.1) where w, is the area of S. Let Hk denote the space of spherical harmonics of degree k, that is, the set of restrictions of harmonic homogeneous polynomials of degree k to S. The space of Lebesgue square integrable functions can be decomposed as L*(S)= f H,, k=O (2.2) where the sum on the right is an orthogonal direct sum. The dimension of Hk, denoted by ,uk, is given by [ 7, 8 ] pk = (2k + n -2)(k + n -3)! k! (n-2)! ' (2.
3)
The space Hk admits a reproducing kernel 2,(x, y), characterized by the property 4) where da = (l/w,) dS is the normalized measure on the sphere. This reproducing kernel is real valued, symmetric, and invariant under rotations of the sphere. The zonal harmonic of degree k with pole at x is the function Zt given by Z:(y) = Z,(x, y). Observe that Proof. The first inequality follows from Holder's inequality: 10) where l/r + p/q = 1. For the second we first consider the case q = co. We have l.mI = I(z;Yf)l & ll-wl, Ilfllp~ (2.11) where l/p + l/r = 1. If 1 < p < 2, then 2 < r < 03, the Holder's inequality gives ilz;II:< llz;il',-' IIz:ll: <&-"~k=&-'~ and since (r -1)/r = l/p, (2.11) gives Ilfllm a4'p Ilfll,.
(2.12) (2.13)
Finally, for arbitrary q, q > p, we have
Ilfll, = [j VI" q'l' = [j Ifl"-" VI" do] 1'q '.pk < (l/P)(Q--P)(llq) * Ilfll;-'"'"' * llfll;'" According to (2.2), each functionf E L'(S) can be expanded as f= 'f fk, (2.14) k=O where fk E H, are its projections onto H,, given by fk(x> = js f(y) z,(xT Y) du(Y) = (f, 'i>* Let g(S) be the space of real valued infinitely differentiable functions in S and 3'(S) its dual, the space of distributions on S. The evaluation of the distribution t at the test function Q is denoted by (t, 4) since it reduces to their inner product if t E L*(S). Given t E 59', its projection onto Hk is the function tk(x) = (t, 2;). Let t E g'(S) and t, its projection onto H,, then t, E Hk and t= c t,, k=O (2.16) in the distributional sense. Furthermore, there exists a real number /I such that lim I( tkllp k-4 = 0, k+oo for all p, 1 < p < 00. Conversely, if {t,} is a sequence of elements of H, that satisfy (2.18) for some /? and some p, then the series (2.17) converges in 8'.
Proof: Let q4 E L*(S) be any function satisfying (2.16). We shall show that if L is any differential operator of degree one then L# exists and satisfies (2.16 ). This will imply that # E 93. It suffices to establish the result for L = a/axi. Let p(x) be a polynomial of degree at most k in one variable. Let x1 ,,.., x, be the zeros of p(x) that belong to [a, b] and set x0 = a, x,+ I = b. Then j; 1 p'(x)] dx = i i"" ] P'(X)] dx Let f E H,, then if x2,..., x, are fixed, f is a polynomial of degree at most k in xi ; we can therefore apply (2.19) to obtain f Effk> (2.20) for certain constant C that depends only on n. Now we appeal to the results of Lemma 1 and deduce the convergence of the series If for all real numbers p,
we could obtain a sequence of indices k, < k, < k, < is a series that converges at r = 1 and hence by Abel's limit theorem, Since 4 was arbitrary, (2.35) follows at once. Let now u E g'(S). To prove existence we expand u as in (2.37) and define U as in (2.30). Clearly, the distributional limit of this harmonic function, as r-+ 1, is U.
To prove uniqueness, let U be a harmonic function such that We shall see that the regular harmonic functions are precisely those of slow growth, i.e., those for which C,(u), or any C,(U), is finite. This follows from our next result: 
Remark. Other relations among the C,'s and dP's are easy to derive. For example, C,<C,t(n-1)(1/p-l/q), l<p<q<co. When n=2, the Hausforf-Young inequality [9] can be used to prove that C, < d t 1 -l/q, for 2 < q < co (observe that d = d, = ... = d, in this case). In fact, let p be such that l/p + l/q = 1, then
for /I > maxid, I/q -1) and some constant N. This gives the result.
We immediately obtain THEOREM 4. Necessary and sufficient condition for the harmonic function U to be the regular harmonic is that C,(U) be finite for some p, l<p<co. I
A classical result states that any positive harmonic function in the unit ball has as its limit a positive measure. We can generalized this result as follows. Let U be harmonic in B and let The space of regular harmonic functions is isomorphic to the space of distributions on S and under this isomorphism it becomes a nuclear topological vector space. A more intrinsic topology is constructed as follows. Let NU,P be defined as and let A,,, be the set of harmonic functions for which Na,P is finite. Then Nu,P is a norm in A,,, and the space of regular harmonic functions is given as A = u A&P?
(2.60) a>0 and can be given the inductive limit topology. As is clear from the foregoing discussion, this topology is equivalent to the one induced by g'(S).
The explicit correspondence between A and &J'(S) enables us to derive some basic results.
It is convenient to have a standard representation for differential operators on S. For this purpose we shall write first order operators in g or g' as linear combinations of the basic operators, Let a = (a, ,..., a,) and Ial = a, + 9. e + a,,, then D" is the differential operator of order / a 1 and is defined as Da= $"I &yl ..* (J-Q .
(2.62)
The higher order operators will be written as linear combinations of these operators. Let S(y -l) be the Dirac delta function with source point at c:
The form of these distributions on a point, or more generally, on a discrete set E is well known [2] , namely, where a,(c) are constants. This result can be generalized as follows: LEMMA 3. Let t be a distribution whose support is a closed denumerable set E. Then there exists an integer k and constants a,(c) for r E E and for any multiindex a = (a, ..a a,,) with Ial = a, + .+. + a, < k such that
ProoJ If the set E is finite, the result is known. Accordingly, let us suppose that E is infinite. Let E, be the set of isolated points of E. An easy application of the Baire theorem shows that E, is also infinite. We can define, by induction, the set E, as the set of isolated points of E\(Uj, ,Ej). Each set E, is either infinite or empty and, since E is denumerable, we shall have E = lJjCm Ej, for some denumerable ordinal m.
Let us consider t as a distribution on U, = (S\E) U E, . Its support on U, will be E,, which is discrete in U, , so that t=t,= v by, ,aF<k &>D"(Y -0, on ul.
(2.64)
Thus t -t, vanishes on E,, so that its support is contained in E\E, . We can repeat this argument to get a second distribution t,, i.e., the sum of the derivatives of the delta functions of the points of E,, such that the support of t -t, -t, is contained in E\(E, U E,) and so on. After a denumerable number of steps we shall arrive at the desired expansion. 1 Proof: Let u = lim,,, U(ry). Condition (2.69) implies that on S\E, u is bounded measure, while at points of E, u will be a sum of delta functions. We can then write U = U, + U,, where U, is bounded by M and where U, vanishes at S,\E. But according to the previous theorem, C,(U) = C,(U,) > n -1 unless U, = 0 and so U = U,is bounded by M. I A similar argument shows that THEOREM 8. Let U be regular harmonic. Suppose there is a constant a < n -1 and a closed denumerable set E such that lJly (1 -I.# U(x)=O, y E S\E, /I > a. (2.71) * Zf C,(U) < n -1, then C,(U) ,< a. 4 From now on we consider the case n = 2. We shall use the parametrization z = eie, 0 < 0 ( 271, to describe S. Since all dr's coincide in this case we shall use the simple notation d(U).
We consider the pointwise convergence of lim,,, U(re"). A classical theorem of Fatou states that this limit exists almost everwhere if U is positive or, more generally, if its boundary value is a measure, i.e., U is the difference of two positive harmonic functions. As we shall see in the next section, however, the pointwise limit does not exist almost everywhere for almost all regular harmonic functions not of the above type. Other type of poblems are illustrated by the following example. Let On the other hand, it is easy to see that the boundary value of U is 6'(e).
As the next theorem shows, some insight into the boundary value of a regular harmonic function can be gained from the pointwise limit. In this section we shall study the basic properties of those analytic functions F(reie) that have a distributional boundary value as r + 1.
Let F(z) be analytic for 1 z 1 < 1, let U(z) and V(z) be its real ad imaginary parts. Since d(F) = d(U) = d(V), it follows that if one of these functions is regular harmonic, then so are the other two.
If u E a'(S), we shall use the following notation:
(a) n(u) denotes the harmonic function whose boundary value is u. (b) A(u) denotes the analytic function whose real part is /i(u) and whose value at 0 is real.
(c) U* denotes the Hilbert transform of U, that is, the boundary value of the imaginary part of A(u).
Our first result is an extension of the Phragmen-Lindelbf maximum principle. Proof: Let u and v be as above. We can write u = u, + u2 where u, is bounded by M and where u2 is a sum of delta functions at points of E. But A(+) will then be of the form CIEE p,( l/(z -<)) for certain polynomials pr and such a function is not bounded in S\E unless it reduces to a constant. It follows that F is bounded by M in all S and hence in all B. 1
The class of regular harmonic analytic functions is closed under sums and products. It is thus a topological algebra, in fact an integral domain. Functions of these class need not be invertible in the algebra, even if they are zero-free in I z I < 1. An example is provided by the function F(z) = e(2+l)/(z-l) 3 (3.3) which is bounded by 1 in B, but whose multiplicative inverse
is not regular harmonic. The function G is bounded by 1 on S\{ I}, but not inside B. Zero-free harmonic functions have some permanence properties, however.
THEOREM 11. Let F be a zero-free regular harmonic analytic function. Then log F is regular harmonic.
Proof
Let W(z) = Re(log F(z)) = log IF(z There exist constants K and p such that 1 F(z)1 < K( 1 -jz /)-4 and hence Our class of functions is much larger than the Hardy classes HP (p > 0). There are zero-free regular harmonic functions that are not in any Hp. We recall that if FE HP, then the radial pointwise limit lim,,, F(re'e) exists almost everywhere. We also need the following result of Littlewood [ 10 I. and let us select the signs sk = f 1 such that G(z) = CFEo ckznk has a radial limit almost nowhere. Since the function F(z) = eG(') is a zero-free regular harmonic function that belongs to no Hp. The order of a distribution u is the least integer k such that u E (C"(S))'. Distributions of order zero are just measures. If the order of u is k, then we can write u = tck' + c for some measure t and some constant c. The above theorem determines the order uniquely only for certain values of d. In fact, if d < -1 then k = 0, or if n -1 < d < n -4 for some integer n, then the order must be n. But when d belongs to intervals of the form n -4 < d < n, the two orders n and n + 1 are possible. An example is provided by F = A(@@). We have By using Lemma 4 we can get a better understanding of this phenomenom. Let F(z) = C a,z" be a regular harmonic analytic function with -f < d(F) < 0. According to the lemma, for almost all choices of sings a, = f 1, the function C E,a,z" has a radial limit almost nowhere and hence must be of order 1. By taking derivatives we then obtain THEOREM 13. Let U(re'") = 2 (a,, cos nB -b, sin no) r" be a regular harmonic function with k -i < d(U) < k for some integer k. Then for almost all choices of signs E, = f 1 the function C ~,(a,, cos nB -6, sin no) r" has a boundary value of order k + 1. 
Next, we apply the jump relation (4.6) to F'(z) to get We now return to C = S, the unit circle. In this case z(r) = N(t) = eiT and T(r) = ie" while x(t) = 1.
We shall denote by g;(S) the set of distributions that satisfy
When u E CPA we have 12) and so u** z-u.
Using formula (4.6) we deduce that A (u') = -izA (u)', and since u' E g/,, (4.12) gives us
Observe also that by virtue of (4.7), if U= H(u), then dU/dn = u' *. The harmonic multiplication by c, is a (l-l) map of !Z' onto I,. It then has an inverse which maps I,, onto a' and which we denote by CC,, . Similarly, s-, is the inverse of harmonic multiplication by s,, defined on J,. According to (4.22) we have
The space g' has another algebraic operation, the ordinary product of a test function d and a distribution t, defined by W? w> = (6 w. (4.24) The relation between these two products when 4 is a trigonometric polynomial is as follows. From the elementary relations 2 cos nB cos k0 = cos(n t k) 19 t cos(n -k) 6, (4.25a) 2 cos k0 sin n6' = sin(k t n) 0 t sin(n -k) 0, We consider a particular example. Let p(8) be of the form P(e)= f AkCk, k=O (4.38) and let us take p, = p, pz = 0, and p3 = -y (a constant). We suppose that p(0) has different (simple) zeros 8, ,..., en in the interval 10, rr[. Equation (4.35 ) is then the non-normal equation Case II. ,J = -n sinh r, n E N, n =/3. Solution of (4.45) exists iff q,(G) = 0, the solution being as (4.50) above, but here both b, c E R are arbitrary.
Let now a = -y/sinh r be not in N. Then for any right-hand side H(z) in ,F there is a unique solution in Z given for a < n + 1 by F,(H, z) = (1 -<z)-" i "'"yy-ry Since our solution has to be in &, we need to have F,(H, 0) E F?. We introduce the function w(a) = F,(T, 0), whose zeros (a& give the other values yk = --(I~ sinh r for which (4.45) has more than one solution. We remark that w(a) is positive for a < 0 and that it has simple poles at all the integers (except at j3 if p E N) with residues rn = (-l)"+ ' rp,. Since rn is positive for 1 < n < /I and negative for n = 0 or n > p, it follows that v(a) has at least one zero in each of the intervals [n, n + 1 ] for all integers n > 1, except possibly for n the integral part of /3 and n = /? -1 if p E N. We then have CASE III. y = -a sinh r, a 6.Z N, a # ak. Solution of (4.45) exists for any u E g', the solution being Case IV. y = -ak sinh t. Solution of (4.45) exists iff Im F,(G, 0) = 0, the solution being (4.53) above where b is arbitrary.
COMPLEX BOUNDARY VALUE PROBLEMS
The method of the previous section can be extended to equations involving complex distributions by taking real and imaginary parts. A systematic way of doing this is now discussed.
The harmonic product is extended to the space of complex distributions @'(S, C) by Observe that @ is a linear isomorphism between C:' and @, and that @(a, b) @(c, d) = @(UC -bd, ad + bc), (5.4) so that Q2 is a commutative ring; for our purposes it is convenient to consider ep, as a real algebra.
We shall identify the complex number z with the diagonal matrix @(z, 0). We shall denote by i the matrix @(O, 1) and by A(z) = Re z + iIm z.
(5.5)
Since iz = 1, both i + i and i -i are singular matrices; we shall denote by K, and K,, respectively, the ideals generated by them in the ring Qz. (5.8)
We observe that if t is a real distribution then A(t) is the diagonal matrix @(A(t), 0) which was identified with the complex function A(t); when z is a complex number then A(z) and a(z) coincide. It is therefore natural to eliminate the "hat" when no confusion arises. If Z(@J is the set of regular harmonic analytic functions with values in Q2 and X0(@*) the subset of those whose value at 0 is real, then A maps g'(S, C) onto RO(@J. Observe that formulas (4.14)-(4.16) remain valid in this case. EXAMPLE 1. We consider the non-normal equation c,u'"-yu=v, (5.9) where y is a complex constant and u is a given complex distribution. We write U=U, +bs,, b=(u,s,). Let F=A(u,) and G=A(u). If we multiply harmonically with 2c, and operate with A we obtain 
