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We introduce an abstract model of exact learning via queries that can be
instantiated to all the query learning models currently in use, while being
closer to them than previous unifying attempts. We present a characterization
of those Boolean function classes learnable in this abstract model, in terms of
a new combinatorial notion that we introduce, the abstract identification
dimension. Then we prove that the particularization of our notion to specific
known protocols such as equivalence, membership, and membership and
equivalence queries results in exactly the same combinatorial notions
currently known to characterize learning in these models, such as strong
consistency dimension, extended teaching dimension, and certificate size. Our
theory thus fully unifies all these characterizations. For models enjoying a
specific property that we identify, the notion can be simplified while keeping
the same characterizations. From our results we can derive combinatorial
characterizations of all those other models for query learning proposed in the
literature. We can also obtain the first polynomial-query learning algorithms
for specific interesting problems such as learning DNF with proper subset
and superset queries. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The main models of exact learning via queries were introduced by Angluin [2].
In these models, the learning algorithm obtains information about the target
concept by asking queries to a teacher or expert. The algorithm has to output an
exact representation of the target concept in polynomial time.
A main issue in exact learning is to decide whether a class is learnable with a
polynomial number of queries regardless of the computation time needed between
one query and the next. If this is not the case, then we do not need to dedicate any
extra effort to obtain a polynomial time algorithm. There have been various ways
of addressing this problem for different types of queries [3–6, 10, 11, 14, 15,
17–19]. However, none of them obtained a uniform combinatorial characterization,
applicable to all query learning protocols, of the number of queries needed to learn,
in a similar way to the Vapnik–Chervonenkis dimension in the PAC learning
model. This paper presents a dimension that can be seen as the VCdim brother for
the exact learning setting.
We now explain the chain of results that led to the present paper. A combina-
torial notion, called approximate fingerprints, turned out to characterize precisely
those concept classes that can be learned from polynomially many equivalence
queries of polynomial size [3, 10]. The essential intuition behind that fact is that
the existence of queries that shrink the number of possibilities for the target concept
by an inverse polynomial factor is not only clearly sufficient, but also necessary to
learn: if no such queries are available then adversaries can be designed that force
any learner to spend too many queries in order to identify the target. This intuition
can be fully formalized along the lines of the cited works; the formalization can be
found in [14].
Hellerstein et al. [17] (see also Hegedüs [15]) gave a beautiful characterization
of the learnability of a representation class from membership and equivalence
queries. They introduced the notion of polynomial certificates for a representation
class R and proved that R is polynomially learnable from equivalence and mem-
bership queries iff it has polynomial size certificates. They also proved that, for
projection-closed classes, the teaching dimension introduced previously by
Goldman and Kearns [11] characterizes learnability from membership queries. By
broadening the notion into the extended teaching dimension, sort of a maximum
between teaching dimension and certificate size, Hegedüs [15] characterized
learnability from membership queries without the projection-closed condition.
In [6], a quantitative analysis of certificates was presented, yielding the consis-
tency dimension (or certificate size), and obtaining a precise characterization in
such terms of the number of queries needed to learn. A related notion, the strong
consistency dimension, was introduced and proved to characterize learning from
just equivalence queries, in a manner quite different (and also simpler to handle)
than the approximate fingerprints.
Here we move into a somewhat more abstract framework and prove that all three
concepts, strong consistency dimension from [6], certificates from [17], and
extended teaching dimension from [15], are just three incarnations of the same
abstract phenomenon. Indeed, we characterize rather tightly in our abstract
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framework the number of queries needed to learn by means of our new combina-
torial concept of abstract identification dimension (AIdim) and prove that its
instantiation to each of the three models mentioned coincides with the known
combinatorial dimension for the corresponding model; but, likewise, it yields com-
binatorial characterizations of learning from, e.g., subset queries, or each of the
models proposed in [2], or the projective equivalence queries from [16]. We also
study some cases in which a natural but nontrivial property of the learning protocol
allows us to simplify the characterization.
As a bonus, the understanding of how a learning algorithm may work for these
protocols yields the first algorithms for learning DNF from proper subset and
superset queries, or from proper projective equivalence queries, that we describe in
Section 5. A previous work [8] showed the existence of an algorithm that learns
DNF with subset and superset queries, but their queries are improper (general
Boolean circuits).
2. NOTATION AND THE ABSTRACT SETTING FOR EXACT LEARNING
We assume familiarity with the model of exact learning via queries. We focus on
exact learning of Boolean functions, as an extremely basic form of knowledge. We
fix all along the paper n as the number of variables. A Boolean function of arity n is
a function from {0, 1}nQ {0, 1}. The set of all Boolean functions is denoted by Bn.
An element x of {0, 1}n is called an assignment. A pair (x, b), where b ¥ {0, 1} is a
binary label, is called the example of a function f ¥ Bn if f(x)=b. A sample, also
called a partial function or partially defined concept, is a collection of examples for
some function f ¥ Bn and can be seen equivalently as a function from {0, 1}n to
{0, 1, a}, where a stands for ‘‘undefined.’’ The set of all samples on n variables is
denoted by Samplen. Note that Bn ı Samplen. A sample a is said to be consistent
with sample b, denoted a • b, if a(x)=b(x) whenever a(x) ] a; alternatively, we
also say that b is an extension of a. This notation is extended to S •H, for sets of
samples S, H ı Samplen, if (-a ¥ S)(,b ¥H)(a • b). Observe that for a ¥ Samplen
and F ı Bn, a •/ F (with strict notation {a} •/ F) means that no function from F is
consistent with a. For a sample a ¥ Samplen, a+ denotes the set {(x, 1) | x ¥ {0, 1}n,
a(x)=1} and a − is the set {(x, 0) | x ¥ {0, 1}n, a(x)=0}. We denote by ||X|| the
cardinality of set X.
2.1. An Abstract Setting for Queries and Answers
In our abstract setting, queries are atomic objects. Answers provide some partial
knowledge of the target. Since our target concepts are always Boolean functions, we
assume that such partial knowledge is always modeled as the values of the target
function on a subdomain; thus, each answer is just a partial Boolean function (or a
sample) that is a subfunction of the target (or that is consistent with it). The queries
that give this kind of answers are sometimes called example-based queries (see [11],
for example).
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Thus, starring in any abstract learning protocol we have three participants: the
set Q of queries, the set of all Boolean functions Bn of some arity n, and the set of
all possible answers, namely all the partial Boolean functions of the same fixed arity
n. Since the set of all Boolean functions and the arity n will be constants in our dis-
course, and the set of answers will be specifically defined by each learning protocol,
we only write explicitly the dependence of the protocol on Q. A protocol
Protocol(Q) is a subset of
{Oq, f, aP | q ¥ Q, f ¥ Bn, a • f}.
For instance, if we want to talk about learning with the usual equivalence queries
with hypothesis coming from a subset H ı Bn, we define Protocol— (H) as the set
{Oh, f, hP | h ¥H, f ¥ Bn, h — f}
2
{Oh, f, aP | h ¥H, f ¥ Bn, a ¥ (f−−h −) 2 (f+−h+)},
where the first set corresponds to YES answers and the second to counterexamples.
In a similar way we can define the protocol for some of the other queries defined
in [2]:
• For membership queries on M ı {0, 1}n the set Protocol¥ (M) is {Ox, f,
(x, f(x))P | x ¥M, f ¥ Bn}.
• Given two protocols P1 and P2 we define their join protocol P1 À P2 as the
set {O(0, q), f, aP | Oq, f, aP ¥ P1} 2 {O(1, q), f, aP | Oq, f, aP ¥ P2}. For instance,
for membership queries on a set M ı {0, 1}n and equivalence queries on a set
H ı Bn, the set Protocol¥ , — (M, H) is Protocol¥ (M) À Protocol— (H).
• For subset queries on a class H ı Bn the set Protocolı (H) is
{Oh, f, h+P | h ¥H, f ¥ Bn, h+ ı f+}
2
{Oh, f, aP | h ¥H, f ¥ Bn, a ¥ f−−h −}.
• For superset queries on a class H ı Bn the set Protocol` (H) is
{Oh, f, h −P | h ¥H, f ¥ Bn, h − ı f −}
2
{Oh, f, aP | h ¥H, f ¥ Bn, a ¥ f+−h+}.
• For both subset queries on A ı Bn and superset queries on B ı Bn, the set
Protocolı , ` (A, B) is Protocolı (A) À Protocol` (B).
We need to impose some conditions on the protocol to capture the notion of
exact learning. First, we will force that the protocol has legitimate answers for every
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allowed query under every Boolean function. Second, we will include a ‘‘fair play’’
condition, namely, answers give no extra information beyond what we intend to
give with them.
Thus, an abstract learning protocol P=Protocol(Q), from now on a protocol,
must fulfill the following conditions:
(1) Completeness. For each q ¥ Q and f ¥ Bn, there is at least one a • f such
that Oq, f, aP ¥ P. In words, all queries must have at least one answer.
(2) Fair-play. If Oq, f, aP ¥ P and a • h for some other h ¥ Bn, then
Oq, h, aP ¥ P.
With respect to the first condition, one may think that only answers to Boolean
functions f in the target class are necessary. However, as is pointed out by
Remark 3, the completeness condition is a crucial requirement for our results.
The fair play condition is also central to all of our work. We will find the proofs
repeatedly appealing to this condition. Observe that if it does not hold for some
Oq, f, aP and h, then the answer a to query q would provide side information,
allowing the learner to discard a target h even though it is consistent with the
answer a received. One may wonder if the fair play restriction is not satisfied by
some known protocol: the answer is that we have not found yet a natural example
that does not conform to this condition.
In some definitions we will be locally interested in considering answering schemes.
We say that T ı P is an answering scheme for a protocol P when T fulfills the
completeness condition. Note that the protocol P is also an answering scheme. For
an answering scheme T, we denote by Tf(q)={a | Oq, f, aP ¥ T}, the set of poten-
tial answers to query q under function f, and by Tf={a | ,q ¥ Q Oq, f, aP ¥ T},
the set of all potential answers under function f, which coincides with 1q ¥ Q Tf(q).
The set of all answering schemes of a protocol P is denoted byT(P).
2.2. Exact Learning
We use a generalization of the exact learning model via queries of Angluin [2]. A
teacher answers with respect to f ¥ Bn and using P=Protocol(Q) if for each query
q ¥ Q, it outputs some a ¥ Pf(q). A function class C ı Bn is learnable with d queries
under P=Protocol(Q) if there exists an algorithm A such that for any f ¥ C and
for any teacher B that answers with respect to f using P, the only remaining func-
tion in C that is consistent with the answers received after at most d interactions is
f. For a class C ı Bn and a protocol P=Protocol(Q) we define the learning com-
plexity, LC(C, P), as the smallest d such that C is learnable with d queries under P.
We define a notion of a version space that will be useful for the learning algo-
rithms that we use in all the paper. At any intermediate stage of a query-learning
process, the learner knows (from the teacher’s answers received so far) a set of
samples S for the target concept. Let C be the target class. The version space V is
the set of all concepts from C which are consistent with all samples in S. These are
all concepts being still conceivable as target concepts.
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A fully general, rather simple way of extracting a combinatorial parameter from
an abstract learning protocol is to use a chain of alternating quantifiers of queries
and answers. We describe it here, as a way of introducing the idea, and also for the
sake of comparison with the much nicer ‘‘flat’’ version we will describe in the next
section; it will be also useful for technical purposes in a later proof.
Given a class C ı Bn and a protocol P=Protocol(Q), the ugly dimension,
Udim(C, P), is the minimum integer d \ 0 such that for any f ¥ Bn (not just in C)
(,q1 ¥ Q)(-a1 ¥ Pf(q1)) · · · (,qd ¥ Q)(-ad ¥ Pf(qd))
(||{c ¥ C | {a1, ..., ad} • c}|| [ 1)
if no such d exists then Udim(C, P)=..
Now, using fully standard techniques, we can easily prove the following theorem.
Theorem 1. For any class C ı Bn and any protocol P=Protocol(Q)
Udim(C, P) [ LC(C, P) [ Udim(C, P)Klog ||C||L.
Proof. If Udim(C, P) > k then there exists f ¥ Bn such that
(-q1 ¥ Q)(,a1 ¥ Pf(q1)) · · · (-qk ¥ Q)(,ak ¥ Pf(qk))
(||{c ¥ C | ({a1, ..., ak} • c)}|| > 1)
which describes an adversary that can force any learner to make more than k
queries.
On the other side, assume Udim(C, P) [ k and let V be the version space in an
intermediate step of the learning algorithm that we are now describing (initially
V=C). Let fV be the majority function onV, i.e., fV(x)=1 if more than
1
2 of the
functions in V classify x as 1, or fV(x)=0 otherwise. The bound on Udim(C, P)
promises that there exists a query q1 such that for all answers a1 labeled according
to fV, and so on and so forth, there is at most one function in C that is consistent
with all those answers. Therefore we run the process of asking q1 · · · qk (qi+1 depends
on the previous answers). If all answers are consistent with fV then, by the fair play
property, they all belong to PfV and there is only one function in C consistent with
them, the target. Otherwise, at least 12 of the functions in V are discarded and we
start again withV half the size as before. This process is repeated at most Klog ||C||L
times. L
The difference between the two involved notions is the reason that explains the
gap in Theorem 1. Learning complexity is defined on strategies that have to work
for a lot of functions, i.e., the target functions. However, Udim allows different
strategies for different functions. Next we show the value of the ugly dimension for
a couple of easy cases.
Example 2. Let SINGn be the class of singleton functions on n variables and let
P1=Protocol¥ ({0, 1}n). Note that Udim(SINGn, P1) > 2n−2 because for any set of
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2n−2 negative answers, there are at least two singleton concepts that are not ruled
out by these answers. Negative answers to membership queries are always obtained
by setting f as the zero function. On the other hand, any set of answers for 2n−1
membership queries discards all but at most one singleton functions. Thus, we
conclude Udim(SINGn, P1)=2n−1.
Now, let us consider the protocol P2=Protocol— (Bn). Here, for any function f
the only answer in Pf to the equivalence query with hypothesis f eliminates
all functions but one in Bn, f itself. This shows Udim(Bn, P2) [ 1 and thus,
Udim(Bn, P2)=1 when n > 0.
Remark 3. Assume we had defined Udim by considering the Boolean functions
not in all Bn but only functions in the target class. Let P1=Protocol¥ ({0, 1}n) and
let SINGn be the concept class of singleton functions. In this case, it would have
been Udim(SINGn, P1)=1 because for a singleton function f such that f(x)=1,
the only answer to the membership query x discards all functions but f from the
target class. With this definition Theorem 1 would have been false.
In the next section we present a nicer dimension that does not need alternating
quantifiers and also gives an approximation (in the same sense as Theorem 1) to the
number of queries needed to learn.
3. THE ABSTRACT IDENTIFICATION DIMENSION
Given a target class C ı Bn and a protocol P=Protocol(Q), we define the
abstract identification dimension, AIdim(C, P), as the minimum integer d \ 0 such
that
(-f ¥ Bn)(-T ¥T(P))(,S ı Tf)(||S|| [ dN ||{c ¥ C | S • s}|| [ 1).
If no such integer exists then AIdim(C, P)=..
That is, no matter what Boolean function and answering scheme are chosen there
exists some set of at most d answers such that at most one function in the target
class is consistent with those answers. Note that, for certain protocols, the at most d
answers in S can provide all together the function values on many more than d
assignments.
The following lemma will be central in the proof of our main result in this section
and is interesting in its own right.
Lemma 4. Let C ı Bn, D ı C such that ||D|| > 1, P=Protocol(Q), AIdim(C, P)
=d, and f be any function in Bn. There exists q ¥ Q such that for any a ¥ Pf(q), at
least ||D||−1d functions from D are inconsistent with some assignment in a.
Proof. For the sake of contradiction suppose that for each q ¥ Q there exists
some aq ¥ Pf(q) such that less than
||D||−1
d functions are inconsistent with some
assignment in aq. Then we define an answering scheme T such that Tf(q)={aq}.
Now for any S ı Tf such that ||S|| [ d there are less than d(||D||−1)d functions incon-
sistent with some assignment in S which implies that there must be at least two
functions in D that are consistent with S. This contradicts AIdim(C, P)=d. L
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Our main contribution of this section is the following characterization:
Theorem 5. For any concept class C ı Bn and any protocol P=Protocol(Q),
AIdim(C, P) [ LC(C, P) [ AIdim(C, P)Klog ||C||L.
Proof. We will start showing that if AIdim(C, P) > k then any learning algo-
rithm must ask more than k queries. For the sake of contradiction suppose that
there is an algorithm A that learns C asking at most k queries. Let f and T be the
Boolean function and the answering scheme such that
(-S ı Tf)(||S|| [ kS ||{c ¥ C | S • c}|| > 1)
obtained by negation of the definition of AIdim.
Now we answer all queries from A using T. After k interactions, A knows a set of
given answers SA ı Tf, and by the choice of T and f, there exist two different
functions in C that are consistent with all assignments in SA. This contradicts the
assumption on A. Observe that even though f is not necessarily in C it can be
claimed that the answers were given according to one of the two surviving functions
from C because of the fair play property.
Now we show the upper bound. Let AIdim(C, P)=k. The case k=0 is easy. If
k=1 then Lemma 4 implies that Udim(C, P)=1 and the proof follows from
Theorem 1. Otherwise, let V be the version space consisting of functions in C that
are consistent with the answers received so far (initially V=C). Let fV be the
majority function on V. Now we make the query whose existence is guaranteed by
Lemma 4. If the answer is inconsistent with fV then at least
1
2 of the functions in V
are removed, otherwise the answer is in PfV (because of the fair play property) and
therefore Lemma 4 ensures that at least ||V||−1k functions from V are inconsistent
with some assignment in the answer received.
Next we compute the number of rounds that we need to reduce the number of
surviving candidates to 1. Let S(r) be the number of surviving functions (the car-
dinality of V) after r queries. Clearly, S(0)=||C|| and S(r+1) [ S(r)(1− 1k )+
1
k.
This recurrence has the following solution
S(r) [ ||C|| 11−1
k
2 r+1
k
C
r−1
i=0
11−1
k
2 i .
Observe that for any r the second term is always smaller than 1, so it is enough to
find the smallest r that makes the first term at most 1. An easy counting argument
shows that, for r=k Kln ||C||L, S(r) < 2, which concludes the proof. L
Note that the proof above shows that LC(C, P) [ AIdim(C, P)Kln ||C||L when
AIdim(C, P) > 1. This is a slightly better upper bound than the bound stated by
Theorem 5.
Let P1 and P2 be the protocols defined in Example 2. The arguments used in this
example to determine the value of Udim also show that AIdim(SINGn, P1)=2n−1
and AIdim(Bn, P2)=1. These values show that the gap of Klog ||C||L in Theorems 1
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and 5 cannot be improved for general classes and protocols, since they reach the
equality on both ends of the gap. Hence, for these protocols, it is trivial to check
that:
Theorem 6. Let n be any positive integer, P1=Protocol¥ ({0, 1}n), and P2=
Protocol— (Bn). Then
Udim(SINGn, P1)=AIdim(SINGn, P1)=LC(SINGn, P1)
and
LC(Bn, P2)=Udim(Bn, P2) log ||Bn ||=AIdim(Bn, P2) log ||Bn ||.
Next we show a necessary and sufficient condition for AIdim(C, P) being .. This
result is not used in the rest of the paper but we include it here for completeness.
Theorem 7. For any C ı Bn and for any P=Protocol(Q),
(1) AIdim(C, P) ]. if and only if for all f, g ¥ C with f ] g, there exists
q ¥ Q such that Pf(q) 5 Pg(q)=”.
(2) If AIdim(C, P) ]. and C ]” then AIdim(C, P) [ ||C||−1.
Proof. Suppose that for all f, g ¥ C, f ] g, there exists some q ¥ Q such that
Pf(q) 5 Pg(q)=”. Then it is easy to design an algorithm that makes at most
||C||−1 queries: it takes a pair of functions from C, asks the distinguishing query,
and for any answer of the teacher at least one of the two functions is discarded
(again by the fair play). This implies that AIdim(C, P) [ ||C||−1 because of
Theorem 5.
Conversely, assume that there exist f, g ¥ C, f ] g such that for all q ¥ Q,
Pf(q) 5 Pg(q) ]” and call those witnesses of the nonempty intersection aq. Let T
be an answering scheme such that Tf(q)={aq}. Observe that for all S ı Tf both f
and g are consistent with S which implies that AIdim(C, P)=.. L
We prove now that AIdim(C, P) corresponds with the dimension introduced in
[6] for the case of equivalence queries: the strong consistency dimension. For a
target class C ı Bn and a class H (C ıH ı Bn) of hypothesis for the equivalence
queries, the strong consistency dimension, scdim(C, H), can be written as the
minimum integer d \ 0 such that
(-g ¥ Samplen)(g •/ HS (,S • g)(||S|| [ dNS •/ C)).
The following result relates, rather tightly, both dimensions.
Theorem 8. For any C ı Bn and protocol P=Protocol— (H) with C ıH, if
scdim(C, H) > 0 then
AIdim(C, P) [ scdim(C, H) [ AIdim(C, P)+1.
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Proof. Let ds=scdim(C, H) and AIdim(C, P)=da. Observe that any sample
g •/ H provides us with all the information needed to build an answering scheme T
such that for any Boolean function f extending g (i.e., g • f), answers in Tf are
consistent with g. For any equivalence query h the answer in Tf is defined to be an
example of g that shows h ] f.
For the first inequality, let f be any function from Bn. There are two cases:
(a) f ¥H and (b) f ¥ Bn−H. In case (a) one single answer suffices to rule out all
but one function in C, namely the unique answer to f itself provides all f as the
answer and only one function can be consistent with that. For case (b) consider any
answering scheme T for f. Observe that Tf can be seen as a sample g • f such that
g •/ H. We use the scdim( , ) machinery: (,S • g)(||S|| [ ds NS •/ C) which implies
that ds \ da.
For the second inequality let g ¥ Samplen be such that g •/ H (and therefore
g •/ C). Now consider any total function f in Bn such that g • f and an answering
scheme T such that Tf • g. Now we know that there exists some S ı g, of cardi-
nality at most da such that at most one function in C is consistent with it. If there is
one such c ¥ C we add one more example from (g+−c+) 2 (g−−c −) to S and then
rule out all possible functions from C. L
3.1. Comparing AIdim with Udim
After looking at the statements of Theorems 1, 5, and 6 one might wonder what
the relation is between those dimensions. We start showing that AIdim is a lower
bound for Udim and then prove a quasi-optimal separation result.
Fact 9 For any protocol P and any class C ı Bn, AIdim(C, P) [ Udim(C, P).
Proof. Let f ¥ Bn and T ¥T(P) be such that prove that AIdim(C, P) > d, i.e.,
(-S ı Tf)(||S|| [ dS ||{c ¥ C | S • c}|| > 1)
this implies that
(-q1 -a1 ¥ Tf(q1)) · · · (-qd -ad ¥ Tf(qd)) ||{c ¥ C | {a1, ..., ad} • c}|| > 1)
which finishes the proof because Tf(qi) is never empty. L
Another trivial fact (from Theorems 1 and 5) is the following:
Fact 10 For any protocol P and any class C ı Bn, Udim(C, P) [ AIdim(C, P)
log ||C||.
Proof. This holds because AIdim(C, P) log ||C|| is an upper bound and
Udim(C, P) is a lower bound of the learning complexity (Theorems 1 and 5). L
Fact 9 shows that Udim is a potentially better lower bound than AIdim but it is
not clear if this is the case. Fact 10 puts a clear limit on how much better Udim is as
a lower bound than AIdim. The next result clarifies the situation proving that there
is some protocol where Udim is much closer to the real lower bound than AIdim
and that the gap between them is almost as big as possible.
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Theorem 11. Let k \ 3, and S ı {0, 1}n such that ||S||=k! and C be the class of
singletons on S plus the empty concept. Then there is a set of k queries Q and a
protocol P such that AIdim(C, P)=2 and Udim(C, P)=k.
Proof. We use induction on k. The base case is k=3. Let S={x0, x1, y0,
y1, z0, z1}, X=S−{x0, x1}, Y=S−{y0, y1}, Z=S−{z0, z1}, and Q={qX, qY, qZ}
the set of queries. The protocol P is defined by the following table that represents
the unlabeled examples that form the answers to each query:
qX X Y 2 {y1} Z 2 {z0}
qY X 2 {x0} Y Z 2 {z1}
qZ X 2 {x1} Y 2 {y0} Z
First we show that AIdim(C, P)=2. Consider any answering scheme T. If T
contains two answers from different columns the result is obvious because the
union of those two answers gives information on all S. Otherwise the two answers
with 5 elements also give all information on S.
To prove Udim(C, P) > 2 we consider the identically zero function f. The first
query is answered with the answer in the diagonal of the table. Any other query is
answered with the column of the first answer. Note that in this case there is an
unseen element from S (call it u) and that two functions from C are consistent with
that information: f and the singleton function on u. It is crucial to note that
Udim(C, P) > 2 is proved using the function that is identically zero on S. The
importance of this fact will become evident in the induction step.
For the inductive case consider a set S ı {0, 1}n with k! elements consisting of
the union of k disjoint sets of size (k−1)! : S1, ..., Sk. Assume that Pi is the
promised protocol that fulfills the requirements for Si. We call those Pi copies for
obvious reasons. Our set of queries will be Q={q1, ..., qk}. Consider the following
protocol:
• For each qi ¥ Q we choose a bijection si between Q−{qi} and the k−1
queries from the protocol Pi. Each answer in Pi is extended by revealing the classi-
fication of all examples in S−Si. Finally, for all qj ¥ Q−{qi} we add the extended
answers corresponding to si(qj) as answers to query qj.
• For each qi ¥ Q we also add the answer S−Si as a possible answer for qi.
Now we prove that AIdim(C, P)=2. First consider any answering scheme that
mixes two answers from different copies. Since the union of such answers gives
information about the classification in all S, those two answers suffice to discard all
but one concept from C. Second, consider any answering scheme that does not mix
answers from different copies; let us fix, w.l.o.g., that single copy to Pi. Let f be
any Boolean function on S. If f(x)=1 for some assignment x ¥ S−Si a single
answer suffices to rule out all but one of the concepts in C. Otherwise (f is null on
S−Si), we can use the induction hypothesis to show that two answers from Pi
suffice.
It remains to show that Udim(C, P) > k−1. Let f be the null function on S and
consider any query qi with the answer S−Si. Let Ci be the class of singletons on Si
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plus the null function. Then we know, by induction hypothesis, that Udim(Ci, Pi)
> k−2 with the null function on Si, which in turn implies that Udim(C, Pi) > k−2.
Since this holds for any qi ¥ Q, Udim(C, P) > k−2+1=k−1. L
One may ask why we fixed AIdim to be 2 instead of using AIdim=1 for the
separation. The next fact justifies that decision.
Fact 12 For any protocol P and class C ı Bn, if AIdim(C, P)=1 then
Udim(C, P)=1.
Proof. Trivial from Lemma 4. L
The next section will prove that, under an additional condition on P, the defini-
tion of AIdim(C, P) can be simplified, and we will show how it corresponds to
known characterizations of other learning protocols.
4. ENFORCING ANSWERS
Many learning protocols (but not all, the most notable exception being equiva-
lence queries) have the following property: for each potential answer (in our
abstract sense), there is some query that enforces exactly that answer. A simple
example is related to membership queries: an answer consisting of a labeled
example can be taken as a counterexample as one among many answers to an
equivalence query, but is the only possible answer to a membership query. The
purpose of this section is to show that it is exactly this property that is the key to
the differences between known characterizations of query learning protocols.
We say that the abstract learning protocol P has the enforcing answers property
if, for each Oq, f, aP ¥ P, there is a query qŒ such that Pf(qŒ)={a}. That is, for
each potential answer, some possibly different query forces it as the only authorized
answer.
Our main result of this section says that, under this extra condition, one can
dispose of considering all answering schemes in the definition of abstract identifi-
cation dimension. We define the enforcing abstract identification dimension,
EAIdim(C, P), as the smallest integer d \ 0 such that
(-f ¥ Bn)(,S ı Pf)(||S|| [ dN ||{c ¥ C | S • c}|| [ 1).
If there is no such d then EAIdim(C, P)=..
One might expect now a theorem like Theorems 1 and 5 but we are able to prove
even a stronger statement: the three dimensions are the same function when the
protocol has the enforcing answers property.
Theorem 13. Let C ı Bn and P=Protocol(Q). If P has the enforcing answers
property then
EAIdim(C, P)=AIdim(C, P)=Udim(C, P).
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Proof. Clearly EAIdim(C, P) [ AIdim(C, P) because P is itself an answering
scheme. Fact 9 states that AIdim(C, P) [Udim(C, P). Observe that the two
previous facts are independent of the enforcing answers property.
To prove Udim(C, P) [ EAIdim(C, P) we need the enforcing answers property.
Note that EAIdim(C, P)=d can be interpreted as follows: for any f ¥ Bn, d
answers, {a1, ..., ad} ı Pf, suffice to eliminate all but one function from C. Since
any answer ai has a query qi such that Pf(qi)={ai}, then for any f ¥ Bn
(,q1 ¥ Q) · · · (,qd ¥ Q)(-a1 ¥ Pf(q1)) · · · (-ad ¥ Pf(qd))
(||{c ¥ C | {a1, ..., ad} • c}|| [ 1)
and therefore, Udim(C, P) [ d. L
The simplification introduced by Theorem 13 allows us to prove that the abstract
identification dimension generalizes two more characterizations of learning proto-
cols: the certificate size for membership and equivalence queries, and the extended
teaching dimension for just membership queries, in the same way as we proved
in the previous section that it generalizes the strong consistency dimension for
equivalence queries.
The certificate size in [17] (or consistency dimension in [6]) of a target class
C ı Bn and a hypothesis class H ı Bn, cdim(C, H), is the smallest integer d \ 0
such that
(-f ¥ Bn)(f •/ HS (,s • f)(||s|| [ dN s •/ C))
or . if no such d exists.
Theorem 14. For any C ı Bn and protocol P=Protocol¥ , — ({0, 1}n, H) with
C ıH, if cdim(C, H) > 0 then
AIdim(C, P) [ cdim(C, H) [ AIdim(C, P)+1.
Proof. The proof follows similar steps to the proof of Theorem 8. L
The extended teaching dimension [15] of some class C ı Bn, etdim(C), is the
smallest integer d \ 0 such that
(-f ¥ Bn)(,s • f)(||s|| [ dN ||{c ¥ C | s • c}|| [ 1)
or . if no such d exists.
The following theorem is immediate.
Theorem 15. For anyCı Bn andP=Protocol¥ ({0, 1}n), AIdim(C, P)=etdim(C).
We end this section with an example showing that EAIdim is not valid in general
as an approximation of the number of queries needed for exact learning.
Example 16. Let C be the class of k-term monotone DNF, for some constant
k > 1, and P be Protocol— (H) where H=C 2 {0}. Note that P does not have the
enforcing answers property. Given x=x1 · · · xn an assignment from {0, 1}n, we say
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that i ¥ ones(x) if and only if xi=1. We consider {0, 1}n with the partial order
defined by x [ y Z ones(x) ı ones(y). We show below that EAIdim(C, P) [
k(n+1) but AIdim(C, P) is not bounded by any polynomial in n (see [9], for
example).
Let f be any function in Bn. If f is not a monotone function, then there are
assignments x and y such that x [ y and (x, 1) and (y, 0) are both examples of f.
Note that (x, 1) and (y, 0) are answers from Pf because (x, 1) ¥ Pf(0) and
(y, 0) ¥ Pf(1) (here, 0 and 1 denote the constant functions that are both in H).
Now, observe that those examples discard all functions in C.
Finally, we assume that f is monotone. If f ¥H the single answer of Pf(f) is
satisfied by only a function in C, f itself. If f has more than k terms, we choose k
terms of f, t1, ..., tk, and for each ti its minimal positive example xi and the imme-
diate predecessors y1, ..., ym. These examples determine completely the term ti. In
this way, we have k minimal positive examples of f and at most kn negative
examples that are satisfied by exactly one function in C.
5. APPLICATIONS
Our setting immediately provides new combinatorial characterizations of all
other popular learning protocols and with the first exact learning algorithm for
DNFs that uses polynomially many queries that are DNFs of polynomial size. We
start, as an example, with subset queries and then move to the algorithms for
learning DNF formulas.
5.1. Subset Queries
We need some definitions specific for subset queries. For a sample g ¥ Samplen,
we say that g is valid for H ı Bn if and only if for all h ¥H either h+ • g or for
some x ¥ {0, 1}n, (x, 1) ¥ h+ and (x, 0) ¥ g −. The covering cost of a sample g with
H is
covcostH(g)=||g − ||+min 3 j | (,h1 · · · hj ¥H) 11 h+i =g+24 .
If such j does not exist then covcostH(g)=.. We denote by covdim(C, H) the
smallest integer d \ 0 such that
(-g ¥ Samplen)
(g is valid forHS (,s • g)(covcostH(s) [ dN ||{c ¥ C | s • c}|| [ 1))
or . if no such d exists. We call this function the covering dimension.
Theorem 17. For any pair of classes C, H ı Bn and P=Protocolı (H),
AIdim(C, P)=covdim(C, H).
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Proof. Let da=AIdim(C, P) and let dc=covdim(C, H). First, let us show that
da [ dc. Given a Boolean function f and an answering scheme T for f, observe that
from Tf we can build a valid sample g such that g • f. By the definition of cover-
ing dimension there exists s • g with covcostH(s) [ dc that discards all but at most
one function in C. As the covcost() function measures the minimum number of
answers to subset queries contained in a sample we conclude the inequality.
To prove dc [ da, let g be a valid sample. Observe that any such g provides all the
information needed to build an answering scheme T such that for any Boolean
function f extending g (i.e., g • f), the answers in Tf are consistent with g. For any
subset query h the answer in Tf is defined to be h+ when h+ • g or an example of g
that shows h: f otherwise. By the definition of AIdim we know that there exist da
answers in Tf that rule out all but at most one function from C. These da answers
build a sample s such that s • g and covcostH(s) [ da. This shows that dc [ da. L
5.2. Learnability of DNF Formulas and Related Classes
All the intuitions gleaned through this work have more specific applications, in
particular by illuminating how query learning algorithms might proceed using the
powerful subset and superset queries, or the less known projective equivalence
queries of [16].
We need some more definitions. A partial assignment a is a word from {0, 1, a}n.
A complete assignment x ¥ {0, 1}n satisfies a partial assignment a if they coincide in
the positions where a is not a. The hypercube of a partial assignment a is the set of
all complete assignments that satisfy a. We denote by t(a) the term that, when
applied to a complete assignment x, evaluates to 1 if x satisfies a and to 0 otherwise
and by c(a) the clause such that c(a)=t¯(a). A function f ¥ Bn projected with
respect to a is denoted by fa. The function fa is equal to t(a)Nf. Observe that our
definition is not the projection of [17] because the number of variables is not
reduced.
The following theorem states the first known exact learning result for DNF for-
mulas that uses a polynomial number of queries of polynomial size that are also
DNF formulas.
Theorem 18. The class of DNF formulas over n variables and with at most m
terms is learnable with 2nm Klog 3L subset and superset queries that are DNF formulas
with at most 2m+n terms.
Proof. Assume, w.l.o.g, that m \ 1. Let G be the class of DNF formulas with at
most 2m terms, H be the class of DNF formulas with at most 2m+n terms, C be
the class of DNF formulas with at most m terms, and P=Protocolı , ` (H, H).
Observe that C ı G ıH.
We note that the enforcing answers property applies because singleton functions
are in H and any counterexample can be obtained as the only answer to a subset
query with a singleton hypothesis. Thus, it is enough to show that EAIdim(C, P)
=2 (which coincides with AIdim(C, P) because of Theorem 13) and the theorem
follows because of Theorem 5 and the fact that log ||C|| [ nm Klog 3L.
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Consider any function f ¥ Bn. There are two cases: (a) f ¥ G and (b) f ¨ G. In
case (a) the answers in Pf to two queries suffice to discard all but one function in
Bn, namely the answers to the subset on f and superset on f. In case (b) we use a
projection trick: we project f according to some partial assignment a (initially
a=an) while for any variable v not yet projected there exists a Boolean value b
such that for fa 2 vP b ¨ G, we choose any such variable and value and continue
projecting. Since both SINGn and the constant 0 are in G we have to reach some
point where we have projected according to some partial assignment a such that
fa ¨ G and there exists some variable v such that both fa 2 vP 0 and fa 2 vP 1 are in G.
Now, because fa=fa 2 vP 0 Kfa 2 vP 1, at least one of the two projections must be
outside C, otherwise fa would be in G. Therefore there exists b ¥ {0, 1} such that
fa 2 vP b ¨ C. Let b be a 2 vP b. Now, the unique answers according to Pf, on the
subset of fb and superset of fb K c(b) (that both belong to H) give all the hypercube
that satisfies b labeled according to f. Since fb ¨ C those examples discard all
functions from C because C is projection closed. L
We point out that the idea of the learning algorithm implicit in the proof is a
majority vote strategy. In each stage the majority function fV on the version space
V is considered. If fV is representable in the hypothesis class a subset query and a
superset query with hypothesis fV is made. Any answer to these queries discards at
least 12 of the functions in V. Otherwise, if fV is not representable, a specific
projection g of fV of small size is considered. From g two queries are built with the
guarantee that its answers rule out at least 12 ||V|| functions fromV.
This result contrasts with the work done in [1] where an adversary is defined to
fool any learning algorithm that discovers prime implicants. Note that subset
queries can be used to obtain a prime implicant from an implicant and superset
queries can be used to obtain new implicants. Their results show that such a naive
use of subset and superset queries cannot succeed. Our result shows a more sophis-
ticated way of asking subset and superset queries that succeeds after a polynomial
number of queries.
There is a randomized algorithm in [8] that learns DNF with improper subset
and superset queries in expected polynomial time, and therefore using an expected
polynomial number of queries. Their result is incomparable to ours because they
achieve polynomial time but we have polynomial query and they use a stronger
hypothesis class: polynomial size general Boolean circuits instead of polynomial size
DNF which is a subclass of polynomial size depth two circuits.
Now we prove a similar result using the less known projective equivalence queries
from [16]. A projective equivalence query receives as input a partial assignment a
and a hypothesis h ¥ Bn and the answer is the hypercube that satisfies a if h and the
target are consistent there or some example in that hypercube witnessing the fact
that they do not coincide.
Using similar arguments to the proof of Theorem 18 we can prove the following
result.
Theorem 19. The class of DNF formulas with at most m terms and over n
variables is learnable with nm Klog 3L projective equivalence queries that are DNF
formulas with at most 2m terms.
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Proof. In this case, following the lines of the proof of Theorem 18, it can be
shown that AIdim(C, P)=1. The subset and the superset query required in that
proof can be replaced by a single projective equivalence query. L
In fact, the only properties of DNFs employed in the previous results are:
(1) If the number of terms needed to represent f ¥ Bn in DNF form is more
than 2m then for any variable v there exists a Boolean value b, such that fvP b needs
more than m terms.
(2) Given a Boolean function f representable as a DNF with at most m terms
and a clause c on n variables, the function fK c can be represented with at most
m+n terms.
(3) The class of SINGn is representable as DNF with at most 1 term and
DNF formulas with at most m \ 1 terms are projection closed.
Since those properties are also satisfied by Decision Trees, Branching Programs,
Decision Lists, and Boolean Formulas (with some minor variations in the numbers
that are still within a polynomial), the same result holds for them.
Corollary 20. Decision Trees, Decision Lists, Branching Programs, and
Boolean Formulas are learnable with a polynomial number of queries of polynomial
size both with subset and superset queries or with projective equivalence queries.
Furthermore, the input of the queries is representations taken from the same class as
the target class (proper learning).
Observe that subset and superset queries together and also projective equivalence
queries can simulate the membership and equivalence queries protocol for the
classes considered above. Since for DNF formulas and Decision Trees it is known
that membership queries or proper equivalence queries do not suffice (see [3, 13]),
the case of using both membership queries and proper equivalence queries (an
important open problem) falls now between the positive results in this paper with
more powerful queries and the negative results for weaker protocols.
6. CONCLUSIONS AND OPEN PROBLEMS
We have presented an abstract framework of exact learning via queries. This
framework is motivated as a study of the query complexity in the exact learning
model defined by Angluin in [2]. We have defined three abstract dimensions that
accomplish this task:
• Udim, presented as an introductory function.
• AIdim, a nicer dimension that captures exactly all previous known measures
for the learning complexity. This dimension is a flat version of Udim and achieves
the same kind of result (compare Theorems 1 and 5).
• EAIdim, a simplified version of AIdim that is useful under some condition
(enforcing answers) that holds in some particular and popular cases (for instance, in
the presence of membership queries).
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This abstract view on the number of queries needed to learn has several applica-
tions:
(1) unifying all previous particular dimensions for specific protocols,
(2) producing particular dimensions for protocols that were not studied
before (we have presented, as an example, the case for subset queries) with a closer
definition to the specific protocol, and
(3) new algorithms for popular representation classes that might improve the
current knowledge on those classes and their learnability properties; in particular,
the case of DNF proper learnability with subset and superset queries or with
projective equivalence queries.
However, there are some considerations that have been left apart. Let us list these
issues:
• Varying length counterexamples. The exact learning via queries model allows
the learner to be polynomial in the length of the largest counterexample received so
far. Approximate fingerprints and certificate size are two dimension notions that,
for a given learning problem, determine whether this type of polynomial query
algorithms exists in two popular query models.
Our work does not deal with protocols where examples of varying length are
possible answers. Thus, for concept classes without a finite bound on the length of
the strings that can belong to a concept in the class (for instance, regular
languages), our dimension functions are useless to determine whether there is a
polynomially query learning algorithm.
However, we remark that when equivalence queries are allowed by the learning
protocol, things are different. In this case, the learning complexity in the standard
exact learning model and the learning complexity in a bounded model [20], where
learning is achieved when the target concept is identified up to a given length, are
polynomially related. Therefore, we can conclude that, up to a polynomial factor,
AIdim is always a generalization, of approximate fingerprints and certificate size
because these dimensions are defined on protocols that allow equivalence queries.
• Time complexity. This paper does not contribute in any way by providing
efficient algorithms for exact learning. This issue might be representation specific or
might be amenable to some general approach like in this paper. Let us consider the
case of PAC learnability. With respect to sample complexity (the counterpart
of query complexity in the PAC model) there is a dimension, the Vapnik–
Chervonenkis dimension (VCdim), that gives tight upper and lower bounds on the
number of examples (see [7]). With respect to computational complexity, [7] also
identifies a combinatorial problem whose polynomial time solvability is a necessary
and sufficient condition for polynomial time PAC learning once the VCdim is
shown to be also polynomial. We pose as an open question whether this is also the
case in exact learning.
• Restricted queries. Some of the queries defined by Angluin in [2] have a
weaker version where the teacher may answer without giving examples, for
instance, restricted equivalence queries, where in the negative case simply say NO
without providing a counterexample. This type of queries does not fit in our
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framework. This is also the case with Unspecified Attribute Value queries (see [12])
where the learner presents a partial assignment and receives YES or NO or ? as an
answer when, respectively, all the assignments in the subhypercube are positive or
negative or there are assignments of both types. Note that this last answer cannot
be formalized with a sample. A general concept of dimension that applies to those
cases has been proposed by the authors in COLT 2001.
• Specific classes. We have shown that some popular representation classes are
learnable with polynomially many queries that are proper. The existence of poly-
nomial time algorithms remains open.
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