Abstract In this paper, an ionospheric electron density reanalysis algorithm was used to generate global optimized electron density during the 17-18 March 2013 geomagnetic storm by assimilating~10 low Earth orbit satellites based and~450 ground global navigation satellite system receiver-based total electron content into a background ionospheric model. The reanalyzed electron density could identify the large-scale ionospheric features quite well during storm time, including the storm-enhanced density, the positive ionospheric storm effect during the initial and main phases, and the negative ionospheric storm effect during the recovery phase. The simulations from the Thermosphere Ionosphere Electrodynamics General Circulation Model can reproduce similar large-scale ionospheric disturbances as seen in the reanalysis results. Both the reanalysis and simulations show long-lasting (>17 h) daytime negative storm effect over the Asia sector as well as hemispheric asymmetry during the recovery phase. Detailed analysis of the Global Ultraviolet Imager-derived O/N 2 ratio and model simulations indicate that the polar ward meridional wind disturbance, the downward E × B drift disturbance and O/N 2 depletion might be responsible for the negative storm effect. The hemispheric asymmetry is mainly caused by the geomagnetic field line configuration, which could cause hemispheric asymmetry in the O/N 2 depletion.
Introduction
The Earth's ionosphere is the ionized part of upper atmosphere and could influence the radio wave propagation and low Earth orbit (LEO) satellites operation due to the existence of a large amount of electron density [Rishbeth and Garriott, 1969] . During geomagnetic storms, intense energy input from the magnetosphere through particle precipitation and enhanced electric field and currents perturb the ionosphere on a global scale through high-latitude ionization, Joule and particle heating, ion-drag forcing, and even direct electric field penetration. The global ionosphere and thermosphere response to geomagnetic storms has been extensively investigated through observations and/or simulations [e.g., Astafyeva et al., 2015; Lei et al., 2008; Lin et al., 2005; Lu et al., 2001; Mannucci et al., 2005; Pedatella et al., 2009; Wang et al., 2010] . There are a number of review papers that have summarized those achievements in the past [Abdu et al., 1991; Buonsanto, 1999; Danilov, 2001; Fuller-Rowell et al., 1994; Mendillo, 2006; Prölss, 1995; Richmond and Lu, 2000] .
Although there exist a number of studies related to the ionosphere response to geomagnetic storms, some aspects of this response still need further investigation. Currently, the main data source for ionosphere electron density in storm investigations includes the following: local or global ionosonde-observed electron density profiles below the F 2 peak, peak density (N m F 2 ), and height (h m F 2 ) [Astafyeva et al., 2015; Lei et al., 2008; Wang et al., 2010; Zhao et al., 2005] ; local or global ground-based global navigation satellite system (GNSS) receiver-derived vertical total electron content (TEC) [Lei et al., 2008; Wang et al., 2010; Zhao et al., 2005] ; incoherent scatter radar-observed electron density profiles [Liu et al., 2016; Zhang et al., 2015] ; and LEO-based in situ and remote sensing measurements [Lei et al., 2014; Mannucci et al., 2005; Pedatella et al., 2009] . Ground-based observations only cover the land area, whereas LEO-based measurements can only sample several specific local times during any particular storm case. Either one or combination of these measurements could not give an integrated global evolution of ionospheric disturbances during a geomagnetic YUE ET AL.
LONG-LASTING NEGATIVE IONOSPHERIC STORM 9234 storm. Theoretical model simulations can give this global view of the ionospheric disturbance but often do not replicate the observations [Wang et al., 2010] .
In this study, for the first time, we will apply our previously developed ionospheric electron density reanalysis technique [Yue et al., 2012 to investigate the ionospheric response to a storm. We focus on global large-scale ionospheric disturbance through the reanalyzed global 4-D electron density. Then the National Center for Atmospheric Research Thermosphere Ionosphere Electrodynamics General Circulation Model (NCAR-TIEGCM) simulations are compared with the reanalysis to make a cross validation. The combined reanalyzed global electron density and model simulations will give a better understanding of the storm mechanism on a global scale. Section 2 will describe the 17 March 2013 storm event, the ionospheric electron density reanalysis algorithm, and the NCAR-TIEGCM simulations. The main comparisons between the reanalysis and simulations will be given in section 3. We will focus on the ionospheric response during the recovery phase in section 4, and then we have the discussions and conclusions in sections 5 and 6, respectively. , 5 min), the auroral electrojet index (nT, 5 min), the disturbance storm time index (nT, 1 h), solar radio flux at 10.7 cm, the F 10.7 index (10 À22 W/m 2 /Hz, daily), and Kp index. March as a reference quiet day separately, and the large-scale ionospheric response to the storm looks similar in both the reanalysis and simulations, as will be shown later. Therefore, we use 16 March as the reference quiet day in our following analysis.
Descriptions
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Ionospheric Electron Density Reanalysis
In a preliminary study [Yue et al., 2012] , we have done an ionospheric electron density reanalysis, which is based on a similar methodology that has been widely used in lower atmosphere [Kalnay et al., 1996] . It was achieved through assimilating most available ground-and LEO-based slant TEC into the International Reference Ionosphere model by the Kalman filter method. The assimilation model itself also has the capability to process slant TEC from both the ground and LEO satellite observations. A sparse matrix method was introduced in the algorithm to eliminate huge computation and storage issues in the Kalman filter given that each GNSS ray only passes through a little portion of the whole background grid points . Then we generated global ionospheric electron density reanalysis results based on this model during 2002-2011 and did independent evaluations. The reanalysis output consists of 3-D gridded electron densities with temporal and spatial resolutions of 1 h in UT, 5°in latitude, 10°in longitude, and~30 km in altitude in the F 2 peak region. The grid resolution selection is flexible in the model. However, higher resolution requires more computation cost. In addition, the sparse distribution of LEO-based GNSS data restricts the effects of higher resolution.
We applied this reanalysis algorithm to study the ionospheric response to the 17 March 2013 storm. The spatial resolution is the same as Yue et al. [2012 Yue et al. [ , 2014 , while the time resolution is 0.5 h in UT, which was chosen after balancing the data availability and time scale of ionospheric variability during the storm. For each output UT, the data observed 15 min within that UT were used in the assimilation. In the assimilation algorithm, the variability of ionosphere between GNSS rays during each time period was considered in calculating the background electron density in the model. The data from earlier time period did not influence current time period assimilation results. The availability of the data sources varies from time to time due to the satellite operations. During the 17 March 2013 storm event, there were observations from 10 satellites available as detailed in Table 1 . Among those data, the slant TEC from the radio occultation (RO) obtained from the Constellation Observing System for Meteorology, Ionosphere, and Climate (COSMIC) and Gravity Recovery and Climate Experiment (GRACE) satellites provides the key altitudinal information about ionosphere electron density. In addition, we used~450 global ground-based GNSS stations in the reanalysis given the relative lower spatial resolution of the reanalysis, although more than 4000 ground GNSS stations are available globally at present. About one third of those GNSS stations also observe the GLObal NAvigation Satellite System in addition to Global Positioning System (GPS) signals. A detailed description of the data processing and resampling in the assimilation can be found in Yue et al. [2012 Yue et al. [ , 2014 . We want to emphasize here that the uncertainty of the slant TEC processing is~1-3 TEC unit (TECU, 1 TECU = 10 16 el m
À2
), which is a relatively small error [Yue et al., 2011] . Figure 2 shows the orbital coverage of all LEO satellites during 100 min (average orbit period of those LEO satellites) around 12:00 UT on 17 March. These LEO satellites especially those with ionospheric occultation capability have suitable even global coverage. This ensures the accuracy of the reanalysis and will be demonstrated later. The ground GNSS observations in Figure 2 provided ionospheric information over land, whereas the Jason vertical TEC provided information over the oceans. Figure 3 shows the daily data coverage in an alternative way, including the occultations, the occultation transionospheric trajectories of GNSS rays, the pierce points locations of topside GNSS rays, and the Jason-2 orbits and ground-based GNSS ray pierce points during 1 day of 17 March. It can be seen that the combined GNSS rays from ground-and LEO-based GNSS receivers have a good global coverage in both the F region and the topside ionosphere.
NCAR-TIEGCM Model Simulations
The NCAR-TIEGCM is a fully coupled first principle physical model through solving the continuity, momentum, and energy equations of plasmas and neutrals and the electrodynamic equations [Richmond et al., 1992; Roble et al., 1988] . In the high latitude and polar region, TIEGCM uses empirical model to represent the ionization and heating from energetic precipitation, which can be found in Roble and Ridley [1987] . The polar region energy input from the magnetosphere associated with electric fields and currents is provided by either the Heelis [Heelis et al., 1982] or Weimer [Weimer, 2005] empirical model. The TIEGCM outputs are global density, winds, temperatures of neutrals and ions, and electric field.
In this case study we used spatial and temporal resolution as high as possible to try to capture the ionospheric disturbance in details. Specifically, the output is 2.5°in both latitude and longitude, a quarter-scale height in altitude, and 30 s in time step. Both the Heelis and Weimer models, driven by the realistic interplanetary and solar/magnetic indices, are used to provide ion convection at high latitudes. To investigate the geomagnetic field effect on the hemispheric asymmetry of the ionospheric response to forcing during the storm, we also run the TIEGCM model with a Dipole geomagnetic field instead of the Apex coordinates as part of this study. In addition, a constant F 10.7 -driven TIEGCM with the Heelis empirical model input is also used to study the effect of solar activity variability on the storm analysis. To do this, TIEGCM output from a run made with real F 10.7 variations is compared with a run made with fixed F 10.7 . The model was run during the periods of 10-22 March 2013 for all simulations. Table 2 summarizes the configurations for all simulations in the study. Figure 4 gives a comparison of ionospheric peak electron density (N m F 2 ) between reanalysis and a TIEGCM simulation driven by the Heelis empirical ion convection model and the realistic solar (F 10.7 ) and geomagnetic (Kp) indices for both quiet (16 March) and storm (17 March) days at 21.25 UT, when the Dst index reached a minimum on the storm day. Because the model has a higher grid resolution than that of the reanalysis, we upsample the reanalysis results to make it having comparable grid resolution with the model simulation in the plots hereafter. Generally, the TIEGCM simulated N m F 2 is systematically lower than that of the reanalysis. Both the reanalysis and TIEGCM simulation show distorted and enhanced equatorial ionization anomalies (EIA) during daytime on the storm day as compared with the quiet time EIAs. Over the nighttime auroral region, the TIEGCM simulation shows a visible enhancement, while it is not identified in the reanalysis. Hereafter, we will focus on the absolute differential TEC between the storm day and the reference quiet day. In general, the reanalysis and TIEGCM simulations show similar global ionospheric large-scale disturbances. These large-scale negative/positive storms have been studied comprehensively in the past using simulations and multiple observations [Abdu et al., 1991; Balan et al., 2013; Burns et al., 1991 Burns et al., , 1995 FullerRowell et al., 1994; Lin et al., 2005; Prölss, 1995; Wang et al., 2008 Wang et al., , 2010 Zhang et al., 2004] . In the next section, we will focus on the disturbance in the recovery phase using reanalysis and model simulations. To evaluate the reanalysis results, we selected five typical UTs and plotted the corresponding differential TEC between the storm and quiet day for reanalysis, ground-based GNSS, and the TIEGCM simulations driven both by the Heelis and Weimer empirical convection models in Figure 5 . Generally, the reanalysis shows the same largescale ionospheric disturbance as seen in the ground-based GNSS vertical TEC over the land area, although onlỹ 450 ground GNSS stations were used in the reanalysis. But the reanalysis could give results over the ocean and regions with less ground GNSS coverage. In addition, some features identified from ground-based GNSS might be biased. For example, the ground-based GNSS TEC shows that the TEC enhancement in the northern EIA is stronger than that in the southern EIA region at 21.25 UT of 17 March. However, the reanalysis results imply that the disturbances in both hemispheres are comparable. Lack of data in the Southern Hemisphere, especially over the oceans, in GNSS TEC, might contribute to the discrepancy. Both TIEGCM simulations showed similar large-scale ionospheric disturbances as the reanalysis did, except that the stormenhanced density (SED) feature at 21.25 UT in the middle and high latitudes of the America sector was not significant in the TIEGCM simulation. In addition, there are also some differences between the two TIEGCM simulations. For example, the Heelis-driven simulation shows a stronger negative storm effect (decreased electron density or TEC) around sunset at 15.25 UT on 17 March and a positive storm effect (increased electron density) in the equatorial region at 6.25 UT on 18 March during the recovery phase. The hemispherically asymmetric response at 13.25 UT on 18 March was reversed between the two model simulations. These differences can be attributed to the differences in the convection electric fields between the two empirical models. Figure 6 shows the differential TEC maps between the storm and quiet days calculated using reanalysis covering the whole storm period. Generally, the global-averaged ionospheric disturbance is dominated by a positive storm effect during the initial and main phases and a negative storm effect during the recovery phase, which is consistent with the results found by Balan et al. [2013] . Several large-scale ionospheric disturbance features can be identified in this figure. (1) During the initial phase (10.25-12.25 UT on 17 March), TEC underwent enhancement in the middle latitudes of the African sector and the low latitudes of the Asian sector in the afternoon and premidnight, which might be due to penetration electric field effects and/or neutral wind disturbance [Abdu et al., 1991; Balan et al., 2010; Huang et al., 2005] . (2) After that, an obvious negative disturbance was observed in the EIA crests region in the east of the Africa sector around sunset. This negative storm effect even corotated to midnight and shifted to the equator region with time until 19.25 UT. In addition, there was an obvious coexistence of negative and positive storms, as simulated by Lu et al. 
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~12 h until 3.25 UT on 18 March. The positive storm effect during the main phase has been studied comprehensively and understood well via electric field and neutral wind disturbances [e.g., Lei et al., 2014; Lin et al., 2005; Mannucci et al., 2005; Pedatella et al., 2009] . (4) Associated with this positive storm effect, there existed a SED in both hemispheres, which showed enhanced TEC from the dusk sector of the EIA crests to the noontime cusp [Foster, 1993; Liu et al., 2016] . In the Northern Hemisphere the SED corotated with time from Europe to the America sector, which accords well with the simulation results by Sojka et al. [2012] . Detailed investigations on SED occurrence from the reanalysis will be shown in another paper. (5) During the recovery phase, a negative storm effect started to develop in the southern EIA region around 9-21 LT. It was the strongest around 6.25 UT on 18 March and then decayed with time.
Negative Ionospheric Storm Effect During the Recovery Phase
As indicated in Figure 6 , the reanalysis results show an obvious negative ionospheric storm effect during the recovery phase. In addition, this negative ionospheric phase showed hemispheric asymmetry, i.e., it was stronger in the Southern Hemisphere, and evolved with time. It is interesting to note that this negative storm effect occurred in the same local time region (9-21) in the Southern Hemisphere and moved westward as the time progressed. It fully developed around 6.25 UT on 18 March and then became weaker until 15.25 UT. Thus, the negative phase lasted for more than 17 h with the largest depletion of~15 TECU. At the same time, there was a smaller negative disturbance in the northern magnetic conjugate latitudes at first. After 10.25 UT on 18 March, it became stronger and was even comparable with that of the Southern Hemisphere until 15.25 UT. The overall occurrence local time of the northern negative storm phase was a little earlier than that in the Southern Hemisphere. In addition, there was a positive storm effect in the equatorial region. Figure 7 shows the differential TEC maps between the storm and quiet day during the recovery phase calculated by the TIEGCM. The high-latitude convection electric fields were calculated by the Heelis empirical model [Heelis et al., 1982] . The model simulation reproduces the negative storm in the Southern Hemisphere that was seen in the reanalysis quite well, including the occurrence time/location and time evolution. Specifically, the southern negative storm effect was first enhanced gradually before 6.25 UT, kept stable during 6.25-10.25 UT, and then became weaker after 11.25 UT. However, the simulated negative storm in the Northern Hemisphere behaves slightly different from the reanalysis. The simulation shows a strong negative phase during 3.25-5.25 UT and then decayed with time, whereas the negative phase in the reanalysis became visible in 8.25 UT and then lasted for about~5 h with almost a similar magnitude. The 
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occurrence local time of the northern negative storm in the simulation accords well with reanalysis, which was~2 h later at 2.25 UT and~2 h earlier at 12.25 UT and later UTs than the negative storm phase in the Southern Hemisphere. Regarding the positive storm effect in the equator, both the simulation and reanalysis show larger positive storm effect near the equator before 7.25 UT than after this time. One interesting feature is that the reanalysis shows depletion tails in the high latitudes of both hemispheres at most times, and these are reproduced quite well by the model. As shown in Figure 1 , the daily F 10.7 index on 18 March (116.6, storm day) was lower than that on 16 March (124.8, reference quiet day) by~6.6%. Theoretically, this solar activity difference could result in significant change in electron density that is dependent on a number of factors. In either the reanalysis or the TIEGCM simulation, the negative storm effect in the recovery phase had a~70% decrease in relative density, most of which cannot be explained by the small but significant change in solar activity. To make sure that this solar activity difference is indeed negligible, we also ran the TIEGCM driven by the Heelis model with a realistic but fixed F 10.7 value that was appropriate for 16 March. Then the same figure as Figure 7 was generated from this simulation. The difference between two runs is negligible, which may be due to the fact that the ionosphere density is affected not only by current solar activity but also by previous accumulated solar activity especially in this kind of fully coupled model [Richmond et al., 1992] . Regardless of this issue, we found that the effect of the solar activity difference between the storm and quiet days was negligible.
To demonstrate the altitude variation of the electron density in the negative storm area during the recovery phase, we plotted the latitude-altitude variations of the electron density at 115°E longitude for 9.25 UT by both the reanalysis and TIEGCM simulation in Figure 8 . The results of reference quiet day, storm day, and their difference were shown simultaneously. In the reanalysis, the EIA, especially its southern crest, was inhibited during storm time. This inhibition could be identified clearer from the difference between storm and quiet results. The southern crest moved~3°toward equator during storm time. Over an area of~10°wide near the geomagnetic equator, the ionosphere was dominated by the positive disturbance, while the negative storm dominated the off geomagnetic equator region. The negative disturbance in Southern Hemisphere was larger than that of the Northern Hemisphere. In the TIEGCM simulation, the overall features during the storm day were similar to that of the reanalysis. However, the inhibition of EIA was more obvious. Both crests 
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moved toward equator up to 7-10°during 18 March. The storm disturbance had regular negative-positivenegative phase along the crest-trough-crest direction, with the amplitude was larger than that of the reanalysis. In addition, the disturbance of the TIEGCM result occurred mainly around the F 2 peak region, while that of the reanalysis was observed in the whole altitude range. Furthermore, different from the model simulation, the observed crest was raised up in the Southern Hemisphere and went down in the Northern Hemisphere. This demonstrates the complexity of the ionospheric dynamics during geomagnetic storm time.
Discussion
The intention of this paper is to derive global three-dimensional large-scale ionospheric disturbances during this storm case. We do look at the global electron density profiles during the storm time. Some results are a little noisy and hard to understand, which is probably due to the insufficient available radio occultation data (six satellites with RO available in this study). Given that the radio occultation data volume will be increased significantly due to new launches such as COSMIC-2 and Spire cubic satellites, [private communication] , in the near future, this method offers us a potential way to image the three-dimensional global ionospheric disturbances even down to medium scale such as~100 km. However, Figures 5, 6 , and 8 still provide us valuable global large-scale ionospheric disturbances. Indicated from Figures 6 and 8, the ionosphere over Asia sector showed obvious positive storm over the geomagnetic equator and negative storm at both sides of the geomagnetic equator during the recovery phase. By combining the information of two figures, we can imagine that the disturbance during the recovery phase was composed of two plasma caves in the off equator region, and one enhanced plasma block in the equator. The TIEGCM simulations reproduced these features well with the exception of amplitude and altitude range. These caves and block were confined in almost the same local times and moved westward with time lasting for >17 h. In addition, these disturbance features showed hemispheric asymmetry and evolved with time. The disturbance in ionospheric electron density could be caused by a variety of factors such as E × B vertical drift, neutral wind, and neutral composition via chemistry and dynamics. Since the TIEGCM simulations accorded well with the reanalysis results, we will try to understand the negative storm during the recovery phase by the support of TIEGCM simulated neutral wind, E × B vertical drift, and neutral composition. Figure 9 shows the TIEGCM simulated meridional wind during 16 March, 18 March and their difference corresponding to Figures 8d-8f . During storm day, the overall disturbance was that the northward wind was enhanced by up to 10 m/s in the north of 15°latitude. In the rest latitude regions, either the northward wind was subsided or the southward wind was enhanced. The switch point of southward to northward winds moved from~0°to~10°from quiet to storm day. The enhanced polar ward wind tends to move the ionosphere to the lower altitude in middle latitudes along the geomagnetic field line, which should result in negative storm, as seen in both the reanalysis and simulation. As will be shown later, the observed O/N 2 showed depletions in the Southern Hemisphere. Enhanced polarward meridional wind might prevent the equatorward transporation of O/N 2 depletion and therefore decrease the negative storm effect. Figure 10 
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shows the TIEGCM simulated global E × B vertical drift velocity difference between 18 and 16 March during 0-16 UT over the geomagnetic equator. The E × B vertical drift was dominated by the weaker downward drift during 0-6 LT in the selected time interval, when the ionosphere TEC showed insignificant disturbance as indicated in Figures 6 and 7 . In other local times (6-24), the disturbance was dominated by downward drifts. During 8-16 LT of 0-10 UT, the downward disturbed drift velocity ranged from 10 to 20 m/s, while in 18-23 LT of 0-8 UT, there were downward E × B drifts up to 30 m/s. During daytime, the weaker E × B drift tends to move the ionosphere to lower altitudes and equatorward, therefore inhibiting the development of EIAs [Abdu et al., 1991; Balan et al., 2013] . This will cause positive storm effect in the geomagnetic equatorial region [Prölss, 1995] . However, in the middle-to lowlatitude part of the EIA region, a weaker E × B drift will result in weaker equatorial anomalies and therefore a negative storm effect [Abdu et al., 1991; Balan et al., 2013; Prölss, 1995] . In the simulation, after 12 UT the relative downward E × B drift disturbance became insignificant. This could explain the weakening of the equatorial positive storm effect and the negative storm effect in the EIA crest region in the simulation since 12.25 UT.
The E × B drift disturbance usually produces a symmetric ionospheric disturbance in both hemispheres given that the storm season was equinox [Prölss, 1995] . The electric field and neutral wind mechanism alone may not fully explain the hemispheric asymmetry of the ionospheric storm effects. In Figure 11 , we plot O/N 2 derived from the far ultraviolet (FUV) dayglow emission observations made by the Global Ultraviolet Imager (GUVI) on board the Thermosphere, Ionosphere, Mesosphere Energetics and Dynamics (TIMED) satellite during 17-18 March 2013 [Zhang et al., 2004] and the TIEGCM simulated O/N 2 ratio around F 2 peak region as well. The O/N 2 ratio has been proven to have a highly positive correlation with ionospheric electron density and therefore is widely used in the ionospheric storm analysis as an indicator of a neutral composition disturbance [Strickland et al., 2001] . Both the GUVI observations and TIEGCM simulation had consistent O/N 2 variations in their overall morphology. GUVI O/N2 had a significant depletion in the Southern Hemisphere over Australia from 17 March, 20 UT to 18 March, 10 UT. The O/N 2 ratio around Australia was as low as 0.2, which means a~66% depletion compared with the corresponding O/N 2 value (~0.6) on 17 March. The equatorward edge of the depletion was around 10°S latitude. Whereas in the Northern Hemisphere, the O/N 2 depletion mainly occurred above 50°latitude in the main phase of 17 March over North America. This hemispherically asymmetric O/N 2 depletion could result in the asymmetric negative ionospheric storm effect. Simulated O/N 2 also showed a significant depletion around Australia and western area between~23 UT of 17 March and~10 UT of 18 March, although it began~3 h later than the GUVI-observed depletion. The simulated O/N 2 depletions even penetrated to the equator and the Northern Hemisphere in the Indian Ocean region, which is 10°deeper than GUVI results. The O/N 2 over the Indian Ocean west of Australia decreased from~3 (17 March) to 0.5 (18 March), corresponding to a~80% depletion. In the Northern Hemisphere, the simulation also showed stronger O/N 2 depletion between 18 UT of 17 March and 4 UT of 18 March than GUVI observations in a region centered on the Bering Sea. The depletion edge in the simulation penetrated tõ 20°N in latitude, which was much deeper than GUVI results. The difference of O/N 2 depletions between the GUVI observations and the TIEGCM simulation could explain the corresponding negative storm effect difference between the reanalysis and simulation. In the middle-to low-latitude region of the Asia-Pacific sector, GUVI O/N 2 only showed obvious depletions in the Southern Hemisphere, which can explain why the negative ionospheric storm was much stronger in the Southern Hemisphere in the reanalysis results before 10.25 UT on 18 March. Given that the O/N 2 depletion lasted several hours (6-8 h), we could assume that it had recovered after 10.25 UT [Zhang et al., 2004] , but these observations were made at a single local time so that we have no information about what was happening at other local times. In the Southern Hemisphere, the observed O/N 2 depletion appear over the Tasman Sea, Australia, and the eastern Indian Ocean, whereas the depletion in the simulation was confined to Australia and the eastern Indian Ocean. The corresponding ionospheric negative storm effect in the reanalysis and the simulation had the same geographic distribution before 8.25 UT on 18 March. In the reanalysis, the negative storm effect after 11.25 UT of 18 March became hemispherically symmetric. This probably implies that the O/N 2 depletion had already recovered in this region at this time, so the negative storm was dominated by the electric field disturbance. In the simulation, the hemispherically asymmetric negative storm lasted until 15.25 UT and might be even later, so the asymmetry in the negative storm may last longer in the simulation. To demonstrate the importance of the geomagnetic field, we also ran the NCAR-TIEGCM model with a Dipole rather than an Apex geomagnetic field for this storm case. Figure 12 shows the comparison of differential TEC map (storm-quiet, Figures 12a and  12b (left) ) and the F 2 region O/N 2 and neutral wind (Figures 12a and 12b (right) ) at 8.25 UT of 18 March between the TIEGCM simulations made using Apex (Figure 12a ) and Dipole (Figure 12b ) geomagnetic fields. Generally, both the ionosphere and thermosphere responses were hemispherically symmetric when a Dipole geomagnetic field was used. When an Apex geomagnetic field was used, the ionospheric TEC and thermospheric O/N 2 were less symmetric than they were when the Dipole field was used. There was no significant difference between the equatorial positive storm effects in two runs, except that there was a little shift in Figure 11 . (top) TIMED/GUVI-observed O/N2 ratio during 17-18 March. (bottom) Heelis-driven NCAR-TIEGCM simulated O/N 2 ratio near the F 2 peak region (model pressure level 2, roughly 300 km altitude) along TIMED/GUVI orbits during 17-18 March. The GUVI O/N 2 ratio is determined based on the O and N 2 column density, respectively, derived from the OI (135.6 nm) line and N 2 Lyman-Birge-Hopefield short (140.0-150.0 nm) band emissions and the integrated value between~140 km and~625 km (TIMED satellite orbit altitude) but is mainly an integrated value from a few tens of kilometers above a height of about 150 km. We selected the simulated O/N 2 ratio at a pressure level that is roughly equivalent to the F 2 peak altitude (model pressure level 2, roughly 300 km altitude). Lei et al. [2010] demonstrated that the NCAR-TIEGCM simulated O/N 2 at model pressure level 2 has high correlation with the column-integrated O/N 2 and so can be used for comparisons with GUVI O/N 2 , although their magnitudes are different. The time sequence is from right to left in terms of universal time indicated from the red axis in the bottom. The orbital local time is~10:30 in both subplots.
10.1002/2016JA022984 its location. When the Apex geomagnetic field was used, a much stronger O/N 2 depletion occurred, and a larger polar ward wind is seen in the afternoon in the Southern Hemisphere than in the Northern Hemisphere. This helps to cause the hemispheric asymmetry in the TEC response. This comparison demonstrates that the geomagnetic field configuration can cause a hemispherically asymmetric response to storms in both the ionosphere and thermosphere, even if a storm occurs near the spring equinox.
Conclusion
In this paper, the ionospheric response to the 17-18 March 2013 geomagnetic storm was studied using both observations and model simulations. An ionospheric electron density reanalysis data assimilation algorithm was used to generate optimized global 3-D ionospheric electron density time series. This reanalysis assimilated available TEC observations from the ground-based GNSS network, LEO-based ROs, and the Jason-2 satellite. The NCAR-TIEGCM was also used to model the global ionospheric and thermospheric response during the storm time. Our main conclusions are as follows:
1. In this storm event, observations from 10 LEO satellites and~450 ground GNSS stations were used in the reanalysis. Based on these data, the reanalysis identified the global large-scale ionospheric response during the storm quite well with a resolution of 5°in latitude, 10°in longitude,~30 km in altitude in the F 2 peak region, and 30 min in time, including the positive storm effect during initial and main phases, the negative storm effect during the recovery phase, and even the storm-enhanced density phenomena in the middle and high latitudes during the main phase. 2. The TIEGCM driven by realistic observed geomagnetic activity indices reproduced most large-scale ionospheric disturbances seen in the reanalysis results quite well, although there were some differences. 3. Both the reanalysis and simulation showed that the negative ionospheric storm effect lasted for more than 17 h and were hemispherically asymmetric (stronger in the Southern Hemisphere) during the recovery phase. The polar ward meridional wind disturbance, downward E × B drift disturbance, and O/N 2 depletion appears to be responsible for this long-lasting negative storm effect. The hemispheric asymmetry is mainly the result of the asymmetry in neutral winds and composition associated with the displacement between the geographic and magnetic poles.
