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GRADED COMPONENTS OF LOCAL COHOMOLOGY
MODULES OF INVARIANT RINGS
TONY J. PUTHENPURAKAL AND SUDESHNA ROY
Abstract. Let A be a regular domain containing a field K of characteristic
zero, G be a finite subgroup of the group of automorphisms of A and B = AG
be the ring of invariants of G. Let S = A[X1, . . . ,Xm] and R = B[X1, . . . ,Xm]
be standard graded with degA = 0, degB = 0 and degXi = 1 for all i.
Extend the action of G on A to S by fixing Xi. Note S
G = R. Let I be an
arbitrary homogeneous ideal in R. The main goal of this paper is to establish a
comparative study of graded components of local cohomology modules Hi
I
(R)
that would be analogs to those proven in the paper [4] for Hi
J
(S) where J is
an arbitrary homogeneous ideal in S.
1. introduction
1.1. Standard assumption: Throughout this paper A is a regular domain containing
a fieldK of characteristic zero, G is a finite subgroup of the group of automorphisms
of A and B = AG is the ring of invariants of G. Let S = A[X1, . . . , Xm] and
R = B[X1, . . . , Xm] be standard graded with degA = 0, degB = 0 and degXi = 1
for all i. Extend the action of G on A to S by fixing Xi. Note S
G = R. Set M =
T (R) =
⊕
n∈ZMn where T (−) = H
i1
I1
(Hi2I2 (· · ·H
ir
Ir
(−) · · · ) for some homogeneous
ideals I1, . . . , Ir in R and i1, . . . , ir ≥ 0. Set N = T
′(S) =
⊕
n∈ZNn where T
′(−) =
Hi1I1S(H
i2
I2S
(· · ·HirIrS(−) · · · ) where T
′(−) = Hi1I1S(H
i2
I2S
(· · ·HirIrS(−) · · · ).
Note. Since G is a finite group, any element a ∈ A satisfies the polynomial fa(Z) =∏
g∈G(Z − ga) ∈ B[Z] and hence is integral over B. So by [1, Theorem 6.4.5] we
have B is Cohen-Macaulay (as A is regular and hence Cohen-Macaulay).
In the paper [4] we have seen that T ′(S) behaves nicely and has several good
properties. In this paper we have proved the following analogous results for T (R).
I. (Bass numbers:) The j-th Bass number of an R-module E with respect to a prime
ideal P is defined as µj(P,E) = dimk(P ) ExtRP (k(P ), EP ) where k(P ) is the residue
field of RP . Now we know that µj(P,E) is always a finite number (possibly zero)
for all j ≥ 0 if E is a finitely generated R-module. But homogeneous components
of M = T (R) need not be finitely generated as B-modules. So µj(P,Mn) may not
be a finite number. If BP is Gorenstein for some prime ideal P of B then we get
the following result.
Theorem 1.2 (with hypotheses as in 1.1). Let P be a prime ideal in B such that
BP is Gorenstein. Fix j ≥ 0. Then EXACTLY one of the following holds:
(i) µj(P,Mn) is infinite for all n ∈ Z.
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(ii) µj(P,Mn) is finite for all n ∈ Z. In this case EXACTLY one of the following
holds:
(a) µj(P,Mn) = 0 for all n ∈ Z.
(b) µj(P,Mn) 6= 0 for all n ∈ Z.
(c) µj(P,Mn) 6= 0 for all n ≥ 0 and µj(P,Mn) = 0 for all n < 0.
(d) µj(P,Mn) 6= 0 for all n ≤ −m and µj(P,Mn) = 0 for all n > −m.
In the following result B is Cohen-Macaulay but not necessarily Gorenstein.
Theorem 1.3 (with hypotheses as in 1.1). Assume m = 1. Fix j ≥ 0. Let P be a
prime ideal in B. Then µj(P,Mn) is finite for all n ∈ Z.
II. (Growth of Bass numbers:) Fix j ≥ 0. Let P be a prime ideal in B such that
BP is Gorenstein and µj(P,Mn) is finite for all n ∈ Z. We now investigate the
growth of the function n 7→ µj(P,Mn) as n→∞ and as n→ −∞.
Theorem 1.4 (with hypothesis as in 1.1). Let P be a prime ideal in B such that
BP is Gorenstein. Fix j ≥ 0. Suppose µj(P,Mn) is finite for all n ∈ Z. Then there
exist polynomials f j,PM (Z), g
j,P
M (Z) ∈ Q[Z] of degree ≤ m− 1 such that
f j,PM (n) = µj(P,Mn) for all n≪ 0 AND g
j,P
M (n) = µj(P,Mn) for all n≫ 0.
Fix j ≥ 0. If Mc = 0 for some c then for any prime ideal P in B we get
µj(P,Mc) = 0 is finite and hence by Theorem 1.2 it follows that µj(P,Mn) is finite
for all n ∈ Z. For such cases we prove the following result.
Theorem 1.5 (with hypothesis as in 1.1). Let P be a prime ideal in B such that
BP is Gorenstein. Fix j ≥ 0. Suppose µj(P,Mc) = 0 for some c ( this holds if for
instance Mc = 0). Then
f j,PM (Z) = 0 or deg f
j,P
M (Z) = m− 1,
gj,PM (Z) = 0 or deg g
j,P
M (Z) = m− 1.
III. (Dimension of Supports and injective dimension:) The support of a B-module
V is defined as
SuppB V = {P | VP 6= 0 and P is a prime in B}.
By dimB V we mean the dimension of SuppB V as a subspace of Spec(B). Let
injdimB V denotes the injective dimension of V . We show the following:
Theorem 1.6 (with hypothesis as in 1.1). If B is Gorenstein then the following
hold:
(i) injdimMc ≤ dimMc for all c ∈ Z.
(ii) injdimMn = injdimM−m for all n ≤ −m.
(iii) injdimMn = injdimM0 for all n ≥ 0.
(iv) If m ≥ 2 and −m < r, s < 0 then
(a) injdimMn = injdimMs.
(b) injdimMn ≤ min{injdimM−m, injdimM0}.
We will also prove the following result.
Theorem 1.7 (with hypotheses as in 1.1). Assume m = 1. Let P be a prime ideal
in B such that BP is not Gorenstein. Fix n ∈ Z. Then EXACTLY one of the
following holds:
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(i) µj(P,Mn) = 0 for all j.
(ii) there exists c such that µj(P,Mn) = 0 for j < c and µj(P,Mn) > 0 for all
j ≥ c.
Let Mn 6= 0 and injdimBMn < ∞ for some n. It should be noted that if
µj(P,Mn) 6= 0, then BP is Gorenstein.
IV. (Associate primes:) A prime ideal P is associated to E if there is some element
x of E such that ann(x) = P . The set of all such prime ideals is denoted by Ass(E).
In this paper, we investigate finiteness and the asymptotic behavior of the set of
primes associated to the B-module Mn. We prove the following:
Theorem 1.8 (with hypothesis as in 1.1). Further assume that either A is local or
a smooth affine algebra over a field K of characteristic zero. Then
⋃
n∈ZAssBMn
is a finite set.
Moreover, if B is Gorenstein then
(1) AssBMn = AssBM−m for all n ≤ −m.
(2) AssBMn = AssBM0 for all n ≥ 0.
V. (Infinite generation:) Let R =
⊕
n≥0Rn be a positively graded ring and M be
a finitely generated graded R-module. Then by [2, Theorem 16.1.5], the R0-module
HiR+(M)n is finitely generated for all i ∈ N0 and n ∈ Z. Now by [4, Theorem 1.7],
we have one sufficient condition for infinite generation of a component of graded
local cohomology module over R. In this paper, we give another one as follows.
Theorem 1.9 (with hypotheses as in 1.1). Let J be a homogeneous ideal in R such
that J ∩ B 6= 0. If B is Gorenstein and HiJ(R)c 6= 0 then H
i
J (R)c is NOT finitely
generated as a B-module.
We begin Section 2 with some basic properties of skew group rings and the action
of G on the graded components of N that we need later on. In Section 3, we discuss
for a fixed j, how Bass numbers µj(P,Mn) relate with each other for all n when
P is a prime ideal in B such that BP is Gorenstein. In Section 4, we study the
behavior of the function n 7→ µj(P,Mn) as n→∞ and as n→ −∞. In Section 5,
we talk about Bass numbers of Mn when BP is NOT Gorenstein and m = 1. In
Sections 6 and 7, we study finiteness of injective dimensions and associated primes
respectively and establish relations between injective dimensions and associated
primes of graded components under certain conditions. Finally in Section 8, we
give a sufficient condition under which Mn is not finitely generated as a B-module.
2. Skew Group Rings and Graded Local Cohomology
2.1. Recall: Let A be a ring (not necessarily commutative) and G is a finite sub-
group of Aut(A) and |G| is invertible in A.
The skew-group ring of A (with respect to G) is
A ∗G = {
∑
σ∈G
aσσ | aσ ∈ A for all σ},
with multiplication defined as
(aσσ)(aτ τ) = aσσ(aτ )στ.
An A ∗G module M is an A-module on which G acts such that for all σ ∈ G,
σ(am) = σ(a)σ(m) for all a ∈ A and m ∈M.
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Definition 2.2. Let M be an A ∗G-module. Then
MG = {m ∈M | σ(m) = m for all σ ∈ G}.
Let us set AG to be the ring of invariants of G. Let M,N be A ∗G-modules. It
can be easily checked that
(1) MG is an AG-module.
(2) If u : M → N is A ∗ G-linear then u(MG) ⊆ NG and the restriction map
u˜ : MG → NG is AG-linear. Thus we have a functor
(−)G : Mod(A ∗G)→Mod(AG).
(3) (−)G = HomA∗G(A,−) and hence it is left exact.
2.3. Reynolds operator: For any A ∗G-module M define the Reynolds operator
ρM : M →MG
m 7→
1
|G|
∑
σ∈G
σm.
Then clearly ρM is AG-linear and ρM (m) = m for all m ∈MG.
Since |G| is invertible in A so Reynold operator exists. Therefore by [3, Lemma
3.5] it follows that (−)G is an exact functor.
2.4. Let A be a commutative Noetherian ring and G be a finite subgroup of the
group of automorphisms of A with |G| invertible in A. Let B = AG be the ring
of invariants of G. Let S = A[X1, . . . , Xm] and R = B[X1, . . . , Xm]. Let G acts
on A and fixes Xi. Then clearly R = S
G. Set M = T (R) =
⊕
n∈ZMn where
T (−) = Hi1I1 (H
i2
I2
(· · ·HirIr (−) · · · ) for some ideals I1, . . . , Ir in R and i1, . . . , ir ≥ 0.
Set N = T ′(S) = Hi1I1S(H
i2
I2S
(· · ·HirIrS(S) · · · ) =
⊕
n∈ZNn. Then by [3, Corollary
4.3] we get that T ′(S) is a S ∗G-module and T ′(S)G = T (R).
All of our results depend on the following statement.
Proposition 2.5. Nn is an A ∗G-module and N
G
n = Mn for all n.
Proof. As N is a graded S-module we have Nn is a S0 = A-module. We also have
N = T ′(S) is a S ∗G-module. Now A ⊆ S is a sub-ring. So N is an A ∗G-module.
Notice G acts linearly on S (fixes Xi). Thus σ(Nn) ⊆ Nn for all σ ∈ G. Moreover,
Nn ⊆A N and hence Nn is an A ∗ G-module. Clearly ρ
N : N → NG is a degree
zero R-module homomorphism. It follows that NGn = Mn. 
3. Bass numbers
3.1. Setup: Let A be a regular domain containing a field of characteristic zero.
Let G be a finite subgroup of the group of automorphisms of A. Let B = AG be
the ring of invariants of G. Let S = A[X1, . . . , Xm] and R = B[X1, . . . , Xm] be
standard graded with degA = 0, degB = 0 and degXi = 1 for all i.
Set M = T (R) =
⊕
n∈ZMn where T (−) = H
i1
I1
(Hi2I2 (· · ·H
ir
Ir
(−) · · · ) for some
ideals I1, . . . , Ir in R and i1, . . . , ir ≥ 0 and T
′(S) =
⊕
n∈ZNn where T
′(−) =
Hi1I1S(H
i2
I2S
(· · ·HirIrS(−) · · · ).
Note that µj(P,M) = µj(PRP ,MP ). So by [3, Lemma 4.1, Lemma 4.4], it is
enough to prove any result of Bass numbers only for maximal ideals after localizing.
In this section we will take (B,m) is a local ring with heightm = d. Set E =
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EB(B/m) and l = B/m. Let n1, n2, . . . , nr be all the maximal ideals of A lying over
m. Since A is a normal domain and Nn is an A ∗G-module (by Proposition 2.5) so
by [3, Theorem 6.1] we get Hj
mA(Nn) =
⊕r
l=1H
j
nl
(Nn).
Lemma 3.2. Let heightP = g. Then(
HjP (N
G
n )
)
P
= HgPBP (BP )
sj(n) for some sj(n) ≥ 0.
Here sj is some cardinal (possibly infinite).
Proof. It suffices to prove this result only for maximal ideal considering (B,m) is
a local ring. Clearly dimB = g. We have Hj
mA(Nn) =
⊕r
l=1H
j
nl
(Nn). By [3,
Proposition 7.3] Hjnl(Nn) = (H
j
nl
(Nn))nl . Now from the proof of [4, Proposition
9.4] we have Hjnl(Nn) is an injective module and H
j
nl
(Nn) ∼= EA(A/nl)
αlj(n) where
αlj(n) is some cardinal possibly infinite. Thus H
j
mA(Nn) =
⊕r
l=1EA(A/nl)
αlj(n).
Since Anl is a Gorenstein local ring so we have
Hg
nlA
(A) = (Hg
nlA
(A))nl = H
g
nlAnl
(Anl)
∼= EA(A/nl).
Thus we get Hj
mA(Nn) =
⊕r
l=1H
g
nlA
(A)αlj(n). Moreover, by [3, Theorem 6.1] we
have σkl (H
j
nl
(Nn)) = H
j
nk
(Nn), where σ
k
l (nl) = nk for all l, k. Therefore α1j(n) =
· · · = αrj(n) = sj(n) (say). Thus we have
(3.2.1) Hj
mA(Nn) =
(
r⊕
l=1
Hg
nlA
(A)
)sj(n)
∼= H
g
mA(A)
sj(n)
of A ∗ G-modules. Again by Proposition 2.5 we have Mn = N
G
n . Now applying
(−)G on both sides of (3.2.1) and by [3, Corollary 4.3(2)], we get Hjm(N
G
n )
∼=
Hgm(A
G)sj(n) = Hgm(B)
sj(n). 
As an application of the above Lemma we prove the following.
Proposition 3.3. Let P be a prime ideal in B such that BP is Gorenstein. Set
V =Mn. Then (H
j
P (V ))P is injective B-module for all j ≥ 0.
Proof. Since for any prime ideal P in B, (BP , PBP ) is a Gorenstein local ring so
we have HgPBP (BP )
∼= EB(B/P ) where heightP = g. Thus by Lemma 3.2 we get
(HjP (V ))P
∼= EB(B/P )
sj(n) for some sj(n) ≥ 0 and hence it is injective. 
We need the following lemma from [5, 1.4].
Lemma 3.4. Let A be a Noetherian ring and letM be an A-module (M need not be
finitely generated). Let P be a prime ideal in A. If (HjP (M))P is injective A-module
for all j ≥ 0 then µj(P,M) = µ0(P,H
j
P (M)).
As an immediate consequence we get the following.
Lemma 3.5. Let P be a prime ideal in B such that BP is Gorenstein. Then
µj(P,Mn) = µ0(P,H
j
P (Mn)) for all j ≥ 0.
Proof. The result follows from Proposition 3.3 and Lemma 3.4. 
We are now ready to prove the main result of this section. This shows that what
the first author observed in [4] also holds in our case.
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Theorem 3.6. Let P be a prime ideal in B such that BP is Gorenstein. Fix j ≥ 0.
Then EXACTLY one of the following holds:
(i) µj(P,Mn) is infinite for all n ∈ Z.
(ii) µj(P,Mn) is finite for all n ∈ Z. In this case EXACTLY one of the following
holds:
(a) µj(P,Mn) = 0 for all n ∈ Z.
(b) µj(P,Mn) 6= 0 for all n ∈ Z.
(c) µj(P,Mn) 6= 0 for all n ≥ 0 and µj(P,Mn) = 0 for all n < 0.
(d) µj(P,Mn) 6= 0 for all n ≤ −m and µj(P,Mn) = 0 for all n > −m.
Proof. If Mn = 0 then µ(P,Mn) < ∞. So without loss of generality we can take
Mn 6= 0. It is enough to prove this result only for maximal ideal considering (B,m)
is Gorenstein local. Then from the proof of [3, Theorem 6.1] we get Hj
mA(Nn) =⊕r
l=1H
j
nl
(Nn) =
⊕r
l=1 EA(A/nl)
sj(n) for all j ≥ 0, where n1, . . . , nr are all the
maximal ideals of A lying over m.
Claim. µj(m,Mn) is finite if and only if sj(n) is finite.
By Lemma 3.5 we have µj(m,Mn) = µ0(m, H
j
m(Mn)) for all j ≥ 0. Now by
Lemma 3.2 we get Hjm(Mn) = H
g
m(B)
sj(n) where dim B = g. Furthermore, as
(B,m) is a Gorenstein local ring so Hgm(B) ∼= E. Therefore µ0(m, H
j
m(Mn)) = sj(n)
and hence µj(m,Mn) = sj(n). The claim follows.
If µj(m,Mn) is finite for some n then by the above claim we get sj(n) is fi-
nite. Therefore µ0(nl, H
j
mA(Nn)) is finite for any l. Fix l. Note that H
j
mA(Nn) =
(Hj
mS(N))n = (H
j
mS(T
′(S)))n andH
j
mS(T
′(−)) is a Lyubeznik functor on ∗Mod(S).
Then by [4, Theorem 9.2] we have µ0(nl, H
j
mA(Nr)) = sj(r) is finite for all r ∈ Z and
satisfies one of (a), (b), (c), (d). Therefore by the above claim µ(m,Mr) = sj(r)
is finite for all r and satisfies one of (a), (b), (c), (d). 
4. Growth of Bass numbers
In this section we will study the behavior of the function n 7→ µj(P,Mn) as
n→∞ and as n→ −∞.
Theorem 4.1 (with hypothesis as in 3.1). Let P be a prime ideal in B such that
BP is Gorenstein. Fix j ≥ 0. Suppose µj(P,Mn) is finite for all n ∈ Z. Then there
exist polynomials f j,PM (Z), g
j,P
M (Z) ∈ Q[Z] of degree ≤ m− 1 such that
f j,PM (n) = µj(P,Mn) for all n≪ 0 AND g
j,P
M (n) = µj(P,Mn) for all n≫ 0.
Proof. As in Section 3, it is enough to prove this result only for maximal ideal
considering (B,m) is local. By the claim in the proof of Theorem 3.6 we have
µj(m,Mn) = sj(n) = µ0(nl, H
j
mA(Nn)) for any 1 ≤ l ≤ r where n1, · · · , nr are all the
maximal ideals of A lying over m. Set V = Hj
mS(N). Clearly Vn = H
j
mA(Nn). Fix
l. Since µj(m,Mn) is finite for all n ∈ Z so we get µ0(nl, H
j
mA(Nn)) is finite for all
n ∈ Z. Therefore by [4, Theorem 1.11] there exist polynomials f0,nlV (Z), g
0,nl
V (Z) ∈
Q[Z] of degree ≤ m − 1 such that f0,nlV (n) = µ0(nl, H
j
mA(Nn)) for all n ≪ 0
and g0,nlV (n) = µ0(nl, H
j
mA(Nn)) for all n ≫ 0. Take f
j,m
M (Z) = f
0,nl
V (Z) and
gj,mM (Z) = g
0,nl
V (Z). The result follows. 
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The following result gives some properties of the polynomials appeared in the
foregoing Theorem.
Theorem 4.2 (with hypothesis as in 3.1). Let P be a prime ideal in B such that
BP is Gorenstein. Fix j ≥ 0. Suppose µj(P,Mc) = 0 for some c ( this holds if for
instance Mc = 0). Then
f j,PM (Z) = 0 or deg f
j,P
M (Z) = m− 1,
gj,PM (Z) = 0 or deg g
j,P
M (Z) = m− 1.
Proof. We have µj(m,Mc) = 0 = µ0(nl, H
j
mA(Nc)). Set V = H
j
mS(N). Clearly
Vn = H
j
mA(Nn). Fix l. As f
j,m
M (Z) = f
0,nl
V (Z) and g
j,m
M (Z) = g
0,nl
V (Z) so by [4,
Theorem 1.12] it follows that f j,mM (Z) = 0 or deg f
j,m
M (Z) = m − 1 and g
j,m
M (Z) =
0 or deg gj,mM (Z) = m− 1. 
5. Bass numbers when BP is NOT Gorenstein and m = 1
We now concentrate on the case when m = 1. The following result gives us a
sufficient condition under which for any fixed j and prime ideal P in B the Bass
number µj(P,Mn) is finite for all n ∈ Z. Recall that under our assumption B is
always Cohen-Macaulay.
Theorem 5.1 (with standard assumption 1.1). Assume m = 1. Fix j ≥ 0. Let
B be Cohen-Macaulay but not necessarily Gorenstein and P be a prime ideal in B.
Then µj(P,Mn) is finite for all n ∈ Z.
Proof. It is enough to prove this result only for maximal ideal considering (B,m) is
local with dimB = d. We have Hj
mA(Nn) =
⊕r
i=1 EA(A/ni)
sj(n) where n1, . . . , nr
are all the maximal ideals of A lying over m. Since Hj
mA(Nn) = (H
j
mS(N))n so by
[4, Theorem 1.9] we get µ0(nl, H
j
mA(Nn)) = sj(n) is finite for all n ∈ Z. Thus if B
is Gorenstein then by the claim of Theorem 3.6 we are done.
Otherwise let G be a minimal injective resolution of Mn and
Gj = G˜j ⊕ Erj with m /∈ Ass(G˜j).
Now µj(m,Mn) = diml Ext
j
B(l,Mn) for j ≥ 0 and Ext
j
B(l,Mn) = HomB(l,G
j) =
HomB(l, G˜j ⊕E
rj ) = HomB(l, G˜j)⊕HomB(l, E
rj ) = HomB(l, E
rj ) = El(l)
rj = lrj
and hence µj(m,Mn) = rj . So we have to prove that rj is finite for all j ≥ 0.
Set E = Γm(G). Since m /∈ Ass(G˜j) so we have Γm(G˜
j) = 0. Now it is well
known that Γm(E
rj ) = Erj . Thus Ej = Erj for all j ≥ 0. Furthermore by Lemma
3.2 we have
Hj(E) = Hj
m
(Mn) ∼= H
d
m
(B)sj(n) for some finite sj(n) ≥ 0.
Note that finiteness of sj(n) follows from the first part of this proof.
Claim. diml HomB(l, H
j(E)) is finite for all j ≥ 0.
Let B̂ be the completion of B at m. Then (B̂, m̂) is a local ring of dimension d
with maximal ideal m̂ = mB̂ and E = E
B̂
(B̂/mB̂) = E
B̂
(l). By [1, 3.5.4(d)] we
get Hd
m
(B) = Hd
mB̂
(B̂) and by [1, 3.5.4(a)] we get Hd
m
(B) is Artinian. Therefore
Hd
m
(B) = Hd
mB̂
(B̂) ⊆ Et where t = diml soc(H
d
m
(B)) <∞. The finiteness comes as
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soc(Hd
m
(B)) ⊂ Hd
m
(B) is Artinian (and hence is a finite dimensional l vector space).
Hence
dimlHomB(l, H
j(E)) = dimlHomB(l, H
d
m
(B))sj(n)
≤ dimlHomB(l, E
t)sj(n)
= diml l
tsj(n) = tsj(n)
is finite and the claim follows.
We now prove by induction that rj is finite for all j ≥ 0.
Since G is a minimal injective resolution of Mn so we have HomB(l,G
j) →
HomB(l,G
j+1) is a zero map for all j. As HomB(l, G˜j) = 0 for all j ≥ 0 so we get
HomB(l, E
rj)→ HomB(l, E
rj+1) is a zero map for all j ≥ 0.
For j = 0, we have an exact sequence
0→ H0(E)→ Er0 → Er1 .
Applying HomB(l,−) we get another exact sequence
0→ HomB(l, H
0(E))→ lr0
0
−→ lr1 .
Hence lr0 ∼= HomB(l, H
0(E)) and r0 = dimlHomB(l, H
0(E)) is finite by our claim.
Now let us assume that r0, . . . , rm−1 are finite and consider the following part
of E;
Erm−1
dm−1
−−−→ Erm
dm
−−→ Erm+1 .
Set Zm = ker dm and Bm = image dm−1. Then we have an exact sequence
0→ Bm → Zm → Hm(E)→ 0.
Since E is Artin and by induction hypothesis rm−1 <∞ so we get E
rm−1 is Artin.
Therefore Bm is also Artin and hence is a m-torsion module. Therefore Bm ⊆
Es for some s > 0 (can take s = diml soc(Bm)). Thus diml(HomB(l, B
m)) ≤
dimlHomB(l, E
s) = s <∞. Since
0→ HomB(l, B
m)→ HomB(l, Z
m)→ HomB(l, H
m(E))
is an exact sequence so by our claim it follows that HomB(l, Z
m) is a finite dimen-
sional l-vector space.
Again we have an exact sequence 0 → Zm → Erm
dm
−−→ Erm+1 . Applying
HomB(l,−), we get
0→ HomB(l, Z
m)→ HomB(l, E
rm)
0
−→ HomB(l, E
rm+1).
Therefore rm = dimlHomB(l, E
rm) = diml HomB(l, Z
m) is finite and the result
follows. 
Remark 5.2. In the case m ≥ 2, the above prove goes if µi(P,Mn) <∞ for sone i
and µj(P,Mn) <∞ for all j ≤ i. But we don’t know that whether µi(P,Mn) <∞
for some i implies µj(P,Mn) <∞ for all j < i or not.
The next result gives us a sufficient condition when injdimMn is infinite if 0 6=
Mn is not injective.
Theorem 5.3 (with standard assumption 1.1). Assume m = 1 and BP is not
Gorenstein for any prime ideal P of B. Fix n ∈ Z. Then EXACTLY one of the
following holds:
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(i) µj(P,Mn) = 0 for all j.
(ii) there exists c such that µj(P,Mn) = 0 for j < c and µj(P,Mn) > 0 for all
j ≥ c.
Proof. Fix n. Let G be a minimal injective resolution of Mn and
Gj = G˜j ⊕ Erj with m /∈ Ass(G˜j).
Now µj(m,Mn) = diml Ext
j
B(l,Mn) for j ≥ 0 and Ext
j
B(l,Mn) = HomB(l,G
j) =
HomB(l, E
rj) = lrj and hence µj(m,Mn) = rj . So by Theorem 5.1 we have rj is
finite for all j ≥ 0. Let
c = min{j | rj > 0}.
We have to prove that rj > 0 for all j ≥ c.
Set E = Γm(G). Since m /∈ Ass(G˜j) so we have Γm(G˜j) = 0. Now it is well
known that Γm(E
rj ) = Erj . Thus Ej = Erj for all j ≥ 0. Furthermore by Lemma
3.2 we have
Hj(E) = Hj
m
(Mn) ∼= H
d
m
(B)sj(n) for some sj(n) ≥ 0,
where dimB = d. By the first part of this proof of Theorem 5.1 we have sj(n) is
finite for all n. Let T be the completion of B at m. Then (T, n) is a local ring of
dimension d with maximal ideal n = mT and E = ET (T/nT ) = ET (l). By [1, 3.5.4]
we have Hd
m
(B) = Hd
n
(T ) and Hd
m
(B) is Artinian.
Set Zj = ker dj and Bj = image dj−1. Let (−)∨ be the Matlis dual of T . Now
we prove the following assertions by induction on j ≥ c:
(i) Zj 6= 0;
(ii) injdimZj =∞;
(iii) (Zj)∨ is a non-free maximal Cohen-Macaulay T -module;
(iv) Bj+1 6= 0;
(v) injdimBj+1 =∞;
(vi) (Bj+1)∨ is a non-free maximal Cohen-Macaulay T -module;
Although (i) will prove our assertion we will prove all the above assertion together
for j ≥ c.
Since G is a minimal injective resolution of Mn so we have HomB(l,G
j) →
HomB(l,G
j+1) is a zero map for all j. As HomB(l, G˜j) = 0 for all j ≥ 0 so we get
HomB(l, E
rj)→ HomB(l, E
rj+1) is a zero map for all j ≥ 0. Now we have an exact
sequence 0 → Zj → Erj
dj
→ Erj+1 . Applying HomB(l,−) we get another exact
sequence
0→ HomB(l, Z
j)→ HomB(l, E
rj )
0
→ HomB(l, E
rj+1).
Thus dimlHomB(l, Z
j) = rj . Therefore Z
c 6= 0. As Zj ⊆ Erj and rj = 0 for all
j < c it follows that Zj = 0 for all j < c. Since Bc ∼= Erc−1/Zc−1 = 0 so we
have Zc = Hc(E) = Hd
m
(B)sc(n) for some finite sc(n) ≥ 0. As B is not Gorenstein
so T is not Gorenstein and hence Hd
n
(T ) is not injective. Moreover, Hd
n
(T )∨ = ω
the canonical module of T . If ω is free then projdimω = 0. But in that case as
ω∨ = Hd
n
(T ) it follows that injdimHd
n
(T ) = 0, a contradiction. Therefore ω is a
non-free maximal Cohen-Macaulay T -module. It follows that (Zc)∨ is a non-free
maximal Cohen-Macaulay T -module. Therefore Zc has infinite injective dimension.
As otherwise injdimZc < ∞ implies projdim(Zc)∨ < ∞ and hence by Auslander-
Buchsbaum formula we get projdim(Zc)∨ = 0, i.e., (Zc)∨ is free (as T is local), a
contradiction.
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We have an exact sequence 0 → Zc → Erc → Bc+1 → 0. As injdimZc = ∞ it
follows that Bc+1 6= 0 and has infinite injective dimension. By taking (−)∨ we get
an exact sequence
0→ (Bc+1)∨ → T rc → (Zc)∨ → 0.
It follows that (Bc+1)∨ is a non-free maximal Cohen-Macaulay T -module.
We now assume the result is true for j = m and prove it for j = m+1. We have
an exact sequence
0→ Bm+1 → Zm+1 → Hm+1(E)→ 0.
By induction hypothesis as Bm+1 6= 0 and satisfies (v) and (vi). It follows that
Zm+1 6= 0. If Hm+1(E) = 0 then clearly Zm+1 ∼= Bm+1 satisfies (ii) and (iii). If
Hm+1(E) 6= 0 then taking Matlis-duals we get an exact sequence
0→ ωsm+1(n) → (Zm+1)∨ → (Bm+1)∨ → 0.
Now for any maximal Cohen-Macaulay T -module N we have Ext1T (N,ω) = 0. In
particular, Ext1T ((B
m+1)∨, ωsm+1(n)) = 0. Therefore
(Zm+1)∨ ∼= ωsm+1(n) ⊕ (Bm+1)∨.
Thus (Zm+1)∨ is a non-free maximal Cohen-Macaulay T -module. Since ri is finite
so we have Zi ⊆ Eri is Artinian and hence Bi ⊆ Zi is Artinian for all i. Therefore
by taking duals again we get that
Zm+1 ∼= Hd
n
(T )sm+1(n) ⊕Bm+1;
has infinite injective dimension.
Again we have an exact sequence
0→ Zm+1 → Erm+1 → Bm+2 → 0.
As injdimZm+1 =∞ it follows that Bm+2 6= 0 and has infinite injective dimension.
Taking (−)∨ we get an exact sequence
0→ (Bm+2)∨ → T rm+1 → (Zm+1)∨ → 0.
It follows that (Bm+2)∨ is a non-free maximal Cohen-Macaulay T -module and
satisfies (v) and (vi). 
6. Dimension of Support and injective dimension
We begin with the following relation which shows that injdimMn is finite for
any n ∈ Z if B is Gorenstein.
Lemma 6.1 (with standard assumption 1.1). Let c ∈ Z. If B is Gorenstein then
injdimMc ≤ dimMc.
Proof. Let P be a prime ideal in B. Now by Proposition 3.3 along with [5, 1.4] we
get
µj(P,Mc) = µ0(P,H
j
P (Mc)).
Moreover, by Grothendieck’s Vanishing Theorem HjP (Mc) = 0 for all j > dimMc.
So µj(P,Mc) = 0 for all j > dimMc. 
The following example shows that Lemma 6.1 does not hold true if B is not
Gorenstein.
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Example 6.2. Let A = C[[Y1, . . . , Yn]] and G ⊆ Gln(C) acting linearly with A
G
NOT Gorenstein. Let m and mG be maximal ideals of A and AG = B respectively.
As AG is NOT Gorenstein we have injdimHn
m
G(B) = ∞. Set S = A[X1, . . . , Xm]
and R = B[X1, . . . , Xm]. Set M = H
n
m
GR
(R) = Hn
m
G(B) ⊗B R. It follows that
injdimBM0 =∞.
We now establish the following under the extra hypothesis that B is Gorenstein.
Theorem 6.3 (with standard assumption 1.1). If B is Gorenstein then the follow-
ing hold:
(i) injdimMc ≤ dimMc for all c ∈ Z.
(ii) injdimMn = injdimM−m for all n ≤ −m.
(iii) injdimMn = injdimM0 for all n ≥ 0.
(iv) If m ≥ 2 and −m < r, s < 0 then
(a) injdimMr = injdimMs.
(b) injdimMr ≤ min{injdimM−m, injdimM0}.
Proof. Let B be Gorenstein and P be a prime ideal in B.
(i) This follows from Lemma 6.1.
(ii) Fix j ≥ 0. By Theorem 3.6(ii)(d) we get that µj(P,Mc) > 0 if and only if
µj(P,M−m) > 0 for any c ≤ −m. The result follows.
(iii) Follows by Theorem 3.6(ii)(c) with similar arguments as in (ii).
(iv)(a) and (iv)(b) clearly follows from Theorem 3.6. 
7. Associated Primes
In this section we maintain our general assumptions and give a sufficient condi-
tion under which the collection of all associated primes of any graded component
of local cohomology module is finite. We also establish relations between the set of
associated primes of graded components under certain condition.
Theorem 7.1 (with standard assumption 1.1). Further assume that A is a regular
local domain or a smooth affine algebra over a field of characteristic zero. Then⋃
n∈ZAssBMn is a finite set.
Moreover, if B is Gorenstein then
(1) AssBMn = AssBM−m for all n ≤ −m.
(2) AssBMn = AssBM0 for all n ≥ 0.
To prove this theorem we will use the following fact.
Observation: Let U be a commutative Noetherian ring and G be a finite subgroup
of the group of automorphisms of U with |G| is invertible in U . Let V be the ring
of invariants of G. Let T be a Lyubeznik functor on Mod(V ). Then we have an
V -linear Reynolds operator ρU : U → V which splits the inclusion map i : V →֒ U .
Thus U = V ⊕ L as V -modules. So T (U) = T (V )⊕ T (L) as V -modules. It follows
that if AssV T (U) is a finite set then so is AssV T (V ).
Proof of Theorem 7.1. If A is a smooth affine algebra then so is S = A[X1, . . . , Xm].
By [5, Remark 3.7] we get AssS T
′(S) is a finite set. Since T ′(S) = T (S) as
R-modules so by the above observation it follows that AssR T (R) is a finite set.
Again i : B →֒ R is a ring homomorphism. So by [4, Proposition 12.1] we get
AssB T (R) is also a finite set. Moreover, T (R) =
⊕
n∈ZMn as B-module. Therefore⋃
n∈ZAssBMn = AssB T (R) is a finite set.
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Now assume that A is local with maximal ideal n. Since B = AG ⊂ A is
an integral extension so we have m = n ∩ B is a maximal ideal of B. Now
by lying over theorem for any maximal ideal m′ of B there exists a maximal
ideal of A lying over it. Since A has a unique maximal ideal n so we get m′ =
n ∩ B = m. Thus B is also local with unique maximal ideal m. Note M =
(m, X1, . . . , Xm) is the homogeneous maximal ideal of R. As T (R) is a graded R-
module so by [1, 1.5.6] all its associated primes are homogeneous and so contained
in M. Therefore we have an isomorphism AssR T (R) → AssRM(T (R)M). Now
T (R)M = H
i1
I1RM
(Hi2I2RM(· · ·H
ir
IrRM
(RM) · · · ) = G(RM) for a Lyubeznik functor
G on Mod(RM). Again by [3, Lemma 4.1] we have RM = S
G
M = (SM)
G. Notice
G(SM) = H
i1
I1SM
(Hi2I2SM(· · ·H
ir
IrSM
(SM) · · · ) = G
′(SM), where G
′ is a Lyubeznik
functor on Mod(SM). By [5, Theorem 3.4] we get AssSM G
′(SM) is a finite set.
Hence AssRM G(SM) is a finite set by [4, Proposition 12.1]. Then by the obser-
vation AssRM G(RM) and hence AssR T (R) is a finite set. Therefore again by [4,
Proposition 12.1] it follows that AssB T (R) =
⋃
n∈ZAssBMn is a finite set.
Now let B be Gorenstein and⋃
n∈Z
AssBMn = {P1, . . . , Pl}.
(1) Let P = Pi for some i. If r ≤ −m then by Theorem 3.6 we get that
µ0(P,Mr) > 0 if and only if µ0(P,M−m) > 0. It follows that P ∈ AssBMr if and
only if P ∈ AssBM−m. Hence the result follows.
(2) Let P = Pi for some i. Let s ≥ 0. Then by Theorem 3.6 we get that
µ0(P,Ms) > 0 if and only if µ0(P,M0) > 0. It follows that P ∈ AssBMs if and
only if P ∈ AssBM0. Hence the result follows. 
8. Infinite generation
Our aim in this section is to give a sufficient condition under which Mn is not
finitely generated as a B-module. Since A is a domain so B is also a domain (as
B ⊆ A is a sub-ring).
Theorem 8.1 (with standard assumption 1.1). Let J be a homogeneous ideal in
R such that J ∩B 6= 0. If B is Gorenstein and HiJ(R)c 6= 0 then H
i
J (R)c is NOT
finitely generated as a B-module.
Proof. Set M = HiJ(R). Notice RP = BP [X1, . . . , Xn] for any prime ideal P ∈
Spec(B). Again (Mc)P = H
i
J(R)c ⊗B BP = H
i
j(R⊗B BP )c = H
i
J(RP )c. Clearly if
HiJ(RP )c is not finitely generated then Mc is also not finitely generated. Thus it is
enough to prove this result considering B is a local ring.
We prove by contradiction. If possible let 0 6= HiJ (R)c be a finitely generated B-
module. Then we have depthMc ≤ dimMc. Since B is Gorenstein so by Theorem
6.3 we have injdimMc ≤ dimMc < ∞. Thus by [1, Theorem 3.1.17] we get
dimMc ≤ injdimMc = depthB. As B is Cohen Macaulay so depthB = dimB.
Together we have dimMc ≤ dimB = injdimMc ≤ dimMc, i.e., dimMc = dimB.
It follows thatMc is maximal Cohen MacaulayB-module. Moreover, B is a domain.
Therefore Mc is torsion-free. Let 0 6= a ∈ J ∩B. Then 0 6= a
i ∈ J ∩B for all i ≥ 1.
Clearly ai is B-regular. Since Mc is J-torsion and a ∈ J so we get (0 :M a
j) 6= 0
for some j, a contradiction. 
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