1.
Introduction. Several writers (4), (6) , (7), (9) have used orthogonal expansions in discussing properties of Fourier transformations, and Kober (3) has used such expansions to derive fractional Fourier and Hankel transformations. In 1950 Barrucand (1) noted a reciprocity holding between the coefficients in the expansions in Laguerre polynomials of pairs of functions which are transforms with respect to the kernel J 0 (2xl).
In the present paper I extend Barrucand's result to kernels J x (2xi), i?(a)> -1 , and to Fourier sine and cosine kernels. I also discuss the relationship between fractional powers of unit matrices and fractional transformations, and I show how this method gives an alternative approach to the fractional Hankel transformations of Kober.
2. Formalities. Let us suppose that the sets of functions {*»(*)}, tf,W} (» = 0,1,2,...), are normalised and biorthogonal over (0, oo), that f(x) and g(x) are transforms with respect to a Fourier kernel K(x), and that
n-0 oo and 9(x)~ £ b n <j> n {x) n=0 in the sense that* the coefficients a n and b n are given by
is the transform of </r n (x) with respect to the kernel K (x) and that it can be expanded in terms of the functions ^n{x). That is Proof. By the multiplication rule for matrices the element in the rth row and «th column of the product / (x) . I (y) is
if r^s and is zero if r<s. That is, condition (i) is satisfied. Condition (ii) follows immediately on substituting x=0 and ,t; = l in (5). The result of Theorem 1 extends immediately to infinite lower semi-matrices, since the product of two lower semi-matrices is a lower semi-matrix and the elements of the rth row of the product depend only on the elements of the first r rows of the two factor matrices.
In particular, if we put c m = J (<x+m), x = i, then it follows that the infinite lower semimatrix \n-mj ml
Now it is not necessary for this argument that the series (8) should converge ; the integrals (9) converge and the use of the Parseval theorem is justified if f(x) belongs to L 2 {0, oo). Thus we have : THEOREM 
If f{x) belongs to L 2 {0, oo) and g{x) is its transform with respect to the kernel J u (2xt), R(a)> -1
, and a n and b n are defined by (9) , then 
either (i) G(x) is its cosine transform and k -0, or (ii) G (x) is its sine transform and k = l, and F (x) and G (x) have the formal expansions F(x)~S
A n H Sn+k (xlJ2), G{x)~£ n=0 n=0
in the sense that
6. An example. If we put a n = (.] + ia) n in (8) , then ( (5) 7. Fractional transforms. Kober (3) has discussed a class of transformations which can be regarded as fractional powers of the ordinary Hankel transformation. If we re-arrange some of Kober"s results so that they pertain to the kernel J a (2x1) instead of the usual Hankel kernel a;* J a (x) then we obtain : in the sense that n\ a n = then there exists a family of transformations T k with the following properties :
(iv) / / k is not an integer and
In the present scheme these fractional transforms correspond to the evaluation I k of the kth power of the unit infinite matrix which is given by the diagonal matrix (4) . Now the fractional transformation of the sequence {«"} corresponding by Theorem 1 to the kth power of the transformation (12) is
\ m J Hence we can derive a transformation T'j. which is also a fcth power of the transformation with respect to the kernel J x (2xl) if we replace the b n in Theorem 2 by the b' n given by (15). In particular, if f(x) is the function (13) considered in § 6, then (15) gives Hence, in this case,
Thus as k varies (16) 
for|a|<l. (
