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Abstract
Let hn be the (probabilists’) Hermite polynomial of degree n. Let Hn(z, a) = an/2hn(z/√a) and
Hn(z, 0) = zn . It is well-known that Hn(Bt , t) is a martingale for every n. In this paper, we show that for
n ≥ 3, Hn(Bt , t) is not Markovian. We then give a brief discussion on mimicking Hn(Bt , t) in the sense of
constructing martingales whose marginal distributions match those of Hn(Bt , t).
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction
Let (hn)n≥0 be the Hermite polynomials defined by
n≥0
un
n! hn(z) = exp{uz − u
2/2}, u, z ∈ R.
Hermite polynomials can also be defined by Rodrigues’ formula
hn(z) = (−1)n exp{z2/2} d
n
dzn

exp{−z2/2}

,
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or explicitly as
hn(z) =
⌊n/2⌋
k=0
(−1)kn!
k!(n − 2k)!2
−k zn−2k .
As a consequence one easily obtains that h2n+1 is an odd function while h2n is an even function,
that the polynomials hn satisfy the recurrence relations hn+1(z) = zhn(z) − nhn−1(z) and
h′n(z) = nhn−1(z), and that hn is a solution to the differential equation y′′(z)−zy′(z)+ny(z) = 0.
It is also well established that hn has n simple roots.
For a > 0, let Hn(z, a) = an/2hn

z/
√
a

and Hn(z, 0) = zn . Denote by (Bt )t≥0 a standard
Brownian motion. It is well-known that (Hn(Bt , t))t≥0 is a martingale for every n. But, is
(Hn(Bt , t))t≥0 also a Markov process?
The question on the Markov property of Hn(Bt , t) arises from our paper [2], where we devise
a strategy to mimic selfsimilar Markov martingales; that is we formulate a scheme that enables
the construction of a large family of (Markov) martingales so that their marginal distributions
match those of the original processes (for a construction that mimics the Brownian motion see
also [4]). We also show that our scheme extends to non-Markovian selfsimilar martingales by
using a result of Gyongy [3], which we recall as Theorem 3.
A process (Z t )t≥0 is said to be selfsimilar with exponent κ (or κ-selfsimilar) for some κ > 0
if it satisfies the scaling property (Zct )t≥0
d= (cκ Z t )t≥0 for all c > 0.
Since the Brownian motion is (1/2)-selfsimilar, we immediately get that Hn(Bt , t) is (n/2)-
selfsimilar. Indeed,
(Hn(Bct , ct))t≥0
d=

Hn(c
1/2 Bt , ct)

t≥0
=

(ct)n/2hn(c
1/2 Bt/
√
ct)

t≥0 =

cn/2 Hn(Bt , t)

t≥0 .
Being a martingale, Hn(Bt , t) qualifies for our mimicking scheme. The only remaining
question is whether or not Hn(Bt , t) is Markovian; if it is, then a direct application of our basic
scheme suffices, while if it is not, then a recourse to Gyongy [3] is needed beforehand.
Finally, in a paper by Plucin´ska [5] where a characterization of Hermite polynomials via
stochastic tools was given, it was stated (offhandedly and without proof) that Hn(Bt , t) is a
Markov process, for any n. This is certainly the case for n = 1 and n = 2. However, we are able
to show that Hn(Bt , t) is not a Markov process for n ≥ 3.
2. The natural filtration of Hn(Bt, t)
Let X (n)t = Hn(Bt , t). Write Fnt for the natural filtration of X (n)t and Gnt for that of |X (n)t |.
Observe that F1t is the filtration generated by Bt (H1(x, t) = x) and that F2t = G1t is the
filtration generated by |Bt | (H2(x, t) = x2 − t). The aim of this section is to identify Fnt , the
natural filtration of X (n)t .
Theorem 1. For n odd, Fnt = F1t , while for n even, Fnt = G1t .
Proof. We first observe that ∂Hn
∂z (z, a) = nHn−1(z, a) and that d X (n)t = nX (n−1)t d Bt . Since
X (n), X (n)

t is Fnt -measurable, so is ddt

X (n), X (n)

t . But
d

X (n), X (n)

t
= n2 H2n−1(Bt , t) dt.
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Thus, H2n−1(Bt , t), or |Hn−1(Bt , t)|, is Fnt -measurable and Gn−1t ⊆ Fnt . By Tanaka’s formula,
we have
|X (n−1)t | =
 t
0
sgn(X (n−1)s ) d X (n−1)s + L0t (X (n−1)),
where L0 denotes the local time at 0. Since L0t (X
(n−1)) = 12 L0t (|X (n−1)|) and
L0t (|X (n−1)|) = lim
ε↓0
1
ε
 t
0
1[0,ε)

|X (n−1)s |

d

|X (n−1)|, |X (n−1)|

s
is clearly Gn−1t -measurable, so is
 t
0 sgn(X
(n−1)
s ) d X
(n−1)
s . It immediately follows that ·
0
sgn(X (n−1)s ) d X (n−1)s ,
 ·
0
sgn(X (n−1)s ) d X (n−1)s

t
=

X (n−1), X (n−1)

t
is also Gn−1t -measurable, and as a consequence so are ddt

X (n−1), X (n−1)

t and |Hn−2(Bt , t)|.
Since Gn−1t is a subset of Fnt , thus |X (n−2)t | is also Fnt -measurable. Continuing in this way, we
have that |H1(Bt , t)| = |Bt | is Fnt -measurable, which implies that G1t ⊆ Fnt .
If n is odd, by Lemma 1 in the Appendix, the mapping Bt → (|Bt |, Hn(Bt , t)) is one-to-one
except when Hn(Bt , t) is zero. In all, we see that, if n is odd, from Fnt one is able to reconstruct
Bt itself. In other words, Fnt = F1t .
For n even, as an even function, hn(z) is a function of |z|. Thus, Hn(Bt , t) is a function of
|Bt | and Fnt ⊆ G1t . However, from above we have G1t ⊆ Fnt . Therefore Fnt = G1t , the natural
filtration of |Bt |. 
3. The (lack of) Markov property of Hn(Bt, t)
Having identified the natural filtration of Hn(Bt , t), we now investigate its Markov property.
For n = 0, H0(Bt , t) = 1 is trivially a Markov process. For n = 1, H1(Bt , t) = Bt is a
Brownian motion, thus a Markov process.
For n = 2, X (2)t = H2(Bt , t) = B2t − t and we have
d X (2)t = 2Bt d Bt = 2|Bt | sgn(Bt ) d Bt = 2
X (2)t + t dβt , (∗)
where βt is the Brownian motion
 t
0 sgn(Bs) d Bs . As the unique solution (the Yamada–Watanabe
condition being clearly satisfied) to the SDE (∗), X (2)t = H2(Bt , t) = B2t −t is a Markov process.
This can also be seen as a consequence of the fact that the conditional distribution of B2t given
Bs (s < t) depends on Bs only through B2s (the conditional distribution of B
2
t /(t − s) given Bs
is noncentral chi-squared with noncentrality parameter B2s /(t − s)).
The next theorem contains the main statement of the paper.
Theorem 2. For n ≥ 3, Hn(Bt , t) is not a Markov process.
Proof. Let n be odd. Suppose that X (n)t = Hn(Bt , t) is a Markov process and let A(n) be its
infinitesimal generator. Then we must have, for an appropriate f ,
A(n)s f (X
(n)
s ) = limt↓s
1
t − s

E[ f (Hn(Bt , t))|Fns ] − f (Hn(Bs, s))

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= lim
t↓s
1
t − s

E[ f (Hn(Bt , t))|F1s ] − f (Hn(Bs, s))

= f ′(Hn(Bs, s))∂Hn
∂s
(Bs, s)+ 12 f
′(Hn(Bs, s))
∂2 Hn
∂z2
(Bs, s)
+ 1
2
f ′′(Hn(Bs, s))

∂Hn
∂z
(Bs, s)
2
= 1
2
f ′′(Hn(Bs, s))

∂Hn
∂z
(Bs, s)
2
,
where we have used the fact that Hn(z, t) is space–time harmonic (for the Laplacian), i.e. it
satisfies the differential equation ∂Hn
∂t + 12 ∂
2 Hn
∂z2
= 0. In particular, since Hn(z, a)2 belongs to the
domain of the extended infinitesimal generator of (Bt , t), we deduce that

∂Hn
∂z (Bs, s)
2
must be
a function of Hn(Bs, s), or, more precisely that, for each s, there exists a measurable function g
such that, almost surely, |hn−1(Bs)| = g(hn(Bs)). This in turn implies that, almost everywhere,
|hn−1(z)| = g(hn(z)) and is easily seen not be the case. The proof is given for completeness in
Lemma 5. Therefore no such g exists and Hn(Bt , t) cannot be Markovian.
For n even, using an identical argument but with G1t instead of F1t , and the Markov process
B2t instead of Bt , we obtain that for Hn(Bt , t) to be a Markov process, Hn−1(Bt , t)2 must be a
function of Hn(Bt , t), which is again not possible. 
4. Mimicking Hn(Bt, t)
In [2], we give a method to mimic selfsimilar Markov martingales through an appropriate
randomization of the transition function (see [4] for a simpler construction in the special case
of the Brownian motion). For non-Markovian, but continuous, selfsimilar martingales, we can
mimic these processes via an application of a result of Gyo¨ngy [3] given as follows.
Theorem 3. Let (Yt )t≥0 be a process starting from 0 satisfying the stochastic differential
equation
dYt = ηt d Bt + χt dt,
where η and χ are bounded measurable adapted processes. Then there exists a process (Yt )t≥0
which is a weak solution to
dYt =η(Yt , t)d Bt + χ(Yt , t)dt,
where η(x, t) = E[η2t |Yt = x], χ(x, t) = E[χt |Yt = x], and Yt admits the same marginal
distributions as Yt .
Since we have just established that for n ≥ 3, X (n)t = Hn(Bt , t) is not Markovian, applying
Theorem 3 to X (n) (recall that d X (n)t = nHn−1(Bt , t)d Bt ) we obtain a Markov martingale X (n)
whose marginal distributions match those of X (n) and which satisfies dX (n)t = η(X (n)t , t)d Bt
with
η(x, t) = nE[H2n−1(Bt , t)|Hn(Bt , t) = x].
While, it is in general difficult to compute η(x, t), the functional dependence of both ηt and
Yt on (Bt , t) renders the evaluation of such quantity feasible.
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Proposition 1. Denote by φ(x), the probability density function of the standard normal
distribution and by ui (y) the values of u such that hn(u) = y. Then
η(x, t) = ntn/2


i
h2n−1(ui (xt−n/2))φ(ui (xt−n/2))
i
φ(ui (xt−n/2))
.
Proof. Let, for t > 0, Z t = Bt/√t . Then Z t is standard normal and
E[H2n−1(Bt , t)|Hn(Bt , t) = x] = tnE

h2n−1(Bt/
√
t)|hn(Bt/
√
t) = xt−n/2
= tnE[h2n−1(Z t )|hn(Z t ) = y],
where y = xt−n/2. The proof is ended by checking that
E[h2n−1(Z t )|hn(Z t ) = y] =

i
h2n−1(ui (y))φ(ui (y))
i
φ(ui (y))
. 
In order to proceed with the transition function randomization scheme suggested in Fan
et al. [2], we need to check that X (n) is selfsimilar. This is shown in Fan et al. [2] and reproduced
here for completeness.
Proposition 2. Suppose that (Z t )t≥0 is a continuous martingale whose differential can be
written as d Z t = γt d Bt for some predictable process γ . Let (Z∗t )t≥0 be the Markov martingale
that mimics (Z t )t≥0 by means of Theorem 3: Z∗ satisfies d Z∗t = γ ∗(t, Z∗t )d Bt with γ ∗(t, x) =
E(γ 2t |Z t = x). If Z is selfsimilar, then Z∗ is also selfsimilar with the same exponent.
Proof. From the scaling property of Z , we can establish the scaling of (Z , γ 2):
(Zct , ⟨Zc·, Zc·⟩t )t≥0 d=

cκ Z t ,

cκ Z , cκ Z

t

t≥0
⇒

Zct , c
 t
0
γ 2csds

t≥0
d=

cκ Z t , c
2κ
 t
0
γ 2s ds

t≥0
⇒

Zct , cγ
2
ct

t≥0
d=

cκ Z t , c
2κγ 2t

t≥0 .
From this we obtain the identity γ ∗(ct, x) = cκ−1/2γ ∗(t, x/cκ) since
γ ∗(ct, x) =

E[γ 2ct |Zct = x] = c−1/2

E[c2κγ 2t |cκ Z t = x]
= cκ−1/2γ ∗(t, x/cκ).
Then, using this together with the scaling of Brownian motion, we have
Z∗ct

t≥0 =
 ct
0
γ ∗(s, Z∗s )d Bs

t≥0
=
 t
0
γ ∗(cs, Z∗cs)d Bcs

t≥0
=
 t
0
cκ−1/2γ ∗

s,
1
cκ
Z∗cs

d Bcs

t≥0
J.Y. Fan et al. / Stochastic Processes and their Applications 122 (2012) 3506–3512 3511
d=
 t
0
cκ−1/2γ ∗

s,
1
cκ
Z∗cs

c1/2d Bs

t≥0
=
 t
0
cκγ ∗

s,
1
cκ
Z∗cs

d Bs

t≥0
,
that is,
1
cκ
Z∗ct

t≥0
d=
 t
0
γ ∗

s,
1
cκ
Z∗cs

d Bs

t≥0
.
Thus, any weak solution of d Z∗t = γ ∗(t, Z∗t )d Bt is selfsimilar and satisfies the scaling (Z∗ct )t≥0
d= (cκ Z∗t )t≥0. 
Applying this proposition to X (n) and X (n) we see that we can still produce a large family of
selfsimilar Markov martingales that mimic the former by mimicking the latter, itself a selfsimilar
Markov martingale.
An alternative construction of martingales that mimic Hn(Bt , t) is also given in Fan et al.
This is achieved by modifying the scheme for the Brownian motion in a way that ensures that
Hn(X t , t), and not X t , is a martingale.
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Appendix
The following lemma is used to show that Hn(Bt , t) generates the entire filtration of Bt , when
n is odd.
Lemma 1. Let n be an odd integer. If (|z1|, hn(z1)) = (|z2|, hn(z2)), then either z1 = z2, or,
z1 = −z2 and hn(z1) = hn(z2) = 0.
Proof. Note that z1 is either z2 or −z2. If z1 = −z2, then we have
hn(z1) = hn(z2) = hn(−z1) = −hn(z1),
since hn is odd, which implies hn(z1) = 0. 
The following lemmata are needed to show that Hn(Bt , t) cannot be Markovian for n ≥ 3.
Lemma 2. The local maxima of hn(z) are positive and the local minima of hn(z) are negative.
Proof. This follows from the differential equation h′′n(z)− zh′n(z)+ nhn(z) = 0. If z0 is a local
maximum of hn , then h′n(z0) = 0 and h′′n(z0) < 0, thus we must have hn(z0) > 0. On the other
hand, if z0 is a local minimum of hn , then h′n(z0) = 0 and h′′n(z0) > 0, therefore hn(z0) < 0. 
Lemma 3. If z1 and z2 are two zeros of hn and 0 ≤ z1 < z2. Then
|hn−1(z1)| < |hn−1(z2)|.
Proof. As hn(z1) = hn(z2) = 0, the recurrence relation of Hermite polynomials gives
hn+1(z1) = −nhn−1(z1) and hn+1(z2) = −nhn−1(z2). Note that hn+1 has local extrema at
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z1 and z2 since h′n+1(z) = (n + 1)hn(z). By Lemma 2, |hn+1(z1)| and |hn+1(z2)| are both
local maxima of |hn+1|. Then, since the local maxima of |hn(z)| increase as |z| increases (see
Proposition 3.5.1 in [1]), we have that |hn+1(z1)| < |hn+1(z2)|. Therefore, |−nhn−1(z1)| <
|−nhn−1(z2)|, or |hn−1(z1)| < |hn−1(z2)|. 
Lemma 4. Let ζn be the set of zeros of hn . Then ζn ∩ ζn−1 = ∅.
Proof. Suppose hn(z0) = hn−1(z0) = 0. Then, from the recurrence relation hn+1(z) =
zhn(z) − nhn−1(z), we deduce that hn−2(z0) = 0 which in turn implies that hn−3(z0) = 0,
and so on. We immediately deduce that h2(z0) = h1(z0) = 0 which contradicts the fact that
ζ2 ∩ ζ1 = ∅. 
Lemma 5. There is no measurable function g such that, almost everywhere, |hn−1(z)| =
g(hn(z)).
Proof. Let z1 and z2 be two positive zeros of hn . Lemma 3 tells us that |hn−1(z1)| ≠ |hn−1(z2)|,
while Lemma 4 shows that the sets of zeros of hn and that of hn−1 do not intersect. Therefore,
locally around z1 and z2, hn is strictly monotone. Let J = (−ε, ε) so that J is an open interval
that contains hn(z1) = hn(z2) = 0. Let Ik be the pre-image of J containing zk, k = 1, 2. Now,
choose J so that |hn−1|(I1)∩ |hn−1|(I2) = ∅ (this is possible because |hn−1(z1)| ≠ |hn−1(z2)|).
Then, for such a choice of J , we must have that, almost everywhere, |hn−1|(I1) = g(hn(I1)) =
g(J ) = g(hn(I2)) = |hn−1|(I2) which contradicts the fact that |hn−1|(I1)∩|hn−1|(I2) = ∅. 
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