Abstract. Suppose that f is a K-quasiconformal self-mapping of the unit disk D, which satisfies the following: (1) the biharmonic equation ∆(∆f ) = g (g ∈ C(D)), (2) the boundary condition ∆f = ϕ (ϕ ∈ C(T) and T denotes the unit circle), and (3) f (0) = 0. The purpose of this paper is to prove that f is Lipschitz continuos, and, further, it is bi-Lipschitz continuous when g ∞ and ϕ ∞ are small enough. Moreover, the estimates are asymptotically sharp as K → 1, g ∞ → 0 and ϕ ∞ → 0, and thus, such a mapping f behaves almost like a rotation for sufficiently small K, g ∞ and ϕ ∞ .
Preliminaries and main results
Let C ∼ = R 2 be the complex plane. For a ∈ C and r > 0, let D(a, r) = {z : |z − a| < r}, the open disk with center a and radius r. For z = x + iy ∈ C, the formal derivative of a complex-valued function f = u + iv is given by
Then, D f = |f z | + |f z | and λ(D f ) = |f z | − |f z | , (1 − |z| 2 ) 1 + log(1 − ze −iθ ) ze −iθ + log(1 − ze iθ ) ze iθ ϕ(e iθ )dθ,
2|ζ − z| 2 G(z, ζ) + (1 − |z| 2 )(1 − |ζ| 2 ) (1.5) × log(1 − zζ) zζ + log(1 − zζ) zζ g(ζ)dσ(ζ),
and dσ denotes the Lebesgue area measure in D. We refer the reader to [13, 14, 31] etc for more discussions in this line.
Given a subset Ω of C, a function ψ : Ω → C is said to belong to the Lipschitz space Λ(Ω) if sup z 1 ,z 2 ∈Ω,z 1 =z 2 |ψ(z 1 ) − ψ(z 2 )| |z 1 − z 2 | < ∞.
Further, a function ψ ∈ Λ(Ω) is said to be bi-Lipschitz continous if there is a positive constant M such that for all z 1 , z 2 ∈ Ω, (1.6)
For a given domain Ω, we say that a function u : Ω → R is absolutely continuous on lines, ACL in brief, if for every closed rectangle R ⊂ Ω with sides parallel to the axes x and y, respectively, u is absolutely continuous on almost every horizontal line and almost every vertical line in R. It is well-known that partial derivatives u x and u y exist almost everywhere in Ω.
The definition carries over to complex-valued functions.
The following is the so-called Mori's Theorem (cf. [6, 7, 22, 25, 32] ).
Theorem A. Suppose that f is a K-quasiconformal self-mapping of D with f (0) = 0. Then, there exists a constant Q(K), satisfying the condition
, where the notation Q(K) means that the constant Q depends only on K.
We remark that in [35] it is proved
A natural problem is that under which condition(s) a quasiconformal mapping is Lipschitz continuous. Recently, the study of this problem has been attracted much attention. For example, the Lipschitz characteristic of harmonic quasiconformal mappings has been discussed by many authors ( [4, 18, 19, 21, 26, 30, 33, 34] ). The Lipschitz continuity of (K, K ′ )-quasiconformal harmonic mappings has also been investigated in [3, 23] . See, e.g., [8, 9, 12, 17, 24, 29, 34, 36, 37] for more discussions on the properties of harmonic quasiconformal mappings. On the study of the Lipschitz continuity of quasiconformal mappings satisfying certain elliptic PDEs, we refer to [1, 20, 22, 25] . The following result is from [25] , which is a generalization of the main results of [33, 34] .
Theorem B. ([25, Theorem 1.2]) Suppose that K ≥ 1 is arbitrary and g ∈ C(D). Then, there exist constants N(K, g) and M(K) with lim K→1 M(K) = 1 such that if f is a K-quasiconformal self-mapping of D satisfying the P DE : ∆f = g with f (0) = 0, then for z 1 , z 2 ∈ D,
where g ∞ = sup z∈D {|g(z)|}.
The aim of this paper is to discuss the Lipschitz continuity of quasiconformal self-mapping of D satisfying the equation (1.1) with the boundary condition (1.2). Our result is as follows. Theorem 1.1. Let g ∈ C(D), ϕ ∈ C(T), and let K ≥ 1 be a constant. Suppose that f is a K-quasiconformal self-mapping of D satisfying the equation (1.1) with ∆f = ϕ in T and f (0) = 0. Then, there are nonnegative constants M j (K) and
such that for all z 1 and z 2 in D,
Remark 1.1. By the discussions in Step 3 of the proof of Theorem 1.1 in Section 3, we see that the co-Lipschitz continuity coefficient
and ϕ ∞ ≤ 25 (38+101K 2 )46 2(K−1) (see Corollary 3.1)). Example 4.1 shows that this condition for f to be co-Lipschtz continuous cannot be replaced by the one that ϕ and g are arbitrary. In Section 4, another example is constructed to illustrate the possibility of f from Theorem 1.1 to be bi-Lipschitz continuous.
We will prove several auxiliary results in the next section, Section 2. The proof of Theorem 1.1 will be presented in Section 3, and in Section 4, two examples are constructed.
Preliminaries
In this section, we shall prove several lemmas which will be used later on. The first lemma is as follows.
Lemma 2.1. Suppose that ϕ ∈ C(T) and G 1 [ϕ] is defined in (1.4) . Then, the following statements hold:
where 
Then, Ω F (x, w)dµ(w) is an absolutely continuous function with respect to x, and for almost every x ∈ X, its derivative exists, which is given by
Proof of Lemma 2.1. To prove the first statement of the lemma, we only need to show the inequality:
since the proof for the other one is similar. Let
and
First, we estimate |I 1 (z)|. Since
and since Hölder's inequality implies
, we see that
It follows from
that max x∈[0,1) {h(x)} does exist. Then, we obtain that for z ∈ D,
{h(x)}.
Next, we estimate |I 2 (z)|. Since
we obtain from Hölder's inequality that
Then, it follows from
Now, (2.5), (2.6) and Theorem C guarantee that
as required. It follows from the first statement of the lemma and the Vitali Theorem (cf. [10,
has a continuous extension to the boundary, and thus,
which implies
These show that (2.1) and (2.3) hold. Similarly, we see that (2.2) and (2.4) are also true. Hence, the proof of the lemma is complete.
The following result is useful for the proof of Lemma 2.2 below.
where α > 0 and Γ denotes the Gamma function.
Then, the following statements hold:
have continuous extensions to the boundary, and further, for θ ∈ [0, 2π],
, and (2.10)
Proof. To prove the first statement, we only need to prove the inequality:
because the proof for the other one is similar. For this, let
We are going to estimate the norms of I 3 (z), I 4 (z), I 5 (z), I 6 (z), respectively. Before these estimates, we need some preparation. Set
and (2.12)
Firstly, we estimate |I 3 (z)|. Since (2.11) and (2.12) guarantee that
by letting w = re iθ , we obtain
Moreover, Hölder's inequality and Theorem D show that
, we see that 1 2π
Secondly, we estimate |I 4 (z)|. By Theorem D, we obtain that 1 2π
which implies (2.14)
Moreover, by (2.11), (2.12), and by applying w = re iθ , we have
which, together with (2.14), yields
It follows from Hölder's inequality that
.
By letting ζ = ρe it , we get
Finally, we estimate |I 6 (z)|. Let
By using Hölder's inequality, we obtain that
we see that
, which imples
Therefore, by (2.13), (2.15), (2.16), (2.17) and Theorem C, we conclude that we have lim
Then, (2.9) easily follows from (2.15) and (2.16). Similarly, we know that (2.8) and (2.10) are also true. Hence, the lemma is proved.
Lemma 2.3. For ϕ ∈ C(T) and g ∈ C(D), suppose that f is a sense-preserving homeomorphism from D onto itself satisfying (1.1) and ∆f = ϕ in T, and suppose that f is Lipschitz continuous in D. Then, for almost every e iθ ∈ T, the following limits exist:
Further, we have
, where f (e iθ ) = e iη(θ) and η(θ) is a real-valued function in [0, 2π].
Before the proof of Lemma 2.3, let us recall the following result (cf.
and for almost every e iθ ∈ T,
Moreover, the function F (e iθ
Proof of Lemma 2.3. We first prove the existence of the two limits in (2.18). By Lemmas 2.1 and 2.2, we get that for any e iθ ∈ D,
and lim
Again, by Lemmas 2.1 and 2.2, we know that 
we infer from (2.23) that where
, and
Now, we are going to prove (2.19) and (2.20) by estimating the quantities I 7 , |I 8 | and |I 9 |, respectively. We start with the estimate of I 7 . Since
where ·, · denotes the inner product, it follows that (2.25)
Next, we estimate |I 8 |. For this, let
By Hölder's inequality, we have
, which yields
Thus, (2.26)
Finally, we estimate |I 9 |. To reach this goal, let
we deduce that
Now, we conclude from (1.5) and (2.16) that (2.27)
Hence, (2.19) and (2.20) follow from the inequalities (2.24) ∼ (2.27) along with the following chain of inequalities:
The proof of the lemma is complete.
The following is the so-called Heinz-Theorem.
Theorem F. ([15, Theorem])
Suppose that f is a harmonic homeomorphism of D onto itself with f (0) = 0. Then, for z ∈ D,
Our next lemma is a generalization of Theorem F. 
Then,
Then, F is also a harmonic homeomorphism of D onto itself with F (0) = 0. By Theorem F, we have
where w = φ(ζ). This is what we need.
The following result is a direct consequence of Lemma 2.4. The purpose of this section is to prove Theorem 1.1. The proof consists of three steps. In the first step, the Lipschitz continuity of the mappings f is proved, the co-Lipschitz continuity of f is demonstrated in the second step, and in the third step, the Lipschitz and co-Lipschitz continuity coefficients obtained in the first two steps are shown to have bounds with the forms as required in Theorem 1.1.
Before the proof, let us recall a result due to Kalaj and Mateljević, which is used in the discussions of the first step. 
in Ω, then f has bounded partial derivatives. In particular, it is a Lipschitz mapping in Ω.
Step 3.1. Lipschitz continuity.
We start the discussions of this step with the following claim. We are going to verify the existence of these two limits by applying Theorem G and Lemma 2.3. For this, we need to get an upper bound of the quantity |∆f (z)| as stated in (3.1) below. By the formula (1.3) in [25] (see also [16, pp. 118 -120]), we have that for z ∈ D,
Since Theorem D implies
, and so, we get
Now, the existence of the limits
almost everywhere in T follows from Theorem G and Lemma 2.3. For convenience, in the following, let
Since for almost all z 1 and z 2 ∈ D,
we see that, to prove the Lipschitz continuity of f , it suffices to estimate the quantity C 2 (K, ϕ, g). To reach this goal, we first show that the quantity C 2 (K, ϕ, g) satisfies an inequality which is stated in the following claim.
To prove the claim, we need the following preparation. Firstly, we prove that for almost every θ ∈ [0, 2π],
Since f is a K-quasiconformal self-mapping of D, we see that f can be extended to the homeomorphism of D onto itself. For θ ∈ [0, 2π], let
Then, by (2.22), we see that f (e iθ ) is absolutely continuous. It follows that
, which implies
almost everywhere in [0, 2π], where r ∈ [0, 1). Since the existence of the two limits D f (e iθ ) = lim z→e iθ ,z∈D D f (z) and J f (e iθ ) = lim z→e iθ ,z∈D J f (z) almost everywhere in [0, 2π] guarantees that
we deduce from (2.19) and (3.4) that
from which the inequality (3.3) follows. Secondly, we show that for any ǫ > 0, there exists θ ǫ ∈ [0, 2π] such that
For the proof, let t ∈ [0, 2π], and let
is harmonic, we see that H t is analytic in D, and thus,
Then, the facts
which, together with Lemmas 2.1 and 2.2, guarantees that for all z ∈ D,
from which the inequality (3.5) follows. Let
|e it − e iθǫ | 2 dt. Finally, we need the following estimate of ν:
Since it follows from (3.2) that for almost all θ 1 , θ 2 ∈ [0, 2π],
we infer that
from which, together with Theorem A, the inequality (3.6) follows. Now, we are ready to finish the proof of the claim. It follows from (3.5) that
and so, (3.3) and (3.6) give
Moreover, by [17, Lemma 1.6], we know that
which shows µ 1 < ∞. By letting ǫ → 0 + , we get from (3.8) that
as required.
The following is a lower bound for C 2 (K, ϕ, g).
we conclude that
Then, it follows from (3.7) and the following fact
Hence, the claim is true.
An upper bound of C 2 (K, ϕ, g) is established in the following claim.
where
The proof of this claim easily follows from [25, Lemma 2.9] . Now, we are ready to finish the discussions in this step. By Claims 3.2 and 3.3, we obtain 1 ≤ C 2 (K, ϕ, g) ≤ µ 6 , where µ 6 = (µ 1 + µ 2 )
K . By letting
Then, the Lipschtz continuity of f easily follows from these estimates of C 2 (K, ϕ, g).
Step 3.2. Co-Lipschitz continuity.
We begin the discussions of this step with some preparation which consists of the following two claims.
and (3.11)
which, together with Lemmas 2.1 and 2.2, implies
Then, we know from (3.12) that, to prove the claim, it suffices to show that
Again, it follows from (3.4) that
and thus, (2.20) gives
|e it − e iθ | 2 dt − µ 8 . This implies that, to prove (3.13), we only need to verify the validity of the following inequality:
We now prove this inequality. On the one hand, since f −1 is a K-quasiconformal mapping, it follows from Theorem A that for any z 1 , z 2 ∈ D,
On the other hand, since f (0) = 0 and x 2 log
Then, we infer from (3.16) and the following fact:
Obviously, the inequality (3.14) follows from (3.15) and (3.17) , and so, the claim is proved.
By the Choquet-Radó-Kneser theorem (see [5] ), we see that P f * is a sensepreserving harmonic diffeomorphism of D onto itself. Then, by Corollary 2.1, we can let
in D, and for τ ∈ [0, 2π], let
Then, by Corollary 2.1,
By Claim 3.5, we have 
from which, together with the arbitrariness of τ ∈ [0, 2π], the claim follows. Now, we are ready to finish the proof of the co-Lipschitz continuity of f . Since
we see from Claim 3.6, Lemmas 2.1 and 2.2 that And, we know from (3.10) and (3.11) that C 1 (K, ϕ, g) > 0 for small enough g ∞ and ϕ ∞ . Since for any z 1 , z 2 ∈ D,
we conclude that f is co-Lipschitz continuous.
Step 3.3. Bounds of the Lipschitz continuity coefficients C 1 (K, ϕ, g) and C 2 (K, ϕ, g).
The discussions of this step consists of the following two claims. show that these two constants are what we want, and thus, the claim is true. Now, by the discussions of Steps 3.1 ∼ 3.3, we see that the theorem is proved.
As a direct consequence of Claim 3.8, we have the following result. 
Two examples
The purpose of this section is to construct two examples. The first example shows that the co-Lipschitz continuity of f from Theorem 1.1 is invalid for arbitrary g and ϕ, and the second one illustrates the possibility of f to be bi-Lipschitz continuous. where a i (K) (i = 1, 2) are from Corollary 3.1. Now, it follows from Corollary 3.1 that f is co-Lipschitz continuous, and so, it is bi-Lipschitz continuous.
