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Salah satu bidang pengolahan sinyal yang berpengaruh dalam teknologi komunikasi adalah 
pengenalan ucapan. Pengenalan ucapan telah memungkinkan suatu perangkat lunak untuk 
mengenali kata-kata yang diucapkan. Aplikasi pengenalan ucapan dapat menjadi solusi 
untuk mengenali kata dari sebuah ucapan. Aplikasi ini dikembangkan menggunakan 
Linear Predictive Coding (LPC) untuk ekstraksi ciri sinyal ucapan dan Hidden Markov 
Model (HMM) untuk pembentukan model tiap kata ucapan. Data ucapan yang digunakan 
untuk pelatihan dan pengujian berasal dari 10 sumber perekam (5 pria dan 5 wanita) yang 
masing-masing mengucapkan 10 kata dan untuk setiap pengucapannya diucapkan 
sebanyak 10 kali. Pengujian dilakukan dengan menggunakan 10-fold cross validation 
untuk setiap pasangan orde LPC dan state HMM. Performasi sistem diukur berdasarkan 
aspek rata-rata akurasi dari pengujian perekam pria dan wanita. Berdasarkan hasil 
pengujian, jumlah state HMM berpengaruh terhadap akurasi sistem dan hasil akurasi 
terbaik pada orde LPC=13 dan state HMM=16 sebesar 94,20%.  
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Speech recognition is influential signal processing in communication technology. Speech 
recognition has allowed a software to recognize the spoken word. Speech recognition 
could be a solution to recognize the word of an utterance. This application was developed 
using Linear Predictive Coding (LPC) for feature extraction of speech signal and Hidden 
Markov Model (HMM) for generating the model of each word utterance. The data of 
utterance used for training and testing was produced by 10 speaker (5 men and 5 women) 
whose each speakers spoke 10 words and each of words utterance spoken for 10 times. 
This research is tested using 10-fold cross validation for each pair LPC order and HMM 
states. System performance is measured based on the average accuracy testing from men 
and women speakers. According to the test results that the amount of HMM states affect 
the accuracy of system and the best accuracy is 94,20% using LPC order=13 and HMM 
state=16.  
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Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, ruang 
lingkup, dan sistematika penulisan penelitian mengenai Aplikasi Pengenalan Ucapan 
Menggunakan Linear Predictive Coding (LPC)  dan Hidden Markov Model (HMM). 
1.1. Latar Belakang 
Pengolahan sinyal memegang peranan penting dalam ilmu pengetahuan dan 
teknologi khususnya teknologi komunikasi, baik pengolahan sinyal analog maupun 
pengolahan sinyal digital. Salah satu bidang pengolahan sinyal yang berpengaruh 
dalam teknologi komunikasi adalah pengenalan ucapan (speech recognition). 
Pengenalan ucapan telah memungkinkan suatu perangkat lunak untuk 
mengenali dan memahami kata-kata yang diucapkan dengan cara digitalisasi kata 
dan mencocokkan sinyal digital dengan suatu pola tertentu. Kata-kata yang 
diucapkan diubah bentuknya menjadi sinyal digital dengan cara mengubah 
gelombang ucapan menjadi sekumpulan angka yang kemudian disesuaikan dengan 
kode-kode tertentu untuk mengidentifikasi kata-kata tersebut. Hasil dari identifikasi 
kata yang diucapkan dapat ditampilkan dalam bentuk teks (Lestary, 2012). 
Masalah pokok yang dihadapi pada pengenalan ucapan adalah keakuratan  
dalam membedakan ucapan manusia. Ucapan manusia mempunyai karakteristik yang 
sangat kompleks, satu kata yang diucapkan oleh orang yang berbeda akan 
menghasilkan karakteristik ucapan yang berbeda. Selain itu, faktor kesehatan dan 
psikologi seseorang juga dapat mempengaruhi ucapan yang diucapkan. 
Salah satu metode yang dapat digunakan dalam pengenalan ucapan adalah LPC 
sebagai ekstraksi ciri sinyal ucapan dan HMM sebagai pengenalan pola. LPC 
merupakan salah satu teknik ekstraksi ciri yang bekerja cukup baik pada pengenalan 
ucapan. Metode LPC secara matematis tepat dan sederhana serta mudah diterapkan. 
LPC juga menyediakan parameter ucapan yang cukup akurat dan termasuk cukup 
efisien untuk komputasi. Tahapan yang ada pada LPC adalah preemphasis, frame 
blocking, windowing, analisis autokorelasi, analisis LPC, konversi koefisien LPC ke 




HMM merupakan metode yang dapat mengelompokkan sifat-sifat spektral dari 
tiap bagian ucapan pada beberapa pola. Teori dasar dari HMM adalah dengan 
mengelompokkan sinyal ucapan sebagai proses parametrik acak, dan parameter 
proses tersebut dapat dikenali (diperkirakan) dalam akurasi yang tepat. HMM adalah 
metode populer dan banyak digunakan pada pengenalan pola untuk sistem 
pengenalan ucapan karena HMM handal dalam berbagai aplikasi pengenalan ucapan 
dan terintegrasi dengan baik ke dalam sistem (Rabiner & Juang, 1993). 
Penelitian dalam bidang pengenalan ucapan menggunakan LPC dan HMM 
sudah pernah dilakukan diantaranya “Pengidentifikasian Kata dengan Menggunakan 
Metode Hidden Markov Model (HMM) melalui Ekstraksi Ciri Linear Predictive 
Coding (LPC)” dengan tahapan LPC hingga analisis LPC (Munawar, 2010) dan 
“Aplikasi Pengenalan Ucapan sebagai Pengatur Mobil dengan Pengendali Jarak 
Jauh” dengan tahapan LPC hingga analisis autokorelasi (Saksono, 2008). Kedua 
penelitian tersebut belum menggunakan tahapan preprocessing sinyal ucapan 
(normalisasi amplitudo dan endpoint detection) dan semua tahapan LPC.  
Oleh karena itu penelitian yang dilakukan adalah membuat aplikasi pengenalan 
ucapan menggunakan  preprocessing sinyal ucapan (normalisasi amplitudo dan 
endpoint detection), LPC dengan semua tahapan yang ada dan HMM.  
1.2. Rumusan Masalah 
Berdasarkan uraian pada latar belakang, maka rumusan masalah yang diangkat 
pada penelitian ini adalah bagaimana membuat aplikasi pengenalan ucapan 
menggunakan LPC dan HMM. 
1.3. Tujuan dan Manfaat 
Tujuan yang ingin dicapai dalam penelitian ini adalah menghasilkan aplikasi 
pengenalan ucapan menggunakan LPC dan HMM. Selain itu juga untuk mencari 
pasangan parameter (orde LPC dan state HMM) yang menghasilkan tingkat akurasi 
paling tinggi. 
Manfaat yang diharapkan dapat tercapai dari hasil penelitian ini adalah : 
1. Berkontribusi dalam pengembangan aplikasi pengenalan ucapan. 




1.4. Ruang Lingkup 
Ruang lingkup Aplikasi Pengenalan Ucapan Menggunakan LPC dan HMM 
adalah sebagai berikut : 
1. Aplikasi bersifat speaker dependent dengan menggunakan pembicara tunggal 
dan tidak kontinyu. 
2. Aplikasi berupa isolated word speech recognition. 
3. Database yang digunakan berasal dari sumber perekam yang berusia 19-25 
tahun sebanyak 10 orang (5 orang pria dan 5 orang wanita) dengan pengucapan 
sebanyak 10 kali untuk tiap kata dan perekaman dilakukan di ruang yang sunyi 
tanpa adanya noise. 
4. Kata yang dijadikan objek penelitian berjumlah 10 yaitu: “jurusan”, “teknik” , 
“informatika”, “fakultas”, “sains”, “dan”, “matematika”, “universitas”, 
“diponegoro”, “semarang”. 
5. Ucapan yang di-input-kan berupa file ucapan digital / audio (*.wav) dan output 
berupa teks yang ditampilkan pada aplikasi. 
6. Sampling rate audio yang digunakan adalah 8000 Hz dan channel audio berupa 
mono / single channel. 
7. Sistem ini diimplementasikan berbasis desktop, dengan bahasa pemograman 
MATLAB R2012b. 
1.5. Sistematika Penulisan 
Untuk memberikan suatu gambaran yang urut dan jelas mengenai pembahasan 
penyusunan Aplikasi Pengenalan Ucapan Menggunakan LPC dan HMM berikut ini 
disesuaikan dengan sistematika penulisan, yaitu : 
BAB I   PENDAHULUAN 
Bab ini membahas latar belakang, rumusan masalah, tujuan dan 
manfaat, ruang lingkup, serta sistematika penulisan dalam penelitian 
mengenai Aplikasi Pengenalan Ucapan Menggunakan LPC dan 
HMM. 
BAB II  LANDASAN TEORI 
Bab ini menyajikan landasan teori yang berhubungan dengan topik 
penelitian. Landasan teori yang digunakan dalam penyusunan 
laporan penelitian  ini meliputi sinyal ucapan, pengenalan ucapan, 
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preprocessing, LPC, HMM, Unified Process, dan Unified Modeling 
Language (UML). 
BAB III  FASE INCEPTION DAN FASE ELABORATION 
Bab ini menyajikan tahapan proses pembangunan perangkat lunak 
menggunakan model pengembangan Unified Process. Pada bab ini 
disajikan dua fase awal yaitu Inception dan Elaboration. 
BAB IV FASE CONSTRUCTION DAN TRANSITION 
Bab ini menyajikan tahapan proses pembangunan perangkat lunak   
menggunakan model pengembangan Unified Process. Pada bab ini 
disajikan fase Construction dan Transition yaitu fase untuk 
melakukan pengkodean sistem dan melakukan pengujian sistem. 
BAB V PENUTUP 
Penutup berisi kesimpulan dari penelitian ini dan saran-saran penulis 
untuk pengembangan lebih lanjut dari penelitian serupa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
