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ABSTRACT 
Let 11. II be a norm on R”, and 9 a compact convex semigroup of linear 
11 [l-contractions. Given two k-tuples of n-vectors, (x(i), , xck’> and (y(l), , y’“‘), 
we seek conditions for the existence of a contraction S E 9 that simultaneously takes 
xci) to yci), that is, Sr (i) = yci), for all i = 1, . , k!. Straightforward application of the 
separation theorem for convex sets provides a general but abstract result, in the form 
of a system of inequalities. Specializing 11. I( to the l-norm and the m-norm, respec- 
tively, and 9 to comprise either all contractions or those contractions that preserve a 
particular linear form, it is possible to evaluate the characteristic functionals arising 
from the separation theorem. Thereby the abstract result can be reduced to a 
tractable form, which turns out to be of the Hahn-Banach type. 
INTRODUCTION 
Recently Schranner, Seligman, and one of the authors [8] proved 
THEOREM A. The following assertions about pairs (x, y> and (x ‘, y ‘) of 
n-dimensional probability vectors are equivalent: 
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(I) There is a stochastic matrix S which simultaneously takes x to x’ and 
y to y’, that is, Sx = x’ and Sy = y’. 
(II) The mixing distance of the pair (x, I/) is greater than or equal to that 
of the pair (x ‘, y ‘), that is, 
IIX’ - 7y’ll, G Ilx - 7yll1 forall 0~ TE R. 
Here, as usual, the l-norm of a vector x = [x,] E R” is the sum of the 
absolute values of its components, (1 x 111 = Cl xi I. A matrix is stochastic if all 
of its entries are nonnegative and all column sums are equal to one, and a 
vector is called a probability vector if all of its components are nonnegative 
and add up to one. 
With the particular choice y ’ = y = eo, the constant vector with compo- 
nents whose sum is equal to one, this reduces to a well-known theorem due 
to Hardy, Littlewood, and Polya (see [4]); 
THEOHEM B. The following statements about two probability vectors x 
and x ’ are equivalent: 
(I) There is a doubly stochastic matrix D such that Dx = x’. 
(II) The mixing character of x ’ is greater than or equal to that of x, 
that is, 
(IX’ - 7e,lll G Ilx - 7e,lll forall 0<r~R. 
Here a matrix is doubly stocha.stic if it is stochastic and moreover all row 
sums are equal to one. 
Remark that the implication (I) * (II) is trivial in each of Theorems A 
and B, and that the inequality in (II) is true for all r E R. 
Observing that a stochastic matrix is characterized as a (linear) trace- 
preserving ]I * II - 1contraction of R” and that stochastic matrices form a com- 
pact convex (multiplicative) semigroup with identity, in this paper we treat 
the following problem: Let ]I. 1) be a norm on R”, and 9 be a compact 
convex semigroup with identity of contractions of (R”, 11 * II). Given two 
k-tuples of vectors [r(j)], [y(j)] of R”, find conditions for the existence of a 
contraction S E 9 that simultaneously takes x(j) to y(j), that is, S,(j) = y(j) 
for all j = 1,. , k. 
On the basis of the familiar separation theorem for compact convex 
subsets, it is not difficult to give an answer to this problem in an abstract form 
(Theorem 1). We are especially interested in the case when 9 consists of all 
(linear) (1. II-contractions, and in particular, when ]I * ]I is specialized to the 
I-norm and the m-norm, respectively. 
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When specialized to the a-norm, lj~ll~ = max, /xi1 for x = [xi], the 
theorem says that there exists a ]I * 11 cc contraction of R” that simultaneously -
takes x(j) into y (j) for all j = 1, . , k if and only if 
(Theorem 2). Since the above inequality implies that the correspondence 
cc$j) --f cajy (j) defines a 11. I),-contractive linear map from the subspace 
of R” spanned by the x(j) (j = 1, . . , k) into R”, Theorem 2 is equivalent to 
stating that any ]I * 11 z contractive linear map from a subspace of R” into R” -
can be extended to a I(. ((,-contraction of R” (Corollary 3). In this form, 
however, the assertion is a corollary of the classical Kantorovich theorem, a 
generalization of the Hahn-Banach theorem. 
In the other special case considered here, that of the I-norm, the system 
of inequalities according to Theorem I cannot be reduced to a convenient 
and simple form like that in Theorem 2, valid for all k < a. For k = 2, 
however, owing to a special property of polyhedral norms on R2 (Lemma 41, 
as the key result of this paper, an analogue of Theorem 2 can be proved: 
There exists a (1 * [[r-contraction of R” that simultaneously takes x(j) to y(j) 
for j = 1,2 if and only if 
Ijay1 y(1) + (y2 yq, < Ilcqd’) + a2 ml1 for all ~yi ER, a!2 E R 
(Theorem 5). This result generalizes Theorem A from trace-preserving 11. Ill- 
contractions to the case of general 11. /Ii-contractions. 
Theorem 5 can also be reformulated as a Hahn-Banach type result as 
follows (Corollary 6): Any 11 * II - I contractive linear map into R”, defined on a 
subspace of R” of dimension < 2, can be extended to a II . I/i-contraction of 
R”. In addition, it can be shown that this is not true, in general, for 
11. Ill-contractions defined on subspaces of dimension > 3. 
Related problems have been treated by Alberti and Uhlmann [I], using 
techniques based on separation theorems for convex sets. In this paper we 
use the same approach as the principal theoretical tool, but then put the main 
effort into reduction of the abstract results to a tractable form. The interpre- 
tation of our results as generalizations of the Hahn-Banach theorem has been 
motivated by the presentation of results from [l] and [S] in a recent paper of 
Ando [2]. 
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1. ABSTRACT FORM 
Let 9 be a compact convex (multiplicative) semigroup with identity of 
linear maps of R”. For a vector x E R”, denote by 9(x) the Y-orbit of X, 
9’(s) = (x’ = Sx; S EY}. Then for a vector y E R”, there exists an S ~27 
that takes x to y if and only if y belongs to Y(x). Since by assumption 9 is 
a compact convex set of operators, 9’(x) is a compact convex subset of R”. 
Since every linear form on R” is given by the scalar product ( 2, . > with a 
vector 2 E R”, the separation theorem for convex sets (see [S]) implies that 
z/ E9’(X) if and only if 
(z, y> < sup (z, Sr) forall z E R”. (1.1) 
SEY 
For each z E R”, define a functional s;(.) of R” by 
s,(w) = sup (2, SW) for all w E R”. (1.2) 
SE9 
Since by assumption 9 is a multiplicative semigroup with identity, y E 9(x> 
is equivalent to ZY’( y> CT’(X). Therefore we can conclude that there is an 
S EY that takes x to y if and only if 
s;( y) =s ,(x) forall z E R”. (1.3) 
Now consider the direct sum R”” = R” $ R” @ ..* @ R” of k copies of 
R”, consisting of k-tuples w = (u;(l), . , wck’) of vectors w(J) E R”. Remark 
that every linear form f<.> on Rkr’ is given by the scalar product (inherited 
from that of R”) with a vector z = (z(‘), . , zck’>, that is, 
j=l 
for all u; E Rk”. (1.4) 
Consider further the subset diag 3” = {(S, . , S); S E9) of linear maps of 
R”“, defined by the diagonal action of 9 on Rk”. It is immediate to see that 
diag Yk is a compact convex (multiplicative) semigroup with identity of 
linear maps of Rkn. 
Putting together this observation and the general existence criterion 
stated before leads to the following assertion. 
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THEOREM 1. Let 9 be a compact convex (multiplicative) semigroup 
with identity of linear maps of R”. Given two k-tuples [ x(j)], [ y(j)] of vectors 
of R”, there exists an S EP’ that simultaneously takes x(j) to y(J) for all 
j = l,..., k if and only if 
sz( Y> G s;( x> for all .z E R”“. 
Here x = (xc’), . . , IX(~)>, y = (y(l), . , yck’), z = (z(l), . , zck)), and 
+) = sup i (G, 53(j)). 
SEPj=l 
(1.5) 
2. RESULTS FOR THE m-NORM 
In this section 9 is chosen as a compact convex (multiplicative) semi- 
group with identity of linear (1. (1 a contractions - of R”. Recall that a matrix 
S = [S,,] gives rise to a (( * [(,-contraction if and only if 
i IS,,I =G 1 forall p = l,...,n. (2.1) 
q = 1 
A matrix S with this property, in addition, preserves the first component, that 
is, (SW)~ = wi for w E R”, if and only if S,, = 1. 
If Y is chosen as the class of all 11. ]I,-contractions, the function& s;(e) 
occurring in Theorem 1 are readily evaluated as follows: For x = 
(x(i), . , xck’) and z = (z(‘), . . , zck)> E Rk”, and with the notation xij) for 
the ith component of the jth vector x(j) E R”, we have 
(2.2) 
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If 9 is chosen as the class of I( * ((,-contractions which preserve the first 
component, we similarly arrive at 
k 
+ C px$j) 
m j=l 
Since the [ zy)] can be arbitrarily chosen, we see that when 
of all (1 . I],-contractions, 
s,( y) =G s,(x) for all ZER k n 
holds if and only if 
(2.3) 
is the class 
(2.5) 
Similarly, when 9’ is the class of 11 . )I - z contractions preserving the first 
component, (2.5) 1s valid if and only if, in addition to (2.61, the following 
relations are satisfied: 
Yl 
0) = xij) for all j = l,...,k. (2.7) 
Summing up, we can see that Theorem 1 takes the following forms for 
those classes of (1. (/,-contractions considered above. 
THEOREM 2. Let [ x(.f)] and [ y’.“] he two k-tuples of vectors of R”. 
(I) There is n II . [(,-contraction that simultaneously tnkes x(j) to y(j) for 
j = l,..., k ifund only $ (2.6) i.s sutisfied, thut is, 
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(II) There is a 1). L-contraction preserving the first component that 
simultaneously takes n-(j) to y(j) for j = 1, , k if and only if both (2.6) and 
(2.7) are satisfied, that is, 
and 
yp) = x[j) forall j = l,...,k. 
Now suppose that there is given a 11. I( - mcontractive linear map T from the 
subspace of R” spanned by x(i), . . , xck) into R”. Let y(j) = TX(~) for 
j=l 1 . 1 k. Then the 11 * II,-contractivity of T implies that 
j=l > . . , k. (2.8) 
Therefore (2.6) is satisfied for the k-tuples [r(j)] and [y(j)]. Then by 
Theorem 2 there is a II . II,-contraction S of R” such that 
TX(i) = S,(i) for all j = l,...,k, (2.9) 
that is, S is a contractive extension of T to the whole space R”. If in addition 
T preserves the first component, that is, 
(T.W)i = Q) for all j=l k ,..., > (2.10) 
then T can be extended to a 11. II,-contraction which also preserves the first 
component. 
Therefore Theorem 2 can be equivalently expressed in the following 
form. 
COROLLARY 3. Any II.Ilm- contractive linear map T from a subspace of 
R” into R” can be extended to a linear 1). I),-contraction S of R”. If, in 
addition, T preserves the first component, so does S. 
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The first part of Corollary 3, in fact, is a special case of a classical 
theorem, which is usually attributed to Kantorovich (see e.g. [6]) but appears 
to go back to Nachbin [‘il. This th eorem states that any contractive linear map 
from a subspace of a Banach space X into a Banach space Y of L” type can 
he extended to a linear contraction from X to Y. The second part of 
Corollary 3 can also be derived from this theorem. 
We should like to emphasize that Corollary 3 does not hold trivially, as 
would be the case if any subspace X of R” had a contractive projector P 
onto it. Then, if T is a contractive linear map from X to R”, trivially, S = TP 
would be a contractive linear map on R”, extending T. This is e.g. true in the 
case of the euclidean metric, that is, for the Z-norm of R”, but it is not so for 
the m-norm. 
3. RESULTS FOR THE l-NORM 
In this section 9 is chosen as a compact convex (multiplicative) semi- 
group with identity of linear II* I( - 1contractions of R”. Recall that a matrix 
S = [S,,,] gives rise to a I( . )I l-contraction if and only if 
lt Is1’4l G 1 forall q = l,...,n. (3.1) 
p=l 
A matrix with this property in addition preserves the trace-that is, 
C(Su;), = tr(Sw) = tr(w> = Cu;, for all u; E R”-if and only if 
k s,, = 1 for all q = l,...,n. (3.2) 
p= 1 
Note that a trace-preserving linear I[ . [(l-contraction is nothing but a stochas- 
tic map. 
If 9’ is chosen as the class of all I[ * Ill-contractions, the functionals sz(.) 
defined in (1.5) are evaluated as follows. For x = (x(l) ~(~1) and ,...,_ z= 
(z”‘, . . ) dk’) E IP”, and with x!j) denoting the ith entry in the jth vector 
x(j) E R”, as in the preceding section, we have 
s_(x) = sup i (dj), sx(j)) = 2 ,r:z, ,$ z;)x~) I I (3.3) SE9j= 1 q=, .. -. I-1 
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Any k-tuple u = (u(i), . , uck)) of n-vectors u(j) E R” is associated with an 
n-tuple u?’ = (t+,), . , ucnj) of k-vectors ucyJ E Rk, whose jth entry is given 
bY ,I u(j), forj = I,. . , k and p = 1, . , n. Making use of this, the expression 
for s,(x) can be rewritten as follows: 
(3.4) 
Now by Theorem 1, given two k-tuples [r(j)] and [@‘I of vectors of R”, 
there is a 11 *(Ii-contraction that simultaneously takes r(j) to y’.” for all 
j = l,..., k if and only if 
holds for all (z(i), , zcnj) E Rnk = Rk @ 1.. CB Rk. 
Before trying to simplify these results, let us first turn to the case where 
9 is the class of linear 11 . I/i-contractions preserving the trace, that is, the 
class of stochastic linear maps of R”. It is easy to see that in this case 
(3.6) 
Therefore, by Theorem 1, given two k-tuples of vectors [r(j)] and [ y(j)] E R”, 
there is a stochastic map that simultaneously takes x(j) to y(j) for all 
j = l,..., n if and only if 
holds for all z(i), . . . , .zcnj E Rk. 
It is obvious that if there is a stochastic map that simultaneously takes r(j) 
t0 y(j) for j = 1,. . , k, then (3.5) is satisfied and, in addition, 
tr( y(j)) = tr( #I) for all j = l,...,k. (3.8) 
Hence (3.7) imp1 ies (3.5) and (3.8). The converse implication is not valid in 
general. It is, however, true if the subspace of R” spanned by the x(J), 
j = l,..., k, has a nontrivial intersection with the positive cone of R”. 
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Suppose that (3.5) and (3.8) are satisfied, and that some linear combina- 
tion of the x(j), j = 1, . , k, has positive entries only. Then, given a k-tuple 
[I] of vectors of R”, by assumption there are coefficients fij E R (j = 
l,..., k) such that 
jgl z:“*y + jl p,xy > 0 forall p,q=l,..., n. (3.9) 
For j = 1, . . , n, let m(.i) = z(j) + pj e, where e E R” is the constant vector 
with entries 1. Then 
On the other hand, by (3.5) 
n k 
= C ma (=(j,), ycy,) + C pi tr(y’j’). 
<,=I lG;J<n j=l 
Hence by the trace preservation condition (3.8) we conclude that (3.7) is 
satisfied. 
Summarizing these results, if some linear combination of the x(j), j = 
1,. . , k, has positive entries only, there is a stochastic linear map that takes 
r(j) to y(j) for j = 1, , k if and only if (3.5) and the trace preservation 
condition (3.8) are satisfied. 
The expressions (3.4) and (3.6) for the functionals s;(e) and the corre- 
sponding systems of inequalities (3.5) and (3.7) cannot be reduced to an 
essentially simpler form, expressed in terms of l-norms, in general. However, 
for k = 2, that is, if z(~,) and xCP) are Z-vectors, such reduction is possible on 
the basis of the following lemma. 
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LEMMA 4. 
(1) For any finite set ( zcl), . . , zcrrJ of vectors zcpj E R” there is a finite 
set {20c1), . . , tq,,) of vectors wcpj E R” such that 
max Kq,), X>l = k IKq,,, x)l forall x E R”. 
l<p<n ,I = 1 
(2) Conversely, for any finite set {u+), , IL+,,)) c R” there is a finite set 
{z~,), . , zcnJ c R2 such that 
x>l = l~p=l(Z(P)r x>l for all x E R” 
. . 
This lemma is based on a special property of polyhedral norms in R2 and 
cannot be extended to higher dimensions. A proof will be given in the next 
section. 
Returning to the system of inequalities (3.51, for k = 2, we may now by 
Lemma 4 replace the terms maxl(z(,), lcCq))I with CI(W(~,), x~,~))I. Letting 
m(l) and WC*) be the n-vectors whose entries are the first components of 
W(1)’ . . > yn) and the second components of u;(r), , We,,), respectively, we 
have 
Noting that by 
(z(r), zC2)) does, 
and only if 
q=l p=l p=l Ilj=l I11 
Lemma 4 (WI(‘), wC2)) runs over all 2-tuples of n-vectors if 
we can conclude that, for k = 2, the condition (3.5) is valid if 
Summing up, we have the following theorem. 
THEOREM 5. 
(I) Given four vectors x(l), x@), y(l), y@) E R”, there is a linear II * Ill- 
contraction of R” that simultaneously takes x(l) to y(l) and x(*) to y(*) ifund 
only if (3.11) is satisfied, that is, 
II a1 y(l) + a2 y(2)ll~ < II a1 x(l) + a2 .@)I11 for all LYE, a2 E R. 
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(II) Given j&r vectors X(I), x@), y(l), y@) E R” such that some linear 
combination of x(l) and xC2) has positizj e entries only, there is a stochastic 
linear map of R” that simultaneously takes x(‘) to y(l) and xC2) to y@) if and 
only if the condition above is satisfied and, in addition, 
tr( y(j)) = tr( r(j)) for j = 1,2. 
As in the preceding section, Theorem 5 admits the following equivalent 
expression. 
COROLLARY 6. 
(I) Any II-II - t ct 1con ra ive linear nzap from a subspace of R’” of dimen- 
sion < 2 into R” can be extended to a linear )I * III-contraction of R”. 
(II) Any trace-preseruing linear II*II - 1contraction from a subspace of R” 
of dimension < 2, containing a vector with positive entries only, into A” can 
be extended to a stochastic linear map of R”. 
That Corollary 6 can be no longer true for the case of a subspace of 
dimension 3 can be concluded from an example due to Sherman [9]. 
4. PROOF OF LEMMA 4 
Recall that a norm of R” is called polyhedral if its unit ball is a 
polyhedron, that is, the convex hull of a finite number of points. Since the 
unit ball of a norm is symmetric with respect to the inversion at the origin, it 
has an even number of extreme points, x(l), x@), . , xc’“), which can be 
arranged in such a way (by anticlockwise ordering) that 
x(n+i) = _,(i) for i = l,..., n, 
(x(j), Qx’k’) > 0 for 0 <k -j < n. 
(4.1) 
Here Q is the linear (orthogonal) map of R2 that gives rise to the clockwise 
rotation by rr/2. Figure 1 shows an example. 
Note that for any inversion-symmetric finite convex subset of R2 the 
extreme points can be arranged so that (4.1) is valid. 
Now given a finite (spanning) subset A = {z(l), . , z(“)} of R2, consider 
the max norm afforded by A, 
pA( x) = max I( z5(‘), x)1 for x E R’. 
l<i<Tl 
(4.2) 
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FIG. 1. 
Letting A, be the set of extreme points of the convex polyhedron spanned by 
same max norm as A does.(‘)’ 
the2nvectorsz(“)and-z’ i=l,..., n, it is obvious that A, affords the 
Letting ,cnti) = -z(i) for i = 1,. . , n, we may therefore assume that 
each z(j) (j = 1 , . ,2n) is an extreme point of the convex hull conv{ z(j); 
j = l,..., 2n}, and that (4.1) is satisfied with z’s in place of x’s. For 
convenience let .~(~~+j) = .iP. 
The unit ball of the max norm pA(.) is determined by the set of 
inequalities 
(29, y> < 1 for j = 1,...,2n, (4.31 
and hence is a polyhedron with 2n comers, say xck) (k = 1, ,2n). We 
may assume that (4.1) is satisfied for the x’s, 
Letting again x czntk) = x(k) for k = 1,. . ,2n, consider the half space 
H, that is bounded by the straight line passing through xck) and x(k+l), and 
contains the origin. Letting 
H, = {y E R2; (tuck), y) < I}, (4.4) 
the vector wck) is uni uely determined by the fact that x(k) and rck+ i) are 
on the boundary of 9 H , that is, 
(&I, r(k)) = 1 = (W(k), #+i)), 
(4.5) 
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w(k) _ Q( xck+l) - ~(~1) 
( xCk) 
1 Ox 
(k+u) (4f4 
Here Q again is the orthogonal map of R” effecting the clockwise rotation by 
90 degrees, which entails the relations 
(x,Qx> =O and (x,Qg) = -(y,Qx) for all x, y E R’. (4.7) 
Summarizing, we have two representations of the unit ball of /.L~, as an 
intersection of 2n half spaces: the half spaces H, (k = 1, . . ,2n), and the 
half spaces H;, each defined by one of the inequalities (4.3). Hence there 
must be a one-to-one correspondence between these two families of half 
spaces. 
Since, by assumption, both the Z’S and the x’s are arranged in (anticlock- 
wise) cyclic order so as to satisfy (4.1), we can conclude that there is a unique 
0 < p < 2n such that 
,(p+k) _ Q(x(k+l) -x(k)) - 
( xCk) 
for k = 1 51~. 
’ Qx 
(k+ 1’) >. > (4.8) 
Since the dual norm of /.L~ coincides with the max norm pAf afforded by 
A’={x(r),... , , xcn)} and since, repeating the previous argument and renum- 
bering the z’s if necessary, {z(l), . , z(~~)) constitutes the set of extreme 
points of the unit ball of pAj, we can conclude that the extreme points rCk) of 
pA are given as follows: 
x(k) = Q( dk + l) - dk)) 
(Z(k) 'Qz @+I)) 
for k = 1,...,2n. (4.9) 
Summarizing, we have 
PROPOSITION A. Let A be a finite (spanning) subset of R2, and let A, be 
the set of extreme points of conv{a, --a; a E A}. Let A, = {z(l), . . , z@“)} be 
numbered so that (4.1) is satisfied. Then the unit ball of pA has 2n extreme 
points, x(l), . . , xcPn), given by (4.91, that is, 
X(k) = Q(Z(k+l) - Z(k)) 
( ZCk) 
for k = 1 ,. 2n. 
70~ (k+l)) 
> f, 
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Let 
(yk = (z(k), Q.p+ 1’) for k = 1,...,2n. (4.10) 
Since the square of Q is -I, by (4.9) we have 
%@ 
(k) = #I _ &k+l) for k = 1,...,2n. (4.11) 
Using this fact and the relations given in (4.1) and (4.71, we have for each 
i = l....n 
k=l 
x”‘)l = c ‘Y~+~I(Qx(~+~), x”‘)l 
k=O 
n-1 
= kFoai+k(Qx(i+k), di’> 
( 
n-1 = kFo(z(i+k) _ z(i+k+l)), ,.(i) I 
= (z(i) _ =;(i+n), x(i)) = 2. 
Thus 
5 ‘YkJ(QP), x”‘)l = 2 forall i = l,... , n. (4.12) 
k=l 
Now let B = (w(l), . , to(“)} be a (spanning) subset of R2, and consider 
the sum norm afforded by B, 
crB(X) = 2 l(d), x>l for TER’. (4.13) 
i=l 
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,(i) = 
Q&i) 
aB(Qdi)) ’ 
U(rl+i) = -v(O for j = I,,.,, n (4.14) 
constitute the extreme points of the unit ball of a,. Note that these 2n points 
are all different if and only if B does not contain any two vectors that are 
multiples of each other. We may assume this, and in addition, letting 
w(rl+i) = -,(i) for i = 1, , n, and by suitable renumbering, we may 
assume that the vectors u?(l), , w(“‘) obey the relations (4.1). Then this is 
also true for u(l), . . . , II@“), since the u’s arise from the w’s by a common 
rotation and division by some positive real number. 
Let E denote the unit ball of a,, and suppose that u(k) (1 < k < 2~2) is a 
convex combination UCk) = rp + (1 - ~)q, where p, q E E, both from the 
boundary of E. Then 
aB(u(“)) = t 1(,(i), u(k))( = 2 
i= I i=l 
lT(tlP, p> + (1 - 7)(di), q>l 
< 7 2 ((u?(i) , p)l + (1 - 7) 2 I(di)> q>l 
i=l i=l 
= TcTB(r)) + (1 - 7)a,(q) = 1. 
Equality holds if and only if there is no 1 < i < n such that the two scalar 
products (w(j), p), (WI(~), q) have different algebraic signs. However, by the 
definition of uck), 
0 = (U?),&)) = (U+), Tp + (1 - T)(i) 
= T(U+), p) + (1 - T)(d), Cl>, 
which can only be true if (u;(~), p) and ( WJ(~), 4) have different signs or both 
vanish. Since we have to exclude the first case, both p and q are orthogonal 
to UI(~), and hence multiples of each other. But then us = a,(q) = 
u,(u’~‘> = 1 implies p = q = II(~), that is, uCk) is an extreme point. 
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We still have to show that every extreme point is among the v(‘), 
k = 1,. ,2n. Suppose that z E E is an additional extreme point. Then 
there are two consecutive vectors u(J), u(j+ ” (1 -< j < 2 n) such that .z is a 
positive linear combination z = a,(j) + Pu(j+” with 0 < cr, 6 E R. But 
then, by the same reasoning as above, 
Vs(Z) < aii:I( w(i), &))I + p f I(w(i), &+l))( 
i= 1 i=l 
= acB(u(j)) + paB(dj+l)) = (Y + p. 
Equality holds if and only if there is no 1 < i < n such that the scalar 
products (~(~1, u(j)) and (2~; ci), u(j+ ‘1) have different signs. This is in 
fact true. Suppose, on the contrary, that for some 1 < i < n we have 
(~(~1, n(j)) = r > 0, (w(i), &+I)) = - 6 < 0, Then 
(,(i), a,(j) + r.(~+l)) = a7 - rs = 0. 
From this we conclude that an extreme point, II(~) = Qz~.‘~‘/as(Qw’~‘), is 
situated between u(j) and u(j+ I), contrary to our assumption. 
Completing the proof, 1 = v~( z) = (Y + p implies that z belongs to the 
line segment joining u(j) and u(j+ ‘) and therefore cannot be an extreme 
point. 
Summarizing, we have 
PROPOSITION B. Let B he a finite (spanning) subset of R”, and let 
B’ = {w(l), . , w(“)} be the subset generated from B by elimination of 
multiples according to {ax, /3x} + (1 a YJ + 1 p 1)~. Then the unit ball of the 
stern norm Us aforded by B has 2n extreme points, u(l), , II@“), given by 
(4.141, that is, 
(1) 
,Ci) = Qw 
a, (Q&j) 
Letting now 
,(i) = 
CYi QX(i) 
2 
+I) - ;;ci+ 1) 
4 
f ’ or i=l 
for i = I,.. 
, n. 
n (4.15) 
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and B = {w(l), . . , w(“)}, we consider the sum norm afforded by B, 
(Tg( x) = i: I(uP), x>l 
i=l 
for x E R”. (4.16) 
Then the extreme points of the unit ball of os are given by 
+ Qd’) 
- c~~(Qt#)) 
(i = 1,. . .) n) 
Since by (4.12) 
QwW 
o-s (Q&j) = 
_x(i) for i = l,...,n, 
(4.17) 
(4.18) 
we can conclude that the unit ball of the max norm E_L* (4.2) and that of the 
sum norm a, (4.16) have the same set of extreme points. Hence /Jo and 
a,( X> are identical for all x E R’. 
This proves the first part of Lemma 4. 
For the second part, let a finite (spanning) subset B of R2 be given. Then 
the unit ball of the sum norm a, afforded by B is a polyhedron with at most 
21 B I corners. Similarly to the proof of the first part, the set of extreme points 
can be transformed bijectively-essentially by passing from comers to 
edges-into a subset A of R2 affording a max norm /1* that coincides with 
us. This proves the second part of Lemma 4. 
Up to this point we have proved Lemma 4 for the case where /.L~ and as 
are norms, that is, when A and B are spanning subsets of R2. If A or B only 
span a l-dimensional subspace of R2, both wA and a, reduce to seminorms 
of the type l(z, . )I. In this case Lemma 4 is trivially valid. 
As a final remark, Lemma 4 is restricted to R2 essentially because in 
higher dimensions a polyhedron need not have equally many corners and 
faces. But even without requiring 1 Al = 1 B(, in R3 it is not possible to find 
for any finite subset A some finite subset B such that p,,, = a,, while the 
converse is always possible. This is related to a theorem proved in [3] stating 
that, within the convex cone of seminorms of R2, the proper seminorms 
constitute the extremal rays. This is no longer true in R” for n > 2. 
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The authors are indebted to Professor Andreas Dress for many stimulating 
remarks and helpful suggestions. Particular thanks are due to Professor Ando, 
who, acting as a referee of this paper, gave invaluable advice on how to 
reorganize the first drafi to make it suitable for an LA4 publication. 
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