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ABSTRACT
Les formations aux compétences sociales pour les métiers
managériaux et commerciaux sont aujourd’hui principalement
réalisées par des mises en situation de type ”jeux de rôle” qui mon-
trent bon nombre de limites : réalisme, contextualisation, subjec-
tivité d’évaluation, etc.. Poursuivant une volonté de s’inscrire en
rupture avec les moyens traditionnels, Safran Helicopter Engines,
Capgemini et le Laboratoire d’Informatique, de Robotique et de
Microélectronique de Montpellier (LIRMM) souhaitent explorer
l’utilisation des technologies immersives (Réalité Virtuelle, Mixte
et Augmentée) pour ce cas d’usage précis. Dans ce papier, nous
présentons le prototype d’une application en cours de réalisation et
d’expérimentation. Cet outil, destiné à la formation de managers et
commerciaux, vise à simuler des situations face à des personnages
virtuels, en Réalité Virtuelle.
1 INTRODUCTION
Ce papier s’inscrit dans le cadre de la réalisation d’un outil de forma-
tion aux compétences sociales, à destination des managers et com-
merciaux. Dans le cadre d’une thèse CIFRE étudiant l’utilisation
des technologies immersives pour la formation, le Laboratoire
d’Informatique, de Robotique et de Microélectronique de Mont-
pellier (LIRMM) et Capgemini accompagnent Safran Helicopter En-
gines dans la conceptualisation de l’outil, ainsi que dans la réalisation
et les premiers tests utilisateur d’un prototype.
Dans ce papier, nous proposons de revenir sur la démarche de
conceptualisation de l’outil, de présenter le prototype et ses pre-
miers résultats, ainsi que les perspectives qu’ont laissé entrevoir sa
réalisation et ses premiers tests utilisateur.
2 CONTEXTE
Wiemann [32] a défini les compétences sociales comme la capacité
d’un acteur à choisir parmi des comportements communicatifs
disponibles afin qu’il puisse avec succès accomplir ses propres buts
interpersonnels pendant une rencontre en maintenant le regard et la
position de son pair. Ces compétences sont largement utilisées dans
de nombreux métiers, comme notamment les métiers managériaux
et commerciaux.
Aujourd’hui, les cycles de formation des managers et commerci-
aux comprennent des mises en situation sous forme de jeux de rôle
avec le formateur. Les échanges avec Safran Helicopter Engines ont
permis d’identifier différentes problématiques lors de ces mises en
pratique, parmi lesquelles :
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1. Le manque de réalisme et de contextualisation.
Les mises en situation de formation dans ces domaines ont
tendance à montrer certaines limites [21].
Ces sessions de formation, outre le coût de leur interven-
tion (tant en ressources humaines qu’en frais d’organisation)
[15, 18, 27], sont sujettes à des problématiques de réalisme
d’interaction sociale entre l’apprenant et ses interlocuteurs. En
effet, les rôles étant joués par des pairs ou des instructeurs,
les attitudes, les conversations tendent à nuire au réalisme
et à l’authenticité du jeu de rôle. Les interlocuteurs peu-
vent également être ponctuellement sujets à des effets de fa-
tigue et de manque de cohérence. De plus, dans le cas de
mêmes groupes de formation partagés par différents interlocu-
teurs, des disparités peuvent apparaı̂tre du fait des différences
d’objectivité dans leur manière de jouer le rôle [20].
Il est intéressant de souligner que l’apprenant s’attend
également à être mis en difficulté par l’instructeur, et qu’un
groupe spectateur peut potentiellement influer sur le comporte-
ment de l’apprenant. De plus, il est souvent difficile de pro-
poser aux apprenants une large variété de situations ou de
profils d’individus [27].
De plus, il faut noter que l’entrainement ne s’effectue pas
toujours en contexte réel. En effet, la fidélité du scénario
peut également pâtir de l’environnement dans lequel il a été
réalisé. Par exemple, pour l’entrainement d’un manager à
une communication d’équipe délicate, l’apprenant va s’exercer
dans une salle de classe (ou de réunion). Cet environnement ne
va pas lui permettre de vivre la situation dans un environnement
correspondant à la situation réelle. Il ne ressentira donc pas
l’ambiance du lieu de la communication et ses spécificités,
pouvant impacter son ressenti : sons d’atelier pouvant perturber
la communication, position spatiale face à l’équipe impactant
l’occupation de l’espace, etc.
Il apparaı̂t donc que ces mises en situation manquent bien sou-
vent de réalisme, d’authenticité et de pragmatisme [19]. Ces
lacunes peuvent fortement limiter la dimension émotionnelle
de la mise en situation, sur le ressenti de l’apprenant. Cette
dimension est pourtant un levier important du développement
des compétences sociales chez l’apprenant, qui va autant capi-
taliser sur les émotions ressenties lors de la mise en situation,
que sur le processus de méta-cognition qui suivra.
Ces problématiques ne permettent donc jamais totalement de
garantir que les compétences acquises en formation vont être
correctement appliquées sur le terrain en situation réelle.
2. L’importance de la part de subjectivité dans l’évaluation.
Dans le domaine des compétences sociales, la définition
d’une bonne performance est largement subjective et le
développement de métriques objectives est une question ou-
verte [17]. Cette question de l’évaluation des compétences
Figure 1: Boucle ”perception, décision, action” de Fuchs [12]
sociales est en effet souvent ambiguë, basée sur les observa-
tions et le ressenti subjectif de l’évaluateur.
Réduire cette part de sujectivité est d’autant plus important
qu’elle impacte potentiellement le processus d’apprentissage
de l’apprenant. Les instructeurs effectuent en effet des
débriefings après la mise en situation, qui occupent une
place cruciale dans la démarche pédagogique. Au cours
de ces échanges, l’instructeur va accompagner et impacter
l’apprenant dans son processus de méta-cognition et d’auto-
analyse de la performance. Cette spécificité permet de
souligner l’importance du rôle de l’instructeur humain, faisant
de lui un élément indispensable devant demeurer au coeur de
la mise en situation.
Il apparaı̂t donc important de définir et d’analyser des
métriques permettant d’accompagner l’instructeur et de lui
permettre de minimiser l’impact de sa subjectivité.
3 FONDEMENTS ET ÉTAT DE L’ART
Comme le relèvent Fuchs et Moreau [13], Arnaldi et al. [2] donnent
une définition technique de la Réalité Virtuelle comme étant un
domaine scientifique et technique exploitant les technologies infor-
matiques et des interfaces matérielles, dans le but de simuler dans
un monde virtuel, le comportement d’entités 3D étant en interaction
en temps réel, entre elles et avec un ou plusieurs utilisateurs en im-
mersion pseudo-naturelle au travers de canaux sensorimoteurs. En
reprenant les travaux précédents [13], Fuchs et Moreau [12] étendent
cette définition en déterminant un principe fondamental, la boucle
de ”perception, décision, action” (Fig. 1) : dans toute application
de Réalité Virtuelle, l’utilisateur est en immersion et en interaction
avec un environnement virtuel. Il perçoit, décide et agit dans cet
environnement.
Bon nombre de travaux se sont intéressé à l’interaction avec des
personnages virtuels pour la pratique de compétences sociales via
des mises en situation en Réalité Virtuelle [1, 8, 9, 11, 17, 19–23, 25,
30]. Les personnages virtuels tendent à induire une sensation de
présence sociale chez l’apprenant [21], ce qui à son tour favorise
l’apprentissage [24]. Enfin, les apprenants peuvent également se
revoir face à un avatar virtuel puis répéter la situation en étant libres
d’expérimenter différents dialogues, expressions et attitudes non
verbales [20].
Néanmoins, l’utilisations de ces agents conversationnels animés
peuvent soulever quelques problématiques. En effet, leur réalisation
reste à ce jour une tâche complexe, nécessitant des travaux impor-
tants en reconnaissance vocale, lexicale et en intelligence artificielle.
C’est pourquoi certains travaux [5] optent pour une approche dite
”magicien d’Oz”, afin de surmonter des problèmes potentiels pou-
vant survenir avec un système de reconnaissance vocale et affecter
l’apprentissage. Cette approche confie à un opérateur (bien sou-
vent l’instructeur), le contrôle du personnage virtuel. L’opérateur
peut ainsi le manipuler à distance afin de déclencher ses actions et
réactions tant verbales que non-verbales. De plus, certaines études
Figure 2: Scène d’initiation (haut) et panneau de contrôle (bas)
montrent que si un personnage virtuel est contrôlé par un humain
plutôt que posséder un comportement autonome, sans que le par-
ticipant ne soit au courant, cela peut favoriser la présence sociale
[10]. Enfin, l’approche magicien d’Oz permet différents apports
méthodologiques de forte importance. Elle favorise l’exploration
de pistes de conception pour un futur système automatisé, ainsi que
des hypothèses sur la manière dont interagiront les utilisateurs et les
avatars virtuels [6–8, 14]. Elle peut également permettre de collecter
des données nécessaires à la réalisation de l’automate.
Il est important de noter que certaines études ont noté l’impact
du genre lors de l’interaction avec une machine [26]. Ainsi, certains
travaux ont volontairement confronté les sujets des expérimentations
à un avatar du même genre, afin d’en limiter les effets de variabilité
[8, 17].
Enfin, d’autres travaux s’intéressent à l’utilisation des visio-
casques en Réalité Virtuelle tout en permettant l’interaction avec des
personnages virtuels [3, 16, 18, 27, 31].
Néanmoins, à notre connaissance, peu de travaux font état de
l’utilisation de ces technologies pour la formation aux métiers
managériaux ou commerciaux.
4 PROTOTYPE
Un prototype en Réalité Virtuelle a été réalisé afin d’expérimenter
les apports des technologies immersives pour ces cas d’usages, et
ainsi en valider l’intérêt. Ce prototype a été réalisé grâce au moteur
de jeu Unity3D1. Il se compose de deux éléments :
1. Une application Réalité Virtuelle pour l’apprenant.
2. Un panneau de contrôle instructeur.
1https://unity3d.com/
Figure 3: Scènes de simulation
4.1 Application Réalité Virtuelle
Utilisée par l’apprenant pour jouer la mise en situation, elle utilise
un visiocasque HTC VIVE 2.
Après en avoir été équipé par l’instructeur, l’apprenant se retrouve
immergé dans une scène de familiarisation avec la Réalité Virtuelle,
au sein de laquelle il va être amené à s’approprier la technologie
(Fig. 2, haut). Cette scène établit la transition de l’apprenant vers
le monde virtuel, avant que l’instructeur ne lance le scénario de
simulation. Il va ainsi amorcer sa sensation de présence dans une
scène neutre dans un premier temps, évitant ainsi de biaiser son
attention sur le déroulement du scénario.
Lorsque l’instructeur lance un scénario de formation, l’apprenant
se retrouve dans une nouvelle scène, au sein de laquelle il peut
interagir avec des personnages virtuels.
4.2 Panneau de contrôle instructeur
Cet outil permet dans un premier temps à l’instructeur de
sélectionner un scénario. Une fois la scène lancée, il dispose d’une
interface lui permettant de prendre le contrôle des différents agents
afin d’en modifier les émotions et de les faire parler ou se déplacer
(Fig. 2, bas), suivant ainsi une approche ”magicien d’Oz”.
Le panneau de contrôle est déployé sur une tablette à disposi-
tion de l’instructeur, afin de lui permettre de se déplacer autour de
l’apprenant pour en faciliter l’observation pendant la simulation.
4.3 Scénarios
Le prototype implémente deux scénarios définis par les instructeurs
métier.
Pour les managers, l’apprenant se retrouve dans un atelier et
doit annoncer une décision difficile à une équipe d’une quinzaine
d’avatars (Fig. 3, haut). Dans ce scénario, l’apprenant est moteur de
la communication et doit savoir s’adapter et réagir aux différentes
2https://www.vive.com/us/
Figure 4: VIVE Tracker fixé à la table (à gauche) et VIVE Controller
fixé à la chaise (à droite)
.
réactions de l’équipe, qui va opter pour un comportement correspon-
dant et s’adaptant à la prestation de l’apprenant.
Pour les commerciaux, l’apprenant se retrouve dans un situation
de négociation, au sein de la salle de réunion d’un client, dont les
deux représentants commerciaux sont joués par deux avatars virtuels
(Fig. 3, bas). Il va faire face à leur mécontentement, devoir faire
preuve d’écoute et de compréhension et être capable de proposer
des solutions qui satisferont les clients. Il doit garder le contrôle de
la relation client, maintenir le lien et éviter une situation de rupture
en répondant à la satisfaction du client, sans s’opposer aux objectifs
de l’Entreprise.
4.4 Suivi du regard de l’apprenant
Le visiocasque est équipé d’un système d’eye-tracking Pupil Labs3,
permettant de capturer le regard de l’apprenant. Un point rouge
correspondant à la zone regardée est affiché sur l’écran déporté de
l’instructeur (Fig. 2, haut). Par ce biais, il peut observer en temps
réel la zone regardée par l’apprenant et déterminer si l’utilisation du
regard est adéquate.
4.5 Suivi d’objets réels
Pour le scénario commerciaux, le système permet également de
synchroniser la chaise de l’apprenant et la table de la salle de réunion,
avec leurs alter-egos dans le monde réel. Il est en effet important
qu’à certaines étapes du scénario, l’apprenant puisse s’asseoir autour
de la table et s’y accouder. Pour synchroniser leurs positions, le
système reconnait un des VIVE Controller et un VIVE Tracker4
respectivement fixés à une chaise (Fig. 4, gauche) et une table (Fig.
4, droite).
5 TESTS UTILISATEUR
5.1 Déroulement des tests
En s’inspirant des travaux de Ouali et al. [28], nous avons repris
la scène de simulation du scénario commerciaux (Fig. 3, bas) en
l’adaptant à un scénario de négociation du choix d’un restaurant
face à un seul avatar. Afin d’éviter des effets lié au genre du person-
nage virtuel, les sujets féminins étaient confrontés à un personnage
féminin, et les sujets masculins à un personnage masculin.
3https://pupil-labs.com/vr-ar/
4https://www.vive.com/fr/vive-tracker/
Table 1: Questionnaire IPQ - Réponses ”Experienced Realism”
Questions (Likert [1-5]) Moyennes
REAL1 :
Comment le monde réel vous a-t-il semblé ? 3.33 (±0.91)
(Complètement réel-Pas du tout réel)
REAL2 :
À quel point votre expérience dans l’environnement
virtuel vous a-t-elle semblée cohérence avec votre 3.41 (±0.81)
expérience dans le monde réel ?
(Pas cohérente-Modérément cohérente-Très cohérente)
REAL3 :
À quel point le monde virtuel vous a-t-il semblé réel ?
(À peu près aussi réel qu’un monde imaginaire- 2.91 (±0.90)
Indistinguable du monde réel)
REAL4 :
Le monde virtuel vous semblait plus réaliste
que le monde réel. 1.56 (±0.82)
(Pas du tout d’accord-Tout à fait d’accord)
Le cas d’usage du choix de restaurant, simple et facilement ap-
propriable, a permis de tester le prototype sur 54 collaborateurs de
Capgemini. Les utilisateurs étaient composés à 63% d’hommes pour
37% de femmes et leur moyenne d’age était de 36 ans (±10).
À l’issue de leur négociation en Réalité Virtuelle, les utilisateurs
devaient remplir un questionnaire de présence (IPQ) [29] ainsi qu’un
questionnaire de présence sociale [4]. Pour finir, au cours d’un
entretien ouvert, ils étaient invités à échanger librement sur leur
ressenti.
5.2 Résultats
Les questionnaires de présence ont permis de mettre en avant les
résultats présents en Fig. 5.
5.2.1 Questionnaire IPQ
Les résultats obtenus par le questionnaire IPQ (Fig. 5, gauche) sem-
blent satisfaisants à ce stade de la réalisation du prototype, excepté
pour le ressenti du réalisme de l’environnement virtuel (”Experi-
enced Realism”).
Lorsqu’on analyse les réponses aux questionnaires (Table 1), on
constate que le ressenti du réalisme du monde virtuel a été faiblement
noté (items REAL3 et REAL4).
Ces résultats peuvent s’expliquer par le fait que l’environnement
a été volontairement rendu dans un style simpliste. L’objectif était
d’éviter autant que possible le fait que l’apprenant soit trop accaparé
par l’environnement, au dépend de l’interaction avec les personnages
virtuels.
Les résultats des entretiens tendent à confirmer cette hypothèse.
En effet, lorsqu’ils ont été invité à s’exprimer librement sur leur
expérience, un certains utilisateurs (7%) ont souligné le rendu sim-
pliste de l’environnement (couleurs, texture, éclairage, etc.).
5.2.2 Présence sociale
Les résultats obtenus par le questionnaire de présence sociale (Fig. 5,
droite) semblent également satisfaisants à ce stade de la réalisation
du prototype. D’autant plus que les entretiens ont permis de
souligner des points d’amélioration ayant pu impacter la présence
sociale de manière négative.
En effet, une grande partie des utilisateurs (43%) ont souligné
les limites du scénario proposé : réponses limitées, problèmes de
cohérence, répétitions, etc.
Figure 5: Résultats des questionnaires de présence sociale (à droite)
et IPQ (à gauche).
La nécessité de l’amélioration du comportement non verbal a
également été soulignée. Les critiques concernaient les animations
gestuelles lors de la prise de parole (24%) et l’utilisation du regard
(11%). À ce stade des travaux, les animations gestuelles sont lancées
aléatoirement lorsque le personnage virtuel prend la parole. Il sera
important d’améliorer ce système dans les travaux futur, afin que les
gestes soient liés aux propos prononcés par le personnage. En ce
qui concerne le regard, le personnage ne suivait pas l’utilisateur des
yeux et pouvait de temps en temps diriger aléatoirement son regard
ailleurs. Là encore, il est envisagé d’améliorer ce comportement.
Enfin, on peut craindre un impact de l’utilisation de l’interface
”magicien d’Oz” sur la présence sociale. Pour limiter cet effet
autant que possible, les utilisateurs n’étaient pas informés que le
personnage virtuel était piloté à distance. Néanmoins, les entretiens
ont révélé un impact un peu moins contrasté qu’attendu. Si 24%
des utilisateurs ont souligné un ressenti du ”magicien d’Oz” par le
temps de réaction du personnage, 15% d’entre eux ont en revanche
exprimé que leur interlocuteur virtuel semblait les comprendre.
5.3 Limites des résultats
Certains éléments peuvent cependant avoir impacté ces résultats.
Les tests utilisateur ont eu lieu dans un openspace, ce qui peut
avoir impacté négativement les sensations de présence.
De plus, il semble important de noter que le panel d’utilisateurs
était majoritairement composé d’Ingénieurs logiciel. Un grande par-
tie d’entre eux (56%) avait déjà eu connaissance de ces travaux, que
ce soit par le biais de discussions (52%), d’une vidéo de présentation
des travaux (13%) ou encore pour avoir déjà essayé le prototype au
cours des développements (7%).
6 CONCLUSION
Dans ce papier, nous avons présenté les travaux en cours sur la
réalisation d’un prototype de formation aux aptitudes sociales en
Réalité Virtuelle, destiné aux managers et commerciaux. Nous
avons effectué des tests utilisateur sur un scénario basique afin
d’évaluer l’état des travaux en cours. Les résultats de ces tests
se sont montrés satisfaisants, mais ont également permis de relever
des pistes d’amélioration.
Le prototype va désormais faire l’objet d’expérimentations chez
des managers et des commerciaux. Il sera question d’analyser
l’usabilité de l’outil sur les scénario métier, puis d’évaluer leurs
apports en terme d’apprentissage, de motivation, ainsi qu’en con-
science des erreurs et en confiance en soi pour l’apprenant. La plus
value de l’utilisation du visiocasque devrait également être analysée.
Le travail de conceptualisation de l’outil a permis de faire émerger
certaines fonctionnalités non présentes dans le prototype, mais
qui feront probablement l’objet d’améliorations dans nos travaux
futurs. Il est ainsi notamment envisagé d’ajouter des métriques
supplémentaires (analyses posturale, vocale et syntaxique), de pro-
poser des outils de feedback supplémentaires (en temps réel et post-
utilisation) et d’implémenter un outil permettant de re-visionner en
Réalité Virtuelle la performance de l’apprenant depuis différents
points de vue.
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