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In this thesis, we consider partial differential equations with a small parameter.
By employing different approximate Lie symmetry approaches we attempt to find
solutions to such equations. We compare these different approaches and discuss
advantages of using one over the other.
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CHAPTER 1
INTRODUCTION
1.1 Inroduction
The nonlinear equations occur frequently in many physical, biological, engineering
and financial problems. To find analytical solutions to such problems is a chal-
lenging matter. As there are many numerical approaches to obtain approximate
solutions the importance of such analytical solutions is due to the fact that they
provide a benchmark for testing numerical schemes which could be used to ob-
tain numerical solutions. Perturbation technique has been widely used to tackle
such problems. This relies on the presence of a small parameter or a term which
could be ignored to obtain an unperturbed equation, solution of which is known.
The solution to the original unperturbed problem can then be found by an itera-
tive procedure. Another method which is suitable for many nonlinear differential
equations is to use the Lie symmetry analysis to either reduce the number of
independent variables or to reduce the order. The Lie symmetry approach pro-
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vides a systematic and unified way to obtain exact solutions through one of the
above means. Although the idea itself was given by Sophus Lie at the end of
the nineteenth century, the use of this became more popular more recently. In
the past two decades a number of authors have published numerous papers on
this approach. One may refer to [5], [8] and [16] for a good account of the Lie
symmetry approach and its applications. The focus of this study is to combine
the perturbation and the Lie symmetry approach for nonlinear partial differential
equations with a small parameter.
Approximate Lie symmetries is based upon the utilization of perturba-
tion approach in finding the approximate symmetries of certain equations.
Baikov,Gazizov and Ibragimov [4] proved approximate Lie theorem enable one
to construct approximate symmetries that are stable under small perturbation
of the differential equations. Fushchich, and Shtelen [12] and then Gazizov [13]
considered such equations with a small parameter, introduced approximate sym-
metries and shown that the approximate symmetries form an approximate Lie
algebra. Since then many authors have used the approximate Lie symmetries to
study nonlinear pdes with a small parameter, see for example [6],[19],[17],[15] and
the references therein. This concept of approximate symmetries and approximate
invariants was studied for a wave equation with quadratic non-linearity [20], and
a non-linear wave equation with a small parameter [12]. In an interesting paper
[21] Pakdermirli and Yurusoy provided a comparison between different methods of
using approximate symmetries. Baikov and Kordyukova [3] showed that all exact
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symmetries of the linear wave equation are inherited by the Boussinesq type equa-
tion with a small parameter. Valenti [25] calculated the approximate solution for
a model describing dissipative media making use of the approximate generator of
the first-order approximate symmetries. Bokhari, Kara and Zaman [6] considered
some nonlinear evolution equations with a small parameter and their approxi-
mate symmetries. Grebener and Oberlack [14] considered the approximate Lie
symmetries of the Navier-stokes equation while Qian and Wei [22] discussed the
perturbed Burger equation from this point of view. Nadjafikhan and Mokhtary
[19] discussed the Gardner equation with a small parameter. Diatta, Soh and
Khalique[17] considered the approximate symmetries and solutions of the hyper-
bolic heat equation with variable parameters. Zhi-Yong, Yu-Fu and Xue-Lin [26]
performed classification and approximate solutions to a class of perturbed nonlin-
ear wave equation using the method originated from Fushchich and Shtelenand,
In another paper [28] they introduced a new method to obtain approximate sym-
metry of nonlinear evolution equation from perturbations. Ruggieri and Valenti
[23] studied the approximate symmetries of a mathematical model describing one
dimensional media in a medium with a small nonlinear viscosity.
1.2 Lie Symmetries
A preliminary definition of Lie group and other notions that are used in this thesis
are presented in what follows.
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1.2.1 The Symmetry of Functions
Definition 1.1 A mathematical relation between variables is said to possess a
symmetry property if one can subject the variables to a group of transformation and
resulting expression reads the same in the new variables as the original expression.
The relation is said to be invariant under the transformation.
Example 1 Consider the transformation along horizontal lines
T trans =

x = x˜+ s,
y = y˜
(1.1)
(see Figure 1.1). By varying the transformation parameter s, we can move con-
tinuously and invertibly to any point (x, y) on horizontal line.
Figure 1.1: Mapping of points by a translation group.
1.2.2 One-Parameter Lie Group
Definition 1.2 Let the vector x = (x1, x2, . . . , xn) lie in some continuous open
set D on the n-dimensional Euclidean manifold Rn. Define the transformation
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T s : {x = F [x˜, s]}. (1.2)
The functions F j are infinitely differentiable with respect to the real variables x
and are analytic functions of the real continuous parameter s, which lies in an
open interval S.
The transformation T s is a one-parameter Lie group with respect to the binary
operation of composition if and only if :
(i) There is an identity element s −→ s0 such that x˜ is mapped to itself:
T s0 : {x˜ = F [x˜, s0]}. (1.3)
(ii) For every value of s there is an inverse s −→ sinv such that x is returned to x˜:
T sinv : {x˜ = F [x, sinv]}. (1.4)
(iii) The binary operation of composition produces a transformation that is a
member of the group T s1 .T s2 = T s3 i.e., the group is closed. Consider two
members of the group,
T s1 : {x = F [x˜, s1]}. (1.5)
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and
T s2 : {x˜ = F [˜˜x, s2]}. (1.6)
If we compose T s1 and T s2, the result is
T s3 : {x = F [F[˜˜x, s1], s2] = F [˜˜x, s3]}. (1.7)
where s3 = φ[s1, s2] ∈ S. The function φ defining the law of composition of T s is
an analytic function of s1 ∈ S and s2 ∈ S and is commutative (s3 = φ[s1, s2] =
φ[s2, s1]); thus Lie groups are Abelian.
(iv) The group is associative: (T s1 .T s2).T s3 = T s1 .(T s2 .T s3).
1.2.3 Invariant Functions
Central to all of the development of symmetry theory is the concept of an invariant
function.
Definition 1.3 A function ψ[x] is said to be invariant under the Lie group
T s : {xj = F j[x˜, s], j = 1, . . . , n} if and only if
ψ[x] = ψ[F [x˜, s]] = ψ[x˜]. (1.8)
For invariance, the parameter s must vanish from the transformation so that the
function reads the same in the new variables.
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1.2.4 Infinitesimal Form of a Lie Group
In the last section we defined a one-parameter Lie group of the form
x˜j = F j[x, s], (1.9)
Now expand (1.9) in a Taylor series about s = 0:
x˜j = xj + s
[
∂F j
∂s
]
s=0
+O(s2) + . . . , j = 1, . . . , n. (1.10)
The derivatives of the various F j with respect to the group parameter s evaluated
at s = 0 are called the infinitesimals of the group and are traditionally denoted
by
ξj[x] =
[
∂
∂s
F j[x, s]
]
s=0
, j = 1, . . . , n. (1.11)
1.2.5 Lie Series,The Group Operator, and the Infinitesi-
mal Invariance Condition for Functions
The condition for invariance of the function given in section (1.2.3) is difficult to
apply in practice because of the usually nonlinear dependence of F j on the group
parameter. The condition given in section (1.2.3) requires that the transformation
be substituted into F j and then rearranged to read like the original function, This
can be an extremely weary procedure for testing the invariance condition of com-
plicated functions such as differential equations. We need something equivalent
to (1.8) but much simpler to apply. Substitute (1.9) into the analytic function
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ψ[x˜] :
ψ[x˜] = ψ[F [x, s]]. (1.12)
We now expand (1.12) in a Tyalor series about the identity element s = 0:
ψ[x˜] = ψ[x] + s
[
∂ψ
∂s
]
s=0
+
s2
2!
[
∂2ψ
∂s2
]
s=0
+
s3
3!
[
∂3ψ
∂s3
]
s=0
+ . . . . (1.13)
Using the chain rule, we obtain
[
∂ψ
∂s
]
s=0
=
n∑
i=1
∂ψ
∂F j
[
∂F j
∂s
]
s=0
=
n∑
i=1
ξj
∂ψ
∂f j
(1.14)
we shall use Einstein notation and write instead ξj ∂ψ
∂fj
.
The equation (1.14) becomes the Lie series representation of the function ψ:
ψ[x˜] = ψ[x]+s
(
ξj
∂ψ
∂xj
)
+
s2
2!
ξj
∂
∂ξj
(
ξj1
∂ψ
∂ξj1
)
+
s3
3!
ξj
∂
∂ξj
(
ξj1
∂
∂ξj1
(
ξj2
∂ψ
∂ξj2
))
+. . .
(1.15)
where j1, j2 . . . vary from 1 to 4.
The condition ψ[x˜] = ψ[x] is satisfied if and only if ξj ∂ψ
∂xj
= 0, that is
∑n
i=1 ξ
j ∂ψ
∂xj
=
0.
Theorem 1.1 The analytic function ψ[x] is invariant under the Lie group
T s : {x˜j = F j[x, s], j = 1, . . . , n}or, equivalently, the infinitesimal group ξj[x],
j=1,. . . ,n, if and only if ψ[x] satisfies the condition
ξj[x]
∂ψ
∂xj
= 0 (1.16)
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The operator
X ≡ ξj[x] ∂
∂xj
(1.17)
is called the group operator (or the group generator) and Xψ is called the Lie
derivative (or the determining equation) of ψ.
1.2.6 Solving the Characteristic Equation (Xψ[x] = 0)
The linear first-order PDE (1.16) has an associated system of n− 1 characteristic
first-order ODEs of the form
dx1
ξ1[x]
=
dx2
ξ2[x]
=
dx3
ξ3[x]
= · · · = dx
n
ξn[x]
(1.18)
with integrals
ψi = ψi[x], i = 1, . . . , n− 1 (1.19)
which are invariants of the group. Each of the function ψi represents an infinite
family of curves(or surfaces), one for each possiple value of ψi. Every curve
ψ = constant is individually invariant under the group.
Example 2 (The rotation group in two dimensions) Consider the rotation group
T rot =

x˜ = x cos[s]− y sin[s]
y˜ = x sin[s] + y cos[s]
(1.20)
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The infinitesimals of the group are (ξ, η) = (−y, x), and the invariance condition
is
−y∂ψ
∂x
+ x
∂ψ
∂u
= 0 (1.21)
with corresponding characteristic equation
dy
x
= −dx
y
(1.22)
Equation (1.22) in the two terms are uncoupled. This gives the integral invariant
which are the family of circles
ψ = ψ(x, y) = x2 + y2. (1.23)
1.2.7 Point Transformations and Extended Transforma-
tions(Prolongation)
In order to apply transformations (1.2) to an nth order differential equation, the
coresponding infinitesimal symmetry generator (1.17) needs to be extended or
prolonged to nth order. Consider the finite one-parameter Lie group. T s, in
several variables:
T s =

x˜j = F j[x,y, s], j = 1, . . . , n
y˜i = Gi[x,y, s], i = 1, . . . ,m
(1.24)
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Finite Transformation of First Partial derivatives
The first partial derivatives is required to satisfy the first-order contact condition
(invariant condition)
dy˜i − y˜iαdx˜α = 0 α = 1, . . . , n (1.25)
that is dy˜i −∑nα=1 y˜iαdx˜α = 0 i = 1, . . . , n.
To prolong the group; we are taking differentials of (1.24) as
dx˜α = (DβF
α)dxβ
dy˜α = (DβG
i)dxβ
(1.26)
substituting (1.26) into (1.25):
(DβG
i − y˜iαDβFα)dxβ = 0 (1.27)
The differentials dxβ are independent quantities. Therefore, in order for (1.27) to
be satisfied, the expression in parentheses must be zero:
DβG
i − y˜iαDβFα = 0, i = 1, . . . ,m (1.28)
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We assume that the Jacobian of the transformation in nonzero, ‖DβFα‖ 6= 0.
Then the inverse of DβF
α exits such that
DβF
α(DjF
β)−1 = δαj. (1.29)
Right-multiplying both sides in (1.28) by (DjF
β)−1:
DβG
i(DjF
β)−1 − y˜iαDβFα(DjF β)−1 = 0, (1.30)
or
DβG
i(DjF
β)−1 − y˜iαδjα = 0. (1.31)
Noting that y˜ij = y˜
i
αδ
α
j, the finite transformation of first partial derivatives is
determined:
y˜ij = DβG
i(DjF
β)−1. (1.32)
The once extended finite transformation is
x˜j = F j[x,y, s], j = 1, . . . , n
y˜i = Gi[x,y, s], i = 1, . . . ,m
y˜ij = G
i{j}[x,y,y1, s]
(1.33)
Where y1 is the vector of all possible first partial derivatives and where
Gi{j}[x,y,y1, s] = DβGi(DjF β)−1. (1.34)
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Finite transformation of second and higher partial derivatives:
The once extended group (1.33) satisfies the second contact condition
dy˜ij1 − y˜ijαdx˜α = 0 (1.35)
Taking differentials of (1.33):
dx˜α = (DβF
α)dxβ,
dy˜ij1 = (DβG
i
j1)dx
β.
(1.36)
substituting (1.36) into (1.35), and solving for y˜ij1j2 using the same procedure as
in the last section:
y˜ij1j2 = DβG
i{j1}(Dj2F
β)−1 = Gij1j2 [x,y,y1,y2, s], (1.37)
Where y2 refers to the vector of all possible second partial derivatives.
Similarly the transformation (1.24) is extended to the pth derivative by utilizing
the contact condition,
d(y˜i)− y˜iα = 0,
d(y˜ij1)− y˜ij1αdx˜α = 0,
...
d(y˜ij1j2...jp−1)− y˜ij1j2...jpdx˜α = 0.
(1.38)
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at successive orders. the pth extended finite group is
x˜j = F j[x,y, s], j = 1, . . . , n,
y˜i = Gj[x,y, s], j = 1, . . . ,m
y˜ij1 = G
j
j1
[x,y,y1, s],
...
y˜ij1j2...jp = G
j
j1j2...jp
[x,y,y1, . . . ,yp, s]
(1.39)
where
Gij1j2...jp [x,y,y1, . . . ,yp, s] = DβG
i{j1j2...jp−1}(DjpF
β)−1. (1.40)
As usual, s is the group parameter which defines the mapping from the source
space
(x,y[x],y1[x],y2[x], . . . ,yp[x])
to the target space
(x˜, y˜[x˜], y˜1[x˜], y˜2[x˜], . . . , y˜p[x˜]).
Infinitesimal Transformation of First Partial Derivatives
The infinitesimal transformation corresponding to (1.24) is
T s =

x˜j = xj + sξj[x,y], j = 1, . . . , n
y˜i = yi + sηi[x,y], i = 1, . . . ,m
(1.41)
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generated by expanding (1.24) in a Taylor series about s = 0. The infinitesimals
are
ξj[x,y] =
(
∂F j
∂s
)
s=0
, ηi[x,y] =
(
∂Gi
∂s
)
s=0
. (1.42)
Substituting F β = xβ + sξβ and Gi = yi + sηi into (1.32) produces
y˜ij = (Dβ(y
i + sηi))(Dj(x
β + sξβ))−1. (1.43)
The group parameter s is assumed to be small, and so the matrix inverse can be
approximated using
(δβj + sDjξ
β)−1 ≈ δβj − s(Djξβ). (1.44)
To derive (1.44) we have used the general exponential form of a matrix. Let
Aβj = Djξ
β; then the matrix exp(sAβj ) ≈ δβj + sAβj + o(s2) + . . . has the inverse
exp(−sAβj ) ≈ (δβj + sAβj + o(s2) + . . . )−1 ≈ δβj − sAβj + o(s2) − . . . . Using this
result, Eq. (1.43) becomes
y˜ij = (y
i
β + sDβη
i)(δβj − sDjξβ). (1.45)
Retaining only lowest-order terms in s, the infinitesimal form of the transformation
of first partial derivatives is now determined to be
y˜ij = y
i
j + s(Djη
i − yiβDjξβ), (1.46)
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and the once extended infinitesimal group is
x˜j = xj + sξj[x,y], j = 1, . . . , n
y˜i = yi + sηi[x,y], i = 1, . . . ,m
y˜ij = y
i
j + sη
i
{j}[x,y,y1],
(1.47)
where
ηi{j}[x,y,y1] = Djη
i − yiβξβ. (1.48)
Infinitesimal Transformation of Second and Higher Partial Derivatives
The transformation of second partial derivatives is generated in the same way.
Substitute F β = xβ + sξβ and Gij1 = y
i
j1
+ sηij1 into the finite transformation
(1.36):
y˜ij1j2 = (Dβ(y
i
j1
+ sηi{j1}))(Dj2(x
β + sξβ))−1. (1.49)
Carrying out the differentiation indicated in (1.49):
y˜ij1j2 = (y
i
j1β
+ sDβη
i
{j1})(δ
β
j2
+ sDj2ξ
β)−1. (1.50)
we approximate the inverse using (1.44) and retaining only the lowest-order term
in s to produce the infinitesimal transformation of second partial derivatives,
y˜ij1j2 = y
i
j1j2
+ s(Dj2η
i
{j1} − yij1βDj2ξβ). (1.51)
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The twice extended group is
x˜j = xj + sξj[x,y], j = 1, . . . , n
y˜i = yi + sηi[x,y], i = 1, . . . ,m
y˜ij = y
i
j + sη
i
{j1}[x,y,y1],
y˜ij1j2 = y
i
j1j2
+ sηi{j1j2}[x,y,y1,y2],
(1.52)
where
ηi{j1j2} = Dj2η
i
j1
− yij1βDj2ξβ. (1.53)
Where, the total derivative operator acting on the first extention is
Dj2η
i
{j1} =
∂ηi{j1}
∂xj2
+ yαj2
∂ηi{j1}
∂yα
+ yαβj2
∂ηi{j1}
∂yαβ
. (1.54)
For pth derivatives the extended infinitesimal transformation is
x˜j = xj + sξj[x,y], j = 1, . . . , n
y˜i = yi + sηi[x,y], i = 1, . . . ,m
y˜ij = y
i
j + sη
i
{j1}[x,y,y1],
y˜ij1j2 = y
i
j1j2
+ sηi{j1j2}[x,y,y1,y2],
...
y˜ij1j2...jp = y
i
j1j2...jp
+ sηi{j1j2...jp}[x,y,y1,y2, . . . ,yp],
(1.55)
where
ηi{j1j2...jp} = Djpη
i
{j1j2...jp−1} − yij1j2...jp−1αDjpξα. (1.56)
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The total differentiation operator appearing in (1.56) is
Djp() =
∂()
∂xjp
+ yijp
∂()
∂yi
+ yij1jp
∂()
∂yij1
+ yij1j2jp
∂()
∂yij1j2
+ · · ·+ yij1j2...jp−1jp
∂()
∂yij1j2...jp−1
.
(1.57)
1.3 Approximate Transformation Groups and
Symmetries
1.3.1 Approximate Transformation Groups
Notation and Definitions
Before continuing we need to present some definitions and theorems from the
Ref.[16]. If a function f(x, ) satisfies the condition
lim
x→0
f(x, )
p
= A ,where A is a constant
then f(x, ) = O(p) and f is said to be of order O(p), x→ 0.
If
lim
x→0
f(x, )
p
= 0,
then f is said to be of order o(p).
If f(x, ) − g(x, ) = O(p) or briefly f ∼ g when there is no ambiguity. Given
f(x, ), let
f0(x) + f1(x) + · · ·+ pfp(x)
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be the approximate polynomial of degree p in  obtained via the Taylor series
expansion of f(x, ) in power of  about  = 0. Then any function g ≈ f has the
form g(x) = f0(x) + f1(x) + · · ·+ pfp(x) + o(p). consequently the function
f0(x) + f1(x) + · · ·+ pfp(x)
is called a canonical representative of the equivalence class of functions containing
f . So, the one-parameter family G of approximate transformations, defined as
follows
x¯i = f i0(x, a) + f
i
1(x, a) + · · ·+ pf ip(x, a) i = 1, · · · , n (1.58)
of points x = (x1, · · · , xn) ∈ Rn into x¯ = (x¯1, · · · , x¯n) ∈ Rn as the class of
invertible transformations
x¯ = f(x, a, ), (1.59)
with vector-functions f = (f 1, · · · , fn) such that
f i(x, a, ) ≈ f i0(x, a) + f i1(x, a) + · · ·+ pf ip(x, a) i = 1, · · · , n.
Here, a is a real parameter, and the following condition is imposed:
f(x, 0, ) ≈ x.
Definition 1.4 The set of transformations (1.58) is called a one-parameter ap-
proximate transformation group if
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f(f(x, a, ), b, ) ≈ f(x, a+ b, )
for all transformations(1.59).
The generator of an approximate transformation group G given by (1.59) is the
class of first-order linear differential operartors
X = ξi(x, )
∂
∂xi
such that
ξi(x) ≈ ξi0(x) + ξi1(x) + · · ·+ pξip(x),
where the vector fields ξ0, ξ1, · · · , ξp are given by
ξiv(x) =
∂f iv(x, a)
∂a
|a=0, v = 0, · · · , p i = 1, · · · , n.
In what follows, an approximate group generator is
X ≈ (ξi0(x) + ξi1(x) + · · ·+ pξip(x))
∂
∂xi
In theoretical discussions, approximate equalities are considered with an error o(p)
of an arbitrary order p ≥ 1. However, in most of the applications the theory is
simplified by letting p = 1.
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Approximate Lie Equations
The one-parameter approximate transformation groups in the first order of
precision, i.e., Eqs.(1.58) of the form
x¯i ≈ f i0(x, a) + f i1(x, a) i = 1, · · · , n. (1.60)
let
X = X0 + X1 (1.61)
be a given approximate operator, where
X0 = ξ
i
0(x)
∂
∂xi
, X1 = ξ
i
1(x)
∂
∂xi
recall that this means X0 =
∑n
i=1 ξ
i
0(x)
∂
∂xi
and X1 =
∑n
i=1 ξ
i
1(x)
∂
∂xi
, respectively.
The corresponding approximate transformation (1.60) of points x into points x¯ =
x¯0 + x¯1 with the coordinates
x¯i = x¯i0 + x¯
i
1 (1.62)
where
x¯i0 = f
i
0(x, a), x¯
i
1 = f
i
1(x, a),
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is determined by the following equations:
dxi0
da
= ξi0(x¯0), x¯
i
0 |a=0= xi, i = 1, · · · , n, (1.63)
dxi1
da
=
n∑
k=1
∂ξi0(x)
∂xk
|x=x¯0 x¯k1 + ξi1(x¯0), x¯i1 |a=0= 0 i = 1, · · · , n. (1.64)
Eqs.(1.63)-(1.64) are called the approximate Lie equations.
Example 3 Let n = 2 and let
X = (1 + x2) ∂
∂x
+ xy ∂
∂y
here ξ0(x, y) = (1, 0), ξ1(x, y) = (x
2, xy), and Eqs.(1.63)-(1.64) are written as
dx¯0
da
= 1,
dy¯0
da
= 0, x¯0 |a=0= x, y¯0 |a=0= y,
dx¯1
da
= x¯20,
dy¯1
da
= x¯0y¯0, x¯1 |a=0= 0, y¯1 |a=0= 0.
The integration gives the following approximate transformation group:
x¯ ≈ x+ a+ (ax2 + a2x+ a
3
3
), y¯ ≈ y + (axy + a
2
2
y).
Approximate Exponential Map
Theorem 1.2 Given an operator
X = X0 + X1,
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with a small parameter  ,where
X0 = ξ
i
0
∂
∂xi
, X1 = ξ
i
1
∂
∂xi
the corresponding approximate group transformation
x¯i = x¯i0 + x¯
i
1, i = 1, · · · , n,
are determined by the following equation :
x¯i0 = e
aX0(xi), x¯i1 = aX0, aX1  (x¯i0), i = 1, · · · , n,
where
eaX0 = 1 + aX0 +
a2
2!
X20 +
a3
3!
X30 + · · · .
and
 aX0, aX1 = aX1 + a
2
2!
[X0, X1] +
a3
3!
[X0, [X0, X1]] + · · · .
In other words, the approximate operator X = X0 + X1 generates the one-
parameter approximate transformation group given by the following approximate
exponential map:
x¯i = (1 +  aX0, aX1 )eaX0(xi), i = 1, · · · , n.
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Example 4 Let us apply the previous Theorem to the operator
X = (1 + x)
∂
∂x
.
such that
X0 =
∂
∂x
, X1 = x
∂
∂x
therefore
X0(x) = 1, X
2
0 (x) = X
3
0 (x) = · · · = 0,
and
[X0, X1] =
∂
∂x
= X0,
[X0, [X0, X1]] = [X0, X0] = 0, · · ·
consequently,
x¯0 = e
aX0(x) = x+ a,
and
 aX0, aX1  (x¯0) = (ax+ a
2
2!
)
∂
∂x
(x+ a) = ax+
a2
2!
hence
x¯ ≈ x+ a+ (ax+ a
2
2
).
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1.3.2 Approximate Symmetries
Approximate transformation groups admitted by differential equations with small
parameter . The method of the Approximation will be illustrated.
Definitions of approximate Symmetries
Definition 1.5 Let G be a one-parameter approximate transformation group:
z˜i ≈ f i0(z, a) + f i1(z, a), i = 1, · · · , n (1.65)
an approximate equation
F (z, ) = F0(z) + F1(z) ≈ 0 (1.66)
is said to be approximately invariant with respect to G,or admits G if
F (z, ) ≈ F (f(z, a, ), ) ≈ o() (1.67)
whenever z = (z1, z1, . . . , zn) satisfies Eq.(1.66).
If z = (x, u, u(1), u(2), . . . , u(k)), then Eq.(1.66) becomes an approximate differen-
tial equation of order k, and G becomes an approximate symmetry group of the
differential equation.
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Determining Equation and Stable Symmetries
Theorem 1.3 Eq. (1.66) is approximatly invariant under the approximate trans-
formation group (1.65) with the generator
X = X0 + X1 ≡ ξi0(z)
∂
∂zi
+ ξi1
∂
∂zi
(1.68)
if and only if
[XF (z, )]F≈0 = o() (1.69)
or
[X0F0(z) + (X
1F0(z) +X
0F1(z))](1.68) = o() (1.70)
The operator given by Eq.(1.68) that satisfies Eq.(1.70) is called and infinites-
imal approximate symmetry, or an approximate operator admitted by Eq.(1.65).
Accordingly, Eq.(1.70) is termed as the determining equation for approximate sym-
metries.
Remark 1 The determining equation (1.70) can be written as follows:
X0F0(z) = λF0(z), (1.71)
X1F0(z) +X
0F1(z) = λF1(z). (1.72)
The factor λ is determined by Eq.(1.71) and then substituted into Eq.(1.72). The
latter equation must hold for all solutions of F0(z) = 0.
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Theorem 1.4 if Eq.(1.66) admits an approximate transfromation group with the
generator X = X0 + X1, where X0 6= 0, then the operator
X0 ≡ ξi0(z)
∂
∂zi
(1.73)
is an exact symmetry of the equation
F0(z) = 0. (1.74)
Definition 1.6 Eqs.(1.74) and (1.66) are termed an unperturbed equation and
perturbed equation, respectively. Under the conditions of theorem 1.4, the operator
X0 is called a stable symmetry of the unperurbed equation(1.74). The correspond-
ing approximate symmetry generator X = X0 + X1 for the perturbed equation
(1.73) is called a deformation of the infinitesimal X0 of Eq. (1.74) caused by the
perturbation F1(z).
In particular, if the most general symmetry Lie algebra of Eq. (1.74) is stable, we
say that the perturbed equation (1.66) inherits the symmetries of the unperturbed
equation.
Calculation of Approximate Symmetries
Remark 1 and Theorem 1.4 provide an infinitesimal method for calculating
approximate symmetries (1.68) for differential equations with a small parameter.
Implementation of the method requires the following three steps.
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1st Step: Calculation of the exact symmetries X0 of the unperturbed equation
(1.74), by solving the determining equation
X0F0(z)|F0(z)=0 = 0. (1.75)
2nd Step: Determining of the auxiliary function H by virtue of Eqs.
(1.72),(1.71) and(1.66), i.e., by the equation
H =
1

[X0(F0(z) + F1(z))|F0(z)+F1(z)=0] (1.76)
with known X0 and F0(z).
3rd Step: Calculation of the operator X1 by solving the determining equation
for deformations:
X1F1(z)|F0(z)=0 +H = 0. (1.77)
Note that Eq.(1.77), unlike the determining equation (1.75) for exact sym-
metries, is inhomogeneous.
1.3.3 Approximate Lie Algbras
Approximate symmetries from an approximate Lie algebras [13].
Definition 1.7 An approximate commutator of the approximate operators X1
and X2 is an approximate operator denoted by [X1, X2] and is given by
28
[X1, X2] ≈ X1X2 −X2X1.
The approximate commutator satisfies the usual properties, namely:
 Linearity: [aX1 + bX2, X3] ≈ a[X1, X3] + b[X2, X3], a, b = const,
 skew-symmetry: [X1, X2] ≈ −[X2, X1],
 Jacobi identity: [[X1, X2], X3] + [[X2, X3], X1] + [[X3, X1], X2] ≈ 0.
Definition 1.8 A vector space L of approximate operators is called an approxi-
mate Lie algebra of operator if it is closed (in approximation of the given order p)
under the approximate commutator,i.e., if
[X1, X2] ∈ L
for any X1, X2 ∈ L. Here the approximate commutator [X1, X2] is calculated to
the precision indicated.
Example 5 Consider the approximate (up to o()) operators
X1 =
∂
∂x
+ x ∂
∂y
, X2 =
∂
∂y
+ y ∂
∂x
.
Their linear span is not a Lie algebra in the usual(exact) sense. For instance, the
(exact) commutator
[X1, X2] = 
2(x ∂
∂x
− y ∂
∂y
)
is not a linear combination of the above operators.
However, these operators span an approximate Lie algebra in the first-order of
precision.
29
1.4 Description of our Undertaking
We summarize the main objective to be achieved in this study
 To study different approaches for approximate symmetries.
 Compare these different approaches by applying to some non-linear partial
differential equations.
 Apply a suitable approach to find the solution to a model of non-linear Pde
using approximate Lie symmetries.
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CHAPTER 2
APPROXIMATE LIE
SYMMETRY METHODS
2.1 Introduction
Lie group theory provides a systematic way of finding exact solutions to differen-
tial equations. If the problem involves a small parameter, then an approximate
solution instead of an exact solution can be sought. We describe four methods in
which a combination of Lie symmetries and perturbation theory is used to find
approximate Lie symmetries and approximate solutions.
METHOD I is due to Baikov,Gazizov and Ibragimov [4],[2]. In this method an
approximate generator is calculated to find solutions. In this method the depen-
dent variable is not expanded in a perturbation series. One may refer the reader
to section 1.3.2 for more details about this method.
METHOD II is due to Fushchich and Shtelen [12] and later followed by Euller
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et al [10], Euler and Euler [11]. In this method the dependent variables are ex-
panded in a perturbation series first as is done in the usual perturbation analysis.
The approximate symmetry of the original equation is defined to be the exact
symmetry of the coupled equations.
Consider the general mth order nonlinear evolution equation
E = E(x, t, u, u1, u2, . . . , um, ut; ) = 0, (2.1)
Where ut = ∂u/∂t, uk = ∂
ku/∂xk, 1 6 k 6 m and  is a small parameter, E is a
smooth function of the indicated variables.
Expanding the dependent variable in the small parameter yields
u = u0 + u1 + . . . , 0 <  < 1 (2.2)
then inserting expansion (2.2) into the original Eq.(2.1) and separating at each
order of the perturbed parameter, one has
Order 0 : E0 = 0, Order 
1 : E1 = 0, (2.3)
hence the exact symmetry of system (2.3) is the approximate symmetry of the
original Eq.(2.1).
METHOD III is actually a modification of the second method and consistent
with the perturbation theory. The approximate symmetry of the original equa-
tions as the exact symmetry of the non-homogeneous linear equation and the
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”couple-equations” assumption removed. Consider a nonlinear equation with a
small parameter  as follows
L(u) + N(u) = 0 (2.4)
Where L is an arbitrary linear and N is an arbitrary nonlinear differential opera-
tors. xi are the independent variables and u is the dependent variable such that
u = u(x1, x2, . . . , xn). Expanding u in a perturbation series
u = u0 + u1 + 
2u2 . . . (2.5)
and substituting into the original equation, one has
L(u0) = 0 = h0(x1, x2, . . . , xn)
L(u1) = −N(u0) = h1(x1, x2, . . . , xn)
L(u2) = −N(u0, u1) = h2(x1, x2, . . . , xn)
Note that the left-hand side of all the equations are the same and the right-
hand sides of the equations can be considered as arbitrary functions of the inde-
pendent variables which are to be determined sequentially starting from the first
equation.
Definition 1 The approximate symmetry of the nonlinear equation (2.4) is the
exact symmetry of the following linear nonhomogeneous equation
L(u) = h(x1, x2, . . . , xn) (2.6)
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with h considered as an arbitrary function.
Since hi are in fact known function, substituting these forms to the general sym-
metry of Equation (2.6) one obtains the specific symmetries at each level of ap-
proximation.
METHOD IV is due to Zhi-Yong, Xue-Lin and Yu-Fu [28]. In this method
both the independent variable and the dependent variables are simultaneously
expanded in the small parameter series to obtain more aﬄuent approximate sym-
metries than those achieved by expanding the dependent variable in the small
parameter series only.
The dependent variable expands as Eq.(2.2) and the independent variable is ex-
panded to
∂
∂t
=
∂
∂t˜
+ 
∂
∂s
, t˜ = t, s = t, 0 <  6 1. (2.7)
Inserting expansions (2.2) and (2.7) into the original Eq.(2.1) and separating at
each order of the small parameter, then we have the following equations with
repect to different orders 0, 1 and 2
Order 0 : E˜0 = 0, Order 
1 : E˜1 = 0, Order 
2 : E˜2 = 0, (2.8)
so the aproximate symmetry of the original Eq.(2.1) is defined as the exact sym-
metry of system (2.8).
Due to the increase of the number of equations, from two to three, we easily find
that calculation of this method increases enormously and the problem can only
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be handled by a symbolic computer package.
2.2 Approximate Symmetries of Perturbed
Non-linear Wave Equation by Method I
Let us consider perturbed equation [16, p. 56]
F0(z) + F1(z) = utt − (u2ux)x + ut = 0. (2.9)
and write the approximate group generator in the form
X = X0 + X1 ≡ (τ0 + τ1) ∂
∂t
+ (ξ0 + ξ1)
∂
∂x
+ (η0 + η1)
∂
∂u
, (2.10)
where ξv, τv and ηv (v = 0, 1) are unknown functions of t, x, and u.
1st Step. Solving the following determining equation for the exact symmetries
X0 of the unperturbed equation, F0(z) = 0
X0F0(z)|F0(z)=0 = 0. (2.11)
The infinitesimal generator for the unperturbed equation is a vector field on a
three dimensional space, as there are two independent variables and one dependent
variable,therefore,
X0 = τ0
∂
∂t
+ ξ0
∂
∂x
+ η0
∂
∂u
(2.12)
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We need to prolong the symmetry generator (2.12) to second order. Thus the
prolongation of the infinitesimal symmetry generator is as follows
X0
[2]
= X0 + ηto
∂
∂ut
+ ηxo
∂
∂ux
+ ηtto
∂
∂utt
+ ηxto
∂
∂uxt
+ ηxxo
∂
∂uxx
(2.13)
Symmetry criterion (2.11) for the unperturbed partial differential equation gives
the relation
X0
[2]
(utt − (u2ux)x)|utt=(u2ux)x = 0. (2.14)
By comparing coefficients of ux, ux
2, · · · we obtain the following system of ten
determining equations.
e1: ξ0u = 0
e2: ξ0t = 0
e3: τ0u = o
e4: τ0x = 0
e5: η0uu = 0
e6: 2η0 + 2uη0u − 4uξ0x + 4uτ0t = 0
e7: 2u2η0xu − uξ0xx + 4uη0x = 0
e8: −2η0tu + τ0tt = 0
e9: 2uη0 + 2u
2ξ0x + 2u
2τ0t = 0
e10: u2η0xx − η0tt = 0
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Differentiating (e10) twice with respect to u and using (e5) implies
e11: η0 = φ1(t)u+ φ2(t) ,
from (e6), differentiating with respect to u and x respectively, gives
e12: ξ0xx = 0.
Using (e1),(e2) and (e12), we obtain
e13: ξ0 = α0 + α1x.
Using (e9)uu , we obtain
e14: eta0u − ξ0x + τ0t = 0
By (e13) and (e11), e14 reduces to
e15: τ0 = −
∫
φ1(t), dx+ α1t+ α2.
Using (e15) in (e9)u, we obtain φ2(t) = 0, substituting (e15)tt into (e8) gives
φ1(t) = 0, implies φ1(t) = α3.
Hence,
ξ0 = α0 + α1x
τ0 = α3t+ α1t+ α2
η0 = −α3u
(2.15)
where α0, α1, α2, α3 are arbitrary constants. Hence,
X0 = (α0 + α1x)
∂
∂x
+ (α3t+ α1t+ α2)
∂
∂t
− α3u ∂
∂u
. (2.16)
2nd Step. Determination of auxilary function H.for this, we consider
H =
1

[X0
{2}
[f0(z) + F1(z)] |F0(z)+F1(z)=0, (2.17)
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or
H =
1

[X0
{2}
(utt − 2uu2x − u2uxx + ut)]|{(utt−2uu2x−u2uxx+ut)} (2.18)
where X0
{2}
is the second prolongation of X0,implies
H =
1

[η(−2u2x−2uuxx)+ηx(−4uu2x)+ηt()+ηxx(−u2)+ηtt]|{(utt−2uu2x−u2uxx+ut)}.
(2.19)
So that
η = −α3u
ηx = −α3ux
ηt = α4ut − α3ut
ηtt = α4utt − 2α3utt
ηxx = −α4uxx − 2α3uxx
Substitute η, ηx, ηt, ηtt, ηxx and utt = 2uu
2
x + u
2uxx − ut into (2.19), hence
H = α3ut. (2.20)
3rd Step: The determining equation (1.77) for deformations is written as
X1
{2}
(utt − u2uxx − 2uu2x)|utt=u2uxx+2uu2x +H = 0, (2.21)
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Where X1
{2}
denotes the second prolongation of the operator
X1 = τ1
∂
∂t
+ ξ1
∂
∂x
+ η1
∂
∂u
(2.22)
Then it follows that the system of the determining equations for (2.21) is given
by
e1: ξ1u = 0
e2: ξ1t = 0
e3: τ1u = o
e4: τ1x = 0
e5: η1uu = 0
e6: 2η1 + 2uη1u − 4uξ1x + 4uτ1t = 0
e7: 2u2η1xu − uξ1xx + 4uη1x = 0
e8: −2η1tu + τ1tt − α3 = 0
e9: 2uη1 + 2u
2ξ1x + 2u
2τ1t = 0
e10: u2η1xx − η1tt = 0
From (e1)and (e2) implies ξ1 = A(x), from (e3) and (e4) implies τ1 = B(t)
and from (e5) implies η1 = ψ1(x, t)u+ ψ2(x, t).
We differentiate (e7) to get
e11:4η1x+ 4uη1xu − ξ1xx = 0.
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From (e6), differentiating with respect to u, x respectively gives
e12: η1ux − ξ1xx = 0.
Using (e12) in (e6)u gives,
η1xu = 0, which implies η1 = ψ1(t)u+ ψ2(t), ξ1 = β0 + β1x.
From (e9) differentiate with respect to u twice to obtain
e14: 4ηu − 4ξx + 4τt = 0
Substituting ξ1 = β0 + β1x in (e14) gives
e15: τ1 = β1t−
∫
ψ1(t), dt+ β2
Using (e15) in (e16),(e8) leads to
ψ1(t) = β3 − 13α3. Hence
τ1 = β1 + β3t+
1
6
α3t
2
ξ1 = β2 + (β3 + β4)x
η1 = (β4 − 13α3u)u
(2.23)
Substituting (2.15) and (2.23) into (2.10), we obtain the following approximate
symmetries for (2.9):
X1 =
∂
∂t
, X2 =
∂
∂x
, X3 = t
∂
∂t
+ x ∂
∂x
+ 
6
(t2 ∂
∂t
− 2tu ∂
∂u
),
x4 = x
∂
∂x
+ u ∂
∂u
, x5 = X1, X6 = X2, X7 = X4, X8 = X3.
(2.24)
From Eqs.(2.24) we find
X8 = (t
∂
∂t
+ x ∂
∂x
).
The followin table of commmutators, evaluated in the first-order of precision,
40
shows that the generators (2.24) span an eight-dimensional approximate Lie alge-
bra, and hence generate an eight-parameter approximate transformations group.
Table 2.1: Approximate Commutators of Approximate symmetry of the perturbed
non-linear Wave equation
X1 X2 X3 X4 X5 X6 X7 X8
X1 0 0 X1 +
1
3
(X8 −X7) 0 0 0 0 X5
X2 0 0 X2 X2 0 0 X6 X6
X3 0 0 0 0 −X5 −X6 0 0
X4 0 0 0 0 0 −X6 0 0
X5 0 0 X6 X6 0 0 0 0
X6 0 0 X6 0 0 0 0 0
X7 0 −X6 0 0 0 0 0 0
X8 −X5 −X6 0 0 0 0 0 0
2.3 Approximate Symmetries of Gardner Equa-
tion by Method I
In this section, we give an example in which the symmetries of the perturbed
equation are not inherited from the unperturbed eqution. The authors Khah,
Mehdi, and Mokhtary [19] study Gardner equation
ut − 6(u+ u2)ux + uxxx = 0
and the unperturbed equation
ut − 6uux + uxxx = 0
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which is well known, as The Kortewege-de Vries(KDV) equation. To see if the
symmetries of KDV can be used to generate stable symmetries of Gardner equa-
tion.
Let us consider the approximate group generator in the form
X = X0 + X1 = (ξ + α)
∂
∂x
+ (τ + β)
∂
∂t
+ (η + φ)
∂
∂u
(2.25)
Where ξ, α, τ, β and φ are unknown functions of x, t and u. Solving the determin-
ing equation
X0
(k)(F0(z))|{F0(z)=0} = 0 (2.26)
such that
F0(z) + F1(z) = ut − 6(u+ u2)ux + uxxx
The third prolongation of X0.
X0
3 = ξ ∂
∂x
+ τ ∂
∂t
+ η ∂
∂u
+ τx
∂
∂ux
+ τt
∂
∂ut
+ τx
∂
∂ux
+τxx
∂
∂uxx
+ τxt
∂
∂uxt
+ τtt
∂
∂utt
+ τxxx
∂
∂uxxx
+τxxt
∂
∂uxxt
+ τxtt
∂
∂uxtt
+ τttt
∂
∂uttt
(2.27)
Thus (2.26) gives
X0
3(F0(z))|F0(z)=0 = X03(ut − 6uux + uxxx)|ut=6uux−uxxx = 0,
(η(−6ux) + ηx(−6u) + ηt + ηxxx)|{ut=6uux−uxxx} = 0
(2.28)
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Substituting η, ηx, ηt, ηxxx and ut = 6uux − uxxx into (2.28) and comparing the
coefficients of the derivatives of u gives
e1: τu = 0
e2: τx = 0
e3: ξu = 0
e4: ηuu = 0
e5: −6η − ξt + 3ηxxu − 12uξx − ξxxx = 0
e6: 6uτx − τt + 2ξx − τxxx + ξx = 0
e7: 3ηxu − 3ξxx = 0
e8: −6uηx + ηt + ηxxx = 0
By (e2),(e6) reduces to
e9: ξx =
1
3
τt,
e10: ξxx = 0.
Using (e8) and (e10) gives
e11: ηxu = 0 implies η = η1(t)u+ η2(t).
Using (e5) and (e11) gives
e12: −6η − ξt − 12uξx = 0
Substituting (e9) into (e12) gives η = −1
6
ξt − 23uτt.
Differentiating (e8) with respect to u and simplifying gives
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e13: τtt = 0
e14: ξxt = 0
Using (e12)t and (e8) gives ξtt = 0.
The determining equations become as following:
ξu = 0
ξxx = 0
ξtt = 0
ξx =
1
3
τt
τu = 0
τx = 0
τtt = 0
ηuu = 0
η = −1
6
ξt − 23uτt.
(2.29)
Hence,
ξ = c1 − 6c3t+ c4x, τ = c2 + 3c4t, η = c3 − 2c4u, (2.30)
where c1, c2, c3, c4 are arbitrary constants.
X0 = (c1 − 6c3t+ c4x) ∂
∂x
+ (c2 + 3c4t)
∂
∂t
+ (c3 − 2c4u) ∂
∂u
.
2nd Step. Determination of auxilary function H. For this, we consider
H =
1

[X0
3(ut − 6uux + uxxx − 6u2ux)]|{ut=6uux−uxxx−6u2ux} (2.31)
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where X0
3 is the third prolongation of X0, implies
H =
1

[η0(−6ux − 12uux) + η0x(−6u− 6u2) + η0xx + η0x]|{ut=6uux−uxxx−6u2ux}
(2.32)
such that
η = c3 − 2c4u, ηx = −3c4ux, ηxxx = −5c4uxxx, ηt = −5c4ut + 6c3ux.
Substituting η, ηx, ηxxx, ηt and ut = 6uux − uxxx − 6u2ux into (2.32), hence
H = 12uux(c4u− c3). (2.33)
3rd Step. Calculate the operators X1 by solving the inhomogeneous determining
equation for deformations:
X1
(k)F0(z)|{F0(z)=0} +H = 0. (2.34)
The above determining equation for the unperturbed equation ut−6uux+uxxx = 0
is written as
X1
3(ut − 6uux + uxxx = 0)|{ut=6uux+uxxx)ux−uxxx} + 12uux(c4u− c3) = 0. (2.35)
The left hand side of Eq.(2.35) becomes a polynomail in the variables
ut, ux, uxx, uxt, utt, uxxx, uxxt, uxtt, uttt. Equating to zero its coefficients we obtain
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e1: βu = 0
e2: βx = 0
e3: αu = 0
e4: ψuu = 0
e5: −6ψ − αt + 3ψxxu − 12uαx − αxxx = 0
e6: 6uβx − βt + 2αx − βxxx + αx = 0
e7: 3ψxu − 3αxx = 0
e8: −6uψx + ψt + ψxxx = 0.
By (e2),(e6) reduces to
e9: αx =
1
3
βt
e10: αxx = 0
Using (e8) and (e10) gives
e11: ψxu = 0 implies ψ = ψ1(t)u+ ψ2(t).
Use (e5) and (e11) gives
e12: −6ψ − αt − 12uαx − 12u(c4u− c3) = 0
Substituting (e9) into (e12) gives ψ = −1
6
αt − 23uβt
Differentiate (e8) with respect to u and simplifying gives
e13: βtt = 0,
e14: αxt = 0.
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Using (e12)t and (e8) gives αtt = 0. and (e12) yields c4 = 0.
The determining equations become as follows:
αu = 0
αxx = 0
αtt = 0
αx =
1
3
βt
βu = 0
βx = 0
βtt = 0
ψuu = 0
ψ = −1
6
αt − 23uβt.
(2.36)
Hence,
α = A1 − 6A3t+ A4x, τ = A2 + 3A4t, η = A3 − 2(c3 + A4)u (2.37)
where A1, A2, A3, A4 are arbitrary constants. Hence, we obtain the following ap-
proximate symmetries of the Gardner equation
X1 =
∂
∂x
, X2 =
∂
∂t
, X3 = (1− 2u) ∂
∂u
− 6 ∂
∂t
, X4 = X1, X5 = X2,
X6 = X3 = (
∂
∂u
− 6 ∂
∂t
), X7 = (x
∂
∂x
+ 3t
∂
∂t
− 2u ∂
∂u
)
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Because of c4 = 0, the scalling operator
X0
4 = x
∂
∂x
+ 3t
∂
∂t
− 2u ∂
∂u
is not stable, hence, the Gardner equation does not inherit the symmetries of the
KdV equation.
The following table of commutators, evaluted in the first-order of precision, shows
that the previous generators span an seven-dimensional approximate Lie algebra,
and hence generate an seven-parameter approximate transformations group.
Table 2.2: Approximate Commutators of Approximate symmetry of the Gardner
equation
X1 X2 X3 X4 X5 X6 X7
X1 0 0 0 0 0 0 X4
X2 0 0 6X1 0 0 6X4 3X5
X3 0 −6X1 0 0 −6X4 0 −2X6
X4 0 0 0 0 0 0 0
X5 0 0 6X4 X6 0 0 0
X6 0 −6X4 0 0 0 0 0
X7 −X4 −3X5 2X6 0 0 0 0
2.4 Approximate Symmetries of Potential Burg-
ers Equation by Method I
Potential Burgers equation is [21]
F0(z) + F1(z) = ut − uxx − ux2 = 0, (2.38)
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Let us write the approximate group generator in the form
X = X0 + X1 ≡ (τ0 + τ1) ∂
∂t
+ (ξ0 + ξ1)
∂
∂x
+ (η0 + η1)
∂
∂u
, (2.39)
where ξv, τv and ηv (v = 0, 1) are unknown functions of t, x, and u.
1st Step. Solving the following determining equation for the exact symmetries
X0 of the unperturbed equation.
X0F0(z)|F0(z)=0 = 0 (2.40)
The infinitesimal generator for the unperturbed equation is a vector field on a
three dimensional space, as there are two independent variables and one dependent
variable, therefore,
X0 = τ0
∂
∂t
+ ξ0
∂
∂x
+ η0
∂
∂u
(2.41)
We need to prolong the symmetry generator (2.41) to second order. Thus the
prolongation of the infinitesimal symmetry generator as follows
X0
[2]
= X0 + ηto
∂
∂ut
+ ηxo
∂
∂ux
+ ηtto
∂
∂utt
+ ηxto
∂
∂uxt
+ ηxxo
∂
∂uxx
. (2.42)
Symmetry criterion (2.40) for the unperturbed partial differential equation gives
the relation
X0
[2]
(ut − uxx − ux2)|ut=uxx+ux2 = 0. (2.43)
We obtained the following system of ten determining equations
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e1: η0t − η0xx = 0
e2: −τ0t + τ0xx + 2ξ0x = 0
e3: −ξ0t − 2η0xu + ξ0xx = 0
e4: −ξ0u + 3ξ0u + 2τ0xu = 0
e5: (−τ0u + τ0 = 0) ≡ 0
e6: 2τ0u = 0
e7: −η0uu + 2ξ0xu = 0
e8: τ0uu = 0
e9: ξ0uu = 0
e10: 2τ0x = 0.
From (e6) and (e10) implies
e11: τ0 = A(t)
Using (e4) and (e11) gives
e12: ξ0u = 0, ξ0 = B(t, x)
From (e7) and (e12), implies
e13: η0uu = 0, η0 = h1(x, t)u+ h2(x, t)
Substituting (e11) and (e12) into (e2) gives
e14: 2Bx(x, t)− At(t) = 0, (e14)x gives 2Bxx(x, t) = 0 implies
e15: B(x, t) = B1(t)x+B2(t).
Using (e15) into (e14) implies 2B1(t)− At(t) = 0, thus
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e16: A = 2
∫
B1(t)dt+ α0.
Using (e11),(e13) and (e15),(e3) reduces to h1t(t, x) = −12B1t(t)x− 12B2t(t),
e17: h1(t, x) = −14B1t(t)x2 − 12B2t(t)x+ f(t).
Using (e17) in (e13) gives
e18: η0 = [−14B1t(t)x2 − 12B2t(t)x+ f(t)]u+ h2(t, x).
Substituting (e18) into (e1) gives
e19: −1
2
B1t(t) + h2xx(t, x) − [−14B1tt(t)x2 − 12B2tt(t)x + ft(t)]u − h2t(t, x) =
0, (e19)u implies
e20: −1
2
B1t(t) +
1
4
B1tt(t)x
2 + 1
2
B2tt(t)x− ft(t) = 0
Differentiating (e20) with respect to x twice, gives B1tt(t) = 0 which implies
e21: B1(t) = α1t+ α2.
Using (e21) in (e20) gives
e22: −α
2
+ 1
2
B2tt(t)x− ft(t) = 0.
Differentiating (e22) with respect to x gives B2tt = 0
e23: B2(t) = α3t+ α4
Subsituting (e23) into (e22) gives
e24: f(t) = −α1t
2
+ α5.
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Hence,
τ0 = α1t
2 + 2α2t+ α0
ξ0 = (α1t+ α2)x+ α3t+ α4
η0 = (−α14 x2 − 12α3x− 12α1t+ α5)u+ h2(t, x),
such that h2(t, x)xx − h2(t, x)t = 0.
(2.44)
Hence,
X0 = ((α1t+ α2)x+ α3t+ α4)
∂
∂x + (α1t
2 + 2α2t+ α0)
∂
∂t
+(−α14 x2 − 12α3x− 12α1t+ α5)u+ h2(t, x)) ∂∂u
(2.45)
2nd Step. Finding the auxilary function H by
H =
1

[X0
{2}(F0(z) + F1(z)|{Fo(z)+F1(z)=0})] =
1

[X0
{2}(ut−uxx− ux2)|ut=uxx+ux2 ]
(2.46)
Where X0
{2} is the second prolongation of X0, implies
H =
1

[η0
t − 2η0xux − η0xx]|{uxx=ut−ux2}, (2.47)
such that
η0
x = 2ux(−α14 x2− 12α3x− α1t2 +α5)−ux(α1t+α2)+(−α12 − 12α3)u+h2x(t, x)
η0
t = 2ut(−α14 x2 − 12α3x − α1t2 + α5)) − ut(2α1t + 2α2) − α12 u + h2t(t, x) −
ux(α1x+ α3)
η0
xx = 2uxx(−α14 x2− 12α3x− α1t2 +α5))−uxx(2α1t+2α2)− α12 u+h2xx(t, x)−
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ux(α1x+ α3)
substituting η0
x, η0
t, η0
xx and uxx = ut − ux2 into (2.47), we obtain
H = (α1 + α3)uux + (
α1
2
x2 + α3x+ α1t− 2α5)ux2 − 2h2xx(t, x)ux. (2.48)
3rd Step. Calculating the operator X1 by solving the inhomogeneuous determin-
ing equation for deformations:
X1
{k}
(F0(z))|{F0(z)=0} +H = 0. (2.49)
The above determining equation for the current equation is written as
X1
{2}
(ut − uxx − ux2)|{ut=uxx+ux2} + (α1 + α3)uux
+(α12 x
2 + α3x+ α1t− 2α5)ux2 − 2h2xx(t, x)ux = 0,
(2.50)
where X1
{2}
denotes the second prolongation of the operator
X1 = τ1
∂
∂t
+ ξ1
∂
∂x
+ η1
∂
∂u
(2.51)
Next we compare the coefficients of the derivatives of u in (2.50), we obtain the
following ten determining equations
e1: 2η1ux − ξ1xx + ξ1t + (α1 + α3)u− 2h2x(t, x) = 0
e2: −τ1xx + η1u − 2ξ1x − η1u + τ1t = 0
e3: η1uu − 2ξ1ux + (α12 x2 + α3x+ α1t+−2α5) = 0
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e4: −2τ1ux − 3ξ1u + ξ1u = 0
e5: −ξ1uu = 0
e6: −τ1uu = 0
e7: (−τ1u + τ1u = 0) ≡ 0
e8: −2τ1u = 0
e9: η1xx − η1t = 0
e10: −2τ1x = 0
From (e8) and (e10) implies
e11: τ1 = k(t).
Using (e4) and (e11) gives
e12: ξ1u = 0, ξ1 = ψ(t, x)
From (e7) and (e12), implies
e13: η1uu = 0, η1 = g1(x, t)u+ g2(x, t).
Substituting (e11) and (e12) into (e2) gives
e14: −2ψx(t, x) + kt(t) = 0
Differentiating (e14) with respect to x, gives 2ψxx = 0 implies
e15: ψ(t, x) = ψ1(t)x+ ψ2(t)
Using (e15) in (e14) gives 2ψ1(t)− kt(t) = 0, thus
e16: k(t) = 2
∫
ψ1(t)dt+ c0
Using (e11),(e13) and (e15),(e1) reduces to 2g1x(t, x) + ψ1t(t)x + ψ2t(t) −
2h2x(t, x) = 0, which implies
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e17: g1(t, x) = −14ψ1t(t)x2 − 12ψ2t(t)x− h2(t, x) + v(t).
Using (e17) in (e13) gives
e18: η1 = [−14ψ1t(t)x2 − 12ψ2t(t)x− h2(t, x) + v(t)]u+ g2(t, x).
Substituting (e18) into (e9), we obtain
e19: [−1
2
ψ1t(t) − h2xx(x, t)]u + g2xx(t, x) + [14ψ1tt(t)x2 + 12ψ2tt(t)x + h2t(t, x) −
vt(t)]u− g2t(t, x) = 0.
Differentiating (e19) with respect to u, we get
e20: −1
2
ψ1t(t)− h2xx(t, x) + 14ψ1tt(t)x2 + 12ψ2tt(t) + h2t(t, x)− vt(t) = 0,
since h2xx(t, x)− h2t(t, x) = 0, implies
e21: 1
2
ψ1t(t) +
1
4
ψ1tt(t)x
2 + 1
2
ψ2tt(t)x+ h2t(t, x)− vt(t) = 0
Differentiate (e21) with respect to x twice, gives ψ1tt(t) = 0, implies
e22: ψ1(t) = c1t+ c2
Using (e22) in (e21) gives
e23: c1
2
− 1
2
ψ2tt(t)x+ vt(t) = 0.
Differentiating (e23) with respect to x , gives ψ2tt = 0, implies
e24: ψ2(t) = c3t+ c4.
Using (e24) in (e23) gives c1
2
+ vt(t) = 0, implies
e25: v(t) = − c1t
2
+ c5
Substituting all these into (e21) for consistency check, we deduce
[1
2
(c1)− 14(0)x2 − 12(0)x− c2 ] ≡ 0.
Now, we address (e20), to set: e26: g2t(t, x)− g2xx(t, x) = 0.
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Hence,
τ1 = 2(
c1
2
t2 + c2t) + c0
ξ1 = (c1t+ c2)x+ (c3t+ c4)
η1 = [−14c1x2 − 12c3x− c12 t+ c5 − h− 2(t, x)]u+ g2(t, x)
such that
g2t(t, x)− g2xx(t, x) = 0,
h2t(t, x)− h2xx(t, x) = 0.
(2.52)
2.5 Approximate Symmetries of Potential Burg-
ers Equation using an Alternative Method
In this section, we use Method III, which is used in [21] for same problem. We
are expanding the dependent variable in a perturbation expansion,
u = u0 + u1 + · · · .
Substituting this expansion into the original equation, we obtain
u0t(t, x)+u1t(t, x)−u0xx(t, x)−u1xx(t, x)−(u0x(t, x)2+2u0x(t, x)u1x(t, x)+2u1x(t, x)2) = 0.
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Since, we are considering first-order of precision, the above equation becomes
u0t(t, x) + u1t(t, x)− u0xx(t, x)− u1xx(t, x)− u0x(t, x)2 = 0.
This gives,
Order 1 : u0t(t, x)− u0xx(t, x) = 0,
Order  : u1t(t, x)− u1xx(t, x) = (u0x(t, x)2).
(2.53)
So that at order 1, h(t, x) = 0 and at order , h(t, x) = (u0x(t, x))
2, a known
function to be obtain from the first equation. Now, we need to calculate the
symmetries of the following equation
ut(t, x)− uxx(t, x) = h(t, x). (2.54)
The corresponding generator is
X = τ
∂
∂x
+ ξ
∂
∂t
+ η
∂
∂u
,
where τ, ξ and η are unknown functions of t, x and u, Then, expanding the gen-
erator X into the second order
X2 = τ
∂
∂x
+ ξ
∂
∂t
+ η
∂
∂u
+ ηx
∂
∂ux
+ ηt
∂
∂ut
+ ηxx
∂
∂uxx
+ ηxt
∂
∂uxt
+ ηtt
∂
∂utt
,
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and applying to (2.54)
X2(ut(t, x)− uxx(t, x)− h(t, x))|{ut(t,x)=uxx(t,x)−h(t,x)} = 0 (2.55)
The above equation reduces to
hx(t, x)ξ + ht(t, x) + η
t − ηxx = 0. (2.56)
Now, substituting ηx and ηxx into (2.56) and comparing the coefficients of the
derivatives of u we get
e1: −ξt − h(t, x)ξu − 2ηxu + 2h(t, x)τxu + ξxx = 0
e2: ηu − τt − 2h(t, x)τu − ηu + h(t, x)τu + 2ξx + τxx = 0
e3: −ηuu + h(t, x)τuu + 2ξxu = 0
e4: −ξu + 3ξu + 2τxu = 0
e5: ξuu = 0
e6: τuu = 0
e7: 2τx = 0
e8: (−τu + τu) ≡ 0
e9: 2τu = 0
e10: hx(t, x)ξ + ht(t, x)τ + ηt + h(t, x)ηu − h(t, x)ηt − h2(t, x)τu − ηxx +
h(t, x)ηxx = 0
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From (e7) and (e9) implies
e11: τ = A(t).
Using (e4) and (e11) gives ξu = 0, which implies
e12: ξ = B(t, x)
From (e3) and (e12), we get
e13: ηuu = 0, η = φ1(t, x)u+ φ2(t, x).
Substituting (e11) and (e12) into (e2) gives
e14: −2B(t, x) + At(t) = 0.
Differentiating both sides of (e14) with repect to x gives 2Bxx(t, x) = 0, which
implies
e15: B(t, x) = B1(t)x+B2(t)
Using (e15) in (e14) gives 2B1(t)− At(t) = 0, and so
e16: A = 2
∫
B1(t)dt+ a0.
Using (e11),(e13) and (e15),(e1) reduces to 2φ1x(t, x) = −12B1t(t)x − 12B2t(t),
which implies,
e17: φ1(t, x) = −14B1t(t)x2 − 12B2t(t)x+ f(t).
Using (e17) in (e13) gives
e18: η = [−1
4
B1t(t)x
2 − 1
2
B2t(t)x+ f(t)]u+ h2(t, x).
Substituting (e18) into (e10), gives
e19: hx(t, x)ξ + ht(t, x)τ + [−14B1tt(t)x2 − 12B2tt(t)x + ft(t)]u + φ2t(t, x) +
h(t, x)[−1
4
B1t(t)x
2 − 1
2
B2t(t)x + f(t)] − h(t, x)[2B1(t)] + 12B1t(t)u − φ2xx(t, x) +
h(t, x)τxx = 0
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Differentiating (e19) with respect to u, we obtain
e20: −1
4
B1tt(t)x
2 − 1
2
B2tt(t)x+ ft(t) +
1
2
B1t(t) = 0.
Differentiating (e19) with respect to x twice, gives B1tt(t) = 0, which implies
e21: B1(t) = a1t+ a2
Using (e21) in (e20), gives
e22: 1
2
a1 − 12B2tt(t)x+ ft(t) = 0
Differentiate (e22) with respect x, gives B2tt(t) = 0, and so,
e23: B2(t) = a3t+ a4.
using (e23) back in (e22), we obtain
e24: f(t) = −a1
2
t+ a5.
Substituting all these into (e20) for consistency check,
[−1
2
a1 +
1
4
(0)x2 − 1
2
(0)x+
a1
2
] ≡ 0.
Now, we address (e19) to set
hx(t, x)[a1tx + a2x + a3t + a4] + ht(t, x)[a1t
2 + 2a2t + a0] − a12 u + φ2t(t, x) +
h(t, x)[−1
4
a1x
2− 1
2
a3x− a12 t+a5]−h(t, x)[2a1t+2a2]+ 12 [a1t+a2]u−φ2xx(t, x) = 0
Finally, we obtain
ξ = a1xt+ a2x+ a3t+ a4
τ = a1t
2 + 2a2t+ a0
η = [−1
4
a1x
2 − 1
2
a3x− a12 t+ a5]u+ φ2(t, x)
(2.57)
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Such that
φ2t(t, x)− φ2xx(t, x)− h(t, x)[14a1x2 + 12a3x+ 52a1t+ 2a2 − a5
= hx(t, x)[a1tx+ a2x+ a3t+ a4] + ht(t, x)[a1t
2 + 2a2t+ a0] +
1
2
a2u
(2.58)
Where a0, a1, a2, a3, a4 and a5 are arbitrary constants.
2.6 Approximate Solution of Perturbed Non-
linear Wave Equation
Consider Eq.(2.9),
utt − (u2ux)x + ut = 0. (2.59)
Using the symmetry X = X3 −X4 with X3, X4 from (2.24),
X = t
∂
∂t
− u ∂
∂u
+

6
(t2
∂
∂t
− 2tu ∂
∂u
) (2.60)
The approximate invariants of (2.60) can written as
E(t, x, u, ) = E0(t, x, u) + E1(t, x, u) +O().
which in term of Eq.(2.60) is
X = X0 + X1,
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such that
X0 = t
∂
∂t
− u ∂
∂u
, X1 =
1
6
(t2
∂
∂t
− 2tu ∂
∂u
).
As seen ealier, these lead to the system
t∂E
0
∂t
− u∂E0
∂u
= 0,
t∂E
1
∂t
− u∂E1
∂u
= −1
6
(t2 ∂E
0
∂t
− 2tu∂E0
∂u
).
(2.61)
Solving Eqs.(2.61), we will have two functionally independent invariants
E1 = E1
0(t, x, u) + E1
1(t, x, u)
E2 = E2
0(t, x, u) + E2
1(t, x, u)
(2.62)
for generator (2.60).
Remark 2 Functions (2.62) are said to be functionally dependent if E2 = ψ(E1),
equivalently we can say
E2
0(t, x, u) + E2
1(t, x, u) = ψ(E1
0(t, x, u) + E1
1(t, x, u)) + o()
if such an ψ does not exist, then E1 and E2 are functionally independent.
The first equation in (2.61) has two functionally independent solutions,
E1
0 = x, E2
0 = tu
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Substituting E1
0 = x into the second equation in (2.61) and taking its simplest
solution E1
1 = 0, we obtain one invariant in (2.62),
E1 = x. (2.63)
Note that it does not involve the dependent variable u. Now we substitute the
solution E2
0 = tu of the first equation in (2.61) into the second equation in (2.61)
and get non-homogeneous linear equation:
t
∂E1
1
∂t
− u∂E2
1
∂u
=
1
6
(t2u).
The corresponding characteristic equation are
dt
t
= −du
u
= 6
dE2
1
t2u
,
which the first integral tu = λ = const. Therefore, the second equation
dt
t
= 6
dE2
1
t2u
gives
E2
1 =
1
6
t2u+ c. (2.64)
Assuming that c = 0, we get the second invariant in (2.62),
E2 = tu+

6
t2u.
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By remark 2, invariants (2.63), (2.64) are functionally independent. Letting E2 =
φ(E1), i.e.,
(1 +

6
t)tu = φ(x)
and solving for tu in the first order of precision,
tu = (1 +
t
6
)−1φ(x) = (1− t
6
)φ(x) + o(),
We get the approximately invariant solution:
u = (
1
t
− 
6
)φ(x). (2.65)
Differentiation of (2.65) gives:
ut = − 1
t2
φ, utt =
2
t3
φ, ux = (
1
t
− 
6
)φ
′
. (2.66)
where prime denotes derivatives with respect to x. Moreover,
u2ux = (
1
t
− 
6
)3φ2φ
′
= (
1
t3
− 
2t2
)φ2φ
′
+ o()
and therefore we have in our approximation:
(u2ux)x = (
1
t3
− 
2t2
)(φ2φ
′
)
′
. (2.67)
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Substituting these into Eq. (2.9), we get
(φ2φ
′
)
′
= 2φ. (2.68)
By integrating Eq.(2.68), reduced to a first-order equation by substitution φ
′
=
p(φ) and denoting p2 = v , respectively, we obtain
φ
dv
dφ
+ 4v = 4
Then integrating the above resulting linear equation and substituting back v, p as
a function of φ, we obtain
dφ
dx
= ±
√
1 + cφ−4.
The integration provides the general solution to Eq.(2.68), setting c = 0, we have
φ(x) = ±x, and the invariant solution (2.65) is
u = ±(x
t
− x
6
).
2.7 Approximate Solution of Potential Burgers
Equation
We now turn our attention to the Approximate Solution of potential Burgers equa-
tion (2.38) which is given in [21]. Solution corresponding to exact symmetry will
be derived from the approximate symmetries given in Equation (2.44), selecting
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parameter α2 and all others to be zero. The characteristic equation are
dx
x
=
dt
2t
=
du
0
(2.69)
from which the similarity variables are
ξ =
x√
t
, u = f(ξ). (2.70)
Substituting into the original equation, one has
f
′′
+
1
2
ξf
′
+ (f
′
)2 = 0, (2.71)
where prime denotes derivatives with respect to ξ. The solution is
f =
∫ ξ
0
exp(−ξ¯2/4)

∫ ξ¯
0
exp(−η2/4)dη + c1−1
dξ¯ + c2, (2.72)
where c1 and c2 are constants. This solution is an exact solution of the original
problem. To obtain an approximate solution up to first-order, one may expand
the denominator and keep terms up to order 
u = f = c1
∫ ξ
0
exp(−ξ¯2/4)dξ¯ + c2 − c12
∫ ξ
0
[
exp(−ξ¯2/4)
∫ ξ¯
0
exp(−η2/4)dη
]
dξ¯,
(2.73)
66
For Method I, the approximate symmetries are given in Eqs. (2.52), (2.44). Se-
lecting α2 and c2 parameters and all other to be zero, one has
dx
(α2 + c2)x
=
dt
2t(α2 + c2)
=
du
0
. (2.74)
Note that selecting c2 = 0 or c2 6= 0 does not change the transformations. This
is why we call such symmetries denoted by capital letters as trivial symmetries.
Equation (2.74) yields the same similarity variables as in the exact symmetry case.
Hence the solution(2.72) and this solution is not a proper first-order approximation
and contains term of o(2) and Higher. For Method III, the equations to be
considered are qiven in (2.53). The first-order solution is obtained by using a2
parameter of symmetries given in Equation (2.57) with h = 0 in Equation (2.58)
u0 = c1
∫ ξ
0
exp(−ξ¯2/4)dξ¯ + c2. (2.75)
such that
h =
(
∂u0
∂x
)2
=
c1
2
t
exp(−ξ2/2). (2.76)
Taking all parameter except a2 zero in Equation (2.58), one can verify that the
specific h defined above satisfies Equation (2.58). Selecting parameter a2 in the
system given in (2.57), one has
dx
x
=
dt
2t
=
du1
0
(2.77)
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from which the similarity variables are
ξ =
x√
t
, u1 = g(ξ). (2.78)
Substituting Equation (2.78) and (2.76) into Equation (2.53) and solving one has
u1 = g = −c12
∫ ξ
0
[
exp(−ξ¯2/4)
∫ ξ¯
0
exp(−η2/4)dη
]
dξ¯ + c3
∫ ξ
0
exp(−ξ¯2/4)dξ¯ + c4.
(2.79)
Equations (2.75) and (2.79) are the first and second terms in the perturbation
expansions. Redefining the constatnts, the approximate solution written as follows
u = c1
∫ ξ
0
exp(−ξ¯2/4)dξ¯+c2−c12
∫ ξ
0
[
exp(−ξ¯2/4)
∫ ξ¯
0
exp(−η2/4)dη
]
dξ¯. (2.80)
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CHAPTER 3
PERTURBED NON-LINEAR
(2+1) DIMENSIONAL WAVE
EQUATION
3.1 Introduction
In this chapter we study the approximate symmetries of perturbed non-linear
(2+1) dimensional wave equation using one of the approximate Lie symmetry
Methods. Moreover approximate invariant solutions of the perturbed non-linear
wave equation based on the Lie group method are constructed.
One may refer the reader for some cases of studying unperturbed and perturbed
non-linear wave equations. Bokhari, Kara, Karim, Zaman [7] discussed sym-
metries of unperturbed nonlinear wave equation that arise as consequence of
some Riemannian metrics of signature-2. Zhi-Yong, Yu-Fu and Xue-Lin [26] gave
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approximate symmetries classification of perturbed nonlinear one dimensional
wave equation with approximate invariants solutions of the equations. Later on,
Ahmed, Bokhari, Kara and Zaman [1] gave a classification of symmetries of unper-
turbed nonlinear (2+1) dimensional wave equation with respective commutator
tables. Zhang, Gao and Chen [27] discussed approximate symmetry classification
of perturbed nonlinear one dimensional wave equation with arbitrary function
performed by means of the method originated from Fushchich and Shtelen [12].
The perturbed nonlinear wave equation:
utt + ut = (f(u)ux)x + (g(u)uy)y (3.1)
For arbitrary f(u) = g(u) = u the Eq.(3.1) becomes as follows:
utt + ut = (uux)x + (uuy)y (3.2)
In this case, we use Method I to obtain complete approximate symmetry classifi-
cation of Eq.(3.2) with the first order of precision o().
Let us consider the approximate group generators in the form
X = X0 + X1 = (τ0 + τ1)
∂
∂t
+ (ξ0 + ξ1)
∂
∂x
+ (θ0 + θ1)
∂
∂y
+ (η0 + η1)
∂
∂u
, (3.3)
where τi, ξi, θi and ηi for i = 0, 1. are unknown functions of t, x, y and u.
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3.2 Exact Symmetries
To find the exact symmetries we need to solve the determining equation
X0
(2)F0(z)|F0(z)=0 = 0, (3.4)
where F0(z) = utt − (uux)x − (uuy)y, which the unperturbed part of the Eq.(3.2)
and X0
(2) is the second prolongation of the infinitesimal generator X0, given as
follow
X0
2 = X0 + η0
t ∂
∂ut
+ η0
x ∂
∂ux
+ η0
y ∂
∂uy
+η0
tt ∂
∂utt
+ η0
tx ∂
∂utx
+ η0
ty ∂
∂uty
+η0
xx ∂
∂uxx
+ η0
ty ∂
∂uty
+ η0
yy ∂
∂uyy
.
(3.5)
This implies that the determining Eq.(3.4), take the form
(
η0(−uxx − uyy) + η0x(−2ux) + η0y(−2uy) + η0xx(−u) + η0yy(−u) + η0tt
) |utt=(uux)x+(uuy)y = 0,
(3.6)
where the functions η0
x, η0
y, η0
t, η0
xx, η0
yy and η0
tt are given by
η0
x = Dxη0 − (uxDxξ0 + uyDxθ0 + utDxτ0) ,
η0
y = Dyη0 − (uyDyξ0 + uyDyθ0 + utDyτ0) ,
η0
t = Dtη0 − (uxDtξ0 + uyDtθ0 + utDtτ0) ,
η0
xx = Dxη0
x − uxxDxξ0 − uxyDxθ0 − uxtDxτ0,
η0
yy = Dyη0
y − uxyDyξ0 − uyyDyθ0 − uytDyτ0,
η0
tt = Dtη0
t − uxtDtξ0 − uytDtθ0 − uttDtτ0,
(3.7)
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here Dx, Dy and Dt denote the total derivative operators with respect to x, y and
t, respectively and take the form
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxy
∂
∂uy
+ uxt
∂
∂ut
+ · · ·+ uxtt ∂∂utt ,
Dy =
∂
∂y
+ uy
∂
∂u
+ uxy
∂
∂ux
+ uyy
∂
∂uy
+ uty
∂
∂ut
+ · · ·+ uytt ∂∂utt ,
Dt =
∂
∂y
+ ut
∂
∂u
+ uxt
∂
∂ux
+ uyt
∂
∂uy
+ utt
∂
∂ut
+ · · ·+ uttt ∂∂utt .
(3.8)
Now, substituting η0
x, η0
y, η0
t, η0
xx, η0
yy, η0
xt, η0
ty and η0
xy into Eq.(3.6) and com-
paring the coefficients of the derivatives of u gives the following system of deter-
mining equations
e1: ξou = 0
e2: ξ0t = 0
e3: τ0u = 0
e4: τ0y = 0
e5: τ0x = 0
e6: θ0u = 0
e7: θ0t = 0
e8: η0uu = 0
e9: −2η0x − 2uη0xu + uξ0xx + uξ0yy = 0
e10: −η0u + 2ξ0x − 2τ0t = 0
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e11: −2η0y + uθ0xx + uθ0yy = 0
e12: −2η0y + 2θ0y + η0u − 2τ0t = 0
e13: −uη0xx + η0tt − uη0yy = 0
e14: 2η0ut − τ0tt = 0
e15: 2uξ0x − 2uτ0t − η0 = 0
e16: θ0x + ξ0y = 0
e17: −2uτ0t + 2uθ0y − η0 = 0
Form (e1) and (e2), we obtain
e18: ξ0 = F (x, y).
From (e3),(e4) and (e5), we get
e19: τ0 = A(t).
Using (e5) and (e6), to get
e21: θ0 = B(x, y).
Differentiating (e12) with respect to u, gives −η0uy = 0, which implies
e21: η0 = φ1(t, x)u+ φ2(t, x).
Differentiating (e17) with respect to u, y respectively, implies θ0yy = 0.
Differentiating (e10) with respect to y, gives ξ0xy = 0.
Similarly, differentiating (e11) with respect to x, we deduce θ0xx = 0.
From (e15) and (e10), subtracting one from the other , to get
e22: ξ0x − θ0y = 0
Differentiating (e16) with respect to y and differentiating (e22) with respect to x,
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then subtracting the resulting equations one from the other, we obtain
e23: ξ0xx + ξ0yy = 0.
Using (e9) and (e23), we get η0xu = 0.
Differentiating (e15) with respect to u and x respectively, implies ξ0xx = 0
Differentiating (e17) with respect to u and x respectively , to get
e24: θ0xy = 0
From (e16) and (e24), we get ξ0yy = 0.
From (e14), imlpies τ0tt = 2η0ut, substituting into (e17), then differentiating the
resulting equation with respect to u, t respectively , we deduce η0tu = 0 and
τ0tt = 0.
Finally, from all the previous, we obtain
ξ0 = a3x+ a1y + a2
θ0 = a3y − a1x+ a6
τ0 = a4t+ a5
η0 = 2u(a3 − a4)
(3.9)
where a1, a2, a3, a4, a5and a6 are arbitrary constants, hence
X0 = (a4t+a5)
∂
∂t
+(a3x+a1y+a2)
∂
∂x
+(a3y−a1x+a6) ∂
∂y
+(2u(a3−a4)) ∂
∂u
(3.10)
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3.3 Approximate Symmetries
First we need to determine the auxiliary function H by the equation
H =
1

[
X0
(k)(F0(z) + F1(z))|F0(z)+F1(z)=0
]
.
Substituting the formula (3.10) of the generator X0 and F0(z) + F1(z) = utt +
ut − (uux)x − (uuy)y into above equation we obtain the auxiliary function
H = a4ut. (3.11)
Now, calculating the operator X1 by solving the inhomogeneous determining equa-
tion for deformations:
X1
(k)F0(z)|F0(z) +H = 0
The determining equation for the above equation written as
[
X1
(2)(utt − (uux)x − (uuy)y)|utt=(uux)x+(uuy)y
]
+ a4ut = 0 (3.12)
The left hand side of Eq.(3.12) becomes a ploynomail in the variables
ut, ux, uy, uxx, uyy, utt, uxy, uxt, uty. Equating the coefficients to zero we obtain the
following system of determining equations
e1: ξ1u = 0
e2: ξ1t = 0
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e3: τ1u = 0
e4: τ1y = 0
e5: τ1x = 0
e6: θ1u = 0
e7: θ1t = 0
e8: η1uu = 0
e9: −2η1x − 2uη1xu + uξ1xx + uξ1yy = 0
e10: −η1u + 2ξ1x − 2τ1t = 0
e11: −2η1y + uθ1xx + uθ1yy = 0
e12: −2η1y + 2θ1y + η1u − 2τ1t = 0
e13: −uη1xx + η1tt − uη1yy = 0
e14: 2η1ut − τ1tt + a4 = 0
e15: 2uξ1x − 2uτ1t − η1 = 0
e16: θ1x + ξ1y = 0
e17: −2uτ1t + 2uθ1y − η1 = 0
Form (e1) and (e2), implies
e18: ξ1 = G(x, y)
From (e3),(e4) and (e5), we obtain
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e19: τ1 = K(t)
Using (e5) and (e6), we get
e21: θ1 = L(x, y)
Differentiating (e12) with respect to u, gives −η0uy = 0, which implies
e21: η1 = ϕ1(t, x)u+ ϕ2(t, x)
Differentiating (e17) with respect to u and y respectively, implies θ1yy = 0
Differentiating (e10) with respect to y, gives ξ1xy = 0
Similarly, differentiating (e11) with respect to x, we deduce θ1xx = 0.
From (e15) and (e10), subtracting one from the other , to get
e22: ξ1x − θ1y = 0
Differentiating (e16) with respect to y and Differentiating (e22) with respect to
x, then subtract the resulting equations one from the other, we find
e23: ξ1xx + ξ1yy = 0
Using (e9) and (e23), we obtain η1xu = 0
Differentiating (e15) with respect to u, x respectively, implies ξ1xx = 0
Differentiating (e17) with respect to u, x respectively , we obtain
e24: θ1xy = 0
From (e16) and (e24), we get ξ1yy = 0, differentiating (e15) with respect to u, t
respectively, implies τ1tt = 2η1ut , substituteing into (e14), to get τ1tt =
a4
5
, which
implies
e25: τ1 =
a4
10
t2 + b4t+ b5
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Finally, from all the previous, we obtain
ξ1 = b3x+ b1y + b2
θ1 = b3y − b1x+ b6
τ1 =
1
10
a4t
2 + b4t+ b5
η1 = 2u(b3 − 15a4t− b4)
(3.13)
where b1, b2, b3, b4, b5and b6 are arbitrary constants. Hence we obtain the follow-
ing approximate symmetries of the perturbed nonlinear (2-1) dimensional wave
equation:
X1 = y
∂
∂x
− x ∂
∂y
, X2 =
∂
∂x
, X3 = x
∂
∂x
+ y
∂
∂x
+ y
∂
∂y
+ 2u
∂
∂u
X4 = t
∂
∂t
− 2u ∂
∂u
+ (
t2
10
∂
∂t
− 2
5
tu
∂
∂u
), X5 =
∂
∂t
, X6 =
∂
∂y
, X7 = X1
X8 = X2, X9 = X3, X10 = X5, X11 = X6, , X12 = X4.
Remark 3
X12 = 
(
t
∂
∂t
− 2ut ∂
∂u
)
The following table of commmutators, computed in the first-order of precision,
shows that the previous generators span a twelve-dimensional approximate Lie al-
gebra, and hence generate a twelve-parameter approximate transformations group.
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Table 3.1: Approximate Commutators Table of Approximate Symmetries of the
Perturbed (2+1) Dimensional Non-linear Wave Equation
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12
X1 0 X6 0 0 0 −X2 0 X11 0 0 0 0
X2 −X6 0 X2 0 0 0 −X11 0 X8 0 0 0
X3 0 −X2 0 0 0 −X6 0 −X8 0 0 X11 0
X4 0 0 0 0 −X5 − 25X12 0 0 0 0 −X10 0 0
X5 0 0 0 X5 +
2
5X12 0 0 0 0 0 0 0 X10
X6 X2 0 X6 0 0 0 X8 0 X11 0 0 0
X7 0 X11 0 0 0 −X8 0 0 0 0 0 0
X8 −X11 0 X8 0 0 0 0 0 0 0 0 0
X9 0 −X8 0 0 0 −X11 0 0 0 0 0 0
X10 0 0 0 X10 0 0 0 0 0 0 0 0
X11 0 0 X11 0 0 0 0 0 0 0 0 0
X12 0 0 0 0 −X10 0 0 0 0 0 0 0
3.4 Approximately Invariant Solutions
Consider Eq.(3.2),
utt − ut = (uux)x + (uuy)y (3.14)
Using the symmetry
X4 = t
∂
∂t
− 2u ∂
∂u
+

10
(
t2
∂
∂t
− 4ut ∂
∂u
)
(3.15)
The approximate invariants for the operator (3.15) are written in the form
E(t, x, y, u, ) = E0(t, x, y, u) + E1(t, x, y, u) + o()
They are determined by the equation X(E) = o(). Using for the operator (3.15)
the notation
X = X0 + X1,
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Such that
X0 = t
∂
∂t
− 2u ∂
∂u
, X1 =
1
10
(
t2
∂
∂t
− 4tu ∂
∂u
)
.
We will write the determining equation X(E) = o() for the approximate invari-
ants in the form
X0(E0) + 
[
X0(E1) +X1(E0)
]
= 0, X0(E0) = 0, X0(E1) +X1(E0) = 0
Or
t∂E
0
∂t
− 2u∂E0
∂u
= 0,
t∂E
1
∂t
− 2u∂E1
∂u
= − 1
10
(
t2 ∂E
0
∂t
− 4tu∂E0
∂u
)
.
(3.16)
Solving Eqs.(3.16), we will have two functionally independent invariants
E1 = E1
0(t, x, y, u) + E1
1(t, x, y, u)
E2 = E2
0(t, x, y, u) + E2
1(t, x, y, u)
(3.17)
for generator (3.15).
Remark 4 Functions (3.16) are said to be functionally dependent if E2 = ψ(E1),
equivalently we can say
E2
0(t, x, y, u) + E2
1(t, x, y, u) = ψ(E1
0(t, x, u) + E1
1(t, x, y, u)) + o()
a function ψ holds identically in t, x, y, u. If Such a function ψ does not exist,
the functions (3.16) are said to be functionally independent. It is verified that
if E1
0(t, x, y, u) and E2
0(t, x, y, u) are functionally independent, then so are the
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functions (3.17).
The first equation in (3.16) clearly has two functionally independent solutions,
that is,
E1
0 = xy, E2
0 = t2u.
Substituting E1
0 = xy into the second equation in (3.16) and taking its simplest
solution E1
1 = 0, we found one invariant in (3.17),
E1 = xy. (3.18)
Note that it does not involve the dependent variable u. Now we substitute the
solution E2
0 = t2u of the first equation in (3.16) into the second equation in (3.16)
and get non-homogeneous linear equation:
t
∂E1
1
∂t
− 2u∂E2
1
∂u
=
1
5
(t3u).
The corresponding characteristic equation are
dt
t
= −du
2u
= 5
dE2
1
t2u
The first integral yields t2u = λ = const. Therefore, the second equation
dt
t
= 5
dE2
1
t3u
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gives
E2
1 =
1
5
t3u+ c. (3.19)
Assuming that c = 0, we obtain the second invariant in (3.17),
E2 = t
2u+

5
t3u. (3.20)
By remark 4 invariants (3.18), (3.20) are functionally independent. Letting E2 =
φ(E1), i.e., (
t2u+

5
t3u
)
= φ(xy)
and solving for t2u in the first order of precision,
t2u =
(
1 +

5
t
)−1
φ(xy) =
(
1− 
5
t
)
φ(xy) + o(),
thus, the approximately invariant solution is:
u(t, x, y) = (
1
t2
− 
5t
)φ(xy). (3.21)
Differentiation of (3.21) gives:
ut =
(
− 2
t3
+

5t2
)
φ, utt =
(
6
t4
− 2
5t3
)
φ,
uy
2 =
(
1
t4
− 2
5t3
)(
∂φ
∂y
)2
, uuyy =
(
1
t4
− 2
5t3
)
∂2φ
∂y2
.φ,
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ux
2 =
(
1
t4
− 2
5t3
)(
∂φ
∂x
)2
, uuxx =
(
1
t4
− 2
5t3
)
∂2φ
∂x2
.φ,
Substituting all the previuos derivatives of u into Eq.(3.2), yields
utt−(uux)x−(uuy)y+ut =
((
∂φ
∂x
)2
+
∂2φ
∂x2
.φ+
(
∂φ
∂y
)2
+
∂2φ
∂y2
.φ− 6φ
)(
1
t4
− 2
5t3
)
= 0.
(3.22)
Thus, Eq.(3.22) yields
(
∂φ
∂x
)2
+
∂2φ
∂x2
.φ+
(
∂φ
∂y
)2
+
∂2φ
∂y2
.φ− 6φ = 0. (3.23)
Therefore, we need to solve Eq.(3.23) to find the function φ(xy).
Case I: Considering the function ψ(xy) of the form φ(xy) = (xy)α, Then substi-
tuting back into Eq.(3.23), one obtains
[2α2 − α] (xα−2yα + xαyα−2)− 6 = 0
For α = 2, this implies ψ(xy) = (xy)2 for all x, y such that x2 + y2 = 1 ,
thus, the solution in this case has the form
u(t, x, y) = (
1
t2
− 
5t
)(x2y2) s.t x2 + y2 = 1.
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Figure 3.1: Case(i): Approximate invariant solution for t = pi, −pi 6 x 6
pi, −pi 6 y 6 pi,  = 0.1.
Figure 3.2: Case(ii): Approximate invariant solution for t = 1000, −1000 6 x 6
1000, 1000 6 y 6 1000,  = 0.1.
Case II: Considering the function φ(xy) of the form φ(xy) = A(x)B(x), Then
substituting the derivatives back into Eq.(3.23), one obtains the following equation
B
(
A
′2
+ AA
′′
A
)
+ A
(
B
′2
+BB
′′
B
)
− 6 = 0 (3.24)
Where
A
′
=
∂A
∂x
, A
′′
=
∂2A
∂x2
, B
′
=
∂B
∂y
, B
′′
=
∂2B
∂y2
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Differentiating Eq.(3.24) with respect to x, gives
B
(
A
′2
+ AA
′′
A
)′
+ A
′
(
B
′2
+BB
′′
B
)
= 0 (3.25)
Multiply Eq.(3.25) by 1
A′B gives
1
A′
(
A
′2
AA
′′
A
)′
= −
(
B
′2
+BB
′′
B
)
(3.26)
Differentaiting both sides in Eq.(3.26) with respect to x, implies
 1
A′
(
A
′2
AA
′′
A
)′′ = 0 (3.27)
which reduces to the following nonlinear ODE
AA
′′
+ A
′2 − d1A2 − c1A = 0, where d1, c1 are constants. (3.28)
Similarly, from Eq.(3.24) one may also obtain the following nonlinear ODE
BB
′′
+B
′2 − d2B2 − c2B = 0, where d2, c2 are constants. (3.29)
Considering Eq.(3.28), let γ(x) = A2(x), implies
γ
′
= 2AA
′
, γ
′′
= 2AA
′′
+ 2A
′2
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Substituting these into Eq.(3.28), we obtain
d2γ(x)
dx2
− 2d1γ(x)− 2c1
√
γ(x) = 0.
Thus,
d2γ(x)
2d1γ(x) + 2c1
√
γ(x)
= d2x (3.30)
Integrating both sides in (3.30) twice and subtituting back γ(x) = A2(x), one
obtain the following equation
(2 ln(d1A(x) + c1)− 1)
(
A2(x)
2d1
− c1
2
2d1
2
)
+
c1
d1
2A
2(x) =
x2
2
+ c3x+ c4, (3.31)
where c3, c4 are arbitrary constants.
Similarly, from Eq.(3.29), one obtains
(2 ln(d2B(x) + c2)− 1)
(
B2(x)
2d2
− c2
2
2d2
2
)
+
c2
d2
2B
2(x) =
x2
2
+ c5x+ c6, (3.32)
where c5, c6 are arbitrary constants. Therefore, a solution in this case of the form
u(t, x, y) = (
1
t2
− 
5t
)A(x)B(x). (3.33)
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CHAPTER 4
NONLINEAR (2+1)
DIMENSIONAL WAVE
EQUATION WITH A FORCING
TERM
4.1 Introduction
In this chapter we study ways of finding the approximate symmetries of nonlinear
(2+1) dimensional wave equation with a forcing term using two of the approxi-
mate Lie symmetry methods. We compare these different methods and discuss
advantages of using one over the other. Moreover approximate invariant solutions
of the nonlinear wave equation with a forcing term based on the Lie group method
are constructed.
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The nonlinear (2+1) dimensional wave equation with a forcing term we consider,
is given by:
utt − (uux)x − (uuy)y = f(u) (4.1)
4.2 Finding the Approximate Symmetries using
METHOD I
This method was described in chapter 1 and subsequently used in chapter 2. We
first need to find the exact symmetries of the unperturbed part of Eq.(4.1),
utt − (uux)x − (uuy)y = 0. (4.2)
These are given as (see section 3.2)
ξ0 = a3x+ a1y + a2
θ0 = a3y − a1x+ a6
τ0 = a4t+ a5
η0 = 2u(a3 − a4)
(4.3)
where a1, a2, a3, a4, a5and a6 are arbitrary constants. The second step, is to find
the auxilary function
H =
1

[
X0(F0(z) + F1(z)
] |F0(z)+F1(z)=0, (4.4)
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where
X0 = τ0
∂
∂t
+ ξ0
∂
∂x
+ θ0
∂
∂y
+ η0
∂
∂u
Substituting the expression (4.3) of the generator X0 into above equation (4.1),
one may obtain the auxiliary function
H = −2a3
(
uf
′
(u) + f(u)
)
+ 2a4
(
uf
′
(u)− 2f(u)
)
. (4.5)
The third Step is to calculate the operator X1 by requiring that
X1(F0(z))|F0(z)=0 +H = 0. (4.6)
This condition can be written as
[
X1
(2)(utt − (uux)x − (uuy)y)|utt=(uux)x+(uuy)y
]
−2c3
(
uf
′
(u) + f(u)
)
+2c4
(
uf
′
(u)− 2f(u)
)
= 0
(4.7)
where X1
(2) is the second prolongation of X1.
The left hand side of Eq.(4.7) becomes a polynomial in the variables
ut, ux, uy, uxx, uyy, utt, uxy, uxt, uty. Equating to zero the coefficients of these quan-
tities, we obtain,
e1: ξ1u = 0
e2: ξ1t = 0
e3: τ1u = 0
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e4: τ1y = 0
e5: τ1x = 0
e6: θ1u = 0
e7: θ1t = 0
e8: η1uu = 0
e9: −2η1x − 2uη1xu + uξ1xx + uξ1yy = 0
e10: −η1u + 2ξ1x − 2τ1t = 0
e11: −2η1y + uθ1xx + uθ1yy = 0
e12: −2η1y + 2θ1y + η1u − 2τ1t = 0
e13: −uη1xx + η1tt − uη1yy − 2a3(uf ′(u) + f(u)) = 0
e14: 2η1ut − τ1tt = 0
e15: 2uξ1x − 2uτ1t − η1 = 0
e16: θ1x + ξ1y = 0
e17: −2uτ1t + 2uθ1y − η1 = 0
Form (e1) and (e2), implies
e18: ξ1 = G(x, y)
From (e3),(e4) and (e5),obtains
e19: τ1 = K(t)
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Using (e5) and (e6),gives
e21: θ1 = L(x, y)
Differentiate (e12) with respect to u, gives −η0uy = 0, which is implies
e21: η1 = ϕ1(t, x)u+ ϕ2(t, x)
Differentiate (e17) with respect to u, y respectively, implies θ1yy = 0
Differentiate (e10) with respect to y, gives ξ1xy = 0
From (e11),after differentiating it with respect to x, deduces θ1xx = 0.
From (e15) and (e10), subtracting one from the other ,gives
e22: ξ1x − θ1y = 0
Differentiate (e16) with respect to y and Differentiate (e22) with respect to x,
then subtract the resulting equations one from the other, gives
e23: ξ1xx + ξ1yy = 0
Using (e9) and (e23), obtains η1xu = 0
Differentiate (e15) with respect to u, x respectively, implies ξ1xx = 0
Differentiate (e17) with respect to u, x respectively ,obtains
e24: θ1xy = 0
From (e16) and (e24), obtains ξ1yy = 0, differentiate (e17) with respect to u, t
respectively,implies τ1tt = 2η1ut , substitute it into (e14),one may obtains η1tu =
0 and τ1tt = 0
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Finally, from all the previous,we obtain
ξ1 = b3x+ b1y + b2
θ1 = b3y − b1x+ b6
τ1 = b4t+ b5
η1 = 2u(b3 − b4)
(4.8)
where b1, b2, b3, b4, b5and b6 are arbitrary constants. Then for consistency check ,
using (4.8) in (e13), we get
−2a3(uf ′(u) + f(u)) = 0 (4.9)
From Eq.(4.9) it can be easily noticed that the following two cases arise, namely,
Case I: a3 = 0
Case II: uf
′
(u) + f(u) = 0
We consider these possibilities one by one.
Case I: Reduce that the scaling operator
X3 = x
∂
∂x
+ y
∂
∂u
+ 2u
∂
∂u
is not stable, hence, the perturbed (2+1) dimensional nonlinear wave equation
(4.1) does not inherit the symmetries of the unperturbed part of the equation.
Case II: Solving the first order linear differential equation uf
′
(u) + f(u) = 0,
we obtain f(u) = k1
u
, where k1 is constant, then the approximate symmetry
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generator is given as follow
X = X0 + X1 = [(a3 + b3)x+ (a1 + b1)y + (a2 + b2)]
∂
∂x
+ [(a3 + b3)y − (a1 + b1)x+ (a6 + b6)] ∂∂y
+ [(a4 + b4)t+ (a5 + b5)]
∂
∂t
+ [2u((a3 + b3)− (a4 + b4))] ∂∂u
(4.10)
These additional symmetries defined in (4.10) are actually the same as those
obtained for the unperturbed equation and they are considered as trivial symme-
tries.
To summarize, in this case METHOD I yields trivial symmetries only.
4.3 Finding the Approximate Symmetries using
alternative Method
In this, we have expand the dependent variable in a perturbation series. The
obtained equation are assumed to be coupled and the approximate symmetry of
the original equation is defined as the exact symmetry of these outcoming coupled
equations.
Expanding the dependent variable to the first order of 
u = v + w + o(), → 0
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then, one can expand f(u) = k1
u
in a series in 
f(u) = f(v + w) =
k1
v + w
=
k1
v
[
1
1− [− w
v
]]
Using Taylor expansion in the first order of precision, gives
f(u) =
k1
v
[
1− w
v
+ o()
]
=
k1
v
− k1w
v2
+ o(), → 0
Substituting the above expansion into Eq.(4.1) and separating at each order of
perturbation parameter, one may obtain the following
vtt − vx2 − vvxx − vy2 − vvyy = 0,
wtt − 2vxwx − vwxx − wvxx − 2vywy − vwyy − wvyy = k1v .
(4.11)
Now, the infinitesimal generator for the problem is
X = τ(t, x, y, , v, w) ∂
∂t
+ ξ(t, x, y, v, w) ∂
∂x
+ θ(t, x, y, v, w) ∂
∂y
+φ(t, x, y, v, w) ∂
∂v
+ η(t, x, y, v, w) ∂
∂w
.
(4.12)
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Using standard Lie group analysis, the infinitesimals are calculated as follows
t = c4t+ c5
ξ = c1x− c3y + c6
θ = c3x+ c1y + c2
φ = 2v(−c4 + c1)
η = −2w(c1 − 2c4)
(4.13)
where c1, c2, c3, c4, c5 and c6 are arbitrary constants. Hence we obtain the following
symmetries
X1 = x
∂
∂x
+ y ∂
∂y
+ 2v ∂
∂v
− 2w ∂
∂w
, X2 =
∂
∂y
, X3 = −y ∂∂x + x ∂∂y ,
X4 = t
∂
∂t
− 2v ∂
∂v
+ 4w ∂
∂w
, X5 =
∂
∂t
, X6 =
∂
∂x
(4.14)
The following table of commutators, show that (4.14) span a sixth-dimensional
Lie algebra.
Table 4.1: Table of Commutators Span Sixth dimensional Lie algebra
X1 X2 X3 X4 X5 X6
X1 0 −X2 0 0 0 −X6
X2 X2 0 −X6 0 0 0
X3 0 X6 0 0 0 −X2
X4 0 0 0 0 −X5 0
X5 0 0 0 X5 0 0
X6 X6 0 X2 0 0 0
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4.4 Approximate Invariant Solution
Using the symmetry X3 from (4.14)
X3 = −y ∂
∂x
+ x
∂
∂y
the characteristic equations are given by
dx
−y =
dy
x
=
dv
0
=
dw
0
(4.15)
Considering dx−y =
dy
x
from (4.15) and integrating gives α = x2 +y2. The remaining
part of characteristic equation (4.15) suggests that w = w(α), v = v(α). Now
we re-write the coupled equations (4.11) in terms of the new variable α. This can
be done by expressing derivatives of the dependent variables v and w in term of
each x and y given by
vt = vα
∂α
∂t
= 0, vtt = 0
vx = vα
∂α
∂x
= 2xvα, vxx = 2vα + 2xvαα
∂α
∂x
= 2vα + 4x
2vαα
vy = vα
∂α
∂y
= 2yvα, vyy = 2vα + 2yvαα
∂α
∂y
= 2vα + 4y
2vαα
wt = wα
∂α
∂t
= 0, wtt = 0
wx = wα
∂α
∂x
= 2xwα, wxx = 2wα + 2xwαα
∂α
∂x
= 2wα + 4x
2wαα
wy = wα
∂α
∂y
= 2ywα, wyy = 2wα + 2ywαα
∂α
∂y
= 2wα + 4y
2wαα
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Using this into equation (4.11) we obtain second order ordinary differential equa-
tions
αvα
2 + αvvαα + vvα = 0
2αvαwα + vwα + αvwαα + wvα + αwvαα =
k1
4v
(4.16)
Using the substitution v(α) = H(α)
2
2
into the first eqution in (4.16) , one may
obtains
∂H(α)
∂α
+ α
∂2H(α)
∂α2
= 0
whose solution is H(α) = c1 lnα + c2 where c1 and c2 are arbitrary constants of
integration. Rewriting this solution as function of v, we get v(α) =
√
c2 + c1 lnα.
Then substituting the derivatives of v(α) into the second equation in (4.16) and
considering c2 = 0, c1 = 1, reduces to second-order ordinary differential equation
(1 + lnα)wα + (α lnα)wαα − 1
4 lnα
w =
k1
4
(4.17)
We know such a solution may be hard to obtain. However, we may obtain an
asymptotic estimate of the solution of Eq.(4.17) using the symptotic expansions
[18].
Definition 2 We say that the function f(x) = O (g(x)) as x→ x0 if f and g are
such that limx→x0 f/g = C, C constant.
Thus, in Eq.(4.17), we find (1 + lnα) = O(α), (α lnα2) = O(α2) and 1
4 lnα
= O(1)
as α → ∞. Therefore Eq. (4.17) is asymptotically equivalent to the following
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equation for large α
α2wαα + αwα + w =
k1
4
(4.18)
Then one may easily obtains the solution of the above non-homogeneous Cauchy-
Euler equation as
w(α) = k2 sin(lnα) + k3 cos(lnα) +
k1
4
where k2, k3 are constants. Lastly, we re-cast the solution in original coordinates
as
u(t, x, y) = v(t, x, y) + w(t, x, y)
=
√
ln(x2 + y2) + 
(
k2 sin(ln(x
2 + y2)) + k3 cos(ln(x
2 + y2)) + k1
4
)
(4.19)
This is an approximate solution invariant under rotation in x-y, dilation in space
and u coordinates.
Figure 4.1: (a) Invariant Solution of the Unperturbed Equation (4.2) for −100 6
x 6 100, −100 6 y 6 100, x2 + y2 > 1.
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Figure 4.2: (b) Approximate Invariant Solution of the Equation (4.1) for −100 6
x 6 100, −100 6 y 6 100, and x2 + y2 > 1, k1 = 4, k2 = 1, k3 = 1,  = 0.1.
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