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ABSTRACT 
The paper discusses swreral concepts and results in robcst adaptive control 
and is organized in three parts. 
Different formulations of the problem and theoretical solutions that have been 
suggested are reviewed here. 
role of persistent excitation in robust adaptive systems and the use of hybrid 
control to inprove robustness. 
research are suggested which combine different approaches currently known. 
The first pal. "ir.;eys existing algorithms, 
The second part contains new results related to the 
In the third part promising new areas for future 
1. INTROEUCTICN 
The stable adaptive control of linear time invariant plants, in what is now 
termed "the ideal case", was resolved in 1980 [l-41. 
[1-4] regarding the plant to pro\-e global stability are quite stringent. 
cally, knowledge of the sign of the high frequency gain K , the relative degree 
n* and an upper bound n on the order af the plant transfe! function are assumed 
to be known. 
lie in the left half plane, the plant parameters are constant (though unknown) and 
the system is disturbance free. IIowevar, in practice, these assumptions are rare- 
ly met. No actual plant is truly linear, finite dimensional or noise free. Fur- 
ther, in practical situations, the rationale for using adaptive control is to com- 
pensare for large variations in plant parameters, In the presence of such devia- 
tions from ideal conditions, the algorithm suggested in [l-41 no longer assure 
the boundedaess of the signals in the adaptive loop. 
interest in the. past few years in what is termed robust adaptive control to 
achieve satisfactory performance in the prese .;e of both wdelinp, and operating 
uncertainties. 
been made in this direction, presents some new results for improving robustness 
and discusses promising directions for future research. 
The assumptions made in 
Specifi- 
Further it is assumed that the zeros of the plant transfer function 
This accounts for the wide 
This >aper attempts to survey some of the modest gains that have 
Adaptive systems are special classes of nonlinear systems and many questions 
which arise in such systems can be stated as problems in the stability theory of 
differential equations. In particular, questions of robustneds can be addressed 
using amply discussed results cn practical stability and total stability. Since 
such results are bound to find increased application in adaptive systems,some of 
the more frequently used concepts, definitions and theorems are collected in 
section 2. 
Recent years have witnessed many contributions to the robustneso problem. 
Among these some assume additional prior information regarding the UP !rtainties 
to suitably mcdiry the adaptive algorithms [S-9  ] while others assi. that the 
reference inputs possess properties which make the ideal system E ,,onentially 
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stable. 
the true situation deviates in specific ways from the ideal. 
lytical results which are currently known are presented in section 3. 
In all cases it is shorrn that boundedness of solutions is assured when 
Some of these ana- 
Sections 4 and 5 contain some new results on persistent excitation and hy- 
In sec- brid auaptive control which are relevant to the problem of robustness. 
tiun 4 a nonlinear error equation of second order is discussed in detail. While 
the ideal system is uniformly asymptotically stable it io shown that unbounded 
solutions can result if the disturbance is sufficiently large. It is also shown 
that by increasin,: the dezree of persistent excitation of the reference input the 
overall system can be made practically stable. 
trgl algorithms recently introduced by the authors [lo]. The same algorithms can 
also be modified to adaptively conLro!. discreti plants by updating control param- 
eters infrequently. Some plausible arguments are given towards the end of the 
section as to why such  algorithms -lay be more robust than continuous algorithms 
when external bounded disturbances are present. 
Section 5 discusses hybrid con- 
Finally, in section 6 ,  possibie :lays of combining known methods are discussed 
in the.hope that: it will stimulate research in these new directions. While no 
hard results exist in these areas the suggestions are based on extensive simula- 
t ion studies. 
2. MATHEMATIC-4L PRE',IHINARIES AND STAdILITY RESULTS 
Some well known concepts and results of stability theory which find frequent 
application in the analysis of adaptive systems are included in this section. 
Ziile they can be readily found in any good text [11-13] we present them here fox 
easy reference as well as to place some of the problems discussed.in the follow- 
ing sections in proper perspective. We start with the definiLions of uniform 
asymptotic and exponential stability of the solution x = 0 of an equation 
3 = f(x,t), f(0,t) = 0. We assume that f is continuous and satisfies condicions 
which guarantee the existence and uniqueness of solutions and continuity of their 
dependence on the initial conditions. The general solution of che differeiitial 
equation is denoted as p(t,x ,t ) with p(tO,xO,tO) = xo. 0 0  
differential equation J = f(x,t) is uniformly asymptotically stable if it is uni- 
0 and all c2 > 0 there is a T(c1,c2) > 0 such that formly stnble and for some E 
IIxo JJ < cl implies11 p(t,xo,tO) II < 
(ii) Definitjon (Exponential Stability) : The equilibrilim state of the equation 
(i) definition (Uniform Asymptotic Stability): The equilibrium x = 0 of the 
1 
for all t >c t, 4 T. 
= f(x,t) is exponentially stable if two positive constants a and t3 which are 
A linear time-invariant system with f(x,t) = Ax where A is a constaat nlatrix 
is asymptotically stable if the eigenvalue. of A arc in the open left t .If of the 
complex F'Lane. Asymptotic, uniform asymptotic and exponential stabiiity are 
equivalent in this case. 
does not iaply uniform asymptotic stability whereas the l.atter is equivaleric to 
exponential stability. For linear systems, all stability properties hold in the 
large. In general, for nonlinear systems exponentfal stability implies uniform 
For linear time-varying .,yatems,asymptotic stability 
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asymptotic s t a b i l i t y  but not  v i ce  versa.  
t, a l l  s t a b i l i t y  p rope r t i e s  are uniform. 
I f  f ( x , t )  is autonomous o r  per iodic  i n  
I n  robust  adapt ive con t ro l  w e  are in t e re s t ed  i n  deducing the  p r o p e r t i e  nf 
t he  so lu t ions  of a perturbed system (S  ) from t h e  tehavior  of t he  so lu t ions  of an 
unperturbed system (S) . These are d e s k b e d  by the d i f f e r e n t i a l  equations 
a 
A = f ( x , t )  (S) 3 x a f h t )  + g(x,t)  (SP) (1) 
L e t  the  equi l ibr ium state of (S) be exponent ia l ly  s tab le .  
f o r  s u f f i c i e n t l y  small b and 6 ,andl lx l l<  6,then the equi l ibr ium star-  of (S ) i s  
a l s o  exponentially s t a b l e  1111. I n  physical  s i t u a t i o n s  t h e  condi t ion g(0,tY = 0 
required above is  not  general ly  m e t  and t h i s  gives  rise t o  the  concept of t o t a l  
s t a b i l i t y  . 
If Ilg(x,t) l l  < L Y 11 
( i i i )  Defini t ion (Total  S t a b i l i t y )  [’lj: The equi l ibr ium state x = 0 of (S) i s  
t o t a l l y  s t a b l e  i f  f o r  every E > 0 two p o s i t i v e  purnbers 6 (E) and 62(~) e x i s t  such 
t h a t  every so lu t ion  p ( t , x  
1 
t ) of (S ) sa t i s f i e s I lp ( t , xo , tO) I (  < E, t >c tO provided 
IIxob < 61 and) lg(x , t )  I<  0, 62’ o P 
In  the  Russian l i t e r a t u r e  t h i s  is a l s o  re fer red  t o  as s t a b i l i t y  under per- 
s i s t e n t  disturbances.  
implies t o t a l  s t a b i l i t y  [ll] and is  frequent ly  used t o  prove robustness of adap- 
t i v e  sys tems i n  the  presence of s u f f i c i e n t l y  small per turbat ions.  
magnitude cons t r a in t  on ~ ( x  11 i n  t he  d e f i n i t i o n  of t o t a l  s t a b i l i t y  has been relaxed 
by Ande:-son and Johnstone ?8] a t  t h e  expense of s t ronger  condi t ions on f ( x , t ) .  
The uniform asymptotic s t a b i l i t y  of t h e  li- Jetturbed sys tem 
Recently the 
I n  p r a c t i c a l  s:ftrters w e  are inta-rested I n  t h e  uniform boundednees of t he  aolu- 
t i o a s  i r ?  t h e  presence of perturbat!ons as w e l l  as i n  t h e  magni:Jdes of t h i s  bmnd. 
This leads  t o  the  concept of p r a c t i c a l  s t a b i l i t y  d e f a e d  below. 
( iv)  Def in i t ion  (P rac t i ca l  S t a b i l i t y )  [12]: L e t  Qo - { X I  I lxfl  < 6,) be open 
set i n  1p 
I f  the  so lu t ions  of (S ) l i e  w i t t i n  R c lose1  bounded set Q =)Qo f o r  xo E Q, then 
n 
0‘ and 6* > 0 a constant  such t ha t I lg (x , t ) l l  < f o r  a l l  x and L 2 t 
P 
the  s y s t e m  (S) is said-  t o  be p rac t iL -21~  s tab le .  
Total  s t a b i l i t y  assurz8 t h e  ex is tence  of Q, and 62 r e l a t i v e  t o  which the  eys- 
tern (SI is Dract ica l ly  s t a b l e  but  provides no way of est imat ing the  s i z e  of Q or 
the  magnitude of 6 In adapt ive cont ro l  appl ica t ions  t h i s  i s  not adequate. ‘One 
is more in t e re s t ed  i n  determining an estimate of Q from a knowledgd of 6 
2’  
2 ’  
An a l t e r n a r i v e  method f o r  t r ed t ing  the  e f f e c t  of p e r t u r .  t i ons  is  by consid- 
e r ing  them arl bounded Independent functiona of time. 
concept of bounded input - bounded output (BIBO) s t a b i l i t y .  This leads t o  the  WI C 1  known 
(v) DefiniLlon ( B I B 0  S t a b i l i t y ) :  A system 4 - f (x ,u , t )  with i (” ,O, t )  = 0 is 
BIBO s t a b l e  i f  f o r  every a >c 0 and every a 3 0 there  i s  a 3 = e(a ,a)  w c h  tha t  
JIpu(~,xO,tO)l l  i 6 f o r  a l l  T >c t f o r  every ? .ni t ia l  condition (x 0’ t c ) with 
I/.+,..’! f a and s y p  I Ju ( t>  116 a, where p (-, 
i @ # > . ! I -  u( * ) ,  
0 
t ) 18 tne so lu t ion  of t he  s y s t e m  with 
u xoD 0 
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A liilciar s y s t e m  x = A(t)x + b ( t ) u  is  L'dG s t a b l e  i f  the  homogeneous p a r t  1.8 
This is a property which i s  f requent ly  used i:: 
In con t ra s t  
A similar 
unifcrmly asymptoticallv s t ab le .  
robust adapt ive cont ro l  using the  concept of p e r r i s t e n t  exc i t a t toc .  
t o  the  above, uniform asymptotit s t a b i l i t y  of a nonlinear system daes not imply 
B I B 0  stabi1it .r .  An example of t h i s  bas given by Desoar et a1 [14]. 
situ; . t ion arises i n  the  discussion of robustness of a second order  nonlinear eye- 
tern i n  e rc t ion  4. 
S t a b i l i t y  Problems i n  Adaptlve Syste 3: Thc study of t he  s t a b i l i t y  cr adapt ive 
systems (2s shwn In t he  following s t c t ions )  can be conveniently ca r r i ed  out  usiul 
a set of n m l i n e a r  time-varying e r r o r  d i f f e r e n t i a l  equations. Even i n  the  ".'Ai.al'' 
o r  dis turbance f r e e  case the  t ime-variations arise due to t h e  presence of t he  
reference input  r ( * ) .  
s t a b i l i t y  quest ions which arise i n  adapt 
--
The foilowing are qome noteworthy f ea tu res  of many of the  
e systems.  
(i) In  the  !deal case, a Lyapunov funct ion V > 0 with '5 . J can ne found. The 
r.egntive semi-definiteness of 3 cannot he avoided and is  D r e s u :  i. ci t h e  adap t iv i  
l a w  used. 
( i i )  h:' a result of ( i )  even the  unforced (autonomousj P. cea is uniformly sta- 
ble .  Even when t n e  reference input  is p e r s i s t e n t l y  exc i r in s ,  3 6 0 buc t h e  system 
can be shown t a  be uniformly asymptotically s t a b l e  [15]. 
theorem cannot be d i r e c t l y  appl ied Lo prove t h i s  s ince  the  sys tem is nonautonomous. 
We note  t h a t  LaSalle 's  
( i i i)  Since the  sys tem is exponentially sta. !.e with a p e r s i s t e n t l y  exc i t ing  ref-  
erence input ,  Malkin's theorem can be used t o  conclude t h a t  t h e  so lu t ions  w i l l  be  
bounded f o r  some i n i t i a l  set Q and per turba t ion  of magnitude $ & However, velry 
: i t t l e  can be sa id  d i r e c t l y  about e i t h e r  Qo o r  &2. 
boundedness of so lu t ions  u d n g  Lyapunov's Direct method f o r  given bounus on per- 
tu rba t ions  is no longer t r i v i a l .  Sowe of these caws are <:onshered i n  sec t ion  3. 
In sec t ion  4 i t  is shown tha t  even v' m the  reference inpu. is persis*.entiy exc i t -  
ing,  i f  the  diaturbance is l-cge thc. ; ~ l u t i o n a  can be unbounded. klccrnli tely,  f o r  
a given bound on the  dis turbance the  p r s i a t e n t  exc i t a t ion  cm Ee made su f f i c i en t -  
l y  l a rge  t o  assure the  boundednest of the solut ions.  
0 2'  
(iv) Aaother CL .sequence of t he  eemidefiniteness of 9 is t h a t  assur ing  even the 
3. ZECENT XESULTS Ih ADAPTIVE CONTROL 
In  t h i s  s e c t i . n  we attempt, t o  survey b r i e f l y  some 01 t he  theo re t i ca l  r e s u l t s  
cur ren t ly  known ir. the  area of robust adaptive control .  The a i m  of t he  sec t ion  ia 
t o  provide an understanding of t he  q u a l i t a t i v e  idea? t h a t  l6.d t o  these  r e s u i h  8 4 
well  as the  analy . i c a l  toola  used I n  derl.*;'-ng them. Sincr the i d e a l  system rclrma 
the  s t a r t i n g  point of a l l  perturbatiols a.:Ayses, w e  s h a l l . b r i e f l y  o u t l i n e  the  
statement of the  oroblen end tne proof of s t a b i l i t y  i n  ch is  case. Further,  whiie 
severa l  s t a b l e  ad,iptive a lgor iL , im have bee:r suggested f n  the  l i t e r a t u r e ,  w e  s h a l l  
d i scuss  the  proof of s t a b i l i t y  using only 
proof8 using a l l  the  o ther  algorithms follow along similar l i l ies .  
2 a lgLr i thm proposed in [16]. The 
a )  ge;l System: The plant  
e 
x = A , x  4- 
P P P  
t o  be  c o n t r d i e d  i s  describe3 by the  r a t e  e q w t i c n s  
w 
b u  
P yP = cP P 
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and a re ference  mo&l is ciescribed by . .F 
x m = A x  m m  + b m r  ; y m = c L x  m m  (3)  
where v, , u and y 
x anu 'ym are the  st4tt: anb o u t p t  of t h e  model. The t r ans fe r  funct ions of 
t he  p lan t  and m d e l  ace- 
are rzspecti-rely the  state input  and output of t h e  p l an t  and 
m 
T -1 % K 2 (s) 
r, .\s; 
T 
Rm(s) 
Wp(s) = cp (s1-Ap)-lb = Lk ; hm(s)  = cm (sI-Am) bm * 
r. 
P 
The following assumptions a:- r i-le regarding W (s) and W ( 8 )  P m 
(i) Z (s) , R ( 8 )  and d -) are m r t c  polynomi '-s of degrees m, n and n*=n-m 
P P 1 
P m (ii) 7 (s) and R (9) ax, . t r i c L l y  SCdbk polynomials 
and ( i i i )  r is a piecewise cantinuous unuormly bounded reference input.  
The objec t ive  is t o  co t r J  the  p l an t  i n  such a fashion t h a t  t he  output e r r o r  
between p lan t  and model e 
na l s  and parameters of t h e  sys tem remain uniformly bounded. 
t ha t  knowledge of :he exact r e l a t i v e  degree n* of t he  p lan t ,  an upper bound n on 
i ts  order,  tho s ign  of t he  gain K 
given i n  ,ii) are needed t o  solve 'he problem. n* enables the  model t o  be con- 
s t ruc ted  while the  value of n detLLmines the  order  of t he  con t ro l l e r  t o  be used. 
The s ign  of K and the  cons t r a in t  on Z (s) are needed t o  prove t h e  s t a b i l i t y  of 
s = v - y, t w d s  t o  zero asymptotically,  while the  s ig-  
It is  now w e l l  known 
1 9  
and the  condi t ion t h a t  2 (5) be  Hurwitz as 
P P 
the  ove ra l l  spstem. P 
St ruc ture  of Control ler :  
K - Km = 1. 
ing equations is used: 
I n  the  following we s h a l l  assume t h a t  K is known and 
To meet the  cont ro l  ob jec t ive  a c o n t r o l l e r  descr ibe1 by t h e  follow- 
I' 
where F I s  an asymptotically s t a b l e  run matrix, (P,g) is cont ro l lab le ,  
w = [ w ( 1 ) T s b ( 2 )  ] and 6 ( t )  is  a 2n dimensional parameter vector  which is  t o  be  
adjusted adaptively.  
e x i s t s  such t h a t  t he  t r a n s f e r  funct ion of t he  p lan t  together  with t h e  con t ro l l e r  
matches tha t  of the  model exact ly ,  when e ( t )  E e*. 
is t o  ad jus t  9 ( t )  i n  such a mpwier t h a t  :he ove ra l l  system is global ly  s t a b l e  and 
lim e,(t)  = 0 .  
t- 
s idered,  we discclss below the  general  case when W !s) has a r e l a t i v e  degree 
n* 3 2. 
of the  p lan t  can be expressed as 
T T 
It is w e l l  known [17]  t h a t  a unique constant  vector  8* 
The a i m  of t he  adapt ive l a w  
While severa l  dpecial  cases of t h e  adaptive cont ro l  problem have been con- 
P A I f  e ( t )  - e* - + ( t ) ,  then + is t he  parameter errqr vector  and the  output 
The Adaptive Scheme: 
is  added t o  e ( t )  t o  generate an augmented e r r o r  E (t) I f  
To generate the  adaptive l a w  an aux i l i a ry  e r r o r  s igna l  y (t) 
a 
( 6 )  
1 1 
then 
vhere W ( s ) I w  = i. 
mented mrrror E (t)  and the  s igna l  C ( t )  and is  given by 
The adaptive l a w  f o r  updating e ( t )  then depends on t h e  aug- 
- El(t )S(t )  
1 + s T ( t ) r ( t )  
1 
G(t) = i(t) = ( 8 )  
rh i s  has been shown t o  r e s u l t  i n  global  s t a b i l i t y  of t he  adaptive loop [16]. 
Proof of Global S tab i l i t y :  
T 
I f  V(4) = 1 / 2  ()i + s  t h e  adaptive lav ( 8 )  y i e l d s  
2 
-El ( 0 )  
1 + sT(t)s(t) 
i ( 6 )  = 
from which i t  follows t h a t  
( i )  # and are uniformly bounded 
(ii) E L2 
2 and ( l i i )  E l ( t )  = u ( t ) [ l  + ~ ~ ( t ) s ( t ) ] ~ ’ ~ ,  u 8 l.
Since the complete proof is too long and involved to  be included here  i n  its 
en t i r e ty  we merely ou t l i ne  the  p r inc ipa l  s t eps  involved. 
(a) Since the parameter vector is bounded by (i) it is f i r s t  shown t h a t  
S U P I Y p ( T )  1 ‘L sup 1 P’, (TI(:  % SUP ((wll Q SUP 1 I;(?) u (10) 
T , < t  TSt T d t  Tdt 
is an equivalence r e l a t i o n  and Implies t h a t  t h e  corresponding signals i n  Here 
(10) grow a t  t he  same rate [is]. 
(b) .  Since 6 e L it can be shown that ya(t) grovs at a. slower rate than 2 
sup B w ( T ) ~  denoted by ya ( t )  - o[sup M ~ ( T )  fl 1. 
T , < t  T < t  
(c)  From (5) ,  (9- i i i )  and (11) it follows t h a t  
z 
(d) Since v E L using equation f4) we conclude t h a t  
sup\\ w(2)  (T) 11 - o sup 11 W ( T )  11 which cont rad ic t s  (10). 
T d t  Tdt 
Hence a l l  the  s igna l s  i n  the sys tem are uniformly bounded and l i m  el(t) = 0 .  
t-w 
(11) 
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The importance of demonstrating the  boundedness of b ( t )  and 4 E L 2 i n  t he  
proof of f t a b i l i t y  is worth noting. 
t h a t  l i m  O(t) = 0 .  which serves  t h e  same purpose.] The former assures  t h a t  the  
relevant  si n a l s  i n  (10) grow a t  the  same rate while the  l a t te r  is used t o  prove 
t h a t  I y  ( t ) r  andllw2(t)l l  should grow at d i f f e r e n t  rates i f  t he  adapt ive cont ro l  
P 
is used ,  leadiag t o  a contradict ion.  
[ I n  some cases it may be poss ib le  t o  show 
t- 
Asymptotic S t a b i l i t y  of the  Idea l  System: Once the  boundedness of a l l  t he  s igna l s  
i n  the  adapt ive system has been establ ished,  i n t e r e s t  s h i f t s  t o  t h e  convergence 
of t he  parc3eter  vector  8 ( t )  t o  its des i red  value 8* or equivalent ly  of +(t) t o  
the  n u l l  vector. Since the  adapt ive l a w  (8) can be represented as 
i(t) = 
t he  condi t ions t h a t  have t o  be imposed on r ( t ) * . t o  accomplish t h i s  is of in t e re s t .  
Following the  r e s u l t s  of Morgan and Narendra [ l g ]  i f  s( t)  is pers i s ten t -  
41 + sT(t)stt) 
l y  exc i t ing  l i m  $ ( t )  * 0 and t h e  convergence is exponential. Since Wm(s)Iu = s, 
t- 
a s u f f i c i e n t  condi t ion f o r  ~ ( 0 )  to  be pe r s i s t en t ly  exc i t ing  is t h a t  u(*)  is per- 
s i s t e n t l y  exc i t i ng  [lS].  Hence condi t ions under which w ( * )  w i l l  be pe r s i s t en t ly  
exc i t i ng  have beell invest igated by several authors  [15,20-22]. 
Pe r s i s t en t  Exci ta t ion (PE) of w ( t )  and w*(t): 
the  parameter vector  t o  the  n u l l  vector were stated in ’rems of the  PE of u( t ) .  
However s ince  w(t)  is a dependent va r i ab le  within the  adaptive loop, very l i t t l e  
can be sa id  d i r e c t l y  about its p e r s i s t e n t  exci ta t fon.  Hence attempts were made t o  
express t h i s  condition i n  terms of t he  PE of signals i n  the  model which are a t  the  
d iscre t ion  of the  designer. Since the  adapt ive system and w d e l  t r ans fe r  funct ions 
are iden t i ca l  when e ( t )  E 8*, the  model can be parametrized i n  such a fashion that 
a s igna l  w* i n  it would correspond t o  the  signal w ( t )  i n  t he  adaptive loop. Fur- 
ther  s ince the  model i s  t i m e  inverian , condi t ions on r(t) which would assure  the  
PC of w * ( t )  can be derived. I f  u ( t )  w ( t )  - u*(t) ,  t he  adaptive l a w  assures  t h a t  
l i m  w ( t )  = 0. Hence, i n  the  idea l  case the  PE of u*(t)  ensures t h e  PE of w ( t )  
t- 
and hence the convergence of the  parameter vector  8 ( t )  t o  its t r u e  value. 
Early r e s u l t s  on the  convergence of 
% 
Ctaments: 
(i) The above arguments have focussed a t t en t ion  on several i n t e r e s t i n g  ques- 
t i o a s  re la ted  KO per s i s t en t  exc i t a t ion  and transforPrations’.under which the  proper- 
t y  is preserved [15]. 
(ii) The convergence of z<t)  tci 0 i s  used above t o  show the  PE of w ( t )  and hence 
the  convergence of $ ( t )  t o  0 .  This i a  no longer possible  when an external  dis-  
turbance is present s ince  even the  boundedness of the s igna l s  is not assured i n  
such a case. 
(iii) From the  r e s u l t s  of several  authors i t  is now known t h a t  an almost per iodic  
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re ference  input  with n - d i s t i n c t  frequencies r e s u l t s  i n  t h e  PE of w ( t ) .  
b) Adaptation Under Perturbations:  
t i on  (3a) assumed idea l  conditions.  
The adaptive cont ro l  system described i n  sec- 
The p lan t  was l i n e a r  and time-invariant and 
no external  dis turbances were present. I n  addi t ion,  considerable p r i o r  knowledge 
of p lan t  t r ans fe r  c h a r a c t e r i s t i c s  vas assumed t o  help i n  s e t t i n g  up a reference 
model and der iving s t a b l e  adapt ive l a w s .  A s  mentioned earlier, p l an t s  are r a re ly  
s t r i c t l y  l i n e a r  o r  f i n i t e  dimensional and i n  many p r a c t i c a l  s i t u a t i o n s  the  need 
f o r  adapt ive cont ro l  arises due t o  l a rge  parameter var ia t ions .  Also, externa l  in- 
put and output disturbances are invariably present  i n  real systems. 
is a d e f i n i t e  need t o  extend t h e  theory developed f o r  t he  idea l  case t o  s i t u a t i o n s  
with modeling errors and ex terna l  disturbances.  
been proposed i n  recent  years  t o  achieve robustness i n  the presence of such per- 
tu rba t ions  are b r i e f l y  reviewed i n  t h i s  sec t ion  and sow new r e s u l t s  are reported 
i n  sec t ions  4 and 5 .  
Hence the re  
Some of the  schemes t h a t  have 
The bas ic  adaptive sys t em i n  the  idea l  case is only uniformly s tab le .  
implies t h a t  bounded per turbat ions can theo re t i ca l ly  produce unbounded outputs. 
When t he  reference input  is pe r s i s t en t ly  exci t ing,  t he  nonlinear system is uni- 
formly asymptotically s t a b l e  i n  t h e  l a r g e  and exponentially s t a b l e  when the  in i -  
t i a l  state x . 
BIB0 r e s u l t s  t o  be  derived using theorems c f  t he  type described by b l k i n ,  pro- 
vided the per turbat ions are s u f f i c i e n t l y  small. However, as pointed out  i n  sec- 
t i o n  2, very l i t t l e  can be sa id  using such an approach about the  e f f e c t  of bounded 
per turbat ions of a spec i f ied  aaxipupp amplitude on the  global  behavior of t he  solu- 
t i ons  of the  adapt ive system. 
global methods have a l s o  been used t o  der ive  r e s u l t s  i n  robust adaptive sys tem.  
The pr inc ipa l  concepts involved i n  der iving some of these  are discussed below. 
This 
lies i n  8 f i n i t e  b a l l  around the  or igin.  The latter f a c t  allows 0 
I n  addi t ion  t o  such per turbat ion methods a few 
(i) Use of Dead-Zone - IS]: The problem statement is 
idea l  s y s t e m  with the  exception t h a t  y 
turbance. Using the  same adaptive l a w  (8) as i n  the  
t ions  can be expressed a s  
= c Tx + v 
P P P  1 
9 T ( t ) r ( t )  + v ( t )  = €(t) 
at) = 
1 + sT(t)rs(t) 
and 
-I-& ( t 15 ( t )  
similar t o  t h a t  given f o r  t he  
where v is a bounded dis- 
i dea l  case, the  e r r o r  equa- 
1 
(14) 
(adaptive l a w )  
where v is  an equivalent output disturbance due t o  vl. 
t o  the presence of v ( t )  i n  (14). 
i n  the  r igh t  direct ion.  
its desired value. 
is of the order of the  vound v of v ( t ) .  The modification i n  the  algorithm sug- 
gested i n  [ 5 ]  is t o  use a dead-zone so t h a t  the  adaptive parameters are not ad- 
jus ted  when c ( t )  lies ins ide  it. 
a l i n e a r  time-invariant mode when l e ( t ) l  6 v + 6 ( fo r  some constant 6 > 0) and 
an adaptive mode otherwise. 
a s y s t e m  with bounded s ignals .  
t ime. 
Invariant  system i n  a f i n i t e  time a f t e r  which the  output e r r o r  w i l l  l i e  en t i r e ly  
i n  the  dead-zone and hence adaptation ceases en t i r e ly .  
The d i f f i c u l t y  arises due 
Otherwise the  parameter vector  m y  be adjusted away from 
This implies t h a t  problems of convergence may arise when c ( t )  
T T 
When sgn[+ 5 + v]  = sgn[4 r;] t he  adaptation is  
0 
Hence the  ove ra l l  system operates  i n  two modes-- 
In  (51  it  is sh8wn t h a t  such an algorithm r e s u l t s  i n  
Further,  adaptat ion takes place f o r  only a f i n i t e  
This implies t h a t  i n  p rac t i ce  the  system w i l l  converge t o  a l i n e a r  t i m e -  
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(ii) 
was taken by Kreisselmeier and Narendra [ 6 ) .  While the statement of the problem 
as well as the structure of the controller are identical to that in ($1, it is 
assumed that no knowledge of a bound on the disturbance is available. Instead, 
it is assumed that the desired vector e* has a norm less than a specified value 
I l e * l l  max. 
S : { e l  l l e l l  c.11 e* llmx}. The adaptive law used to update e(t) is identical to that 
in the ideal case when 8 lies in the interior of S and is modified when it reaches 
the boundary of S, or lies outside it. In [a ]  it is shown that such a scheme re- 
sults in the boundedness of all signals in the system. 
Bound on 1 e* u : An alternate approach to the bounded disturbance problem 
Hence the search procedure can be confined essentially to the set 
Apart from the obvious differences between the schemes suggested in [SI and 
[ 6 ] ,  there are mathematical diiferencee in the proof that are worth stressing. 
As in [1-4], the proofs of stability in [ 5 ]  use limiting arguments as t + 03 to 
show that 4 E L2.  Such a procedure cannot be used in [6], since #(t) does not 
tend to any limit ?s t -t 0.  
behavior of the Fjsten over a finite interval. 
es in IS] and [ 6 ]  complement each other and can be > ombined to have wider applica- 
tion in adapti\e systems in the future. 
Hence all arguments are based on the analysis of the 
As shown in sectton 6 the approach- 
(iii) The o-modification Scheme: In approaches (i) and (ii) certain prior infor- 
mation is assumed to implement the adaptive laws. In contrast to this, a scheme 
suggested by Ioannou and Kokotovic [7] assures boundednass of all signals in the 
system, without any asscmptions regarding the bounds on either the disturbance or 
the control parameters. However, to the authors' knowledge, the naethod has been 
shown to result in global boundedness only for the special case when the refer- 
ence model is strictly positive real. 
The method is based on the following simple ideas .  If V(e,$) is a quadratic 
Lyapunov function candidate, the time derivative *(e,$), along a trajectory, is 
generally a quadratic futction of e and hence is negat ve se definite. Whe a 
disturbance is rtesent, V(e,+) has the general form -e Qe + e av, where Q = 2, 0 ,  
a is 6 constant vector and v is a bounded disturbance. Very little can be con- 
clL-led regarding stability from this and accounts for the modifications suggested 
in [5] and [6). In [ 7 ] ,  an additional term -ae is used in the adaptive law, as a 
result of which t(e,$) becomes negative definite outside a bounded region in the 
(e,4) space. From this it is concluded that all signals in the system are bound- 
ed. 
* 9  
(iv) The methods outlined in sections 
3b(i-iii) deal with the global behavior of the adaptive systems when bounded per- 
turbations are present. 
adaptive control problems where the assumptions made regarding the system deviate 
slightly from the ideal. While [ 81 addresses primarily the problem of time- 
varying plant parameters the authors claim that the same methods with remarkably 
littlezhange allow examination of the effect of measurement noise, plant nonlin- 
earity and undermodelling of the plant order. 
Adaptive Systems and Time-Varying Plants: 
In contrast to this Anderson and Johnstone [ 81 examine 
As in our discussions in section (3a), the authors first consider the ideal 
system and demonstrate uniform or exponential stability in the presence of per- 
sistent excitation. For the various types of perturbations considered,their aim 
is then to show that the resulting equations can be cast in such a form that the 
183 
total stability of the overall system can be demonstrated using modifications of 
Malkin's theorems. 
ily for establishing !he existence of robustness in the presence of sufficiently 
small perturbations rather than for providing guidance in the choice of the con- 
trol input to assur: bomdedness of solutions when the class of perturbations is 
specified. 
iwwever, as mentioned earlier, the theorems are Gseful primar- 
4. PERSISTENT EXCITATION AND ROBUSTNESS 
In the last section, we discussed two approaches of studying the robustnass 
problem in adaptive systems. The approach in 3 4  assumed that the Perturbations 
were sufficiently small and derived BIB0 results local in nature, using Malkin's 
theorem, vhereas in 3a-3c the approach was global in nature and used additional 
information regarding plant dynamics and the external perturbations. Also, the 
first approach made use of the PE of the reference input which vas not needed in 
the second. 
In this section, we present some new results which demonstrate global bound- 
edness of all signals in the adaptive system in the presence of bounded disturb- 
ances'when the reference input is sufficiently persistently exciting. 
that by analyzing a set of nonlinear error differential equations, we can estab- 
lish the global robustness behavior of the adaptive systems. In particular, it is 
shown that if the persistent excitation of the model output is larger than the 
disturbance, the solutions will be globally bounded and that if the maximum q l i -  
tude of the disturbance is greater than that of the model output, the system can 
have unbounded solutions. 
tive control of a first order plant and studying the corresponding second order 
nonlinear differential equations in detail. 
applicable to the general adaptive control probhm. 
We show 
The basic idea is stated here by considering the adap- 
The same methodology is 
Nonlinear Error Equations: 
ing reference model and the resulting error equations are as follows: 
The plant to be adaptively controlled, the correspond- 
Plant: 
. 
+ u + v ;  
yP = aPYP = + 
Model : 
. 
Y, = -Ym + r . 
Error Equations: el = -el + $yp + v 
Adaptive Law: 4 = -elYp 
is the output ' el where r is the referfnce input, v is a bounded input disturbance 
1 I Y p  m error defined as e 
when v(t) 0 ,  by considering 
- y and .$ is the parameter error. In the ideal case, 
it immediately follows that the system is uniformly stable and if y (t) is per- 
sistently exciting, the system is exponentially stable. When a disturbance 
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v ( t )  is Present ,  i t  is tempting t o  proceed as i n  t h e  i d e a l  case and r e q u i r e  y ( t )  
n e n t i a l l y  s t a b l e  r e s u l t i n g  i n  a bounded e r r o r  v e c t o r  f o r  bounded per turba t ions .  
Since s t a b i l i t y  of t h e  o v e r a l l  system h a s  n o t  been e s t a b l i s h e d ,  y ( t )  cannot b e  
assumed t o  be bounded and proving t h a t  i t  i s  P E  becomes speciousOP Hence we have 
t o  express  t h e  r i g h t  hand s i d e  of (15) i n  terms of t h e  model ou tput  y ( t )  which 
is a n  independent v a r i a b l e  r a t h e r  than t h e  dependent v a r i a b l e  y ( t ) .  %is restilts 
i n  (15) t o  be p e r s i s t e n t l y  e x c i t i n g  so t h a t  t h e  unperturbed system is  expo- P 
i n  t h e  fol lowing nonl inear  e r r o r  d i f f e r e n t i a l  equat ions:  P 
By analyzing t h e  above nonl inear  d i f f e r e n t i a l  equat ion,  we demonstrate t h e  g l o b a l  
behavior of t h e  adapt ive  system i n  t h e  presence of v ( t ) .  
The I d e a l  :ystem: I n  t h e  absence of external:  per turba t ions ,  t h e  nonl inear  system 
can be shown t o  b e  uniformly asymptot ica l ly  s t a b l e  i n  t h e  l a r g e  as follows: 
W(el,$) = 7 [ e l  + 4 1 ,  t h e  t ime-derivat ive W[rl,$] = -el2 5 0. Hence t h e  system 
e , ( t )  and $ ( t )  a r e  uniformly bounded for a l l  t > t 
2 T  Since e E L and g1 is bounded, l i m  e,(t)  = 0. 1 
can be considered t o  be t h e  input  t o  t h e  l i n e a r  p a r t  which is exponent ia l ly  s t a b l e  
if y,(t) is PE. 
as t -+ 
i a l  t i m e  t and t h e  magnitude of t h e  i n i t i a l  condi t ions ,  t h e  system is u.a.s.l. 
It is a l s o  worth not ing  t h a t  when y (t) is  PE, t h e  l i n e a r  p a r t  of (18) is expo- 
If 
1 2 2  
i f  U[el(tO),$(tO)] < -. 
The nonl inear  v e c t o r  [Oe,,-e, ] 
t- 
+ 0 a s  t + m, t h i s  i n p u t  t e n d s  t o  zero and hence x ( t )  + 0 
- 0' 2 
As e 
h ' T  where x = [e,,$] . Since a l l  t h e  arguments ere independent of t h e  i n i t -  
0 
m 
n e n t i a l l y  s t a b l e  but  t h e  nonl inear  system is exponent ia l ly  s t a b l e  only when t h e  
i n i t i a l  s tate x ( t  ) l i es  i n  a f i n i t e  b a l l  around t h e  o r i g i n  aud n o t  &loball;? ex- 
ponent i a l  l y  s t abl?  . 
Perturbed System: 
tem, w e  s h a l l  d i s c u s s  t h r e e  cases where t h e  per turbed nonl inear  system (17) i s  
autonomous. 
To provide some i n s i g h t  i n t o  t h e  behavior of t h e  nonl inear  sys- 
Case ( i )  y,(t) : 0: 
l i m  $ ( t )  = -m and l i m  e , ( t )  = 0.  
',* t- 
Case ( i i )  y ( t )  E ymx: m 
LaSal le 's  theorem, is u.a.s.1. s i n c e  t h e  l a r g e s t  i n v a r i a n t  set i n  E = {xlei2 - 0) 
is t h e  o r i g i n .  However, s i n c e  t h e  system is nonl inear ,  i t  no longer  fol lows t h a t  
a bounded input  w i l l  r e s u l t  i n  a bounded output.  I f ,  f o r  example, v ( t )  5 -v 
When v ( t )  E 0, thP system is uniformxy s t a b l e .  I f  v ( t )  5 vmX, 
The unforced system i n  t h i s  c a s e  is autonomous and, by 
max * 
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w e  can show t h a t  lirn e ( t )  = - and l i m  g ( t )  = -m. 
t- YIMX t-+oo 
where v 
Case ( i i i )  ym(t)  z y > vwx: The sys tem i s  Lagrange s t ab le .  When 
) which is v ( t )  5 -vmax, the  s y s t e m  has  an equi l ibr ium s ta te  a t  (0, -
u.a.s.1. S imi la r ly  when v ( t )  E v t h e  system has an equi l ibr ium s ta te  a t  
(0, - - ). 
max > Ymax, 
max 'Yrnax V 
l M X  
ymax 
I M X  
V 
I M X  
'max 
The above spec ia l  cases revea l  t h a t  t h e  behavior of t h e  nonl inear  system is  
very much dependent on y and v I n  p a r t i c u l a r ,  when y (t) : y and 
v ( t )  : -v 
t i ons  are bounded when y > v The r e s u l t s  a l s o  carry over t o  the  general  max max. 
case when both v ( t )  and y ( t )  are time-varying and are s t a t e d  i n  t h e  following 
main theorem of the  paper? 
Theorem I:Let ly ( t )  I 
c i t i n g  s igna l  i n  the sense described i n  [23]. 
T ,E 
with [ t 2 * t 2  + 60]c [ t  , t  + To] and - Jt2+6hm(r)dr l  
(a) 
U X  max m W X  
the  sys tem has  unbounded so lu t ions  when v and a l l  solu- max >ymax max * 
(Fig. 1) 
Iv ( t ) l  vmax and y ( t )  be a smooth p e r s i s t e n t l y  ex- 
> 0, there  exis ts  a t2 E [tlstl + To], 
I Yma,' m m 
This i m p l i e s  t h a t  pos i t i ve  numbers 
c0. Then 
and 6 e x i s t  such t h a t  given any t 0 0  0 
To t2 
= sgn(el(t))vmax l e p l  < Ymax 
1 1  
If Ymx < Vmx* by choosing an input  v ( t )  as 
v ( t )  = -sgra(ym(t))vmx when (el(t)l 2 ymaX 
A a( t )  when a ( t )  f 0 and is equal t o  uni ty  when a ( t )  = 0, the re  
1 
= 1 m -  where sgn (a ( t ) )  
e x i s t  i n i t i a l  condi t ions f o r  which l l m  $(t) = -00 and e (t) approaches asymptotic- 
a l l y  the  region le 1 
(b) I f  cO > v 
t-- 
+ E,  where E is an a r b i t r a r y  pos i t i ve  constant.  
1 2 ymax 
+ 6 where 6 is any a r b i t r a r y  pos i t i ve  constant,  then a l l  t he  
UlaX 
so lu t ions  of the  d i f f e r e n t i a l  equation (17) are bounded. 
Proof : 
a) L e t  D1 be the  open domain enclosed by t h e  l i n e  el - -v and the  curve mAx e + v  
with 4 < 0. When y,(t) 2 y,, and v ( t )  ,= -vmX a l l  so lu t ions  1 mi;x 4 -  - 
el + ymax 
t ha t  s tar t  on the boundary a ( D  ) en te r  D Since the  system is autonomous and 
contains  no s i n g u l a r i t i e s  i n  D,,all so lu t ions  o r ig ina t ing  D are unbounded and 
1 1' 
1 I 
ymax. l i r n  $(t )  - - 0 0 ~  l i m  e l ( t )  = - t* t- 
For a time-varying s igna l  y ( t )  the  proof of unboundedness is re l a t ed  t o  the  
above autonomous case. Consider*the so lu t ion  of the d i f f e r e n t i a l  equation with 
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UUX , w i t h  y,(t) E ymx and v ( t )  E -v 
LMX' 
i n i t i a l  condf t ion  ( O , $ o )  with  O0 < 
YUUX 
L e t  r denote  t h e  open curve along which t h e  t r a j e c t o r y  lies f o r  a l l  t 3 0.  
l a r l y  le t  r- denote t h e  curve along which t h e  s o l u t i o n  l i e s  f o r  a l l  t 3 0 when 
L e t  r($o) = r+ u r-. v ( t )  = v and y ( t )  = - 
two open reg ions  D and D where (Os$) E D i f  I$ < $ Then a l l  s o l u t i o n s  of t h e  
d i f f e r e n t i a l  equat ion wi th  Iy ( t ) l  & ymX and I v < t > l  s vmax with i n i t i a l  condi t ions  m 
on r ($  ) l i e  e i t h e r  i n  I . ($  ) o r  e n t e r  D 
s o l u t i o n s  a r e  unbounded and l i m  g ( t )  = -0. 
Simi- + 
l-($ ) d i v i d e s  t h e  p lane  i n t o  Ymax' 0 maX 
C 
2 2 2 0' 
Since t h i s  is t r u e  f o r  every 4 t h e  0 0 2'  0' 
A T 
b) L e t  x = [e l ,$ l .  - 
2 t- Let D denote  t h e  reg ion  i n  R W x I  lel/ < v-1 and l e t  - m 
DC denote t h e  complement of D. 
a t r a j e c t o r y  is i ( x >  = -e * + e v < 0 f o r  x E DC. 
can i n c r e a s e  only i n  E. 
I f  W(x) = 1 / 2  x'x, t h e  time d e r i v a t i v e  of W along 
C Hence IIx I ldecreases  i n  D and 1 1 
Ue wish t o  show t h a t  .d cons tan t  c e x i s t s  so t h a t  i f  
Ilx(t,jll = c1 7 c over an i n t e r v a l  [ t  , t  + T I s  t h e n l l x ( t O  + To)(I < cl. 0 0  0 - 
I f  llx(toYI = cos i n t e g r a t i n g  t h e  equat ion f o r  6 i n  (17) i t  $an be shown t h a t  
m a X  
1 
C i f  x ( t O )  E D, then x ( t  ) E D f o r  eome t E [ t O , t O  + To] if co > -, where 1 1 s i n 0  
c o t  e = 2[T + . Hence under t h e  condi t ions  s p e c i f i e d  i n  t h e  theorem, t h e  
t r a j e c t o r y  i n v a r i a b l y  e n t e r s  D during every per iod T 
monScot.ially, t h e  t r a j e c t o r y  can be made to  l i e  in a subdonain of DC f o r  a f i n i t e  
time A with 0 < A < 6 
t h i s  subdomain, a cons tan t  c > c 
(Eo-Vmx)T 
C By increas ing  Ilx(tO)ll  0' 
over every period. 
0 
S i n c e q x ( t ) f l  decays exponent ia l ly  i n  0 e x i s t s  s a t i s f y i n g  t h e  condi t ions  of the theorem. 
Comments:l.The p o s i t i v e  l i m i t  set of any s o l u t i o n  x ( t )  lies i n  D. -- 
2. 
t h e  s o l u t i o n s  are bounded i f  
To, and 6 
E~ w i l l  b e  r e f e r r e d  t o  as t h e  degree of p e r s i s t e n t  e x c i t a t i o n .  
> vmax but  t h e  n a t u r e  of t h e  l i m i t  
0' 
By t h e  theorem, 
set depends on 
3. From t h e  theorem i t  fol lows t h a t  f o r  a given bound v on t h e  p e r t u r b a t i o n s ,  
t h e  system can be made robus t  by increas ing  t h e  degree - of p e r s i s t e n t  exc i ta -  
t ion .  Note t h a t  t h i s  is an example of practical s t a b i l i t y .  
4. The condi t ions  € o r  boundedness and unboundedness of s o l u t i o n s  are given i n  
t h i s  case  i n  terms of y,(t). 
press them i n  terns of 
For design purposes i t  is more appropr ia tn  t o  ex- 
t h e  re ference  input  r ( t ) .  
-5. HYBRID ADAPTIVE CONTROL 
I n  continuous adapt ive  systems of t h e  type descr ibed i n  t h e  previous s e c t i o n s ,  
Recent advances i n  microprocessor and r e l a t e d  d i g i t a l  computer tech- 
t h e  p l a n t  o p e r a t e s  i n  continuous t i m e  and t h e  c m t r o l l e r  parameters are ad jus ted  
continuously.  
nology favor  t h e  use of d i s c r e t e  systems i n  which s i g n a l s  are def ined a t  d i s c r e t e  
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i n s t an t s .  
t inuous elements. 
repor t  [ l o ]  t he  authors  have developed a n a l y t i c a l  models of hybrid ys tems i n  
which cont ro l  parameters are ad jus ted  i n  d i s c r e t e  t i m e  even as the  continuous 
p lan t  s i g n a l s  are processed i n  real t i m e .  The same algorithms can a l s o  be extend- 
ed t o  cont ro l  d i s c i e t e  t i m e  p l an t s  so t h a t  the  ove ra l l  d i s c r e t e  system opera tes  
on two t i m e  s ca l e s  - a f a s t  time s c a l e  i n  which the  system operates  and a slow 
t i m e  scale i n  which the  cont ro l  parameters are updated. We s h a l l  r e f e r  t o  such a 
s y s t e m  as a d i s c r e t e  hybrid system. 
Practical sys t ems  on the  o ther  hand may contain both d i s c r e t e  and con- 
Such sys t ems  may be described as hybrid systens. I n  a recent  
In  t h i s  s ec t ion  w e  descr ibe b r i e f l y  one of t he  hybrid adapt ive algorithms and 
demonstrate global  s t a b i l i t y  i n  t h e  i d e a l  case of an adapt ive system which uses  
such an algorithm. 
when bounded ex te rna l  dis turbances a r e  present .  
seGtioc, arguments are put forward as to  why hybrid schemes should r e s u l t  i n  more 
rcbust  system and s imulat ion r e s u l t s  are presented t o  show t h a t  t h i s  is indeed 
the case. 
The behavior of a d i s c r e t e  hybrid system is then discussed 
Using t h e  r e s u l t s  of t he  previous 
a )  Hybrid Error Model: 
e r r o r  mcdels giver; i n  [ l o ]  and d iscuss  i t s  propert ies .  
be derived i n  a l l  the o the r  cases. 
In this  sec t ion  we consider t h e  f i r s t  of severa l  hybrid 
Similar  r e s u l t s  can a l s o  
The e r r o r  model is  described by the  equation ' 
k E N  
+ m  + 1  where u: fi -P P , el: E! -+Ut 
red t o  as the  input and output  funct ions of t h e  e r r o r  model. 
a l l y  increasing unbounded sequence i.n @t with 0 < TmLn & Tk 
where T = t 
od. $ I : B  +p is  a piecewise constant function, r e fe r r ed  t o  as t h e  parameter 
e r r o r  vector  and assumes values  $ ( t )  - 4k, t r [tk,tk++l), where 4, is a constant 
vector.  
are piecewise continuous fuvzt ions which are refer -  
f o r  k E: N 
{t } is a monotonic- k + 
Tmax < - t When Tk = T, a constant ,  we  shall  ca l l  T t h e  sampling peri-  k + k+& k' 
It is assumed t h a t  0 (and hence + ) is unknown, the  values  u ( t )  and t l ( t )  
can be adjusted a t  - 'k 4,, 
The objec t ive  is t o  determine an adapt ive l a w  f o r  choosing the  sequence 
4 0 k can be observed a t  every i n s t a n t  t and AQk 
{ A $ k }  using a l l  ava i l ab le  input-output d a t a  so t h a t  l i m  e ( t )  = C. 
Theorem 2:If i n  the  e r r o r  equation (19) the  vector  0, is updated according t o  the  
adaptive law 
= tk+l' 
1 t- I 
I tk+l  e,(.r)u(.c) - dT ( 2 0 )  -1 *" = % It,  1 + uT(r )u( r )  
then 
(i) 
( i i )  
+ 
if u ( t )  and G(t\  a r e  s i r o r m l y  bounded i n P  l i m  e l i t )  = 0 
c- 
i f  i n  add+.tion t o  the  condi t ions i n  (i) vi i l s  p e r s i s t e n t l y  exc i t ing  over an 
i n t e r v a l  T l i m  @k = 0 min' k- 
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( i i i )  If u E L: then e , ( t )  = p ( t ) [ l  + u u]  , p E L . 
I T  1 T  
_1_ Proof:  If V(k) = y I)k Ok,  us ing  t h e  adapt ive  l a w  (20) we o b t a i n  AV(k) - - 7 I)k 
[ 2 1  - ppk 2 0 
where d r  * 
Hgnce V(k) is a Lyapunov f u n c t i o n  and a s s u r e s  t h e  boundedness of 4 
k=l 
Since k' 
E AV(k) < - i t  fol lows t h a t  l i m  AV(k) = 0. Henc? 
T 
el (TI 
d t  = 0. 
2 
le,, 
k-m T l i m  +k \Ok = l i m  - 
k- k- Tk tk 1 + u (T)u(T)  
(i) I f  u i s  bounded, e is bounded and e E f . If  is bounded l i m  e , ( t )  = 0. 
(ii) 
( i i i )  , I f  u grows i n  an unbounded fash ion  with u E Le, el = p m  where p E f2. 
Comments: I n  t h e  t h r e e  cases given i n  theorem 2 t h e  f i r s t  two assume t h a t  t h e  
input  u is uniformly bounded and t h e  corresponding r e s u l t s  are a p p l i c a b l e  
i d e n t i f i c a t i o n  problem. 
a b l e  t o  t h e  c o n t r o l  problem. 
t-m 1 1 
If u i s  p e r s i s t e n t l y  e x c i t i n g  \ is uniformly p o s i t i v e  d e f i n i t e  and hence 
-t 0 as k 3 a. 
m 
'k 
1 t h e  
The t h i r d  case which treats unbounded i n p u t s  is appl ic -  
The f a c t  t h a t  T need not  be a cons tan t  is a l s o  worth not ing.  As shown i n  s e c t i o n  
6 a time-varying per iod may be used t o  improve t h e  t r a n s i e n t  response of t h e  sys- 
tem. 
k 
b) The hybrid adapt ive  a lgor i thm 
descr ibed i n  t h e  preceding s e c t i o n  can be used to a d j u s t  t h e  c o n t r o l  parameters 
of a hybrid adapt ive  system. 
t i o n  3 f o r  a cont inuoas time system t h e  o v e r a l l  system can be shown t o  be g l o b a l l y  
s t a b l e ,  
S t a b l e  Hybrid Adaptive Control - I d e a l  Case: 
Using an approach very similar to  t h a t  used i n  sec- 
Using t h e  same n o t a t i o n  as i n  s e c t i o n  3 we have f o r  t h e  adapt ive  l a w  - rtk+l cl(?)S(r) 
A+k = -- dT 
Tk J t k  1 + c T ( ~ > < ( r )  
From t h e  a n a l y s i s  i n  t h e  previous s e c t i o n  we conclude t h a t  
( i )  t h e  parameter e r r o r  v e c t o r  is bounded k 
T 2 and ( i i )  E = p J I  + g 5 where p B L , 1 
whi-h condi t ions  are t h e  same as those  o ined f o r  t h e  continuous case.  Condi- 
t i o n  (I) a s s u r e s  that: t h e  s i g n a l s  y 
r a t e .  
vious a s s e r t i o n  proving t h e  boundednevs of a l l  
85v, Ilu(t)l l  and 1 q ( t ) l  grow a t  t h e  same 
P). 
Condition (ii) results i n  Iy ( t )  I = o ~ z r l l  w(r)ll which co i i t rad ic t s  t h e  pre-  
P 
t h e  s i g n a l s .  
The s i m i l a r i t y  between t h e  continuous and hybrid s y s t ? m s  a l s o  extends t o  
cases  when e x t e r n a l  bounded d is turbances  a r e  present  and t h e  methods descr ibed i n  
I89 
sections 3 and 4 apply to the hybrid case as well, 
lowing section, the use of averaged values over an interval rather than instant- 
aneous values, results in nore robust coutrol. 
However, as shown in the fol- 
c) Adaptive System with Two Time Scales: 
in section 5a and applied to hybrid adaptive systems in section 5b can also be 
SI' 
The hybrid adaptive algorithm developed -- 
. modified for discrete hybrid systems or discrete systems with two time 
' .es, shown below. 
1 Let the output error e (k) E B and the paranreter error 1 reldted by tne error equation 
T 
$ (k)w(a) = el(L) k,& E N, a ~[kT,(k+l)Tl 
where $(k) is a constant vector aver the interval [kT,(k+l)T], T E N and denotes 
the period of the interval and w(a) cBn is an input vector, 
collected over the entire interval, the parameter error vector $(k) is updated at 
time (k+l)T using the adaptive law 
Using information 
(k+l)T-1 e,(i)v(i) 
c A $(k+l) - $(k) = A$(k) - 1/T 
i=kT 1 + v(i)Tw(i) 
. .  
w( i > W W T  (k+l)T-1 
where R(k) 1/T C I- . 
kT 1 + w(l)'w(i) 
T In [lo] it is shown that V(k) = 1/2 $ (k)+(k) is a Lyapunov function for the 
system (21) from which it follows that $(k) I s  bounded if $(O) is bounded and 
e p )  
I E N  (23) 1/2 = O i- [l+w(i)Tw(i) I 
1 im 
If the adaptive law (22) is used in a control. system to update the parameters, 
equation (23) can be used to demcnstrate global stability [lo]. 
When an external disturbance v is 
modified as 
T 0 (k)w(k) + v(a> = el(&) 
Using the same adaptive law as before, 
(k+l) T-1 
A$(k) -R(k)$(k) + Z 
i=kT 
present the error equation (23) have to be 
the error equation has the form 
w(i)v(i) 
1 + w(iITw(i) 
(k+l)T-l w(i)v(i) 
where s(k) = c ,F . A 
i=kT 1 + w(i)'w(i) 
The matrix R(k) and the vector 8(k) in algorithm (25) are averaged values 
over an interval rather than instantaneous values. 
may be considered to have more persistently exciting inputs in its homogeneous 
Hence the equivalent syscem 
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equation and a smaller magnitude of perturbation (if the mean value of the dis- 
turbance is small). 
tion results shown in Fig. 2 indicate the dramatic improvement in performance. 
Due to both reasons the outputs tend to be smaller. Simula- 
6 .  NEW DIRECTIONS 
The criteria for judging the perforsance of an adaptive control system are 
In the preceding sections methods using 
no different from those used for any conventional control system and include sta- 
bility speed and accuracy of response. 
persistent excitation of reference input, and nonlinear and hybrid adaptive algo- 
rithms were described which would make the overall system stable under perturba- 
tions. A judicious combination of these different methods may improve the robust- 
ness of the system substantially and result in schemes which are practically at- 
tractive. Some of these combinations as well as extensions of known methods which 
appear promising are given below. 
(i) A detailed analy- 
sis of a first order adaptive system containing a single control parameter was 
given in section 4 .  When a disturbance is present it was shown that a sufficiently 
large persistently exciting reference input would also result in bounded solutions. 
Further 
higher order systems and research is currently being done to determine the bounds 
on the sol-t  ions 
(ii) Hybrid Adaptive Control: 
tion 5 ,  it was shown that the sampling incerval T,. could itself be time-varying 
Robustness of nth Order System Using Perdstent Excitation: 
studies have revealed that siailar c-nclusions can be drawn regarding 
In the adaptive control system described in sec- - -. 
provided it lay in a bounded interval [Tmin,TmaxIKwith Tmin > 0. In practical 
systems it Pppears possible to adjust T on line to improve the transient response 
of the 7 n. k 
(iii) tmd-Zone, Persistent Excitation and Plant Identification: A sufiiciently 
large deLd-zone in the adaptive algorithm was shown to result in bounded solutions 
in section 3.  The results in section 4 indicated that boundednesa of solutions 
could also be achieved by increasing the PE of the reference input. 
appears likely that the same results can be achieved using a combinatioq of a 
smaller dead-zone and a smaller degree of persist, .: excitation. 
dies have shrwn that this le indeed the case and a:,empts are being made to demn- 
strate this theoretically. 
It therefore 
Simulation stu- 
When the reference input is persiatently exciting and the adaptive loop is 
stable, the plant paraineters can be estimated on-line and used in second level 
adaptation to reduce the dead-zone further. 
of reference inputs appears to be of boLh theoretical and practical interest. 
Hence combining a dead-zone with PE 
Ile*II maX and Persistent Excitation: As in (iii) a persistently exciting in- 
put enables e* to be estimated and hence an attempt could be made to use tha infor- 
mation to decrease the region of search. 
(v) a-mcdification and Persistent Excitation: The a-modification sclleme, in its 
basic form, described in sectiou 3 is unappealing, since the parameter error can 
be large if IIe*Jl is large. Using identification methods as in (iii) and ( i v )  and 
estimating t3* on line, second level adaptive procedures may result in a smaller 
bias 
19 1 
The second l eve l  adaptat ion problems s t a t e d  i n  ( i i ) - (v)  while p r a c t i c a l l y  at- 
Further,  t r a c t i v e ,  lead t o  s t a b i l i t y  quest ions i n  more complex nonlinear systems. 
it is worth point ing out  t h a t  a l l  of them consider external dis turbances r a t h e r  
than per turbat ions i n  p lan t  dynamics. 
the design of a low order  c o n t r o l l e r  t o  adapt ively cont ro l  a higher order  p lan t  i s  
general ly  agreed t o  be the  s i n g l e  most important t heo re t i ca l  quest ion i n  the  f i e l d  
of adaptive c m t r o l .  
area, i t  is acknowledged t h a t  even a proper formulation of t h i s  problem is a form- 
idable  one. 
sect ion w i l l  cont r ibu te  s i g n i f i c a n t l y  towards this  end. 
The reduced order  problem which dea ls  with 
While considerable research is  being ca r r i ed  out  i n  t h i s  
I t  is f e l t  t h a t  t h e  answers t o  some of t h e  quest ions r a i sed  i n  t h i s  
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i = -el(el + YJ 
Fig. 1: Persistent Excitation 
and Xobustnees. 
(d) 
(a) autonomous case I ym I c Iv I unstable 
(b) autonomous case I yml > I v 1 stable 
(c) non-autonomous case y < v unstable 
(d) non-autonormus case E > v stable 
majc m&x 
3 max 
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Fig. 2: Improved Robustness Using Hybrid Control 
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