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Abstract
This paper deals with the finite horizon optimal control problem for discrete-time Markov
jump linear system with input delay. The correlation among the jumping parameters and
the input delay are considered simultaneously, which forms the basic difficulty of the design.
one of the key techniques is to solve a delayed forward and backward jumping parameter
difference equation which is obtained by an improved maximum principle, and the other
is the introduction of a “d-step backward formula”. Based on the proposed techniques, a
necessary and sufficient condition for the existence of the optimal controller is given in an
explicit form and an analytical solution to the optimal controller is supplied. The optimal
controller is a linear function of the current time state and the historical time control input,
where the feedback gains are a set of jumping parameter matrices derived by solving a new
type of coupled difference Riccati equation. The key step in the derivation is to establish
the relationship between the costate and the real state of the system. The result obtained
in this paper can be viewed as a generalization of the standard case, in which there is only
one mode of operation.
Keywords: Optimal control, Markov jump linear system, control input delay, maximum
principle.
1 Introduction
Optimal control and stabilization of Markov jump linear systems (MJLSs) have matured over
the last decades [1]-[8]. Such systems are encountered in many areas of control engineering
including aircraft and nuclear power control, flight control, and etc [4]. In the previous research
works, Costa has made great contributions to the study of this problem and many celebrated
results have been proposed in [5]-[8]. The fundamental tool for dealing with optimal control
in presence of jumping parameters is the dynamic programming method. However, when time
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delays in the control input are present, this method can’t be applied directly since the historical
input terms are existed in the step-by-step design.
Optimal control of dynamic systems with input delays has received growing attention in recent
years due to novel application areas such as control over networks [9]-[11]. For the deterministic
system with input delay, the reader may refer to the excellent surveys in [12]-[17]. In [12], the
control problem for a single deterministic input-delayed system was considered, and an optimal
controller was developed by the Smith predictor. In [13], a reduction technique was developed
to convert the stabilization problem subject to input delays to an equivalent delay-free one.
To overcome the limitation of the original Smith predictor and the model reduction technique,
some renewed prediction approaches, such as truncated predictor feedback [14] and closed-
loop predictor approaches[15], [16], have been developed. In [17], an alternative and efficient
approach-the duality method, has been developed for the studying on linear quadratic regulation
of systems with multiple input delays. Obviously, the aforementioned works have supplied good
results for the advances of optimal control theories on deterministic delayed systems. However,
the results can’t be applied to the delayed MJLS directly since the separation principle is satisfied
for deterministic case but not suitable for stochastic case.
Not requiring the satisfaction of separation principle, in [18]-[20], a direct approach based on a
new stochastic maximum principle was proposed for dealing with the optimal control of system
with multiplicative noise and input delay simultaneously. A necessary and sufficient condition
for the existence of the optimal controller was supplied, and an explicit solution was given. These
results paved new ways for the investigation of optimal control for stochastic systems with input
delays. Motivated by this, we consider the optimal control problems for MJLS with input delay
in this paper. Compared to the multiplicative noise system, the MJLS is more complicated due
to the correlation of jumping parameters. And thus some improved and additional techniques
need to be developed further. To the best of our knowledge, the study of optimal control for
MJLS with input delay hasn’t been reported before.
In this paper, motivated by [18]-[20], we investigate the optimal control for MJLS with input
delay. The simultaneous appearance of jumping parameters and input delay forms the fun-
damental difficulty in investigation. Two basic formulas are developed: one is an improved
delayed forward and backward jumping parameter equation (D-FBJPE) which is used to deal
with the input delay, and the other is a d-step backward formula which is used to overcome the
correlation of the jumping parameters. Based on the the two proposed techniques, a necessary
and sufficient condition for the existence of the optimal controller is developed, and an explicit
solution is given for the first time in terms of a new type of coupled difference Riccati equation.
The key step in the derivation is to establish the relationship between the optimal state and the
costate.
In section 2, we present the problem formulations. In section 3, some preparations are given and
the main results are proposed. A numerical example is given in section 4 and some conclusion
remarks are made in section 5.
2
Notations: Throughout this paper, Rn denotes the n-dimensional Euclidean space, Rm×n de-
notes the norm bounded linear space of all m × n matrices. For L ∈ Rn×n, L′ stands for the
transpose of L. As usual, L ≥ 0(L > 0) will mean that the symmetric matrix L ∈ Rn×n is pos-
itive semi-definite (positive definite), respectively. E(.) denotes the mathematical expectation
operator, P(.) means the occurrence probability of an event. We will compactly write the sum∑L
lk−d+1=1
λlk−d,lk−d+1 · · ·
∑L
lk=1
λlk−1,lk as Λlk−d,lk .
2 Problem Statement
We consider in this paper the finite horizon optimal control for MJLS with input delay when the
state variable x(k) and the jump variable θ(k) are available to the controller. On the stochastic
basis (Ω,G,Gk,P), consider the following MJLS with input delay
x(k + 1) = Aθ(k)(k)x(k) +Bθ(k)(k)u(k − d), (1)
where x(k) ∈ Rn is the state, u(k) ∈ Rm is the control input with delay d > 0. θ(k) is a
discrete-time Markov chain with finite state space Θ , {1, 2, · · · , L} and transition probability
λlk,lk+1 = P(θ(k + 1) = lk+1|θ(k) = lk)(lk, lk+1 = 1, 2, · · · , L). We set pilk(k) = P(θ(k) = lk)(lk =
1, 2, · · · , L), while Alk(k), Blk (k)(lk = 1, · · · , L) are matrices of appropriate dimensions. The
initial values x0, u(i), i = −d, · · · ,−1 are known. We assume that θ(k) is independent of x0 and
u(i), i = −d, · · · ,−1.
The quadratic cost associated to system (1) with admissible control law u = (u(0), · · · , u(N−d))
is given by
JN = E[
N∑
k=0
x(k)′Qθ(k)(k)x(k) +
N∑
k=d
u(k − d)′Rθ(k)(k)u(k − d)
+x(N + 1)′Pθ(N+1)(N + 1)x(N + 1)], (2)
where N > d is an integer, x(N + 1) is the terminal state, PlN+1(N + 1)(lN+1 = 1, · · · , L)
reflects the penalty on the terminal state, the matrix functions Rlk(k) ≥ 0(lk = 1, · · · , L) and
Qlk(k) ≥ 0(lk = 1, · · · , L). Denote Gk = {θ(t); t = 0, · · · , k}, so the problem considered in this
paper can be stated as:
Problem 1: Find a Gk-measurable controller u(k) such that (2) is minimized subject to (1).
Remark 1 For brevity, we will omit the time steps in the system matrices and the penalty
matrices in the following discussions. That is denoting Aθ(k)(k), Bθ(k)(k), Qθ(k)(k), Rθ(k)(k) and
Pθ(N+1)(N + 1) as Aθ(k), Bθ(k), Qθ(k), Rθ(k) and Pθ(N+1), respectively. This will not affect the
final results.
Remark 2 It should be pointed out that the result in [19] can not be applied to the optimal
control for MJLS with d-step (d ≥ 2) input delay directly since the dependence of the jumping
parameters. A new version of maximum principle needs to be developed and a “d-step backward
formula” will be employed which form the basic tools for the design of the optimal controller.
3
3 Optimal Control for MJLS with input delay
In this section, a necessary and sufficient condition for the existence of the optimal controller
is given, and the explicit expressions for the optimal controller, the optimal costate, and the
optimal cost are derived. The key techniques employed in this part are the Markovian jump
maximum principle and the “d-step backward formula”.
3.1 Preparations
Due to the dependence of θ(k) on its past values, the new version of the maximum principle for
the optimal control with jumping parameters and input dleay needs to be established.
Lemma 1 (maximum principle) According to system (1) and performance (2). If problem 1 is
solvable, then the optimal Gk−d-measurable controller u(k − d) satisfies
0 = E[B′θ(k)λk +Rθ(k)u(k − d)|Gk−d], k = d, · · · , N, (3)
where the costate λk satisfies
λN = E[Pθ(N+1)x(N + 1)|GN ], (4)
λk−1 = E[A
′
θ(k)λk +Qθ(k)x(k)|Gk−1], k = 0, · · · , N. (5)
Proof. See Appendix A.
From (1), we get that
x(k) = Fθ(k−1),θ(k−d)x(k − d) +
k−1∑
i=k−d
Fθ(k−1),θ(i+1)Bθ(i)u(i− d), (6)
where Fθ(k−1),θ(k−d), Fθ(k−1),θ(i+1) are as in (29). Based on the transformation (6), we get the
following expression.
Lemma 2 (d-step backward formula) For any Gk−measurable function fθ(k), we have the fol-
lowing relation
E{fθ(k)x(k)|Gk−d} = Λlk−d,lk [flkFlk−1,lk−d ]x(k − d) +
k−1∑
i=k−d
Λlk−d,lk [flkFlk−1,li+1Bli ]u(i− d). (7)
Proof. The result can be obtained directly and thus the proof is omitted here.
Remark 3 In Lemma 2, x(k) moved d steps back, so we named (7) as a d-step backward
formula. However, it should be pointed out that
E{fθ(k)x(k)|Gk−d} 6= E{fθ(k)|Gk−d}E{x(k)|Gk−d} (8)
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since x(k) = Aθ(k−1)x(k−1)+Bθ(k−1)u(k−1−d) and θ(k) is correlated with θ(k−1). If system
(1) becomes the multiplicative noise system investigated in [19]
x(k + 1) = (A+ ωkA¯)x(k) + (B + ωkB¯)u(k − d)
and fθ(k) = ωkf with ωk being a multiplicative noise, then the equality
E{fθ(k)x(k)|Gk−d} = E{fθ(k)|Gk−d}E{x(k)|Gk−d}.
holds [19]. It can be seen that the optimal control for MJLS with input delay is more complicated
than that of multiplicative noise system with input delay, and (8) is the key difficulty existed in
the derivation. Fortunately, we reveal the relationship (7), which forms the basic formula for
the controller design for the delayed MJLS.
3.2 Solution to the optimal control
In this part, we will derive the analytic solution to the optimal control for MJLS with input
delay by Lemma 1 and Lemma 2.
Firstly, we introduce some notations Wlk−d(k − d), T
j
lk−d
(k − d)(j = 0, 1, · · · , d − 1), Plk−1(k −
1), P 0lk−1(k − 1), δ
j
lk−1
(k − 1)(j = 1, 2, · · · , d − 1) and αd−jlk−1,lk−j (k − 1, k − j)(j = 1, 2, · · · , d − 1)
for k = N,N − 1, · · · , 0, θ(k − d) = lk−d ∈ Θ, θ(k − 1) = lk−1 ∈ Θ. To save space, we rewrite
the preceding notations as Wlk−d , T
j
lk−d
(j = 0, 1, · · · , d− 1), Plk−1 , P
0
lk−1
, δ
j
lk−1
(j = 1, 2, · · · , d− 1)
and αd−jlk−1,lk−j(j = 1, 2, · · · , d− 1) respectively.
In this part, Wlk−d and T
j
lk−d
(j = 0, 1, · · · , d− 1) satisfy the following backward equations
Wlk−d = Λlk−d,lk [B
′
lk
(Plk − P
0
lk
)Blk +Rlk ]−
d−1∑
s=1
{Λlk−d,lk−s [(T
s
lk−s
)′W−1lk−sT
s
lk−s
]}, (9)
T 0lk−d = Λlk−d,lk [B
′
lk
(Plk − P
0
lk
)Flk ,lk−d+1 ]−
d−1∑
s=1
{Λlk−d,lk−s [(T
s
lk−s
)′W−1lk−sT
0
lk−s
×Flk−s,lk−d+1 ]}, (10)
T 1lk−d = Λlk−d,lk [B
′
lk
(Plk − P
0
lk
)Flk ,lk−d+2Blk−d+1 ]−
d−2∑
s=1
{Λlk−d,lk−s [(T
s
lk−s
)′W−1lk−sT
0
lk−s
×Flk−s,lk−d+2Blk−d+1 ]} − Λlk−d,lk−d+1[(T
d−1
lk−d+1
)′W−1lk−d+1T
0
lk−d+1
Blk−d+1 ], (11)
T
j
lk−d
= Λlk−d,lk [B
′
lk
(Plk − P
0
lk
)Flk ,lk−d+j+1Blk−d+j ]−
d−j∑
s=1
{Λlk−d,lk−s [(T
s
lk−s
)′W−1lk−s
×T 0lk−sFlk−s,lk−d+j+1Blk−d+j ]} −
d−1∑
s=d−j+1
{Λlk−d,lk−s [(T
s
lk−s
)′W−1lk−sT
s−(d−j)
lk−s
]},
j = 2, 3, · · · , d− 1 (12)
for k = N,N − 1, · · · , 0, lk−d ∈ Θ with terminal values
T
j
lN−i
= 0, j = 0, 1, · · · , d− 1, i = 0, 1, · · · , d− 1, lN−i ∈ Θ
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and Plk−1 and P
0
lk−1
satisfy the following backward recursions
Plk−1 = Λlk−1,lk [Qlk +A
′
lk
(Plk − P
0
lk
)Alk ], (13)
P 0lk−1 = (T
0
lk−1
)′W−1lk−1T
0
lk−1
(14)
for k = N,N − 1, · · · , 0, lk−1 ∈ Θ with terminal values
PlN = ΛlN ,lN+1PlN+1 ,
P 0lN−i = 0, i = 0, 1, · · · , d− 1, lN−i ∈ Θ.
(9)-(14) is termed as the backward coupled difference Riccati equation, which is with the same
dimension as that of the original system state. An existence condition and an explicit solution
to the optimal controller will be given in terms of the Riccati equation.
In addition, the introduction of δjlk−1(j = 1, 2, · · · , d − 1) and α
d−j
lk−1,lk−j
(j = 1, 2, · · · , d − 1) is
critical to establish the relationship between the optimal original state x(k) and costate λk−1,
where δjlk−1(j = 1, 2, · · · , d−1) and α
d−j
lk−1,lk−j
(j = 1, 2, · · · , d−1) satisfy the following expressions
(δ1lk−1)
′ = Λlk−1,lk [A
′
lk
(Plk − P
0
lk
)Blk ]− (T
0
lk−1
)′W−1lk−1T
1
lk−1
, (15)
(δjlk−1)
′ = Λlk−1,lk [A
′
lk
(δj−1lk )
′]− (T 0lk−1)
′W−1lk−1T
j
lk−1
,
j = 2, 3, · · · , d− 1, (16)
(αd−1lk−1,lk−1)
′ = (δd−1lk−1)
′, (17)
(αd−jlk−1,lk−j)
′ = (δd−jlk−1)
′ −
j−1∑
s=1
(αd−slk−1,lk−s)
′W−1lk−s−1
T
d−j+s
lk−s−1
, (18)
j = 2, 3, · · · , d− 1,
for k = N,N−1, · · · , 0, lk−1, lk−j ∈ Θ. Moreover, The relationship between T
j
lk−d
(j = 0, 1, · · · , d−
1) and αd−jlk−1,lk−j(j = 1, 2, · · · , d − 1) is established in the following proposition, which will be
used in the derivation of the main result.
Proposition 1 Consider αd−jlk−1,lk−j and T
j
lk−j
as in (10)-(12), (17) and (18), the following ex-
pressions are satisfied
E{A′lk(α
d−1
lk ,lk
)′|Gk−1} = (T
0
lk−1
)′ (19)
E{A′lk(α
d−j
lk ,lk−j+1
)′|Gk−1} = (α
d−j+1
lk−1,lk−j+1
)′, j = 2, · · · , d− 1, (20)
E{B′lk(α
d−1
lk ,lk
)′|Gk−1} = (T
1
lk−1
)′ (21)
E{B′lk(α
d−j
lk ,lk−j+1
)′|Gk−j} = (T
j
lk−j
)′, j = 2, · · · , d− 1. (22)
Proof. See Appendix B.
Theorem 1 Problem 1 admits a unique optimal control if and only if
Wlk−d > 0, k = N,N − 1, · · · , d, lk−d ∈ Θ. (23)
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In this case, the analytical solution to the optimal control is given by
u(k − d) = −W−1lk−dT
0
lk−d
x(k − d+ 1)−
d−1∑
j=1
W−1lk−d
T
j
lk−d
u(k − 2d+ j) (24)
k = d, d + 1, · · · , N, lk−d ∈ Θ.
The optimal costate is
λk−1 = (Plk−1 − P
0
lk−1
)x(k)−
d−1∑
s=1
(αd−slk−1,lk−s)
′W−1lk−s−1E{α
d−s
lk−1,lk−s
x(k)|Gk−s−1}. (25)
and the optimal cost is
J∗N = E{
d−1∑
k=0
x(k)′Qlkx(k) + x(d)
′(Pld−1 − P
0
ld−1
)x(d)
−x(d)′
d−1∑
s=1
(αd−sld−1,ld−s)
′W−1ld−s−1
E[αd−sld−1,ld−sx(d)|Gd−s−1]}. (26)
Proof. See Appendix C.
Remark 4 The solution to the optimal controller is based on a set of a generalized coupled
Riccati equations. It can be found that if there is no time delays in the input, the coupled Riccati
equation will degenerate into the following one
Υlk = [B
′
lk
(Λlk ,lk+1Plk+1)Blk +Rlk ],
Mlk = [B
′
lk
(Λlk ,lk+1Plk+1)Alk ],
Plk = A
′
lk
(Λlk ,lk+1Plk+1)Alk +Qlk −M
′
lk
Υ−1lk Mlk ,
lk = 1, · · · , L,
which has been developed in [6].
4 Numerical Examples
In this part, we present a simple example to illustrate the theoretical result for the optimal control
of MJLS with input delay. Consider a second-order dynamic system (1) with the performance
(2). The specifications of the system and the weighting matrices are as follows
A1 =
[
2 1.1
−1.7 −0.8
]
, A2 =
[
0.8 0
0 0.6
]
, B1 =
[
1
1
]
, B2 =
[
2
1
]
,
Q1 =
[
1 0
0 1
]
, Q2 =
[
1 0
0 1
]
, R1 = 1, R2 = 2, PN+1 =
[
1 0
0 1
]
.
θ(k) is the Markov chain taking values in a finite set {1, 2} with transition probability matrix[
0.9 0.1
0.3 0.7
]
. The initial distribution of θ(k) is (0.5, 0.5). The initial value x(0) = [2 2]′, u(−1) =
−1, u(−2) = −2, and the time delay d = 2.
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Table 1: Calculation results
k W1(k) W2(k) T
0
1 (k) T
0
2 (k) T
1
1 (k) T
1
2 (k)
0 23.6031 26.7636 [12.2690 7.5948] [9.6518 4.6516] 21.8683 24.7279
1 23.1641 26.2088 [12.0539 7.4614] [9.4635 4.5596] 21.4732 24.2257
2 21.8477 24.0482 [11.6367 7.1986] [8.9148 4.2748] 20.5775 22.5743
3 17.7981 19.0574 [9.6188 5.9405] [7.1852 3.4079] 16.8338 17.9382
4 3.6400 5.0800 [0.3659 0.2187] [0.7673 0.2769] 0.9770 2.2790
5 1.1000 1.7000 [0 0] [0 0] 0 0
In this example, the time horizon is set to N = 7. Without loss of generality, we run 50 Monte
Carlo simulations from k = 0 to 7, and select the first trajectory to show the efficiency of the
proposed algorithm. By applying Theorem 1, the calculation result for Wi(k), T
0
i (k), T
1
i (k)(i =
1, 2) are listed in Table 1.
Note that Wi(k) > 0 for i = 1, 2, k = 1, · · · , 5, thus there exist a unique solution to Problem 1.
The optimal controller is computed by
u(0) = −
[
0.3606 0.1738
]
x(1)− 0.9239u(−1),
u(1) = −
[
0.3611 0.1740
]
x(2)− 0.9243u(0),
u(2) = −
[
0.5326 0.3295
]
x(3)− 0.9419u(1),
u(3) = −
[
0.5404 0.3338
]
x(4)− 0.9458u(2),
u(4) = −
[
0.1005 0.0601
]
x(5)− 0.2684u(3),
u(5) = 0,
and the optimal value of (2) is J∗N = 93.7285.
5 Conclusion
This paper dealt with the optimal control for MJLS with multi-step input delay. A necessary
and sufficient condition for the existence of a unique solution has been developed and a dynamic
Markovian jump controller has been given in terms of a coupled difference Riccati equation.
One of the key techniques employed in this paper is the maximum principle, the other is the d-
step backward formula. It should be noted that our derivations avoid the augmented argument,
mainly establish and take advantage of the link between the optimal state and the auxiliary
variable. Compared with the result for the system with multiplicative noise and input delay,
the optimal control for MJLS with input delay is more complicated due to the correlation of
the jumping parameters. This is the reason why the problem has not been solved before. The
stabilization for MJLS with input delay will be studied in a forthcoming paper.
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A Proof of Lemma 1
Proof. Denote N as the final time. Consider the increment of the control variable u(k − d) and
deduce an expression of the corresponding variation of (2)
dJN = E[2x(N + 1)
′Pθ(N+1)dx(N + 1) + 2
N∑
k=0
x(k)′Qθ(k)dx(k)
+2
N∑
k=d
u(k − d)′Rθ(k)du(k − d)]. (27)
In view of system (1), we have
dx(k + 1) = Fθ(k),θ(0)dx0 +
k∑
i=0
Fθ(k),θ(i+1)Bθ(i)du(i− d), (28)
where
Fθ(k),θ(i) = Aθ(k) · · ·Aθ(i), i = 0, · · · , k,
Fθ(k),θ(k+1) = I. (29)
Plugging the equation (28) in (27) we deduce that
dJN = E{2x(N + 1)
′Pθ(N+1)[Fθ(N),θ(0)dx0 +
N∑
i=0
Fθ(N),θ(i+1)Bθ(i)du(i− d)]
+2
N∑
i=d
u(i− d)′Rθ(i)du(i− d) + 2
N∑
k=0
x(k)′Qθ(k)Fθ(k−1),θ(0)dx0
+2
N−1∑
i=0
N∑
k=i+1
x(k)′Qθ(k)Fθ(k−1),θ(i+1)Bθ(i)du(i− d)}. (30)
Since we just pay attention to the increment of JN caused by the increment of u(i − d), the
initial state x0 is fixed and its increment dx0 is thus 0. Therefore,
dJN = E{2[x(N + 1)
′Pθ(N+1)Fθ(N),θ(N+1)Bθ(N) + u(N − d)
′Rθ(N)]du(N − d)
+2
N−1∑
i=0
[x(N + 1)′Pθ(N+1)Fθ(N),θ(i+1)Bθ(i) + u(i− d)
′Rθ(i)
+
N∑
k=i+1
x(k)′Qθ(k)Fθ(k−1),θ(i+1)Bθ(i)]du(i − d)}. (31)
Define
λi = E{
N∑
k=i+1
F ′θ(k−1),θ(i+1)Qθ(k)x(k) + F
′
θ(N),θ(i+1)Pθ(N+1)x(N + 1)|Gi}, (32)
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then we have
λi−1 = E{Qθ(i)x(i) +A
′
θ(i)λi|Gi−1}.
It has been shown (4) and (5). Based on (32), we deduce that
dJN = E{2
N∑
i=d
E[u(i− d)′Rθ(i)du(i− d)|Gi]
+2E[x(N + 1)′Pθ(N+1)Fθ(N),θ(N+1)|GN ]Bθ(N)du(N − d)
+2
N1∑
i=0
E[x(N + 1)Pθ(N+1)Fθ(N),θ(i+1)
+
N∑
k=i+1
x(k)′Qθ(k)Fθ(k−1),θ(i+1)|Gi]Bθ(i)du(i− d)}
= E{2
N∑
i=d
E[λ′iBθ(i) + u(i− d)
′Rθ(i)|Gi−d]du(i − d)}. (33)
It concludes from (33) that the necessary condition for the minimum can be given as follows
E[λ′iBθ(i) + u(i− d)
′Rθ(i)|Gi−d] = 0, i = d, · · · , N.
(3) is shown. This completes the proof of Lemma 1.
B Proof of Proposition 1
Proof. In view of (15)-(17), we have
A′lk(α
d−1
lk,lk
)′ = A′lk{Λlk ,lk+d−1 [F
′
lk+d−1,lk+1
(Plk+d−1 − P
0
lk+d−1
)Blk+d−1 ]
−
d−2∑
s=0
Λlk,lk+s [F
′
lk+s,lk+1
(T 0lk+s)
′W−1lk+sT
d−1−s
lk+s
]}. (34)
Recalling the definition of T 0lk−1 , we get from (34) that E[A
′
lk
(αd−1lk,lk)
′|Gk−1] = (T
0
lk−1
)′. (19) is
shown. Similarly, we can show that (20), (21), and (22) are satisfied.
C Proof of Theorem 1
Proof. (i) Necessary: Assume that Problem 1 has a unique solution. We will prove that Wlk−d
is invertible and u(k − d) satisfies (24) for all k = N, · · · , d, lk−d ∈ Θ by the induction method.
Define
J(k)
△
= E{
N∑
i=k
(x(i)′Qθ(i)x(i) + u(i− d)
′Rθ(i)u(i− d)) + x(N + 1)
′Pθ(N+1)x(N + 1)|Gk−d}, (35)
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for k = N, · · · , d. For k = N , (35) becomes
J(N)=E{x(N)′Qθ(N)x(N) + u(N − d)
′Rθ(N)u(N − d) + x(N + 1)
′Pθ(N+1)x(N + 1)|GN−d}.(36)
Based on (1), we deduce that J(N) can be formulated as a quadratic function of x(N) and
u(N − d). The uniqueness of the optimal controller u(N − d) indicates that the quadratic term
of u(N − d) is positive for any nonzero u(N − d). Let x(N) = 0 and substitute (1) into (36), we
have
J(N) = E{u(N − d)′(Rθ(N) +B
′
θ(N)Pθ(N+1)Bθ(N))u(N − d)|GN−d}
= u(N − d)′WlN−du(N − d) > 0, lN−d ∈ Θ. (37)
It can be concluded that WlN−d > 0.
In what follows, the optimal controller u(N − d) is to be calculated. Applying (1), (3) and (4),
we have
0 = E[B′θ(N)λN +Rθ(N)u(N − d)|GN−d]
= T 0lN−dx(N − d+ 1) +
d−1∑
j=1
T
j
lN−d
u(N − 2d+ j) +WlN−du(N − d).
It follows from the above equation that
u(N − d) = W−1lN−dT
0
lN−d
x(N − d+ 1)−
d−1∑
j=1
W−1lN−dT
j
lN−d
u(N − 2d+ j). (38)
In the following, we will show that λN−1 is with the form as (25). In view of (1), (5), and (38),
one yields
λN−1 = PlN−1x(N)− (α
1
lN−1,lN−1
)′W−1lN−d [T
0
lN−d
x(N − d+ 1)−
d−1∑
j=1
T
j
lN−d
u(N − 2d+ j)].
In view of the d-step backward formula (7) and note that P 0lN−1 = 0, (α
d−s
lN−1 ,lN−s
)′ = 0(s =
1, 2, · · · , d− 2), one gets that
λN−1 = PlN−1x(N)− (α
1
lN−1,lN−1
)′W−1lN−dE{α
1
lN−1,lN−1
x(N)|GN−d}
= (PlN−1 − P
0
lN−1
)x(N)−
d−1∑
s=1
(αd−slN−1,lN−s)
′W−1lN−s−1E{α
d−s
lN−1,lN−s
x(N)|GN−s−1}.
Thus we obtained (25) for k = N .
To proceed the induction proof, we take any n with 1 ≤ n ≤ N , and assume that Wlk−d(k − d)
is invertible and that the optimal controller u(k − d) and the optimal costateλk−1 are as (24)
and (25) for all k ≥ n + 1. In the next, it needs to show that these conditions will be satisfied
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for k = n. Let x(n) = 0, we will check the quadratic term of u(n − d) in J(n). In view of (1),
(3) and (5) for k ≥ n+ 1, we have
E{x(k)′λk−1 − x(k + 1)
′λk|Gn−d+1}}
= E{x(k)′Qθ(k)x(k) + u(k − d)
′Rθ(k)u(k − d)|Gn−d+1}.
Adding from k = n+ 1 to k = N on both sides of the above equation, we get
E{x(n + 1)′λn − x(N + 1)
′λN |Gn−d+1}
=
N∑
k=n+1
E{x(k)′λk−1 − x(k + 1)
′λk|Gn−d+1}
=
N∑
k=n+1
E{x(k)′Qθ(k)x(k) + u(k − d)
′Rθ(k)u(k − d)|Gn−d+1}. (39)
It follows from (39) that
J(n) = E{u(n − d)′Rθ(n)u(n− d) + u(n − d)
′B′θ(n)λn|Gn−d}. (40)
Note that
λn = (Pln − P
0
ln
)x(n + 1)−
d−1∑
s=1
(αd−sln,ln+1−s)
′W−1ln−sE{α
d−s
ln,ln+1−s
x(n+ 1)|Gn−s}. (41)
Substituting (41) into (40) and employing (19)-(22), we get
J(n) = u(n− d)′Wln−du(n− d). (42)
It is concluded from the uniqueness of the optimal controller that J(n) must be positive for any
u(n− d) 6= 0. So we have Wln−d(n− d) > 0, ln−d ∈ Θ.
To derive the optimal controller u(n− d), plugging (41) in (3) yields
0 = E{B′θ(n)λn +Rθ(n)u(n− d)|Gn−d}
= T 0ln−dx(n− d+ 1) +
d−1∑
j=1
T
j
ln−d
u(n− 2d+ j) +Wln−du(n− d).
Using the above equation, we get
u(n− d) = −W−1ln−dT
0
ln−d
x(n− d+ 1)−
d−1∑
j=1
W−1ln−dT
j
ln−d
u(n− 2d+ j). (43)
Now, we proceed to derive that λn−1 is of the form as (25). In terms of (5), (41) and (43)and
bearing in mind (19)-(22) and (7), we get
λn−1 = E{Qθ(n)x(n) +A
′
θ(n)λn|Gn−1}
= E{Qlnx(n) +A
′
ln
[(Pln − P
0
ln
)x(n + 1)
−
d−1∑
s=1
(αd−sln,ln+1−s)
′W−1ln−sE(α
d−s
ln,ln+1−s
x(n+ 1)|Gn−s)]|Gn−1}
= (Pln−1 − P
0
ln−1
)x(n)−
d−1∑
s=1
(αd−sln−1,ln−s)
′W−1ln−s−1E{α
d−s
ln−1,ln−s
x(n)|Gn−s−1}. (44)
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(25) is proved. The proof of necessity is finished.
(ii) Sufficiency-The proof of sufficiency is similar to that of Theorem 1 in [19]. This completes
the proof Theorem 1.
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