Principal curves have been defined as "self consistent" smooth curves which pass through the "middle" of a d-dimensional probability distribution or data cloud. They give a summary of the data and also serve as an efficient feature extraction tool. We take a new approach by defining principal curves as continuous curves of a given length which minimize the expected squared distance between the curve and points of the space randomly chosen according to a given distribution. The new definition makes it possible to theoretically analyze principal curve learning from training data and it also leads to a new practical construction. Our theoretical learning scheme chooses a curve from a class of polygonal lines with k segments and with a given total length, to minimize the average squared distance over n training points drawn independently. Convergence properties of this learning scheme are analyzed and a practical version of this theoretical algorithm is implemented. In each iteration of the algorithm a new vertex is added to the polygonal line and the positions of the vertices are updated so that they minimize a penalized squared distance criterion. Simulation results demonstrate that the new algorithm compares favorably with previous methods both in terms of performance and computational complexity, and is more robust to varying data models.
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Intuitively, self-consistency means that each point of f is the average (under the distribution of X) of all points that project there. Thus, principal curves are smooth self-consistent curves which pass through the "middle" of the distribution and provide a good one-dimensional nonlinear summary of the data. Based on the self-consistency property, HS developed an algorithm for constructing principal curves. Similar in spirit to the Generalized Lloyd Algorithm (GLA) of vector quantizer design [3] , the HS algorithm iterates between a projection step and an expectation step. When the probability density of X is known, the HS principal algorithm for constructing principal curves is the following.
Step 0 Let fv 0w 1 and go to Step 1.
In practice, the distribution of X is often unknown, but a data set consisting of n samples of the underlying distribution is known instead. In the HS algorithm for data sets, the expectation in Step 1 is replaced by a "smoother" (locally weighted running lines [4] ) or a nonparametric regression estimate (cubic smoothing splines). HS provide simulation examples to illustrate the behavior of the algorithm, and describe an application in the Stanford Linear Collider Project [2] . It should be noted that there is no known proof of the convergence of the hypothetical algorithm (Steps 0-3; one main difficulty is that Step 1 can produce nondifferentiable curves while principal curves are differentiable by definition). However, extensive testing on simulated and real examples have not revealed any convergence problems for the practical implementation of the algorithm [2] .
Alternative definitions and methods for estimating principal curves have been given subsequent to Hastie and Stuetzle's groundbreaking work. Banfield and Raftery [5] (hereafter BR) modeled the outlines of ice floes in satellite images by closed principal curves and they developed a robust method which reduces the bias in the estimation process. Their method of clustering about principal curves led to a fully automatic method for identifying ice floes and their outlines. Singh et al. [6] used principal curves to extract skeletal structures of hand-written characters in faded documents. Reinhard and Niranjan [7] applied principal curves to model the short time spectrum of speech signals. They found that principal curves can be used efficiently to capture transitional information between phones. Chang and Ghosh [8] , [9] combined the HS and the BR algorithms to improve the performance of the principal curve algorithm, and used the modified algorithm for nonlinear feature extraction and pattern classification. On the theoretical side, Tibshirani [10] introduced a semiparametric model for principal curves and proposed a method for estimating principal curves using the EM algorithm. Close connections between principal curves and Kohonen's self-organizing maps were pointed out by Mulier and Cherkassky [11] . Recently, Delicado [12] proposed yet another definition based on a property of the first principal components of multivariate normal distributions.
There remains an unsatisfactory aspect of the definition of principal curves in the original HS paper as well as in subsequent works. Although principal curves have been defined to be nonparametric, their existence has been proven only for some special densities such as radially symmetric densities and for the uniform density on a rectangle or an annulus in the plane [13] . At present, it is an open problem whether HS principal curves exists for all "reasonable" densities. It is also unknown how the hypothetical HS algorithm behaves for a probability density for which an HS principal curve does not exist. At the same time, the problem of existence makes it difficult to theoretically analyze (in terms of consistency and convergence rates) any estimation scheme for HS principal curves.
In this paper we propose a new definition of principal curves to resolve this problem. In the new definition, a principal curve is a continuous curve of a given length L which minimizes the expected squared distance between X and the curve. In Section 2 (Lemma 1) we prove that for any X with finite second moments there always exists a principal curve in the new sense. We also discuss connections between the newly defined principal curves and optimal vector quantizers. Then we propose a theoretical learning scheme in which the model classes are polygonal lines with k segments and with a given length, and the algorithm chooses a curve from this class which minimizes the average squared distance over n training points. In Theorem 1 we prove that with k suitably chosen as a function of n, the expected squared distance of the curve trained on n data points converges to the expected squared distance of the principal curve at a rate O¥ n 1 3 as n ∞.
Two main features distinguish this learning scheme from the HS algorithm. First, the polygonal line estimate of the principal curve is determined via minimizing a data dependent criterion directly related to the definition of principal curves. This facilitates the theoretical analysis of the performance. Second, the complexity of the resulting polygonal line is determined by the number of segments k, which when optimally chosen is typically much less than n. This agrees with our mental image that principal curves should provide a concise summary of the data. In contrast, for n data points the HS algorithm with scatterplot smoothing produces polygonal lines with n segments.
Though amenable to analysis, our theoretical algorithm is computationally burdensome for implementation. In Section 3 we develop a suboptimal algorithm for learning principal curves. The practical algorithm produces polygonal line approximations to the principal curve just as the theoretical method does, but global optimization is replaced by a less complex iterative descent method. In Section 4 we give simulation results and compare our algorithm with previous work.
In general, on examples considered by HS, the performance of the new algorithm is comparable with the HS algorithm, while it proves to be more robust to changes in the data generating model. In Section 4 we also report some preliminary results on applying the polygonal line algorithm to find the medial axes ("skeletons") of pixel templates of hand-written characters.
for any other straight lineŝ¥ t . We wish to generalize this property of the first principal component and define principal curves so that they minimize the expected squared distance over a class of curves rather than only being critical points of the distance function. To do this it is necessary to constrain the length 1 of the curve, since otherwise for any X with a density and any ε 0 there exists a smooth curve f such that ∆¥ f ε, and thus a minimizing f has infinite length. On the other hand, if the distribution of X is concentrated on a polygonal line and is uniform there, the 1 For the definition of length for nondifferentiable curves see Appendix A where some basic facts concerning curves in d d have been collected from [14] . infimum of the squared distances ∆¥ f is 0 over the class of smooth curves, but no smooth curve can achieve this infimum. For this reason, we relax the requirement that f be differentiable and instead we constrain the length of f. Note that by the definition of curves, f is still continuous. We give the following new definition of principal curves. 
LgT he proof of the lemma is given in Appendix A. Note that we have dropped the requirement of the HS definition that principal curves be nonintersecting. In fact, Lemma 1 does not hold in general for non-intersecting curves of length L without further restricting the distribution of X, since there are distributions for which the minimum of ∆¥ f is achieved only by an intersecting curve even though non-intersecting curves can arbitrarily approach this minimum. Note also that neither the HS nor our definition guarantees the uniqueness of principal curves. In our case, there might exist several principal curves for a given length constraint L but each of these will have the same (minimal) squared loss.
Remark: (Connection with vector quantization)
Our new definition of principal curves has been inspired by the notion of an optimal vector quantizer. A vector quantizer maps a point in d to the closest point in a fixed set (called a codebook)
connection is further illustrated by a recent work of Tarpey et al. [17] who define points y 1 ¤ o f
x :
kg (ties are broken arbitrarily). Thus our principal curves correspond to optimal vector quantizers ("principal points" by the terminology of [17] ) while the HS principal curves correspond to self consistent points.
While principal curves of a given length always exist, it appears difficult to demonstrate concrete examples, unless the distribution of X is discrete or is concentrated on a curve. It is presently unknown what principal curves look like with a length constraint for even the simplest continuous multivariate distributions such as the Gaussian. However, this fact in itself does not limit the operational significance of principal curves. Analogously, for k r 3 codepoints there are no known concrete examples of optimal vector quantizers for even the most common model distributions such as Gaussian, Laplacian, or uniform (in a hypercube) in any dimensions d r 2. Nevertheless, algorithms for quantizer design attempting to find near optimal vector quantizers are of great theoretical and practical interest. In what follows we consider the problem of principal curve design based on training data.
Suppose that n independent copies X 1 § b § X n of X are given. These are called the training data and they are assumed to be independent of X. The goal is to use the training data to construct a curve of length at most L whose expected squared loss is close to that of a principal curve for X.
Our method is based on a common model in statistical learning theory (e.g., see [18] ). We consider classes
of curves of increasing complexity. Given n data points drawn independently from the distribution of X, we choose a curve as the estimator of the principal curve from the kth model class s k by minimizing the empirical error. By choosing the complexity of the model class appropriately as the size of the training data grows, the chosen curve represents the principal curve with increasing accuracy.
We assume that the distribution of X is concentrated on a closed and bounded convex set K h j 
¨
T he proof of the theorem is given in Appendix B. To establish the result we use techniques from statistical learning theory (e.g., see [20] ). First, the approximating capability of the class of curves s k is considered, and then the estimation (generalization) error is bounded via covering the class of curves s k with ε accuracy (in the squared distance sense) by a discrete set of curves. When these two bounds are combined, one obtains
depends only on the dimension d, the length L, and the diameter D of the support of X, but is independent of k and n. The two error terms are balanced by choosing k to be proportional to n 1 3 which gives the convergence rate of Theorem 1.
Note that although the constant hidden in the O notation depends on the dimension d, the exponent of n is dimension-free. This is not surprising in view of the fact that the class of curves s is equivalent in a certain sense to the class of Lipschitz functions f :
It is known that the ε-entropy, defined by the logarithm of the ε covering number, is roughly proportional to 1~ε for such function classes [21] . Using this result, the convergence rate O¥ n 1 3 can be obtained by considering ε-covers of s directly (without using the model classes s k ) and picking the empirically optimal curve in this cover. The use of the classes s k has the advantage that they are directly related to the practical implementation of the algorithm given in the next section.
Note also that even though Theorem 1 is valid for any given length constraint L, the theoretical algorithm itself gives little guidance about how to choose L. This choice depends on the particular application and heuristic considerations are likely to enter here. One example is given in Section 3 where a practical implementation of the polygonal line algorithm is used to recover a "generating curve" from noisy observations.
Finally, we note that the proof of Theorem 1 also provides information on the distribution of the expected squared error of f ku n given the training data X 1 § © © § X n . In particular, it is shown at the end of the proof that for all n and k, and δ such that 0 δ 1, with probability at least 1 δ we have
where log denotes natural logarithm and C
is the same constant as in (6).
The Polygonal Line Algorithm
Given a set of data points n ¤ f
the task of finding a polygonal curve with k segments and length L which minimizes
We propose a suboptimal method with reasonable complexity which also picks the length L of the principal curve automatically. The basic idea is to start with a straight line segment f 0u n , the shortest segment of the first principal component line which contains all of the projected data points, and in each iteration of the algorithm to increase the number of segments by one by adding a new vertex to the polygonal line f ku n produced in the previous iteration. After adding a new vertex, the positions of all vertices are updated in an inner loop.
The inner loop consists of a projection step and an optimization step. In the projection step the data points are partitioned into "nearest neighbor regions" according to which segment or vertex they project. In the optimization step the new position of a vertex v i is determined by minimizing an average squared distance criterion penalized by a measure of the local curvature, while all other
The curves f k n produced by the polygonal line algorithm for n 100 data points. The data was generated by adding independent Gaussian errors to both coordinates of a point chosen randomly on a half circle.
vertices are kept fixed. These two steps are iterated so that the optimization step is applied to each
, in a cyclic fashion (so that after v k 1 , the procedure starts again with v 1 ), until convergence is achieved and f ku n is produced. Then a new vertex is added.
The algorithm stops when k exceeds a threshold c¥ n § ∆ . This stopping criterion is based on a heuristic complexity measure, determined by the number of segments k, the number of data points n, and the average squared distance
The flow-chart of the algorithm is given in Figure 3 . The evolution of the curve produced by the algorithm is illustrated in Figure 2 . As with the HS algorithm, we have no formal proof that the practical algorithm will converge, but in practice, after extensive testing, it seems to consistently converge.
It should be noted that the two core components of the algorithm, the projection and the vertex optimization steps, are combined with more heuristic elements such as the stopping condition and the form of the penalty term (8) of the optimization step. The heuristic parts of the algorithm have been tailored to the task of recovering an underlying generating curve for a distribution based on a finite data set of randomly drawn points (see the experimental results in Section 4). When the algorithm is intended for an application with a different objective (such as robust signal compression), the core components can be kept unchanged but the heuristic elements may be replaced according to the new objectives.
The Projection
Step 
T he resulting partition is illustrated in Figure 4 . As a result of introducing the nearest neighbor regions S i and V i , the polygonal line algorithm substantially differs from methods based on the self-organizing map. Although we optimize the positions of the vertices of the curve, the distances of the data points are measured from the segments and vertices of the curve onto which they project, while the self-organizing map measures distances exclusively from the vertices. Our principle makes it possible to use a relatively small number of vertices and still obtain good approximation to an underlying generating curve.
The Vertex Optimization Step
In this step the new position of a vertex v i is determined. In the theoretical algorithm the average squared distance ∆ n ¥ x § f is minimized subject to the constraint that f is a polygonal line with k segments and length not exceeding L. One could use a Lagrangian formulation and attempt to find a new position for v i (while all other vertices are fixed) such that the penalized squared error ∆ n ¥ f λl ¥ f 2 is minimum. Although this direct length penalty can work well in certain applications, it yields poor results in terms of recovering a smooth generating curve. In particular, this approach is very sensitive to the choice of λ and tends to produce curves which, similarly to the HS algorithm, exhibit a "flattening" estimation bias towards the center of the curvature.
To reduce the estimation bias, we penalize sharp angles between line segments. At inner vertices v i , 3 
, where penalizing sharp angles does not translate to penalizing long line segments, the penalty on a nonexistent angle is replaced by a direct penalty on the squared length of the first (or last) segment.
Formally, let γ i denote the angle at vertex
The local measure of the average squared distance is calculated from the data points which project to v i or to the line segment(s) starting at v i (see Projection Step). Accordingly, let
ow define the local average squared distance as a function of v i by
We use an iterative steepest descent method to minimize We search for a local minimum of G¥ v i in the direction of the negative gradient of G¥ v i by using a procedure similar to Newton's method. Then the gradient is recomputed and the line search is repeated. The iteration stops when the relative improvement of G¥ v i is less than a preset threshold. It should be noted that ∆ n ¥ v i is not differentiable at any point v i such that at least one data point falls on the boundary of a nearest neighbor region S i 1 , S i , or V i . Thus G¥ v i is only piecewise differentiable and the variant of Newton's method we use cannot guarantee that the global objective function ∑ k 1 i 1 G¥ v i will always decrease in the optimization step. During extensive test runs, however, the algorithm was observed to always converge. Furthermore, we note that this part of the algorithm is modular, i.e., the procedure we are using can be substituted with a more sophisticated optimization routine at the expense of increased computational complexity.
One important issue is the amount of smoothing required for a given data set. In the HS algorithm one needs to determine the penalty coefficient of the spline smoother, or the span of the scatterplot smoother. In our algorithm, the corresponding parameter is the curvature penalty factor λ p . If some a priori knowledge about the distribution is available, one can use it to determine the smoothing parameter. However in the absence of such knowledge, the coefficient should be data-dependent. Based on heuristic considerations explained below, and after carrying out practical experiments, we set λ p
By setting the penalty to be proportional to the average distance of the data points from the curve we avoid the zig-zagging behavior of the curve resulting from overfitting when the noise is relatively large. At the same time, this penalty factor allows the principal curve to closely follow the generating curve when the generating curve itself is a polygonal line with sharp angles and the data is concentrated on this curve (the noise is very small). The penalty is set to be proportional to the number of segments k because in our experiments we have found that the algorithm is more likely to avoid local minima if a small penalty is imposed initially and the penalty is gradually increased as the number of segments grows. Since the stopping condition (Section 3.4) indicates that the final number of line segments is proportional to the cube root of the data size, we normalize k by n 1 3 in the penalty term. The penalty factor is also normalized by the radius of the data to obtain scale independence. The value of the parameter λ p was determined by experiments, and was set to a constant 0¨13.
Adding a New Vertex
We start with the optimized f ku n and choose the segment that has the largest number of data points projecting to it. If more than one such segment exist, we choose the longest one. The midpoint of this segment is selected as the new vertex. Formally, let I ¤ i : 
Stopping Condition
According to the theoretical results of Section 2, the number of segments k is an important factor that controls the balance between the estimation and approximation errors, and it should be proportional to n 1 3 to achieve the O¥ n 1 3 convergence rate for the expected squared distance. Although the theoretical bounds are not tight enough to determine the optimal number of segments for a given data size, we found that k n 1 3 works in practice. We also found that, similar to the penalty factor λ p , the final value of k should also depend on the average squared distance to achieve robustness. If the variance of the noise is relatively small, we can keep the approximation error low by allowing a relatively large number of segments. On the other hand, when the variance of the noise is large (implying a high estimation error), a low approximation error does not improve the overall performance significantly, so in this case a smaller number of segments can be chosen. The stopping condition blends these two considerations. The algorithm stops when k exceeds
where β is a parameter of the algorithm which was determined by experiments and was set to the constant value 0¨3. Note that in a practical sense, the number of segments plays a more important role in determining the computational complexity of the algorithm than in measuring the quality of the approximation. Experiments showed that, due to the data dependent curvature penalty and the constraint that only one vertex is moved at a time, the number of segments can increase even beyond the number of data points without any indication of overfitting. While increasing the number of segments beyond a certain limit offers only marginal improvement in the approximation, it causes the algorithm to slow down considerably. Therefore, in on-line applications where speed has priority over precision, it is reasonable to use a smaller number of segments than indicated by (10), and if "aesthetic" smoothness is an issue, to fit a spline through the vertices of the curve.
Computational Complexity
The complexity of the inner loop is dominated by the complexity of the projection step, which is O¥ nk . Increasing the number of segments one at a time (as described in Section 3.3), the complexity of the algorithm to obtain f ku n is O¥ nk 2 . Using the stopping condition of Section 3.4, the computational complexity of the algorithm becomes O¥ n 5 3 . This is slightly better than the O¥ n 2 complexity of the HS algorithm. The complexity can be dramatically decreased in certain situations. One possibility is to add more than one vertex at a time. For example, if instead of adding only one vertex, a new vertex is placed at the midpoint of every segment, then we can reduce the computational complexity for producing f ku n to O¥ nk log k . One can also set k to be a constant if the data size is large, since increasing k beyond a certain threshold brings only diminishing returns. Also, k can be naturally set to a constant in certain applications, giving O¥ nk computational complexity. These simplifications work well in certain situations, but the original algorithm is more robust.
Experimental Results
We have extensively tested the proposed algorithm on two-dimensional data sets. In most experiments the data was generated by a commonly used (see, e.g., [2] [10] [11] ) additive model
where Y is uniformly distributed on a smooth planar curve (hereafter called the generating curve) and e is bivariate additive noise which is independent of Y.
In Section 4.1 we compare the polygonal line algorithm, the HS algorithm, and, for closed generating curves, the BR algorithm [5] . The various methods are compared subjectively based mainly on how closely the resulting curve follows the shape of the generating curve. We use varying generating shapes, noise parameters, and data sizes to demonstrate the robustness of the polygonal line algorithm. For the case of a circular generating curve we also evaluate in a quantitative manner how well the polygonal line algorithm approximates the generating curve as the data size grows and as the noise variance decreases.
In Section 4.2 we show two scenarios in which the polygonal line algorithm (along with the HS algorithm) fails to produce meaningful results. In the first, the high number of abrupt changes in the direction of the generating curve causes the algorithm to oversmooth the principal curve, even when the data is concentrated on the generating curve. This is a typical situation when the penalty parameter λ p should be decreased. In the second scenario, the generating curve is too complex (e.g., it contains loops, or it has the shape of a spiral), so the algorithm fails to find the global structure of the data if the process is started from the first principal component. To recover the generating curve, one must replace the initialization step by a more sophisticated routine that approximately captures the global structure of the data.
In Section 4.3 an application in feature extraction is briefly outlined. We depart from the synthetic data generating model in (11) and use an extended version of the polygonal line algorithm to find the medial axes ("skeletons") of pixel templates of hand-written characters. Such skeletons can be used in hand-written character recognition and compression of hand-written documents.
Experiments with the generating curve model
In general, in simulation examples considered by HS the performance of the new algorithm is comparable with the HS algorithm. Due to the data dependence of the curvature penalty factor and the stopping condition, our algorithm turns out to be more robust to alterations in the data generating model, as well as to changes in the parameters of the particular model.
We use model (11) with varying generating shapes, noise parameters, and data sizes to demonstrate the robustness of the polygonal line algorithm. All plots show the generating curve, the curve produced by our polygonal line algorithm (Polygonal principal curve), and the curve produced by the HS algorithm with spline smoothing (HS principal curve), which we have found to perform better than the HS algorithm using scatterplot smoothing. For closed generating curves we also include the curve produced by the BR algorithm [5] 2. The performance of the three algorithms (HS, BR, and the polygonal line algorithm) is comparable, although the HS algorithm exhibits more bias than the other two. Note that the BR algorithm [5] has been tailored to fit closed curves and to reduce the estimation bias. In Figure 5 (b), only half of the circle is used as a generating curve and the other parameters remain the same. Here, too, both the HS and our algorithm behave similarly.
When we depart from these usual settings the polygonal line algorithm exhibits better behavior than the HS algorithm. In Figure 6 (a) the data was generated similarly to the data set of Figure 5 , and then it was linearly transformed using the matrix was used. The original data set was generated by an S-shaped generating curve, consisting of two half circles of unit radii, to which the same Gaussian noise was added as in Figure 5 . In both cases the polygonal line algorithm produces curves that fit the generator curve more closely. This is especially noticeable in Figure 6 (a) where the HS principal curve fails to follow the shape of the distorted half circle.
There are two situations when we expect our algorithm to perform particularly well. If the distribution is concentrated on a curve, then according to both the HS and our definitions the principal curve is the generating curve itself. Thus, if the noise variance is small, we expect both algorithms to very closely approximate the generating curve. The data in Figure 7 (a) was generated using the same additive Gaussian model as in Figure 5 , but the noise variance was reduced to E Although in the model (11) the generating curve is in general not the principal curve in our definition (or in the HS definition) it is of interest to numerically evaluate how well the polygonal line algorithm approximates the generating curve. In these experiments the generating curve g¥ t is a circle of unit radius centered at the origin and the noise is zero mean bivariate uncorrelated Gaussian. We chose 21 different data sizes ranging from 10 to 10000, and 7 different noise standard deviations ranging from σ ¤ 0¨01 to σ ¤ 0¨4. For the measure of approximation we chose the average distance defined by δ
where the polygonal line f is parametrized by its arc length. To eliminate the distortion occurring at the endpoints, we initialized the polygonal line algorithm by an equilateral triangle inscribed in the generating circle. For each particular data size and noise variance value, 100 random data sets were generated and the resulting δ values were averaged over these experiments. The dependence of the average distance δ on the data size and the noise variance is plotted on a logarithmic scale in Figure 8 . The resulting curves justify our informal observation made earlier that the approximation substantially improves as the data size grows, and as the variance of the noise decreases. 
Failure modes
We describe two specific situations when the polygonal line algorithm fails to recover the generating curve. In the first scenario, we use zig-zagging generating curves f i for i
4 consisting of 2 i line segments of equal length, such that two consecutive segments join at a right angle (Figure 9) . In these experiments, the number of the data points generated on a line segment is constant (it is set to 100), and the variance of the bivariate Gaussian noise is l 2 $ 0 0005, where l is the length of a line segment. Figure 9 shows the principal curves produced by the HS and the polygonal line algorithms in the three experiments. Although the polygonal principal curve follows the generating curve more closely than the HS principal curve in the first two experiments (Figures 9(a) and (b) ), the two algorithms produce equally poor results if the number of line segments exceeds a certain limit (Figure 9(c) ). The data dependent penalty term explains this behavior of the polygonal line algorithm. Since the penalty factor λ p is proportional to the number of line segments, the penalty relatively increases as the number of line segments of the generating curve grows. To achieve the same local smoothness in the four experiments, the penalty factor should be gradually decreased as the number of line segments of the generating curve grows. Indeed, if the constant of the penalty term is reset to λ p ¤ 0¨02 in the fourth experiment, the polygonal principal curve recovers the generating curve with high accuracy (Figure 11(a) ).
The second scenario when the polygonal line algorithm fails to produce a meaningful result is when the generating curve is too complex, so the algorithm does not find the global structure of the data. To test the gradual degradation of the algorithm we used spiral-shaped generating curves of increasing length, i.e., we set g i
The variance of the noise was set to 0¨0001, and we generated 1000 data points in each experiment. (Figures 10(a) and (b) ), the polygonal principal curve is almost indistinguishable from the generating curve while the HS algorithm either oversmoothes the principal curve (Figure 10(a) ), or fails to recover the shape of the generating curve (Figure 10(b) ). In the third experiment both algorithms fail to find the shape of the generating curve (Figure 10(c) ). The failure here is due to the fact that the algorithm is stuck in a local minima between the initial curve (the first principal component) and the desired solution (the generating curve). If this is likely to occur in an application, the initialization step must be replaced by a more sophisticated routine that approximately captures the global structure of the data. Figure 11 (b) indicates that this indeed works. Here we manually initialize both algorithms by a polygonal line with eight vertices. Using this "hint", the polygonal line algorithm produces an almost perfect solution, while the HS algorithm still cannot recover the shape of the generating curve.
Recovering smooth character skeletons
In this section we use the polygonal line algorithm to find smooth skeletons of hand-written character templates. The results reported here are preliminary, and the full treatment of this application will be presented in a future publication. Principal curves have been applied by Singh et al. [6] for similar purposes. In [6] the initial trees are produced using a version of the SOM algorithm and then the HS algorithm is applied to extract skeletal structures of hand-written characters. The focus in [6] was on recovering the topological structure of noisy letters in faded documents. Our aim with the polygonal line algorithm is to produce smooth curves which can be used to recover the trajectory of the penstroke.
(a) find smooth medial axes of simple digits which contain no loops or crossings of strokes. Figure 12 shows some of these results.
To find smooth skeletons of more complex characters we modified and extended the polygonal line algorithm. We introduced new types of vertices incident to more than two line segments to handle loops and crossings, and modified the vertex optimization step accordingly. The initialization step was also replaced by a more sophisticated routine based on a thinning method [23] to produce an initial graph that approximately captures the topology of the character. Figure 13 shows some of the results of the extended polygonal line algorithm on more complex characters. Details of the extended polygonal line algorithm and more complete testing results will be presented in the future. 
Conclusion
A new definition of principal curves has been offered. The new definition has significant theoretical appeal; the existence of principal curves with this definition can be proved under very general conditions, and a learning method for constructing principal curves for finite data sets yields to theoretically analysis. Inspired by the new definition and the theoretical learning scheme, we have introduced a new practical polygonal line algorithm for designing principal curves. Lacking theoretical results con- cerning both the HS and our polygonal line algorithm, we compared the two methods through simulations. We have found that in general our algorithm has either comparable or better performance than the original HS algorithm and it exhibits better, more robust behavior when the data generating model is varied. We have also reported preliminary results in applying the polygonal line algorithm to the problem of handwritten character skeletonization. We believe that the new principal curve algorithm may also prove useful in other applications such as data compression and feature extraction where a compact and accurate description of a pattern or an image is required. These are issues for future work.
Appendix A

Curves in d
Let f :
where the supremum is taken over all finite partitions of 
On the other hand, note that ifĝ is a curve over 
In view of (A.4) there exists a sequence of curves
for all n, and ∆¥ f n ∆e . By the discussion preceding (A.2), we can assume without loss of generality that all f n are defined over
Consider the set of all curves
It is easy to see that ä is a closed set under the uniform metric d can be decomposed as
where, using standard terminology, ∆¥ f ku n ∆¥ fe k is called the estimation error and ∆¥ fe k ∆¥ fe is called the approximation error. We consider these terms separately first, and then choose k as a function of the training data size n to balance the obtained upper bounds in an asymptotically optimal way.
Approximation Error
For any two curves f and g of finite length define their (nonsymmetric) distance by
g, i.e., ρ¥ f § g is independent of the particular choice of the parametrization within equivalence classes. Next we observe that if the diameter of K is D, and 
D4
1% n , where log denotes natural logarithm. The following lemma, which is proved in [19] , demonstrates the existence of a suitable covering set S k¦ ε . 
