In this paper we obtain the formal asymptotic expansion of the logarithms ln ps(α) of ps(α), which are canonical continuations of polynomials of binomial type pn(α). Our approach is based on linear methods which do not require the calculation of expansions (ps(α)α −s − 1) k , as opposed to the direct logarithmization.
In the previous paper (see [AfDf] ) for given series f (x) ∈ x + x 2 C [[x] ] and D = ∂/∂α we suggest to define the complex powers of the operator αf ′ (D) −1 = A f by the use of expression
where q t n (s) are defined as coefficients of the expansion:
Such an expression for A H f may also be obtained by taking into account the following basic principle: Suppose there is an operator T (α, D), a family of series g t (α), and T (α, D) · g t (α) = g t (α). Suppose there also exists an operator θ g (α, D), which does not depend on t, such that θ g · g t (α) = tg t (α). Consider then the expansion g t (α) g t (α) = i∈I α i ℓ i (t) (shifting, if necessary every t to the right). Then if ℓ i (t) are nice enough (for example, ℓ i (t) ∈ C [[t] ], as in all cases considered below), one should speculate that the following equality of operators holds
It then follows that to obtain the expression for A H f , it is sufficient to know the image
In this case we have g t (α) = e αt , θ g (α, D) = D, and so the expansion (1.1) follows. But it should also be noticed that A H f has another natural image (here p s (α) = p 0 s (α)):
(As a reminder, in case s ∈ N the sequence of polynomials A s f · 1 = p s (α) is of binomial type [Dlt] , and ∞ n=0 p n (α)f (x) n /n! = exp(αx)). Now since A f D f · p s (α) = sp s (α) (where D f stands for f (D)), one can use the basic principle again and consider the expansion:
where P H n (s) are polynomials of s and H, which follows from the properties of expansions of p s (α) and p s+H (α). It then follows that:
Or, in other words, the following equality of operators holds
In the study of polynomials of binomial type and their continuations it is particularly interesting which properties has the fraction p s+H (α)/p s (α) and its expansion. The equality of operators, written above, allows us to obtain this expansion in the following way.
We introduce the following operators, acting on C[[x]]:
It then follows that F (∂) = (AF )(∂) + (BF )(∂)t
(here we substitute ∂ into the formal series after shifting every α to the left). In our case F (x) = = n 0 g n (α)x n ). Continuing this procedure we obtain
Tending n to infinity preserves only the values at x = 0 of the obtained functional coefficients, or, in other words, in the limiting case n → ∞ coefficients of t k do not depend on ∂. Thus we are interested only in these values.
Hence for any n the following holds:
The latter shows that in the expansion
BF , the latter expression may also be rewritten in the following form:
Now, since we have (A n F )(0) = F (0), the value at zero of this functional coefficient may be written as:
But the latter expression is equivalent to
That means if we write the operator B as B = α −1 L, where L is the 0-differentiation, i.e.
we finally obtain that the operator T (α, D) may be written as
It then follows that for the operator A H f holds:
Now act with both sides of this equality on p s (α) and notice the geometric progression to obtain the identity
(1.9)
Now since we have
the obtained identity may be rewritten again as:
(1.10)
And in general, for T (α, D) the following holds true:
Let us analyse this identity. First of all, since L = 1 + x d dx −1 d dx , it may be rewritten as
where in brackets stands the hypergeometric-like operator (it reduces to hypergeometric one in case
). Also, expanding this operator in powers of sL − d dω one may obtain the following expression:
where q t k (s) are defined in (1.2). It then follows that polynomials P H n (s) in the expression (1.5) when considered as polynomials in s have the degree less or equal to n, in spite of the fact that both the numerator and the denominator have the polynomials of degree 2n in s as coefficients in their expansions. Finally, one may take the operator (1 − sα −1 L) −1 out of the brackets and use the following fact
Let's look at each of these transformations closely. Consider the identity (1.9). Since one can
One can also set T (α, D) = D in (1.8), to obtain the expansion
It is left to interpret this equality correctly as Laplace transform and integrate by α, to obtain the expression for ln p s (α). Consider now the formula (1.10) and expand the operator in powers of sL − d dω . In this case one may ask for whole representation of this expression, not only of its value at x = 0. In fact,
An interested reader may find the proof of this formula in Appendix A.
Finally, consider the expression (1.12). Multiply s by α:
Now make the change of variables x → x + s and rewrite f (x + s) as e x ∂ ∂s f (s)e −x ∂ ∂s , to obtain
From now on we are interested in this operator. Expanding it in powers of α, we have
Theorem 1.1. Consider the structure of noncommutative polynomials in variables σ, E, D of the following form:
where coefficients α i depend on σ, E, D somehow (note that we are interested only in polynomials of this form, i.e. without the true free term). Consider the following transformation (which does not affect α i ):
It means the image of the polynomial is of the form α 0 E + α 1 ED + ... + α k+2 ED k+2 , where
Now set the initial polynomial P 0 = E. Suppose P n = ν n · P 0 , i.e. P 1 = 1 2 σD 2 E − σDED + 1 2 σED 2 (= 1 2 σ[D, [D, E]]) and so on. Consider the term α 0 of each of P n and set D = ∂ ∂s , σ = s ω ′ (s) . In other words P 0 → T 0 = 1, P 1 = 1 2 σD 2 → T 1 = 1 2 s ω ′ (s) ∂ 2 ∂s 2 , ... . Then the following holds T n = T n s, ∂ ∂s
In order to prove this theorem consider the following proposition.
. The latter means that
Then suppose there exist some α n i (x, y) such that
As in case n = 1:
Then, in general, we have
It is left to say that with action on f (x) the only term that does not vanish is α n 0 s, ∂ ∂s · f (s). Now, since the coefficients do indeed transform like:
we obtain the desired result.
The latter approach gives us a simple method (at least theoretically) to evaluate T i . So T 0 = 1,
∂s 4 . In other words, T n (s, ∂ ∂s ) may be obtained by successive multiplication of the following (2k − 1) × (2k + 1)matrices: 
and by taking the first element of the resulting row. There exists another expression for T n (s, ∂ ∂s ) which is interesting from theoretical point of view but is less useful in practice.
Proposition 1.2. T n (s, ∂ ∂s ) has the following representation:
Proof : Taking into account the identity
one can obtain the following expression:
In particular case of the logarithm it is more useful to consider an operator Df ′ (D)/f (D) instead of α −1 ln A f α, since there is an equality
Thus, integrating by α, one can obtain the following expansion:
It is interesting that each term g n (α) of this expansion except the first two ones is invariant under the transformation f It should also be mentioned that in case of polynomials xe Ei(x)−ln |x|−γ = (T −1 xe −x ) inv ν n (α) and their continuations ν s (α) the first terms of this formal asymptotic expansion may be written as
General comment
The next natural step is to ask how to take the logarithms of arbitrary Sheffer sequences [Sh] . It is easy to verify that in this case the general arguments, we use in this paper, are remain still except minor changes. To be more specific, consider the series ℓ( (here ϕ(x) = f (x) inv ). Then one may consider the operator θ f,ℓ :
Consider again ω(x) = (Tf (x)) inv and introduce the following two auxiliary operators on C[[x]]:
It then follows that F (Tf (D)) = ( AF )(Tf (D)) + ( BF )(Tf (D))θ f,ℓ
And hence the following identity holds true:
One may consider again the following expansion
and notice that the operators T ℓ n α,
may be obtained by the use of structure of noncommutative polynomials in variables σ, E, D, λ (where σ = α ω ′ (α) , E = e α d dx , D = ∂ ∂α , λ = ℓ(ω(α)) and the transformationν acting on it:
So, again T ℓ n (α, ∂ ∂α ) is the first element of the polynomialν n · E. Using this principle one may derive, as an example, the following representation of the logarithms of Bernoulli polynomials and their continuations: If one wants to make even more general statements, then one may consider an operator Γ = = ∞ n=0 α q−n g n (D) (where g 0 (0) = 0, g n (t) ∈ C[[t]]). Then there exist some g i (t) ∈ C Now if p s (α) is such a sequence of series that αΓD · p s (α) = sp s (α) then the following statement holds true:
Conclusion
Such an approach, introduced in this paper allows us to formulate theorems, which may not be seen at first glance, as for example: lim n→∞ p ′ n (nα) p n (nα)
= ω(α −1 )
Nevertheless, the introduced expansions are not as simple as in classical case f (x) = e x − 1 p s (α) = (α) s , and so there is still a huge amount of work to be done.
