Abstract. The simplest parabolic equation of normal type with periodic boundary condition is considered, and the problem of stabilization to zero of its solution with arbitrary initial condition by starting control supported in a prescribed subset is investigated. This problem is reduced to one inequality for starting control, and the proof of this inequality is given.
Introduction. This paper is devoted to the proof of stabilization of the simplest normal parabolic equation by starting control. Parabolic equations of normal type were introduced in [7] [8] [9] [10] with the purpose to understand better how to solve hydrodynamics equations whose solutions does not satisfy inequality of energy type. 1 Let explain this a little bit more detailed. Energy inequality that is true for solutions v of 3D Navier-Stokes equations gives possibility to prove solvability of these equations in the class of weak solutions. In order to prove existence of strong solution for 3D Navier-Stokes equations it would be enough to establish solvability of 3D Helmholtz equations in class of weak solutions.
2 But since solutions of 3D Helmholtz system do not satisfy energy estimate, existence of weak solutions for these equations is not established until now despite of very big importance of this problem. The reason of nonfulfillment of energy inequality for solution of Helmholtz equations in 3D case is that image B(ω) of nonlinear operator B from Helmholtz equation is not orthogonal to the vector ω (i.e., besides orthogonal component vector B(ω) contains component Φω collinear to vector ω ). 3 If we change in 3D Helmholtz equations their nonlinear operator B(ω) on its component Φω the obtained equations are called (by definition) normal parabolic equations corresponding to 3D Helmholtz system.
It was planned to study normal parabolic equations, more exactly, the structure of their dynamical system and questions connected with their feedback stabilization, and after that to use obtained information for better understanding analogous questions for 3D Navier-Stokes and Helmholtz systems. Of course we began realization of this plan with investigation of the simplest normal equation connected with the Burgers equation. To this moment investigation of dynamical structure has been made for normal equations connected with Burgers equation ( [7] , [8] ) as well as with 3D Helmholts system ( [9] , [10] ).
Some results connected with stabilization problem has been obtained for the simplest normal equation only, and this paper is devoted to proof of these results. More exactly, we consider here the simplest normal equation (connected with Burgers equation) with periodic boundary condition and arbitrary initial condition y 0 (x), x ∈ [0, 2π). It is known ( [7] , [8] ) that in dependence of initial condition y 0 the solution can blow up at finite time, can tend to infinity as time t → ∞, or can tend to zero as time t → ∞. Suppose that the first or the second opportunity is realized for y 0 . We prove that for arbitrary subinterval (a, b) ⊂ [0, 2π) there exists a control function u(x), x ∈ [0, 2π) supported in (a, b) (i.e. u(x) = 0 ∀x ∈ (a, b)) such that solution of considered problem with initial condition y 0 (x) + u(x) tends to zero as t → 0 with exponential rate. In other words we prove that considered problem can be stabilized by starting control. This result was announced in [8] , together with draft of proof, but the whole proof is given in this paper.
Note that up to now the stabilization theory for equations of Navier-Stokes type by feedback control supported on the boundary of space domain, or by starting as well as by distributed controls supported in a given sub domain of space domain has been constructed by different authors (see [1] [2] [3] [4] , [11] [12] [13] [14] [15] , [17] , [18] , [20] [21] [22] as well as references in survey [18] ). But in all of these works the local stabilization problem is considered, i.e. assumption on closeness of initial condition to stabilized steady-state solution is imposed. In stabilization problem studied here stabilized steady-state solution is equal to zero, and initial condition y 0 can have arbitrary big norm, i.e. this stabilization problem is not local.
In Section 1 of this paper we recall necessary information on Normal Parabolic Equation (NPE) used in this work. Section 2 is devoted to prove possibility to stabilize NPE with arbitrary initial condition y 0 (x) by starting control u(x) = λu 0 (x) where λ is a constant depending on y 0 and u 0 (x) is an universal function depending on prescribed subinterval (a, b) ⊂ [0, 2π) that contains the support of u 0 . This stabilization result is proved under condition 
where S(t, x; u 0 ) is solution of heat equation with initial condition u 0 , and β > 0 is a constant. Sections 3-6 are devoted to the proof of inequality (1) that is the main content of this paper. By reasons explained below we have to take u 0 with zero average: 2π 0 u 0 (x)dx = 0. This partially explains why the proof of (1) is so complicate.
Note that non local stabilization of Burgers equations by boundary control was studied by M.Krstic [19] . Non local feedback stabilization was realized also for equations of other types (see, for instance, [5] , and references in monographs [6] ,
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3 [23] ). Nevertheless many important problems connected with construction of non local feedback stabilization for equations of Navier-Stikes type are open. In a future we plan to apply results of this paper to solve some of them.
1. Semilinear parabolic equation of normal type. In this section we recall basic information on parabolic equation of normal type: its derivation, explicit formula for its solutions, theorem on existence and uniqueness of solution for normal parabolic equation, the structure of its dynamics.
Derivation of Normal Parabolic equation (NPE).
In this paper we study only normal parabolic equation that connected with Burgers equation. Let consider Burgers equation
where ∂ t v = ∂v/∂t, ∂ xx v = ∂ 2 v/∂x 2 with periodic boundary condition
and initial condition v(t, x)| t=0 = v 0 (x)
As well-known, since for quadratic term b(v) := ∂ x v 2 (t, x) of equation (2) relation
takes place, solutions of Burgers equation satisfy energy estimate:
where
Multiplying (7) on v x scalarly in L 2 (T 1 ) and integrating by parts we get
Let decompose operator B(v, v x ) as follows:
4 Rather often Burgers equation is written in the form ∂tw(t, x) − ∂xxw + w∂xw = 0 which is equivalent to (2) . Indeed, after change w = −v/2 equation written here transforms to (2).
To determine functional Φ(v, v x ) we substitute (10) into (8) and use (11) . As a result we get:
Therefore functional Φ does not depend on v depending on v x only and for v x = 0
It is clear that by continuity Φ can be defined at v x ≡ 0 by the formula Φ(0) = 0. If in decomposition (10) B n = 0, then B = B τ is orthogonal to v x and for solution v x of (6) energy estimate can be derived. When in (10) B τ = 0 operator B(v, v x ) = Φ(v x )v x in the most degree does not satisfy condition that implies energy estimate. Let consider equation (6) with B(v, v x ) = Φ(v x )v x . Using notation v x = y it can be rewritten as follows:
Equation (12) is called semilinear parabolic equation of normal type or normal parabolic equation (NPE). It is the main object of our investigation in this article. We study equation (12) with with periodic boundary condition supplied with initial condition
1.2. Explicit formula for solution of NPE. The following explicit formula for solution of problem (12), (14) holds: Lemma 1.1. Let S(t, x; y 0 ) be the solution of heat equation
with periodic boundary condition. The solution of problem (12) , (14) has the form y(t, x; y 0 ) = S(t, x; y 0 )
The proof of this Lemma one can see in [8] . In fact the proof can be reduced to straightforward checking the formula after its substitution into (12) .
Note that exact formula for solutions is the key result in the theory of NPE.
1.3. Existence and uniqueness of solutions to NPE. Let us recall definition of Sobolev spaces that will be used below. Each periodic function z(x) can be decomposed in Fourier series
If z(x) ∈ L 0 2 (T 1 ) thenẑ 0 = 0. Below we always suppose that this condition on Fourier coefficientẑ 0 is fulfilled.
Let s ∈ R and as above T 1 = R/2πZ be circumference. Sobolev space H s (T 1 ) is the space of periodic real-valued distributions z(x) satisfying T1 z(x)dx = 0 with finite norm z
where z k are Fourier coefficients of z (see (17) ).
The following spaces will be useful for us:
with some α ≥ 0. Note that it is natural to look for a solution of problem (12) , (14) in the space H 1,2(−1) (Q). In particular, in virtue of well-known embedding inequality (see e.g. [16] 
the space L 0 2 (T 1 ) should be taken as the phase space of the dynamical system generated by (12) , (14) .
First of all we formulate theorem on existence of solutions for small initial conditions.
Since for real-valued function the Fourier decomposition
is true, we can interpret the set
as ellipsoid in L 0 2 (T 1 ) with length of axes directed along functions cos kx, sin kx equal to ρk/2. Since ρk/2 → ∞ as k → ∞, this ellipsoid is unbounded in L 0 2 (T 1 ). The following assertion holds: Theorem 1.1. If ρ > 0 is sufficiently small, then for each y 0 ∈ El ρ there exists unique solution y(t, x) ∈ H 1,2(−1) (Q) of problem (12) , (14) . Moreover
with constant α > 0 independent of time t > 0 and datum y 0 ∈ El ρ . The proof of this theorem see in [8] .
Besides, we formulate the following theorem on existence of a solution for arbitrary initial condition y 0 ∈ L 0 2 (T 1 ). For a finite time moment t 0 we introduce the space-time cylinder Q t0 = (0, t 0 ) × T 1 and define the following analog of space (19) : (12), (14) .
The proof of this theorem see in [10] .
1.4. The structure of NPE dynamics. The aim of this subsection is to recall the main feature of dynamical flow corresponding to NPE. We decompose the phase space of the dynamical system on three sets with different behavior of dynamical flow inside each of them. Recall that we take L
as the phase space for problem (12) , (14) . (12), (14) exists and satisfies inequality
is called the set of stability. Here α = α(y 0 ) > 1 is a certain fixed number dependent on y 0 . (12), (14) such that corresponding solution y(t, x; y 0 ) exists only on a finite interval t ∈ (0, t 0 ) with t 0 > 0 depending on y 0 , and blows up at t = t 0 5 is called the set of explosions.
In virtue of formula (16) for solution y(t, x; y 0 )
The minimal magnitude from the set of numbers {t 0 } satisfying (24) is called the time of explosion. (14) such that corresponding solution y(t, x; y 0 ) exists on infinite time interval t ∈ R + and y(t, ·; y 0 ) 0 → ∞ as t → ∞ is called set of growth.
The following assertion is true: Theorem 1.3. The sets of stability, explosions and growth are not emty:
The proof of this theorem see in [8] , [10] . Note that in [8] , [10] analytical and geometrical structure of sets M − , M + , M g are studied. We do not formulate these results here because they will not be used below. 2. Stabilization of solution for NPE by starting control. Our purpose now is to stabilize solution of normal parabolic equation by control in initial condition when this control is supported on a given subinterval of (0, 2π).
2.1. Formulation of the main result on stabilization. We consider semilinear parabolic equation (12):
with periodic boundary condition
and initial condition
Here
is an arbitrary given initial datum and v(x) ∈ H 0 (T 1 ) is a control. We assume that on a circumference
The setting of stabilization problem is as follows: Given y 0 (x) ∈ H 0 (T 1 ), find a control v ∈ H 0 (T 1 ) satisfying (29) such that there exists unique solution y(t, x; y 0 + v) ∈ H 1,2(−1) (Q), and this solution satisfies the estimate y(t, ·;
with a certain α > 1. Note that if initial condition y 0 ∈ M − then by Definition 1.1 of the stability set M − the control v ≡ 0 is a solution of the stabilization problem. In other words in this case stabilization problem is trivial. If y 0 ∈ M + or y 0 ∈ M g , then the stabilization problem is reach of content.
The following main theorem holds:
Theorem 2.1. Let y 0 ∈ H 0 (T 1 ) be given. Then there exists a control v ∈ H 0 (T 1 ) satisfying (29) such that there exists unique solution y(t, x; y 0 + v) ∈ H 1,2(−1) (Q) and this solution satisfies bound (30) with a certain α > 1.
The rest part of the paper is devoted to the proof of this theorem.
2.2.
Formulation of the main preliminary result. We make in (25)-(28) change of variablex = x − a+b 2 and denotẽ In fact we propose universal stabilizing starting control that up to constant multiplier can be defined as follows. For a given ρ ∈ (0, π) we choose p ∈ N such that π 2p < ρ
and denote by χ(x) the characteristic function of interval (− π 2p , π 2p ):
The desired control function has the form v(x) = λu(x) where λ is a constant that will be chosen later and u(x) is defined as follows:
Let consider the boundary value problem for heat equation
with periodic boundary condition. The following theorem is true:
Theorem 2.2. For each ρ ∈ (0, π) the function u(x) defined in (35) with help of natural number p satisfying (33) and characteristic function (34), satisfies conditions:
and
with a positive constant β Remark 2.1. The proof of (37) is evident, of course, what we can not tell about (38). As well-known the kernel of resolving operator for heat equation is positive. Therefore if initial condition u(x) would be nonnegative on [−ρ, ρ] and positive on a set of positive Lebesgue measure then S(t, x; u) > 0 for each t and (38) is evidently true. But the point is that inclusion
u(x)dx = 0 (see (9) ). In virtue of derivation of NPE fulfilled in subsection 1.1 this condition is very essential for normal parabolic equation. Condition π −π u(x)dx = 0 essentially complicate the proof of inequality (38). It will be given in sections 3-6 below.
2.3. Auxiliary assertions. To derive Theorem 2.1 from Theorem 2.2 we need in some lemmas. The first is the following particular case of Sobolev embedding theorem.
k ∈ Z be Fourier coefficients of w j . Then there exists c > 0 such that
(39)
Remark 2.2. Additional information in comparison with Sobolev embedding theorem obtained in Lemma 2.1 is presence in right side of inequality (39) multiplier
where summation begins not from k = 1 but from k = 2. This follows from conditionŵ
Proof. Using decomposition of w j (x) in Fourier series we get
(41)
where we used thatŵ
is a real-valued function. Using the last equality again we obtain from (41)
In sum with k 1 > k 2 we make change of variables (
, and in sum with
Hence, (42) can be rewritten as follows:
and by simple calculation we obtain
where c = 2
In virtue of estimates (44)
The second and the third summands from(43) can be estimated similarly to (47).
As a result we get (39).
Lemma 2.2. Let S(t, x; u) be the solution of problem (36) with u ∈ L 0 2 (T 1 ), and u k , k ∈ Z be Fourier coefficients of u. Then
where γ 1 , γ 2 are defined in (50). This imply (48),(49).
2.4.
Proof of the stabilization result. In this subsection we prove Theorem 2.1 using Theorem 2.2. We take λu(x) as a desired control where
is the function constructed in Theorem 2.2 and λ < 0, |λ| 1 is a parameter. In virtue of explicit formula (16) 7 for solution of stabilization problem (25)- (28), (32),(30), in order to prove desired result it is enough to choose parameter λ such that the function
for each t > 0 would be bounded from below with a positive constant independent of t. For this aim we estimate function Φ(S(t, ·; y 0 + λu)).
In virtue of Lagrange Theorem on finite increment and (26) there exists θ = θ(λ, t) ∈ (0, 1) such that
Denominator from right side of (54) can be estimated from below as follows:
Hereû 1 is the first Fourier coefficient of function u defined in (35) To estimate numerators from right side of (54) we use Lemmas 2.1,26:
where γ 1 , γ 2 are defined in (50), and analogously
Besides, to bound numerator from (54) we need in the estimate:
Getting together estimates (54)-(59) we get that if |λ| satisfies (56) then
where c does not depend on t, y 0 , and |λ| > λ 0 . Recall that u here is fixed function (35). Estimate now function (51). In virtue of (52),(60), and (38)
The first term in right side of (61) is a function bounded from below with a constant (possibly, negative), and on a certain time interval (0, t 0 ) with t 0 > 0 this function monotonically decreases from 1 to 0. Hence, for sufficiently large |λ| right side of (61) will be bounded from below with positive constant. Therefore (16) 
is the characteristic function of interval (− π 2p , π 2p ) with arbitrary fixed p ∈ N. Our first aim is to calculate Fourier coefficients u k of function (62). Fourier coefficients of function (63) are as follows:
This relation and (64) imply that
and for k = ±2p ± 4p
Now condition (37) from Theorem 2.2 can be derived easily from (66). Let consider the boundary value problem for heat equation
with periodic boundary condition and with function (62) as initial condition. Fourier series for S(t, x; u) is as follows:
where u k are defined in (65),(66), and therefore 
. Taking into account (66) we get that for p ≥ 2
So, to establish inequality (38) we have to prove that sum of all terms from (68) except summands from (69) is not negative for each t ≥ 0. We will prove this assertion below.
3.2.
Properties of solution to problem (67). Since (37) has been proved already, to prove Theorem 2.2 we have to verify inequality (38) or, more exactly, the assertion formulated in Remark 3.1. In virtue of (65),(66) solution S(t, x, u) of problem (67) can be rewritten as follows:
By (70) we get
and we have to prove positiveness of integrals from (73). We begin from the integral connected with the first term in right side of (73).Denoting by c ±2pm coefficient before exponent e ±2pmix in (71) we obtain:
Let prove that
Indeed, by (71) only Fourier coefficients of S 2 1 (t, x, u) with numbers multiple to 2p are not equal to zero, and by (72) Fourier coefficients of S 2 (t, x, u) with numbers multiple to 2p are equal to zero. Therefore zero Fourier coefficient of integrand S 2 1 (t, x, u)S 2 (t, x, u) equal to zero, and we get (75).
Investigation of third and forth terms from right side of (73) is much more complicate, and below we study these terms.
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3.3. Positiveness of the third term from right side of (73). Our aim now is to prove Theorem 3.1. The following inequality is true:
where S 1 , S 2 are defined in (71), (72).
Rename for briefness Fourier coefficients from (71), (72) as follows:
where to get the second equality we change variables k → k − 2p in the second term and k → k − 4p in the forth term. Besides, by definition I 1 from right side of (77) is the first sum in the left part of the last equality and I 2 is the second sum.
Returning from (76) to notations of (71), (72) we rewrite the last equality from (77) as follows:
(79) If we make in (78) change k = n + p, the function under sign of summation will be even with respect to n and therefore we will be able to pass to summation on n ∈ N. As a result we get
Similarly, doing in (79) change k = n + 2p we obtain
Formulas (80), (81) 
Proof. Since for each n ∈ [3p + 1, 5p
each exponent from positive term in sum (82) is bigger than each exponent from negative term in this sum (See Proposition 3.1). Therefore it is sufficient to prove (82) with t = 0, i.e. to prove inequality
Doing change n = k + 2p in the second sum of this inequality and n = k in the first sum we get, after simple transformations taking into account that (k + 2p)
, the following relation:
Since discriminant of quadratic trinomial k 2 − 5pk + 8p 2 is negative, the term in right side of (84) is positive. This proves (82).
To prove (83) with t = 0 note that
, this proves inequality (83).
Lemma 3.2. Let p > 1. The following inequality holds:
Proof. As in Lemma 3.1 it is sufficiently to prove (85) for t = 0, i.e. to prove the following equalities:
Doing change of variables n = 4p + k in the second sum of (86) and n = k in the first sum and taking into account that (4p + k)
In order to prove positiveness of each summand from sum (88) it is sufficient to prove inequality
After change of variables x = k/(2p) inequality (89) is reduced to
The last inequality is evident because each of four multipliers is more that 1. This proves (88) and hence (86). Doing change of variables n = 3p + k in the first sum of (87) and n = 5p + k in the second sum and taking into account that
To prove positiveness of each summand from sum (90) it is enough to prove inequalityB
Multiplying all monomials in numerator and in denominator of the fraction in the right side of equality (91) and doing simple estimate we get
This inequality implies (91) that implies (87). Inequalities (87),(87) imply (85)
Now Theorem 3.1 follows from Proposition 3.1 and Lemmas 3.1,3.2.
4. Positiveness of the fourth term from right side of (73): some preliminaries. In this and next two sections we study the forth term from (73) that is the most difficult one. Our goal is to prove Theorem 4.1. The following inequality is true:
where S 2 (t, x, u) is defined in (72), and β > 0 is a constant.
Note that up to now we did not prove in Theorem 2.2 inequality (38) only. This inequality directly follows from (73),(74),(75), Theorem 3.1, and Theorem 4.1 formulated above. So everything is reduced to Theorem 4.1 proof.
Derivation of initial formula.
First of all we find a proper expression for the left part of (92). Denote
Then substitution (72) into the left part of (92) yields:
Since B(k) is even function with respect to k, equality (94) can be rewritten as follows:
Since function B(k − m) is even on variable (k − m) we get
. . .
where instead of dots the expression
2 )t should be written. In the first sum of equality (98) we make change of variable (k, m) → (a = k − m, m); then variable k transforms to a + m. In the second sum of (98) we change (k, m) on (k, a = m − k); then m transforms to a + k. It is clear that after such changes of variables J 2 transforms to 2J 1 and relation (95) transforms to
where the sum J 1 is defined in (96) 4.2. Distribution of signs of summands from the sum J 1 . Find now distribution of signs for summands in the sum from right side of equality (99). For this we need in the following direct consequence of formula (93): 
ii) In each set {(k, m) ∈ (2pa, 2p(a + 1)) × (0, 2p) ∪ (0, 2p) × (2pa, 2p(a + 1))} with a ∈ N \ {1} 
sign(B(k)B(m)B(k +
Proof. Let check i). Since k ∈ (2pa, 2p(a+1)), m ∈ (2pb, 2p(b+1)), and a ≥ 2, b ≥ 2, we have from (93) that
It is clear that for k ∈ (2pa, 2p(a + 1)) sign(sin If 2p(a + 1) < k + m < 2p(a + 2) we obtain that sign sin Recall that J 1 is defined in (96), an it is equal to the the sum from right side of (99). Our the main aim is to prove the positiveness of J 1 . We denote the parts of sum J 1 with summands indicated in points i),ii),iii),iv) of Lemma 4.2 by J 1 (i), J 1 (ii), J 1 (iii), J 1 (iv) correspondingly. Our goal now is to prove positiveness of all of these sums. When this will be established it will be easy to prove Theorem 2.2.
5. Analysis connected with the sums J 1 (i), J 1 (iv). In this and next sections we study positiveness of different sums that compose the forth term from right side of (73).
5.1.
Positiveness of the sum J 1 (i). We begin with the proof of the following Lemma 5.1. Let p ∈ N. Then the function
decreases monotonically for x > 4p.
Proof. It is easy to see that for x > 4p
and therefore
Let prove now the main assertion of this subsection.
for each t ≥ 0, where function B(k) is defined in (93).
Proof. We do in (109) change of variables k = 2pa + k 1 , m = 2pb + m 1 , and use the following notations:
where the last equality follows from (106),(93). Then we get
Doing in the first sum of (111) the change k = k 1 , s = 2p − k 1 − m 1 and in the second sum of (111) the change k = k 1 , s = k 1 + m 1 − 2p we obtain At last after the changes n = k in the first and n = k − s in the second sum of (112) we get
Note that for s, n, (n + s) ∈ (0, 2p)
In virtue of Lemma 5.1 and decreasing of e −c 2 t on c 2 for t > 0
Definition (110) 
we denote the part of sum J 1 defined in (95) that consists of summand belonging to
We begin with the proof of the following assertion that guarantees the positiveness of the sum J 1 (iv).
Lemma 5.3. The following relation holds:
Proof. We make change of variables (k, m) → (x, y) in {(2p, 2p), (2p, 4p), (4p, 2p)} by the formula k = 2p+2xp, m = 2p+2yp and in triangle {(2p, 4p), (4p, 4p), (4p, 2p)} by the formula k = 4p − 2xp, m = 4p − 2yp. To prove relation (120) we compare summands from the first and second triangles with identical coordinates (x, y).
Taking into account that each term of the sum J 1 is defined by (96) we consider the following fraction composed from these terms:
where x ∈ (0, 1), y ∈ (0, 1). We intend to estimate this fraction from above. Since exponent in numerator is less than exponent from denominator for each (x, y) ∈ (0, 1) × (0, 1) it is enough to estimate this fraction for t = 0. Taking into account (93),(106) we see that this fraction at t = 0 is equal to
where the first equality is definition of I(x, y) and
Note that in virtue of (122)
and each multiplier included in definition of functionf 2 (x) is increasing function, we get that
125) Simple calculations with right side of (123) imply that
Let show that function f 1 (x) is strictly convex for x ∈ (0, 1/2). For this end we calculate f (x) and f (x). Direct calculation with right side of (123) imply that
(127) and therefore f 1 (0) = f 1 (1) = −1/12, f (1/2) = 4/105 (128) Doing for g defined in (127) change of variable x = y + 1/2 we get that g(y + 1/2) = −3 ( 
Since by (127)
) we obtain from (129),(130) strict convexity of f 1 (x) on (0, 1/2) which implies that on this interval f 1 (x) has unique point x − of minimum, and in virtue of (128) 1 > f 1 (x − ) > 1 + min
By (131),(126) f 1 (x) possesses on interval (1/2, 1) unique point of maximum x + satisfying x − x + = 1, and
Taking into account that by (121), (123), (124) I(x, y) = max
we have to prove that right side of this relation is equal to one. By (126) f 1 (x)f 1 (y)(x+ y) = 1 if x + y = 1. Let consider the case x + y < 1. Then
for 0 ≤ x, y ≤ 1/2 because for such x, y f 1 ≤ 1. For x − ≤ y < 1/2 < x (133) is also true because then f 1 (y)f 1 (x)(x + y) ≤ f 1 (y)f 1 (1 − y)(x + y) < 1 in virtue of (126). Let now 0 ≤ y < x − and x > 1/2. If x ≤ x + then f 1 (y)f 1 (x)(x + y) ≤ f 1 (y)f 1 (x * )(x * +y) where x * ≥ x + is such that f 1 (x) = f 1 (x * ) and we have reduced this case to the case x ≥ x + . Thus, let now assume that 0 ≤ y < x − and x ≥ x + . If f 1 (y)f 1 (x) ≤ 1 then (133) is true (because x + y < 1). For f 1 (y)f 1 (x) > 1 there exists unique y * ∈ (y, x − ) such that f 1 (y * )f 1 (x) = 1 and x + y * = 1. Since by (128)
we get in virtue of (126),(132) that
This proves (120).
The following assertion is true:
Lemma 5.4. The following relations hold:
Proof. The proof of this lemma is analogous to the Lemma 5.3 proof. As in that lemma the proof is reduced to the case of time t = 0. To prove inequality (134) we make as in Lemma 5.3 the change of variables (k, m) → (x, y) in triangle {(2p, 2p), (2p, 4p), (4p, 2p)} by the formula k = 2p + 2xp, m = 2p + 2yp and in triangle {(4p, 2p), (4p, 4p), (6p, 2p)} by the formula k = 4p + 2xp, m = 2p + 2yp. Then inequality (134) is reduced to the following analog of inequality (121):
Now using (122) we define functions
The function g 1 (x) is decreasing for x ∈ (0, 1) because each multiplier from right side in the last equality of (137) is decreasing. To prove that g 2 (z) is increasing function we calculate its derivative:
Since quadratic trinomial in right side has negative discriminant, g 2 (z) > 0. Now 
that proves (134). After change of variables (k, m) → (k 1 , m 1 ) where k 1 = m, m 1 = k in summands from (134) we get estimate (135) We will use below the following assertion.
Lemma 5.5. The following relations hold:
Proof. As in Lemmas 5.3,5.4 it is enough to prove estimate (139) only, and the proof is reduced to the case of time t = 0. Analogously to that lemmas we make the change of variables (k, m) → (x, y) in triangle {(2p, 2p), (4p, 2p), (3p, p)} by the formula k = 4p − 2xp, m = 2p − 2yp and in triangle {(2p, 4p), (4p, 4p), (3p, 3p)} by the formula k = 4p − 2xp, m = 4p − 2yp. Then inequality (139) is reduced to the following analog of inequality (121):
where x ∈ (0, 1), y ∈ (0, 1/2), x ≥ y. Now using (122) we define functions
The function h 1 (y) is increasing for y ∈ (0, 1) since all multipliers from right side of equality from (142) are increasing. Let how that h 2 (z) is decreasing function. Indeed: 
Note that h 1 (y)h 2 (2y) = γ 1 (y)γ 2 (y) where
2 − y 3 − y All multipliers defining γ 1 are increasing functions and therefore γ 1 increases. Besides, γ 2 is decreasing function. As a result we have:
that proves (139).
We can formulate the final result of this subsection.
Theorem 5.1. The following inequality is true:
Proof. Introduce for briefness the notations: 
became not used in Theorem 5.1. They will be used later.
6. On positiveness of sums connected with J 1 (ii), J 1 (iii). In this section we study the question connected with positiveness of sums J 1 (ii), J 1 (iii). In fact using Theorem 5.1 we will prove the inequality
is the the part of sum J 1 (iv) that consists of terms with indexes (k, m) ∈ (p, 4p) × (p, 4p).
Properties of the function B(k).
To continuer the study positiveness of other parts of the sum J 1 we have to study more carefully the function B(k) defined in (93).
Lemma 6.1. Function B(k) can be extended by continuity from Z \ {2p, 4p} on R + . In addition
Proof. Extension to all points x ∈ R + except x = 2p, 4p is dictated by formula (93). Extension at x = 2p, 4p where numerator and denominator of fraction (93) equals to zero can be made by their decomposition in Taylor series at these points. Calculations of relations (146) is evident.
We study now character of asymmetry of function B(x) with respect to the point x 0 = 3p and corresponding numerical characteristics. We write the function
in coordinate y = x − 3p. Simple calculations yield:
Asymmetry, evidently, is concentrated in the second multiplier from (148). 
Proof. By (148) to prove (149) we have to check that
This inequality is equivalent to 2y(p 2 − y 2 ) > 0, y ∈ (0, p). The proof of (150) is similar. The left inequality in (151) follows from (149). In virtue of (148) and previous calculations
where x = y/p. Since function (x + 1)/(7 + x) increases for x ∈ (0, 1) and equals 1/4 at x = 1, we get that
We give estimate from above for positive c satisfying inequality
Inequality (154) is equivalent to (1 − 2c)x 2 − (4c + 1)x + 30c ≥ 0, and the last inequality holds for each x ∈ R if 1 − 2c > 0 and discriminant of this quadratic trinomial is not positive, i.e. 256c
2 − 112c + 1 ≤ 0. Hence minimal c that satisfies (154) is as follows:
This together with (152) (153)(154) proves (151) Below we use a functionB(x) ≤ B(x), x ∈ (0, 6p) that is rather close to B(x) and is enough simple to be explicitly integrated. Note that the function B(x) is convex for x ∈ (0, p 1 ) ∪ (p 2 , 6p) where p < p 1 < 2p, 4p < p 2 < 5p, and p 1 is rather close to p, p 2 is rather close to 5p. Simple analysis shows that the following function can be taken as desirable:B(x) is quadratic in x for x ∈ (0, p) ∪ (p, 2p) ∪ (4p, 5p) ∪ (5p, 6p) (different on different intervals) such thatB(x) = B(x) for x = 0, p, 2p, 4p, 5p, 6p, andB(x) is linear function for x ∈ (2p, 3p) ∪ (3p, 4p) satisfyingB(x) = B(x) for x = 2p, 3p, 4p. This function is written as follows:
x ∈ (0, p)
6.2. On positiveness of a sum connected with J 1 (ii). First of all we prove Lemma 6.3. The following inequalities hold
where function B(k) is defined in (93) Proof. Since B(m) > 0 for m ∈ [1, p], to prove (156) one has to establish that for
Note that by definition (93) of B(k) for each interval (2np, 2(n + 1)p), n ∈ N, n ≥ 2 summand B(k)B(k + m) is positive for k ∈ (2np, 2(n + 1)p − m) and is negative for k ∈ (2(n + 1)p − m, 2(n + 1)p). Besides, by Lemma 5.1 function D(x) defined in (106) is monotonically decreasing. Therefore for each 0 < r < m
This proves (156). Inequality (157) follows from (156) because of symmetry of summands in (156)(157) with respect of variables k and m.
Let
The main assertion of this subsection is Theorem 6.1. The following inequalities are true:
Proof. Let prove (159). Again in virtue of positiveness of B(m), m ∈ (p, 2p) it is sufficient to prove that for each m ∈ (p, 2p)
and therefore to prove (161) it is enough to prove that 1 10
holds, it is enough to prove (162) with t = 0.
Proof. Using (106), Lemma 5.1, and doing change of variable y/4p = x we get
where a = m/(4p). Similarly to (106),(107)
and therefore using notation s = −1 and denoting integral from right side in (164) by J(a) we get
and by (169),(170) we get equalities in the following relation:
In virtue of (177),(146)we get
Relations (168), (175),(178) and inequality B(x) ≥ B(x), x ∈ (0, 6p) imply (167).
Lemmas 6.4, 6.5 imply (162) with t = 0 and therefore with arbitrary t > 0. Inequality (162) implies (159). Estimate (160) follows from (159) because of symmetry of terms from (159) (160) with respect to k, m. This complete the proof of Theorem 6.1
To finish studies connected with sum J 1 (ii) we prove Lemma 6.6. The following inequalities hold:
Proof. By symmetry reason it is enough to prove inequality only (179). Moreover it is sufficient to consider the case when time t equals to zero. To prove (179) we have to estimate 
that prove (179).
Now we can formulate the final assertion of this subsection. That is why since the factor connected with this expression is positive decreasing function on n, the sum in right side of (189) connected with the second brackets {. . . } is positive. Thus we have proved the positiveness of expression from right side of (189), i.e. 
In virtue of (191) verification of (183) is reduced to prove the bound 
8 Note that more accurate considerations allow to change summation from k = 5p + 1 on summation from k = 6p + 1 in right side of the last inequality from (191) as well as below, in the second term from (192). We did not do this because because written estimates can be proved as well.
where to get the last equality we made in integral change x = p(y + 1) and used notation f (y) defined in (198) . Using (198) , (197) 
