Abstract-We analyze the effect of Wiener phase noise on the capacity and signal-to-interference-plus-noise (SINR) ratio. Our analysis includes phase noise at the transmitter and receiver end of an OFDM communication link. We see that the capacity and SINR are random variables whose distribution depends on the phase noise and the fading channel. Using a Taylor series approximation, we show that the random variable, characterizing the phase noise, in the performance metrics can be expressed as a sum of correlated gamma variables with rank-deficient square-root normalized covariance matrix. The approximation holds well when the ratio between the subcarrier spacing and the 3dB bandwidth of the oscillator power spectral density is at least one order of magnitude, which for most practical oscillators is the case. In earlier literature, the probability density function of a sum of correlated gamma variables with full-rank squareroot normalized covariance matrix was derived. We extend these results to the rank-deficient case and apply them to the random variable of our case. With the probability density functions characterizing the phase noise and the fading channel at hand, we proceed to obtain closed-form statistical measures of capacity and SINR. The simulations show the good agreement with our analytical expressions.
PN manifests itself in the form of a common phase error (CPE) and intercarrier interference (ICI) [9] . The CPE causes a rotation of the signal constellation while the ICI, being additive, is more noise-like. In earlier literature, performance analysis of OFDM systems with PN have been in terms of signal to interference-plus-noise ratio (SINR) and bit-error rates (BER) [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . To the best of our knowledge, except for [21] , there is no literature related to the capacity of OFDM systems impaired by PN. In [21] , the capacity is derived considering not only PN but also transmitter nonlinearities, channel estimation errors and frequency selective channels. However, the capacity is not obtained in closed form and needs to be evaluated numerically. In contrast, we choose capacity and SINR as performance metrics for which closedform statistical expressions are obtained.
Previous approaches of evaluating the average SINR have been toward obtaining accurate statistics of the CPE and ICI. In [22] , the SINR was derived using the small angle approximation for the PN while the approach in [23] was to use the power spectral density (PSD) of the PN. SINR bounds showing its dependence on various system parameters, was derived in [24] using a linear approximation of the PN. The work in [25] focused on a nonlinear approximation of the PN, and the work in [26] generalizes the approach for any PN level and any number of subcarriers. SINR expressions for three different types of receivers was considered in [27] . A detailed analysis of the statistical properties of the discrete Fourier transform (DFT) of the PN process is considered in [28] and is used in a minimum mean square error based ICI suppression algorithm. SINR expressions under carrier frequency offset, PN and timing jitter over a Rayleigh fading channel were derived in [10] .
In this paper, we adopt a probability density function (PDF) approach for evaluating the average SINR and capacity, the rationale for which is as follows. For one OFDM symbol we get one realization of the PN process and of the channel. Then assuming (independent identically distributed) Gaussian codebook, the SINR, conditioned on this one realization, depends only on that particular realization of PN process and the channel. Thus, we see that the SINR is a random variable (RV) as different OFDM symbols yield different realizations of the PN process and of the channel. Thus, knowledge of the PDF of the SINR provides an accurate estimate of its average. We can use the same argument for evaluating the capacity. The receiver noise along with the ICI will be Gaussian conditioned on one realization of the PN process and the channel. Hence, Inverse DFT Digital-to-Analog Analog-to-Digital as the SINR is a RV for different PN and channel realizations, so will the capacity. Our contributions are summarized as follows
• We use a PDF based approach for obtaining the average capacity and SINR of OFDM systems impaired by PN. Clear insight is obtained from the analytical expressions, and verified by the simulations, that the capacity and SINR depend on the ratio between subcarrier spacing and 3dB bandwidth of the oscillator PSD.
• We show that the instantaneous SINR and capacity are characterized by two RVs, one describing the PN process and the other of the channel. Using a Taylor series approximation, we show that the RV, characterizing a Wiener PN, can be expressed as a sum of correlated gamma RVs. The approximation works well if the ratio between subcarrier spacing and 3dB bandwidth of the oscillator PSD is at least one order of magnitude.
• We derive the PDF of a sum of correlated gamma RVs.
A similar result was derived in [29] . However, the PDF is applicable only when the square-root of the normalized covariance matrix of the gamma RVs is full-rank. The correlated gamma RVs in our case, however, has a rankdeficient square-root normalized covariance matrix. We generalize the result for the rank-deficient case.
The paper is organized as follows. In Section II, we present the OFDM system model impaired by PN at both the transmitter and receiver. With this system model, we derive the instantaneous SINR and show its dependence on two RVs, one characterizing the PN and the other of the channel. The average SINR and capacity are, thus, obtained by averaging sequentially over the PDFs characterizing the PN and the channel. With the channel being Rayleigh faded, our aim, in Section III, is to determine the distribution of the RV, describing the PN, in the instantaneous SINR expression. For the Wiener PN model we show that this RV is a sum of correlated gamma variables with rank-deficient square-root normalized covariance matrix. We derive the PDF of a sum of gamma variables with such a matrix of any rank and apply it to the RV in the SINR expression. The parameters of the PDF are the eigenvalues and they are obtained the normalized covariance matrix. For the RV describing the Wiener PN, we present the explicit structure of this matrix in Appendix C. This is useful as it eliminates the necessity to estimate the covariance matrix, which might be error prone if sufficient samples of the PN process are not taken. With the PDFs describing the PN and the channel at hand, in Section IV, we derive closed-form expressions of average capacity, average SINR and outage capacity. From the expressions derived, we clearly see the behaviour, exemplified by the ratio of subcarrier spacing and 3dB bandwidth of oscillator PSD, of the PN and the fading channel on the capacity and SINR. This behaviour is verified by the simulations that are undertaken in Section V. Conclusions are drawn in Section VI.
II. PHASE NOISE IMPAIRED OFDM SYSTEM
Our starting point is the OFDM system model impaired by phase noise. An approximation to the system model is then obtained where we make use of the fact that, for most practical purposes, the 3dB bandwidth of the PSD of the oscillator is small compared to the subcarrier spacing. With the approximated system model, we go on to derive the instantaneous SINR. Simulations confirm that this approximation is well justified.
A. System Model
A typical OFDM system with subcarriers is shown in Fig. 1 . The input symbols { }
−1 =0
are converted to the discrete time domain by the inverse discrete Fourier transform (IDFT) operation. Cyclic prefix is added to combat intersymbol interference followed by the parallel-to-serial and digital-to-analog conversion to obtain the baseband signal. This baseband signal is converted to RF by the transmit oscillator ( ) = (2 + ( )) with transmit PN ( ) and carrier frequency . The transmitted RF signal passes through the channel ℎ( ) and at the receiver, it is converted back to baseband by the receive oscillator
, where ( ) is the receiver PN. The received baseband signal is converted to the discrete frequency domain by applying sequentially the analog-to-digital, serial-to-parallel and DFT operations to obtain { } −1 =0 . Following this signal path, we arrive at the expression for the received symbols (see Appendix A) as
where Equation (1) shows the CPE that rotates the desired symbol and the ICI from other subcarriers . The weights of the symbols in (1) represent the output of a circular convolution operation ( − ) * . The 3dB bandwidth 3 of the PSD, for most oscillators, is small compared with the subcarrier spacing . Thus, − has its maxima at = and the power decreases rapidly around this frequency and we may approximate
for small − i.e., the channel is coherent around the frequency = . This is a reasonable assumption as the main lobe of the PSD for most oscillators is in the order of a few kilohertz which is well within the coherence bandwidth of most channels. Consequently, we can approximate the weights as follows
where
(3) Using (2), (1) can be closely approximated as
B. Signal-to-Interference-Plus-Noise-Ratio
In order to evaluate the SINR per subcarrier, we assume first that the input symbols { }
−1
=0 are independent of each other. The noise is also assumed independent of the input symbols as well as of the PN. The channel coherence time is typically larger compared to the OFDM symbol length, and thus, would be constant over the symbol length. Taking the expectation of | | 2 conditioned on fixed and we have
In arriving at (6), we have used the fact that, irrespective of index , the summation in the denominator would be composed of the same { } Fig. 2 shows the average SINR plots corresponding to (6) compared with the exact average SINR of (1) which can be derived on similar lines . Channel is Rayleigh faded with five taps and coherence bandwidth is 300 kHz with exponential power-delay profile.
to (6) . Clearly, Fig. 2 justifies the use of the SINR as in (6) and hence of the signal model as in (4) .
Denoting the respective RVs of the realizations and by and , (6) shows how the SINR depends on the PN process (at the transmitter and receiver) and the channel. Because and can be assumed independent of each other, the average SINR (or average of any function of the SINR) is obtained by sequentially averaging over the PDFs of and . Assuming a Rayleigh fading channel, we now proceed to obtain the PDF of .
III. PHASE NOISE MODEL AND PDF OF SUM OF GAMMA VARIABLES
We first summarize briefly the Wiener PN model. With this model and using a Taylor series approximation, we show that can be expressed as a sum of correlated gamma variables. We then proceed to derive the PDF for a sum of gamma variables with rank-deficient square-root normalized covariance matrix.
A. Wiener Phase Noise
It is shown in [30] that, for autonomous oscillators, as → ∞, the PN ( ) becomes asymptotically a Gaussian process with variance 2 = that linearly increases with time, being the rate of the variance whose value depends on the kind of oscillator used. We can describe such a process as being a Wiener process or Brownian motion. A discrete Wiener process ( ) is obtained by sampling its continuoustime counterpart ( ). It is typically given as
where, by definition of the Wiener PN process, (0) = (0) = 0 and ( ) = ( ) − ( − 1) are the independent increments drawn from a zero mean Gaussian distribution with variance[31]
B. Taylor Series Approximation of in (7) In order to evaluate the average SINR, average and outage capacity from (6), we need the PDF of which we show next, can be expressed as a sum of gamma RVs using the Taylor series approximation. Proposition 3.1: As long as the accumulated variance of the Wiener PN process over one OFDM symbol is sufficiently small, i.e.,
correlated gamma variables as follows
where follows a gamma distribution with parameters = 1/2 and =
2 )) and is given as
Proof: See Appendix B.
Remark 3.2: Through the definition of
2 in (9), we can write
for ≫ 1. From (12), we see that and 3 determine the accuracy of the approximation in (10) . Now, for each in (10), the gamma variables { }
have the same parameters of = In the following subsection, we derive the PDF of a sum of gamma RVs with normalized covariance matrix M z . In [29, Eq. (5) ], the PDF was derived using the moment generating function (MGF) approach of [32] . This, however, is not applicable if the square-root of M z ( i.e., (M x ) = √ (M z ) , , = 1, 2, . . . , ) is rank-deficient which is the case for the gamma variables in (11) . Therefore, we generalize next the result of [29, Eq. (5)] for the rank-deficient case and apply this to in (10).
C. PDF of Sum of Gamma RVs
Let { } =1 be a set of correlated gamma variates with normalized covariance matrix M z , i.e., ∼ ( , ). Each is constructed from a set of 2 i.i.d. -dimensional Gaussian random vectors, x , = 1, . . . , 2 , each with the same covariance matrix M x [32] , i.e.,
where which assumes that M x is full-rank. Comparing (11) with (13), we have 2 = 1, and thus only one Gaussian random vector is used to generate ∀ = 1, 2 . . . , − 1, = 1, 2 . . . , − . The structure of this Gaussian vector from (10) and (11) can be obtained as follows
where x is an ( − ) × 1 column vector with elements
From (14) and (15), the covariance matrix M x of x will be rank-deficient with rank − 1. This is because the elements of x are constructed from only − 1 independent Gaussian random variables. With this background, we present next the PDF of a sum of gamma RVs for any rank of M x . Theorem 3.3: Let { } =1 be a set of correlated gamma variates ( ∼ ( , )) with normalized covariance matrix M z of any rank ≤ . Then, the PDF of = ∑ =1 is given as
where { } =1 are the ordered eigenvalues of the matrix PBP T Δ with 1 being the minimum. The P and Δ matrices are obtained from eigenvalue decomposition of M x which is related to M z as
The weights , = 0, 1, 2, . . ., are given as
Proof: See Appendix D.
Remark 3.4:
In the full-rank case, i.e., = , P = C T , Δ = Σ and PBP T Δ = C T BM x C. Since C is a unitary matrix, the eigenvalues are the same as that of BM x , as was obtained in [29] .
D. PDF of in (10)
The PDF of , defined in (10) , is given by (16) with parameters
The eigenvalues are obtained from PBP T Δ. The diagonal matrix B with elements is given as where 1 denotes an -dimensional column vector of ones.
The respective P and Δ matrix are obtained from M z , given in Appendix C, through (17), (18) and (20) . From (23), we see that the eigenvalues { } =1 are proportional to 2 and hence to 3 / from (9). Fig. 3 shows the PDF plots of for two different values of 3 . Clearly, Fig. 3(a) shows good correspondence between the simulated and analytical PDFs while in Fig. 3(b) one starts to see deviations. This is where the Taylor series approximation begins to break down. As mentioned in the previous subsection, the approximation holds as long as 2 is small. From (12), we see that in order for (10) to hold, should be large compared to 3 . It is important to know at what value of 2 does the approximation become intolerable. This tolerance limit can be specified depending upon the performance measure one wants to evaluate. That is, it is chosen to be that value of 2 beyond which there is significant difference between the simulated and analytical performance measure. We specify this limit in terms of the average capacity which is elaborated more in Section V.
IV. PERFORMANCE MEASURES
With the PDFs of and at hand, where describes the frequency flat channel seen by the th subcarrier, we derive next analytical expressions for average capacity, average SINR and outage capacity.
A. Capacity
The instantaneous SINR is given by (6) . It is derived for one realization of the PN process and of the channel. Thus, if the input symbols { } −1 =0 are complex i.i.d. Gaussian RVs, then the ICI along with the receiver noise in (4) will also be complex Gaussian. Consequently, the instantaneous capacity seen by the th subcarrier is given as
which depends on and through defined in (6). For ease of notation and without loss of generality, we drop the subscript . In order to see the impact of only the PN on the capacity, we first fix and average over the PDF of . The result is then averaged over the distribution of .
1) Capacity After Averaging Over PDF of : Substituting (6) in (24) and taking the expectation with respect to the PDF of in (16) whose parameters is given in Section III-D, we havē
Since we know that 0 ≤ ≤ 1, one could expect that the PDF of to be narrow over this region which is quantified by its parameters + and 1 . As mentioned in Section III-D, 1 ∝ 3 / and thus for moderate levels of PN, the PDF will be narrow as seen in Fig. 3 . The logarithm in the above integral, over this range of the PDF, will be a linear function and, hence, we could use the Jensen's inequality for the above integral which will be a good approximation as follows
where Γ(⋅) is the gamma function and [34, Eq (3. 381.4)] was used in arriving at the above equation. Using (26) in (25) and re-arranging the terms, we get the final expression as
) −1
As seen in (27) , the capacity expression consists of two terms:
The first term is the capacity in an AWGN channel and the second term arises because of the PN. As expected, the net effect is a reduction from the AWGN capacity.
2) Average Capacity:
We next average¯in (27) over the PDF of to get the average capacity in block-fading channel. Assuming Rayleigh fading, follows an exponential distribution with average value¯and its PDF is given by
Averaging (27) over the PDF defined above, we get the expression for the average capacity as = log 2 ( )
where ℰ ≈ 0.577215 is the Euler's constant, (⋅) is the exponential integral and =
. In arriving at (29), we employed the following results:
Eq. (4.331.1) and (4.337.2)].
B. SINR
The average SINR is obtained by first averaging given in (6) over the PDF of and then over the PDF of . Taking the expectation of (6) with respect to the PDF of , we havē
Substituting the PDF of (16) in the above equation, and making use of
where Γ (⋅, ⋅) is the upper incomplete gamma function and = + . The continued fraction representation of the incomplete gamma function is given as [35, Eq (6.5.31)]
Using (32) in (31), we can write the final expression for the SINR averaged over distribution of as
where as before
, it is seen that¯depends on the PN process through 1 and on the ratio of the eigenvalues through which are given in (21) . The average SINR is obtained by averaging¯in (33) over the PDF of . A closed-form expression, however, is mathematically intractable. However, at high SNR, the average SINR can be derived because (6) can then be approximated as
This reflects the contribution of only the PN process to the SINR. Finally, averaging (34) over the PDF of in (16) and making use of 381.4) ], the expression for the average SINR at high SNRs is obtained as
C. Outage Capacity and Probability With Fixed
The outage capacity is typically defined as the maximum bit rate with probability of outage equal to , i.e., ( < ) = from which the outage capacity is obtained as
where (⋅) is the cumulative distribution function (CDF) of . From the definition of the capacity in (24) , to which it is related to through (6), we can equivalently expresses the probability of outage of in terms of outage of as
Thus, is given as
where (⋅) is the CDF of and is obtained by integrating over its PDF in (16) as
where Γ (⋅, ⋅) is the lower incomplete gamma function. Using (6), (24) , and (37), the expression for the outage capacity in a fixed channel is given as
An explicit expression for is difficult to derive as the inverse function −1 does not exist in the general case and, hence, we evaluate it numerically.
The outage probability is typically defined as the outage of the SINR, i.e.,
where is related with by making use of (6) to obtain
and ( < ) is given by (38) . 
(a) Capacity plots of¯as a function of SNR with fixed =1. 
(b) Average capacity plots of¯as a function of SNR with Rayleigh faded channel of average value¯= 1. 
V. NUMERICAL RESULTS
In this section, the analytical performance measures derived in Section IV are compared with simulations. We consider an OFDM system with bandwidth 20MHz and = 1024 subcarriers given the subcarrier spacing = 19.5kHz. For obtaining the analytical performance measures, we need the eigenvalues which are obtained from the square-root of the normalized covariance matrix M z of the gamma variables in (10) . The number of gamma RVs is =
and, hence, the number of elements in M z , with = 1024, is in the order of 10 10 . Obtaining the eigenvalues for such a large matrix is practically infeasible mainly due to memory storage issues. However, as long as 3 is small compared to , there is negligible ICI between subcarriers that are very far apart. Thus, without causing any significant change to the ICI term, we can reduce while keeping fixed, thereby reducing the bandwidth. Hence, without loss of accuracy, we may evaluate the analytical performance measures with = 32, = 19.5kHz and bandwidth of 625kHz. Figs. 4(a) and 4(b) show the plots for¯(capacity averaged over PDF of ) and¯(capacity averaged over PDFs of both and ), respectively. The capacity plots with PN in both figures are compared with the AWGN capacity. The impact of PN is clearly visible on the capacity and the analytical capacities derived in (27) and (29) predict well the simulation results. We see that, for any given and 2 / 2 , increasing 3 decreases the capacity. This is also evident from (27) and (29) . As seen in (27) ,¯indirectly depends on , and the 3 through 1 , and . As earlier mentioned, { } =1 are proportional to 2 of (9). The ratio 1 / is independent of 2 and , hence, and too. Thus,¯in (27) depends only on 1 and as 3 / increases, 1 increases and¯, thus, decreases. Similarly,¯, in (29) , depends on 1 which is an argument of the exponential and the exponential integral function. As 1 increases, the exponential and the exponential integral functions decrease, thereby, decreasing the capacity.
From Fig. 4(b) , we see that capacity is decreased once fading is taken into account. However, this effect is more pronounced in the low to midrange SNRs. At very high SNRs, there is practically no difference between the curves of Fig. 4(a) and Fig. 4 (b) which can be analytically proven as follows. At high SNRs, from (34), we see that there is no effect of the channel on the capacity which is now dependent only on PN process. We can use (26) , again assuming that 3 / is small, to derive the capacity at high SNR as
From Figs. 4(a) and 4(b), we see that, for 3 = 2kHz, there is a minor difference between the analytical and simulated capacities. This is attributed to the fact that the Taylor series approximation starts breaking down. As mentioned in Section III-B, 2 given by (12) characterizes the accuracy of the approximation. It is, thus, imperative to see its effect on the prediction of the capacity by the analysis done so far. Fig. 5 shows the plots of¯in terms of 2 for four different SNR values. The plot for 2 / 2 = ∞ corresponds to¯∞ =¯∞ of (41). We can conclude that the achievable capacity for a given SNR depends mainly on the ratio of 3 and which agrees with intuition. Also, the analytical capacities predict the simulations well even for 2 as large as one, which corresponds to = 4 3 by (12). Thus, if ≥ 4 3 ≈ 10 3 then we are well within the limits for the Taylor series approximation to hold. Fig. 6 shows the average SINR plots for¯. The closeness between the simulation and analytical plots here is better than in the capacity plots of Figs. 4(a) and 4(b) . This is because no kind of approximation was used in arriving at¯in (33) but the Jensen approximation was used in order to arrive at the analytical capacity in (27) . Also, as with the capacity, we see saturation of¯at high SNRs. For such high SNRs,¯converges tō ∞ =¯∞ given in (35) . Fig. 7 shows the outage capacity plots for of (39). We see that there is larger deviation between the analytical and the simulation results for the same 3 used in the capacity and SINR plots. This is expected because the CDF of would be more in error when compared to the PDF, which was derived using the Taylor series approximation, since any error in the PDF accumulates into the CDF because of the integration operation. Any performance measure based on the CDF will, thus, be higher in error when compared to performance measures based on the PDF.
VI. CONCLUSION
The effect of Wiener phase noise impairment on the performance of OFDM systems was studied. For free-running or autonomous oscillators, the Wiener process best characterizes the phase noise. An interesting topic of future research would be to extend the analysis for phase locked loop realizations of oscillators. For the phase noise impaired OFDM system, we see that the SINR and capacity depend on two independent random variables characterizing the phase noise and the chan- nel. The random variable characterizing Wiener phase noise was shown to be a sum of correlated gamma variables using a Taylor series approximation. The validity of the approximation depends on the ratio of the subcarrier spacing and the 3dB bandwidth of the oscillator power spectral density and holds well when this ratio is at least one order of magnitude, which for most standards and commercially available oscillators is the case. The PDF for a sum of correlated gamma variables was derived and applied to the random variable describing the Wiener phase noise process. The parameters of the PDF are the eigenvalues which are obtained from square-root of the normalized covariance matrix of the gamma variables. For the Wiener phase noise, it is seen that eigenvalues are inversely proportional to the ratio of the subcarrier spacing and the 3dB bandwidth of the oscillator power spectral density. Thus, any performance measure derived from the PDF depends on this ratio. It is seen from the analytical expressions, and justified by the simulations, that the performance degrades when this ratio is small. 
where F is the × DFT matrix, C and C are the × cyclic prefix addition and × removal matrices. The number of subcarriers is and the cyclic prefix length is = − . The convolution matrix of the channel ℎ[ ] is denoted by the × matrix G. The noise vector n is a complex white Gaussian noise process with covariance matrix 2 I, and P and P are × diagonal matrices comprising the discrete samples of the continuous-time PN process of the transmitter and receiver respectively. Their elements are given by {P } = ] . With the above defined matrices, the elements of the × matrix V can be obtained as
APPENDIX B PROOF OF PROPOSITION 3.1 From (7), the expression for is given as
is given in (3). Assuming independent transmit and receive PN processes, we can say that the combined process (3) is still a discrete Wiener process. Using (8) in (3), the real and imaginary parts of is given by
where the argument of the cosine and sine functions is given by
Squaring (44) and (45) and applying the binomial expansion ( + ) , before summing, to the real and imaginary parts, gives the squared magnitude of | | 2 as follows
where the trigonometric identity cos( ) cos( ) + sin( ) sin( ) = cos( − ) is used. Using (46) in (47) and re-arranging the terms, we finally get
The arguments of the cosine functions in (48) and |Δ| is the product of the nonzero eigenvalues of M x . In [37, Appendix C], it is proved that a random vector with rank deficient covariance matrix always lies in a subspace with dimension equal to the rank. The PDF defined in (54) exemplifies this fact. It clearly shows that the PDF of the random vector x is defined only in the -dimensional subspace spanned by the eigenvectors c s and is zero in the ( − )-dimensional subspace spanned by the vectors Ω s. Using (13), we can write = ∑
=1
as follows
where B is defined in (20) . Using (54) and (55), the MGF of becomes
The integrand in (56) will be non-zero only for vectors x in the -dimensional subspace and zero elsewhere. This implicitly means we perform the integration in an -dimensional subspace. Thus, in order to evaluate the above integral, we could equivalently do a transformation y = Px from thedimensional space to an -dimensional space, such that
• Null space of P, Null(P) = span
• P is an isometry w.r.t the -dimensional subspace of x and -dimensional space of y. The second condition ensures the Jacobian to be unity. Such a transformation P is defined in (20) . Thus, expressing x = P + y = P T y and inserting this into (56) gives 
The last step in the above equation is obtained as used in [38] by realizing that the determinant, I − PBP T Δ , is simply the product of eigenvalues ( 1 − ) , where { } =1 are the eigenvalues of the matrix PBP T Δ. Using the Moschopoulos technique [38] of inverting the MGF of , we obtain the PDF in (16) .
