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alleUnfälle Knotenpunktbereich  Kreuzungenu.Einmündungen
mitLSA
















































































































































U(P) Knotenpunktbereich  Kreuzungenu.Einmündungen
mitu.ohneLSA,Kreisverkehre
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Die Regression dient der Analyse von Zusammenhängen zwischen zwei oder mehreren stochastisch
abhängigenVariablen.ImRegressionsmodellwirdeinestochastischeZielvariable(abhängigeVariable)in
Abhängigkeit von Kovariablen (unabhängigen Variablen) beschrieben. Die Notation der allgemeinen
Regressionsgleichunglautet(Fahrmeiretal.2009):
  	 
 	     	 
 	    GleichungA1
mit: y  = abhängigeVariable(Zielgröße)
 xi  = unabhängigeVariablen(Kovariable)
 E(y|) = ErwartungswertZielgrößeVariableyinAbhängigkeit
    derKovariablen
   = zufälligerFehler(stochastischeKomponente)











          GleichungA2
mit: y = abhängigeVariable(Zielgröße)
  = Regressionskoeffizient
 x = unabhängigeVariable(Kovariable)






         	  	
 	  GleichungA3
mit: y = abhängigeVariable(Zielgröße)
  = Regressionskoeffizient
 x = unabhängigeVariable(Kovariable)
  = zufälligerFehler(stochastischeKomponente)






   


   GleichungA4
mit:   = VektorderRegressionskoeffizienten
 KQ() = KleinsteQuadrateSchätzerdesKoeffizientenvektors
 yi  = abhängigeVariablederBeobachtungi











Wie inKapitel3desTextteilserläutert, istdieklassischeRegression imvorliegendenFallderBetrach
tungvonUnfällennichtzielführend.DieabhängigeVariableisteinediskreteGrößeausderMengeder









Die Bezeichnung der verallgemeinerten linearen Modelle (generalized linear models, GLM) geht auf
Nelder&Wedderburn1972zurück.SieumfassteineGattunganRegressionsmodellen,derengrundle
gendeGemeinsamkeit inderUnabhängigkeitvondenRestriktionendesallgemeinen linearenModells







!         GleichungA5
mit: 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)





"  #!bzw.!  $" GleichungA6
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
  h()= Responsefunktion
  	 = linearerPrädiktor
  g()= Linkfunktion(g()=h()1)
2. Die Verteilung der Zielvariablen y lässt sich in Form einer einparametrischen Exponentialfamilie
schreiben(ausführlicherinMcCullagh&Nelder1989,Gill2000,Fahrmeiretal.2009).
DieVerknüpfungvonPrädiktorundErwartungswertmiteinerLinkfunktionerlaubteineAnpassungan
den Wertebereich der untersuchten Größe. Die Wahl der Linkfunktion hängt direkt von der Vertei
lungsannahme ab. Die kanonische bzw. natürliche Linkfunktion ist im Fall der Poissonverteilung der







"  %&bzw.!  '" GleichungA7
mit: 
 = ErwartungswertderabhängigenVariable(E(y))





"  %&  %()*+(,-,  %() . %(/-/ . 
 . %(,-,  GleichungA8
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)
 k = IndexderKovariablenundderenKoeffizienten
Durch Logarithmieren des Ausdrucks lässt sich die Gleichung wieder in den linearen Prädiktor über
führen (Gleichung A9). Die Form verdeutlicht die häufig verwendete Bezeichnung eines loglinearen
Modells.
01"  !         GleichungA9
mit: 
 = ErwartungswertderabhängigenVariable(E(y))
 	 = linearerPrädiktor
  = Regressionskoeffizient
 x = Kovariable(unabhängigeVariable)





Schätzung der Parameter und Koeffizienten erfolgt in GLM dahermit Hilfe derMaximumLikelihood
Methode(maximumlikelihoodestimation,MLE).
BeiderMLEwerdengesuchtePopulationsparameterinsolcherWeisegeschätzt,dassdie„Wahrschein
lichkeit“ des Auftretens der beobachteten Daten einer Stichprobe maximiert wird (Bortz 2005). Die
LikelihoodFunktionwird in Abhängigkeit der zugrundeliegendenVerteilung ermittelt. Somit erfordert
dasVerfahreneineVerteilungsannahme.
Wird füreineStichprobeY1,…,YndiskreterDatenmit realisiertenWerteny1,…,yndieAbhängigkeit von





23  45  	 
 	 5  3 GleichungA10
mit: L()= Likelihood
  = Parametervektor
 Yi = Funktionen
AusGründendesBerechnungsaufwandswirdanstellederursprünglichenFormdielogarithmierteLikeli
hoodfunktion (LogLikelihood, l())maximiert.DaderLogarithmuseinestrengmonotoneFunktion ist,
besitztdieLogLikelihooddasselbeMaximum.DiezurErmittlungdesMaximumsgebildeteersteAblei
tungderLogLikelihoodfunktionwirdalsScoreFunktionbezeichnet.
In den meisten Fällen kann der MaximumLikelihoodSchätzer nicht analytisch berechnet werden
(Fahrmeiretal.2009).DasnachdemDifferenzierenderScoreFunktionentstehendenichtlineareGlei
chungssystemwirdmitHilfe des FisherScorings bzw. einer iterativen gewichteten kleinsteQuadrate
Schätzung(iterativeweightedleastsquares,IWLS)numerischgelöst.FüreineausführlicheBeschreibung







Die Eintreffenswahrscheinlichkeit einer poissonverteilten Beobachtung mit dem Erwartungswert 

berechnetsichzu:
4"  %67"89  GleichungA11
mit: P(y|
)= AuftretenswahrscheinlichkeitvonyUnfällen
 y  = Beobachtung(Realisierung)
 
  = PoissonParameter
DieVerteilungbesitztnureinenParameter
.ErwartungswertundVarianzgleichensich,sodassgilt:
  :;<  " GleichungA12
mit: y  = Beobachtung(Realisation)
 E(y) = Erwartungswertvony
 Var(y) = Varianzvony
 
  = PoissonParameter
Trotzder theoretischenEignungderPoissonverteilung zurBeschreibungderUnfallhäufigkeit führtein






In der Folge führt diese sogenannte Überdispersion hauptsächlich zu einer Unterschätzung der Stan
dardfehler der Regressionskoeffizienten und einer Überschätzung deren Signifikanz. Eine Vorgehens
weisezurBehebungdiesesProblemsistdieDurchführungeinerQuasiLikelihoodSchätzung.Indiesem
Verfahren werden die Standardfehler über einen Dispersionsfaktor angepasst. Die Varianz wird in
diesem Fall mit k2
 anstelle von 





der LogLikelihoods des gesättigten und des verglichenenModells ergibt. Das gesättigte – oder satu
rierte–ModellbesitztebensovieleParameterwieBeobachtungenundgiltdamitalsvollständigerklärt.
DieDevianzwirdinderallgemeinenFormnachGleichungA13berechnet.
=  >?'@ABC-D E  'AD F GleichungA13
mit: D   = Devianz
 l(max;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imsaturiertenModell
 l(;y)  = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imverglichenenModell
ImFalldesPoissonModellslautetdieDevianzFunktion(Dunteman&Ho2006):




mit: DPoi = DevianzdesPoissonModells
 yi  = Beobachtung
 
i  = SchätzwertdesPoissonParameters(geschätzter
    Erwartungswertvonyi)
Alternativ kannPearsons  2 als KenngrößederAbweichungder empirischenBeobachtungenundder
SchätzwertedesModellsverwendetwerden.Pearsons2wirdnachGleichungA15berechnet:




mit: 2 = Pearsons2
 yi = Beobachtung
 
i = SchätzwertdesPoissonParameters(geschätzter
   Erwartungswertvonyi)













:;<  O  P . "K GleichungA16
mit: Var(yi)= VarianzderBeobachtungyi
 2  = Pearsons2
 n  = AnzahlderBeobachtungen
 k  = AnzahlderimModellgeschätztenParameter
 
i  = SchätzwertdesPoissonParameters(geschätzter
    Erwartungswertvonyi)
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  J <<  "L






 y   = Beobachtung(Realisierung)
 
   = Erwartungswertvony
 r   = Dispersionsparameter









  "und:;<  "  7SQ  GleichungA18
mit: y  = Beobachtung(Realisierung)
 E(y) = Erwartungswertvony
 Var(y) = Varianzvony
 
  = PoissonParameter
 r  = Dispersionsparameter






































al. 2011 zufolge führt jedoch auch Pearsons 2 bei kleinenMittelwerten zu einer Überschätzung der
Anpassungsgüte.
Wood2002stellt fest,dassgeringeMittelwertesowohl inPoisson,alsauchNegBinModellenzuver
zerrten Schätzern führen. Zur Behebung des Problems schlägt er ein Gruppierungsverfahren für
Abschnittemit geringen Erwartungswerten vor. Durch die Gruppierungwird eineNormalisierung der






DivergenceStatistik (PD) miteinander. Die PD beschreibt  in Abhängigkeit vom gewählten   eine
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 TU VW . X YJ"KL




mit: PD2/3 = PowerDivergencefür=2/3
 yi  = Beobachtung(Realisierung)
 
i  = geschätzterErwartungswertvonyi
Den Ergebnissen von Ye et al. 2011 zufolge erweist sich PD2/3 noch bei einemMittelwert von 0,3 als
zuverlässig.DaruntererweistsichohneWeitereskeinesderverglichenenKriterienalsaussagefähig.
DieentsprechendWood2002berechnetegruppierteDevianz führt lautYeetal.2011–wieauchdie


























]  A:;<A GleichungA20
mit: W  = WaldTeststatistik
 i  = geschätzterParameter
 Var(i)= VarianzdesgeschätztenParametersi
DieTeststatistik istbei großenStichprobenasymptotisch chiquadratverteiltmiteinemFreiheitsgrad.
Einschränkendweist Rönz 2009 hierbei auf eine schlechte Approximation der ChiQuadratVerteilung
beikleinenStichprobenhin.




Modelleffekt mit Hilfe von LikelihoodQuotientenTests geprüft. Die LikelihoodQuotientenStatistik
berechnetsichzu:
^=  =_S  =_/  >?'@A_/D E  'A_SD F GleichungA21
mit: D  = LikelihoodQuotientenStatistik
 D   = Devianz(nachGleichungA13)
 M1,M2 = Kandidatenmodelle
 l(M;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
     imentsprechendenKandidatenmodell





WeitereGütemaße zurBeurteilungderModellanpassung stellendie Informationskriterien vonAkaike







höher fällt diese „Bestrafung“ aus. Die Kriterien bieten damit die Möglichkeit einer Abwägung von
AnpassungundEinfachheitderverglichenenModelle.
Fahrmeir et al. 2009weisen darauf hin, dass sich die Kriterien in ihrer Form ähneln, jedoch auf sehr
unterschiedlicheArtundWeisemotiviertsind(s.hierzuBurnham&Anderson2002).Gill2000zufolge
führtdieVerwendungdesAICtendenziellzurBevorzugungvonModellenmitmehrerklärendenVaria
blen und einer höheren Anpassung während mit dem BIC einfachere Modelle mit einer geringeren
AnpassungandieempirischenDatenausgewähltwerden.
Zumeinenaufgrunddes vergleichbarenVorgehensbeiMitra et al. 2002undBindraet al. 2009, zum
anderenaufBasisderErgebnissevonBurnham&Anderson2002,wirddasInformationskriteriumnach
Akaike(AIC)dembayesianischen(BIC)vorgezogen.EsberechnetsichfüreinModellzu:
`ab  >'@AD E  >c GleichungA22
mit: AIC = InformationskriteriumnachAkaike
 l(;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
 p  = ZahldererklärendenVariablen
Grundsätzlich sollte dasModellmit dem geringsten AIC gewähltwerden. Burnham&Anderson 2002












Aufgrund seiner asymptotischen Eigenschaften setzt das AIC theoretisch eine unendliche Stichprobe
voraus,praktischjedocheinezumindestumfangreiche.FürdieAnwendungimFallverhältnismäßigklei
nerStichprobeneignetsicheinkorrigiertesInformationskriteriumAICC(s.GleichungA23).
`abd  >'@AD E  >c . J   c  L GleichungA23
mit: AICC = fürfiniteStichprobenkorrigiertesInformationskriterium
    nachAkaike
 l(;y) = LogLikelihoodanderStelledesjeweiligenMLSchätzers
 p  = ZahldererklärendenVariablen




Burnham& Anderson 2002 zufolge sollte das AICC sowohl bei kleinen Stichproben als auch bei einer
großen Anzahl an erklärenden Variablen demAIC vorgezogenwerden. Sie empfehlen den Einsatz ab
einemVerhältnisvonn/p<40.
GegenüberdenaufgeführtenglobalenMaßenzurBeurteilungderModellgüte,dientdieResiduenana









Trotz dieser Einschränkungen sehen Hauer& Bamfo 1997 durchaus Sinn in der Auswertung der









































ef  geh . Y  ehehiZ GleichungA24
mit: *(n) = StandardabweichungkumulierterResiduenan
    derStellen
 2(n) = geschätzteVarianzanderStellen(entsprichtdem
    BetragderkumuliertenResiduenanderStelle)















PearsonResiduenwerden aus demQuotienten der ResponseResiduen und der Standardabweichung
des(geschätzten)Erwartungswertsberechnet(s.GleichungA25).
jG	    "Kk:;<"K GleichungA25
mit: RP,i = PearsonResiduum
 yi  = Beobachtung(Realisierung)
 















jl	    "K  "K . k= GleichungA26
mit: RD,i = DevianzResiduum
 yi  = Beobachtung(Realisierung)
 
i  = geschätzterErwartungswertvonyi











Berechnung vonDevianzundAnscombeResiduen zu sehr ähnlichen Ergebnissen führt.AusGründen
desBerechnungsaufwandswerdenAbweichungsresiduenbevorzugt.
AusgewertetwerdenausschließlichstandardisierteResiduen,dieeingutangepasstesModellundeine
korrekten Transformation der Residuen vorausgesetzt  der Standardnormalverteilung folgen. Aus
diesemGrundsolltenmaximal5%derResiduenWerteaußerhalbdesBereichs±1,96undmaximal1%
außerhalb±2,54aufweisen.
Für dieAuswertungder Residuenbieten sich grafischeVerfahren an.MitHilfe von Streudiagrammen
undQuantilQuantilPlots könnenAbweichungen vonderNormalverteilung, nichtlineareundhetero
skedastischeVerläufeeinfacherkanntwerden.
Der Einfluss einzelner Werte auf das Modell und deren potenzielle Wirkung lässt sich mit Hilfe des
HebelwertsundderCookDistanzabschätzen.
DerHebelwertquantifiziertdieLageeinerBeobachtungimVergleichzurgesamtenStichprobe.Cohenet
al. 2003 zufolge kanndamit ein potenzieller Einfluss einerBeobachtungaufdas ErgebnisdesRegres
sionsmodellsgeschätztwerden.DerHebelwertwirdfürdenFallnureinerunabhängigenVariablexent
sprechendGleichungA27berechnet(nachCohenetal.2003).
#m   .   n

+   n  GleichungA27
mit: hij = HebelwertderBeobachtungi
 n = Stichprobenumfang
 xi = KovariablederBeobachtungi











In einigen Fällenwerden die Hebelwerte zusätzlichmit 1/n zentriert (Cohen et al. 2003). Zentrierte
HebelwerteliegenimBereichzwischen0und11/n.DerEinflussderZentrierungnimmtmitzunehmen





=o  + @"Km  "KmE
mc . pq  GleichungA28
mit: DCi = CookDistanzdesFallsi
 n  = Stichprobenumfang
 
j  = geschätzterErwartungswertvonyfürdenFallj
 
j(i) = geschätzterErwartungswertvonyfürdenFallj
    unterAusschlussdesFallsi
 p  = AnzahlderModellparameter
 MSE= mittlerequadratischeAbweichung(meansquareerror)




2009 argumentiert, dass die Analysegrößen ausschließlich einer Überprüfung der Anpassung eines
ModellsandiezugrundeliegendeStichprobedienen.BezugnehmendaufBelsleyetal.2003folgerter,






Ausgehend von einem Nullmodell werden parallel Unfallmodelle auf Basis der Poissonverteilung
(PoissonModelle)unddernegativenBinomialverteilung(NegBinModelle)geschätzt.ImPoissonModell






rs  2(/ . (S . %()*+ (t.-tutvw  GleichungA29
mit: E(y)STR= ErwartungswertderUnfallzahleinesStreckenabschnitts
 L = LängedesAbschnitts
 Q = VerkehrsstärkealsDTV
 x = weitereKovariable




xG  y(/ . z(S . %()*+ (t.-tutvw und  (/ . %()*+ (t.-tutvS  GleichungA30
mit: E(y)KP= ErwartungswertderUnfallzahleinesKnotenpunkts
 Q = VerkehrsstärkealsDTV
 QH = VerkehrsstärkederHauptrichtungalsDTV
 QU = VerkehrsstärkederNebenrichtungalsDTV
 x = weitereKovariable
  = Regressionskoeffizient
Die Verwendung der Modellform hängt unter anderem von der Datenverfügbarkeit ab. Modelle für
Anschlussknotenpunktewerden aufgrund der fehlenden Informationen über die Verkehrsstärken der
untergeordnetenZufahrtenzwangsläufigmitnureinerVerkehrsstärkegeschätzt.BeidenModellender
VerkehrsknotenpunktewerdenbeideModellformenverwendet.DieVerkehrsstärkenwerdenentweder
differenziert berücksichtigt oder der KnotenpunktsDTVwird gemeinsammit dem Verkehrsstärkever
hältnisQverimModellaufgenommen.







einander analysiert. Mit einem r 0,7 korrelierende Größen werden nicht gemeinsam verwendet.
Größenmiteinemr0,5werdennurimbegründetenFallzusammenaufgenommen.
Im Fall kategorialer Variablen mit mehr als zwei Ausprägungen erfolgt eine Überprüfung der Unter
schiedezwischendeneinzelnenKategorienuntereinandermitHilfpaarweiserVergleiche.DieimModell
berechneten Signifikanzen der Koeffizienten beziehen sich immer nur auf einen Vergleich mit dem
Grundniveau,nichtjedochaufUnterschiedederKategorienuntereinander.SolltensichdieKoeffizienten





Neben der isolierten Aufnahme von Variablen werden – sofern es fachlich sinnvoll erscheint – auch
Interaktionen von zwei Variablen geprüft. Ein resultierender Interaktionsterm wird nur dann aufge
nommen,wennbeidebeteiligtenKovariablensignifikanteHaupteffekteaufweisenund imresultieren
denModell berücksichtigt werden (s. hierzu Gill 2001). Aus Gründen der Interpretierbarkeit werden
darüberhinauskeineInteraktionenvonzweistetigenVariablenabgebildetsondernausschließlicheiner
stetigenundeinerdichotomen(s.hierzuFahrmeiretal.2009).






EineAbwägungalternativerModelleerfolgtmitdem InformationskriteriumsnachAkaike (AIC). In sol
chen Fällen, in denen das Verhältnis des Stichprobenumfangs zur Anzahl der Parameter unter einen
Wertvon40fällt,wirdalternativdaskorrigierteInformationskriteriumAICCberechnet.AlsMaßstabfür




 Auswertung standardisierter DevianzResiduen (bzw. standardisierter Abweichungsresiduen) mit
StreudiagrammenüberallederimModellenthaltenenKovariablen











gen zugeordnet, erhältmaneineklFelderKontingenztafel (s. TabelleA6). ImeinfachstenFall dicho
tomerMerkmaleentstehtbeispielsweiseeine4FelderTafel.
TabelleA6: AufbaueinerklFelderKontingenztafel
 j=1 ... j=k i
i=1 nij ... 
   
   
   
i=l    
j  n
Die Untersuchung von Unterschieden in den Ausprägungen erfolgt mittels ChiQuadratUnabhängig
keitsTests.HierbeiwirdderrealenFallzahl jedesFeldes(oderjederMerkmalskombination)einErwar
tungswertwert gegenübergestellt. Da kategoriale Variable keinen Mittelwert besitzen, erfolgt die
BerechnungerwarteterHäufigkeiten.DerErwartungswertergibtsichzu:
%m  {%'%|}  % . qc;'~%|}  %   + m . + m
m   GleichungA31
mit: eij = erwarteteHäufigkeitimFeldderZeileiundderSpaltej
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
 n = Stichprobenumfang
DieTestStatistikberechnetsichzu:






mit: 2 = Prüfgröße
 eij = erwarteteHäufigkeitimFeldderZeileiundderSpaltej














Bortz 2005 und Backhaus et al. 2008 empfehlen für den Fall eines Stichprobenumfangs < 60 bei 4
FelderKontingenztafeln eine YatesKorrektur.Mit Verweis auf Howell 2006 rät Field 2009 von deren
Anwendungab,dadieFormelüberkorrigiert.Bortz2005räumtein,dassdieYatesKorrekturkonservativ
wirktundbeimVergleichderHäufigkeitenvonzweiMerkmalennichtgrundsätzlichzueinerbesseren









LikelihoodQuotientenTests vor. Konkrete Grenzwerte nennt er dabei nicht. Bei geringen erwarteten









Der Koeffizient kann als Korrelation zwischen zwei dichotomen Variablen verstanden werden und
eignetsichdaherfürdenFalleinerVierFelderKontingenztafel(2×2Tafel).ErkanndirektausderChi
QuadratStatistikberechnetwerden:
  g  GleichungA33
mit:  = PhiKoeffizient
 2 = Prüfgröße(nachGleichungA32)










o  g    GleichungA34
mit: C = Kontingenzkoeffizient
 2 = Prüfgröße(nachGleichungA32)









o  g  . j   GleichungA35
mit: CI = CramersIndex
 2 = Prüfgröße(nachGleichungA32)
 n = Stichprobenumfang




Hartung 2010 werden je nach Betrachtungsrichtung die Größen A (Zeilenvariable abhängig) und B
(Spaltenvariableabhängig)unterschieden.














  +  mm  .   .  GleichungA36
  + m m m .m  m .m  GleichungA37
mit: A = GoodmannundKruskalszurVorhersagederZeilenkategorie
 B = GoodmannundKruskalszurVorhersagederSpaltenkategorie
 i = Zeilenindex
 j = Spaltenindex
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
Hartung 2010 gibt eine Berechnungsmethodik für die Konfidenzintervalle der Werte an. Die dazu
erforderliche Varianz lässt sich nach Gleichung A38 ermitteln (am Beispiel von B). Für die weitere
BerechnungderKonfidenzintervallewirdaufHartung2010verwiesen.
e  J  + m m L J+ m m  m .m  > . + m m
f L




 i = Zeilenindex
 j = Spaltenindex
 nij = realisierteHäufigkeitimFeldderZeileiundderSpaltej
 i
* = SummeüberZeilen,indenenmaxjnijin




Eine Abschätzung der Zusammenhänge innerhalb der einzelnen Merkmalsausprägungen kann durch
AuswertungderResiduen,bzw.derstandardisiertenResiduen(s.GleichungA39)erfolgen.
j	m  m  %mk%m  GleichungA39
mit: Rst,ij = standardisiertesResiduum
 eij  = erwarteteHäufigkeitimFeldderZeileiundderSpaltej
 nij  = realisierteHäufigkeitimFeldderZeileiundderSpaltej














torenanalyse genannt.Die Trennung beider Verfahren ist unscharf undwird unterschiedlich interpre
tiert.Bortz2005bezeichnetdieHauptkomponentenanalysealsTeilderFaktorenanalyse.Field2009hin









erklären. Das Vorgehen bei der Komponentenberechnung wird als sukzessiv varianzmaximierende,
orthogonaleRotationstransformationbezeichnet(Bortz2005).
Die Hauptkomponentenanalyse geht von der Annahme aus, dass sich jeder Beobachtungswert einer
VariablealseineLinearkombinationmehrererFaktorenbeschriebenlässt(Backhausetal.2008):




mit: xj = Variablei
 aij = EinflussdesFaktorsjaufdieVariablei(Faktorladung)
 fj = Faktorj





















mit: j = EigenwertdesFaktorsj
 aij = EinflussdesFaktorsjaufdieVariablei(Faktorladung)


















EinweitererNachteil desVerfahrens liegt indermangelndenÜbertragbarkeitdessenErgebnisse.Das
Verfahren beruht grundsätzlich auf der Annahme, die untersuchte Stichprobe entspräche gleichzeitig





















sowie der Korrelationsstruktur ab. Die Anforderungen beziehen sich auf den Stichprobenumfang in
AbhängigkeitvonderAnzahlderVariablen.Comrey&Lee1992stufendenStichprobenumfanginexzel
lent(n=1000),sehrgut(n=500),gut(n=300),angemessen(n=200)undschlecht(n=100)ab.Ähnlich
argumentieren auch Tabachnick& Fidell 2007, die einen Stichprobenumfang  300 als beruhigend
bezeichnen.
UmdieInterpretierbarkeitderFaktorenstrukturzuüberprüfen,untersuchenGuadagnoli&Velicer1988
anhand vonMonte CarloSimulationen die Übereinstimmung aus Stichproben und aus der Grundge
samtheit gewonnenen Faktoren. Im Ergebnis schlagen sie eine durch lineare Regressionsrechnungen
ermittelteFormelzurBestimmungderStabilitätderFaktorenstrukturvor.Bortz2005führtdieFormelin
leichtabgeänderterForman.DieStabilitätberechnetsichdemnachzu:
q    J	 .   	> .   	[[L GleichungA42
mit: FS = StabilitätderFaktorenstruktur
 n = AnzahlderBeobachtungen
 x = minimalerLadungswert,derbeider
   Interpretationberücksichtigtwird
Guadagnoli&Velicer 1988 zufolge erlaubt einWert von FS  0,9 dieAnnahmeeiner gutenÜberein
stimmungderStrukturderStichprobeundderGrundgesamtheitundsomiteinerinterpretierbarenFak
torenstruktur.Bortz2005zufolgesolltenFaktorenstrukturenmitFS<0,8nichtinterpretiertwerden.
Field 2009 fasst deren weitere Ergebnissemit dem Hinweis zusammen, dass Faktorenmit vier oder
mehr Ladungengrößer0,6unabhängig vonder Stichprobengröße zuverlässig sind. Faktorenmit zehn
Ladungengrößer0,4sinddannbelastbar,wennderStichprobenumfang150übersteigt.
Für eine Zusammenstellung der Ergebnisse weiterer Untersuchungen wird auf Field 2009 sowie Lin
gard&Rowlinson2006verwiesen.
Neben der Stichprobenzahl ist auch die Struktur der Korrelationsmatrix von Bedeutung. Ein Gütekri
teriumistdieSignifikanzderKorrelationen.DaPCAimNormalfall jedochaufverhältnismäßigumfang
reicheStichprobenangewendetwerden,erweisensichbereitsgeringeEffektealssignifikant.
Für eine PCA erweisen sich sowohl geringe und als auch hohe Korrelationen als problematisch. Field




koeffizientendurchgängig außerhalbdiesesWertebereichs liegen, solltedaher einAusschluss ausder
Analysegeprüftwerden.
Der BartlettTest überprüft die Nullhypothese alle Variablen seien unkorreliert gegen die Alternativ
hypothese die Variablen seien korreliert. Die Prüfung erfolgt über einen Test der Korrelationsmatrix
























berechnet werden. Neben der Berechnung eines Gesamtwerts schlägt Field 2009 auch die einzelne
Überprüfung der Diagonalelemente der AntiImageKorrelationsMatrix vor. Diese sollten zumindest
Werte>0,5annehmen.








Ny  V  > . c  X[  \ . 01  j GleichungA43
mit: 2H = PrüfgrößenachHaitovsky
 pi  = AnzahlderVariablen

















in der Reihenfolge ihrer Berechnungmit ihren Eigenwerten in einemDiagramm aufgetragen und die
Punktelinearmiteinanderverbunden.DieKurvebesitztzwangsläufigeinenfallendenVerlauf.Eswerden
anschließend so viele Faktorenausgewählt, bis sich inderKurveeinKnick zeigt.Der Faktor/Punkt, in
dem sichder Knick zeigt,wird für gewöhnlich nichtmehr extrahiert. Stevens 2009 zufolge liefert der
ScreePlotabeinemStichprobenumfangvonn=200verhältnismäßigzuverlässigeErgebnisse.
Die dritte Vorgehensweise zur Bestimmung der zu extrahierenden Zahl an Faktoren ist die Parallel
analyse.DasVerfahrengehtaufHorn1965zurück.Erschlägtvor,denVerlaufderEigenwertemitdem







NeuerenVeröffentlichungen zufolge (s. hierzuBortz 2005) erweist sich unter anderemdasVerfahren












mit: 2S = PrüfgrößenachSteiger
 n  = Stichprobenumfang
 Zij  = FishersZWertederKorrelationen







tierbarkeit der PCA vereinfacht werden. Aufgrund des rein varianzmaximierenden Vorgehens in den
vorangegangenenSchrittenladenverhältnismäßigvieleGrößenhochaufdenerstenFaktor.EineInter
pretationwirddadurchhäufigerschwert,dakeineklareZuweisungderAusgangsvariablenmöglich ist.
Die bedeutsamen Faktoren werden daher so rotiert, dass die ursprünglichen PCAFaktoren auf die
rotiertenFaktorenumverteiltwerden.DieRotationkannentwederorthogonal(lineareUnabhängigkeit
derFaktorenbleibterhalten)oderobliquebzw.schiefwinklig(Faktorenkönnenkorrelieren)erfolgen.




Im Anschluss an die Rotation werden im letzten Schritt die Faktorwerte berechnet. Die Berechnung
erfordert aufgrund algebraischer Schwierigkeiten den Einsatz von Schätzverfahren (s. Backhaus et al.
2008).EineüblicheMethodeistdieRegressionderFaktorwertemittelsderursprünglichenKorrelations
matrix.EinNachteildieserVorgehensweise ist,dassdieWerteauchmitanderenFaktorenkorrelieren
können.Die lineareUnabhängigkeit der Faktorenwäredamithinfällig.Alternativ könnenKorrekturen
mit der BartlettMethode oder der AndersonRubinMethode vorgenommen werden. Tabachnick&
Fidell 2001 präferieren die AndersonRubinMethode für den Fall, dass unkorrelierte Faktorenwerte

















































Variable Beschreibung Einheit Mw. Min. Max.
VBZ Verkehrsbezirksnummer [ ]   
VHG_1 VerhaltenshomogeneGruppe1
(05Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 50 0 244
VHG_2 VerhaltenshomogeneGruppe2
(517Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 77 0 279
VHG_3 VerhaltenshomogeneGruppe3
(1864Jahre,nichterwerbstätig,Kfznichtverfügbar)
[Pers] 127 0 953
VHG_4 VerhaltenshomogeneGruppe4
(1864Jahre,nichterwerbstätig,Kfzverfügbar)
[Pers] 103 0 687
VHG_5 VerhaltenshomogeneGruppe5
(1864Jahre,erwerbstätig,Kfznichtverfügbar)
[Pers] 109 0 483
VHG_6 VerhaltenshomogeneGruppe6
(1864Jahre,erwerbstätig,Kfzverfügbar)
[Pers] 297 0 1.042
VHG_7 VerhaltenshomogeneGruppe7
(ab65Jahre,Kfznichtverfügbar)
[Pers] 54 0 322
VHG_8 VerhaltenshomogeneGruppe8
(ab65Jahre,Kfzverfügbar)
[Pers] 147 0 671
EW_ges Einwohnergesamt(Haupt undNebenwohner) [Pers] 963 0 3.182
EWT Erwerbstätige [Pers] 406 0 1.432
EW_St EinwohnerStudenten [Pers] 61 0 1.995
AP Arbeitsplätzegesamt [AP] 547 0 5.300
AP_III Arbeitsplätzetertiärgesamt [AP] 435 0 5.003
AP_HGV ArbeitsplätzetertiärimBereichHandel,
GastwirtschaftundVerkehr
[AP] 193 0 2.380
AP_SD ArbeitsplätzetertiärimBereichsonstiger
Dienstleistungen
[AP] 242 0 4.932
AP_BP DichtederArbeitsplätzeimproduzierenden
GewerbeundderLandwirtschaft
[AP] 112 0 3.323
Kipl Kindergartenplätze [Pl] 40 0 348
SchPl_ges Schulplätzegesamt [Pl] 124 0 3.334
BSPlätze Berufsschulplätze [Pl] 55 0 3.334
RSPlätze SchulplätzeaußerhalbvonBerufsschulen [Pl] 69 0 1.040
StudPl Studienplätze [Pl] 69 0 10.813
Vkfl Verkaufsflächen [m2] 1.541 0 76.300




















U(P) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 2.271 1.775 680 284 558 104 150 84 16 170 6.092
Rad 140 121 161 20 3 41 31 57 250 2.599
Fuß 9 44 35 4 87 39 10 0 1.029
Gfz 8 41 4 14 10 2 11 579
Krad 9 4 2 7 5 90 771
Mofa 1 0 2 1 8 131
Strab 1 1 13 13 322
Bus 0 7 10 191




U(SP) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 181 236 264 30 154 30 31 8 2 56 992
Rad 37 30 42 4 1 15 2 9 87 463
Fuß 3 21 14 1 37 15 2 0 387
Gfz 1 14 2 3 1 0 2 116
Krad 2 1 1 3 0 20 213
Mofa 1 0 0 0 1 37
Strab 0 0 1 4 92
Bus 0 0 2 31




U(LP) Pkw Rad Fuß Gfz Krad Mofa Strab Bus Son allein Bet
Pkw 2.090 1.539 416 254 404 74 119 76 14 114 5.100
Rad  103 91 119 16 2 26 29 48 163 2.136
Fuß   6 23 21 3 50 24 8 0 642
Gfz    7 27 2 11 9 2 9 463
Krad    7 3 1 4 5 70 558
Mofa    0 0 2 1 7 94
Strab    1 1 12 9 230
Bus    0 7 8 160
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RSPl_D ,19** ,22** ,18** ,18** ,23** ,21** ,26** ,23** ,24** ,24** ,25** ,25** ,24** ,24** ,22** ,06 ,25** ,15** ,08* ,11** ,04 ,17** ,08* ,03 ,26** ,46** ,11** ,14** 1 
StudPl_D ,07 ,06 ,19** ,19** ,02 ,03 ,12** ,07 ,13** ,08* ,08* ,05 ,07 ,08* ,01 ,52** ,02 ,25** ,22** ,25** ,07 ,40** ,05 ,04 ,01 ,22** ,27** ,03 ,04 1 































































































































































































Einflussbereich(PufferRadius): 100m 200m 300m 100m 200m 300m 200m
Stichprobenumfangn 666 666 666 666 666 666 206
StabilitätderFaktorstruktur1) 0,96 0,96 0,96 0,96 0,96 0,96 0,93
KaiserMeyerOlkinKriterium2) 0,64 0,62 0,65 0,71 0,74 0,82 0,62
HaitovskysH
2 sign. sign. sign. sign. sign. sign. sign.
AnzahlextrahierterFaktoren 2 2 2 2 2 2 2
erklärteVarianz 59% 60% 65% 66% 69% 76% 59%
prägendeVariable
(höchsteLadung)
Faktor1(SOZ) VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D VHG_5_D
Faktor2(WIR) AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D AP_III_D
Eigenwerte(SOZ/WIR) 3,2/1,5 3,2/1,6 3,6/1,6 3,7/1,6 4,1/1,5 4,6/1,5 3,2/1,6
KorrelationrbeiobliquerRotation 0,11 0,10 0,16 0,16 0,25 0,32 
1)UnterderVerwendungeinerminimalenFaktorladungvon0,4zurInterpretation   
2)Bewertungsschemas.TabelleA7,Anlage2





