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Abstract. In this paper, we study the problem of clustering textual
units in the framework of helping an expert to build a specialized on-
tology. This work has been achieved in the context of a French project,
called Biotim, handling botany corpora. Building an ontology, either
automatically or semi-automatically is a dicult task. We focus on one
of the main steps of that process, namely structuring the textual units
occurring in the texts into classes, likely to represent concepts of the
domain. The approach that we propose relies on the denition of a new
non-symmetrical measure for evaluating the semantic proximity between
lemma, taking into account the contexts in which they occur in the doc-
uments. Moreover, we present a non-supervised classication algorithm
designed for the task at hand and that kind of data. The rst experiments
performed on botanical data have given relevant results.
1 Introduction
The exploitation of textual data from scientic basis is an ambitious goal for re-
searches in the eld of knowledge management and acquisition. One of the rst
steps needed to elaborate an information system is to acquire some ontology of
the eld considered. In this paper we deal with the problem of building a spe-
cialized ontology by a semiautomatic approach. For this purpose, we rst study
the step of automatic extraction of terminological classes. These classes have to
be validated by an expert as concepts of the domain, before being structured in
some ontology.
The task of clustering words may be done by dierent ways, depending on
the application, the available knowledge of the eld and the possible treatments.
The existing methods address the following tasks: to dene a measure of proxim-
ity between words and/or to propose an ecient clustering method. There exists
many ways to measure semantic proximity between words; we can organize such
measures into three categories: statistical, syntactical or knowledge-based mea-
sures.
Statistical measures are often based on co-occurrence of words in texts, using
the Harris' hypothesis ([4]) that expresses that two semantically close words are2 Guillaume Cleuziou et al.
often found in similar contexts. These contexts may be more accurately found
by a syntactic analysis of the sentences [11]. The semantic proximity of words
may also be measured using a knowledge base as for example a thesaurus or an
existing ontology of the eld ([13,16,9]).
Many clustering methods, leading to dierent organizations of data have
already been proposed and can be used to organize a set of words into classes,
given a proximity measure. Generic clustering methods (for instance c-means
[10], agglomerative hierarchical classication [14]) are the most currently used,
even though some recent approaches devoted to this specic task have been
proposed [8,9,12,1].
In this paper, we propose a new proximity measure between words. It is based
on syntactic information obtained from a specialized corpus. It is coupled with
an agglomerative hierarchical clustering method, which has been modied for
this kind of application.
The paper is organized as follows. Section 2 presents the context of this work
and some basic notions on the domain. In Section 3, we propose a proximity
measure between words and Section 4 describes the clustering algorithm that
we have developed for the concept extraction task. In the last part, we propose
some experimental results obtained on a French corpus about botany La Flore
du Cameroun, and a discussion on the perspectives of this work.
2 Framework
2.1 The project Biotim
This work has been realized in the context of a French project, called Biotim
(http://www-rocq.inria.fr/imedia/biotim/) that aims at building generic tools
for analyzing large databases composed of texts and images, in the domain of
biodiversity. In this project, we are interested in building a textual ontology
of the domain from a corpus about botany, written in French. This corpus is
dierent from traditional corpus, because of the structure of the sentences -
very long descriptions without verbs and with very specialized terms - which for
instance makes dicult a syntactic analysis, usually organized around verbs.
Let us notice that the work presented in this paper is not specied to French.
It could be applied to corpus written in English, by changing the patterns that
are used at the beginning of the process.
In the following, we use the corpus entitled \La Flore du Cameroun" (in En-
glish, \The ora of Cameroun"), which is composed of 37 volumes and published
by the \Herbier National Camerounais". Each volume has been digitalized, which
has lead to some OCR errors (Optical Character Recognition errors).Proximity measure and clustering for concept extraction 3
2.2 Ontologies and syntactic dependences
Dierent steps1 have been applied to the initial corpus for extracting a set of
nominal groups that express syntactic links between two nouns, or between a
noun and an adjective2. For instance, from the text tree with deciduous leaves,
we could extract the two expressions tree with leaf and deciduous leaf. They are
composed of three lemmas tree, leaf and deciduous.
In the following, a context of a lemma wi is an expression containing wi in
which wi has been replaced by . For instance from the two expressions tree
with leaf and deciduous leaf, we get two contexts for leaf, namely tree with  and
deciduous , a context for tree,  with leaf and a context for deciduous,  leaf.
Graph modelization
Starting from Harris' hypothesis, we use the syntactic dependences between
lemmas to build a graph: its vertices are the lemmas, an edge between two
vertices expresses that their associated lemmas share some common contexts
[11]. A threshold is used in order to discard articial dependences3. Studying
the structure of the graph (connex component, clique graph, ...) can lead to
some preliminary semantic categories.
In our experiments, we have used a threshold equal to 10 and we have no-
ticed (as in [11]) the presence in the graph of a quite large connex component
with many small ones, which seem relevant from a semantic point of view. Nev-
ertheless, this is not sucient and a deeper study of the dependences must be
performed to get more information on the underlying ontology.
Numeric modelization
In [7], several indices relying on the notion of contexts are introduced:
The index a(.,.) : a(wi;wj) is the number of shared contexts between two
lemmas wi and wj.
The productivity of a lemma, denoted by prod(:), is the number of dierent
contexts in which this lemma occurs. In a similar way, the productivity of a
context prod(c), is the number of dierent lemmas occurring in this context.
For instance, an analysis of the lemma foliole (leaet) shows that 102 dier-
ent expressions contain this lemma (prod(foliole) = 102). Conversely only the
lemmas (translated) top, nervation, margin and leafstalk occur in the context
leaet with  (prod(leaet with ) = 4).
The index prox(.,.) formalizes the idea that if a context is very productive,
its contribution for assessing the links between two lemmas is weaker than for a
less productive one. Let Ci (resp. Cj) the set of contexts of the lemma wi (resp.
1 Segmentation, morpho-syntactic tagging, stemming, extraction of terminologies.
2 In French, such expressions have the form Noun-Adjective or Noun-(Prep.(Det.))-
Noun. Nearly 35 000 expressions have been built from the corpus, containing more
than 12 000 lemmas (nouns and adjectives).
3 A dependence is articial if it involves very few contexts, mainly due to the use of
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wj), prox is dened by
prox(wi;wj) =
X
c2Ci\Cj
1
p
prod(c)
The index J(:;:) (which is not symmetrical) formalizes the dierences that
may exist between a very productive lemma and a less productive one:
J(wi;wj) =
a(wi;wj)
prod(wi)
J(wi;wj) is as higher as wi shares many of its contexts with wj, and has a low
productivity.
Let us notice that a numeric approach leads to a loss of information: for
instance, it models only the number of contexts that are shared by two lemmas
and not the list of these contexts. We show in Section 4 that we can take into
account this information during clustering process.
3 A new proximity measure
3.1 Motivation
The index J(:;:) proposed takes into account the unbalance that exists between
two words (or lemmas), particularly in term of the number of dierent contexts.
The main idea of the measure we propose is to compute the proximity between
two words not only on the basis of their common properties (shared contexts)
but also on their dierences (own contexts).
Considering the two words \p etale" (petal) and \eur" (ower), we ob-
serve on the corpus the following values: a(eur,p etale)=54, prod(eur)=284
and prod(p etale)=196. The relative high number of common contexts (54) leads
to consider that the semantic proximity between the two words is quite high.
Nevertheless the unbalance which appears in the number of their own contexts
(142 for \p etale" vs. 230 for \eur") indicates that \eur" diers more from
\p etale" than \p etale" from \eur". In other words \p etale" is more similar to
\eur" than \eur" to \p etale"; this observation corroborates our intuitive idea
about the semantic relations existing between these two parts of a plant.
Nevertheless, considering only the proportion of shared contexts among the
contexts a word appear can lead to two main traps. First, a proportion gives no
guarantees about the condence of the results: for instance, a word wi sharing its
unique context with an other word wj has a value J(wi;wj) equal to one, whereas
a word sharing 90 of its 100 contexts with an other word has a lower value for
J(wi;wj), equal to 0.9. Furthermore, the proximity should be computed not only
by using quantitative information (number of contexts) but also qualitative ones
(productivity of the contexts, shared or not).
In the next section, we formalize a measure taking into account these two
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3.2 A non-symmetrical measure
The proximity measure we propose is composed of two terms: the rst one is
an extension of the previous J coecient and it captures the degree of inclusion
of a word into an other one with respect to their associated contexts; the other
term expresses a kind of condence on the rst one.
In the same way that prox(:;:) extends the index a(:;:), we dene (:;:) 2
[0;1] that improves J(:;:) by introducing a notion of quality on the contexts.
Let Ci (resp. Cj) be the set of contexts of the word wi (resp. wj), (wi;wj) is
the ratio of the number of common contexts over the number of contexts of wi,
each context being weighted according to its productivity:
(wi;wj) =
X
c2Ci\Cj
1
p
prod(c)
X
c2Ci
1
p
prod(c)
The weights associated to each context must be interpreted as follows:
- the more productive the shared contexts are, the less similar the two words are,
- the more productive the own contexts of wi are, the more wi is similar to wj.
The previous interpretation matches with the natural idea that wi is very
similar to wj if they have strong common properties (number and interest of the
shared contexts) and wi does not dier much from wj (number and interest of
the contexts of wi).
As mentioned above, (:;:) alone is not sucient to measure the strength
of the link between two words. For the same value of (:;:), it is natural to
consider that a pair of words that concerns the higher number of contexts is of
higher condence. This condence can be expressed simply by the number of
common contexts (index a(:;:)) or more subtly by the prox(:;:) index. The nal
non-symmetrical proximity measure p(:;:) we derive is dened by the product:
p(wi;wj) = (wi;wj):prox(wi;wj)
To be used in further applications (e.g. clustering), it is necessary to propose
a symmetrical version of p which retains much as the information contained in
p(:;:). We dene the following symmetrical index (:;:):
(wi;wj) = minfp(wi;wj);p(wj;wi)g
In this way we consider that two words wi and wj are similar if and only if
wi is similar to wj AND wj is similar to wi in the sense of p(:;:).6 Guillaume Cleuziou et al.
3.3 Overview of other probabilistic measures
Several indices have already been proposed to measure the semantical link which
exists between two textual units. Most of them rely on information theory or
computational linguistic and are expressed in a probabilistic framework. Con-
sidering a context to be a document, a sentence, a contextual window or a syn-
tactical dependency (as in our study), P(wi) and P(wi;wj) denote respectively
the probabilities that a context contains the unit wi, and the both units wi and
wj. These probabilities are approximated on a corpus as follows:
P(wi) =
number of contexts into which wi appears
total number of contexts
P(wi;wj) =
number of contexts into which wi and wj appear
total number of contexts
Usual indices are the Mutual Information (MI) [3], the Dice coecient
(IDice) [2], the Jaccard measure (IJ) [5] or the Equivalence Index (EI) [15];
these indices dier in the manner they combine marginal and/or conditional
probabilities (denitions are given in Table 1).
Mutual Information MI(wi;wj) = log2
P(wi;wj)
P(wi):P(wj)
Dice coecient IDice(wi;wj) =
2:P(wi;wj)
P(wi)+P(wj)
Jaccard measure IJ(wi;wj) =
P(wi;wj)
P(wi)+P(wj) P(wi;wj)
Equivalence Index EI(wi;wj) =
P(wi;wj)2
P(wi):P(wj)
Table 1. Denitions of usual indices.
If we omit the weights put on the contexts, the measure p(:;:) we propose in
this study can be rewritten in a probabilistic framework by:
p(wi;wj) 
P(wi;wj)
P(wi)
:P(wi;wj):N
where N is the total number of contexts. We then observe that p is close to the
Equivalence Index but it diers mainly on two original points: p introduces a
weight of interest on the context and then it does not satisfy the symmetrical
property4, as explained in section 3.2.
4 Word clustering
Clustering a set of objects consists in nding groups of objects so that similar
objects belong to the same group and dissimilar objects to distinct groups. Many
4 Let us notice that the rst term
P(wi;wj)
P(wi) matches exactly with the Inclusion Index
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strategies were proposed for this task, for example partitioning methods (c-
means), hierarchical algorithms (agglomerative or divisive), mixture models, grid
based methods, and so on [6].
Most of the works that deal with clustering textual data (graphic chains,
lemmas, terms, key-words, documents, etc.) are more concerned with giving a
meaning to the concept of proximity than with proposing a clustering method
to deal with textual data. However some studies propose original approaches in
order to cluster textual objects by taking into account their specicities, such as
the polysemy of a word or the multi-topic aspect of a document [8,12,1]. Beside
these marginal and recent works, the step of clustering terms remains generally
realized by traditional methods (c-means or agglomerative approaches) because
they are simple and easily controlled by the users.
4.1 A dedicated clustering method
The approach presented here is an adaptation of the (average-link) agglomerative
hierarchical algorithm. This method proceeds by successive merges of the two
nearest clusters5, starting with the leaves (one object by cluster) and ending
with the root (all the objects in the same group). This kind of approach has
the advantage of keeping a trace of the development of the clusters through the
hierarchical tree (or dendrogram) built. On the other hand, a recurrent problem
for this method is to nd the relevant clusters among the set of tree nodes. In
that purpose, we have chosen to prohibit the agglomeration in a cluster when this
merge leads to a \conceptually non-relevant" cluster (cf. denition 1 below). The
structure thus obtained is a partial hierarchy, i.e. a set of (small) dendrograms.
Denition 1. Let P be a cluster consisting of the lemma fw1;:::;wng and
C1;:::;Cn the sets of associated contexts with those lemmas, P is conceptually
non-relevant if there is no (common) context into which all the lemmas of P
appear: \
i=1:::n
Ci = ;
The algorithm we propose can be described as follows : in a rst step each
lemma is put into a cluster with itself (leaves of the hierarchy); a characterization
is associated to each cluster (the set of contexts shared by its lemma); at each it-
eration, the two nearest clusters (in the sense of the average linkage) are merged
if the resulting cluster respects the constraint of relevance. From this merge a
new cluster is built, its characterization is the intersection of the characteriza-
tions of the two descendants. The proximity matrix between clusters is updated.
When the constraint of relevance prevents from any merge, the agglomeration
is stopped and the algorithm returns: the set of clusters, the hierarchical trees
and the associated characterizations. We consider only the clusters containing
at least two items as potential concepts.
5 with the average-link method, the proximity between two groups is obtained by
carrying out the average of the proximities between two objects of dierent groups.8 Guillaume Cleuziou et al.
The addition of a constraint of relevance is essential in this algorithm since it
brings the guarantee that the lemmas of a group at least appear all in a common
context. Moreover the characterization of a group will help the expert to propose
a label with the associated concept.
4.2 Application to the botanical data
We have tested the clustering algorithm on the lemma extracted from the botan-
ical corpus. Among the 12 000 lemma, we have selected those sharing at least
three contexts with another lemma; this restricts to 2 024 the amount of data
to process. In the experiments, the proximity measure  is used.
Figures 1 and 2 present some groups we have obtained (we present the 10
dendrograms that contain the merges that match with the 10 rst iterations of
the algorithm). These hierarchical trees are representative of the results. We can
organize them into three categories according to the kind of lemmas: domain-
specic terms, generic terms and nally those concerning abbreviations, proper
nouns or foreign words.
The trees with domain-specic terms (Figures 1 and 2, trees c, d, e, f and j)
are dicult to evaluate for readers that are not experts of the eld. Nevertheless
it is possible to determine the global semantics of some clusters: for example
cluster f is the textual representation of the concept \aspect of the limb"6.
Other specic concepts come from the analysis of all the results, for example
the \form of a sepal", (linear-lanceolate, oval-lanceolate, ensiform), the \form of
a leaet" (deltoid, linear, oval, rhomboid, falciform, cuneiform, polymorphous),
the \appearance " that a vegetable can take (plant, herb, liana, treelet), and so
on.
The trees containing generic terms are easier to evaluate (Figure 2, trees g,
h and i). Their analysis conrms the feeling of quality since the groups observed
can be associated to concepts of the eld:
{ g is a textual representation of the concept \color of bark",
{ h is a textual representation of the concept \variations of colors" (in partic-
ular for the colors black, brown and yellow),
{ i is a textual representation of the concept \metric units" (in particular to
indicate the height of the plants).
These concepts can be identied more easily, due to the characterization sug-
gested. Among the results not presented here, we nd other simple concepts such
as: the usual \ form" associated to an element of a plant (beak, dome, tongue,
tape, gutter), the \cardinal points" (north, south, west, West), the \month"
(January, May, August, November, December), etc.
Finally, the trees of the last category (Figure 1, trees a and b) are mainly com-
posed of terms corresponding to abbreviations, proper nouns or foreign words.
Terms of this type could be removed by selecting in the documents only the
descriptive parts of plants (work under development).
6 Limb : widened part of a leave or a petal.Proximity measure and clustering for concept extraction 9
Fig.1. Five obtained dendrograms with the characterization of the cluster in place of
the root.
Fig.2. Five obtained dendrograms with the characterization of the cluster in place of
the root.10 Guillaume Cleuziou et al.
To summarize, we can show the global relevance of the clusters obtained and
note the helpful assistance brought by the characterization associated to each
cluster. These results are explained by the measure of proximity suggested and
by the adaptation of the clustering algorithm.
5 Conclusion
In this study, we focus on the task of clustering textual units in order to discover
concepts, in the perspective of a semiautomatic construction of a specialized
ontology. For this purpose we have rst proposed a new proximity measure and
then a suitable clustering method.
Unlike usual similarity measure based on the analysis of syntactic dependen-
cies, the measure we have dened introduces weights on the contexts according
to their interest; furthermore it takes into account not only the properties shared
by the two textual units but also the quantity and quality of the properties that
dier. The clustering method used is an adaptation of a well known hierarchical
agglomerative algorithm. It produces small clusters of textual units, which share
at least one common context.
In the scope of the project Biotim, this work has been applied on a french
corpus specialized in the domain of botany. A shallow analysis rst shows rel-
evant pairs of lemmas, which underlines the interest of the measure proposed.
Then, the classes of lemmas discovered by the clustering process match with
natural concepts of the domain.
The perspectives of this study are numerous. We are rst working on an
extension of the clustering algorithm leading to more exible hierarchies. In
particular, we are interested in weak hierarchies, 2-3 hierarchies and pyramids
in order to allow a textual unit to appear into several classes. An other work
in progress concerns the validation step that is known to be hard in this eld
of research. We plan to develop an interactive application allowing an expert to
step in the concept formation. The interest of such an application is twofold:
rst to structure concepts and then to evaluate on a quantitative way the global
process.
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