We derive approximate formulas for the asymptotic variance of estimators of the steady-state blocking probability in a multi-server loss system. These formulas can be used to predict simulation run lengths required to obtain desired statistical precision before the simulation has been run, which can aid in the design of simulation experiments. It is natural to delete an initial portion of the simulation run to allow the system to approach steady state when it starts out empty. As the system size increases, the time to approach steady state becomes a greater portion of the overall simulation time as system size increases.
INTRODUCTION
This paper is in the spirit of a previous WSC paper, Whitt (1989a) , and Whitt (1989b Whitt ( , 1992 , which focused on developing formulas that can be used to estimate required simulation run lengths in the early planning stages before any data have been collected. As in Whitt (1989a,b) , we focus on a class of queueing models, but now we consider loss models instead of delay models.
In particular, we consider the problem of estimating steady-state blocking probabilities in a multiserver loss system. We are interested in loss networks, as in Ross (1995) , but here we consider only a single link. Nevertheless, the results provide useful insights for loss networks. Here we focus on the G/GI/s/O model, which has s servers in parallel, no extra waiting space, and independent and identically distributed (i.i.d.) service times that are independent of a general stationary arrival process (i.e., with stationary increments). Arrivals that find all servers busy are lost (blocked) without affecting future arrivals.
We assume that the data are collected after the system has reached steady state. Hence, there is an state, over which no data are collected, and then a second period where we assume that the system is approximately in steady state, over which all relevant data are collected. We first consider the problem of predicting the required simulation run length assuming that the system starts in steady state. Then we consider the initial portion that needs to be deleted when the system starts empty for the system to be approximately in steady state.
The Candidate Estimators
The natural estimator for the steady-state blocking probability B based on observations over the time interval [O,t] is
B,(t) 5 L ( t ) / A ( t ) ,
( 1) where L(t is the number of blocked arrivals in [O,t] and A ( t ) is the total number of arrivals (admitted or blocked) in [0, t ] . A closely related alternative simple estimator, whose efficiency is easier to analyze, is where_ X
E A ( ! ) is the arrival rate. The estimators B,(t) and Bs(t) behave similarly, sp we regard results for B s ( t ) as being applicable to B,(t).
As in Carson and Law (1980) and Glynn and Whitt (1989) , we can exploit the conservation law L = XW (Little's law) to obtain an alternative indirect estimator for B . For this purpose, let p-' be the mean service time, CY X / p the offered load, N ( t ) the number of busy servers at time t (which we assume is stationary, due to deleting an initial portion of the run) and n E E N ( t ) is the steady-state mean number of busy servers. From L = XW, we get the relation n = X ( l -B ) / p . Assuming that we know X and p, as would be the case with many simulations, we can use the indirect estimator
initial period where the system is approaching steady
The Asymptotic Variance
We concentrate on predicting the variance of the basic estimators B N ( t ) , B S ( t ) and B [ ( t ) . We address this problem by focusing on the asymptotic variance. For any estimator B ( t ) , its asymptotic variance is defined as i P = lim t VU^ B ( t ) .
( 5 ) t-oo
We use subscripts N , S and I to refer to the specific estimators defined above. Under regularity conditions (which includes the requirement that the asymptotic variance actually be finite), for suitably large run times t , each estimator B ( t ) tends to be approximately normally distributed with a variance 6 ' / t , where e2 is the asymptotic variance (which depends on the estimator). Hence, a (1 -P ) 100% confidence interval for B will be [h(t) -h(P), h ( t ) + h(P)] with halfwidth where P ( -z~/~ 5 N ( 0 , l ) 5 zp/') = 1 -P with N ( 0 , l ) a standard (mean 0, variance 1) normal random variable. Thus, for specified halfwidth E and level of precision p, the required simulation run length is (7)
We aim to develop approximations for the asymptotic variances 6$, 8% and 8;. Roughly speaking, we find that 6; z 6% but that 8: can be quite different. In particular, we find that each of the estimators Bs(t) and Br(t) has a region where it is much more eficient. In particular, we tend to have 8 7 < 6; when cy > s, whereas we tend to have 8: > 6; when CY < s.
Characterizing Model Variability
One of our goals is to determine how the model variability (the variability in the arrival process and service times) affects the asymptotic variance of the blocking estimators. The principal way we partially characterize the variability of the arrival process is through its normalized arrival asymptotic variance, defined by Neuts (1989) .
Since we have assumed that the service times are i.i.d. and independent of the arrival process. their variability is easier to characterize. We primarily characterize the service-time variability via the servicetime SCV, denoted by c:, and defined as in (9).
In previous studies of G/GI/s/O loss systems it has been found that the model variability can be usefully characterized by focusing on the associated G/GI/w infinite-server model, with the same arrival process and service times. In particular, the G/GI/s/O model variability can be partially characterized by the peakedness parameter 2, which is the ratio of the variance to the mean number of busy servers in the associated G/GI/w model.
It is often convenient and appropriate to use the heavy-traffic (large cy) approximation for the peakedness with a general stationary arrival process and a general service-time cumulative distribution function (cdf) H ( t ) , which is
When the service time cdf H in (10) is exponential, t = (ca + 1)/2; when H is deterministic, z = cf; see p. 692 of Whitt (1984) . Note that z = 1 in (10) for all service-time distributions when c: = 1.
In summary, we partially characterize the variability of the G/GI/s/O model via the parameter triple ( c z , c:, z ) . A principle conclusion of our analysis is that this is indeed an appropriate partial characterization for the blocking probability and the asymptotic variance of the simulation estimators.
1.4
We are especially interested in the way the performance of the different estimators scales as the system size grows. Previous experience has shown that when s grows there are three distinct regions for loss models: light loading, normal (or critical) loading, and heavy loading. As in Jagerman (1974) , Borovkov (1984) , Whitt (1984) , and other studies, the region depends on the way the trafic intensity p E cy/s Scaling as System Size Grows
loading, respectively. The region of primary interest is usually normal loading, but all three regions are important.
is
s ---f 00, then the region is light, normal or heavy
where @I (y) wl(00, y, 1,1,1) is the canonical workload factor associated with the M/M/s/O special case, y = ( a -s)/fi, z is the peakedness, cf is the normalized arrival asymptotic variance in (8) and c: is the SCV of the service-time distribution, defined as Approximations for the Blocking Probabilities In order to help judge what statistical precision is appropriate, it is useful to have rough approximations for the blocking probability itself. Asymptotics for the GI/hl/s/O model in the case of normal loading has produced the following approximation for the blocking probability:
where y = ( a -s)/,/Z, z = ( c i + 1)/2, and cy 3 A/p is the offered load, while 4(.) and @(.) are the density and cumulative distribution function of the standard (mean 0, variance 1) normal distribution; see (13) of Whitt (1984) .
Approximation (1 1) is most strongly supported in the case of exponential service times, but it can also be used with general service times if we use the appropriate peakedness z . The best value for z should be the exact peakedness, but (10) is a convenient approximation.
WORKLOAD F A C T O R S
Formula (7) shows that the required simulation time t to achieve desired statistical precision is approximately proportional to the asymptotic variance 8'. However, the computational effort required to simulate for time t is approximately proportional to A t , because At is the expected number of arrivals in [0, t ] . (See Glynn and Whitt (1992) for a study relating computational effort to statistical precision in simulation experiments. There it is explained why it suffices to look at the rate of expected computational effort, A.) Hence, we give formulas for w A$, which we call the workload factor.
Our main results are approximate expressions for the workload factors associated with the estimators
B N ( t ) , B s ( t ) and B , ( t )
We find that the workload factors in the G/GI/s/O model primarily depend upon the parameter five-tuple (s, y, c:, c:, z ) and, moreover, that they can be expressed as scaled versions of functions of a single seal variable, which we call the canonical workload factors. In particular, for the indirect estimator, the key workload approximation formula in (9). Note that the arrival-process variability enters in via both c; and z , and that the service-time distribution enters in via both cs and z . As wit,h ( l l ) , the preferred peakedness z is the exact value, but (10) usually is a satisfactory approximation.
The approximation we propose for the workload factor of the simple estimator has the same form; just replace the two I subscripts in (12) by S . Since B N ( t ) M Bs(t), we propose approximating w ,~ by ws.
It is significant that the asymptotic variance and, thus, t,he canonical workload factors for the M / M / s model can readily be computed using p. 288 of Whitt (1992) and p. 89 of Riordan (1962) . The notion of a canonical workload curve for M/M/s/O models is supported by Figures 1 and 2 , which display the exact workload factors w ( s , y, 1,1,1) for the estimators
Bs(t) and kI(t) in the M/M/s/O model for different
values of s, assuming that p = 1. These workload factors are plotted in log scale to emphasize significant differences. Note that the workload curves for different s in each figure essentially fall on top of each other when the scaled arrival rate y = ( a -s ) / & is not too far from 0 (e.g., -2 5 y 5 2) or s is sufficiently large (e.g., s >_ 200). Hence, a workload curve for one value of s can serve as a workload curve for all values of s (not too small) for that estimator.
Note that $l(y) is small for y > 0 while $ J S (~) is small for y < 0, showing that dzfferent estimators should be strongly preferred in different regions.
For loss systems in normal loading, a reasonable rough approximation for all the workload factors is 1.
This implies that simulation run lengths should be approximately inversely proportional to the arrival rate or the system size. Clearly, larger s means that more arrivals have to be generated, but these additional arrivals evidently help with the statistical precision, SO that the asymptotic variance is inversely proportional to X as s (and thus A) get large. 
Xd?(GI/M/s/O) FZ ~ 2 oY4.;-(Z-rJ-)>2)
.
(16) Theorem 3.1 suggests that we should look at the workload factors as functions of y for ( a -s ) / & = y. When we do, we find canonical curves for all the workload factors.
OTHER APPROXIMATIONS
We also develop other approximations based on asymptotics as s ---f w with p held fixed, with either p < 1 (light loading) or p > 1 (heavy loading)] derived elsewhere. These approximations are shown in Table 1 . These formulas show that the workload factors W I and ws behave differently: w r / w s -+ CO as s -+ CO for p < 1, while w r l w s -+ 0 as s + CO for p > 1. Moreover, these formulas also serve as simple approximations. Since we already have reduced the G/GI/s/O case to the M/M/s/O case in (12) 
All four formulas in Table 1 
SIMULATION EVIDENCE
A key point underlying all our work is, the fact that the actual variance of each estimate B ( t ) is reasonably well described by &'/t, where &' is the asymptotic variance, when t is suitably large. This large sample behavior is well established in statistical experience, but we also have confirmed this directly. We give two examples here. (10) is an excellent approximation.)
We consider .s = 400, p = 1 and three values of X : X = 360, X = 400 and X = 440. The experiment consists of 2 independent runs of length 2700 for each A, deleting a portion of length 5 to allow the system to approach steady state in each case. (The run length 2700 makes the expected total number of arrivals about lo6 in each case.) The variances were estimated from 20 nonoverlapping batch means. The simulation results are displayed in Table 2 . The predictions in Table 2 based on (11) and (12) To illustrate how approximation (12) applies to M/G/s/O systems, we consider an M/G/s/O system with s = 400, p = 1 and an H i service-time distribution with c: = 9.0. Simulation results 'for 2 independent runs of length 2700 are displayed in Table 3 . Because of the more variable service times, we delete a period of length 50 in each run. (See (29) below.) Note that the blocking probabilities are well predicted by formula (11) with z = 1. The standard deviation estimates are also reasonably well predicted by (12) as well. Notice that the prefactor (c: + c:)/2 = 5 in (12) plays an important role here (12). Table 3 
THE INITIAL CONDITIONS
Since we cannot start the simulation in steady-state, the estimators necessarily have initialization bias, i.e., the expected value is not exactly B . Insight into appropriate procedures for addressing the initialization bias can be gained by considering the associated infinite-server models. In the G/GI/m model starting empty, the bias of the estimator ;l(t)
where He ( t ) is the service-time stationary-excess cdf, i.e.,
H,'(t)
where H c ( t ) = 1 -H ( t ) ; see (20) of Eick, Massey and Whitt (1993 Recall that the asymptotic variance 6: tends to be inversely proportional to A. In contrast, formula (28) implies that the asymptotic bias tends to be independent of A. Hence, the bias becomes relatively more important as system size grows.
Formulas (25) and (28) can be used to estimate the remaining bias if we eliminate an initial portion of the run of length to. Let p,(t,) be this remaining bias. Then (29) pr(to) = 1; e-udu = e-t" . 
Since e-' = 0.135 and e-' = .0067, the time-dependent mean reaches 86% and 99.3% of its steady-state value by 2 and 5 mean service times, respectively, and a corresponding part of the bias is reduced by eliminating the initial portion.
The infinite-server analysis is roughly consistent with asymptotical results as s -+ CO for the transient blocking probability in the M/M/s/O model by Mitra and Weiss (1989) . Roughly speaking, these results imply that the blocking probability at time t has reached about 90% of its steady-state value approximately at time 2 + log(s(1 -p)) p < 1 lO&/(P-1)) P > 1 (31) 1 t = { 2 + 5 log(s/2) p = 1 For s = lo3 and p = 1, the time is t z 5.1, which is about the same as the infinite-server result. This analysis suggests that the initial portion to delete is a period lasting about 5 mean service times, with the amount perhaps increasing very slowly with s. A heuristic for more variable arrival processes based on (29) for H i service times is to delete 5c2, mean service times.
For large systems, this means that most of the work can be in getting to steady state. For example, when s = lo4, the required run length in steady state can be about 1, while the required run length to reduce bias starting empty can be about 5. For such large systems, it clearly can be much better to initialize the system closer to the steady-state mean. To illustrate, we simulated several GI/M/s/O systems with s = lo4 and 1-1 = 1. We let the total run length be 1. Of course, when we start the system empty, no blocking at all is observed. When we start the system with 9980 customers and do not delete an initial portion, the statistical precision is adequate.
Unfortunately, these good results for non-empty initial conditions fail to hold if we change the servicetime distribution. The difficulty is that all customers in service at time 0 would actually not be starting their service times at that time. For a simple example, consider the G/D/s/O model with p = 1 and total run length t = 1. None of the customers initially in the system would leave prior to time 1 if they all began service at time 0. There is no difficulty with exponential service times, because the remaining service time is again exponential.
