Abstract: The state of technological systems, such as reactions in a con ned volume, are usually monitored with sensors within as well as outside the volume. To achieve the level of precision required by regulators, these data often need to be supplemented with the solution to a mathematical model of the process. The present work addresses an observed, and until now unexplained, convergence problem in the iterative solution in the application of the nite element method to boundary value problems. We use point group theory to clarify the cause of the non-convergence, and give rules for choosing the appropriate and consistent orders of approximation on the boundary and within the volume so as to avoid non-convergence.
Introduction
The state of an industrial process distributed over a volume, such as, for example, a reaction rate and/or°ow in a tank, is usually monitored for safe and economic operation through a system of measuring devices placed within and/or on the boundary of the volume. The inference of the state of the system from such measurements is the classical mathematical inverse problem. This problem, in general, has no unique solution and requires additional information, in the form of a priori properties of the solution consistent with the speci¯c physical setting. Thus, the accuracy of the solution in a particular instance is dependent on both measurements and the solution of model calculations of the physical setting. If measurements both in abundant quantity and high accuracy are available, the need for added information from a model calculation of the process is not indispensable. In many industrial process, however, the measurement environment is inimical to both measurement instrumentation and accurate results. An example of this is the monitoring of the power distribution, temperature and coolant°ow in the core of a nuclear power reactor (Makai, Temesv ¶ ari and Orechwa, 2001 ). In such systems, where not only the number of sensors is low due to cost, but also the failure probability is high, great reliance is placed on supplementing the measurements with sophisticated and highly accurate model calculations. These calculations usually involve the numerical solution of a boundary value problem.
We address the solution of the model problem, in the context of a very widely used particular case of the general class of weighted residual methods for the numerical solution of boundary value problems, namely the¯nite element method (Strang and Fix, 1973 ).The method is based on subdividing the volume of interest into smaller volumes called nodes. Each node is generally considered to be homogeneous in composition. Central to the accuracy of the method are two approximations. In the¯rst, we assume the solution on the boundary surface of the node to be expanded in a set of basis functions (f i (¹ ); i = 1; :::; N ). In the second, the solution inside the volume is expanded in another set of basis functions (F j (x); j = 1; :::; M ). Clearly the independent variable ¹ is a limit of the independent variable x.
Any iteration procedure, in principle, connects neighboring nodes through continuity and smoothness conditions. For an e±cient numerical algorithm it would therefore be desirable to have the same number of degrees of freedom (i.e. coe±cients in the expansion) on the surface of the node as within the node. In Table 1 , for the case of a square node, we compare the required number of coe±cients for di®erent orders of polynomial expansion. It is clear that there is no order of approximation which exhibits the same number of coe±cients on the surface as inside the node. The appropriate choice of order of expansion is thus not straightforward but it is important to the accuracy of the solution, because a mismatch of degrees of freedom inside and on the surface of the node is likely to lead to a loss of information in the computational step that passes from one node to the next. This has been observed, see Palmiotti et al., (1995) and Lewis et al. (1996) , in the case of calculations with a square node and¯rst order polynomials on the surface. In that analysis a convergent solution is obtained only for fourth or higher order polynomials on the inside of the node.
Similar relationships apply to other nodes as is shown in Table 2 for the case of a regular hexagon. Again there is no polynomial order where the number of coe±cients on the surface matches the number of coe±cients on the inside of the node. In addition, nite element solutions based on a hexagonal node Carrico, Lewis approximation on the surface requires at least a sixth order polynomial expansion within the node. Thus, in the case of a linear approximation on the surface, in the case of a square node a third order polynomial within the node does not lead to a convergent solution, although the number of coe±cients is greater than those on the surface. In the case of the regular hexagonal node, a convergent solution is obtained only for the sixth order polynomial expansion in the node, while both a fourth and a¯fth order polynomial have a greater number of coe±cients inside the node than on the surface. It appears that some terms of the polynomial expansion contain less information than others, and are thus super°uous in the computational algorithm. If these terms can be \¯ltered out", a more e±cient and a convergent solution should result.
For most physical problems we have a priori knowledge about the solution to a given boundary value problem in the form of smoothness and boundedness. This is brought to bear through the choice of solution space. In the following, we introduce via group theoretical principles the additional information of the particular geometric symmetry of the node. This allows the decomposition of the solution space into irreducible subspaces, and leads, for a given geometry, not only to a rule for choosing the optimum combination of polynomial expansions on the surface and in the volume, but also elucidates the subtle e®ect that the geometry of the physical system can have on the algorithm for the solution of the associated mathematical boundary problem.
The Iteration
There are several possible formulations of the iterative solution of a model problem. We choose as a framework a simple linear eigenvalue problem that is encountered in many technical areas. Let us consider the following eigenvalue problem
Let us assume that the volume V is bounded by a¯nite number of straight lines of nite length. Here A and B are linear operators with empty null spaces, x and ¹ are independent variables. We decompose V into L congruent, simply connected subvolumes or nodes, (V k ; k = 1; :::; L) each having n F straight line boundaries. We consider a subvolume as a copy of a model tile t. The solution is continuous at internal boundaries along with the normal derivative. Such problems are often traced back to a¯xed point problem, see (Marchuk and Lebedev, 1971 ).
Let us assume that the solution is known in iteration step m. Then, on the boundary of node k, we know the solution and the estimated eigenvalue ¶ , hence we have to solve the problem
where q (m) (x) is determined from the neighboring nodes exploiting continuity conditions.
We solve this problem, pass on to the next node where the boundary term is collected from the last solutions in the neighboring nodes and so on, until we arrive at the last node. After the last node, we can re-estimate the eigenvalue. This concludes iteration step m. The neighboring nodes communicate the solution without loss provided we use the same approximate spaces in every node. Thus, in the iteration the only approximation that is made is in determining the solution inside of the node from the surface term and again re-deriving the new surface term from the current solution in the node. If there were no approximations between the old surface term and the new surface term, and the problem were formulated as a simple¯xed point search, convergence would be assured. However, since we are dealing with approximations, and in particular with possible inconsistent approximations between those on the surface and within the node, great care must be taken in formulating the iteration.
Convergence Criteria
We investigate the equations governing the iteration in order to derive convergence criteria. The approximation spaces are de¯ned as follows.
De¯nition 3.1. On the surface of a node t, we use the approximation
where f i (¹ ) form an orthonormal set on @t. Here u i ; i = 1; : : : ; N are constant coe±cients which may vary from one node to another.
De¯nition 3.2.
Inside the node, we use the approximation
where F j (x); j = 1; : : : ; M are an orthonormal set on t. Here v i ; i = 1; : : : ; M are constant coe±cients which may vary from one node to another.
In our analysis, we exploit the existence of a Green's function, see Habetler and Martino, (1961) for tile t:
Subscript b in G b refers to the boundary, and V is an arbitrary volume. Equation (7) along with the subsequent equation will be used in a node, and if the nodes are congruent, we need only one Green's function. Green's function G b possesses the following properties:
e. the symmetries of A leave the Green's function invariant; (2) G b (x; ¹ ), along with its¯rst-order derivatives is continuous in (x; ¹ ) for all x; ¹ if x 6 = ¹ and x as well as ¹ does not lie on the boundary;
With the help of the Green's function, the surface term and the solution are related by
Remark 3.3. Let ¶ di®er from any eigenvalue of tile t. Then, the Green's function preserves linear dependence or linear independence. This is because if we have two°uxes associated with two sources, we get
Remark 3.4. As a consequence of the relationship between surface source q(¹ ) and°ux ©(x), the approximation on the surface and inside are not independent. For simplicity, we assume the¯rst N trial functions (F i (x); i = 1; : : : N ) are obtained from the N trial functions f i (¹ ) as:
In judging the convergence of the iteration, the relation between the boundary term and the solution is the key issue. Let us substitute expansion (6) and (5) into Eq. (9) to get an equation between the coe±cients u i and v j . The resulting equation is multiplied by F s (x) and using the orthonormality of the basis functions, we get:
The iteration depends on features of matrix T so we investigate that matrix as follows.
Proposition 3.5. Let us assume that ¶ di®ers from any eigenvalue on tile t. Then, the rank of matrix T is min(N; M ).
Proof. Since ¶ does not coincide with any eigenvalue on tile t, the homogeneous problem
has ©(x) ² 0 as the only solution in any copy of t. Consequently, if q(¹ ) = 0 in Eq. (9), we get ©(x) ² 0, and if ©(x) ² 0 we know that q(¹ ) ² 0. In the case of N > M , all the N rows of T are independent. Let us assume that this is not the case. Then, for some c j 6 = 0; 1 µ j µ M we have 
that would entail the bracket to be orthogonal to its components which is a contradiction. If M > N , then because of the linear independence of the basis f i we can not select more than N linearly independent linear combinations as in Eq. (14), but we have at least N linearly independent transforms, which completes the proof. Q.E.D.
The basic quantity derived through the iteration is the solution on the boundary, or, in the discretized form, the set of coe±cients u i . The internal approximation is only an intermediate step. According to Proposition 3.5, we may introduce several basis vectors inside volume V under consideration, their number has a limited in°uence on the iteration. There exists a very severe limitation, however. In Eq. (9), x may lie on the boundary of V , and in this case the inside solution must coincide with the boundary source term. This should hold for the approximate bases f i and F i as well. This is a trivial limitation for the approximating functions and is formulated in Proposition 3.6. Proposition 3.6. The bases f i (¹ ) and F i (x) must be such that when any F i (x) is limited to @V then it should equal an f i (¹ ). Now we can state the conditions of getting a convergent approximation. Proposition 3.7. . The iteration is convergent if and only if the rank of the iteration matrix T is not less than N , the dimension of the approximation space on the surface @V .
Proof. Assume that this is not the case. Then, there is a linear combination with c i 6 = 0; i µ N such that for at least one i
thus, the null space of T is not empty. But in that case, we can always add a vector from the nullspace and the repeated application of T would not eliminate that vector. On the other hand, let us assume that the iteration converges. Then, there is no null space of T , and there is no linear combination of N rows of matrix T that would give zero, hence the rank of T must be N , which completes the proof. Q.E.D.
We can better exploit the above observations if the solution space is decomposed into linearly independent subspaces so that our observations hold for each subspace. If in addition, the matrix of the iteration does not mix those subspaces the problem is greatly simpli¯ed. Such a splitting of the solution space is o®ered by the symmetries of the boundary value problem. Below we exploit the symmetries of problem (1). Before going into details, we lay down terminology. A boundary value problem is speci¯ed by operators A and B as well as by volume V . We will speak of problem (A; B; V ). A symmetry operator O acts on a function by the de¯nition Of 
The symmetries of (A; B; V ) form a group G, thus G is represented by operators (symmetry transformations) or coordinate transformation matrices. In the former case the group operation is a consecutive application of the operators, in the latter matrix multiplication. The orbit of a certain subset of points in V under the group G will cover the entire V . That subset is denoted by V 0 . In order to facilitate the coordinate transformation, we will need the angular variable of the polar coordinates associated with a point ¹ on the boundary, or, with a point x in V .
We show below how to derive the components in each subspace. The only di±culty arises from the possibility that the solution may have di®erent symmetry properties inside V and on the boundary @V . To exclude that, we have to introduce restrictions on operators B and A. Theorem 3.10. The symmetry group of the boundary value problem splits the solution space into jGj linearly independent subspaces.
Proof. Before the proof, we need two lemmas.
Lemma 3.11. Let the problem
be given, and the linear operators A and B be such that (1) when q ² 0 the only solution is ¿ (x) ² 0, i. e. the homogeneous problem has only the identically zero function as the solution (2) the null space of operator B is empty, i.e. if B¿ = 0 then ¿ = 0. Then, if q transforms according to the i-th irreducible representation on the boundary, the solution transforms according to the i-th irreducible representation inside V .
Proof. See (Makai and Orechwa, 1999).
Lemma 3.12. The irreducible representations of a boundary value q(¹ ) take the form (see Makai, 1996) 
where the square bracket denotes the entire part, n F the number of faces of the volume, and the function e i () takes only integer values, and furthermore, the function m i (¹ ) is not identically zero on @V 0 .
Proof. See (Makai and Orechwa, 1999) .
Proof (of Theorem 3.10). According to Lemma 3.12, the boundary condition is expressible as a linear combination of q i (¹ ); i = 1; 2; : : :, given by Eq. (17). Let ¿ i (x) be the solution of Eq. (15), with the boundary condition ¿ i (¹ ) = m i (¹ ), ¹ 2 @V 0 . Then, according to Lemma 3.11, the solution to problem (15) is decomposed as
and ¿ i (x) satis¯es Eq. (15), and is extended from x 2 @V 0 to x 2 @V by means of the e i vectors in Eq. (17). This completes the proof. Q.E.D.
We remark that because of De¯nition 3.8, an irreducible subspace is also invariant with respect to A and B. Proposition 3.13. Any solution of the boundary value problem (1-2) in a given node can be decomposed as in Eq.(18), with
where x 0 2 @V 0 is a point on the orbit of x under G.
Proof. Let us apply
. The transformed argument is on the same orbit, so x 0 remains the same. The dependent part transforms as e i , but e i is a basis vector in the regular representation of G, thus, it transforms as an irreducible representation. Thus, ¿ i (x) transforms as the i-th irreducible representation as stated.
Q.E.D.
Now we have the technique to determine the irreducible components of the boundary value and also of the solution. The next step is to apply our observations (Propositions 3.5-3.7) to each irreducible subspace separately. To this end, we classify the basis functions according to their symmetry properties. In order to sharply distinguish the basis of an irreducible subspace and the bases in the numerical approximation, we introduce a change in the notation. From now on, we refer to bases in an irreducible subspace by Greek superscript, we keep numbering the bases functions by subscript i; j; : : :. When the basis functions in a given irreducible subspace will be used, we add a Greek superscript to indicate the irreducible subspace.
De¯nition 3.14. Let the basis functions in the irreducible subspace ¬ be F 1 (x); F 2 (x); : : : inside V , and f 1 (¹ ); f 2 (¹ ); : : : on the boundary @V . In subspace ¬ , the iteration matrix is derived as in Eq. (11), but the basis functions must belong to the same irreducible subspace ¬ : 
Now we are able to formulate the counterparts of Propositions 3.5-3.7 for each subspace.
Proposition 3.15. Let F i and f j transform as e i and e j , respectively. Then, if e i and e j belong to the same subspace ¬ we have 
and the integral is independent of i.
Proof. The proposition is a special case of the Wigner-Eckart theorem, (Falicov,1996) . Q.E.D.
We remark here, that if N and M are large, i.e. when a large number of trial Table 3 Subspaces present in increasing order of polynomials in a square functions are used, several trial functions may be associated with a given e i . This case will be discussed in Section 4. The following two statements conclude the discussion. Proof. We have to repeat the proof of Proposition 3.7 for each subspace. Q.E.D.
Proposition 3.17 answers the questions addressed in Section 1. In a square shaped node the 4th order polynomial is divided among the 8 basis functions of the irreducible subspaces as shown in Table 3 . For the group theoretic calculatuions, we used GAP, see (SchÄ onert et al., 1995). As we see, the¯rst polynomial contributing to the subspace characterized by basis e 2 is of order 4. At the same time, using linear functions on the boundary, we have at least one contribution to each basis. So, this feature signi¯es the fourth order polynomial. Using the same technique, we get the explanation for why we need a sixth order polynomial inside a hexagon when linear approximation is made on the boundary, see Table 3 . The¯rst polynomial contributing to basis e 2 is of sixth order.
Error Analysis
It is well known that reasonable functions can be approximated arbitrarily accurately by polynomials ( Ralston, 1965) . Thus, the question is what do we get if we take a polynomial approximation on the surface and increase the order of the approximation for a¯xed order Table 4 Subspaces present in increasing order of polynomials in a hexagon of approximation in the volume? What do we get if we take a given order approximation on the surface and increase the order of the approximation inside the volume? Is an approximation available that provides an increasing order in every subspace? What is the impact of the applied approximations on the accuracy of the T matrix, which governs the iteration? This is the subject of the present section. In ( Walsh, 1923 ) a step function set has been de¯ned as approximating functions. Those functions have proved useful in numerical methods. The functions we are going to use on the boundary are similar to those functions, some functions actually are the same, hence we retain the name. The solution of most elliptic problems tends to be "smooth". This means that low order polynomials describe the solution fairly well. This is the basic idea behind thē nite di®erence and¯nite element methods. We investigate if the symmetry components of the solution are represented in numerical methods according to this principle. If an approximation o®ers only high order terms to describe a subspace, it must be less e±cient than another approximation providing low order terms in each subspace.
We introduce a simple derivation of the basis for the regular representation. Let ! = 2º =n F . The functions e ki = cos(k! i ); k = 0; : : : ; n F =2 and e ki = sin(k! i ), k = 1; :::; (n F =2 ¡ 1), i = 1; :::; n F form that basis. This can be seen by means of the transformation properties of these functions under rotations and re°ections. We look at these functions as step functions, having a constant value between i and i+1 and a jump at each i . We have 2n F such functions (Shipp and Wade, 1995) , we denote them by (W k ( ); k = 0; :::; 2n F ¡ 1). It is reasonable to use a local coordinate system on each side, so the surface coordinate is understood from the middle of the actual side. Proof. The proof is based on the irreducible decomposition of a polynomial according to
A given term of the polynomial may occur only in one subspace, at the same time in the Taylor expansion of q i (¹ ) in Eq.(17) the same powers of ¹ are combined with diverse Fourier components e i of , hence, the given power of ¹ may occur in di®erent subspaces. Q.E.D.
Finally, for the case when several trial functions belong to a given basis vector e i .
Lemma 4.8. Let f 1 (¹ ); : : : ; f k (¹ ) as well as F 1 (x); : : : ; F k (x) belong to basis vector e i . Then, a block of order k replaces the matrix element F ii .
Proof. According to the Wigner-Eckart theorem, the integrals of type (20) vanish unless i = j. Now all the k 2 matrix elements belong to e i , hence they all di®er from zero in the general case. Q.E.D.
Concluding Remarks
We have addressed the accuracy of the iteration used in most¯nite element codes. The main features of the iteration are that two approximations are applied. One approximates the solution on the surface of the node by some functions, then, solves the equation in V , either exactly or approximately. From the newly determined inside solution, one derives a new estimation on the node's boundary and using the continuity and smoothness of the solution, one passes on to the next node. By means of the symmetry of the boundary value problem, we have decomposed the solution space into orthogonal subspaces so that the iteration preserves the separation. The irreducible components of the boundary condition are formulated with the help of the eigenvectors of the regular representation of the problem's symmetry group. We have shown that under certain circumstances the solution of the boundary value problem inherits the symmetry properties of the value prescribed on the boundary. We have connected the non-converging iteration to singularities of the iteration matrix. To avoid that singularity, one has to use at least an nth order polynomial in a regular shape of n sides.
We have derived a basis suitable in any of the subspaces and results in a reasonable approximation. On the surface, these functions are the modi¯ed Walsh functions. We have found answers to the questions addressed in section 1:°I n a square node, we have the¯rst polynomial contributing to basis e 2 among the fourth order polynomials, this is why the third order polynomial is insu±cient.
t the same time, when we use¯rst order approximation at the four faces, we have at least one component for each basis e i . We have pointed out a relevant feature of the polynomial approximation, viz. a given power belongs to a given subspace. However, we may need low order approximation in several subspaces. This feature of the polynomial approximation may be rather unfavorable when slow variation occurs in more than one irreducible subspace.
