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Abstract
Autonomous Underwater Vehicles (AUVs) are generally relying on Forward Looking SONAR (FLS) data to detect obstacles in 
front of the vehicle. Presence of obstacle is detected based on the amplitude of the echoed signal sensed by hydrophones. But
acoustic signal loses its energy primarily due to transmission loss, absorption and scattering. Due to this, water column image of 
SONAR is of low contrast and noisy. So an effective preprocessing technique must be employed. This paper is concerned with 
denoising and contrast enhancement of the FLS image to fortify detection of obstacles. Adaptive dynamic stochastic resonance 
(SR) has been applied in wavelet domain to enhance the regions of interest (ROI), preceded by the application of Lee filtering to 
suppress speckle noise. Finally, C-Means clustering based segmentation has been adopted to extract the ROI to calculate the 
position, size and centre of gravity (CoG) of the obstacle. The proposed algorithm is validated through experimentation carried 
out on FLS images of Tritech mini king SONAR. 
© 2014 The Authors. Published by Elsevier Ltd.
Selection and peer-review under responsibility of the Organizing Committee of ICIAME 2014.
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1. Introduction
Navy often perform underwater survey of ports and harbors for security i.e. to detect intruders, presence of 
explosives (like mines), condition monitoring of ship hulls and so on. Smaller autonomous underwater vehicles are 
* Corresponding author. Tel.: +91-343-6510238
E-mail address: soma.banerjee87@gmail.com
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of ICIAME 2014.
126   Soma Banerjee et al. /  Procedia Technology  14 ( 2014 )  125 – 132 
being extensively used for this purpose. But navigation of AUV happens to be very critical because these areas too 
much cluttered with piers, pilings, docks and submerged hulls of docked ships. So, data from various sensors should 
be very accurate to prevent collision. One such sensor is forward looking SONAR which detects obstacles lying in 
front of the vehicle. But as per SONAR images they are of very low contrast and noisy. Actually in SONAR images 
the pixels intensities are set in the range of 0-255 depending upon amplitude of the reflected or echoed acoustic 
signal from a particular sector. Now intensity of the echo sensed by hydrophone is given by EchoLevel = SL-
2TL+TS, where, SL=Signal level, TL=Transmission loss and TS= Target strength. This transmission loss is sum of 
losses due to attenuation and spreading. The attenuation is a true loss of acoustic energy because acoustic energy is 
turned into heat energy and absorbed by the water. And this absorption is proportional to the range of distance 
traversed. If the intensity at range 1r is 1I and 2I at range 2r , then 2I can be expressed as
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where, n is a constant. Now applying 10 times logarithm base 10 on both side of (1), it becomes
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where, D is termed as absorption coefficient (decible/kyard). It denotes the intensity diminished in each kyard 
distance travelled. It has been found that absorption of acoustic (5-50 kHz) energy is more in sea water than pure 
water because of higher viscosity of sea water.  
Absorption of sound in sea is approximately 3 times more than pure water. And it is also true that for a constant 
range the absorption is more for smaller depth compared to higher depth. In sea water absorption coefficient 
decreases by 2% for 1000 ft increase in depth as the pressure is high in deep sea region. Depth of water near ports 
and harbors are not much, therefore, resulting high absorption and poor signal strength [1]. 
Spreading loss and scattering are also responsible for the decay of energy of echo signal. Because of the various 
losses, the net intensity sensed by hydrophone is weaker than actual intensity of echo. In a work of Modalavalasa et 
al [2] FLS images have been segmented using adaptive threshold to highlight the region of interest but as the edges 
are weaker so direct thresholding may lead to loss of features and information. This might result discontinuity in 
contour detection and misclassification of a sector grid as free of obstacle. Therefore, before segmentation, it is 
required to adopt some enhancement method. In this work, an attempt has been made to highlight the most probable 
locations of obstacles in the image by applying dynamic stochastic resonance technique. Ye et al utilized Stochastic 
Resonance(SR) on side scan SONAR data for image enhancement [3]. Gaussian white noise has been added for 
certain number of iteration. But SONAR images are often corrupted by speckle noise and addition of Gaussian noise 
produces lower signal to noise ratio due to mismatch in noise distribution. Rallabandi and Roy tackled this problem 
through shift of mean of the image to 0 followed by zero mean Gaussian noise addition [4]. In some cases speckle 
noise is added to enhance SONAR signals [5]. SONAR images are much different from camera images. Mostly, 
they are corrupted by speckle noise. No doubt, doping of multiplicative noise with SONAR image which are 
generally dominated by speckle noise itself, will enhance the image, but satisfactory denoising cannot be achieved. 
Consequently, performance of segmentation would be poor. Therefore, suppression of multiplicative noise before 
applying SR would be a better idea to improve object segmentation which is the main objective of this work. Lee 
filtering [6] has been selected to better approximate the actual signal from speckle corrupted image and it transforms 
the multiplicative model into additive one [14] which prepares the platform for Gaussian noise addition in SR. The 
novelty of this work is that stochastic resonance has been done by zero mean Gaussian noise after removal of 
speckle noise to improve the performance of enhancement and segmentation in simple and effective way.  
The whole paper has been divided in several subsections. Section II describes our proposed method followed by 
the introduction as in Section I. Section III described the results and discussion, thereafter section IV draws the 
conclusion.
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2. Proposed Method
The present work is focused on better enhancement to achieve improved segmentation. In general SR has been 
applied in presence of internal noise and it boosts up a weak input signal by the application of external noise. But for 
SONAR images, approximation of actual signal is required as they are often overwhelmed by speckle noise. So, Lee 
filtering has been chosen which blurs the homogeneous regions keeping edges unharmed. In the next step, these 
edges are enhanced using SR. Finally, the object is segmented out from the enhanced image using C-means 
clustering approach followed by the calculation of required parameters. The proposed method are detailed in the 
following section and pictorially depicted as follows:
                          
         Fig. 1 Schematic diagram of proposed method
2.1. Speckle suppression using Lee filtering[1]
A good number of filters are available for eliminating speckle. One of the most popular scheme is denoising in 
wavelet domain. But selection of appropriate threshold is difficult as reported by Wei et al [7]. Another very well 
known speckle filter is Lee filtering technique [6] which is based on minimum mean square error (MMSE) with 
edge preserving property. Each pixel in noisy image is considered in a 7x7 non-overlapping window. The central 
pixel is the pixel under consideration. The value of the pixel is calculated based on the local mean and variance of 
the current window. A low variance region denotes homogeneous region and central pixel value in the denoised 
image is set to the mean value of the local window whereas high variance region indicates presence of edge and the 
filter stops working i.e. copies the noisy pixel value at that pixel position in denoised  image. Essentially, working 
principle of Lee filter is same as Kalman filtering principle. So, during denoising the value of pixel in filtered image 
is determined by the gain factor ( j,ik ). Lee filter assumes that noise present in image is unity mean multiplicative 
noise. If the observed noisy image is z , true image is x and noise is n , then the noisy image model can be written 
as                     
        j,ij,ij,i n.xz                                                                                                                                      (4)  
      The denoised pixel value is determined by the following formula
                      )(ˆ ,,, xzkxx jijiji                                                                                                                           (5)  
Lee filter tries to minimize mean squared error between x and j,ik.xˆ and the gain factor is calculated by the 
following formula.
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where, )(xVar is the local variance and x is local mean. The coefficient of variation, nV gives the knowledge of 
ratio of standard deviation to mean i.e. 
z
zV over homogeneous areas of noisy image. Initial value of nV is set to 
mode of all local nV values calculated over 7x7 non overlapping window of the noisy image [8]. For high variance 
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region jik , is  | 1.
2.2. Feature strengthening by Dynamic Stochastic Resonance
In our proposed method SR has been applied for edge enhancement. The principle of the SR is that if optimum 
noise is added with the weak input signal it boosts the signal considerably [9] and gives better signal to noise ratio 
(SNR). If the input weak signal is tBts Zsin)(  and noise is )t(D)t(n ] , where D is the noise variance and 
)(t] is the noise, then for SR phenomena, the Langevian form of bi-stable nonlinear system can be written as  
                  )()()()( tntsxUtx c                                                                                                                (7)
and bi-stable potential
                            42 bx
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where, a and b are double well parameter. The bi-stable double well equation curve is shown in Fig. 2. Two wells 
or loops are having trap points at –xm and +xm. When noise is zero the double well system is stable and two loops 
are separated by barrier of height b
aU 4
2
 '   and xm are at position bar . In stable state, a unit mass particle 
may reside in one of the two wells and weak input signal is insufficient to force a particle to make a transition from 
one stable state or one well to another. Addition of resonant amount of noise can energize the particle to cross the 
barrier. The noise induced hopping of particle can be realized by (7).
                                      
                Fig. 2 Curve for bi-stable potential equation
So, if the input image is the low contrast, weak input signal is residing in one stable state, then noise is added to 
take it another stable state i.e. the enhanced state where the best contrast has been achieved. Eq. (7) can be written in 
Euler-Maryuma’s iterative discretized form [4] which is given as 
     )]n(Input)n(bx)n(ax[t)n(x)1n(x 3   '                                                                                                (9)  
where )n(Input = ).t(n)t(s  For very weak input signal best SNR is achieved if 202a V and b is chosen as 
27a4 3 [5]. In our method SR has been applied on coefficients generated by discrete wavelet transform (DWT) of 
the input image. DWT decompose the image into lower resolution approximation (LL), horizontal (HL), vertical 
(LH) and diagonal (HH) components. L and H denote low pass and high pass filtering respectively. The components 
e.g. LH is generated by applying low pass filtering along rows and high pass filtering along columns followed by 
down sampling of the image. The algorithm for implementation of DWT-SR is described below. The idea of initial 
parameter values is taken from the work of Rajlaxmi Chouhan et al [10, 11].
Algorithm: 
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Initialize 202. Vka  value of k depends on the image statistics, 27
a4mb
3
 , t' is sampling time. 0V set to the 
mode value of variances over homogeneous regions of the image when it is traversed by non overlapping local 
window after speckle suppression. Initial value of iteration 0)0(  x . 
Take level 1 DWT of input image.
Do
Apply ])()([)()1( 3 DWTcoeffsnbxnaxtnxnx '  on approximation coefficient (LL) and on detail 
coefficients (LH, HL, HH), )1( nx is the next iteration.
Take inverse DWT.
Calculate the difference between target mean and background mean
While (difference between target mean and background mean is increasing)
2.3. Segmentation using C-Means clustering
The image is segmented by clustering the pixels which bears some similarity. Initially clustering begins with 
random mean assignment. A pixel is included in a cluster if the Euclidean distance of the pixel and cluster mean is 
minimum within a limit. After each iteration, cluster means are recalculated. This process continues until there is no 
change in cluster means. The cluster algorithm is as follows
        Make initial guesses for the means m1, m2, ..., mk
        Until there are no changes in any mean
       Sample  x is in cluster i if || x - mi || is the minimum of all the k.
             For i from 1 to k
                     Replace mi with the mean of all of the samples for cluster i
                   End for
         End until
Initial cluster means chosen here are 0, 127 and 255. Regions clustered in 255 are chosen as the most probable 
location of obstacle region of interest. As Lee filtering technique is edge preserving, therefore, in segmented image 
small dots may remain due to sector lines of SONAR image. These can be removed by morphological operation.
2.4. Relative position and area calculation
The centre of gravity is calculated for regions of interest detected by segmentation. The CG coordinate is relative 
to the current looking axis of the AUV. So, it is simply described by x, y coordinate of image plane. Relative area is 
the area of the detected ROI with respect to the total area of the image. This gives an idea about position and size of 
obstacle for proper maneuvering of the AUV.
3. Results and Discussion
For testing and validation of the proposed method, FLS images of known object are captured at our shallow basin 
test facility in turbid aquatic environment. Known object is placed in a predefined underwater position so that the 
proposed method can be validated. Before segmentation of FLS images, the regions of interest are enhanced by 
applying different conventional method like global histogram equalization, CLAHE (clip limit=0.02, tiles= [2 2]). 
Their performances are measured in terms of distribution separation measure (DSM) [12] and Weber metric of 
contrast measurement [13] using equation (10) and (11) respectively. 
|))D(||)D((||))D(||)D((|DSM OT1
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B2 PPPP  (10)            
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where L' =( maxL + minL )/2 and L = minL and maxL , minL are maximum and minimum intensity respectively. Fig.3 
depicts the resultant images after enhancement by above mentioned methods and their corresponding DSM values 
are shown in Table 1.
(a)                              (b)                               (c)                              (d)
Fig. 3. (a) Shows the original image taken at our shallow basin, and enhanced images using (b) global histogram 
equalization, (c) adaptive histogram equalization and (d) DWT based dynamic SR approach (m=25x10-6, t' =0.01).
Table 1. DSM and Weber contrast measure values.
Metrics             Global Histogram Equalization Adaptive Histogram Equalization Dynamic DWT-SR
DSM 14 23 38
Weber Metric 0.54 0.92 1
From the Fig. 3(d) in comparison with Fig. 3(b) & 3(c) and respective DSM & Weber Metric indexes, it is 
cleared that enhancement of sonar images which are mostly low contrast noisy signal, necessitates to adopt a special 
technique like SR for the required enhancement before segmentation of underwater object as it provides better target 
to background separation. SR has been tried in different ways.
      
(a)                                   (b)                                           (c)                                           (d)
       Fig: 4. Enhanced image applying (a) SR using zero mean Gaussian noise in presence of multiplicative noise 
ZLWKPHDQȝ E65XVLQJPHDQVSHFNOHQRLVHLQSUHVHQFHRIPXOWLSOLFDWLYHQRLVHZLWKȝ F-d) proposed 
PHWKRGZKHUHFGHQRLVLQJIROORZHGE\G65XVLQJ*DXVVLDQQRLVHZLWKPHDQȝ 
Three tests have been carried out to find out the enhancement effect on the application of (i) SR using Gaussian 
QRLVHZLWKPHDQȝ RQDQLPDJHFRUUXSWHGE\PXOWLSOLFDWLYHQRLVHZLWKȝ LL65XVLQJPXOWLSOLFDWLYHQRLVHZLWK
ȝ  DQGDPXOWLSOLFDWLYH IDFWRU RIRQ WKHVDPH LPDJH LLLSURSRVHGPHWKRG%RWK)LJ D	E VKRZV WKDW
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signal is boosted significantly, but performance of denoising is not up to the mark. Speckle noises are denoised by 
Table 2. PSNR values.
Methods applied to SONAR images             PSNR
SR using zero mean Gaussian noise in presence of multiplicative noise ȝ  23.67
SR using 1 mean multiplicative noise in   presenFHRIPXOWLSOLFDWLYHQRLVHRIȝ  26.07
SR using zero mean Gaussian noise after multiplicative noise Suppression                            31.25
Lee method as shown in Fig. 4(c). The proposed method is applied on the FLS image as shown in Fig. 4(d). Then 
the application of SR using Gaussian noise with zero mean enhanced the image substantially. Corresponding change 
of peak signal-to-noise ratio (PSNR) is tabulated in Table 2. 
In this work, an attempt is taken for the segmentation of different objects from the image in three different ways–
i) direct application of C-Means clustering wothout enhancement, ii) using adaptive threholding as proposed in[10]
and iii) by proposed method i.e. C-Means clustering after enhancement. The segmentation effect on the original 
image as depicts in Fig. 5(a), region of interest is losing pixel continuity and appearing like collection of patches, 
while in reality the obstacle is continuous single object. In Fig.5(b) the segmentation result is acceptable, but still 
discontinuity is noticed. In Fig. 5(c) segmentation result is improved considerably by region strengthening.
                          
(a)                                              (b)                                                  (c)
Fig. 5. Result of segmentation using C-Means clustering (a) without applying enhancement, (b) segmentation using 
adaptive threholding, and (c) by our proposed method
Figure 5(c) shows the three walls and object completely. The yellow zone is showing the vehicle position which 
is very near to object denoted by red zone, whereas three walls are denoted by blue zone. Structural Similarity Index 
Measure (SSIM) is computed to evaluate the segmentation as tabulated in Table3. 
Table 3. SSIM values.
Segmentation Methods             SSIM
Adaptive thresholding based segmentation 0.979
C-Means clustering based segmentation after enhancement 0.993
Table 4. Relative position and area of  detected ROIs.
ROI            Relative Position :According 
to image plane (x,y)
Relative Area: (area of the 
patch/area of the image)*100
Patch detected in Fig.6 (d) (245,121) 8.11%
Patch detected in Fig.6 (h)
Patch detected in Fig.6 (h)
Patch detected in Fig.6 (h)
(233,188)
(289,21)
(326,33)
4.25%
0.06%
0.04%
The proposed method is also applied on some other images as shown in Fig. 6. Figure 6(a) & (e) show two 
original images of pipelines lying underwater and from Fig. (b) to (d) & (f) to (h), respectively, depicts the 
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sequential improvement during different stages of application. Corresponding relative position and area are 
tabulated in Table 4.
Fig. 6. (a) & (e) Original FLS images, (b) & (f) images after enhancement, (c) & (g) Result of segmentation using C-
Means clustering and  (d) & (h) are extracted regions of interest after segmentation.
4. Conclusion
This paper presented a simple and effective approach of feature enhancement, segmentation and ROI calculation 
of forward looking sonar images and also presented the usability of the adaptive dynamic SR method for 
enhancement of low contrast SONAR images. The proposed enhancement method is compared with some golden 
methods like global histogram equalization and CLAHE to establish its superiority. It was found that application of 
SR using Gaussian noise on underwater image after suppression of multiplicative noise enhanced the image quality 
significantly. Hence, improves the ease of object segmentation, of course, after some preprocessing and it is 
supported by SSIM value of clustering based segmented image and thereafter improves the accuracy in calculation 
of ROI. Comparison of direct C-mean clustering based segmentation with and without enhancement of the FLS
image once again proves the suitability of the application of the proposed method for segmentation of objects.
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