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Abstract
In this paper we will study the existence and uniqueness of the solution for the stochastic variational
inequality with oblique subgradients of the following form:
d X t + H (X t ) ∂ϕ (X t ) (dt) ∋ f (t, X t ) dt + g (t, X t ) d Bt , t > 0,
X0 = x ∈ Dom (ϕ).
Here, the mixture between the monotonicity property of the subdifferential operator ∂ϕ and the Lipschitz
property of the matrix mapping X −→ H(X) leads to stronger difficulties in comparison to the classical
case of stochastic variational inequalities. The existence result is based on a deterministic approach: a
differential system with singular input is first analyzed.
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1. Introduction
Since the early sixties, research has paid increasing attention to the study of reflected
stochastic differential equations (for short, SDE), the reflection process being approached in
different ways. Skorohod, for instance, considered the problem of reflection for processes of
diffusion into a bounded domain (see, e.g., [26]). Tanaka focused on the problem of reflecting
boundary conditions into convex sets for SDEs (see [29]). This kind of problem falls into the
spectrum of interest for many other authors, who consider that the state process is reflected by one
or two reflecting barriers (see, e.g., [6,7,15,11] and the references therein). From the perspective
of practical applications, the studies on reflected deterministic and stochastic processes have
interesting and useful applications in a variety of domains, such as control theory, game
theory, financial mathematics, image processing, heavy traffic analysis of queueing networks
and molecular dynamics (see [13,18,28,5,17,24] and the references therein). In the early stages
of research on the topic, the trajectories of the system were reflected upon the normal direction
but, in 1984, Lions and Sznitman, in the paper [14], studied for the first time the following
problem of oblique reflection in a domain:d X t + d Kt = f (t, X t ) dt + g (t, X t ) d Bt , t > 0,X0 = x, Kt =  t
0
1{Xs∈Bd(E)}γ (Xs)d↕K↕s, (1)
where, for the bounded oblique reflection γ ∈ C2 Rd, there exists a positive constant ν
such that ⟨γ (x), n(x)⟩ ≥ ν, for every x ∈ Bd(E), n(x) being the unit outward normal
vector. The quantity ↕K↕s from the above equation stands for the total variation of K on
the time interval [0, s], notation that will be presented with more detail at the beginning of
Section 2.2. By imposing an admissibility condition on the domain, the existence and uniqueness
of solution to the Skorohod problem was proved in two different cases. In the first one, the normal
reflection on domains satisfying a uniform exterior ball condition was considered. In the second
case, the study was extended to smoothly varying directions of reflection on smooth domains.
Saisho [25] (in 1987) proved that, in the situation of the normal reflection considered by Lions
and Sznitman, the admissibility condition can be weakened. Bernard and El Kharroubi [4] (in
1991) gave conditions for the existence of solutions to the Skorohod problem in an orthant
with constant directions of reflection on each face. In 1992 Constantini [8] considered the
case of a non-tangential reflection cone given as a continuous transformation of the normal
cone, a situation that permits discontinuous directions of reflection at the corners. In the same
period, Depuis and Ishi [9,10] (in 1991 and 1993, respectively) obtained important results by
assuming that the domain in which we have the oblique reflection has some additional regularity
properties.
An important milestone was reached in 1993, when Słomin´ski [27] studied the existence,
uniqueness and stability of weak and strong solutions to a multi-dimensional SDE on a domain
with a reflecting boundary. He assumed neither that the domain is an orthant nor that the driving
semimartingale must have continuous trajectories. His study was continued in the paper of
Rozkosz and Słomin´ski [23] (in 1997), with stability with respect to perturbation of coefficients
and the existence of weak solution of SDEs with reflecting boundary conditions in the situation
where the domain is convex or satisfies the quite general conditions introduced by Lions and
Sznitman. This short history of the evolution of the subject cannot omit the results from 1996 of
Ra˘s¸canu [19] (for the infinite dimensional case) and 1998 of Ce´pa [7] (for the finite dimensional
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case). They presented an existence result for the generalized Skorohod problem, governed by a
multivalued maximal monotone operator:
d X t + A (X t ) (dt) ∋ f (t, X t ) dt + g (t, X t ) d Bt ,
X0 = ξ, t ∈ [0, T ] .
The framework of Hilbert spaces considered in [19] allows, more than that of [7], the study of a
wide class of PDEs with multivalued drift.
The multivalued SDEs with subdifferential operator, also called stochastic variational
inequalities, were introduced in 1981 by Ra˘s¸canu [20] and consistent results were provided
in 1997 by Asiminoaei and Ra˘s¸canu in [1], Barbu and Ra˘s¸canu in [2] and Bensoussan and
Ra˘s¸canu in [3]. They proved the existence and uniqueness result for the case of stochastic
variational differential systems involving subdifferential operators and, furthermore, they
provided approximation and splitting-up schemes for such equations.
A different approach for solving such equations was introduced in 2011 by Ra˘s¸canu
and Rotenstein in the paper [22]. Using the Fitzpatrick function, they reduced the existence
problem for multivalued SDEs to a minimizing problem of a convex lower semicontinuous
function. The solutions of these equations are identified with the minimum points of some
suitably constructed convex lower semicontinuous functionals, defined on well chosen Banach
spaces.
As the main achievement of this paper we prove the existence and uniqueness of the solution
for the following stochastic variational inequality:
d X t + H (X t ) ∂ϕ (X t ) (dt) ∋ f (t, X t ) dt + g (t, X t ) d Bt , t > 0,
X0 = x0, (2)
where B is a standard Brownian motion defined on a complete probability space and the new
quantity H(X) that appears acts on the set of subgradients; the product H (X) ∂ϕ (X) will
be called, from now on, the set of oblique subgradients. The problem becomes challenging
due to the presence of this new term, which imposes the use of some specific approaches
because this new term preserves neither the monotonicity of the subdifferential operator
nor the Lipschitz property of the matrix involved, H(X). First, we will focus on the
deterministic case, considering a generalized Skorohod problem with oblique reflection of the
form x (t)+
 t
0
H (x (s)) dk (s) = x0 +
 t
0
f (s, x (s)) ds + m (t) , t ≥ 0,
dk (s) ∈ ∂ϕ (x (s)) (ds) ,
(3)
where the singular input m : R+ → Rd is a continuous function. The existence results are
obtained via Yosida penalization techniques. We then continue with the study of the stochastic
variational inequalities with oblique reflection.
The paper is organized as follows. Section 2 presents the notation and assumptions that will
be used throughout this article and, also, a deterministic generalized Skorohod problem with
oblique reflection is constructed. The existence and uniqueness result for this problem can also
be found here. Section 3 is dedicated to the main result of our work; more precisely, the existence
of a unique strong solution for our stochastic variational inequality with oblique subgradients is
proved. The last part of the paper groups together, under the form of an Appendix with four
subsections some useful results that are used a lot throughout this article.
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2. The generalized convex Skorohod problem with oblique subgradients
2.1. Notation; hypotheses
We first study the following deterministic generalized convex Skorohod problem with oblique
subgradients:
dx (t)+ H (x (t)) ∂ϕ (x (t)) (dt) ∋ dm (t) , t > 0,
x (0) = x0, (4)
where
ϕ : Rd → ]−∞,+∞] is a proper convex l.s.c. function (5)
and (i) x0 ∈ Dom (ϕ)
de f= {x ∈ Rd : ϕ(x) <∞},
(ii) m ∈ C

R+;Rd

, m (0) = 0. (6)
H = hi, j d×d ∈ C2b Rd;Rd×d is a matrix such that for all x ∈ Rd ,(i) hi, j (x) = h j,i (x) , for every i, j ∈ 1, d,(ii) 1
c
|u|2 ≤ ⟨H (x) u, u⟩ ≤ c |u|2 , ∀u ∈ Rd(for some c ≥ 1). (7)
Let [H (x)]−1 be the matrix inverse of H (x). Then [H (x)]−1 has the same properties (7) as
H (x). Define
b = sup
x,y∈Rd ,x≠y
|H (x)− H (y)|
|x − y| + supx,y∈Rd ,x≠y
| [H (x)]−1 − [H (y)]−1 |
|x − y| ,
where |H (x)| de f=
d
i, j=1
hi, j (x)21/2 .
Denote by ∂ϕ the subdifferential operator of ϕ:
∂ϕ (x)
de f=

xˆ ∈ Rd : xˆ, y − x + ϕ (x) ≤ ϕ (y) , for all y ∈ Rd
and define Dom(∂ϕ) = {x ∈ Rd : ∂ϕ(x) ≠ ∅}. We will use the notation (x, xˆ) ∈ ∂ϕ in order to
express that x ∈ Dom(∂ϕ) and xˆ ∈ ∂ϕ(x).
The vector defined by the quantity H (x) h, with h ∈ ∂ϕ (x), will be called in what follows
the oblique subgradient.
Remark 1. If E is a closed convex subset of Rd , then the convex indicator function
ϕ (x) = IE (x) =

0, if x ∈ E,
+∞, if x ∉ E
is a convex l.s.c. function and, for x ∈ E ,
∂ IE (x) = {xˆ ∈ Rd :

xˆ, y − x  ≤ 0,∀y ∈ E} = NE (x) ,
where NE (x) is the closed external cone normal to E at x . We have NE (x) = ∅ if x ∉ E and
NE (x) = {0} if x ∈ int (E) (we denote by int (E) the interior of the set E).
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Remark 2. A vector νx associated with x ∈ Bd (E) (we denote by Bd (E) the boundary of
the set E) is called the external direction if there exists ρ0 > 0 such that x + ρνx ∉ E for all
0 < ρ ≤ ρ0. In this case, if there exist c′ > 0 and nx ∈ NE (x) , |nx | = 1, such that ⟨nx , νx ⟩ ≥ c′,
then we have the representation
νx = M (x) nx , for all x ∈ Bd (E) ,
where the symmetric matrix
M (x) = ⟨νx , nx ⟩ Id×d − νx ⊗ nx − nx ⊗ νx + 2⟨νx , nx ⟩νx ⊗ νx . (8)
We shall name as oblique reflection directions ones of the form
νx = H (x) nx , with x ∈ Bd (E) ,
where nx ∈ NE (x).
If E = E ⊂ Rd and Ec = Rd \ E , then we define, for ε > 0,
Eε =

x ∈ E : dist x, Ec ≥ ε = {x ∈ E : B (x, ε) ⊂ E},
the ε-interior of E .
We impose the following supplementary assumptions:
(i) D = Dom(ϕ) is a closed subset of Rd ,
(ii) ∃r0 > 0, Dr0 ≠ ∅ and h0 = sup
z∈D
dist (z, Dr0) <∞,
(iii) ∃L ≥ 0 such that |ϕ (x)− ϕ (y)| ≤ L + L |x − y| for all x, y ∈ D.
(9)
For example, the condition (9)-(iii) is verified by functions ϕ : Rd → R of the following type:
ϕ (x) = ϕ1 (x)+ ϕ2 (x)+ ID (x) ,
where D is a convex set satisfying (9)-(ii), ϕ1 : Rd → R is a bounded convex function,
ϕ2 : D → R is a Lipschitz function and ID is the convex indicator of the set D.
We remark that the boundedness of D implies the condition (9)-(ii), but not conversely. For
example, D = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0} is a closed convex unbounded subset of R2, which
satisfies (9)-(ii) for r0 = 1 and h0 =
√
2.
2.2. A generalized Skorohod problem
In this section we present the notion of a solution for the generalized convex Skorohod
problem with oblique subgradients (4) and, also, we provide full proofs for its existence and
uniqueness.
Let k : [t, T ] → Rd , where 0 ≤ t ≤ T . We define ∥k∥[t,T ] de f= sup {|k (s)| : t ≤ s ≤ T }, and,
for t = 0, ∥k∥T de f= ∥k∥[0,T ]. Considering D [t, T ] the set of the partitions of the time interval
[t, T ] of the form ∆ = (t = t0 < t1 < · · · < tn = T ), let
S∆(k) =
n−1
i=0
|k(ti+1)− k(ti )|
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and ↕k↕[t,T ] de f= sup∆∈D S∆(k); if t = 0, define ↕k↕T de f= ↕k↕[0,T ]. This notation was
introduced by Pardoux and Ra˘s¸canu in [16] and used in order to suggest the total variation
on the time interval [0, T ] of the function k. In the sequel we consider the space of bounded
variation functions BV ([0, T ] ;Rd) = {k | k : [0, T ] → Rd ,↕k↕T < ∞}. Taking on the space
of continuous functions C

[0, T ] ;Rd the usual supremum norm, note the duality connection
(C([0, T ] ;Rd))∗ = {k ∈ BV ([0, T ] ;Rd) | k(0) = 0} with the duality between these spaces
given by the Riemann–Stieltjes integral (y, k) →  T0 ⟨y (t) , dk (t)⟩ . We will say that a function
k ∈ BVloc([0,+∞[;Rd) if, for every T > 0, k ∈ BV ([0, T ] ;Rd).
Definition 1. Given two functions x, k : R+ → Rd , we say that dk (t) ∈ ∂ϕ (x (t)) (dt) if:
(a) x, k : R+ → Rd are continuous,
(b) x (t) ∈ Dom (ϕ),
(c) k ∈ BVloc

[0,+∞[;Rd

, k (0) = 0,
(d)
 t
s
⟨y (r)− x(r), dk (r)⟩ +
 t
s
ϕ (x (r)) dr ≤
 t
s
ϕ (y (r)) dr
for all 0 ≤ s ≤ t ≤ T and y ∈ C

[0, T ] ;Rd

.
We state:
Definition 2. A pair of functions (x, k) is a solution of the Skorohod problem with H -oblique
subgradients (4) (and we write (x, k) ∈ SP (H∂ϕ; x0,m)) if x, k : R+ → Rd are continuous
functions and(i) x (t)+
 t
0
H (x (r)) dk (r) = x0 + m (t) , ∀t ≥ 0,
(ii) dk (r) ∈ ∂ϕ (x (r)) (dr) .
(10)
By direct calculus, from the above definitions, we obtain the following inequality, very important
for the uniqueness of the solution.
If (x, k) ∈ SP (H∂ϕ; x0,m) and (xˆ, kˆ) ∈ SP

H∂ϕ; xˆ0, mˆ

, then for all 0 ≤ s ≤ t , t
s

x (r)− xˆ (r) , dk (r)− dkˆ (r)

≥ 0. (11)
For the clarity of the presentation, some useful technical a priori estimates of the solution
(x, k) ∈ SP (H∂ϕ; x0,m) will be grouped together in Appendix A.1. We will appeal to them
often during this section. We mention here the result from the key Lemma 11, whose proof in
this new framework raises additional difficulties due to the presence together of the matrix H
and the subdifferential operator, and follows the guiding lines from Lions and Sznitman [14] and
Słomin´ski [27], as one can see in the detailed proof.
We recall the notation for the modulus of continuity of a function g : [0, T ] → Rd :
mg (ε) = sup {|g (u)− g (v)| : u, v ∈ [0, T ] , |u − v| ≤ ε} .
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Proposition 1. If (x, k) ∈ SP (H∂ϕ; x0,m), then under assumptions (5)–(7) and (9) there
exists a constant CT (∥m∥T ) = C (T, ∥m∥T , b, c, r0, h0), an increasing function with respect
to ∥m∥T , such that, for all 0 ≤ s ≤ t ≤ T ,
(a) ∥x∥T + ↕k↕T ≤ CT (∥m∥T ) ,
(b) |x (t)− x (s)| + ↕k↕t − ↕k↕s ≤ CT (∥m∥T )×

t − s +mm (t − s),
(12)
where mm represents the modulus of continuity of the continuous function m.
We remove the restriction that the function f is identically 0 and we consider the equation
written in the differential form
dx (t)+ H (x (t)) ∂ϕ (x (t)) (dt) ∋ f (t, x (t)) dt + dm (t) , t > 0,
x (0) = x0, (13)
where
(i) (t, x) −→ f (t, x) : R+ × Rd → Rd is a Carathe´odory function
(i.e. measurable w.r.t. t and continuous w.r.t. x),
(ii)
 T
0

f # (t)
2
dt <∞, where f # (t) = sup
x∈Dom(ϕ)
| f (t, x)| .
(14)
The estimates (12) hold too for a solution of Eq. (13), but, now, the constant CT (∥m∥T )
depends also on the quantity
 T
0 f
#(t)dt . We are now able to formulate the main result of this
section.
Theorem 2. Let the assumptions (5)–(7), (9) and (14) be satisfied. Then the differential
equation (13) has at least one solution in the sense of Definition 2, i.e. x, k : R+ → Rd
are continuous functions and(j) x (t)+
 t
0
H (x (r)) dk (r) = x0 +
 t
0
f (r, x (r)) dr + m (t) , ∀t ≥ 0,
(jj) dk (r) ∈ ∂ϕ (x (r)) (dr) .
(15)
Proof. We will divide the proof into two steps. First we will analyze the case of the smooth
function m and, in the sequel, we consider the situation of the singular input dm(t). For the
first step we appeal to the Moreau–Yosida regularization of a convex function and we construct
a penalized problem, whose solution converges to the solution of Eq. (13). In the next step
we approximate the continuous function m with a sequence of smooth functions mε, and we
construct once again a family of approximating equations and prove the convergence of their
solutions to a solution of Eq. (15).
Step 1. Case m ∈ C1 R+;Rd
It is sufficient to prove the existence of a solution on an interval [0, T ] which is arbitrary and
fixed. Let n ∈ N∗, with n ≥ T , be fixed, and consider ε = Tn and the extensions f (s, x) = 0
and m (s) = s ·m′ (0+) for s < 0. On the basis of the notation from Appendix A.2, we consider
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the penalized problem
xε (t) = x0, if t < 0,
xε (t)+
 t
0
H (xε (s)) dkε (s) = x0 +
 t
0

f (s − ε, πD (xε (s − ε)))+ m′ (s − ε)

ds,
t ∈ [0, T ] ,
or, equivalently,
xε (t) = x0, if t < 0,
xε (t)+
 t
0
H (xε (s))∇ϕε (xε (s)) ds = x0 +
 t−ε
−ε

f (s, πD (xε (s)))+ m′ (s)

ds,
t ∈ [0, T ] , (16)
where
kε(t) =
 t
0
∇ϕε(xε(s))ds
and πD(x) is the projection of x on the set D = Dom(ϕ) = Dom(ϕ), uniquely defined by
πD(x) ∈ D and dist (x, D) = |x − πD(x)|.
Since x −→ H (x)∇ϕε (x) : Rd → Rd is a sublinear and locally Lipschitz continuous
function and, for s ≤ t − ε,
| f (s, πD (xε (s)))| ≤ f # (s) ,
then, recursively, on the intervals [iε, (i + 1) ε] the approximating equation admits a unique
solution xε ∈ C

[0, T ] ;Rd. The regularity of the function x → |x − a|2 + ϕε(x) and the
definition of the approximating sequence {xε}ε imply that, for u0 ∈ Dom(ϕ), we have
|xε (t)− u0|2 + ϕε (xε (t))
+
 t
0
⟨H (xε (s))∇ϕε (xε (s)) , 2 [xε (s)− u0]+∇ϕε (xε (s))⟩ ds
= |x0 − u0|2 + ϕε (x0)
+
 t
0

2 [xε (s)− u0]+∇ϕε (xε (s)) , f (s − ε, πD (xε (s − ε)))
+m′ (s − ε) ds . (17)
Let consider now an arbitrary fixed pair

u0, uˆ0
 ∈ ∂ϕ. Since ∇ϕε (u0) = ∂ϕε (u0), then it is
easy to verify, from the definition of the subdifferential operator, that
|ϕε (xε)− ϕε (u0)| + ϕε (u0)− 2 |∇ϕε (u0)| |xε − u0| ≤ ϕε (xε) .
Also, since ∇ϕε(u0) ∈ ∂ϕ(Jε(u0)), where Jε(x) = x − ε∇ϕε(x), then
uˆ0 −∇ϕε(u0), u0 − (u0 − ε∇ϕε(u0))
 ≥ 0,
which yields, after short computations, |∇ϕε(u0)| ≤ |uˆ0|. Moreover,
−ε|uˆ0|2 ≤ −ε

uˆ0,∇ϕε(u0)
 = uˆ0, Jε(u0)− u0
≤ ϕ(Jε(u0))− ϕ(u0)
≤ ϕε(u0)− ϕ(u0) ≤ 0.
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Due to the inequality
ϕε(xε(t)) ≥ |ϕε(xε(t))− ϕε(u0)| + ϕ(u0)− |uˆ0|2 − 2|uˆ0 ||xε(t)− u0|,
from Eq. (17) we obtain
|xε (t)− u0|2 + |ϕε (xε (t))− ϕε (u0)|
+
 t
0
⟨H (xε (s))∇ϕε (xε (s)) , 2 [xε (s)− u0]+∇ϕε (xε (s))⟩ ds
≤ |x0 − u0|2 + ϕ (x0)− ϕ (u0)+
uˆ02 + 2 uˆ0 |xε (t)− u0|
+
 t
0

2 [xε (s)− u0]+∇ϕε (xε (s)) , f (s − ε, πD (xε (s − ε)))
+m′ (s − ε) ds. (18)
Denoting by C a generic constant independent of ε (C depends only of c and u0), taking into
consideration the hypothesis imposed on the matrix H and using standard inequalities of the
form xy ≤ kx22 + y
2
2k , with k > 0, the following estimates hold (for brevity we omit the argument
s, writing xε in the place of xε (s)):
• 1c |∇ϕε (xε)|2 ≤ ⟨H (xε)∇ϕε (xε) ,∇ϕε (xε)⟩ ,
•
⟨H (xε)∇ϕε (xε) , 2 (xε − u0)⟩ ≥ −2 |xε − u0| |H (xε)∇ϕε (xε)|
≥ −2c |xε − u0| |∇ϕε (xε)|
≥ −C sup
r≤s
|xε (r)− u0|2 − 14c |∇ϕε (xε)|
2 ,
• 2 uˆ0 |xε (t)− u0| ≤ 12 supr≤t |xε (r)− u0|2 + 2 uˆ02 ,
• 
2 (xε (s)− u0)+∇ϕε (xε (s)) , f (s − ε, πD (xε (s − ε)))+ m′ (s − ε)

≤ 1
8c
|2 (xε (s)− u0)+∇ϕε (xε)|2 + 2c
 f (s − ε, πD (xε (s − ε)))+ m′ (s − ε)2
≤ 1
4c
|∇ϕε (xε (s))|2 + 1c |xε (s)− u0|
2 + 4c

( f # (s − ε))2 + m′ (s − ε)2 ,
where we recall that f # from the last inequality is the supremum defined by (14)-(ii).
Using the above estimates, from the inequality (18) we infer
|xε (t)− u0|2 + |ϕε (xε (t))− ϕε (u0)| + 12c
 t
0
|∇ϕε (xε (r))|2 dr
≤ |x0 − u0|2 + ϕ (x0)− ϕ (u0)+ 3
uˆ02
+ 1
2
sup
θ≤t
|xε (θ)− u0|2 + 4c
 t
0

f # (r − ε)
2 + m′ (r − ε)2 dr
+C
 t
0
sup
θ≤r
|xε (θ)− u0|2 dr.
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We write the above inequality for s ∈ [0, t] and then we take the sups≤t . Hence
∥xε − u0∥2t + sup
s≤t
|ϕε (xε (s))− ϕε (u0)| +
 t
0
|∇ϕε (xε (r))|2 dr
≤ 2

|x0 − u0|2 + ϕ (x0)− ϕ (u0)+
uˆ02
+ 8c
 t
−1

f # (r)
2 + m′ (r)2 dr + C  t
0
∥xε − u0∥2r dr.
By the Gronwall inequality we have
∥xε − u0∥2t
≤ CeCt

|x0 − u0|2 + ϕ (x0)− ϕ (u0)+
uˆ02+  t
−1

( f # (r))2 + m′ (r)2 dr .
Hence, there exists a constant CT , independent of ε, such that
sup
t∈[0,T ]
|xε (t)|2 + sup
t∈[0,T ]
|ϕε (xε (t))| +
 T
0
|∇ϕε (xε (s))|2 ds ≤ CT . (19)
Since ∇ϕε (x) = 1ε (x − Jεx), then, we also obtain T
0
|xε (s)− Jε (xε (s))|2 ds ≤ εCT . (20)
From the approximating form Eq. (16), using the definition of the modulus of continuity of a
continuous function and the Cauchy–Schwarz inequality, for all 0 ≤ s ≤ t ≤ T , we have
|xε (t)− xε (s)| ≤
 t
s
H (xε (r))∇ϕε (xε (r)) dr
+  t−ε
s−ε
f (r, πD (xε (r))) dr

+ |m (t − ε)− m (s − ε)|
≤ c
 t
s
|∇ϕε (xε (r))| dr +
 t−ε
s−ε
f # (r) dr +mm (t − s)
≤ c√t − s
 t
s
|∇ϕε (xε (r))|2 dr
1/2
+√t − s
 t−ε
s−ε
( f # (r))2dr
1/2
+mm (t − s)
≤ C ′T
√
t − s +mm (t − s)

.
In fact, moreover, we have
↕xε↕[s,t] ≤
 t
s
|H (xε (r))∇ϕε (xε (r))| dr
+
 t−ε
s−ε
| f (r, πD (xε (r)))| dr +
 t−ε
s−ε
m′ (r) dr
≤ CT
√
t − s.
Hence {xε : ε ∈ (0, 1]} is a bounded and uniformly equicontinuous subset of C

[0, T ] ;Rd.
From the Ascoli–Arzela` theorem it follows that there exist εn → 0 and x ∈ C

[0, T ] ;Rd such
that
2678 A.M. Gassous et al. / Stochastic Processes and their Applications 122 (2012) 2668–2700
lim
n→∞

sup
t∈[0,T ]
xεn (t)− x (t)

= 0.
By (20), there exists h ∈ L2 0, T ;Rd such that, on a subsequence, denoted also as εn , we
have
Jεn

xεn
→ x in L2(0, T ;Rd) and a.e. in [0, T ] , as εn → 0
and
∇ϕεn

xεn

⇀ h, weakly in L2(0, T ;Rd).
Therefore, for all t ∈ [0, T ],
lim
n→∞
 t
0
H(xεn (s))∇ϕεn (xεn (s))ds =
 t
0
H(x(s))h(s)ds. (21)
The lower semicontinuity property of ϕ yields, a.e. t ∈ [0, T ] ,
ϕ (x (t)) ≤ lim inf
n→+∞ϕ

Jεn

xεn (t)
 ≤ lim inf
n→+∞ϕεn

xεn (t)
 ≤ CT .
Since ∇ϕε (xε) ∈ ∂ϕ (Jε (xε)), then for all y ∈ C

[0, T ] ;Rd , t
s
⟨∇ϕε (xε (r)) , y (r)− Jε(xε(r))⟩ dr +
 t
s
ϕ (Jε (xε (r))) dr ≤
 t
s
ϕ (y (r)) dr;
passing to lim infεn→0 we obtain t
s
⟨h (r) , y (r)− x (r)⟩ dr +
 t
s
ϕ (x (r)) dr ≤
 t
s
ϕ (y (r)) dr,
for all 0 ≤ s ≤ t ≤ T and y ∈ C [0, T ] ;Rd, that is h (r) ∈ ∂ϕ (x (r)) a.e. t ∈ [0, T ] .
Finally, taking into account (21), by passing to the limit for ε = εn → 0 in the approximating
form Eq. (16), via the Lebesgue dominated convergence theorem for the integral from the right-
hand side, we get
x (t)+
 t
0
H (x (s)) dk (s) = x0 +
 t
0
f (s, x (s)) ds + m (t) ,
where
k (t) =
 t
0
h (s) ds.
Step 2. Case m ∈ C [0, T ] ;Rd .
Let us extend again with m (s) = 0 for s ≤ 0 and define, for ε > 0,
mε (t) = 1
ε
 t
t−ε
m (s) ds = 1
ε
 ε
0
m (t + r − ε) dr.
We have
mε ∈ C1([0, T ] ;Rd), ∥mε∥T ≤ ∥m∥T and mmε (δ) ≤ mm (δ) .
Let (xε, kε) be a solution of the approximating equationxε (t)+
 t
0
H (xε (r)) dkε (r) = x0 +
 t
0
f (r, xε (r)) dr + mε (t) , t ≥ 0,
dkε (r) ∈ ∂ϕ (xε (r)) (dr) ,
A.M. Gassous et al. / Stochastic Processes and their Applications 122 (2012) 2668–2700 2679
a solution which exists according to the first step of the proof. We have
kε (t) =
 t
0
hε (s) ds, hε ∈ L2(0, T ;Rd),
and  t
s
⟨y (r)− xε (r) , dkε (r)⟩ +
 t
s
ϕ (xε (r)) dr ≤
 t
s
ϕ (y (r)) dr, (22)
for all 0 ≤ s ≤ t ≤ T and y ∈ C [0, T ] ;Rd .
From Lemma 11, with m replaced by the continuous smooth function
Mε (t) =
 t
0
f (r, xε (r)) dr + mε (t) ,
we have
∥xε∥T + ↕kε↕T ≤ CT (∥Mε∥T ) and
|xε (t)− xε (s)| + ↕kε↕t − ↕kε↕s ≤ CT (∥Mε∥T )×

µMε (t − s),
where, for δ > 0, µg(δ)
de f= δ + mg(δ) and mg is the modulus of continuity of the continuous
function g : [0, T ] → Rd (for more details see Appendix A.1). Since, for all 0 ≤ s ≤ t ≤ T,
µMε (t − s) ≤ t − s +
√
t − s
 T
0
( f # (r))2dr +mm (t − s) de f= γ (t − s) and
∥Mε∥T = mMε (T ) ≤
 T
0
f # (r) dr + ∥m∥T de f= γT ,
then there exist positive constants CT (γT ) and C˜T (γT ) such that
∥xε∥T + ↕kε↕T ≤ CT (γT ) and
mxε (t − s)+ ↕kε↕t − ↕kε↕s ≤ C˜T (γT )×

γ (t − s).
By the Ascoli–Arzela` theorem it follows that there exist εn → 0 and x, k ∈ C

[0, T ] ;Rd such
that
xεn → x and kεn → k in C([0, T ] ;Rd).
Moreover, since ↕ · ↕ : C [0, T ] ;Rd→ R is a lower semicontinuous function, then
↕k↕T ≤ lim infn→+∞↕kεn↕T ≤ CT,m .
By the Helly–Bray theorem, we can pass to the limit and we have, for all 0 ≤ s ≤ t ≤ T ,
lim
n→∞
 t
s

y(r)− xεn (r), dkεn (r)
 =  t
s
⟨y(r)− x(r), dk(r)⟩ .
Passing now to lim infn→+∞ in (22) we infer that dk (r) ∈ ∂ϕ (x (r)) (dr). Finally, taking
limn→∞ in the approximating equation we obtain that (x, k) is a solution of Eq. (15). The proof
is now complete. 
In the next step we will impose additional assumptions in order to have uniqueness of the
solution for Eq. (13).
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Proposition 3. Let the assumptions (5)–(7), (9) and (14) be satisfied. Assume also that there
exists µ ∈ L1loc (R+;R+) such that, for all x, y ∈ Rd ,
| f (t, x)− f (t, y)| ≤ µ (t) |x − y| , a.e. t ≥ 0. (23)
If m ∈ BVloc

R+;Rd

, then the generalized convex Skorohod problem with oblique
subgradients (4) admits a unique solution (x, k) in the space C(R+;Rd) × [C(R+;Rd) ∩
BVloc(R+;Rd)]. Moreover, if (x, k) and (xˆ, kˆ) are two solutions, corresponding to m and mˆ,
respectively, thenx (t)− xˆ (t) ≤ CeCV (t) x0 − xˆ0+ ↕m − mˆ↕t  , (24)
where V (t) = ↕x↕t +↕xˆ↕t +↕k↕t +↕ kˆ ↕t +
 t
0 µ (r) dr and C is a constant depending only
on b and c.
Proof. The existence was proved in Theorem 2. Let us prove the inequality (24) which clearly
yields the uniqueness.
Consider the symmetric and strict positive matrix Q (r) = [H (x (r))]−1 + H xˆ (r)−1.
Remark that
Q (r)

H

xˆ (r)

dkˆ (r)− H (x (r)) dk (r)

=

[H (x (r))]−1 − H xˆ (r)−1 H xˆ (r) dkˆ (r)+ H (x (r)) dk (r)
+ 2

dkˆ (r)− dk (r)

. (25)
Let u (r) = Q1/2 (r) x (r)− xˆ (r). Then, by the chain differentiation rule,
du (r) =

d Q1/2 (r)
 
x (r)− xˆ (r)+ Q1/2 (r) d x (r)− xˆ (r)
= α (r) dx (r)+ αˆ (r) dxˆ (r) x (r)− xˆ (r)
+ Q1/2 (r)  f (r, x (r))− f r, xˆ (r) dr + Q1/2 (r) dm (t)− dmˆ (t)
+ Q1/2 (r)

−H (x (r)) dk (r)+ H xˆ (r) dkˆ (r) ,
with α, αˆ ∈ L(R+;Rd×d), where L(R+;Rd×d) is the space of continuous linear operators from
R+ into Rd×d .
Using (25) and the assumptions on the matrix-valued functions x −→ H (x) and x −→
[H (x)]−1, we have (as signed measures on R+), for some positive constants C1,C2,C3,C
depending only on the constants c and b,
⟨u (r) , du (r)⟩ ≤ C1 |u (r)|2

d↕x↕r + d↕xˆ↕r
+ C2µ (r) |u (r)|2 dr
+C3 |u (r)| d↕m − mˆ↕r
+

x (r)− xˆ (r) , Q (r)

H

xˆ (r)

dkˆ (r)− H (x (r)) dk (r)

≤ C |u (r)| d↕m − mˆ↕r + C |u (r)|2 dV (r) ,
with V (t) = ↕x↕t +↕xˆ↕t +↕k↕t +↕kˆ↕t +
 t
0 µ (r) dr . Now, applying the inequality (46) from
Proposition 13, in Appendix A.3, we infer that, for all t ≥ 0,
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|u (t)| ≤ eCV (t) x0 − xˆ0+  t
0
CeC[V (t)−V (r)]d↕m − mˆ↕r (26)
and the inequality (24) follows. 
Using the hypothesis from the uniqueness result, we provide supplementary estimations on
the approximating sequence (xε)ε>0 defined by (16).
Proposition 4. Under the assumptions of Proposition 3 and, for m ∈ C1 R+;Rd, the solution
(xε)0<ε≤1 of the approximating equation
xε (t)+
 t
0
H (xε (s)) dkε (s) = x0 +
 t
0
f (s, πD (xε (s))) ds + m (t) , t ≥ 0,
dkε (s) = ∇ϕε (xε (s)) ds,
(27)
has the following properties:
• For all T > 0 there exists a constant CT , independent of ε, δ ∈]0, 1], such that
(j) sup
t∈[0,T ]
|xε (t)|2 + sup
t∈[0,T ]
|ϕε (xε (t))| +
 T
0
|∇ϕε (xε (s))|2 ds ≤ CT ,
(jj) ↕xε↕[s,t] ≤ CT
√
t − s, for all 0 ≤ s ≤ t ≤ T,
(jjj) ∥xε − xδ∥T ≤ CT
√
ε + δ.
• Moreover, there exist x, k ∈ C [0, T ] ;Rd and h ∈ L2 0, T ;Rd such that
lim
ε→0 kε (t) = k (t) =
 t
0
h (s) ds, for all t ∈ [0, T ] ,
lim
ε→0
∥xε − x∥T = 0
and (x, k) is the unique solution of the variational inequality with oblique subgradients (15).
Proof. The proof for the estimates (j) and (jj) follows exactly the same arguments as in the proof
of Theorem 2.
Let us prove (jjj). Like in the proof of the uniqueness result (Proposition 3), we introduce
Qε,δ (s) = [H (xε (s))]−1 + [H (xδ (s))]−1. Once again, to simplify the reading, we omit s in
the argument of xε (s) and xδ (s). Remark that
Qε,δ (s) [H (xδ)∇ϕδ (xδ)− H (xε)∇ϕε (xε)]
=

[H (xε)]−1 − [H (xδ)]−1

× [H (xδ)∇ϕδ (xδ)+ H (xε)∇ϕε (xε)]+ 2 [dkδ (s)− dkε (s)] .
Let uε,δ (s) = Q1/2ε,δ (s) (xε (s)− xδ (s)). Then, once again, by the chain differentiation rule,
we obtain
duε,δ (s) =

d Q1/2ε,δ (s)

(xε − xδ)+ Q1/2ε,δ (s) d [xε − xδ]
= αε,δ (s) dxε + βε,δ (s) dxδ (xε − xδ)
+ Q1/2ε,δ (s) [ f (s, πD (xε))− f (s, πD (xδ))] ds
+ Q1/2ε,δ (s) (s) [−H (xε)∇ϕε (xε)+ H (xδ)∇ϕδ (xδ)] ds,
2682 A.M. Gassous et al. / Stochastic Processes and their Applications 122 (2012) 2668–2700
where αε,δ , βε,δ : R+ → Rd×d are some continuous linear operators which are bounded
uniformly in ε, δ.
Therefore, for s ∈ [0, T ], from the above differential representation, we have
uε,δ (s) , duε,δ (s)
 ≤ C uε,δ (s)2 d↕xε↕s + d↕xδ↕s+ Cµ (s) uε,δ (s)2 ds
+ 2 xε − xδ, Qε,δ (s) [H (xδ)∇ϕδ (xδ)− H (xε)∇ϕε (xε)] ds
≤ C uε,δ (s)2 dV (s)+ 4 ⟨xε − xδ,∇ϕδ (xδ)−∇ϕε (xε)⟩ ds,
with V (s) = ↕xε↕s + ↕xδ↕s + ↕kε↕s + ↕kδ↕s +
 s
0 µ (r) dr ≤ CT .
Since, according to Asiminoaei and Ra˘s¸canu [1],
⟨∇ϕε(x)−∇ϕδ(y), x − y⟩ ≥ − (ε + δ) |∇ϕε(x)||∇ϕδ(y)|,
we obtain
⟨xε (r)− xδ (r) , dkδ (r)− dkε (r)⟩ = ⟨xε (r)− xδ (r) ,∇ϕ (xδ (r))−∇ϕ (xε (r))⟩ dr
≤ (ε + δ) |∇ϕ (xδ (r))| |∇ϕ (xε (r))| dr.
Consequently, we infer
uε,δ (r) , duε,δ (r)
 ≤ 4 (ε + δ) |∇ϕ (xδ (r))| |∇ϕ (xε (r))| dr + C uε,δ (r)2 dV (r) .
Using inequality (45) from Proposition 13, in Appendix A.3, we deduce that there exist some
positive constants, that will be denoted by a generic symbol C , such that
∥xε − xδ∥T ≤ C
uε,δT
≤ C√ε + δ
 T
0
|∇ϕ (xδ (r))| |∇ϕ (xε (r))| dr
1/2
≤ C√ε + δ
 T
0
|∇ϕ (xδ (r))|2 dr
1/2
+
 T
0
|∇ϕ (xε (r))|2 dr
1/2
≤ C√ε + δ.
Now, the other assertions clearly follow and the proof is complete. 
Corollary 5. If

Ω ,F ,P, {Ft }t≥0

is a stochastic basis and M a Ft -progressively measurable
stochastic process such that M· (ω) ∈ C1

R+;Rd

,P-a.s. ω ∈ Ω , then, under the assumptions
of Proposition 3, P-a.s. ω ∈ Ω , the random generalized Skorohod problem with oblique
subgradients:X t (ω)+
 t
0
H (X t (ω)) d Kt (ω) = x0 +
 t
0
f (s, Xs (ω)) ds + Mt (ω) , t ≥ 0,
d Kt (ω) ∈ ∂ϕ (X t (ω)) (dt) ,
admits a unique solution (X · (ω) , K· (ω)). Moreover X and K are Ft -progressively measurable
stochastic processes.
Proof. At this moment we have to prove that X and K are Ft -progressively measurable
stochastic processes. But this follows from Proposition 4, since the approximating form Eq. (27)
admits a unique solution (Xε, K ε), which is a progressively measurable continuous stochastic
process. 
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3. SVIs with oblique subgradients
3.1. Notation; hypotheses
In this section we introduce the stochastic variational inequalities (for short, SVIs) with
oblique subgradient and the definition of their strong and weak solutions. The proofs of the
existence and uniqueness results are given in the next subsection.
Let

Ω ,F ,P, {Ft }t≥0

be a stochastic basis and {Bt : t ≥ 0} an Rk-valued Brownian motion.
Our objective is to solve the SVI with oblique reflectionX t +
 t
0
H (X t ) d Kt = x0 +
 t
0
f (s, Xs) ds +
 t
0
g (s, Xs) d Bs, t ≥ 0,
d Kt ∈ ∂ϕ (X t ) (dt) ,
(28)
where x0 ∈ Rd and:
(i) (t, x) −→ f (t, x) : R+ × Rd → Rd and
(t, x) −→ g (t, x) : R+ × Rd → Rd×k are
Carathe´odory functions (i.e. measurable w.r.t. t and continuous w.r.t. x),
(ii)
 T
0
( f # (t))2dt +
 T
0
(g# (t))4dt <∞, (29)
with
f # (t)
de f= sup
x∈Dom(ϕ)
| f (t, x)| and g# (t) de f= sup
x∈Dom(ϕ)
|g (t, x)| .
We also add Lipschitz continuity conditions:
∃µ ∈ L1loc (R+) , ∃ℓ ∈ L2loc (R+) s.t. ∀x, y ∈ Rd , a.e. t ≥ 0,
(i) | f (t, x)− f (t, y)| ≤ µ (t) |x − y| , (30)
(ii) |g (t, x)− g (t, y)| ≤ ℓ (t) |x − y| .
Definition 3. (I) Given a stochastic basis (Ω ,F ,P, {Ft }t≥0) and an Rk-valued Ft -Brownian
motion {Bt : t ≥ 0}, a pair (X, K ) : Ω × [0,∞[ → Rd × Rd of continuous Ft -progressively
measurable stochastic processes is a strong solution of the SDE (28) if, P-a.s. ω ∈ Ω :
(i) d X t ∈ Dom (ϕ), ∀t ≥ 0, ϕ (X ·) ∈ L1loc (R+) ,
(ii) K· ∈ BVloc

[0,∞[ ;Rd

, K0 = 0,
(iii) X t +
 t
0
H (Xs) d Ks = x0 +
 t
0
f (s, Xs) ds +
 t
0
g (s, Xs) d Bs,
∀t ≥ 0,
(iv) ∀0 ≤ s ≤ t,∀y : R+ → Rd continuously: t
s
⟨y (r)− Xr , d Kr ⟩ +
 t
s
ϕ (Xr ) dr ≤
 t
s
ϕ (y (r)) dr.
(31)
That is
(X · (ω) , K· (ω)) ∈ SP (H∂ϕ; x0, M· (ω)) , P-a.s. ω ∈ Ω ,
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with
Mt =
 t
0
f (s, Xs) ds +
 t
0
g (s, Xs) d Bs .
(II) If there exists a stochastic basis (Ω ,F ,P,Ft )t≥0, an Rk-valued Ft -Brownian motion
{Bt : t ≥ 0} and a pair (X ·, K·) : Ω×R+ → Rd×Rd ofFt -progressively measurable continuous
stochastic processes such that
(X · (ω) , K· (ω)) ∈ SP (H∂ϕ; x0, M· (ω)) , P-a.s. ω ∈ Ω ,
then the collection (Ω ,F ,P,Ft , Bt , X t , Kt )t≥0 is called a weak solution of the SVI (28).
(In both cases (I) and (II) we will say that (X, K ) is a solution of the oblique reflected SVI
(28).)
3.2. Existence and uniqueness
In this section we will give an existence and uniqueness result for the solution of the stochastic
variational inequality with oblique subgradients introduced before. Theorem 6 deals with the
existence of a weak solution in the sense of Definition 3, while Theorem 7 proves the uniqueness
of a strong solution.
Theorem 6. Let the assumptions (5), (7), (9) and (29) be satisfied. Then the SVI (28) has at least
one weak solution (Ω ,F ,P,Ft , Bt , X t , Kt )t≥0 .
Proof. The proof is divided into three main steps. We construct a sequence of approximating
equations, whose unique sequence of solutions is tight in C([0, T ] ;R2d+1), which permits us to
make use of the Prohorov and Skorohod theorems. Finally, we pass to the limit in order to obtain
a weak solution for the SVI (28).
The main ideas of the proof come from Ra˘s¸canu [21]. We extend the functions f (t, x) = 0
and g (t, x) = 0, for t < 0.
Step 1. The approximating problem.
Let 0 < ε ≤ 1 and consider the approximating equation
Xnt = x0, if t < 0,
Xnt +
 t
0
H

Xnt

d K nt = x0 + Mnt , t ≥ 0,
d K nt ∈ ∂ϕ

Xnt

dt,
(32)
where
Mnt =
 t
0
f (s, πD(X
n
s−1/n))ds + n
 t
t−1/n
 s
0
g(r, πD(X
n
r−1/n))d Br

ds
=
 t
0
f (s, πD(X
n
s−1/n))ds +
 1
0
 t− 1n+ 1n u
0
g(r, πD(X
n
r−1/n))d Br

du
and πD (x) is the orthogonal projection of x on D = Dom (ϕ). Since Mn is a C1-continuous
progressively measurable stochastic process, then by Corollary 1, the approximating form
Eq. (32) has a unique solution (Xn, K n) of continuous progressively measurable stochastic
processes.
Step 2. Tightness.
Let T ≥ 0 be arbitrary fixed. We will point out the main arguments of this step.
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• From the definitions of Mnt , f #, g#, the convexity of the function h : R→ R+, h(x) = x4
and using the Cauchy–Schwarz inequality, we obtain, by standard arguments,
E

sup
0≤θ≤ε
Mnt+θ − Mnt 4

≤ 8
 t+ε
t
f # (r) dr
4
+ 8
 1
0
E sup
0≤θ≤ε
 t+θ− 1n+ 1n u
t− 1n+ 1n u
g(r, πD(X
n
r−1/n))d Br
4
du
≤ 8ε
 t+ε
t
| f # (r) |2dr
2
+ C
 1
0
 t+ε− 1n+ 1n u
t− 1n+ 1n u
|g# (r) |2dr
2
du
≤ 8ε
 t+ε
t
| f # (r) |2dr
2
+ Cε
 1
0
 t+ε− 1n+ 1n u
t− 1n+ 1n u
|g# (r) |4dr

du
≤ C ′ε × sup
 τ
s
| f # (r) |2dr
2
+
 τ
s
|g# (r) |4dr; 0 ≤ s < τ ≤ T, τ − s ≤ ε

.
Therefore, in conformity with Proposition 15 from Appendix A.4, the family of laws of
{Mn : n ≥ 1} is tight on C [0, T ] ;Rd.
• We show now that the family of laws of the random variables U n = (Xn, K n,↕K n↕)
is tight on C

[0, T ] ;Rd × C [0, T ] ;Rd × C ([0, T ] ;R) ≡ C [0, T ] ;R2d+1. From
Proposition 1 we deduceU nT ≤ CT MnT  ,
mU n (ε) ≤ CT
MnT ×ε +mMn (ε),
and, from Lemma 18, in Appendix A.4, it follows that {U n; n ∈ N∗} is tight on C0, T ;
R2d+1

.
• By the Prohorov theorem there exists a subsequence such that, as n →∞,
Xn, K n,↕K n↕, B→ (X, K , V, B) , in law
on C

[0, T ] ;R2d+1+k and, by the Skorohod theorem, we can choose a probability space
(Ω ,F ,P) and some random quadruples (X¯n, K¯ n, V¯ n, B¯n) and (X¯ , K¯ , V¯ , B¯) defined on
(Ω ,F ,P), having the same laws as (Xn, K n,↕K n↕, B) and (X, K , V, B), respectively, such
that, in C

[0, T ] ;R2d+1+k, as n →∞,
(X¯n, K¯ n, V¯ n, B¯n)
P−a.s.−−−−→ (X¯ , K¯ , V¯ , B¯).
• Remark that, by Lemma 19, given in Appendix A.4, (B¯n, {F X¯n ,K¯ n ,V¯ n ,B¯nt }), n ≥ 1, and
(B¯, {F X¯ ,K¯ ,V¯ ,B¯t }) are Rk-Brownian motions.
Step 3. Passing to the limit.
Since (Xn, K n,↕K n↕, B)→ (X¯ , K¯ , V¯ , B¯) in law, then by Proposition 16, in Appendix A.4,
we deduce that, for all 0 ≤ s ≤ t,P-a.s.,
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X¯0 = x0, K¯0 = 0, X¯ t ∈ E,
↕K¯↕t − ↕K¯↕s ≤ V¯t − V¯s and 0 = V¯0 ≤ V¯s ≤ V¯t .
(33)
Moreover, since for all 0 ≤ s < t, n ∈ N∗, t
s
ϕ

Xnr

dr ≤
 t
s
ϕ (y (r)) dr −
 t
s

y (r)− Xnr , d K nr

a.s.,
then, by Proposition 16, we infer that t
s
ϕ

X¯r

dr ≤
 t
s
ϕ (y (r)) dr −
 t
s

y (r)− X¯r , d K¯r

. (34)
Hence, on the basis of (33) and (34), we have
d K¯r ∈ ∂ϕ

X¯r

(dr) .
Using the Lebesgue theorem and, once again Lemma 19, we infer for n →∞ that
M¯n· = x0 +
 ·
0
f (s, πD(X¯
n
s−1/n))ds + n
 ·
·−1/n
 s
0
g(r, πD(X¯
n
r−1/n))d Br ,

ds
−→ M¯· = x0 +
 ·
0
f (s, X¯s)ds +
 ·
0
g(s, X¯s)d B¯s, in S0d [0, T ] ,
where S0d [0, T ] is the space of progressively measurable continuous stochastic processes defined
in Appendix A.3.
By Proposition 17, in Appendix A.4, it follows that probability law equality holds:
L X¯n, K¯ n, B¯n, M¯n = L Xn, K n, Bn, Mn on C(R+;Rd+d+k+d),
where by L(·) we mean the probability law of the random variable.
Since, for every t ≥ 0,
Xnt +
 t
0
H

Xns

d K ns − Mnt = 0, a.s.,
then, by Proposition 16, we have
X¯nt +
 t
0
H

X¯ns

d K¯ ns − M¯nt = 0, a.s..
Letting now n →∞, we obtain
X¯ t +
 t
0
H

X¯s

d K¯s − M¯t = 0, a.s.,
that is, P-a.s.,
X¯ t +
 t
0
H

X¯s

d K¯s = x0 +
 t
0
f

s, X¯s

ds +
 t
0
g

s, X¯s

d B¯s, ∀t ∈ [0, T ] .
Consequently (Ω¯ , F¯ , P¯,F B¯,X¯t , X¯ t , K¯t , B¯t )t≥0 is a weak solution of the SVI (28). The proof is
now complete. 
Denote by S0d the space of progressively measurable continuous stochastic processes X :
Ω × R+ → Rd (see, for more details, Appendix A.3). The next result proves the uniqueness in
this space.
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Theorem 7. If the assumptions (5), (7), (9), (29) and (30) are satisfied, then the SVI (28) has a
unique strong solution (X, K ) ∈ S0d × S0d .
Proof. It is sufficient to prove the pathwise uniqueness, since by Theorem 1.1, p. 149, from
Ikeda and Watanabe [12], the existence of a weak solution and the pathwise uniqueness imply
the existence of a strong solution.
Let (X, K ), (Xˆ , Kˆ ) ∈ S0d × S0d be two solutions of the SVI with oblique reflection (28).
Consider the symmetric and strict positive matrix
Qr = H−1 (Xr )+ H−1(Xˆr ).
We have that
d Q1/2r = d Nr +
k
j=1
β
( j)
r d B
( j)
r ,
where N is an Rd×d -valued P-measurable bounded variation continuous stochastic process (for
short, m.b.-v.c.s.p.), N0 = 0 and, for each j ∈ 1, k, β( j) is an Rd×d -valued P-measurable
stochastic process (for short, m.s.p.) such that
 T
0 |β( j)r |2dr <∞, a.s., for all T > 0.
Letting
Ur = Q1/2r (Xr − Xˆr ),
then, by the chain differentiation rule,
dUr =

d Q1/2r

(Xr − Xˆr )+ Q1/2r d(Xr − Xˆr )+
k
j=1
β
( j)
r (g(r, Xr )− g(r, Xˆr ))e j
= dKr + Gr d Br ,
where
dKr = (d Nr ) Q−1/2r Ur + Q1/2r

H(Xˆr )d Kˆr − H (Xr ) d Kr

+ Q1/2r

f (r, Xr )− f (r, Xˆr )

dr +
k
j=1
β
( j)
r (g(r, Xr )− g(r, Xˆr ))e j ,
Gr = Γr + Q1/2r

g(r, Xr )− g(r, Xˆr )

,
and Γr is an Rd×k matrix with the columns β(1)r (Xr − Xˆr ), . . . , β(k)r (Xr − Xˆr ).
Using the relation (25) and the properties of the matrices H and H−1, we have
Ur , Q
1/2
r

H(Xˆr )d Kˆr − H (Xr ) d Kr

=

Xr − Xˆr ,

[H (Xr )]−1 −

H(Xˆr )
−1
H(Xˆr )d Kˆr + H (Xr ) d Kr

− 2

Xr − Xˆr , d Kr − d Kˆr

≤ bc|Xr − Xˆr |2(d↕K↕r + d↕Kˆ↕r ).
Hence, there exists a positive constant C = C(b, c, r0) such that
⟨Ur , dKr ⟩ + 12 |Gr |
2 dt ≤ |Ur |2dVr ,
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where
dVr = C ×

µ (r) dr + ℓ2 (r) dr + d↕N↕r + d↕K↕r + d↕Kˆ↕r

+C
k
j=1
|β( j)r |2dr.
By Proposition 14, in Appendix A.3, it follows that
E
e−2Vs |Us |2
1+ e−2Vs |Us |2
≤ E e
−2V0 |U0|2
1+ e−2V0 |U0|2
= 0.
Consequently, from the definition of the process U ,
Q1/2s (Xs − Xˆs) = Us = 0, P-a.s., for all s ≥ 0
and, by the continuity of X and Xˆ , we conclude that, P-a.s.,
Xs = Xˆs for all s ≥ 0.
The uniqueness result is now complete. 
Acknowledgments
The authors would like to express their sincere gratitude to the anonymous referees for their
valuable comments and suggestions, which have resulted in considerable improvement of the
presentation of this article.
Appendix
For the clarity of the proofs from the main body of this article we will group in this section
some useful results that are used throughout this paper.
A.1. A priori estimates
We give four lemmas with a priori estimates of the solution (x, k) ∈ SP (H∂ϕ; x0,m).
These lemmas and also their proofs are similar to those from the monograph of Pardoux and
Ra˘s¸canu [16], but for the convenience of the reader we give here the proofs of the results in this
new framework.
Lemma 8. Let the assumptions (5)–(7) and (9) be satisfied. If (x, k) ∈ SP (H∂ϕ; x0,m), then
for all 0 ≤ s ≤ t ≤ T ,
mx (t − s) ≤

(t − s)+mm (t − s)+

mm (t − s)
↕k↕t − ↕k↕s
× exp C 1+ (t − s)+ ↕k↕t − ↕k↕s + 1 ↕k↕t − ↕k↕s , (35)
where C = C (b, c, L) > 0.
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Proof. Let 0 ≤ s ≤ t and define
h (t) =

H−1 (x (t)) [x (t)− m (t)− x (s)+ m (s)] , x (t)− m (t)− x (s)+ m (s)

.
We obtain
h (t) = 2
 t
s

H−1 (x (t)) [x (r)− m (r)− x (s)+ m (s)] , d [x (r)− m (r)
− x (s)+ m (s)]

= −2
 t
s

H−1 (x (t)) [x (r)− m (r)− x (s)+ m (s)] , H (x (r)) dk (r)

= 2
 t
s

H−1 (x (t)) [m (r)− m (s)] , H (x (r)) dk (r)

+ 2
 t
s
⟨x (s)− x (r) , dk (r)⟩
+ 2
 t
s

H−1 (x (r))− H−1 (x (t))

[x (r)− x (s)] , H (x (r)) dk (r)

.
From the definition of the solution for the Skorohod problem with H -oblique subgradients and
the condition (9)-(iii) we have t
s
⟨x (s)− x (r) , dk (r)⟩ ≤
 t
s
[ϕ (x (s))− ϕ (x (r))] dr
≤ L (t − s)+ L
 t
s
|x (s)− x (r)| dr
≤ L (t − s)+ L
2
(t − s)+ L
2
 t
s
|x (r)− x (s)|2 dr
and, by standard computations,
1
2c
|x (t)− x (s)|2 − 1
c
|m (t)− m (s)|2 ≤ h (t) .
Therefore,
|x (t)− x (s)|2 ≤ 2 m2m (t − s)+ 4c3 mm (t − s)
↕k↕t − ↕k↕s+ 6cL (t − s)
+
 t
s

2cL |x (r)− x (s)|2 dr + 4bc2 |x (r)− x (t)| |x (r)− x (s)| d↕k↕r

.
Here we continue the estimates by using
4bc2
 t
s
|x (r)− x (t)| |x (r)− x (s)| d↕k↕r
≤ 4bc2 |x (s)− x (t)|
 t
s
|x (r)− x (s)| d↕k↕r + 4bc2
 t
s
|x (r)− x (s)|2 d↕k↕r
≤ 1
2
|x (s)− x (t)|2 + 1
2

4bc2
2  t
s
|x (r)− x (s)| d↕k↕r
2
+ 4bc2
 t
s
|x (r)− x (s)|2 d↕k↕r
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and we obtain
|x (t)− x (s)|2 ≤ 4 m2m (t − s)+ 8c3 mm (t − s)
↕k↕t − ↕k↕s+ 12cL (t − s)
+ 4cL
 t
s
|x (r)− x (s)|2 dr +

16b2c4
↕k↕t − ↕k↕s+ 8bc2
×
 t
s
|x (r)− x (s)|2 d↕k↕r .
By the Stieltjes–Gronwall inequality, from this last inequality, the estimate (35) follows. 
For the next result we first remark that, if E ⊂ Rd is a closed convex set such that
∃r0 > 0, Er0 ≠ ∅ and h0 = sup
z∈E
dist

z, Er0

<∞
(and in particular if E is bounded), then for every 0 < δ ≤ r02(1+h0) , y ∈ E, yˆ = πEr0 (y) , vy =
1
1+h0

yˆ − y and for all x ∈ E ∩ B (y, δ) we have
B

x + vy, δ
 ⊂ B y + vy, r01+ h0

⊂ conv y, B yˆ, r0 ⊂ E . (36)
Lemma 9. Let the assumptions (5)–(7) and (9) be satisfied. If (x, k) ∈ SP (H∂ϕ; x0,m) , 0 ≤
s ≤ t ≤ T and
sup
r∈[s,t]
|x (r)− x (s)| ≤ 2δ0 = ρ02bc ∧ ρ0, with ρ0 =
r0
2 (1+ r0 + h0) ,
then
↕k↕t − ↕k↕s ≤
1
ρ0
|k (t)− k (s)| + 3L
ρ0
(t − s) (37)
and
|x (t)− x (s)| + ↕k↕t − ↕k↕s ≤

t − s +mm (t − s)× eCT

1+∥m∥2T

, (38)
where CT = C (b, c, r0, h0, L , T ) > 0.
Proof. Remark first that Dr0 ⊂ Dδ0 . Let α ∈ C

[0,∞[ ;Rd , ∥α∥[s,t] ≤ 1, be arbitrary.
Consider y = x (s) ∈ D, yˆ = πDr0 (y) and
vy = 11+ h0

yˆ − y .
Let z (r) = x (r)+ vy + ρ0α (r) , r ∈ [s, t]. Since |x (r)− y| ≤ 2δ0 ≤ ρ0, then
x (r)+ vy + ρ0α (r) ∈ B

x (r)+ vy, ρ0

⊂ B

y + vy, r01+ h0

⊂ D.
Remark that |z (r)− x (r)| ≤ h01+h0 + ρ0 ≤ 2 and |ϕ (z (r))− ϕ (x (r))| ≤ 3L . Therefore
ρ0
 t
s
⟨α (r) , dk (r)⟩ ≤ −
 t
s

vy, dk (r)
+  t
s
[ϕ (z (r))− ϕ (x (r))] dr
≤ − vy, k (t)− k (s)+ 3L (t − s) .
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Taking the sup∥α∥[s,t]≤1, we infer that
ρ0
↕k↕t − ↕k↕s ≤ |k (t)− k (s)| + 3L (t − s) ,
that is the estimate (37) holds.
By writing in a convenient way the quantities involved in the estimation below, using the
boundedness constant b defined in Section 2.1, and the definition of the modulus of continuity of
the function m, we also have
↕k↕t − ↕k↕s ≤
1
ρ0
|k (t)− k (s)| + 3L
ρ0
(t − s)
= 1
ρ0
 t
s

H−1 (x (r))− H−1 (x (s))

H (x (r)) dk (r)
+ 1
ρ0
H−1 (x (s))
 t
s
H (x (r)) dk (r)+ 3L
ρ0
(t − s)
≤ bc
ρ0
 t
s
|x (r)− x (s)| d↕k↕r +
c
ρ0
|−x (t)
+ x (s)+ m (t)− m (s)| + 3L
ρ0
(t − s)
≤ bc
ρ0
2δ0
↕k↕t − ↕k↕s+ c
ρ0
|x (t)− x (s)|
+ c
ρ0
mm (t − s)+ 3L
ρ0
(t − s)
≤ 1
2
↕k↕t − ↕k↕s+ c
ρ0
|x (t)− x (s)|
+ c
ρ0
mm (t − s)+ 3L
ρ0
(t − s)
and, consequently,
↕k↕t − ↕k↕s ≤
2c
ρ0
|x (t)− x (s)| + 2c
ρ0
mm (t − s)+ 6L
ρ0
(t − s)
≤ 1
b
+ 2c
ρ0
mm (t − s)+ 6L
ρ0
T
≤ C1 (1+ ∥m∥T ) , (39)
with C1 = C1 (T, b, c, ρ0, L) .
Now, plugging this estimate in (35), it clearly follows that
mx (t − s) ≤

(t − s)+mm (t − s)+

mm (t − s)

exp

C ′(1+ ∥m∥2T )

,
with C ′ = C ′ (b, c, L , r0, h0, T ). This last inequality, used in (39), yields the estimate (38) and
the proof is now complete. 
Lemma 10. Let the assumptions (5)–(7) and (9) be satisfied. Let (x, k) ∈ SP (H∂ϕ; x0,m) , 0 ≤
s ≤ t ≤ T and x (r) ∈ Dδ0 , for all r ∈ [s, t]. Then
↕k↕t − ↕k↕s ≤ L

1+ 2
δ0

(t − s)
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and
mx (t − s) ≤ CT × [(t − s)+mm (t − s)] ,
where CT = CT (b, c, r0, h0, L , T ) > 0.
Proof. Let y (r) = x (r)+ δ02 α (r), with α ∈ C

R+;Rd

, ∥α∥[s,t] ≤ 1. Then y (r) ∈ D and
δ0
2
 t
s
⟨α (r) , dk (r)⟩ =
 t
s
⟨y (r)− x (r) , dk (r)⟩
≤
 t
s
[ϕ (y (r))− ϕ (x (r))] dr
≤ L (t − s)+ L
 t
s
|y (r)− x (r)| dr
≤ L (t − s)+ L δ0
2
(t − s) .
Taking the supremum over all α such that ∥α∥[s,t] ≤ 1, we have
↕k↕t − ↕k↕s ≤

2L
δ0
+ L

(t − s)
and, by Lemma 8, the result follows. 
Define now µm (ε) = ε +mm (ε), for every ε ≥ 0.
Lemma 11. Let the assumptions (5)–(7) and (9) be satisfied and (x, k) ∈ SP (H∂ϕ; x0,m).
Then, there exists a positive constant CT (∥m∥T ) = C (x0, b, c, r0, h0, L , T, ∥m∥T ), an
increasing function with respect to ∥m∥T , such that, for all 0 ≤ s ≤ t ≤ T ,
(a) ∥x∥T + ↕k↕T ≤ CT (∥m∥T ) ,
(b) |x (t)− x (s)| + ↕k↕t − ↕k↕s ≤ CT (∥m∥T )×

µm (t − s).
(40)
Proof. We will follow the ideas of Lions and Sznitman [14] and Słomin´ski [27]. The proof is
divided into two parts. First we construct an increasing time sequence and we study the behavior
of the increments of the functions x and k on each time interval and, after this, in the second step
we obtain the global desired result.
Step 1. Define the sequence
t0 = T0 = 0
T1 = inf

t ∈ [t0, T ] : dist (x (t) , Bd(D)) ≤ δ02

,
t1 = inf {t ∈ [T1, T ] : |x (t)− x (T1)| > δ0} ,
T2 = inf

t ∈ [t1, T ] : dist (x (t) , Bd(D)) ≤ δ02

,
· · · · · · · · ·
ti = inf {t ∈ [Ti , T ] : |x (t)− x (Ti )| > δ0} ,
Ti+1 = inf

t ∈ [ti , T ] : dist (x (t) , Bd(D)) ≤ δ02

,
· · · · · · · · · .
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Clearly, we have
0 = T0 = t0 ≤ T1 < t1 ≤ T2 < · · · ≤ Ti < ti ≤ Ti+1 < ti+1 ≤ · · · ≤ T .
Define
K (t) =
 t
0
H (x(r)) dk (r) .
It follows that there exists a positive constant c˜ such that
↕K↕t ≤ c↕k↕t ≤ c˜↕K↕t .
We have:
• For ti ≤ s ≤ t ≤ Ti+1, |x (t)− x (s)| ≤ ↕K↕t − ↕K↕s + |m (t)− m (s)| .
Since for ti ≤ r ≤ Ti+1, x (r) ∈ Dδ0 then, by Lemma 10, for ti ≤ s ≤ t ≤ Ti+1,
↕k↕t − ↕k↕s ≤ L

1+ 2
δ0

(t − s)
and mx (t − s) ≤ [(t − s)+mm (t − s)]× CT .
Hence, denoting in what follows by CT (∥m∥T ) a generic constant depending on the
supremum norm of the continuous function m, we have
mx (t − s)+ ↕k↕t − ↕k↕s ≤ µm (t − s)× CT
≤ µm (t − s)× CT (∥m∥T ) .
• For Ti ≤ s ≤ t ≤ ti , by Lemma 9 we have
|x (t)− x (s)| + ↕k↕t − ↕k↕s ≤

µm (t − s)× CT (∥m∥T ) .
• For Ti ≤ s ≤ ti ≤ t ≤ Ti+1,
|x (t)− x (s)| + ↕k↕t − ↕k↕s
≤ |x (t)− x (ti )| + ↕k↕t − ↕k↕ti + |x (ti )− x (s)| + ↕k↕ti − ↕k↕s
≤ µm (t − ti )× CT +µm (ti − s)× CT (∥m∥T )
≤ µm (t − s)× CT (∥m∥T ) .
Consequently, for all i ∈ N and Ti ≤ s ≤ t ≤ Ti+1,
|x (t)− x (s)| + ↕k↕t − ↕k↕s ≤

µm (t − s)× CT (∥m∥T ) ,
where CT (∥m∥T ) = C (b, c, r0, h0, L , ∥m∥T ) is increasing with respect to ∥m∥T .
Step 2. Since µm : [0, T ] →

0,µm (T )

is a strictly increasing continuous function, then the
inverse function µ−1m :

0,µm (T )
→ [0, T ] is well defined and it is, also, a strictly increasing
continuous function. We have
δ ≤ |x (ti )− x (Ti )|
≤ µm (ti − Ti )× CT (∥m∥T )
≤ µm (Ti+1 − Ti )× CT (∥m∥T )
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and, consequently,
Ti+1 − Ti ≥ µ−1m

δ
CT (∥m∥T )
2
de f= 1
∆m
> 0.
Therefore, the bounded increasing sequence (Ti )i≥0 is finite.
Consider now j to be such that T = T j ; we have
T = T j =
j
i=1
(Ti − Ti−1) ≥ j∆m .
Let 0 ≤ s ≤ t ≤ T ; we obtain
↕k↕t − ↕k↕s =
j
i=1

↕k↕(t∧Ti )∨s − ↕k↕(t∧Ti−1)∨s

≤
j
i=1

µm

(t ∧ Ti ) ∨ s − (t ∧ Ti−1) ∨ s

× CT (∥m∥T )
≤ j ×µm (t − s)× CT (∥m∥T )
≤ T∆m

µm (t − s)× CT (∥m∥T ) .
Consequently,
↕k↕T ≤ T∆m

µm (T )× CT (∥m∥T ) ≤ C ′T (∥m∥T )
and
|x (t)| =
x0 + m (t)−  t
0
H (x (s)) dk (s)

≤ |x0| + ∥m∥t + c↕k↕t
≤ |x0| + ∥m∥T + c↕k↕T .
We conclude that there exists a positive constant CT (∥m∥T ) = C (b, c, r0, h0, L , ∥m∥T ) > 0
(increasing with respect to ∥m∥T ) such that
↕k↕T ≤ CT (∥m∥T ) and ∥x∥T ≤ |x0| + CT (∥m∥T ) ,
that is (40)-(a) holds.
By Lemma 8, for every 0 ≤ s ≤ t ≤ T ,
mx (t − s) ≤

(t − s)+mm (t − s)+

mm (t − s)CT (∥m∥T )

× CT (∥m∥T )
≤ C ′T (∥m∥T )×

µm (t − s),
and this means that (40)-(b) holds. The proof is now complete. 
A.2. Moreau–Yosida regularization of a convex function
By ∇ϕε we denote the gradient of Yosida’s regularization ϕε of the convex lower semicontin-
uous function ϕ, that is
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ϕε(x) = inf

1
2ε
|z − x |2 + ϕ(z) : z ∈ Rd

= 1
2ε
|x − Jεx |2 + ϕ(Jεx),
where Jεx = x − ε∇ϕε(x). The function ϕε : Rd → R is convex and differentiable and, for all
x, y ∈ Rd , ε > 0,
(a) ∇ϕε(x) = ∂ϕε (x) ∈ ∂ϕ(Jεx) and ϕ(Jεx) ≤ ϕε(x) ≤ ϕ(x),
(b) |∇ϕε(x)−∇ϕε(y)| ≤ 1
ε
|x − y| ,
(c) ⟨∇ϕε(x)−∇ϕε(y), x − y⟩ ≥ 0,
(d) ⟨∇ϕε(x)−∇ϕδ(y), x − y⟩ ≥ −(ε + δ) ⟨∇ϕε(x),∇ϕδ(y)⟩ .
(41)
Moreover, in the case 0 = ϕ (0) ≤ ϕ (x), for all x ∈ Rd , we have
(a) 0 = ϕε(0) ≤ ϕε(x) and Jε (0) = ∇ϕε (0) = 0,
(b)
ε
2
|∇ϕε(x)|2 ≤ ϕε(x) ≤ ⟨∇ϕε(x), x⟩ , ∀x ∈ Rd . (42)
Proposition 12. Let ϕ : Rd →] − ∞,+∞] be a proper convex l.s.c. function such that
int (Dom (ϕ)) ≠ ∅. Let u0, uˆ0 ∈ ∂ϕ, r0 ≥ 0, for which {u ∈ Rd : |u − u0| ≤ r0} ⊂ Dom(ϕ)
and consider
ϕ#u0,r0
de f= sup {ϕ (u0 + r0v) : |v| ≤ 1} .
Then, for all 0 ≤ s ≤ t and dk (t) ∈ ∂ϕ (x (t)) (dt),
r0
↕k↕t − ↕k↕s+  t
s
ϕ(x(r))dr ≤
 t
s
⟨x (r)− u0, dk (r)⟩ + (t − s) ϕ#u0,r0 , (43)
and, moreover,
r0
↕k↕t − ↕k↕s+  t
s
|ϕ(x(r))− ϕ (u0)| dr
≤
 t
s
⟨x (r)− u0, dk (r)⟩ +
 t
s

2
uˆ0 |x(r)− u0| + ϕ#u0,r0 − ϕ (u0) dr. (44)
A.3. Useful inequalities
Let now introduce the spaces that will appear in the following results.
Denote by S pd [0, T ] , p ≥ 0, the space of progressively measurable continuous stochastic
processes X : Ω × [0, T ] → Rd such that
∥X∥S pd =

E ∥X∥pT
 1
p∧1 <∞, if p > 0,
E

1 ∧ ∥X∥T

, if p = 0,
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where ∥X∥T = supt∈[0,T ] |X t |. The space (S pd [0, T ] , ∥·∥S pd ), p ≥ 1, is a Banach space and
S pd [0, T ], 0 ≤ p < 1, is a complete metric space with the metric ρ(Z1, Z2) = ∥Z1 − Z2∥S pd
(when p = 0 the metric convergence coincides with the probability convergence).
Denote by Λpd × k (0, T ) , p ∈ [0,∞[, the space of progressively measurable stochastic
processes Z : Ω ×]0, T [→ Rd × k such that
∥Z∥Λp =

E T
0
∥Zs∥2ds
 p
2
 1p∧1 , if p > 0,
E
1 ∧  T
0
∥Zs∥2ds
 1
2
 , if p = 0.
The space (Λpd×k (0, T ) , ∥·∥Λp ), p ≥ 1, is a Banach space and Λpd×k (0, T ), 0 ≤ p < 1, is a
complete metric space with the metric ρ(Z1, Z2) = ∥Z1 − Z2∥Λp .
Proposition 13. Let x ∈ BVloc

[0,∞[ ;Rd and V ∈ BVloc ([0,∞[ ;R) be continuous
functions. Let R, N : [0,∞[ → [0,∞[ be two continuous increasing functions. If
⟨x (t) , dx (t)⟩ ≤ d R (t)+ |x (t)| d N (t)+ |x (t)|2 dV (t) ,
as signed measures on [0,∞[, then for all 0 ≤ t ≤ T,
e−V x
[t,T ]
≤ 2
e−V (t)x (t)+  T
t
e−2V (s)d R (s)
1/2
+
 T
t
e−V (s)d N (s)

. (45)
If R = 0 then, for all 0 ≤ t ≤ s,
|x(s)| ≤ eV (s)−V (t)|x(t)| +
 s
t
eV (s)−V (r)d N (r). (46)
Proof. The proof can be found in the monograph Pardoux and Ra˘s¸canu [16], but for the
convenience of the reader we will sketch it here.
Let uε(r) = |x(r)|2e−2V (r) + ε, for ε > 0. We have as signed measures on [0,∞)
duε(r) = −2e−2V (r)|x(r)|2dV (r)+ 2e−2V (r) ⟨x(r), dx(r)⟩
≤ 2e−2V (r)d R(r)+ 2e−2V (r)|x(r)|d N (r)
≤ 2e−2V (r)d R(r)+ 2e−V (r)uε(r)d N (r).
If R = 0 then
d

uε(r)

= duε(r)
2
√
uε(r)
≤ e−V (r)d N (r),
and, consequently, for 0 ≤ t ≤ s, √uε(s) ≤ √uε(t) +
 s
t e
−V (r)d N (r), and this yields (46) on
passing to limit as ε→ 0.
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If R ≠ 0 we have
e−2V (s)|x(s)|2 ≤ e−2V (t)|x(t)|2 + 2
 s
t
e−2V (r)d R(r)+ 2
 s
t
e−2V (r)|x(r)|d N (r)
≤ e−2V (t)|x(t)|2 + 2
 s
t
e−2V (r)d R(r)
+ 2
e−V x
[t,T ]
 s
t
e−V (r)d N (r)
≤ |e−V (t)x(t)|2 + 2
 T
t
e−2V (r)d R(r)
+ 1
2
e−V x2
[t,T ]
+ 2
 T
t
e−V (r)d N (r)
2
.
Hence, for all t ≤ τ ≤ T ,
e−2V (τ )|x(τ )|2 ≤
e−V x2
[t,T ]
≤ 2e−2V (t)|x(t)|2 + 4
 T
t
e−2V (s)d R(s)+ 4
 T
t
e−V (s)d N (s)
2
and the result follows. 
Recall, from Pardoux and Ra˘s¸canu [16], an estimate on the local semimartingale X ∈ S0d of
the form
X t = X0 + Kt +
 t
0
Gsd Bs, t ≥ 0,P-a.s., (47)
where K ∈ S0d , K ∈ BVloc

[0,∞[ ;Rd , K0 = 0,P-a.s. and G ∈ Λ0d×k .
For p ≥ 1 define m p de f= 1 ∨ (p − 1); we have the following result.
Proposition 14. Let X ∈ S0d be a local semimartingale of the form (47). Assume that there exist
p ≥ 1 and V a P-m.b.-v.c.s.p. , V0 = 0, such that as signed measures on [0,∞[,
⟨X t , d Kt ⟩ + 12m p |G t |
2 dt ≤ |X t |2dVt , P-a.s.. (48)
Then, for all δ ≥ 0, 0 ≤ t ≤ s, we have that
EFt
e−Vs Xsp
1+ δ e−Vs Xs2p/2 ≤
e−Vt X t p
1+ δ e−Vt X t 2p/2 , P-a.s.. (49)
A.4. Tightness results
The next five results are given without proofs; you can find them in the monograph [16].
Proposition 15. Let

Xnt : t ≥ 0

, n ∈ N∗, be a family of Rd -valued continuous stochastic
processes defined on probability space (Ω ,F ,P). Suppose that, for every T ≥ 0, there exist
α = αT > 0 and b = bT ∈ C (R+) with b(0) = 0 (both independent of n) such that
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(i) lim
N→∞

sup
n∈N∗
P({|Xn0 | ≥ N })

= 0,
(ii) E

1 ∧ sup
0≤s≤ε
Xnt+s − Xnt α

≤ ε · b(ε), ∀ε > 0, n ≥ 1, t ∈ [0, T ] .
Then {Xn : n ∈ N∗} is tight in C(R+;Rd).
Proposition 16. Consider ϕ : Rd →] − ∞,+∞] an l.s.c. function. Let (X, K , V ), (Xn, K n,
V n), n ∈ N, be C [0, T ] ;Rd2 × C ([0, T ] ;R)-valued random variables such that
Xn, K n, V n
 law−−−→
n→∞ (X, K , V )
and, for all 0 ≤ s < t , and n ∈ N∗,
↕K n↕t − ↕K n↕s ≤ V nt − V ns a.s
and  t
s
ϕ

Xnr

dr ≤
 t
s

Xnr , d K
n
r

, a.s..
Then ↕K↕t − ↕K↕s ≤ Vt − Vs, a.s. and t
s
ϕ (Xr ) dr ≤
 t
s
⟨Xr , d Kr ⟩ , a.s..
Proposition 17. Let X, Xˆ ∈ S0d [0, T ] and B, Bˆ be two Rk-Brownian motions and g : R+ ×
Rd → Rd×k be a function satisfying
g (·, y) is measurable ∀y ∈ Rd , and
y → g (t, y) is continuous dt-a.e..
If
L (X, B) = L(Xˆ , Bˆ), on C(R+,Rd+k),
then
L

X, B,
 ·
0
g (s, Xs) d Bs

= L

Xˆ , Bˆ,
 ·
0
g

s, Xˆs

d Bˆs

, on C(R+,Rd+k+d).
Lemma 18. Let g : R+ → R+ be a continuous function satisfying g (0) = 0 and G :
C

R+;Rd
 → R+ be a mapping which is bounded on compact subsets of C R+;Rd. Let
Xn, Y n , n ∈ N∗, be random variables with values in C R+;Rd. If {Y n : n ∈ N∗} is tight and,
for all n ∈ N∗,
(i)
Xn0  ≤ G Y n , a.s.,
(ii) mXn (ε; [0, T ]) ≤ G

Y n

g (mY n (ε; [0, T ])) , a.s.,∀ε, T > 0,
then {Xn : n ∈ N∗} is tight.
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Lemma 19. Let B, Bn , B¯n : Ω × [0,∞[ → Rk and X, Xn , X¯n : Ω × [0,∞[ → Rd×k be
continuous stochastic processes such that:
(i) Bn is an F Bn ,Xnt -Brownian motion, for all n ≥ 1,
(ii) L(Xn, Bn) = L X¯n, B¯n on C(R+,Rd×k × Rk), for all n ≥ 1,
(iii)
 T
0
X¯ns − X¯s2 ds + supt∈[0,T ] B¯nt − B¯t  −→ 0 in probability, as n →∞, for all T > 0.
Then (B¯n, {F B¯n ,X¯nt }), n ≥ 1, and (B¯, {F B¯,X¯t }) are Brownian motions and, as n →∞,
sup
t∈[0,T ]
 t
0
X¯ns d B¯
n
s −
 t
0
X¯sd B¯s
 −→n→∞ 0 in probability.
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