Abstract--We consider a four-arm signalized intersection with vehicle-actuated control in discrete time. Vehicles arrive at each arm according to the Markovian Arrival Process. Storage space at each arm is limited. The system is studied as two-phase signal and the traffic control process is described by a matrix structure that is appropriate for numerical computation. The system is modelled as two discrete finite capacity (dams) controlled by one release mechanism. Queue length distributions are obtained.
INTRODUCTION
Traffic signals are common sights in most cities and towns. In addition to providing a regimented use of common space (an intersection) by opposing traffic, it also assists in reducing a particular class of tratfic accidents. Most research carried out by Operations Research Analysts, Statisticians and some Traffic Engineers focus on control rules (or signal settings) that provide minimum delays to users. In this light, a lot of models have been developed for estimating delays to vehicles under different control policies.
Even though one can find, in the literature, models of vehicular queues at signalized intersections since way back in the 1940's, and an abundance of literature since then, there are still very important features for this problem which have not received much attention. One of these is the correlation in the arrival of vehicles. Our interest in this paper is to study traffic queues at a vehicle-actuated signal in which traffic arrival process follows a Markovian Arrival Process (MAP). By letting the arrival process follow the MAP, we are able to capture the correlation in the arrival process. This correlation has not received as much attention as it deserves in the literature. Because in most urban centres traffic input into an intersection is usually an output from another intersection, correlation cannot be ignored. In our present model, we consider finite queue lengths at all arms of the intersection; the traffic signal is vehicle-actuated and it is considered as a two-phase plan. We obtain exact results for the joint distributions of the queue lengths at the two critical arms. *This research was supported in part by Grant No. OGP0006584 from the Natural Sciences and Engineering Research Council of Canada.
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MODEL

Arrival Parameters
Consider a vehicle-actuated signal controlled intersection shown in Figure 1 . Let the intersection control operate as a two-phase system with arm 1 and arm 2 as the critical conflicting arms. Traffic arrivals at the two arms occur in platoons. If we assume that interplatoon and intraplatoon arrivals have discrete phase type distribution and the number in platoons also have discrete phase type distributions, then the arrival processes can be modelled as Markovian Arrival Process (MAP) [9] . Let the arrival process on arm k (k --1, 2) be MAP described by two substochastic matrices Do(k) [10] [11] [12] , and see [13] for discussion on platoon arrival process.
Define Du. = Du ( 
Signal Control
Signal control is vehicle-actuated. It takes a vehicle one epoch to go through the intersection. Consider arm k. This arm k receives the green indication for a minimum of gk epochs--the minimum green. The traffic indication does not change during this period. If after the completion of the minimum green gk there is no vehicle on k and there is a request on the other arm, then arm k starts to receive the yellow indication for Yk epochs, after which the other arm starts to receive the green indication and arm k receives the red indication. If on the other hand at the end of gk arm k has some vehicles still waiting, then it receives an extension of green indication up to a maximum of g~:. After as extension of g~, the signal switches indication to the other arm in Model I; in our Model II, it only switches if there is a request on the other arm. The signal control can now be described by a set of matrices as follows.
Let C = gl + g~ + yl + g2 q-g~ + y2. C is the maximum possible length of the signal cycle when both arms are running at maximum greens.
Define a C x (gl + g~) matrix G1 such that
The matrix G1 refers to the portion of the cycle which is green to arm 1 vehicles. Of this portion, (G1)i,i+l = 1, i = 1, 2,..., gl -1 represents the minimum green period which is gl units long; (G1)i,i+l = Pl, i = gl,.-., gl + g~ -1 represents the extended green period and Pl is the probability that an extension is granted; and (G1)gl+gi,gl+l = 0~ represents the return to the extended green period if there is no request on the other arm.
Define a C x Yl matrix II1 such that Note that by setting Pl -~ P2 --01 --021 --0, we obtain a fixed-cycle signal control. We can now state the Markov Chains of the system that we want to study. For Model I, we set 01 = 0, k = 1, 2. This implies that whenever the maximum green on arm k, gk -4-gt k, is used up and there is no vehicle on the other arm, the signal indicator does not change. For Model II, on the other hand, we set 0~ = 1 and Pk = 1.
THE MARKOV CHAIN
Let Lk = maximum number of vehicles that can queue up on arm k, k = 1, 2; 1 < Lk < c¢. Consider a Markov chain on the state space {(/1, 12, j,/); 0 < 11 _< L1, 0 < 12 _< L2, 1 < j < ml x m2; 1 < 1 < C}, where Ik is the queue length on arm k, j is the stage of the arrival process of both arms and ! is the stage of the signal indication. We assume that a vehicle requires only one epoch of green indication to cross the intersection if there is no other vehicle ahead of it. The transition matrix for each model is now considered separately.
The Transition Matrix P1
The transition matrix P1 of the chain for Model I is
where the matrix P1 is of dimension (L1 + 1)(L2 + 1)mlm2C and all the block matrices B, E, Ao, A1, A2 and F are square matrices of dimensions (L2 + 1)mlm2C and 
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All the block matrices B~, E~, (i = 00, 01, 0, 1, 2, 3), A~, (v = 0, 1;j = 00, 01, 1, 2, 3), A~, (j = 1,2), are of dimensions mlm2C.
Our interest is to calculate z vector where: z=zP1 and ze=l.
Let us partition z = [zo, Zl,..., ZL1]. Our interest is to calculate z, the steady state probability vector of the Markov chain. Because this is a finite capacity queue, the system is always stable. We discuss four approaches for computing x.
Method 1
This method is the straightforward repeated application of P1 until steady state is reached; i.e., starting with z°e = 1 and applying x n+l +-znP1 until Ix n+l -xn[i < e, Vi. The convergence of this method is guaranteed from Markov chain theory. While this method is simple and straightforward, the dimension of P1 is so large that this method is not appropriate. P1 is of dimension (L1 + 1) (L2 + 1) Cml m2. Besides, because P1 is block tridiagonal, there are more efficient methods available.
Method 2
This method applies the state-reduction approach [14] . It involves working backwards from the last state of the chain, i.e., state ((L1 + 1) (L2 + 1) Cml m2) and systematically reducing the number of states. This method is definitely more efficient than Method 1.
Method 3
This method takes advantage of the tridiagonal block structure of P1 and the fact that its rows are repeating, even though shifted one block to the right. In this method, we obtain the rate matrix R which is the minimum nonnegative solution to the equation For detailed discussion of this approach, see [15] . This method has been shown to work well for most problems. However, the computational effort required for large dimension R could be quite extensive, especially when R does not have any special structure that can be exploited. This method is also more efficient than Method 1. A comparison between Method 2 and this method can be found in [16, 17] .
Method 4
Noting that P1 is block tridiagonal and also block matrices B, E, A2, A1, A0, and F are also block tridiagonal, we exploit this structure. 
NUMERICAL EXAMPLES
In what follows, we present some numerical examples to illustrate how the model can be used. EXAMPLE 1. In our first numerical example, we compare the two models. Consider an intersection with L1 = 10, L2 = 10. We let the vehicle arrivals on both arms be of Bernoulli type such that Do(l) = qt, Do(2) = q2, DI(1) = PI and D1(2) = P2. Let gl = 4, g~ : 2, Yl = 3, g2 --5, g~ = 3 and Y2 --3. We then vary Pl from 0.1 to 0.9 and P2 from 0.3 to 0.4 while adjusting both ql and q2 appropriately. The resulting queue lengths are shown in Table 1 . Using mean queue length as the performance measure, generally Model II performs better than Model I at low traffic. As traffic gets heavier, the performance of the two models is identical. EXAMPLE 2. We now work with only one model--Model II. Let L1 = 10 and L2 = 20. We let the arrival processes be represented as follows. Further, let gl = 3, g~ = 2, Yl = 2, g2 --2, g~ ~-1 and Y2 = 2. We then vary g2. Later, we fix g2 at 2 and vary g~. The results are shown in Tables 2 and 3 for the mean queue length.
By increasing the minimum green duration for one arm, we are able to reduce the mean queue length on that arm at the expense of increasing the mean queue length on the other arm. 
CONCLUSIONS
Using discrete time approach, we are able to model traffic queues at a vehicle-actuated signal and allow platooning of traffic through the use of the Markovian arrival process. The model can be used to develop optimal signal control policy at such intersections. 
