During its 13 th meeting in 1994 the Consultative Committee for Photometry and Radiometry (CCPR) decided to carry out a comparison of luminous responsivity to be organized by the BIPM. This comparison was classified as a key comparison by the 14 th CCPR in 1997 and subsequently named CCPR-K3.b.
Introduction
During the 13 th meeting of the CCPR in 1994 it was decided to carry out a comparison of luminous responsivity using V(λ)-corrected detectors. This was the first time that the CCPR decided to carry out an international comparison of a photometric quantity using only detectors as transfer standards. So far in the history of the CCPR only lamps were used to compare photometric units, except for a mixed lamp / detector comparison in 1978 which was considered a trial comparison to assess the performance of lamps and detectors as transfer standards rather than a comparison of the units themselves [1] . The purpose of the current comparison is not to identify a 'best' photometer, but to compare luminous responsivity values determined by the laboratories. The present exercise was planned to give similar information about the coherence of national luminous intensity units in parallel with another comparison (key comparison CCPR-K3.a, [2] ), prepared at the same time, using lamps as transfer devices. It was hoped that the outcome of this comparison would show whether state-of-the-art photometers could provide a quality of transfer standard for photometric units which would equal, or even surpass, that of lamps.
A working group consisting of CSIRO, NPL, OMH, PTB with the BIPM as the convenor was set up and recommended the parameters for the comparison.
The participants
The following 
The photometers
The photometers used were commercially available ones. It was decided that they should be fully filtered and thermally stabilized. After contacting the different manufacturers three photometers were chosen, one from each of the following manufacturers: LMT, PRC Krochmann and Inphora, for the rest of this document they will be referred to as LMT, PRC and IPR, respectively.
The BIPM purchased one photometer of each type prior to the start of the comparison, henceforth referred to as BIPM-1, BIPM-2 and BIPM-3, serving as a reference group (Table  2) . In a later stage four more photometers were purchased (BIPM-4 to BIPM-7). These photometers were modified to derive the BIPM detector-based luminous responsivity scale. BIPM-6 failed during the comparison. 
Protocol of the comparison
Each participant was asked to send two photometers to the BIPM, together with their calibration report including the uncertainty budget and experimental conditions. The following table lists the photometers which were sent to the BIPM. The photometers are identified by the acronym of the laboratory and a running number. The table also gives the luminous responsivity 3 of each photometer as given by the participants before and after the devices were at the BIPM. Three laboratories opted to send three photometers. The BIPM participated with its four photometers BIPM-4, BIPM-5, BIPM-6 and BIPM-7 (Table 2) All photometers were generally measured against the reference group for the first time at the BIPM only a few days after their arrival. They were all measured at least on five different days. The devices were then returned to the originating laboratories where the participants checked them for drift in responsivity. They then reported the final luminous responsivity values to the BIPM.
Measurements were originally scheduled to be made at illuminant A and at an illuminance level of approximately 50 lx or lower. Alternatively a proposal had been made to perform measurements also with an illuminance of 500 lx or higher and at a distribution temperature of 3000 K. Only a few laboratories did these supplementary measurements. When the meeting of the 14 th CCPR was advanced in date, it was decided to use the occasion to return the devices to the laboratories and because of the lack of time only measurements at illuminant A at about 40 lx were made at the BIPM.
All but one photometer showed sufficient stability during the time they were kept at the BIPM; the photometer INM-2 failed some time after arrival at the BIPM. After the first two series of measurements giving the same value it suddenly changed its responsivity twice by several percent. Visual inspection showed a fringe pattern, presumably Newton's rings, in the filter. The supposition is that the cement between the different layers in the filter failed and that the filter subsequently delaminated. Similar behavior in this type of photometers has been reported in two other cases.
Preparatory measurements
The spectral responsivities of the photometers BIPM-1, BIPM-2 and BIPM-3 were measured using an experimental arrangement with a double monochromator, described elsewhere [3, 4] . The photometric bench employed for the comparison of the photometers is described later.
Photometer mounting
One observation made at the BIPM during these preparatory measurements was that the temperature stabilization of the photometer heads may not work correctly if the devices are clamped on a metal block with too large a mass. A small layer of thermal insulation (e.g. Teflon) easily avoided this problem. Figure 1 shows the mounting used at the BIPM with the insulation indicated. This information was given to the participants prior to the start of the comparison. 
Spectral responsivity
The spectral responsivity curve was measured using a double monochromator arrangement described elsewhere [3, 4] . The three BIPM photometers forming the reference group and a reflection trap detector which had been calibrated against the BIPM cryogenic radiometer, were irradiated by a monochromator and compared with each other. The measurements were done in the following sequence: photometers A-B-C-C-B-A, taking the average of the two results for each photometer corrected for the small drift in the source radiance during a run. The relative spectral responsivity, normalized to unity at 555 nm is shown in Figure 2 , compared with the V(λ) function. All three photometers have a fairly small f 1 ' value as defined in [5] :
Partially filtered photometers with smaller f 1 ' values are available, but it was judged by the working group preparing the comparison that the uniformity of response over the entrance plane of the photometer was more important than a smaller f 1 ' value. The photometric mismatch as a function of the distribution temperature of a source F(T d ) [5] is shown in Figure 3a . It is clear from the graph that a small error in the distribution temperature during the calibration will only have a negligible influence on the results. This is especially true when looking at the ratios between two photometers (Figure 3b ). 
Influence of the last aperture in front of the photometers
Measurements were made to see if the diameter of the aperture closest to the photometer head could influence the results of the measurements. This was necessary because of the limited opening of the shutter. An iris diaphragm, effectively the one included in the shutter assembly, was placed about 20 cm from the photometers. The distance between the photometers and the lamp was 2.5 m. The diameter of the aperture was adjusted such that its shadow line was just outside the largest entrance aperture of the photometers. The ratios between the photometer signals were taken and then the diaphragm was opened further so that new ratios could be measured. This series was continued until the largest possible opening of the diaphragm was reached. Figure 4 shows the result. The ratio of the signals LMT/PRC hardly changes as a function of the diameter of the diaphragm. The only small change visible occurs when the diameter corresponds closely to the opening of the photometer. This is probably due to diffraction. The ratio IPR/PRC however, alters dramatically with the beam diameter. The steepness of the curve changes twice before reaching a constant value. This behavior can be attributed to the shape of the front end of the IPR photometer head (see Figure 5 ). A series of concentric rings precedes the defining aperture on the V(λ) filter. Scattered light from the inside of these rings changes as the illuminated area increases. For the measurements on the photometric bench a diameter of 22 mm was chosen for the last diaphragm because the effect disappears at diameters greater than this value. Shape of the front side of the photometers.
Linearity
All measurements at the BIPM were made at approximately the same illuminance level.
Anticipating that some laboratories could use different parameters we checked the linearity of the photometers with the flux addition method. A lens formed the image of a lamp on to the photometer to be tested. Close to the plane of the lens an opaque disk containing a circular hole was inserted. The opening in the disk had two crossed bars (see Figure 6 ). Behind that disk, a second one could be rotated to insert holes having the forms shown in the figure, thus allowing a subdivision of the flux transmitted through the disk. Different combinations then allowed a check of the linearity.
Disc with apertures
Lamp Shutter Photometer Lens Measurements were done with different sources and different focal lengths of the lens up to an illuminance level of about 2000 lx. No deviation from linearity was detected within the uncertainty of the measurements for all photometers. The measurements for the comparison at the BIPM were made at an illuminance level of about 40 lx.
Sensitivity to alignment
The influence of an inclination of the photometers with respect to the optical axis was studied by introducing such an inclination purposely and recording the difference found in the ratio between the different photometers, with and without inclination. It was found that with a source-detector distance of 2.5 m an inclination of about 5° resulted in a change of the measured ratio from 0.2 % to 0.4 %, depending on the photometer type. We estimated an uncertainty of 0.3° in the orientation of the photometers during our measurements resulting in a contribution of 0.03 % to the overall uncertainty.
Measurements for the Comparison

Alignment procedures
Lamp position
The lamps used were Osram Wi 41 G type lamps, adjusted to a distribution temperature of 2856 K ± 15 K. According to the results shown in Figure 3b , the uncertainty in the distribution temperature has only a negligible influence on the results. The lamp was positioned reproducibly using the following technique ( Figure 7 ):
Method of lamp alignment.
The lamp filament was oriented vertically by visual comparison of the filament inclination with a plumb-line. The height of the filament was adjusted by altering its position until the middle of the filament coincided with a marker on the plumb-line. The lamp was then displaced along the axis of the photometric bench until the filament, the plumb-line and a vertical line on a wall in the laboratory, about 1.5 m away from the lamp, aligned. Finally the lamp was lit and the lamp holder rotated until the weak shadow of the filament became sharpest, indicating alignment of the filament perpendicular to the optical axis.
Distance
Three photometers were mounted at the same time on a translation stage which allowed displacement perpendicular to the optical axis 4 . This stage itself was mounted on a sliding table which could be manually displaced along the photometric bench in the direction of the optical axis. The furthermost part of the sliding-table was positioned at the point normally occupied by the lamp by placing it in line with the plumb-line and the vertical line on the wall, in a manner similar to that used for alignment of the lamp filament. A ruler on the photometric bench was then read using a microscope attached to the table. The table was then displaced by 2.5 m. A laser diode, adjusted to be vertical using the reflection of its beam from a water surface, was used to 'pinpoint' this position (Figure 8, position A) . We estimate the uncertainty in the distance from this procedure to be 0.3 mm. Alignment of the distance of the defining aperture.
The table was then moved again until one of the photometer front surfaces just touched the vertical laser beam indicating that the photometer surface was then 2.5 m from the lamp's filament. The final alignment for the limiting apertures was done relative to this position using small sliding tables fitted with micrometer screws (Figure 8 , position B).
Photometer alignment
A beam splitting cube could be inserted in the optical path of the photometric bench. A laser beam reflected off the cube was then aligned parallel to the optical axis of the photometric bench ( Figure 9 ). Photometer alignment.
The principal reflection from the cube determined the photometer position, while the secondary reflection from the side of the cube defined the lamp position. The cube was aligned once such that the beam hit the filament of the lamp, the latter having been mounted in the standard way to define the optical axis (paragraph 6.1.1).
The photometers were centered with respect to the beam and the first back reflection from the photometer head was used to align the heads perpendicular to the beam. The diaphragm closest to the photometers was the one in the shutter, which was opened to about 22 mm diameter and placed approximately 20 cm from the photometers. A series of baffles was used to minimize stray light. The choice of the diameter of the last diaphragm and its distance was made on the basis of the results of the preparatory measurements (paragraph 5.3).
Comparison measurements
Three photometers could be mounted at the same time on the translation stage. Two of the three photometers in each run were from the BIPM reference group, the third one being one of the photometers from a participant. At least half an hour was allowed for thermal stabilization after the photometer had been connected to the power supply. The photometers were optically aligned using the technique described above.
A measurement cycle consisted of five back and forth displacements of the translation stage, placing the different photometers in turn on the axis of the bench. Measurements were taken at each position, back and forth. This cycle was repeated five times before another photometer was mounted on the table. Each participant's photometer was measured at least five times on different days. Data were processed off-line.
Data analysis
As there were always two of the BIPM photometers on the bench together with one photometer from a participant, the ratio between the BIPM photometers can be used to check the stability of the reference group comprising the three BIPM photometers. Supplementary checks were done regularly by mounting all three BIPM photometers on the comparison bench and comparing them. Figures 10a and 10b show the ratios of the photometers of the reference group over four months. Although some structure is present, the relative standard uncertainties of the ratios monitored are relatively small. This relatively small spread for filtered detectors is smaller than the uncertainties of the scales to be compared. The fact that the ratios of the responsivities of photometers of different type are stable indicates that the individual photometers are stable, as it can be assumed that different types would not exhibit similar fluctuations in their responsivity. The contribution to the relative standard uncertainty of the comparison was estimated as 0.08 % (see Table 5 ).
To derive the differences between the participants' luminous responsivity units, all LMT and IPR photometers were normalized with respect to BIPM-1 (PRC type). The PRC photometers were normalized with respect to BIPM-2 (LMT type) and the BIPM-2 / BIPM-1 ratio was used to calculate the results of the comparison. This procedure was adopted owing to the much larger size of the PRC photometer heads and because it avoided continual remounting of the mechanical parts on the photometric bench each time a measurement was made. The influence of the amplifier gains was studied by inverting the amplifier connections. It was found that the effect was within the repeatability of the results (< 2 parts in 10 4 ), so that it was not taken into account in the calculation.
To compare the photometer calibrations the following calculation was made: 
Results
The CCPR working group on key comparisons decided how the key comparison reference value (KCRV) should be calculated and its decision was approved by the 15 th CCPR. The key comparison reference value should be calculated as the weighted mean with the inverse square of the uncertainties as weight. It was considered that some of the uncertainties stated were possibly too small and that therefore a 'cut-off' value for the uncertainties should be used, which was fixed to be 0.2 %. The cut-off was only to be used in the calculation of the reference value but the originally given uncertainties by the laboratories should be used in the tables and graphs. Laboratories concerned by this rule are marked with an '*' in Table 4 and in Figure 11 . The KRISS declared that they had identified a problem with their reference photometer and the working group decided to exclude the KRISS from the calculation of the reference value.
For each laboratory the results obtained for the different photometers were first averaged, then with the exception of the KRISS result, the weighted mean value of these averages for all laboratories was calculated using the inverse square of the uncertainties as a weight after the application of a cut-off of 0.2 % as the minimum uncertainty. Both the 'before' and 'after' values were used for the calculation of this key comparison reference value, except for the BNM/INM value because of the failure of the second photometer during the measurements at the BIPM. The percentage difference of the mean of each laboratory from the key comparison reference value is shown in Figure 11 and in Table 4 . Also indicated in the figure is the uncertainty of the reference value of 0.06 % which is calculated as the standard uncertainty u 0 of the weighted mean using the formula In Figure 12 the percentage difference for each individual photometer before and after the BIPM measurements is plotted against the same reference value as in Figure 11 . As some laboratories sent three photometers, their results would have entered with a greater weight than those with only two photometers if the weighted mean of the comparison had been taken from the individual photometer data as opposed to the mean per laboratory. For clarity in Figure 12 the uncertainties are indicated only for the 'before' values.
There have been several corrections of data during the draft stage. The corrections of clerical errors and of misinterpretations of some of the reported laboratory results by the pilot after Draft A are listed and explained in Appendix 1. There were requests from CSIC/IFA and OFMET to correct their data after Draft A due to technical reasons. These revised data were not accepted for the Final Report but are shown in Appendix 2 for information. Only minor corrections as below requested by HUT and NPL were accepted.
The HUT has observed a drift in one of its photometers over a period of more than one year. The data measured at the BIPM agree with this observed drift. Consequently the HUT asked to correct the 'before' and 'after' values for this photometer by -0.17 % and +0.21 %, respectively, resulting in a change of the HUT value by only 0.02 %.
NPL has corrected an error it made in calculating the stated uncertainty of the mean value reported in Draft A. The standard uncertainty value was corrected from 0.25 % to 0.18 % in Draft B and the Final Report. Table 4 : Percentage difference from the key comparison reference value (weighted mean with cut-off of 0.2 %) for the different participants. The uncertainties are those given by the laboratories. The uncertainties of the laboratories marked with an * are below the cut-off of 0.2 % and were replaced by 0.2 % in calculating their weights. The KRISS result was not used in the calculation of the weighted mean since its result was considered to be an outlier. The result BIPM (L85) was obtained by calibrating the BIPM photometers against the luminous intensity lamps maintaining the mean value of the 1985 comparison of lum. intensity.
It can be seen from Figure 11 that the overall spread is probably somewhat higher than could have been hoped for, but that most laboratories do agree well with the reference value. Twelve laboratories agree with the reference value within 2σ. The reference value agrees well with the mean value from the 1985 international comparison of luminous intensity using lamps as it is maintained in the form of a group of lamps at the BIPM (see entry BIPM (L85) in Table 4 ). The standard deviation of the participants' results (without KRISS) is 0.47 % and thus similar to the standard deviation observed in the comparison CCPR-K3.a made with lamps. CSIC1  CSIC2  CSIRO1  CSIRO2  CSIRO3  HUT1  HUT2  IRL1  IRL2  KRISS1  KRISS2  KRISS3  NIM1  NIM2  NIST1  NIST2  NPL1  NPL2  NRC1  NRC2  OFMET1  OFMET2  OFMET3  OMH1  OMH2  PTB1  PTB2  SMU1  SMU2  VNIIOFI1  VNIIOFI2  BIPM4  BIPM5 Table 5 : Uncertainty budget for the comparison of luminous responsivity.
The largest contribution to the uncertainty of the comparison is due to the stability of the reference group. The spectral mismatch of the reference and the distribution temperature contribute only a negligible factor to the uncertainties. The total relative standard uncertainty of the comparison is 0.09 %, which is considerably smaller than the calibration uncertainties of the photometers.
Realization of the photometric quantities in the different laboratories
The following short descriptions about the realization of the photometric unit and the method of calibration are taken from the laboratory reports of the calibration.
BIPM:
Measurement of the spectral responsivity against a trap detector calibrated at a cryogenic radiometer and separate determination of the aperture area. An additional calibration was made using the group of luminous intensity lamps maintaining the mean value of the 1985 comparison of luminous intensity. The result of this calibration is shown in the last line of table 4 as BIPM (L85).
BNM/INM:
Comparison with a group of standard lamps at 2800 K. The value for these lamps was known from the 1983 radiometric realization of the candela using ESR's. The BNM-INM has informed us that they are currently completing a new realization of the unit candela. Preliminary results of that study seem to indicate that the difference between the old and the new realization is of the order of 0.8 %.
CSIC / IFA:
Comparison with three standard photometers. The standard photometers were measured in relative spectral responsivity and then calibrated at Ar laser wavelengths against an Si detector, whose responsivity is traceable to a cryogenic radiometer.
CSIRO:
Comparison with a room-temperature, V(λ)-corrected ESR.
HUT:
Comparison of the photometer with a reference photometer consisting of a characterized trap detector fitted with a V(λ) filter and a precision aperture. The trap responsivity is traceable to the HUT cryogenic radiometer. The photometers used were compared directly with the reference photometer.
IRL:
Comparison with standard photometers. Their responsivity was determined using a trapdetector spectral responsivity scale which had been derived from an internal quantum efficiency model and silicon photodiode reflectance measurements; cryogenic radiometer measurements were used for renormalization.
KRISS:
No information was communicated.
NIM:
Comparison with a group of standard lamps. No information was communicated on how the lamp values were determined.
NIST:
A group of characterized photometers traceable to the cryogenic radiometers form a reference group. The photometers were compared directly with this group.
NPL:
The measurement of responsivity of photometers at NPL is carried out by comparison with the NPL scale of luminous intensity. The derivation of the NPL scale of luminous intensity, is based on a radiometric realization of the candela using the NPL absolute cryogenic radiometer. The lamps used to disseminate the scale are calibrated against reference photometers which are calibrated against the NPL cryogenic radiometer. The realization of the candela at NPL is described in the paper: Metrologia 25, 29-40 (1988).
NRC:
Comparison with a group of reference lamps. The luminous intensity values of the lamps are obtained by comparison with the NRC 1985 realization of the candela using V(λ)-corrected ESR's and silicon cells.
OFMET:
Comparison with a group of lamps. The luminous intensity values of the lamps are known from the 1985 CCPR comparison adding the recommended correction of 1 %. These values were confirmed by provisional results of a radiometric realization. After the OFMET had received draft A and after knowing the provisional results from the luminous intensity comparison they communicated revised values based on the latter comparison.
OMH:
The luminous intensity unit at OMH is realized and maintained by a group of three V(λ)-corrected standard photometers. The absolute spectral responsivity of the photometers is based on the predictable quantum efficiency method of the silicon photodiode and some characterized trap detectors.
PTB:
At the PTB the luminous intensity unit is realized annually, based on the cryogenic radiometers in the clean-room center. V(λ)-corrected photometers are used as transfer standards between the radiometers and the network of photometers and lamps for the realization and maintenance of the candela. The stability of the network is higher than the uncertainty of a realization, so it is used to average over several realizations. The PTB photometric units have remained unchanged since the CCPR comparison in 1985.
SMU:
Calibration of a spectrally characterized photometer. The absolute values were calibrated against a QED-200.
VNIIOFI:
Comparison with a standard lamp. No information was communicated on how the lamp value was determined.
Conclusions
The first international comparison of a photometric quantity using only photometers was carried out. The photometers have generally proven to be sufficiently stable and robust for such a comparison. The agreement of the results of the different laboratories is fairly good, with most participants agreeing within the stated uncertainties. The spread of the results, expressed as standard deviation of the results, is comparable to the spread observed in a similar comparison made with lamps as transfer standards.
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Appendix 2
Revised results submitted after Draft A
CSIC/IFA
The CSIC/IFA observed a too large infra-red response of their photometers. This fact was stated in the original calibration report. The CSIC later decided to apply a correction of -0.14 % to their calibration values to subtract the infra-red contribution from the luminous responsivity. In the Draft B of this report this correction had been applied. In the final data reduction we removed this correction because the IR response contributes to the measured photo-current and thus must be included in the luminous responsivity value assigned to the photometer. ) for all participants. The uncertainties are the calibration uncertainties given by the laboratories. The relative uncertainties of the laboratories marked with an * are below the cut-off and were replaced by 2x10 -3 in calculating their weights. The KRISS result was not used in the calculation of the weighted mean since its result was considered to be an outlier.
METAS/OFMET
The reference value is calculated as the weighted mean using a cut-off of 2x10 -3 . The uncertainties given in Table A3 .1 are those claimed by the participants for their calibration. To state the degrees of equivalence as defined in the MRA, the uncertainty of the deviation from the reference value is needed, which includes the calibration uncertainty, the uncertainty of the comparison at the BIPM, the uncertainty of the reference value and the correlation between the participants' uncertainties and that of the reference value. Due to the application of an uncertainty cut-off in the calculation of the weighted mean x w , the uncertainty of the deviation d i cannot be calculated simply by using the formula which is valid for the uncertainty of the deviation from the (normal) weighted mean: To include the relative uncertainty of the comparison at the BIPM of 9x10 -4 (Table 5 ), it will be added quadratically to the uncertainty of the deviation defined above. It would probably have been better to include this contribution before the calculation of the weights needed for the determination of the reference value, but the choice was made earlier during the preparation of the Final Report not to do so. The uncertainties obtained by this calculation are shown in Table A3 Table A3 .2: Degrees of equivalence for CCPR-K3.b. The uncertainty includes the calibration uncertainty of the participants, the uncertainty of the comparison at the BIPM and that of the reference value, taking into account its correlation with the participants' uncertainties (except for KRISS, whose result did not contribute to the reference value).
The bilateral differences are calculated from the deviations of the two laboratories from the reference value:
They do not depend on the reference value. The uncertainties of the bilateral differences are calculated as the quadratic sum of the calibration uncertainties plus two times the uncertainty of the comparison at the BIPM. Since by far the largest contribution to the latter is the stability of the reference group, these contributions are assumed to be uncorrelated. The uncertainty of the reference value does not contribute to the uncertainty of the bilateral differences. The matrix of bilateral differences and the associated uncertainties is shown on the next page. 
Summary:
Uncertainty of reference value: 
