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on the design, analysis, and usage of vector quantization techniques in
several application domains.
Another applicable area for BLFs is image processing: the paper by
Li et al. [19] studies bounds on asymptotic performance of vector quan-
tizers with perceptual distortion measure for which BLFs are natural
candidates.
VI. CONCLUSION
This correspondence provides necessary and sufﬁcient conditions
for loss functions under which the conditional expectation is the unique
optimal predictor. Beyond its mathematical interest, the expansion
from the 2-loss function to the general class of BLFs has its own
distinctive value. In areas such as image and speech codings where
the 2-loss function is no longer an appropriate or even meaningful
measure of error (as was pointed out in [20]), other functions such as
the Kullback–Liebler (KL) divergence or the Itakura–Saito distance
(see Table I) play a dominant role. Our ﬁndings may serve as a
mathematical justiﬁcation for the adoption of these loss functions.
Finally, as was alluded earlier, the stronger regularity condition for
the high-dimensional case (Theorem 4) is used in a crucial way to verify
the compatibility condition (11), which seems almost necessary for
solving the system of (10). It will be interesting to see if the regularity
condition can be relaxed.
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Information Bounds and Quickest Change Detection in
Decentralized Decision Systems
Yajun Mei
Abstract—The quickest change detection problem is studied in decen-
tralized decision systems, where a set of sensors receive independent obser-
vations and send summary messages to the fusion center, which makes a
ﬁnal decision. In the system where the sensors do not have access to their
past observations, the previously conjectured asymptotic optimality of a
procedure with a monotone likelihood ratio quantizer (MLRQ) is proved.
In the case of additive Gaussian sensor noise, if the signal-to-noise ratios
(SNR) at some sensors are sufﬁciently high, this procedure can perform as
well as the optimal centralized procedure that has access to all the sensor
observations. Even if all SNRs are low, its detection delay will be at most
2 1 57% larger than that of the optimal centralized procedure.
Next, in the system where the sensors have full access to their past obser-
vations, the ﬁrst asymptotically optimal procedure in the literature is de-
veloped. Surprisingly, the procedure has the same asymptotic performance
as the optimal centralized procedure, although it may perform poorly in
some practical situations because of slow asymptotic convergence. Finally,
it is shown that neither past message information nor the feedback from the
fusion center improves the asymptotic performance in the simplest model.
Index Terms—Asymptotic optimality, CUSUM, multisensor, quantiza-
tion, sensor networks, sequential detection.
I. INTRODUCTION
The problem of quickest change detection has a variety of applica-
tions, including industrial quality control, reliability, fault detection,
and signal detection. The classical or centralized version of this
problem, where all observations are available at a single central loca-
tion, is a well-developed area (see, e.g., [1], [7], and [17]). Recently,
this problem has been applied in decentralized or distributed decision
systems, which have many important applications, including multi-
sensor data fusion, mobile and wireless communication, surveillance
systems, and distributed detection.
Fig. 1 illustrates the general setting of decentralized decision sys-
tems. In such a system, at time n, each of a set ofL sensors Sl receives
an observationXl;n and then sends a sensor message Ul;n to a central
processor, called the fusion center, which makes a ﬁnal decision when
observations are stopped. In order to reduce cost and increase relia-
bility, it is required that the sensor messages belong to a ﬁnite alphabet
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Fig. 1. General setting for decentralized decision systems.
(perhaps binary). This limitation is dictated in practice by the need for
data compression and limitations of communication bandwidth.
In [23] and [25], the authors considered two different scenarios of
decentralized decision systems, depending on how local information
is used at the sensors. One scenario is the system with limited local
memory, where the sensors do not have access to their past observa-
tions. This scenario has the following three possible cases, which cor-
respond to Cases A, C, and E in [23] and [25].
Case 1 A system with neither feedback from the fusion center
nor local memory, as follows:
Ul;n = l;n(Xl;n): (1)
Case 2 A system with no feedback and local memory restricted
to past sensor messages, as follows:
Ul;n = l;n Xl;n;Ul;[1;n 1] (2)
where Ul;[1;n 1] = (Ul;1; Ul;2; . . . ; Ul;n 1).
Case 3 A system with full feedback and local memory restricted
to past sensor messages, as follows:
Ul;n
= l;n Xl;n;U1;[1;n 1]; U2;[1;n 1]; . . . ; UL;[1;n 1] :
(3)
The other scenario is the system with full local memory, where the
sensors have full access to their past observations. There are two pos-
sible cases, which correspond to Cases B and D in [23] and [25].
Case 4 A system with no feedback and full local memory, as
follows:
Ul;n = l;n(Xl;[1;n]); (4)
where Xl;[1;n] = (Xl;1; Xl;2; . . . ; Xl;n).
Case 5 A system with full feedback and full local memory, as
follows:
Ul;n
= l;n Xl;[1;n];U1;[1;n 1]; U2;[1;n 1]; . . . ; UL;[1;n 1] :
(5)
In decentralized quickest change detection problems, it is assumed
that at some unknown time , the distributions of the sensor observa-
tionsXl;n change abruptly and simultaneously at all sensors. The goal
is to detect the change as soon as possible over all possible protocols
for generating sensor messages and over all possible decision rules at
the fusion center, under a restriction on the frequency of false alarms.
As in the classical or centralized quickest change detection problem,
there are two standard mathematical formulations. The ﬁrst one is a
Bayesian formulation, due to Shiryayev [19], inwhich the change-point
 is assumed to have a known prior distribution. It is well known) [24],
[25]) that Bayesian formulations prove to be intractable and the dy-
namic programming arguments cannot be used except in the special
case speciﬁed in (5), where the Bayesian solution [24] is too complex
to implement.
The second is a minimax formulation, proposed by Lorden [11], in
which the change-point  is assumed to be unknown (possibly1) but
nonrandom. References [2] and [21] used this approach to study the
simplest case speciﬁed in (1), but both have restrictions on the class of
sensor message protocols.
In this correspondence, we use the second of these formulations to
develop an asymptotic theory of decentralized quickest change detec-
tion problems, giving in both scenarios procedures that are asymptoti-
cally optimal and easy to implement. It is worthwhile highlighting that
our asymptotically optimal procedures do not use past message infor-
mation, and hence past message information (or the feedback from the
fusion center) does not improve asymptotic performance.
Throughout this correspondence, we make two assumptions, which
are standard.
(A1) The sensor observations are independent over time as well as
from sensor to sensor.
(A2) The densities of the sensor observations are either f1; . . . ; fL
or g1; . . . ; gL, where the f ’s and g’s are given. For each 1 
l  L, the Kullback–Leibler information number (or relative
entropy)
I(gl; fl) = log
gl(x)
fl(x)
gl(x)dx (6)
is ﬁnite and positive, and
log
gl(x)
fl(x)
2
gl(x)dx <1: (7)
In Section II, we provide a formal mathematical formulation of the
problem and introduce some notations. In Section III, under a condition
on second moments, we prove that a procedure with a monotone like-
lihood ratio quantizer (MLRQ) is asymptotically optimal in the system
with limited local memory. We also establish sufﬁcient conditions for
our theorems to be applied. Section IV develops asymptotic theory in
the system with full local memory and offers asymptotic optimal pro-
cedures that are easy to implement. In Section V, we compare these
asymptotically optimal decentralized procedures with the optimal cen-
tralized procedure that has access to all the sensor observations. Sec-
tion VI gives simulation results for several illustrative examples. The
proofs of all theorems are given in the Appendix .
II. PROBLEM FORMULATION AND NOTATION
Suppose there are L sensors in a system. At time n, an observation
Xl;n is made at each sensor Sl. Assume that at some unknown
(possibly 1) time , the density function of the sensor observations
fXl;ng changes simultaneously for all 1  l  L from fl to gl. That
is, for each 1  l  L, the observations at sensor Sl, Xl;1; Xl;2; . . .
are independent random variables such that Xl;1; Xl;2; . . . ; Xl; 1
are independent identically distributed (i.i.d.) with density fl and
Xl; ; Xl;+1; . . . are i.i.d. with density gl. Furthermore, it is assumed
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 51, NO. 7, JULY 2005 2671
that the observations are independent from sensor to sensor. Denote by
P and E the probability measure and expectation when the change
occurs at time , and denote the same by P1 and E1 when there is
no change.
Based on the information available at Sl at time n, a message Ul;n,
speciﬁed in (1)–(5), is chosen from a ﬁnite alphabet and is sent to a
fusion center. Without loss of generality, we assume that Ul;n takes
a value in f0; 1; . . . ; Dl   1g. The fusion center uses the stream of
messages from the sensors as inputs to make a decision whether or not
a change has occurred.
Mathematically, the fusion center decision rule is deﬁned as a stop-
ping time  with respect to f(U1;n; U2;n; . . . ; UL;n)gn1. The inter-
pretation of  is that, when  = n, we stop taking observations at time
n and declare that a change has occurred somewhere in the ﬁrst n ob-
servations.
For each choice of sensor message functions and fusion center de-
cision rule, a reasonable measure of quickness of detection is the fol-
lowing “worst case” detection delay deﬁned in Lorden [11]:
E1()
= sup
1
ess supE (    + 1)
+ X1;[1; 1]; . . . ; XL;[1; 1] :
The desire to have smallE1()must, of course, be balanced against
the need to have a controlled frequency of false alarms. In other words,
when no change occurs,  should be large, hopefully inﬁnite. However,
Lorden [11] showed that if E1() is ﬁnite, then E1 is ﬁnite, which
implies P1( < 1) = 1. Thus, we will have a false alarm with
probability 1 when there is no change. An appropriate measurement
of false alarms, therefore, is E1 , the mean time until a false alarm.
Imagining repeated application of such procedures, practitioners refer
to the frequency of false alarms as 1=E1 and the mean time between
false alarms as E1 .
Our problem can then be stated as follows: Design the sensors’ mes-
sage function l;n and seek a stopping time  at the fusion center that
minimizes E1() subject to
E1   (8)
where  is a given, ﬁxed lower bound.
The worst case detection delay E1() can be replaced by the “av-
erage” detection delay, proposed by Shiryayev [20] and Pollak [15]
sup
1
E(   j  ):
Although the worst-case detection delay is always greater than the av-
erage detection delay, they are asymptotically equivalent. Either one
can be used in our theorems.
It is well known ([13]) that the (exactly) optimal solutions for
this problem in the centralized version are Page’s cumulative sum
(CUSUM) procedures, deﬁned by the stopping times
T (a) = inf n :W n  a (9)
where the CUSUM statistic
W n = max
1kn
n
i=k
L
l=1
log
gl(Xl;i)
fl(Xl;i)
which can be calculated recursively as
W n = max W n 1; 0 +
L
l=1
log
gl(Xl;n)
fl(Xl;n)
(10)
for n  1 andW 0 = 0. In the literature, T (a) is also usually deﬁned
as the ﬁrst n for which max(W n; 0)  a. These two deﬁnitions are
equivalent if the threshold a > 0, but there is a difference if a  0 (see
also [13]).
Unfortunately, in decentralized decision systems, it is nearly impos-
sible to ﬁnd exactly optimal solutions (for some special cases, see [24]),
and only “asymptotic optimality” results seem to be working. In the
asymptotic optimality approach, we typically ﬁrst construct an asymp-
totic lower bound of E1 as  goes to1. Then, we show that a given
class of procedures attains the lower bound asymptotically. We will
establish asymptotic optimality theorems for both scenarios of decen-
tralized decision systems: limited local memory [speciﬁed in (1)–(3)]
and full local memory [speciﬁed in (4) and (5)].
We now introduce some notations. LetD be a positive integer. Con-
sider a random variable Y whose density function is either f or g with
respect to some-ﬁnitemeasure, and assume that theKullback–Leibler
information number I(g; f) is ﬁnite. For a (deterministic or random)
measurable function  from the range of Y to a ﬁnite alphabet of size
D, say f0; 1; . . . ; D 1g, denote by f and g, respectively, the prob-
ability mass function of (Y ) when the density of Y is f and g. Let
Z = log
g((Y ))
f((Y ))
and deﬁne
ID(g; f) = sup

EgZ (11)
and
VD(g; f) = sup

Eg(Z)
2: (12)
It is well known [22] that ID(g; f)  I(g; f), i.e., that reduction of
the data from Y to (Y ) cannot increase the information. A more de-
tailed analysis between ID(g; f) and I(g; f) is provided in Section V.
Tsitsiklis [22] showed that the supremum ID(g; f) is achieved by an
MLRQ ' of the form
'(Y ) = d if and only if d 
g(Y )
f(Y )
< d+1
where 0 = 0  1      D 1  D = 1 are constants. These
optimal MLRQs are not easily calculated, but we follow the standard
practice in the literature of developing procedures that assume sensor
messages are constructed optimally in the sensor. Some of our theorems
assume that VD(g; f) < 1. A sufﬁcient condition for ﬁniteness of
V2(g; f) is given in Section III.
Using these notations, deﬁne the information numbers
ID =
L
l=1
ID (gl; fl) (13)
whereD = (D1; D2; . . . ; DL), and
Itot =
L
l=1
I(gl; fl): (14)
These two information numbers are key to our theorems.
III. LIMITED LOCAL MEMORY
A. Page’s CUSUM Procedure With the MLRQ
For the decentralized decision system with limited local memory,
speciﬁed in (1)–(3), the following procedureN(a) has been studied in
the literature:
Each sensor Sl uses the optimal MLRQ 'l. Namely
Ul;n='l(Xl;n)=d if and only if l;d
gl(Xl;n)
fl(Xl;n)
<l;d+1
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where 0 = l;0  l;1      l;D  1  l;D = 1 are
optimally chosen in the sense that the Kullback–Leibler information
number I(g';l; f';l) achieves the supremum ID (gl; fl). Here, f';l
and g';l are the probability mass functions induced on Ul;n when the
observations Xl;n are distributed as fl and gl, respectively.
Based on the i.i.d. vector observations Un = (U1;n; . . . ; UL;n), the
fusion center then uses Page’s CUSUM procedure with log-likelihood
ratio boundary a to detect whether or not a change has occurred, i.e.,
the stopping time N(a) is given by
N(a) = inffn : W^ n  ag (15)
where W^ 0 = 0 and for n = 1; 2; . . .,
W^ n = max W^ n 1; 0 +
L
l=1
log
g';l(Ul;n)
f';l(Ul;n)
:
It was shown in [2] that N(a) is optimal in the sense that at
each sensor, the MLRQ ' is optimized, i.e., maximizes the Kull-
back–Leibler information number I(g'; f'). Later [21] proved the
asymptotic optimality property of N(a) in the simplest case spec-
iﬁed in (1) under the restriction that the sensor message functions
f1; . . . ; Lg satisfy the following “stationary” condition: For all
 = 1; 2; . . ., as n goes to 1, n 1 +ni= Ll=1 Zl;i converges in
probability under P to some positive constant number, where
Zl;i = log g;l(Ul;i)=f;l(Ul;i) :
Reference [24] conjectured that N(a) is asymptotically optimal in the
special case speciﬁed in (5), because numerical simulations illustrate
that it has performance similar to the Bayesian solutions. In the next
subsection, we will show that under a condition on second moments,
N(a) is asymptotically optimal without any restriction on the sensors’
message functions or the fusion center decision rule in the system with
limited local memory.
B. Asymptotic Optimality of N(a)
We begin our analysis by studying the performance of the procedure
N(a). Observe that N(a), deﬁned in (15), is Page’s CUSUM proce-
dure so that by applying the standard bounds [17], we get the following.
Lemma 1:
E1N(a)  ea
and as a ! 1
E1N(a)  a
ID
+O(1):
The following theorem is of fundamental importance for proving
asymptotic optimality of N(a). It establishes the asymptotic lower
bounds for the detection delays of any procedures in the system with
limited local memory.
Theorem 1: Assume VD (gl; fl), deﬁned in (12), is ﬁnite for all
1  l  L. If f ()g is a family of procedures in the system with
limited local memory satisfying (8), then
E1()  (1 + o(1))log 
ID
(16)
as  ! 1, where ID is deﬁned in (13).
Now, we can summarize our results on the asymptotic optimality of
the procedure N(a) as follows.
Corollary 1: For  > 1, let a = log , then N(a) satisﬁes (8) and
E1N(a)  log 
ID
+O(1)
so that under the assumption of ﬁniteness of VD (gl; fl) for all 1  l 
L, the procedure N(a) asymptotically minimizes the detection delay
E1N(a) as  ! 1 in the system with limited local memory.
Note that reference [21] established a result similar to (16) in the
simplest case speciﬁed in (1) under a restriction on the sensor message
functions. Theorem 1 provides different sufﬁcient conditions under
which the asymptotic lower bounds (16) could be established. Our
sufﬁcient conditions are new and perhaps the most useful, since they
do not impose any restrictions on the sensors’ message functions or
the fusion center decision rules. Moreover, they also allow us to obtain
the asymptotic optimality property of N(a) in all three cases of the
system with limited local memory.
C. Sufﬁcient Conditions
In Theorem 1, we assume VD(g; f) <1, which is usually not easy
to verify. The following theorem and its corollary give some sufﬁcient
conditions to verify it when D = 2.
Theorem 2: Suppose f(y) and g(y) are two densities such that
Eg log
g(Y )
f(Y )
2
= log
g(y)
f(y)
2
g(y)dy <1:
Deﬁne
A(t) = Pf
g(Y )
f(Y )
> t ; B(t) = Pg
g(Y )
f(Y )
> t :
Assume A(t) and B(t) are continuous functions of t on (0;1), and
take values 0 and 1 for the same t. Moreover, assume that
lim sup
t!1
B(t) logA(t) <1 (17)
and
lim sup
t!0
1  A(t) log(1 B(t)) <1 (18)
where
p
0j log 0j is interpreted as 0. Then, V2(g; f) < 1.
Corollary 2: Suppose the distribution of the random variable Y
belongs to a one-parameter exponential family having the continuous
densities
f(y) = expfy   b()g;  1 < y <1;  2 

with respect to some -ﬁnite measure, where 
 is an open interval on
the real line and b() is twice differentiable with respect to . LetF(y)
denote the distribution function of Y . Consider 0 < 1 in 
, and let
fi = f and Fi = F for i = 0; 1. Deﬁne y0 = supfy : F0(y) = 0g
and y1 = inffy : F1(y) = 1g. If
lim
y!y
(F0(y))
3=2
f0(y)
<1 and lim
y!y
(1  F1(y))3=2
f1(y)
<1
then both V2(f0; f1) and V2(f1; f0) are ﬁnite.
Proof: Since f1(y)=f0(y) is a monotonically increasing function
of y, it sufﬁces for V2(f1; f0) < 1 to show (17) and (18) hold for
A(t) = 1 F0(log t) andB(t) = 1 F1(log t), which is straightfor-
ward using L’Hôpital’s rule. The proof is identical for V2(f0; f1).
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It is easy to check that twoGaussian distributions with same variance
satisfy the conditions in Corollary 2 and so do two exponential distribu-
tions. Therefore, if the sensors are restricted to send binary messages
to the fusion center, and the prechange and postchange distributions
at each sensor are two Gaussian distributions with same variance or
two exponential distributions, then the procedure N(a) is asymptoti-
cally optimal (over all possible sensor messages and all possible fusion
center decision rules) in the system with limited local memory.
IV. FULL LOCAL MEMORY
It has been an open problem to ﬁnd asymptotically optimal proce-
dures (including both the sensor and fusion center decision rules) in
the decentralized decision system with full local memory, speciﬁed in
(4) and (5), although it is well-known [25] that Bayesian formulations
become intractable. We will address this problem in this section.
To establish lower bounds for the detection delay in the system with
full local memory is not difﬁcult. By the optimality of Page’s CUSUM
procedures in the centralized version ([11], [13], [17]), we have the
following.
Lemma 2: If f ()g is a family of procedures in the system with
full local memory such that (8) holds, then as  ! 1
E1 () 
log 
Itot
+O(1): (19)
In the centralized version, the lower bounds (19) are sharp and can
be achieved by Page’s CUSUM procedure T (a) deﬁned in (9). The-
orem 1 shows that these lower bounds are too crude in the system with
limited local memory. However, it is not clear whether they are sharp
in the system with full local memory. In other words, can we ﬁnd pro-
cedures in the system with full local memory for which these bounds
are achieved asymptotically? Since we expect to sacriﬁce some perfor-
mance by quantizing the data locally instead of utilizing the complete
data set at the fusion center, it is perhaps surprising that we give an af-
ﬁrmative answer by constructing such procedures.
A. The Structure of Procedures
For the system with full local memory, our proposed procedure
M(a) is as follows.
For each sensor Sl, one considers whether or not the CUSUM
statistic
Wl;n = max
1kn
n
i=k
log
gl(Xl;i)
fl(Xl;i)
(20)
exceeds the constant boundary la, where
l =
I(gl; fl)
L
l=1
I(gl; fl)
=
I(gl; fl)
Itot
: (21)
That is, for each l = 1; . . . ; L, and n = 1; 2; . . ., deﬁne the sensor
messages
Ul;n =
1; ifWl; n  la
0; otherwise.
The fusion center then combines all these “sensor decisions” Ul;n by
using an AND rule, i.e., it stops and decides a change has occurred as
soon as Ul;n = 1 for all l = 1; 2; . . . ; L.
This stopping timeM(a) can be written as
M(a) = inf n  1 : Wl;n  la for all l = 1; 2; . . . ; L : (22)
It is easy to see that in single-sensor systems, our procedure M(a)
coincides with the optimal centralized procedure T (a), deﬁned in (9).
Similar to T (a), it is very convenient to implementM(a) because the
CUSUM statisticWl;n obeys the recursive relation
Wl;n = max Wl;n 1; 0 + log
gl(Xl;n)
fl(Xl;n)
whereWl;0 = 0. However, unlike T (a), our procedureM(a) requires
that each sensor shall continue sending the local messages to the fusion
center even after the CUSUM statistic exceeds the local threshold. This
essential feature can be seen from the following heuristic argument,
which provides the motivation ofM(a).
Consider the optimal centralized procedure T (a), deﬁned in (9). If
 is the true change-point and n    is sufﬁciently large, then
W n = max
1kn
n
i=k
L
l=1
log
gl(Xl;i)
fl(Xl;i)

n
i=
L
l=1
log
gl(Xl;i)
fl(Xl;i)
and
Wl;n = max
1kn
n
i=k
log
gl(Xl;i)
fl(Xl;i)

n
i=
log
gl(Xl;i)
fl(Xl;i)
:
Thus, W n  Ll=1Wl;n, and so under P , the stopping rule of the
optimal centralized procedure T (a) is roughly equivalent to
L
l=1
Wl;n  a (23)
for sufﬁciently large a. Now, the strong law of large numbers implies
that (n   ) 1Wl;n ! I(gl; fl) with probability 1, so the weight of
Wl;n in the sum is roughly I(gl; fl)=( Ll=1 I(gl; fl)) = l. Thus,
(23) can be approximated by fWl;n  la for all 1  l  Lg, which
is exactly the stopping rule of our procedureM(a).
B. Asymptotic Optimality
The following theorem, whose proof is substantially complicated,
establishes the asymptotic properties of our procedureM(a) for large
values of a.
Theorem 3: As a ! 1
E1M(a) 
a
Itot
+ (C + o(1))
a
Itot
(24)
where Itot is deﬁned in (14), and C > 0 is a constant depending on L
and the densities fl and gl. Furthermore, if we assume
gl(x) log
gl(x)
fl(x)
3
dx <1 (25)
for each 1  l  L, then as a ! 1
E1M(a)  (1 + o(1))e
a: (26)
Remark 1: Under additional reasonable conditions, it follows from
nonlinear renewal theory that the smallest constant C in (24) is given
by
C = E max
1lL
l
I(gl; fl)
Zl (27)
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where 2l = Varg log(gl(X)=fl(X)) and Z1; . . . ; ZL are inde-
pendent standard Gaussian variables. The proof is same as that of [4,
Theorem 3.3] (Also see [3, Lemma 1].)
Remark 2: For each sensor, the mean time between false alarms
is exp(la). By the renewal property of the CUSUM statistics, the
mean time between false alarms for the fusion center is of order
L
l=1
exp(la) = exp(a) since we continue sending local messages.
(See the Appendix for the rigorous proof. As in [18], the key idea is
Lemma 6 in the Appendix.)
Remark 3: Lemma 6 in the Appendix indicates that our procedure
M(a) has the same pleasant property as the procedure N(a) in (15)
and Page’s CUSUM procedure T (a) in (9): the mean time between
false alarms is approximately exponentially distributed.
Remark 4: It is important to emphasize that in the deﬁnition of our
procedureM(a) in (22), we cannot replace the CUSUM statisticsWl;n
by the log-transformed Shiryayev–Roberts statistics
log
n
k=1
n
i=k
gl(Xl;i)=fl(Xl;i) ;
in that case, the mean time between false alarms is roughly
exp((maxLl=1 l)a), which is much smaller than exp(a) as a!1.
Now, the asymptotic optimality of our procedure M(a) follows at
once from Theorem 3 and Lemma 2.
Corollary 3: There exists a = log  + o(1) so thatM(a) satisﬁes
(8) and
E1M(a)  log 
Itot
+ (C + o(1))
log 
Itot
:
Thus,M(a)minimizes the detection delay up toO(
p
log ) among all
procedures in the system with full local memory satisfying (8).
V. COMPARISON OF THREE PROCEDURES
In this section, we compare our asymptotically optimal decentral-
ized procedures with the optimal centralized procedure. As in [2], for
a decentralized procedure  () satisfying (8), deﬁne the decentralized
penalty function (DPF)
DPF () =
E1()
n()
  1 (28)
where n() is the detection delay of the optimal centralized procedure
satisfying (8). Intuitively, DPF can be thought of as a measure that
reﬂects the relative performance degradation for using decentralized
procedure  instead of the optimal centralized procedure.
ByCorollary 1 and relation (19), we immediately have Proposition 1.
Proposition 1: The DPF function of the procedure N(a), deﬁned
in (15), is given by
DPFN() =
Itot
ID
  1 +O( 1
log 
): (29)
It is, therefore, natural to study the relation between ID and Itot.
By deﬁnition, it sufﬁces to study the relation between ID(g; f) and
I(g; f) for a pair of densities (f; g). However, little research has been
done on ﬁnding good lower bounds for ID(g; f)=I(g; f), although it
is well known that the upper bound is 1. In the following, we study the
special case of Gaussian distributions when D = 2. The idea can be
easily extended to non-Gaussian distributions.
Proposition 2: Suppose f(y) and g(y) are two Gaussian distribu-
tions with respective mean 0 and 1 and same variance 2. Let  =
(1   0)2=(22) denote the signal-to-noise ratio (SNR), then
lim inf
!0
I2(g; f)
I(g; f)
 2

and lim
!1
I2(g; f)
I(g; f)
= 1:
Proof: Without loss of generality, we assume 0 = 0 and  = 1.
First note that I(g; f) =  in this case. Next, since the likelihood ratio
g(y)=f(y) is a monotonically increasing function, the MLRQ can be
written as
U =
1; Y  
0; otherwise .
Thus, the Kullback–Leibler information number for U is
r() = h (  1);() (30)
where () is the distribution function of a standard Gaussian random
variable and h(a; b) = a log(a=b) + (1   a) log((1   a)=(1   b)).
Now, let  = k1. Fix k, and it is straightforward to show that
r(k1)
I(g; f)
=
2=; as ! 0
k21f0 < k < 1g as !1
where 1fAg is the indicator of the event A. The proposition follows at
once from the fact r(k)  I2(g; f)  I(g; f) for any k.
In the decentralized decision system with Gaussian sensor observa-
tions where the SNRs at some sensors are sufﬁciently high, we have
ID  Itot because those sensors with high SNRs will contribute most
to Itot and ID . Hence, the procedure N(a) will perform as well as
the optimal centralized procedure. Even if all SNRs are very low, the
DPF function of N(a) will be at most =2   1  57% for large
values of the mean time between false alarms. That is, the detection
delay ofN(a) will be at most 57% larger than that of the optimal cen-
tralized procedure. In other words, the procedure N(a) will take at
most 57% more observations from the postchange distributions than
the optimal centralized procedure. Moreover, the number of sensors
does not have much effect on the DPF function ofN(a). Furthermore,
Proposition 2 motivates us to conjecture that for Gaussian distributions,
I2(g; f)=I(g; f) is an increasing function of SNR  with the range
[2=; 1]. We do not have a rigorous proof; however, numerical results
support our conjecture.
Now, for the procedureM(a) in the system with full local memory,
by Corollary 3.
Proposition 3: The DPF function of the procedure M(a), deﬁned
in (22), satisﬁes
DPFM()  (C + o(1))
p
Itotp
log 
(31)
where the constant C depends on L and the densities fl and gl.
It is easy to see that the DPF function ofM(a) is 0 as  goes to1.
That is, M(a) can perform as well as the optimal centralized proce-
dure in any systems if  is sufﬁciently large. Unfortunately, the asymp-
totic convergence of M(a) is so slow that M(a) may perform very
far from the optimum for realistic values of the mean time between
false alarms in some systems. As an illustration, let us consider the
symmetric Gaussian system where for each l, fl, and gl are Gaussian
distributions with respective mean 0 and 1 and same variance 2. In
this case, by (27)
C
p
Itot =
p
2L  E( max
1lL
Zl)
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where Z1; . . . ; ZL are independent standard Gaussian variables. Thus,
the DPF function ofM(a) depends heavily on the number of sensors
in this case. Using [4, Table I], we have
C
p
Itot =
1:1284; if L = 2
2:0730; if L = 3
2:9115; if L = 4
6:8815; if L = 10.
For moderate values of , say  = 104, we have
p
log   3:03, and
so the right-hand side of (31) is roughly 37%, 68%, 96%, and 227%,
respectively, if L = 2; 3; 4; and 10. This indicates that M(a) may
perform poorly for moderate values of  in symmetric systems with
multiple sensors. For example, when L = 4, the detection delay of
M(a)may be 96% larger than that of the optimal centralized procedure
if   104.
Finally, let us compare M(a) with N(a). While M(a) has better
asymptotic performance thanN(a), it is possible thatM(a) has worse
performance than N(a) in practical applications, especially when L,
the number of sensors, is large but  is only moderately large. To indi-
cate this, note that the right-hand side of (31) could be larger than that
of (29) if
log   C
p
Itot
Itot=ID   1
: (32)
Thus, ifC
p
Itot is large or Itot=ID is small, then it is likely thatM(a)
will perform worse than N(a) for moderate values of . By (27), it is
easy to see that if there are large number of sensors, then the value C
will be very large, and so M(a) can perform worse than N(a). For
instance, in the above symmetric Gaussian system with small SNRs,
(32) becomes
 
50; if L = 2
5:3 105; if L = 3
2:0 1011; if L = 4
1:3 1063; if L = 10.
Therefore, for moderate values of , say 104, it is likely thatM(a)will
perform worse than N(a) in the system with large number of sensors.
Observe that both of N(a) and M(a) do not use past message in-
formation or the feedback from the fusion center, but they are asymp-
totically optimal in the corresponding decentralized decision systems.
This fact proves the following interesting result, part of which was con-
jectured in [24]:
Theorem 4: If all prechange and postchange distributions are com-
pletely speciﬁed and satisfy the conditions of Theorems 1 and 3, then
neither past message information nor the feedback from the fusion
center improves asymptotic performance in the decentralized decision
systems speciﬁed in (1)–(5).
It should be pointed out that one of the underlying assumptions of
this theorem is that the observations are independent from sensor to
sensor. It is likely that past message information or the feedback will
be more useful in practical applications where the observations are de-
pendent or observation distributions are only partially speciﬁed.
VI. NUMERICAL RESULTS
In this section, we present a numerical illustration of the asymptotic
theory of previous sections. Suppose there are L sensors each sending
binary message to the fusion center, i.e., Dl = 2. Assume that the
observations at sensor Sl are independent and identically distributed
random variables with mean 0 and variance 1 before the change and
with mean l and variance 1 after the change. An interesting applica-
tion of this model can be found in [21], where L geographically sepa-
rated sensors are used to detect the appearance of a deterministic signal
(or target), which is contaminated by additive white Gaussian noise at
each sensor.
If l > 0, then the likelihood ratio at sensor Sl is a monotonically
increasing function of the observation, and hence the MLRQ at each
sensor Sl can be written as
Ul;n =
1; Xl;n  l
0; otherwise.
Thus, the Kullback–Leibler information number for Ul;n is
r(l) = h (l   l);(l)
where () and h(a; b) are deﬁned as in (30). Since the function
r(l) has a unique maximum value over [0;1], it is easy to ﬁnd
the optimal l numerically. For example, if l = 0:2 or 1, then the
optimal thresholds l are 0.1584 and 0.7941, respectively, and the
corresponding optimal Kullback–Leibler information numbers r(l)
are 0.01273 and 0.3186, respectively. Note that in these situations,
I2(gl; fl)=I(gl; fl) is close to 2= since the Kullback–Leibler infor-
mation number I(gl; fl) = 2l =2.
As an illustration, six cases are considered.
Case 1 Two nonidentical sensors:L = 2, 1 = 0:2, and 2 = 1.
Case 2 Two identical sensors: L = 2 and 1 = 2 = 1.
Case 3 Three nonidentical sensors: L = 3, 1 = 2 = 0:2, and
3 = 1.
Case 4 Three identical sensors:L = 3 andl = 1 for l = 1; 2; 3.
Case 5 Ten nonidentical sensors: L = 10, l = 1 if l = 1; 2; 3,
and l = 0:2 if 4  l  10.
Case 6 Ten identical sensors: L = 10 and l = 0:2 for all
1  l  10.
In each case, we compare three asymptotically optimal procedures,
as follows:
i) N(a), deﬁned by (15) in the system with limited local
memory;
ii) M(a), deﬁned by (22) in the system with full local memory;
and
iii) T (a), Page’s CUSUM procedure deﬁned by (9) in the central-
ized version.
For these three procedures  (a), the threshold value a was ﬁrst de-
termined from the criterion E1(a)  . Since E1N(a) is discon-
tinuous (see [2]), the values of  were chosen so that the corresponding
threshold value a exists for each of these procedures. A 104-repetition
Monte Carlo simulation was performed to determine the appropriate
values of a to yield the desired mean time between false alarms  to
within the range of sampling error. Rather than simulatingE1(a) for
each a separately (which is computationally demanding), an efﬁcient
algorithm, suggested by Lorden, is to run one simulation to return the
record values of the CUSUM statistics and the corresponding values
of sample size and then to estimate E1(a) for different a based on
these record values.
Next, the renewal property of the CUSUM statistics implies that the
detection delayE1 for each of these three procedures is justE1 , the
expected sample size when the change happens at time  = 1. It is
therefore straightforward to simulate the detection delay. Monte Carlo
experiments with 104 repetitions yielded estimates for the detection
delays. The results are summarized in Tables I–VI, with the values of
a in parentheses.
In the system with two sensors, Tables I and II show thatM(a) per-
forms better than N(a) even for moderate  in both nonsymmetric
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TABLE I
TWO NONIDENTICAL SENSORS (1 = 0:2 and 2 = 1)
TABLE II
TWO IDENTICAL SENSORS (1 = 2 = 1)
TABLE III
THREE NONIDENTICAL SENSORS (1 = 2 = 0:2 and 3 = 1)
and symmetric systems. In the system with three sensors, Tables III
and IV show that for moderate ,M(a) performs better than N(a) in
a nonsymmetric system, but their performances are similar in a sym-
metric system. In the system with ten sensors, Tables V and VI show
that M(a) performs much worse than N(a) for moderate  in both
nonsymmetric and symmetric systems. These are consistent with our
asymptotic theory.
It is interesting to see that the DPF function ofM(a) seems to be a
decreasing function of , but the DPF function ofN(a) seems to be an
increasing function. Comparisons of Tables I–VI indicate that adding
sensors with low SNRs actually degrades the performance ofM(a) for
moderate values of , while adding sensors with relatively high SNRs
will improve the performance of M(a) for moderate values of , but
TABLE IV
THREE IDENTICAL SENSORS (1 = 2 = 3 = 1)
TABLE V
TEN NONIDENTICAL SENSORS (THREE l = 1AND SEVEN l = 0:2)
TABLE VI
TEN IDENTICAL SENSORS (ALL l = 0:2)
the improvement may not be as good as those of two other procedures
N(a) and T (a).
VII. CONCLUSION
We have studied a decentralized extension of quickest change de-
tection problems in two different scenarios. In the system with limited
local memory, we have proved the previously conjectured asymptotic
optimality of Page’s CUSUM procedures with MLRQs under a new
condition on observation distributions. The widely used Gaussian or
exponential distributions satisfy this condition. In the system with full
local memory, we have developed the ﬁrst of asymptotically optimal
procedures. A major theoretical result is that our procedures have same
asymptotically ﬁrst-order performances as the corresponding optimal
centralized procedures, although both theoretical analysis and numer-
ical simulations also show that our procedures may perform poorly in
some practical situations, especially in the systemwith large number of
sensors, because of the slow asymptotic convergence. It is interesting
to note that all these asymptotically optimal decentralized procedures
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do not use past messages, and hence neither past message information
nor the feedback from the fusion center improves asymptotic perfor-
mance. Finally, we have compared these asymptotically optimal decen-
tralized procedures with the optimal centralized procedures, especially
for Gaussian sensor observations.
There are a number of interesting problems that have not been ad-
dressed here. In practice, the distributions of sensor observations often
involve unknown parameters. The results developed here are for com-
pletely known prechange and postchange distributions, but they pro-
vide benchmarks and ideas for the development of procedures in the
presence of unknown parameters. It is also of interest to study the
system where the observations at the different sensors may be depen-
dent. Moreover, ﬁnding fairly simple decentralized procedures that are
not only asymptotically optimal but have good performance for prac-
tical values of the mean time between false alarms will undoubtedly be
of great importance. Therefore, the work in this correspondence should
be interpreted as a starting point for further investigation.
APPENDIX
PROOF OF THEOREMS
A. Proof of Theorem 1
In the system with limited local memory, we can rewrite
Ul;n =  l;n(Xl;n)
where  l;n may depend on U [1;n 1] = (U1;[1;n 1]; . . . ; UL;[1;n 1]).
Denote by f l;n and g
 
l;n, respectively, the conditional density induced
on Ul;n given U [1;n 1] when the density of Xl;n is fl and gl. De-
note by Zl;n the conditional log-likelihood ratio function of Ul;n,
log g l;n(Ul;n)=f
 
l;n(Ul;n) .
SinceX1;n; . . . ; XL;n are independent, so areU1;n; . . . ; UL;n given
U [1;n 1]. Thus, in the fusion center, the conditional log-likelihood ratio
of (U1;n; . . . ; UL;n) given U 1;[1;n 1] is
Zn =
L
l=1
Zl;n:
By Theorem 1 of Lai [8], in order to prove (16), it sufﬁces to show
that for any  > 0
lim
n!1
sup
1
ess supP max
tn
+t
k=
Zk  ID(1 + )n U [1; 1] = 0:
(33)
By the deﬁnition of ID (gl; fl), for any k  
E Zk U [1; 1] =
L
l=1
E Zl;k U [1; 1] 
L
l=1
ID (gl; fl) = ID
and thus
P max
tn
+t
k=
Zk  ID(1 + )n U [1; 1]
P max
tn
+t
k=
L
l=1
(Zl;k  EZl;k)  IDn U [1; 1]

L
l=1
P max
tn
+t
k=
(Zl;k   EZl;k)  1n U [1; 1]
where 1 = ID=L.
Note that +t
k= Zl;k EZl;k is a martingale under P , Doob’s
submartingale inequality tells us
P max
tn
+t
k=
(Zl;k   EZl;k)  1n U [1; 1]

+n
k= E (Zl;k)
2 U [1; 1]
21n
2
:
By deﬁnition, E (Zl;k)2 U [1; 1]  VD (gl; fl) for any k  ,
and hence
P max
tn
+t
k=
(Zl;k EZl;k)1n U [1; 1] 
VD (gl; fl)
21n
which implies (33) since VD (gl; fl) is ﬁnite. Relation (16) follows.
B. Proof of Theorem 2
Assume that (Y ) is a quantizer taking values in {0, 1}. Denote by
f and g, respectively, the density of (Y ) when the density of Y is
f or g. Let
Z = log
g((Y ))
f((Y ))
:
Note that when D = 2
Eg(Z)
2 =  log


2
+ (1  ) log
1  
1  
2
where  = Pf ((Y ) = 1) and  = Pg((Y ) = 1). Deﬁne
H(r; s) = r log
r
s
2
+ (1  r) log
1  r
1  s
2
for 0 < r; s < 1 and H(0;0) = H(1; 1) = 0. To prove V2(g; f) <
1, it sufﬁces to show that there exists a constantM such that for any 
H(; ) < M:
If one of  and  is 0 or 1, it is easy to see that Z is 0 with
probability 1 under g, and henceH(; ) = 0. Therefore, it sufﬁces
to consider the case where 0 < ;  < 1. Since H(b; a) = H(1 
b; 1   a), assume without loss of generality that 0 <    < 1.
(Otherwise consider 1   (Y ) and use (18) instead of (17).) Since
1 B(t) is a cumulative distribution function and B(t) is continuous
by assumption, there exists t0 2 (0;1) such that
B(t0) = :
Now, let  be the likelihood ratio quantizer deﬁned by
 =
1; if g(Y )=f(Y ) > t0
0; otherwise.
Then, Pf ( = 1) = A(t0) and Pg( = 1) = B(t0).
The proof of Neyman–Pearson lemma [10, p. 65] shows that
(   ) g(y)  t0f(y) d  0
so that
B(t0)     t0 A(t0)    0:
Since B(t0) =  by our choice of t0, we have
A(t0)  :
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Note that for ﬁxed r
@H(r; s)
@s
= 2
1  r
1  s log
1  r
1  s  
r
s
log
r
s
which is positive for all s  r. Thus, H(r; s) is a decreasing function
of s in the interval [0; r]. In particular
H(; )  H(; A(t0)) = H(B(t0);A(t0)):
Therefore, it sufﬁces to show that there exists a constantM such that
for all t
H(B(t);A(t)) < M:
Since A(t) and B(t) are continuous functions of t, it sufﬁces to show
thatH(B(t);A(t)) is bounded as t goes to 0 or1. It is easy to see that
if the likelihood ratio g(y)=f(y) has a positive lower bound C0 > 0,
then H(B(t);A(t)) is 0 if t < C0. Therefore, it sufﬁces to consider
the case when such a lower bound does not exist.
Now, B(t) and A(t) go to 1 as t goes to 0, so
lim
t!0
B(t) log
B(t)
A(t)
= 0:
By Wald’s likelihood ratio identity, we have
1 B(t) =Pg g(Y )
f(Y )
< t = Ef
g(Y )
f(Y )
;
g(Y )
f(Y )
< t
 tPf g(Y )
f(Y )
< t = t(1  A(t)):
Using the fact that 1   A(t)  1, we know that
1 B(t) log 1 B(t)
1 A(t)
is less than
max 1 B(t) log(1 B(t)) ; 1 B(t) log t : (34)
As t ! 0; B(t) ! 1, so that the ﬁrst term in (34) goes to 0, and by
Chebyshev’s inequality, the square of the second term is
(log t)2Pg   log g(Y )
f(Y )
> j log tj  Eg   log g(Y )
f(Y )
2
which is ﬁnite by the assumption. Hence,
lim sup
t!0
H(B(t);A(t)) <1:
Similarly, it is clear that
lim
t!1
1 B(t) log 1 B(t)
1  A(t) = 0
and
lim sup
t!1
B(t) log
B(t)
A(t)
= lim sup
t!1
B(t) logA(t)
is ﬁnite by the assumption in (17). Hence,
lim sup
t!1
H(B(t);A(t)) <1
and Theorem 2 is proved.
C. Proof of Theorem 3
To prove (24), deﬁne a new stopping time
M^(a) = inf n :
n
i=1
log
gl(Xl;i)
fl(Xl;i)
 la for all l = 1; 2; . . . ; L :
By the relation between the one-sided sequential probability ratio tests
and Page’s CUSUM procedures, it is easy to see that
E1M(a)  E1M^(a) (35)
and so it sufﬁces to show that (24) holds for E1M^(a). To prove this,
for 1  l  L, let
M^l = inf n :
n
i=1
log
gl(Xl;i)
fl(Xl;i)
 la
and
l(M^l) = sup n  1 :
M^ +n
i=M^ +1
log
gl(Xl;i)
fl(Xl;i)
 0 :
For simplicity, denote l = l(0). It is well known (e.g., in [6, The-
orem D]) that for any 1  l  L
E1l <1 (36)
since log(gl(X)=fl(X)) has positive mean and ﬁnite variance under
P1 by Assumption (A2).
By deﬁnition of M^l and l(M^l), we have
M^(a)  max
1lL
(M^l + l(M^l))  max
1lL
M^l +
L
l=1
l(M^l):
Now since Xl;1; Xl;2; . . ., are independent identically distributed
(i.i.d.) under P1, we have E1l(M^l) = E1l, and thus
E1M^(a)  E1 max
1lL
M^l +
L
l=1
E1l: (37)
By renewal theory and Assumption (A2), under P1
E1(M^l) =
a
Itot
+O(1) and Var1(M^l) = O(a)
as a ! 1 (see [16] and [17, p. 171]). Hence,
E1 M^l   a
Itot
2
E1 M^l   a
Itot
2
=Var1(M^l) + E1M^l   a
Itot
2
= O(a)
and so
E1 M^l   a
Itot
= O
p
a :
Thus,
E1 max
1lL
M^l =
a
Itot
+ E1 max
1lL
M^l   a
Itot
 a
Itot
+
L
l=1
E1 M^l   a
Itot
=
a
Itot
+O(
p
a):
Relation (24) follows at once from (35)–(37).
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To prove (26), let A = exp(a) and note that
E1M =
1
n=1
P1(M  n) =
1
n=1
n+1
n
P1(M  n)dx

1
n=1
n+1
n
P1(M  x)dx =
1
1
P1(M  x)dx
=A
1
1=A
P1(M  tA)dt:
Thus, by Lemma 6 below and Fatou’s lemma
lim inf
a!1
E1M(a)=A
 lim inf
a!1
1
0
P1(M(a)  tA)1 t 
1
A
dt

1
0
lim inf
a!1
P1(M(a)  tA)1 t 
1
A
dt
=
1
0
exp( t)dt = 1
and hence (26) holds.
To complete the proof, we need to prove the following lemmas.
Lemma 3: Let Wl;n be the CUSUM statistic deﬁned in (20). For
any l, any k = 1; 2; . . ., and any real number b
P1 Wl;n  b  exp( b):
Proof: For each l, let Sl;n denote the log-likelihood ratio
n
i=1 log(gl(Xl;i=fl(Xl;i)), and deﬁne Sl;0 = 0. Then, the CUSUM
statistic takes the form
Wl;n = max
0k<n
(Sl;n   Sl;k):
Since (Xl;1;Xl;2; . . . ; Xl;n) have the same joint distribution
as (Xl;n;Xl;n 1; . . . ; Xl;1), Wl;n has the same distribution as
max1in Sl;i. Thus,
P1(Wl;n  b) =P1 max
1in
Sl;i  b = P1(tl(b)  n)
where
tl(b) = inffn : Sl;n  bg:
Lemma 3 follows from the fact that
P1(tl(b)  n)  P1(tl(b) <1)  exp( b):
Lemma 4: For any k = 1; 2; . . .
P1(M(a) = k)  1=A
where A = exp(a).
Proof: Note that, since the observations are independent from
sensor to sensor, application of Lemma 3 yields
P1(M(a) = k) P1 Wl;k  la for 1  l  L
=
L
l=1
P1(Wl;k  la)

L
l=1
exp( la) = exp( a) =
1
A
:
Using Lemma 4, it is easy to derive Lemma 5.
Lemma 5: For any m = 1; 2; . . .
P1(M(a)  m) 
m
A
:
Lemma 6: For t > 0
lim sup
a!1
P1(M(a)  tA)  1  exp( t): (38)
Proof: For simplicity, we consider only the case when L = 2.
The same idea can be applied to the cases L = 1 and L  3. Choose
m = m(a) such thatm=a2 !1, and logm=a! 0. Note that
P1(M(a)  tA)
=P1 max
0k<tA=m
max
km+1j(k+1)m
min
1l2
Wl;j
l
> a
=P1 max
k
max
j
min
1l2
max
i
Sl;j   Sl;i
l
> a (39)
where the maximum is taken over 0  k < tA=m, km + 1  j 
(k + 1)m, and 1  il  j for all l = 1; 2. For all such k, deﬁne
C1(k) = fi1 : km+ 1  i1  j  (k + 1)mg
C2(k) = fi1 : 1  i1  kmg
D1(k) = fi2 : km+ 1  i2  j  (k + 1)mg
D2(k) = fi2 : 1  i2  kmg:
For simplicity, omit k, e.g., write C1 for C1(k), and deﬁne
B1 =C1 \D1; B2 = C2 \D1;
B3 =C1 \D2; B4 = C2 \D2:
For r = 1; 2; 3; 4, denote
Qr = P1 max
k
max
j
min
1l2
max
B
Sl;j   Sl;i
l
> a
where the maximum is taken over 0  k < tA=m, km + 1  j 
(k + 1)m, and (i1; i2) 2 Br . Note that the right-hand side of (39) is
less than 4r=1Qr , and hence it sufﬁces to show that
lim sup
a!1
4
r=1
Qr  1  exp( t):
It is easy to see that
Q1 = 1 
k
P1 max
j
min
1l2
max
i
Sl;j   Sl;i
l
 a
where the product is taken over 0  k < tA=m, and the maximum is
taken over km+ 1  il  j  (k + 1)m for all l = 1; 2. Thus,
Q1 = 1  P1(M(a) > m)
tA=m
:
By Lemma 5, we have
Q1  1  1 
m
A
tA=m
:
Note that since m=A ! 0 as a ! 1, for given  > 0, once a is
sufﬁciently large
1 
m
A
 exp   (1 + )
m
A
and thus Q1  1  exp( (1 + )t). Letting  ! 0, we obtain
lim sup
a!1
Q1  1  exp( t):
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To complete the proof of Lemma 6, it sufﬁces to show that for all
 > 0, Q2, Q3 and Q4 are smaller than  for sufﬁciently large a. We
will prove this fact for Q2 in Lemma 7. The proofs for Q3 and Q4 are
similar.
Lemma 7: Under the condition (25) of Theorem 3, for all  > 0,
once a is sufﬁciently large
Q2 = P1 max
k
max
j
min
1l2
max
i
Sl;j   Sl;i
l
> a  
where the maximum is taken over 0  k < tA=m, km + 1  j 
(k + 1)m, 1  i1  km, and km+ 1  i2  j  (k + 1)m.
Proof: Note that j   i1 = j   km+ km  i1 and S1;j   S1;i
equals to the sum of the independent random walks S1;j   S1;km and
S1;km   S1;i . Hence, if fSig is an independent copy of fS1;ig, then
Q2  tA
m
m
j=1
P1 max
0itA
Si + S1;j > 1a andW2;j > 2a
 tA
m
m
j=1
P1 max
0itA
Si + S1;j > 1a P1(W2;j > 2a)
 t exp(1a)
m
m
j=1
P1 max
0itA
Si + S1;j > 1a
using Lemma 3 for W2;j .
Now, using Wald’s likelihood ratio identity
P1 max
0itA
Si + S1;j > 1a
P1(S1;j > 1a) + P1 max
0itA
Si > 1a  S1;j > 0
P1(S1;j>1a)+E1 exp(S1;j 1a);1a S1;j>0
=E1 exp min(0; S1;j   1a)
=E1 exp( S1;j)  exp min(0; S1;j   1a) :
Thus,
Q2  t
m
m
j=1
E1 exp min(1a  S1;j ; 0) :
Applying Lemma 8 (below) for S1;j under P1, and letting m1 = a2,
we have for sufﬁciently large a
sup
jm
E1 exp min(1a  S1;j ; 0)  1
Therefore,
Q2  t
m
m1  1 + (m m1)1  t m1
m
+ 1
and the lemma follows, since the right-hand side goes to 0 as a goes
to1.
Lemma 8: Suppose X1; X2; . . . are i.i.d. with EXi =  > 0,
Var(Xi) = 2, and EjXij3 =  <1. Let Sn = X1 +   +Xn and
m1 = b
2
. Then
sup
nm
E exp (min(b  Sn; 0) ! 0
as b ! 1.
Proof: First, we establish
E exp (min(b  Sn; 0)  3
3
p
n
+ 
b  n

p
n
+A
b  n

p
n
+ 
p
n exp b+ (
2
2
  )n (40)
where (x) is the standard Gaussian distribution and A(x) =
( x) = 1   (x).
Let Fn(x) denote the distribution function of Sn, then
Fn(x)   x  n

p
n
 3
3
p
n
for any x by the Berry–Esseen theorem. Now
E exp (min(b  Sn; 0)
=Fn(b) +
1
b
exp(b  x)dFn(x)
=
1
b
Fn(x) exp(b  x)dx

1
b
3
3
p
n
+ 
x  n

p
n
exp(b  x)dx
=
3
3
p
n
+ 
b  n

p
n
+
1
b

x  n

p
n
exp(b  x) 1

p
n
dx
and hence (40) holds.
We next bound each term on the right-hand side of (40). Forn  m1,
the ﬁrst two terms are uniformly bounded by
3
3b
+ 
1  b

which goes to 0 as b ! 1.
For the third term on the right-hand side of (40), we need to consider
two cases: 1)  > 2=2 and 2)   2=2. In case 1), note thatA(x) 
1, and so for all n  m1, the third term is smaller than
exp b    
2
2
b2
which goes to 0 as b ! 1. In case 2), note that A(x)  (x)=x for
all x > 0, where (x) is the density function of the standard Gaussian
distribution (see [26, p. 141]). Thus, the third term is smaller than

p
n
b+ (2   )n
b  n

p
n
which also goes to 0 uniformly for all n  m1 as b! 1.
Therefore, Lemma 8 holds.
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Efﬁcient Computation of the Hidden Markov Model
Entropy for a Given Observation Sequence
Diego Hernando, Valentino Crespi, Member, IEEE, and
George Cybenko, Fellow, IEEE
Abstract—Hidden Markov models (HMMs) are currently employed in a
wide variety of applications, including speech recognition, target tracking,
and protein sequence analysis. The Viterbi algorithm is perhaps the best
known method for tracking the hidden states of a process from a sequence
of observations. An important problem when tracking a process with an
HMM is estimating the uncertainty present in the solution. In this corre-
spondence, an algorithm for computing at runtime the entropy of the pos-
sible hidden state sequences that may have produced a certain sequence of
observations is introduced. The brute-force computation of this quantity
requires a number of calculations exponential in the length of the observa-
tion sequence. This algorithm, however, is based on a trellis structure re-
sembling that of the Viterbi algorithm, and permits the efﬁcient computa-
tion of the entropy with a complexity linear in the number of observations.
Index Terms—Entropy, hidden Markov model (HMM), performance
measurement, process query system, Viterbi algorithm.
I. INTRODUCTION
Hidden Markov models (HMMs) are often used to ﬁnd the most
likely hidden state sequence that produces a given sequence of observa-
tions. This can be donewith the well-knownViterbi algorithm. Possible
performance measures in this scenario include the probability of error
on a single state and the probability of error on the whole sequence.
An alternative measure is the entropy of the possible solutions (state
sequences) that explain a certain observation sequence.
The entropy of a random variable provides a measure of its uncer-
tainty. The entropy of the state sequence that explains an observation
sequence, given amodel, can be viewed as the minimum number of bits
that, on average, will be needed to encode the state sequence (given the
model and the observations) [1]. The higher this entropy, the higher
the uncertainty involved in tracking the hidden process with the cur-
rent model.
In this correspondence, we introduce an efﬁcient algorithm for com-
puting at runtime the entropy of the hidden state sequence that explains
a given observation sequence.
The remainder of this document is organized as follows: Section II
gives a brief introduction to HMMs and speciﬁes the notation used in
this document. Section III describes the algorithm for efﬁciently com-
puting the entropy at runtime, along with a numerical example and a
brief analysis of the algorithm’s performance, in terms of the number
of operations required. Finally, Section IV contains the conclusions and
a discussion of the usefulness of our algorithm.
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