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Abstract
The electric potential recorded on the brain cortex results from the generation of sources of current. However,
it depends on the reference electrode chosen and devices used. We propose here explicit formulae to compute
the fractal dimension of experimental recordings by means of fractal interpolation. Another way of avoiding the
reference dependence is to compute the scalp current density as surface Laplacian of the electroencephalogram. In
practice, the value of the potential is known in a given number of electrodes, but the information about the density
is not explicit. By using different interpolation methods by multivariate splines, formulae for the approximation of
the density are obtained. These procedures are tested on a theoretical model of brain electrical potential given by
the current of a single dipole inside the skull. By computing relative errors for different values of the eccentricity
of the dipole it can be observed that errors decrease with increasing dipole eccentricities. The smallest errors are
computed in the case of a pseudocubic spline. This method is used to perform two and three-dimensional brain
mapping representations and to locate epileptic peaks.
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1. Introduction
The difﬁculties of interpretation of the information given by the electroencephalogram (EEG) have
led to think about the construction of maps of brain electrical potential over the cortical surface, in
order to better visualize the locations of extrema and to distinguish the areas of maximum and minimum
brain activity produced by a speciﬁc process and/or pathology. The potential recorded on the cortex
depends on the equipment devices and the reference electrode chosen. These facts make difﬁcult the
comparisons between different groups and departments. In this paper, we propose low-cost procedures
for the quantiﬁcation and representation of EEG signals in the time and space domains.
2. Time domain: fractal techniques
The computation of fractal dimensions of EEG recordings has been widely used since the 1980s. The
classical dynamical approach used is to deﬁne delay variables in order to reconstruct a low-dimensional
attractor in a supposedly high-dimensional space. Some algorithms give then an estimate of the fractal
dimensions. However, this method is not completely accepted by the experimentalist community due to
many algorithmic and modelling problems. We present here a different approach. Fractal interpolation
was deﬁned recently by Barnsley from some former precedents. This fractal technique is so general that
it contains other conventional interpolation methods as particular cases [9]. A speciﬁc characteristic is
that the graph of the employed functions can have a noninteger fractal dimension and this parameter can
be used to quantify the complexity of a signal [10].
2.1. Fractal interpolation functions
Let t0 < t1 < · · ·< tN be real numbers, and I = [t0, tN ] the closed interval that contains them. Let a set
of data points {(tn, xn) ∈ I × R : n = 0, 1, 2, . . . , N} be given. Set In = [tn−1, tn] and let Ln : I → In,
n ∈ {1, 2, . . . , N} be contractive homeomorphisms such that:
Ln(t0) = tn−1, Ln(tN) = tn, (1)
|Ln(c1) − Ln(c2)| l|c1 − c2| ∀c1, c2 ∈ I (2)
for some 0 l < 1. Let −1< n < 1; n = 1, 2, . . . , N , F = I × [c, d] for some −∞<c<d < + ∞ and
N continuous mappings, Fn : F → R be given satisfying:
Fn(t0, x0) = xn−1, Fn(tN , xN) = xn, (3)
where n = 1, 2, . . . , N .
|Fn(t, x) − Fn(t, y)| |n‖x − y| (4)
with t ∈ I and x, y ∈ R. Now deﬁne functions ∀n = 1, 2, . . . , N .
wn(t, x) = (Ln(t), Fn(t, x)).
Theorem (Barnsley [4]). The Iterated Function System (IFS) {F,wn : n = 1, 2, . . . , N} deﬁned above
admits a unique attractor G.
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G is the graph of a continuous function f : I → R which obeys f (tn) = xn for n = 0, 1, 2, . . . , N .
f is called the Fractal Interpolation Function (FIF) corresponding to {wn}Nn=1 and satisﬁes the functional
equation [5,4]:
f (t) = Fn(L−1n (t), f ◦ L−1n (t)),
n = 1, 2, . . . , N, t ∈ In = [tn−1, tn], that is to say,
f (t) = nf ◦ L−1n (t) + qn ◦ L−1n (t). (5)
The most widely studied fractal interpolation functions so far are deﬁned by the IFS
Ln(t) = ant + bn,
Fn(t, x) = nx + qn(t), (6)
where
an = (tn − tn−1)
(tN − t0) and bn =
(tN tn−1 − t0tn)
(tN − t0) , (7)
n is called a vertical scaling factor of the transformation wn and = (1, 2, . . . , N) is the scale vector
of the IFS. If qn(t) is a line, the FIF is termed afﬁne. In this case, by (3), qn(t) = qn1t + qn0, with
qn1 = xn − xn−1
tN − t0 − n
xN − x0
tN − t0 , (8)
qn0 = tNxn−1 − t0xn
tN − t0 − n
tNx0 − t0xN
tN − t0 . (9)
2.2. EEG ﬁtting
Let {(tn, xn)}Nn=0 be a subset of the data that here we consider equidistant, tn = t0 + nh. These values
are used as interpolation nodes, and we consider the intermediate points of the signal t¯j ∈ In =[tn−1, tn],
j = 1, 2, . . . , m − 1 as target points to deﬁne the ﬁt. If t¯j are also equidistant:
t¯j = (m − j)tn−1 + j tn
m
,
L−1n (t¯j ) =
(m − j)t0 + j tN
m
. (10)
The value of the FIF in the point t¯j is given by the Eq. (5). Replacing the value of the function f inL−1n (t¯j )
by the value of an interpolant of the data f (with interpolation nodes tn):
f (t¯j )  nf ◦ L−1n (t¯j ) + qn ◦ L−1n (t¯j ). (11)
By (8)–(10)
qn ◦ L−1n (t¯j ) =
(m − j)xn−1 + jxn
m
− n (m − j)x0 + jxN
m
.
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Therefore, following (11) and (10):
f (t¯j )  n
(
f
(
(m − j)t0 + j tN
m
)
− (m − j)x0 + jxN
m
)
+ (m − j)xn−1 + jxn
m
,
x¯j = f (t¯j )  nu(j) + v1n(j).
Now we compute n by means of least-squares approximation:
minE(n) =
m−1∑
j=1
(nu(j) + v1n(j) − x¯j )2.
Differentiating with respect to n, if vn(j) = v1n(j) − x¯j , the following value of n is obtained:
n =
−∑m−1j=1 vn(j)u(j)∑m−1
j=1 u(j)2
,
where
u(j) = f
(
(m − j)t0 + j tN
m
)
− (m − j)x0 + jxN
m
,
−vn(j) = x¯j − (m − j)xn−1 + jxn
m
.
When h = tn − tn−1 tends to zero,
vn(j) = (m − j)xn−1 + jxn
m
− x¯j
goes to zero as the value (t¯j , ((m − j)xn−1 + jxn)/m) lies on the line passing trough (tn−1, xn−1) and
(tn, xn). This polygonal (or piecewise linear) function converges to any continuous function containing
the data points [6]. u(j) does not depend on h. As consequence,  → 0 if h → 0. This fact allows to
obtain h low enough to get ||∞ < 1.
2.3. Fractal dimension computation
A theorem of Barnsley [5,4] gives an explicit formula for the fractal dimension D of the graph of an
afﬁne FIF in terms of the coefﬁcients of the IFS. This parameter lies between 1 and 2. Its computation is
simple, the use of delay variables is not necessary and there are no problems of convergence or insufﬁcient
number of points.
3. Space domain: smooth fomulae
The potential recorded on the cortex is due to the activity of generating sources of electrical current
and depends on the reference electrode chosen. This dependence can be avoided by computing the scalp
current density [12], that allows to identify sources and sinks of current, since they are much more
136 M.V. Sebastián et al. / Journal of Computational and Applied Mathematics 189 (2006) 132–141
visible in the graphical representation of the density than in the scalp potential. The scalp current density
can be expressed in function of the potential by means of the surface Laplacian. This work generalizes
the methodology of Perrin et al. [13] by considering more general spline surfaces. The current density
is obtained from the potential data for several interpolation procedures. A theoretical model of brain
potential works as a test to ﬁnd the best representations.
3.1. Scalp current density
The EEG is an averaged signal, i.e., to say, what is recorded in one channel is not exactly what is
happening just underneath the position. Some authors, from the ﬁfties, have proposed the computation
of the scalp current density. Roughly speaking, the density extracts the radial component of the electric
potentialV and is computed as the surface Laplacian ofV. If (e1, e2) is a system of local coordinates which
are tangential to the scalp and g is the conductivity the scalp current density is computed as [11–14]:
I = −g
(
2V
e21
+ 
2V
e22
)
for which I is called surface Laplacian. If, instead of a local orthogonal tangential coordinate system
(e1, e2), one uses a curvilinear (u, v) representation of the scalp surface:  = (u, v),  = (u, v) and
 = (u, v), by means of a change of variables, the following expression of the density is obtained [7]:
I = −g(Du((qDuV − fDvV )/a) + Dv((eDvV − fDuV )/a))/a, (12)
where a = (eq − f 2)1/2, e = (Du)2 + (Du)2 + (Du)2, f = DuDv + DuDv + DuDv and
q = (Dv)2 + (Dv)2 + (Dv)2.
Let V (, , ) denote the value of the potential at a point (, , ) of the scalp. Let  = G(, ) be the
function that describes the scalp geometry of the skull (represented in this case by a sphere of radius 1).
Let  = k(x, y),  = l(x, y) be the inverse of the projection used to project a point (, , ) onto (x, y)
and deﬁne h(x, y)=G(k(x, y), l(x, y)) then V (x, y)=V (k(x, y), l(x, y), h(x, y)) is a two-dimensional
map of the scalp potential V. If V, G, k, l are twice differentiable, I can be obtained of (12) in Cartesian
coordinates. If one considers the stereographic projection from the south pole of the northern hemisphere
on a horizontal plane tangent in its north pole (Cz):
 = 4x
4 + x2 + y2 ,  =
4y
4 + x2 + y2 .
Thus, the expression of the scalp current density is simpliﬁed as
I = − 116(4 + x2 + y2)(D2yV + D2xV ). (13)
3.2. Surface Laplacian formulae
In practice, V is known only in a prearranged number of electrodes and a function U(x, y) which
interpolates the potential values zi = V (xi, yi), i = 1, . . . , N is needed. If U is twice differentiable, it
is possible to obtain an approximation H(x, y) of I (x, y) by applying (13) to U(x, y). In this case, a
function U(x, y) obtained by means of (m, s)-splines [8] was considered. This method was chosen due
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to the convergence properties of these functions and their derivatives (see the reference book [1]). The
n-dimensional spline functions of order (m, s) are deﬁned by means of the expression [8]:
U(	x) =
∑
	a∈A
∗	aK2m+2s−n(	x − 	a) + p(	x),
where K2m+2s−n is the function
K(	x) =
{ |	x|,  /∈ 2N∗,
|	x| Log|	x|,  ∈ 2N∗, ∀	x ∈ R
n
.
p ∈ Pm−1, A is the set of interpolation nodes, and∑
	a∈A
∗	aq(	a) = 0, ∀q ∈ Pm−1,
where Pm−1 denotes the set of multivariate polynomials of degree lower or equal than m−1; n,m ∈ N∗,
s ∈ R such that −m + (n/2)< s < (n/2). The case n = 2 was considered here and the following orders
were used: m = 2, s = 12 , called pseudocubic splines; m = 3, s = 0, called D3-splines and m = 4,
s = 12 known as pseudoquintic splines. The smoothness is C2, C3, C4, respectively [8]. By applying the
Eq. (13) for V = U(x, y), the following formulae were obtained:
Pseudocubic density:
H(x, y) = − 9
16
(4 + x2 + y2)
∑
ai∈A
∗ai ri .
D3-Density:
H(x, y) = − 1
16
(4 + x2 + y2)
⎡
⎣∑
ai∈A
∗ai Log r
2
i + 2q22 + 2q02
⎤
⎦
.
Pseudoquintic density:
H(x, y) = − 1
16
(4 + x2 + y2)
⎡
⎣∑
ai∈A
∗ai49r
5
i + 2q22 + 2q02 + (2q23 + 6q03)x + (2q13 + 6q33)y
⎤
⎦ ,
where r2i = (x − xi)2 + (y − yi)2, ai = (xi, yi) (nodes) and qkd are the coefﬁcients of the polynomial:
p(x, y) =
2∑
d=0
d∑
k=0
qkdx
d−kyk
for D3-density and
p(x, y) =
3∑
d=0
d∑
k=0
qkdx
d−kyk
for pseudoquintic density.
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3.3. Test potential function
To simulate a brain electric potential, the model proposed by Ary et al. [3] and Arthur et al. [2] has
been chosen. The head is modelled as a structure formed by three concentric spheres. The brain occupies
the inner sphere with radius bR and homogeneous conductivity g. An intermediate shell with radius cR
represents the skull and separates a zone of conductivity kg; and a third sphere of radius R represents
the scalp and separates a zone of conductivity g. The electrical activity of a small region of the brain is
represented by a current dipole of moment p. The distance of the dipole to the center of the spheres is
fR, where f ranges from 0–b. The potential is calculated in the outer surface. The potential is obtained in
spherical coordinates as in Schneider [14]. If the dipole is radial, the potential does not depend on the
third coordinate:
V (R, ) = p
4gR2
∞∑
n=1
(2n + 1)3kf n−1
(n + 1)nn nP
0
n(cos ),
where P 0n (cos ) is the Legendre polynomial of order n and
n = −(1 − k)(kn + k + n)(c2n+1 − b2n+1) + (kn + k + n)(kn + k + 1)
n + 1 − (1 − k
2)n
(
b
c
)2n+1
.
P 0n (cos ) are eigenfunctions with eigenvalues −n(n+1)/R2 of the two-dimensional spherical Laplacian
operator and from here:
I = p
4R4
∞∑
n=1
(2n + 1)3kf n−1
n
nP 0n(cos ).
4. Results
4.1. Theoretical model
The theoretical density of the dipolar model described in the previous paragraph was calculated with
parameters: R=1, b=0.874, c=0.92, g=1, k=0.0125 [3].A set of 19 electrodes located following the
international Jasper’s 10–20 system was considered. These points were taken as nodes of interpolation.
Additionally, the density was obtained at other 22 arbitrary distributed electrodes, used as test points to
compute the error committed by every interpolation method. The relative (divided by the maximum of the
density) root mean square error was calculated over the 22 electrodes. These computations were repeated
for values of the eccentricity ranging between 0.6 and 0.86 as it corresponds to the human model [3].
Three formulae of the density (pseudocubic, pseudoquintic and D3) were applied to the previous data.
In all the cases considered, the errors decreased with the eccentricity. Minimal errors were obtained for
the case of pseudocubic splines (Fig. 1). Another remarkable fact is that the differentiability order of
the interpolating functions works in an inverse form with respect to the obtained accuracy. The lower
the orders of regularity, C2 in this case, the better the results obtained. The optimum approximation
corresponds to pseudocubic splines.
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Fig. 1. Relative root mean square errors obtained for different dipole eccentricities with three formulae of the density.
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Fig. 2. Spline mapping of a real electroencephalographic potential when an epileptic peak occurs. The dark area close to C3 is
the approximate location of the epileptic peak.
4.2. Localization of cortical sources
One of the main problems of the electroencephalography consists in the determination of sources that
generate the electrical activity of the brain. It is difﬁcult to ﬁnd a model which represents the global
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Fig. 3. Density mapping of the epileptic peak corresponding to the previous ﬁgure. The area of localization appears more
delimitated.
activity. Therefore, only those activities located in a particular region of the brain are considered. An
electroencephalogram corresponding to an epileptic child at rest with closed eyes was taken.A peak in the
neighborhood of the location C3 was found in the electroencephalogram. The method of two-dimensional
pseudocubic splines was applied in order to obtain the mapping of the density when the epileptic peak was
produced. With the previously calculated formula the scalp current density was computed. The epileptic
peak was located at a neighborhood of the left central location C3, but it was not possible to determine it
with accuracy (Fig. 2). The density mapping showed the epileptic peak more deﬁned in a zone adjacent
to this position (Fig. 3).
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