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Abstract
The thesis is an investigation of non-equilibrium phenonema. The method im-
ployed is Molecular Dynamics which in its simple form is a numerical solution
of the classical equations of motion. Two systems are studied by this simulational
method.
The first system is an oscillating chemical reaction competing with a phase sepa-
ration process. The oscillating chemical reaction is kept far from equilibrium by
driving it energetically. It is shown that the Molecular Dynamics method is able
to reproduce the macroscopic phenomena. Moreover, it is shown that the phase
separation process can modify the underlying chemical kinetics of the reaction.
The second system is a dissipative gas coupled to a number of thermostating de-
vices. The dissipative gas is a model of a granular medium, and work presented
in the thesis cast light on the pattern formation in dissipative gases.
i
Resume´
Afhandlingen er en undersøgelse af ikke-ligevægtsfænomener. Den brugte metode
er Molecular Dynamics som i den simpleste formulering er en numerisk løsning
af de klassiske bevægelsesligninger. To systemer er blevet undersøgt ved hjælp af
denne simuleringsmetode.
Det første system er en oscillerende reaktion i konkurrence med en faseadskil-
lelsesproces. Den oscillerende reaktion er holdt langt fra ligevægt ved at drive
den energetisk. Det vises at Molecular Dynamics er i stand til at reproducere de
makroskopiske fænomener. Endvidere vises det, at faseadskillelsesprocessen kan
ændre reaktionens underliggende kinetik.
Det andet system er en dissipativ gas koblet til en række termostaterende anord-
ninger. Den dissipative gas er en model af et granulært medium, og arbejdet
præsenteret i afhandlingen kaster lys pa˚ mønsterdannelsesprocessen i dissipative
gasser.
iii
Preface
This thesis is the result of my graduate work carried out at Department of Life
Sciences and Chemistry, Roskilde University during the period December 1994–
November 1997. The thesis is submitted as a partial fulfilment of a Danish Ph.D.-
degree.
The topic of the thesis is computational studies of non-equilibrium states using
Molecular Dynamics. More precisely I have been engaged in two projects:
 The influence of phase separation on an oscillating chemical reaction.
 Temperature-control of granular media - in this thesis modelled as particles
undergoing inelastic collisions
The two projects are very different in nature but the numerical technique is the
same.
The intended reader is in principle me i.e., I have written a thesis that I would
have found valuable three years ago when I began my Ph.D. studies. A number of
papers is enclosed as appendices. An outline of the chapters in the thesis is:
Chapter 1 is meant as a justification of the use of computer simulations in the
physical sciences.
Chapter 2 introduces both classical and statistical mechanics.
Chapter 3 discusses phase transitions and the emphasis is on phase separation.
Chapter 4 is about chemical kinetics. The chapter introduces the topics which
are applied to the simulational results presented in chapter 7.
v
vi
Chapter 5 deals with the granular state of matter which is typically modelled
as particles undergoing inelastic collisions. The basic phenomenology of
granular media is introduced.
Chapter 6 discusses the numerical techniques which have been applied in order
to obtain the results presented in chapter 7 and chapter 8.
Chapter 7 presents the results from simulations of a simple oscillating chemical
reaction.
Chapter 8 discusses how to control the temperature of many-particle systems
and the phenomenology associated with particles undergoing inelastic col-
lisions coupled to various thermostats.
Appendix A is a paper about the role of computer in modern chemistry [24].
Appendix B is a contribution to the 9th annual workshop of simulational physics
at University of Georgia [27].
Appendix C is a paper on phase separation and chemical reactions [26].
Appendix D is a paper on the thermostating of dissipative gases [25].
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CHAPTER 1
Computational Science
The present thesis is about computer simulations of statistical-mechanical sy-
stems. In this chapter we will take a closer look at the branch of science called
computational science. The chapter is not restricted to chemistry, and we have
tried to write it in general terms but most of the examples will come from chemi-
stry since the author is most familiar with chemistry.
1.1 The new branch
Science - here understood as the physical sciences including physics and chemi-
stry - has traditionally been divided into two branches or legs: theory and experi-
ment. The experiment is nowadays seen as the notion that makes e.g., chemistry,
scientific. The experiment was introduced in science during the scientific revolu-
tion 3–4 centuries ago [84]. Before then, science was mainly theoretical.
The introduction of the computer into science has started a new revolution: a new
branch of science is emerging, namely computational science. No precise defi-
nition of computational science exists, and the question can easily trigger a pas-
sionate debate among computational scientists - recently Hocquet asked1 whether
computational chemistry was restricted to molecular modelling, and his question
started a long and interesting debate. According to our personal taste, we will
adopt the definition by Golub et al. [33]:
1The debate was running on the Internet through the “Computational Chemi-
stry List” (a mailing list), and an archive of the contributions can be found at
http://ccl.osc.edu/ccl/archived messages.html .
1
2 Computational Science
Computational science is the set of tools, techniques, and theories
used to solve problems in science and engineering by a computer.
One of the first clear examples of computational investigation of physical proper-
ties is the study by Metropolis et al. [56]. In 1953 Metropolis et al. published a
paper which introduced the Monte Carlo (MC) method. Shortly thereafter Alder
et al. [1] introduced the Molecular Dynamics (MD) method. Adler et al. and
Metropolis et al. were interested in the equation of state and phase transitions of
simple liquids.
1.2 Theoretical or experimental?
Science has traditionally been divided into two branches; theoretical and expe-
rimental. One can put forward the question, whether computational science is
experimental or theoretical.
We can easily answer the question: Computational science is neither experimental
nor theoretical, but it does have notion in common with both. Computational
science requires software which is produced by programming. Programming is
the process where ideas are formalised and written as a computer program. The
notation used in programming is not formulœ as in the theoretical approach but
a programming language. Still, the notation is unambiguous as the mathematical
notation, and this aspect of computational science is close to theoretical science.
However, the computer can be regarded as an instrument, and then computational
science suddenly has an experimental orientation [60]. Rapaport [71] has pro-
arguments for the term “numerical experiment”. Moreover, Rapaport argues, the
distinction between computational methods and theoretical approaches is the cost;
theory can be done with a piece of paper and a pencil, while computations require
an investment in hardware.
Traditionally, science has tried to construct theories that explain experiments to
some extend or to conduct experiments that can verify a given theory. Figure 1.1
shows the role of computational science. Theories are used to obtain approxima-
tions and general explanations of the experimental data. The computer simulations
are instead used to investigate the model of the experiment in a more naive fashion
than it is analytically possible.
Let us - through an example - explain the ideas formulated above. Consider a
simple liquid; it could be methane, uwvyx . We can, by experimental means, mea-
sure a given physical quantity; for instance the pressure at a given temperature
and density. Methane is a simple liquid, and we will expect that it behaves as a
classical-mechanical system i.e., we will expect that the Hamiltonian equations
1.3 Validation 3
Compare Compare
experiments
Perform Perform
simulations
Deduce theories
Make a model
Experi-
mental
results
Test of
the model
Test of the theory
Exact
results
for the model
Theoretical
predictions
Model
Physical/chemical
system
Figure 1.1: The relationship between experiment, computer simulation and theory in modern
physical science. From [24] and inspired by [2].
of motion are applicable, and the interaction potential is the Lennard-Jones po-
tential, see e.g., Hansen et al. [38]. It is possible from the interaction potential
to evaluate the next few virial coefficients, and use these to obtain approximative
values of the pressure as function of temperature and density. This is the theore-
tical or analytical approach. The brute-force method (or the naive method) is to
numerically solve the equations of motion and calculate the pressure at a given
density and temperature. This approach is exact in the sense that the only two
approximations used are the application of classical mechanics and the numerical
scheme/the computer program. All three approaches provide us with a set of data,
which can now be compared and the model and the approximation in the theo-
retical derivation can be verified or falsified by comparing with the experimental
data.
1.3 Validation
In science in general, the concept of validation covers the process of comparing
the real-world facts and the predictions of the model, and then conclude whether
the model is reliable or not. The use of computers to make the predictions, makes
the validation process a bit more complicated.
4 Computational Science
The complication of the validation process comes from the nature of the solution
strategy: the predictions by the model are obtained by the use of a computer
program. Typically, the computer program is written by the scientist himself. The
first step in making reliable predictions is to justify that the computer program
works correctly.
The verification of computer programs is not a trivial matter, and scientific pro-
grams might be even harder to verify. A typical verification of a computer pro-
gram is to test the program. The test procedure is based on the idea that the
program maps an input space on an output space. For example, a user working
with a database at the library, the queries he types (the name of the author, etc.)
is the input space, and the records that the database program prints are the output.
Most computer programs are deterministic i.e., the mapping between the input
and the output is a deterministic mapping (the mapping is mathematically speak-
ing surjective and not invertible). The testing procedure used is the following: the
programmer constructs by hand the output associated with a given input (this is
called a test example). If the program returns the same output as the program-
mer deduced, the program is less likely to contain errors. The art of testing is
then to construct test examples which are as orthogonal as possible, so the testing
period will be as short as possible. This test procedure is discussed at length by
Myers [61].
Now the construction of test examples is not as simple as outlined above. The
reason why we write computer programs for scientific purposes is that we cannot
solve the problem by hand i.e., map the input space onto the output space. Three
procedures can then be persuited:
 The reproduction of data obtained from other sources. In some fields, a set
of test examples might exist.
 Often in some limiting cases, the solution can be found analytically. This
can be used to construct test examples. For example, we can easily solve
2 linear equations with 2 unknown variables, and this can be used to test a
general linear equation solver.
 One can monitor some quantity which value is known from some exact
analysis of the problem.
The last point is useful when it comes to statistical-mechanical simulations. As
an example consider a system of  particles in a microcanonical ensemble. We
know that the total energy  tot, is a conserved quantity i.e.,  tot must be constant.
One can print  tot as function of time, and if it is constant (within the precision
of the computer) we have increased the degree of reliability of the program.
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1.4 Simulational or computational scientists
So far we have discussed computational science, but one sees a division of the sci-
entific community in the way, its members use computing equipment. Scientists
doing simulations or calculations can be divided into two types. This classification
is discussed by Mouritsen [60]. The types are:
 The type that happily spend hours (or even weeks or months) on writing
computer programs. Designing and implementing the computer program is
more satisfactory for them than the actual scientific problem. We will call
them computational scientists.
 The second type is the scientist who is a user of a simulation program. He
has never written a simulation program but the computing system (hard-
ware and software) is his major scientific equipment. This type is called the
simulational scientist.
The classification above is of course extreme, and most scientists who use com-
puters, are somewhere in between. The two types have advantages and disad-
vantages. The computational scientist knows everything about the computational
method - its strong and weak points. But he works slowly, in the sense that he
does not solve many problems but develops new computational methods. The
simulational scientist, on the other hand, solves many scientific problems, but has
to rely on computer programs written by others. He tends to regard the computer
(hardware and software) as a black box. Neither of two types are the best, but it
seems to us that the population of simulational scientists is growing faster than
the population of computational scientists. The desktop computers have become
fast enough to solve large problems, and many problems can be solved by using
commercial software packages e.g., quantum chemical problems.
Even though commercial software packages can solve many of the (standard)
problems in science, we strongly believe that the best scientific programs are writ-
ten by computational scientists. A person trained in science will, in general, be
better to solve computational problems related to science than the average pro-
grammer.
1.5 Concluding remarks
The application of computers to scientific problems creates new problems. But it
also introduces new solution methods. Problems which were regarded as impos-
sible to solve, can now be examined numerically. We regard this development as
very exciting.
6 Computational Science
Moreover, computer simulations may also save us from many problems, and be
able to create short-cuts. In the pharmaceutical industry, computer simulation
techniques can be used to “test” compounds; it is often referred to as rational
drug design. The excellent book by Grant et al. [35] shows many of the modern
application of computer in chemistry, and we strongly believe that computers will
help both life sciences and physical sciences in solving complex problems in the
future.
CHAPTER 2
Mechanics
In this chapter we will outline classical mechanics. It is not a tutorial and the pur-
pose is to enable the reader to understand later chapters. Classical mechanics can
without problems be applied to many systems. In this thesis classical mechanics
is used to describe microscopic details of simple liquids. This approximation is
valid at high temperatures. High temperatures are not high in the everyday mea-
ning of the word e.g., classical mechanics is suitable to describe methane ( uwvzx )
at 90 K.
Moreover, we will discuss statistical mechanics which is the underlying basis of
the thesis. Briefly stated, statistical mechanics links the microscopic world (a
many-body problem) with the macroscopic world (thermodynamics).
2.1 Classical mechanics
Classical mechanics is one of the major physical theories. The most well-known
textbook is probably the textbook by Goldstein [32], and we will only cite this
textbook.
The most important physical law in mechanics is Newton’s second law. It relates
the acceleration of a body to the force acting on the body. More precisely it is
^|{
_
] (2.1)
where
^
is the force, ] the acceleration, and _ is the mass of the body. Since the
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acceleration is the second derivative of the position Z , we can easily write down
the equations of motion. For an  -body system, the equations of motion are
= Z
T
=(}
{
[
T (2.2a)
=([
T
=}
{
^
T
_
T
(2.2b)
where [ T is the velocity of the ~ th body.
The equations of motion can be written in many different ways. The Hamiltonian
formulation is very useful, and which is equivalent to the formulation above. We
begin by writing down a function called the Hamiltonian, V . The equations of
motion is then given by
=
Z
T
=(}
{ 
V

\
T
(2.3a)
=
\
T
=(}
{
F

V

Z
T
(2.3b)
where \ T is the momentum of the ~ th body. The partial differentiation on the right
hand side should be interpreted as a compact notation of partial differentiation
with respect to the component in each direction.
2.1.1 Basic properties
The Hamiltonian V , is composed of two terms which dependent on either the
positions or the momenta i.e.,
V
Z
T
\
T
{U
\
T
K


Z
T (2.4)
The first term

, can be shown to be the kinetic energy  kin i.e.,
 kin
{{

"
X
Ł
T


_
T
\
T

- (2.5)
The second term is the potential energy, i.e.,  {  pot. The Hamiltonian is, in
other words, the total energy, and Liouville’s theorem states that for an isolated
system the Hamiltonian is constant which implies that the total energy is constant.
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The equations of motion are time reversible. This means that there is no arrow of
time; the future and the past are equal in the sense that a change of sign transforms
the future into the past and vice versa.
2.1.2 The force term
The force, ^ T , in equation (2.2) represents the interaction between the  bodies.
For the ~ th body, we will assume that the force can be written as
^
T
{
Ł
Tfiw
T (2.6)
where

T is the force between body ~ and  . For the systems studied in the present
thesis, the force term

T will only depend on the separation of the bodies i.e.,
on Z T F Z  only. The force is antisymmetric when indexes are interchanged i.e.,

T
{
F

T
.
The force

T , is related to the potential  , as

T
{
F
G


t
T (2.7)
The potential is the model of the system; it covers the details on how the bodies or
particles interact. A celebrated potential is the Lennard-Jones potential which is
 LJ
{
flfi
t

-
F
ti ¢¡
(2.8)
where the parameter

is the characteristic length scale and  is the energy scale.
The Lennard-Jones potential is often used when simple liquids (e.g., argon and
methane) are simulated. The parameters are determined by the substance under
investigation.
2.2 Statistical mechanics
Statistical mechanics is a formal (mathematically rigorous) procedure which con-
nects the microscopic world (atoms, molecules) with the macroscopic world. The
procedure is statistical in nature i.e., it can be used for computing averages instead
of detailed dynamics.
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For example, a glass of water ( ('6" litre) contains '£ 0#  or &('b4+fiffi- x molecules.
Each water molecule has 18 degrees of freedom, saying a glass of water has "0¤
-
 
degrees of freedom. Just storing a snapshot (all degrees of freedom at one
point in time) would require ff'6&0+¥! §¦ 	 assuming only single precision. If a
harddisk is  1 .  thick, and we use ff(')&

disks, the stack of harddisks would
be  x  tall. This should be compared to the distance between the earth and
the sun which is '67Y+ /  . This example clearly shows that knowledge of the
detailed dynamics of the water molecules in a glass is impossible, and it serves as
the motivation for introducing statistical mechanics in order to obtain knowledge
of many-body systems.
Since this chapter is not intended to be a complete tutorial of statistical mechanics,
let me therefore mention two textbooks, I have enjoyed reading:
 Huang [43] gives an easy introduction. The text is not rigorous and it serves
as a gentle introduction of the key ideas. The book must be considered as a
“classical” text in the sense that it has a physical origin.
 Andersen [3] is a “modern” text. “Modern” refers to the way the topic
is approached - Andersen uses probability theory and information theory
and deduces first a general statistical mechanics which he later applies to
physical systems.
2.2.1 Ensembles
An ensemble can defined in many different ways, and we will use a pragmatic
definition.
We define an ensemble as a many-body system where a number of thermodynam-
ical variables are fixed. Two ensembles are of interest in this thesis; the microca-
nonical and the canonical ensemble. An ensemble defines the macroscopic state
of the system, and the dynamics is defined by a Hamiltonian.
The microcanonical ensemble is an Y ensemble i.e., it is a system where the
number of particles  , the volume  and the total energy  are constant. The
Hamiltonian which describes the microcanonical ensemble is the Hamiltonian in
equation (2.4).
The canonical ensemble is in many aspects more interesting. The three variables
which are constant, are the number of particles, the volume, and the temperature.
In section 2.4 we will discuss the Hamiltonian for this ensemble.
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2.2.2 The partition function
One of the key concept in statistical mechanics is the partition function. Let us
assume that
V
is the Hamiltonian of a many-body system. The canonical partition
function
WX
, for an  -particle system is then given as
WX





{ 
¨
.
X
©8ª¬«­®

F
g
V

= Z
X
= \
X
(2.9)
where  is the temperature,  the volume,
¨
is a normalisation constant, and
g
is h
83i . The integration is over the positions and momenta of all particles.
We have & integrals which in most cases is impossible to solve analytically. In
section 2.3 we will consider a system which can be treated analytically.
2.2.3 Thermodynamics and fluctuations
The aim of statistical mechanics is to calculate thermodynamic properties from the
knowledge of the microscopic details of a many-body system. One simple rela-
tion connects the macroscopic world with its microscopic details. The connection
relates the (Helmholtz) free energy C , and the (canonical) partition function WYX
as
C
{
F4
fi3¯

#9
WX




 (2.10)
In principle all thermodynamical quantities can trivially be derived from this point.
In reality, the partition function is only possible to compute exactly for a few
examples, and computer simulations are the only possible way of examining the
problem of interest. In the remaining part of the section we will look at a few
consequences of equation (2.10).
Consider the internal energy, k . From a thermodynamical point of view it is given
by [5]
k{±°


C4²



h²
´³
m
(2.11)
The internal energy is equivalent to the total energy for the microscopic system.
The total energy,  tot, fluctuates (we are now considering the system with fixed
temperature i.e., a closed system, and not an isolated system) around the mean
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value. The internal energy is therefore the average of the total energy, and so we
have:
kU{
`
V
a
{
F
° 

#9
WX






g
³
m
(2.12)
The heat capacity (at constant volume) is in thermodynamics defined as
lnmµ ° 
k
 
³
m
(2.13)
Loosely speaking, the heat capacity is a measure of the energy required to heat a
system one degree. Using equation (2.10), equation (2.11), and equation (2.12)
we obtain an expression for the heat capacity:
lnm
{


fi3i
-Y¶
`
V
-
aF
`
V
a
-J· (2.14)
We see that the heat capacity is a statistical quantity, namely the mean-square
deviation of the total energy. The exciting point about equation (2.14) is that heat
capacity can be calculated from a system in equilibrium - we do not have to use the
experimental procedure i.e., we do not have to add energy and see the temperature
raise in order to find the heat capacity. Equation (2.14) is a special case of a more
general theorem called the fluctuation-dissipation theorem [43].
2.3 An example
In this section we will consider a simple system. We examine  identical particles
with mass _ . The Hamiltonian of the system is:
V¸{

"
_
X
Ł
T¹

\
-
T (2.15)
The equations of motion is easy to derive. They are:
=
Z
T
=}
{
\
T
_
(2.16a)
=
\
T
=(}
{ º (2.16b)
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The equations of motion show that the molecules in a system with a Hamiltonian
given by equation (2.15) do not interact. The molecules move in straight lines.
The canonical partition function can be evaluated. The integration over the po-
sitions gives us 
X
, while the integration over momenta is an integration of a
Gaussian function. The partition function is:
WX





{

¨
.
X
©

X
°¼»
"²½
_
g
³
X
(2.17)
The Helmholtz free energy C , links us to the thermodynamics of our system, and
we obtain
C
{

fi3i



#9

K

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
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#9

"²½
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
F

#9

g

F

#9

¨
.
X
¾©
 (2.18)
The free energy is not interesting on its own. The pressure of the  molecules is
more interesting since it can easily be measured. The pressure p is
p {
F
°

C


³y¿
{
F4
fi3¯
°



#9



³
¿
{

fi3¯

which is the equation of state of an ideal gas. That is, an ideal gas is a system
where gas molecules do not interact. Moreover, the ideal gas is one of the few
microscopic system which we can solve analytically.
2.4 Extended dynamics
The Hamiltionian in equation (2.4) describes the dynamics in the microcanoni-
cal ensemble. In 1984 Nose´ [63] published paper about a Hamiltonian which
can describe the dynamics in the canonical ensemble. Since most of our simula-
tions reported in this thesis have been performed in the canonical ensemble using
equations of motion derived from Nose´’s Hamiltonian, we will discuss his Hamil-
tonian.
The Hamiltonian
V
is
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V¸{
X
Ł
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T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M
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KÃÂ

fi3i

#9
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where the two variables À and M Á is the extension of the simple Hamiltonian. The
idea is that the particles are coupled to a heat bath which is modelled by À and
M
Á . The relaxation time of the thermostat is
W
. The parameter Â is the degree of
freedom (plus one).
The (microcanonical) partition function associated with V is
W
{ 
¾© ªÄªÅªÅª¸Æ
ÇV
FÃ

= Z = \ =
À
=M
Á (2.20)
where
Æ

+
 is the Dirac delta function. We now introduce a new variable, \ÉÈT as
\
T

À , and we have = \ { =  \sÈ Àh { À!Ê 1  = \sÈ . Moreover, let V È be
V
È
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X
Ł
T


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T

-
"
_
TÀ
K


Z

The partition function can now be rewritten as
W
{

©
ªÄªÅªËª
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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=M
Á (2.21)
We can apply the following property of the delta function:
Æ

¨

Àh¢
{
Æ

À
F
À!Í
¨
È

Àh
where À!Í is the root of the function
¨
and
¨
È is the derivative of
¨
. If we let
¨
be
¨

À²
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È
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M
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W
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F
we find À!Í to be
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È
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and the derivative is
¨
È

Àh
{
Â

fi3iy
À
. Finally the delta function can be evaluated
to be
Æ
 ¨ 
Àh¢
{
Æ
°
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F
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F
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fi3Ì
(2.22)
Using that the integration of M Á is the integration of a Gaussian function, we obtain
W
{ 
Â
»
"²½
W

83¯Î«Ð­®

Ñ
83i

WYX (2.23)
where
WYX
is
WX
{

¾©
ªËª
«Ð­®
°
F
V
È

fi3¯
³
=
\
È
=
Z (2.24)
The partition function
WYX
is the partition function of a canonical ensemble, and
since we have
WÓÒÔWX
we see that the ensemble generated by the Hamiltonian in
equation (2.19) is the canonical ensemble.
The equations of motion which generates the dynamics of particles coupled to
a heat bath can be reduced further. Hoover [42] has shown that one variable is
sufficient in order to describe the motion of the particles.
It is important to stress that the instantaneous temperature is not constant. The
instantaneous temperture Õ is given as
Â
F|
"

fi3ÉÕ
{
X
Ł
T

\
-
T
"
_
TÀ
-
(2.25)
The instantaneous temperature fluctuates, but the mean value
`
Õ	a is the equili-
brium temperature i.e.,
`
Õ	a
{
 .
This extension of the equations of motion is often referred to as the Nose´-Hoover
thermostat, and in chapter 6 we will discuss an algorithm which implements the
Nose´-Hoover thermostat.
CHAPTER 3
Phase Separation
Simple liquids have been studied by computer simulations for more than forty
years. The first pioneering studies by e.g., Metropolis et al. [56] were concerned
with the equation of state. But since the early 1960s the focus has been on phase
transitions.
In this chapter we will review some of the basic theories about phase transitions
with emphasis on phase separation. We will begin the chapter by giving a few
general references: Binder [7] has reviewed the kinetics of phase separation very
pedagogically. The best and most general textbook is the textbook by Goldenfeld
[30].
3.1 Phase transitions
Phase transitions are a well-known phenomenon in everyday life e.g., the melting
of an ice cube. The properties of phase transitions have been studied experimen-
tally and theoretically for more than a century. An early observation was that at
some phase transitions the heat capacity is singular at the transition temperature.
This observation led Erhenfest to a classification of phase transitions. The clas-
sification proposed by Erhenfest is nowadays simplified, and we have only two
types of phase transitions:
 the discontinuous transition where the heat capacity is singular
 and the continuous transition where the heat capacity is a continuous func-
tion of the temperature
17
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Figure 3.1: A typical phase diagram for a pure substance. The letters S, L, and G denote one
phase regions (solid, liquid, and gas).
The melting of ice is an example of a discontinuous phase transition while the
structural changes in a lipid is typically a continuous transition.
Let us consider a pure substance e.g., carbon dioxide, unÖ
-
. Given the pressure,
the transition temperature from solid to liquid, is uniquely determined. The in-
formation i.e., the set of transition pressures and temperature, is called the phase
diagram. For a pure substance like carbon dioxide a typical phase diagram is
sketched in figure 3.1.
The lines in a phase diagram is where the phase transition occurs. These lines are
called the coexistence lines because two phases exist i.e., they are in equilibrium.
A coexistence line can be calculated by using the Clapeyron equation i.e.,
=
p
=

{Ø× trans ÙÌÚ
× trans  Ú
(3.1)
where
p
is the transition pressure,  the temperature, × trans ÙÌÚ is the change in
the molar entropy, and × trans  Ú is the change in the molar volume.
The phase diagram sketched in figure 3.1 is for a pure substance only. If we turn
to two-component mixtures, we need one extra variable in order to describe the
phase transitions uniquely. Often the mole fraction of one of the species is used,
and the phase diagram is three-dimensional.
For a pure substance there exists one point in the phase diagram where the three
phases (solid, liquid, gas) coexist. We call this point the triple point. It is located
where the three coexistence lines meet.
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Substance

(nm) J
fi3 (K)
v
«
0.2556 10.2
ÛÝÜ
3.405 119.8
v
-
2.959 36.7
uwvÞx 3.817 148.2
Table 3.1: The Lennard-Jones parameters for a number of substances. Data taken from Hansen et
al. [38].
3.2 Simple liquids
One-component simple liquids have been studied experimentally, computationally
and theoretically. We will concentrate on theoretical and computational results on
one simple liquid: the Lennard-Jones liquid.
The Lennard-Jones (LJ) liquid can be regarded as a family of liquids i.e., many
simple liquids can be approximated well using the Lennard-Jones potential. The
LJ potential is a short-range potential which includes two parameters:


t

{
flfi²

t

-
Fß

t
 
¡
(3.2)
The parameter  is the fundamental energy unit while the parameter

is the fun-
damental length unit. Table 3.1 lists values for the parameters for a number of
simple liquids.
Hansen et al. [39] have performed computer simulations of a three-dimensional
Lennard-Jones system, and they have found that the triple point is oOà '6 fi7

. and

à
(')& á
fi3 . Kofke [46] and Panagiotopoulos [65] have numerically studied
the liquid-gas transition, and this part of the phase diagram is shown in figure 3.2.
3.3 The scaling hypothesis
In this section we will briefly discuss scaling in the context of phase separation,
for a more detailed description see Bray [10]. The physics behind the scaling
hypothesis is that only one variable is relevant [10, 30].
If we consider a fluid close to the critical point, we find that the isothermal com-
pressibility â ¿ behave as
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Figure 3.2: The phase diagram of the pure three-dimensional Lennard-Jones system (temperature
versus pressure; scaled so ïËð ê and ñòð ê ). The gas phase is above the curve while the liquid
phase exists below the curve. From [46].
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
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°ó
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³z¿QôØ
õFöÌ÷

1fiø (3.3)
were Ì÷ is the critical temperature. Moreover, the a similar behaviour is found for
the heat capacity, namely
lnm
ôù
õFöi÷

1>ú (3.4)
The scaling described above is the so called static scaling since there is no tempo-
ral dependency. A large number of systems has the same value for the exponents
even though the system might be of very different nature. This fact has lead the
physicists to associate each value with a universality class.
3.4 Phase separation
The basic phenomenology of phase separation is simple [30]. Imagine that we
have a mixture of two substances, C and û . At high temperature the two sub-
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Figure 3.3: A phase diagram for a mixture of two simple liquids. The solid line is the coexistence
line while the dashed line is the the spinodal line.
stances will be miscible, and at low temperature they will be immiscible. The
transition from miscible to immiscible occurs at a well-defined temperature, iü .
Consider a mixture of two simple liquids; figure 3.3 outlines the general phase
diagram. Outside the solid line the two liquids are miscible, and the line is the
coexistence line. Between the solid and the dashed line, the system will phase
separate through a nucleation process, and inside the dashed line we will see a
spinodal decomposition.
3.4.1 Nucleation
As already mentioned, phase separation through a nucleation occurs between the
solid lines and the dashed lines in figure 3.3. Thermal fluctuations form small
droplets in a homogeneous phase. The free energy change ×þý , of forming a
droplet of radius 5 is
×þý
{Øß
flffi½

5
-ÅF
x
.
½É
5
. in three dimensions
"h½

5
F ½É
5
- in two dimensions
(3.5)
where  is the free energy of the bulk and

is the surface free energy. The critical
size,
5
÷ , of a droplet is the maximum in the free energy. When the droplet is larger
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than the critical droplet, the droplet will grow. We can find the critical radius by
differentiating the free energy and find the root. We find:
5
÷
{Øß
-


three dimensions


two dimensions
(3.6)
3.4.2 Spinodal decomposition
Through a spinodal decomposition the system will phase separate by forming a
labyrinth structure which coarsen. The kinetics of the spinodal decomposition
was first investigated by Cahn et al. [13], and the theory now goes under the name
Cahn-Hilliard theory.
Let us define an order parameter,  , as   Z  } 
µ 

Z

}

F

Í where


Z

}
 is
the local concentration, and

Í is the equilibrium concentration. Moreover, let 
denotes the free energy per molecule. The free total energy ý in a volume  is
ý
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
=
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In order to evaluate this integral, we can Taylor expand the free energy at

Í (  {
 ); the free energy of a spatially homogeneous system is  Í . Moreover,  does
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where ; T and ;  represent the spatial variables and
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Since we will assume that the mixture is isotropic, we will have
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This reduces the expansion of  to
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By applying the divergence theorem to equation (3.7) and inserting equation (3.8),
we obtain the Cahn-Hilliard free energy functional
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The free energy  has the following properties. It has only one minimum above the
critical temperature, and it is located at  {  i.e., above the critical temperature,
the system can only be in a homogeneous state. Below the critical temperature,
the free energy has two minima which are not located at  {  . The free energy

Í is often assumed to be a Landau free energy near the critical temperature i.e., a
free energy in the form

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Even though the system phase separate, the mass is conserved, which is the same
as

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 (3.13)
24 Phase Separation
where fl is the flux defined as
fl
{
F 
G
Æ
ý
Æ
 (3.14)
The parameter  is a measure of the mobility of the species (similar to diffusion),
and
Æ
ýz
Æ

is the functional derivative of ý with respect to

. Putting equations
(3.12), (3.13) and (3.14) together we obtain the Cahn-Hilliard equation i.e.,
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(3.15)
Initial conditions are the homogeneous state i.e., a state where
`

a
{
 . Du-
ring the spinodal decomposition patterns are formed, and the final pattern is the
equilibrium pattern i.e., phases which are pure in one of the species.
The Cahn-Hilliard equation cannot be solved analytically, but only numerically.
In section 3.5 we will discuss how the Cahn-Hilliard equation can be extended in
order to include chemical reactions.
3.4.3 Dynamic scaling
Now consider the phase separation process, and let 5þ }  denote the average do-
main size. As early as 1961, Lifshitz, Slyozov and Wagner were able to predict
that the growth law is algebraic [10] i.e.,
5þ
}

ô
}

!
. (3.16)
This growth law is called the diffusive regime, because the underlying physi-
cal model is diffusion-controlled reaction i.e., two domains diffuse together and
merge in order to form one large domain. At later times in the phase separation
process the growth law can cross over to [10]
5þ
}

ô
}
-
!
. (3.17)
The growth law predicted by Lifshitz et al. (equation (3.16)) is not the only pos-
sible growth law. Equation (3.16) is typically denoted the diffusive regime which
the underlying model is a diffusion-controlled reaction. Other regimes include the
viscous and the inertial regime.
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Figure 3.4: The phase diagram of a binary mixture of two- and three-dimensional Lennard-Jones
liquids. The data point are found using MD simulation. The density is ã(' é ñ*) and ã+' é ñ*, in the two
cases. From [79].
3.4.4 The Lennard-Jones liquid
The mixture of Lennard-Jones liquids is a good system to study when we wish to
understand the kinetics of phase separation.
The phase diagram of a binary Lennard-Jones fluid has been published by Toxværd
et al. [79, 81]. The phase diagram is shown in figure 3.4
Furthermore, Toxværd et al. show that the growth of the domains at late times is
algebraic. They find the exponent to be "ff when the particle fraction of each
component is  while the exponent is hff when one of the components is domi-
nating.
Going to three-component systems, we see a major difference. Laradji et al. [47]
find that the growth exponent is hff for a system where the particle fraction of
each component is equal.
3.5 Chemistry
The phase separation discussed in the previous section was a physical process.
During the 1990s a number of papers have been published on how chemical reac-
tions might influence the phase separation process.
The Cahn-Hilliard equation (3.15) can be modified in order to include chemical
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reactions. Christensen et al. [15] and Glozter et al. [28] have simple modifications.
Consider the reaction C.- û . The forward and the reverse rate constants are
denoted 


and 
 r , respectively. The modified Cahn-Hilliard equation including
these two reactions is
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where

is the local mole fraction of C . Both Christensen et al. and Glozter et al.
set 

{



{


r
. The modification of the Cahn-Hilliard equation is simple: we
have added the velocity field coming from the chemical reactions.
The average domain size 5 scales with the time as
5þ
}
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ô
}
ú (3.19)
Without the competing chemical reactions, the exponent / is initially hffiff and "ff
at late times [21,85]. From a dimensional analysis Glotzer et al. [28] find that the
average domain size scales as
5
ô
°



³
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(3.20)
At low reaction rates ( 
 à  ) Christensen et al. and Glotzer et al. finds that the
exponent / is approximately hff . At larger reaction rates Christensen et al. find
that the exponent is ffifl .
Monte Carlo simulations of an Ising model with competing reactions ( C0- û )
have been performed by Glotzer et al. [29]. They find that the exponent / {
('b""21U(')fi" which is consistent with the result by Christensen et al. . Toxværd,
on the other hand, has performed Molecular Dynamics simulations of a Lennard-
Jones mixture undergoing phase separation competing with chemical reactions.
At low reaction rates the growth exponent is approximately (')ffff while it is lower
at higher reaction rate.
Glozter et al. and Toxværd observe that the phase separation process is hindered
by fast reactions. Toxværd argues that the reason is that the fast reactions destroy
the hydrodynamic modes which are essential in the phase separation. A similar
observation has been done by Verdasca et al. [82] and Christensen et al. [15].
They see that chemical reactions might freeze the phase separation. This freezing
is only observed at high reaction rates.
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Carati et al. [14] have recently published a paper on the chemical freezing. The
theory presented by Carati et al. is based on the Cahn-Hilliard theory. They are
able to establish a number of criteria for the freezing e.g., that at least one reaction
must be autocatalytic.
CHAPTER 4
Chemical Kinetics
Chemical kinetics is the study of how fast chemical reactions proceed. In this
chapter we will review the basic theory of chemical kinetics. The only criteria for
selecting the material is that it is going to be applied to the systems studied in the
present thesis.
The theories presented in this chapter are of macroscopic nature. The simulations
presented in chapter 7 are of microscopic nature. The topic of the thesis is partly to
see if the macroscopic description of chemical reaction is valid on a microscopic
level.
Many textbooks deal with chemical kinetics, and we will here only mention a few.
Pilling et al. [67] have recently written an excellent book. It is more experimental
oriented than usual textbooks, and it covers many of the new techniques and theo-
ries. The book by Cox [18] gives an excellent but short overview of reactions in
liquid phase.
4.1 Phenomenological chemical kinetics
We begin our introduction to chemical kinetics in the macroscopic world. The
phenomenological approach tries to elucidate the mechanism of a complex reac-
tion by writing down a number of differential equations which are the “equations
of motion” of the concentrations i.e., the goal is to find, for each species
e
, an
equation of the form
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where
3

'!'!' represent every other species present in the system,  is a function
related to its stoichiometric coefficient 4 , and the velocity 6 of the reaction. The
stoichiometric coefficient is positive for products and negative for reactants.
A special class of reactions is the class of elementary reactions. For an elementary
reaction, the velocity can be written using the law of mass action. Consider the
reaction
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where 
 is a proportionality constant called the rate constant. The velocity of the
reaction is
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i.e., a product over all reactants. The “equation of motion” of the reactant C is
then
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while the “equation of motion” of the product
e
is
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4.2 Temperature dependency
It is well-known that the rate of a reaction depends on the temperature. Often
Arrhenius is regarded as the discoverer of the so-called Arrhenius expression. The
expression relates the rate constant 
 and the absolute temperature  as [67]
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where C is the pre-exponential factor,  < is the activation energy, and 5 is the gas
constant. A plot of

#9

 versus h² is referred to as the Arrhenius plot for the
given reaction. By applying simple algebra, we see

#9


{ 
#9
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
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(4.7)
i.e., an Arrhenius plot should be a straight line with slope FÝ <  5 and intercept

#9
C .
A more general relationship between the rate constant and the temperature can
be derived from collision theory, see e.g., Pilling et al. [67]. We imagine that the
reaction C K û ;
p (in gas phase) consists of three reactions, namely
C
K
û D
l (4.8a)
l
;
p (4.8b)
where
l
is a collision complex. In words the idea is the following. The reactants
C and û , collide and form a collision complex
l
. If the energy of impact is larger
than a certain threshold  < , the complex will break up and form the product p ,
otherwise the reactants are reformed. From collision theory, we the obtain the
following expression:
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z:
1FE
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where C È is a pre-exponential factor.
We notice that the equation (4.9) differs from equation (4.6) by a factor of E  .
In a small temperature interval, C È E  is almost constant, and we will recover the
Arrhenius expression.
4.3 Diffusion-controlled reactions
Diffusion may play an important role for reactions in a condensed phase. The ba-
sic idea is that two species, say C and û , have to diffuse together before reacting.
Diffusion in two dimensions is very different from three dimensions, and we will
briefly review the results in this section. The problem has been studied by many
chemists e.g., Naqvi [62]. We will here use the results obtained by Clegg [17].
Consider the following reactions in a condensed phase:
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where 


is the rate constant of the forward reaction, and 
 r is the rate constant of
the reverse reaction.
The solvent does not enter the reactions explicitly, and C and û must diffuse
together in order to react. Let  " and þ3 denote the diffusion coefficients of C
and û , respectively. Moreover, the sum of the diffusion coefficients is denoted

"
3 i.e.,  " 3
{

"
K
03 . The reaction between C and û occurs when the
separation is less than
5
reac i.e., when M Z " F Z 3NMPO
5
reac.
In three dimensions, Clegg [17] finds the following expressions for the rate con-
stants:
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However, in two dimensions the situation is more complicated. According to
Clegg [17], the rate constants are given as:
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where
5


}
 and 5
-

}
 are two functions of time.
In both cases, the rate constants depend linearly on the sum of the diffusion coef-
ficients. This leads us to the following conclusion: if a reaction is diffusion-
controlled, the ratio 
ffi must be constant ( 
 is the rate constant of the reaction,
and  is the diffusion coefficients of the reactants).
4.4 Oscillating reactions
One of the main topics of this thesis is the simulation of oscillating chemical
reactions. In this section, we will briefly discuss oscillating chemical reactions.
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Recently, Scott [72] has written an excellent (and short) introduction to oscillating
reactions. Oscillations are one of the exotic behaviours we can observe in chem-
ical systems. Quasi periodic oscillations and chaos have been observed, and in
distributed systems (reaction-diffusion systems) target patterns and spiral waves
have been observed.
As already mentioned in section 4.1, to a set of chemical reactions there is an
associated set of differential equations. In its most condensed form, the set of
differential equations can be written as
=T
=(}
{


TUWV
 (4.13)
where T is a vector consisting of the concentrations of the species,

is the velocity
field, and V is a set of parameters. On the mathematical properties of differential
equations, the monograph by Hirsch et al. [41] gives a good and not too mathe-
matical introduction while Perko [66] treats the subject more rigorously.
4.4.1 Conditions for oscillations
If the solution of equation (4.13) is periodic in time i.e., T  } K   { T  }  for
all times } , then we have an oscillating reaction. A number of conditions must
be fulfilled in order to obtain a periodic solution. Probably the most important
condition is that the system must be open (or at least driven). If the system is
closed, the system will seek an equilibrium state i.e., the concentrations will be-
come constant. The equilibrium condition is a consequence of the second law
of thermodynamics. It turns out that a crucial condition is that at least one reac-
tion must be autocatalytic, see e.g., Clarke [16]. An autocatalytic reaction is the
chemical term of feedback. A simple example of an autocatalytic reaction is
C
K
û
9
;
"ffiC (4.14)
4.4.2 Stability
If we look at equation (4.13) we can wonder which mathematical properties the
solution might have. We have already discussed the oscillatory behaviour from
a chemical point of view. In this section, we will be more mathematical than
chemical.
The most simple solution of equation (4.13) is a stationary solution. The stationary
solution is the same as a constant solution i.e., T

}

{
T
Á§Á where T Á§Á is a constant
vector. This stationary state is the root of the function

i.e., the solution of
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Now, a stationary state can either be structurally stable, stable or unstable. The
stability of the stationary state can be evaluated in the following manner. Consider
a small perturbation of the stationary state, TZY . The trajectory is the solution of
equation (4.13) with TZY as the initial state. The question of stability is answered
as follows.
Structurally stable The stationary state is structurally stable if [  }  µ M T  }  F
T
Á Á
M
;
 as }
; \
where Mw+M is a measure of the distance in the concen-
tration space.
Unstable If the function [  }  diverges as } ; \ , we say that the stationary state
is unstable.
Stable If [  }  is bounded but does not go to zero as } ; \ we say that the
stationary state is stable. If the chemical reaction is oscillatory, its trajectory
in the concentration space is bounded but does not approach the stationary
state i.e., an oscillating chemical reaction has a stable stationary state.
The stability can easily be computed. Let
Æ
T be defined as
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M . If we Taylor expand the velocity
field to first order, we obtain
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where
]
is the Jacobian matrix which elements are given as
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Equation (4.16) is a linear ordinary differential equation, and the solution is a
textbook example. The solution is
Æ
T
{
Ł

_

:a`Rbc
Q
(4.18)
where _  is the  th eigenvector of the Jacobian matrix and d  is the associated
eigenvalue. The stability of the stationary point can now be summarised:
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Structurally stable If the real part of the any eigenvalue is negative, the statio-
nary point is structurally stable.
Stable The stationary point is stable, if the eigenvalues has zero real parts.
Unstable If one eigenvalue has a positive real part, the stationary state is unstable.
4.4.3 An example
At this point an example would be appropriate. Let us consider the famous reac-
tion mechanism called the Brusselator [69]. The mechanism is
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The species of interest are
e
and
3
, and the concentrations of C and û are as-
sumed to be constant. The phenomenological equations for
e
and
3
can be writ-
ten down. If we scale them appropriately, we have
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where ; and ? are the scaled concentrations of
e
and
3
, and C and û are the
constant concentrations of species C and û . The stationary point  ; Á Á  ? Á§Á  can
found by solving the set of equations:
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The stationary point is ; Á§Á
{
C and ? Á Á { 3 " . In order to evaluate the stability of
the stationary point, we first find the Jacobian matrix. It is:
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The eigenvalues are the solutions of a quadratic equation i.e.,
d
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We see that the stationary point is structurally stable if C - FÔû K hg  and

C - FÎû
K


- FÎflC - O  . Moreover, we will have a stable stationary point if
C
-
F û
K

{
 and C - F û K iO¸ (which implies û g  ). In the stable
case the solution close to the stationary point will be oscillatory i.e., under certain
conditions ( ûjg ) the Brusselator will be an oscillating reaction.
CHAPTER 5
Inelastic Collisions
Systems consisting of particles undergoing inelastic collisions do have a phe-
nomenology of their own. Inelastic collisions are often used in models of granular
media, see e.g., Jaeger et al. [44]. This chapter will discuss the physical proper-
ties of granular media and how inelastic collisions can be modelled. In chapter 8
simulational results obtained by the author of this thesis and his collaborators can
be found.
5.1 Hard particles
Hard or rigid particles move, in the absence of an external field, on straight lines
between two collisions. The interaction between the particles are through the col-
lisions only. At the collision of two particles, ~ and  , the velocity of each particle
is changed instantaneously. Let [ T and [  denote the velocity before collision, and
[
È
T and [ È denote the velocity after the collision of particle ~ and  , respectively.
They are related as:
[
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where  is a measure of inelasticity and is related to the coefficient of restitution t ,
as 
{



F
t

. In the case of elastic collisions the value of  is  , and completely
sticky collisions 
{

 .
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5.2 Soft particles
The rigid particles which were discussed in the previous section move in straight
lines between two collisions. When we turn to soft particles, it is a completely
different story. The particles move in a potential field and collisions are not well-
defined.
Models for granular media using soft particles have recently been proposed inde-
pendently by Brilliantov et al. [11] and Morgado et al. [59]. The purpose here
is not to review the complete work by Brilliantov et al. and Morgado et al. but
merely to state a simple model which we will use in chapter 8. Our model is only
usable in one dimension.
First, let us define what a collision is for soft particles. Consider two particles with
separation t . We will say that the two particles are colliding when the separation is
less that a given value t coll i.e., when t O t coll. For soft particles, collisions have
a duration i.e., the collisions are not instantaneous as collisions of rigid particles.
Elastic colliding particles move according to given equations of motion i.e., equa-
tions in the form:
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where Z T is the position of particle ~ , [ T the velocity, _ T the mass, and ^ T the
force. We will modify the equations of motion so that they include a dissipative
term which accounts for the inelastic collisions. The new equations of motion are:
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where
^
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T is the dissipative force due to the collisions. The force is given by
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where t T { M Z T F Z  M and 6 T { M [ T F [  M . The parameter k controls the degree
of inelasticity and when k {  the collisions are elastic.
5.3 The cooling problem
Haff [37] and McNamara et al. [54] have investigated the problem of rigid parti-
cles undergoing inelastic collisions. At every collision kinetic energy dissipates
from the system. The (granular) temperature is closely related to the kinetic
energy, namely as
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The definition of the temperature as given by the equation above is not correct
according to the statistical-mechanical relation. The deviation is the factor h* .
In statistical mechanics one would find that it should be the degrees of freedom
which for a one-dimensional system in equilibrium is ÔF  . The definition above
is adopted of two reasons. First, it has previously been used in the literature and
second, we wish to compare the temperature of simulations of both equilibrium
and non-equilibrium systems in chapter 8.
As the energy dissipates the temperature is decreasing. Naively one could ima-
gine that the temperature will decay exponentially but the collision rate (collisions
per unit time) does depend on the temperature. After one collision the collision
rate is slightly lower and the time until the next collision is larger. This physical
behaviour leads to the following cooling law [54]:
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where } is the time,
j
Í is the temperature at time }
{
 , and o is the density. At
late times, }nm  , the cooling law reduces to
j
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where  is a parameter which depends on  and o .
The cooling law is a theoretical prediction by Haff [37] and McNamara et al. [54].
McNamara et al. [54, 55] have numerically investigated rigid particles in one and
two dimensions, and they find that the cooling law is obeyed. It is important
to stress that the cooling law discussed here is valid for rigid particles only. In
chapter 8 we will study systems of rigid and soft particles numerically and try to
apply a more general cooling law, namely
j Ò
}
ú
.
5.4 Clustering and inelastic collapse
As discussed in section 5.3 a system of inelastic particles will algebraically cool
down. It has been observed by e.g., Goldhirsch et al. [31] that in some cases clus-
ters are formed; they refer to this phenomenon as a clustering instability. The phy-
sical origin of clustering can be explained as follows: a spontaneous fluctuation
in the density occurs. The temperature is uniform, and when the density is locally
slightly larger in one region, the collision rate in that region will be larger. The
larger collision rate leads to a faster dissipation i.e., the temperature decays faster
in this region that the rest of the system. Now, when the temperature is lower, the
pressure will be lower. The pressure gradient will attract particles to the region
i.e., the density will increase. We see that a fluctuation large enough will lead to
an increasing inhomogenity, and the clustering has occured. Goldhirsch et al. [31]
have performed Molecular Dynamics simulations (in two dimensions) of "n¤ò!po –
fl ¤po rigid particles, and they show that clustering is dependent on the system
size.
McNamara et al. [54, 55] have observed in one and two dimensions another phe-
nomenon might occur. In some cases inelastic colliding particles might end up in
an inelastic collapse. The physics of the inelastic collapse is that three or more
particles are aligned with no separation in between. The consequence is that the
number of collisions goes to infinity. The collapse depends on the number of
particles. If the number of particles exceeds a certain treshold value,  min, the
collapse might occur. NcNamara et al. estimate the value in the elastic limit to be
 min
{

#9

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(5.9)
Du et al. [20] discuss breakdown of hydrodynamics for many-particle systems
undergoing inelastic collisions. The breakdown reported by Du et al. is not an in-
elastic collapse but close to the clustering instability. It is not too obvious whether
the breakdown is exactly the same as the clustering or not because the system
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studied by Du et al. is coupled to a thermostating device. In chapter 8 we will
analyse the thermostating of inelastic particles more closely, and present our own
simulational results.
5.5 Closing remarks
Granular media have an interesting and odd phenomenology, and it is not an exag-
geration to say that granular media are a state of matter distinct from the ordinary
three states.
Many problems are still open. Granular media can in many cases be regarded
as a liquid, but no fluid dynamics has been developed. Of course a number of
attempts has been made, see e.g., Haff [37] and Jenkins et al. [45], but no complete
theory exists yet. The mixing and transport of grains and powders are heavily
used in industrial processes, and therefore a development of a fluid mechanics for
granular media is important for the design, optimisation, and control of industrial
processes.
CHAPTER 6
Numerical Techniques
The results presented in the present thesis are based upon numerical simulations.
The simulational techniques used are the “experimental setup” which has been
used. All simulation programs which have been designed and implemented, are
of the Molecular Dynamics (MD) type. This chapter describes the MD techniques.
The core of the chapter is about soft particles i.e., systems where the particles
interact through a smooth potential. The simulation of hard spheres are discussed
in section 6.6.
In the last decade a number of monographs on computer simulations has been pub-
lished. Allen et al. [2] have written the most well-known and cited monograph.
It is now a bit out-of-date. While the monograph by Allen et al. dealt with both
Molecular Dynamics and Monte Carlo techniques, the book by Rapaport [71] is
considering MD only. Smith et al. [23] have recently written a book about mo-
lecular simulations, and it is more focused on the physics behind the simulations
while Rapaport is more concerned with the algorithms.
6.1 Naive algorithm
In chapter 2 classical mechanics was discussed. The naive idea behind Molecular
Dynamics is to solve the equations of motion of  particles i.e., it is a numerical
technique which enable us to solve
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where Z T is the position of particle ~ , [ T the velocity,
^
T the force, and _ T the mass.
We will assume that the force is pairwise additive i.e.,
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where
^
T is the force between particle ~ and  .
The naive algorithm is:
Algorithm 1 A naive MD program
for ~ {  to  do qr is the number of time steps s
CalcForce( Z   '!'!'  Z X , ^   '!'*'  ^ X )
Integrate( Z   '!'!'  Z X , [   '*'!'  [ X , ^   '!'*'  ^ X )
end for
where the two procedures CalcForce and Integrate are given as algorithm
2 and algorithm 3, respectively.
Algorithm 2 A naive force calculation algorithm, CalcForce
Require: Z   '!'!'  Z
X
,
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^
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for ~ {  to  do
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Tt u
end for
for ~ {  to  do
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end for
end for
In algorithm 3 the equations of motion are solved in a very primitive way. We
have approximated the derivatives by the well-known approximation
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Algorithm 3 A naive integration algorithm, Integrate
Require: Z 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end for
where
¨
is a small number.
The algorithm has one major problem: its time consumption. We see that there
are two loops in CalcForce - both of length  . The time complexity is x   -  ,
and in a later section we will address this problem.
6.2 Integrator
The integrator in an MD program is the part where the positions and velocities are
updated as done by the procedure Integrate in algorithm 1.
The equations of motion in classical mechanics are time reversible i.e., there is
no distinction between the past and the future. Furthermore, the equations of
motion are symplectic i.e., the total energy is conserved, see e.g., Arnold [4] and
Goldstein [32].
The two properties mentioned above must be incorporated into the algorithm since
it will make the algorithm more (numerically) stable, see e.g., Martyna et al. [53],
Miller [57] and Toxværd [77].
6.2.1 y{z}| simulations
The equations of motion as given by equation (6.1) conserve the total energy and
is characterised by a constant number of particles  , volume  and energy  .
In order to derive a suitable algorithm, we begin by Taylor expanding equation
(6.1a) to first order i.e.,
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where
¨
is a small number (called the length of the time step). By subtraction we
obtain
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A similar expansion is done for (6.1b) and we obtain
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The equations above leads us to a suitable algorithm for integrating the equations
of motion which is found in algorithm 4.
Algorithm 4 Integration of the  ensemble
Require: Z T [ T  ^ T
for ~ {  to  do
Z
T~t
Z
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K
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¨
end for
6.2.2 yz simulations
In the previous section we discussed how to integrate the equations of motion of
a general many-body system. The equations of motion conserve the total energy
i.e., the sum of the potential and kinetic energy. This is not what we want in many
cases - often we wish to be able to control the temperature. As discussed in section
2.4 the Hamiltonian must be modified in order to simulate the canonical ensemble,
and Nose´ [63] has proposed such an extension. The proposed Hamiltonian V is
V¸{ V
Xm
>
K
the Nose´-thermostat
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where V
Xm
> is the Y Hamiltonian, Â the degrees of freedom (plus one), À and
M
Á represent the “thermostat”,
W
is the relaxation time, and  is the temperature.
Hoover [42] has extended this further and refined the argumentation. Hoover
notices that the Nose´-Hoover thermostat is unique i.e., any extension expect the
Nose´-Hoover extension will not relax to a canonical equilibrium. The idea behind
the thermostat is that all particles are coupled to a heat reservoir which is simulated
through two extra variables À and M Á .
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A more practical form is [76]
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where
W
{
Â

fi3il - and  is the relaxation time. In order to derive a discrete
version of the equations above, we Taylor expand equation (6.5a):
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These expansions may not be obvious at first glance; by subtraction and rearrange-
ment we obtain
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Admitted - this might not have enlightened the reader, but we proceed. Taylor
expansions of equation (6.5b) to first order give
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Subtracting the second equation from the first, we obtain
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We do not know the momentum \ T at time } but we use a simple relation to com-
pute it, namely
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Inserting this relation into equation (6.9) and rearranging it a bit, we obtain
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We still need to derive a suitable expression for the thermostat i.e., the variable 
and equation (6.5c). Two Taylor expansions result in
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By subtraction and a bit of rearrangement we obtain
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We are now ready to give an algorithm which updates the positions and momenta
of  particles in the canonical ensemble. The algorithm is shown as algorithm 5.
Algorithm 5 Integration of the  ensemble using the Nose´-Hoover thermostat
Require: Z T , \ T , ^ T , 
 kin t 
for ~ {  to  do
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6.3 Optimisation of force calculation
The computation of the force contributions is the most time consuming part of an
MD program: this is the part of algorithm 1 that gives the square dependency of
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the number of particles. Of course the computations can be reduced by a factor of
2 by applying the rule ý T { FÝý T . But a factor of two is not changing the x   - 
complexity.
One very simple optimisation of the force calculation is to truncate the potential.
In the system investigated in the present thesis, the potential is short-ranged i.e.,
the interaction is very weak between two particles with large separation. The
truncated potential   t  is


t

{ ßw

t
Ð for tÎt ÷ 

 otherwise
(6.13)
where 

t
 is the original potential. The choice of the truncation distance t ÷ is not
unique and is a compromise. On one hand we want a value as small as possible
because this will lead to fewer calculations. On the other hand we want a larger
value, because it will lead to a smaller truncation error. The number of particles in
a circle1 of radius t ÷ is ½ t -
÷
o where o is the density of the system. When simulating
Lennard-Jones liquids a typical value for t ÷ is ">'b7

and consequently the number
of neighbours within this distance is about h7 .
The truncation of the potential leads to an (almost) constant number of force cal-
culations per particle, and the time complexity is apparently linear. This linearity
is not true, since we still have to check the distance between all pairs of particles
which gives us a square time complexity.
The optimisation discussed above is not enough if Molecular Dynamics simula-
tions are going to be a practical tool for investigating many-body systems. Many
techniques have been proposed but here we will only discuss one of them.
The basic idea is shown in figure 6.1. The simulation cell is partitioned into a
number of equally sized boxes. The edge length t Ï , is larger than the truncation
length t ÷ discussed previously. The particles is each box may interact (the maxi-
mum distance between two particles is E " t Ï which is larger than t ÷ ). In the near
future i.e., a low number of time steps (typically 10), the particles will remain in
the same square. The particles in the black square in figure 6.1 may also interact
with the particles in the four shaded squares. Of course the particles may also
interact with particles in the four other neighbouring squares but this is included
because ý T { FÝý T . Therefore we construct a list of pairs of possibly interact-
ing particles and use this list in the near future when computing the force. It has
been observed by Morales et al. [58] that this optimisation trick reduces the time
complexity to x



#9

 where  is number of particles.
The optimisation strategy discussed above can be expressed as algorithm 6.
1Remember that we are mainly interested in systems with two spatial dimensions.
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Figure 6.1: The simulation is partitioned into a number of squares. The particles in the four
shaded squares may interact with the ones in black square.
Algorithm 6 Optimerised force calculation
for M {  to  do qr is the number of time steps s
if 0#>=  M   update 
{
 then
PutInBox( Z
9
,
t
Ï ,  ,
 )
MakeList( Z
9
,
t
Ï ,  ,

, qh~  s )
end if
CalcForce( Z
9
,
^
9
, qh~  s )
Integrate( Z
9
,
[
9
,
^
9
)
end for
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The procedure PutInBox sorts the particles into boxes according to their posi-
tions. The algorithm is given by algorithm 7. The function  ; returns the largest
integer ~ , that fulfills ~ |; , where ; is a real number.
Algorithm 7 PutInBox: Sort particles
Require: Z
9
,
t
Ï ,

for ~ {  to
l
- do q
l
is the number of cells in each direction s

Tt
q Head of list for each cell s
end for
for ~ {  to  do

t

K

;
T

t
Ï

¤
l
K

?
T

t
Ï

¤
l
-q
Z
T
{ß
;
T 
?
TÇ
s

Tt


q
 is a collection of linked-list of particles s

t
~
end for
The procedure MakeList makes a list, qh~  s , with  Y elements which is a list
of potentially interacting pairs of particles. The algorithm is given as algorithm 8.
For simplicity, we have in algorithm 8 neglected the loop over the neighbouring
boxes.
Algorithm 8 MakeList: Make a list of potentially interacting pairs
Require: Z
9
,
t
Ï ,  ,

, 
Y
, qh~  s

Y
t
q²
Y is the number of pairs s
for 
 {  to
l
- do
~
t

9
while ~{  do

t

T
while {  do
if M Z T F Z  M Ît Ï then

Y
t

Y
K
 q A new pair s
qh~

s
X7
t

~



end if

t


end while
end while
~
t

T
end for
Finally, the force calculation procedure, CalcForce, can be redesigned so that it
takes advantage of the list of potentially interacting pairs. The algorithm is shown
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as algorithm 9. The function Force calculates the force between two particles at
a given distance.
Algorithm 9 CalcForce: the core of the force calculation
Require: Z
9
,
^
9
, 
Y
, qh~  s
for _ {  to  do q Reset forces s
^
Tt
º
end for
for _ {  to  Y do q Loop over all pairs s

~


t
qh~

s
Ú
×
Z
t
Z
T
F
Z

if M× Z MO t ÷ then

t Force( × Z )
^
Tt
^
T
K

^
t
^

F
end if
end for
Figure 6.2 shows the execution time as function of the number of particles for an
MD program written by the author. We see that the execution time grows almost
linearly but this might come from the fact that the data can easily be contained in
the second-level cache.
6.4 Simulating chemical reactions
One of the main interests in the work behind the present thesis is chemical re-
actions. Traditionally, chemical reactions have not been simulated by Molecular
Dynamics, but a number of papers exist, see e.g., Diebner et al. [19], Heinrichs
et al. [40], and Ortoleva et al. [64]. The emphasis in these papers has been on
the chemical reactions and their properties. The work presented here is of an-
other nature - we wish to investigate the interplay between phase transitions and
oscillating chemical reactions.
In Nature two different types of reactions exist: uni- and bimolecular reactions.
Unimolecular reactions involve one molecule only. A typical reaction of this
type is the relaxation of an excited molecule which might dissociate it. Two
molecules are involved in the bimolecular reactions - a simple picture may be
that two molecules collide and something (the reaction) happens.
We have chosen two very simple strategies in order to simulate uni- and bimo-
lecular reactions. The unimolecular reaction ( C ; p ) is a change in the label
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Figure 6.2: The execution time (in seconds) versus the number of particles. The density is ã+' é ñ*) ,
and the temperature is å ïC½¾¿ . The execution time is the mean of 5 runs. The test was performed
on an IBM RS/6000 Model 390 running AIX version 4.0. The compilation was performed using
the xlf compiler.
or colour of the particle. We modify the colour with a given probability pÉr . The
algorithm is shown below.
Algorithm 10 Performs the reaction C ; p
for ~ {  to  do
M
t RandUnit q Returns a uniformly distributed random number s
if M psr then q pÉr is the reaction probability s
Alter ~ ’s label from C to p
end if
end for
A bimolecular reaction involves two molecules. The general reaction is C K û ;
p
K
W
. The naive idea is to let the reaction occur when C and û collide, but
since most of the work presented here is from studies of Lennard-Jones particles,
collisions are not a well-defined term. We define a collision to be the event where
two particles ~ and  are close i.e., the distance is less than a given number 5 reac.
Moreover, we let the reaction happen with a given probability psr only. The al-
gorithm shown below uses the list of potentially interacting pairs coming from
algorithm 6 since we know that these particles will also be the potentially reacting
particles.
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Algorithm 11 Performs the reaction C K û ; p K
W
Require: qh~  s
9for 
 {  to  Y do

~


t
qh~

s
9
×
t
t
M
Z
T
F
Z

M
if × tÀ 5 reac then
M
t RandUnit
if MÁ pÉr then
Modify the labels of particles ~ and 
end if
end if
end for
The parameters,
5
reac and
psr
, introduced above define the reaction rate. The rate
of a reaction is, in traditional chemical kinetics, measured by the rate constant;
see section 6.7.1 for details about the measurement of the rate constants. One
of the most successful theories of reaction rate is the collision theory, see e.g.,
Pilling et al. [67]. The idea behind the collision theory of reaction rates is that two
reactants,
e
and
3
, collide and form an encounter pair,
l
. The encounter pair will
either form the reactants again or a product, p . In terms of reactions, the reaction
e
K
3
;
p
is the overall reaction of the three subreactions
e
K
3
D
l
;
p
. Let
Z(Â and Z(Ã denote the centre of mass of the two reactant molecules, respectively.
A collision is then the event that M ZÄÂ F Z(Ã M 
5
reac i.e., the distance between the
reactants is less than some predefined value, 5 reac. When the reactants are closer
to each other that 5 reac, they form the encounter pair
l
. The encounter pair will -
as already mentioned - form either the products or the reactants. The probability of
forming the product is pÉr , and the probability of a non-reactive collision (forming
the reactants) is zF psr .
6.5 Parallelisation
The modern supercomputer is a parallel computer, and the use of these computers
becomes more and more popular. Two different approaches to the parallel com-
puter exist; distributed and shared memory computers, see e.g., Tanenbaum [73].
The characteristics are:
Shared memory A number of processors (cpus) are using the same pool of sto-
rage (or memory) and system resources e.g., I/O units. A computer of this
type is PowerChallenger (Silicon Graphics Inc.). If processor ~ needs a
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piece of data, it can read it at any time in the storage independent of what
processor  is doing.
Distributed memory Each processor has a private storage and often private I/O
units. When processor ~ needs data stored in processor  ’s storage, a com-
munication link is established. The communication is slow compared to
direct access to the storage, and communication must be minimised. This
type of parallel computer can be built by a number of connected worksta-
tions. Typical high-end solutions are RS/6000 SP (International Business
Machines) and T3E (Cray Research).
We have had access to an RS/6000 SP computer situated at Uni  C2 and in the
following we will describe our parallelisation strategy.
Systems simulated by Molecular Dynamics are spatial by their nature. It is “ob-
vious” to let a number of processors simulate a region of the simulation cell each.
This is the idea behind the parallelisation strategy called domain decomposition,
see e.g., Brown et al. [12]. Figure 6.3 shows a simulation cell which has been
divided into four domains. The particles which are situated in a given domain,
are simulated by a given processor i.e., each processor simulates a region of the
simulation cell. When a particle moves out of the domain of one processor and
into the domain of the neighbouring processor, its position and velocity is sent to
the new processor.
In section 6.3 we discussed an optimisation strategy, namely dividing the simula-
tion cell into a number of boxes. The boxes are much smaller than the simulation
cell, and even with the domain decomposition many boxes will reside on each
processor. Of course we can still use the box idea, and even better, we can use
it for optimising the domain decomposition. At each time step in principle each
processor needs to know the positions of all particles in order to calculate the
forces. But the idea behind the optimisation trick in section 6.3 is that particles
far from each other will not interact. Therefore only particles which are located in
the subcells close to the boundaries of a processor’s domain will interact with the
particles situated on the neighbouring processor. Then, only the positions of these
particles have to be communicated.
Figure 6.4 shows the execution times for a Molecular Dynamics program which
has been parallelised by the domain decomposition. We do not see a linear speed-
up but up to 8 processors we only “pay” 25 percent of the execution time for
parallelisation.
2The Danish Computing Centre for Research and Education. The home page of the computer
is http://www.sp2.uni-c.dk.
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CPU 1
CPU 2
CPU 3
CPU 4
Figure 6.3: The simulation is divided into a number of domains - one for each processor. The
subcell structure is also shown.
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Figure 6.4: The speed-up of a parallel Molecular Dynamics program. The number of Lennard-
Jones particles is
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, the density is Å(ß Éà*á and the temperature is
Æ
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. The scale is relative
to one processor (the serial program). The line with slope 1 is the linear speed-up which is the
maximum speed-up which can be achieved.
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6.6 Hard spheres
Systems consisting of hard spheres are very different from simulation of Lennard-
Jones systems. The interaction potential is fundamentally different because it is
discontinuous i.e.,
æwçÚèpéêìëí
for èîðïrñ
ò
otherwise
(6.14)
where ñ is the radius of the particles.
As the potential indicates, the hard spheres cannot overlap. The only interactions
between the particles are through collisions, and between collisions the particles
move in straight lines (no external field is applied). These observations show
that we cannot apply the same simulation strategy as the one for Lennard-Jones
particles.
Let us in the following discussion assume that all hard spheres have the same
radius ñ , and mass ó . Typically, we will set the mass to unity.
6.6.1 The main loop
The main loop of a hard sphere simulation program is simple. Since the only inter-
actions are the collisions, we have to find the next collision, update the positions
and velocities and start all over again. Algorithm 12 shows the main loop.
Algorithm 12 The main loop of a hard sphere program
ôõ
ò
while ô î ô end do
Find next collision ö+÷ ô is the time until the next collision ø
Update positions and velocities
Collect data
ônõùô¬ú
÷
ô
end while
6.6.2 Updating positions and velocities
Since there is no external field, the hard spheres move in straight lines between
collisions. The positions of the particles are easily updated; this is done by apply-
ing
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for þ ê ß 

. The time difference ÷ ô is smaller (or equal) to the time between
two collisions. In practice we choose ÷ ô to be the time until the next collision -
see section 6.6.3.
The velocities are only changed at collisions, and only the velocities of the two
spheres colliding are changed. It is convenient to introduce a measurement of the
inelasticity of the collisions, which we denote  . The quantity  is related to the
restitution coefficient è as  ê
	 . When  ê a collision is completely inelastic,
and  ê ò is the completely elastic case. The velocities are updated as
ý
û
ê

ý
û
ú
çLß

é
ý (6.16a)
ý


ê çLß

é
ý
û
ú

ý (6.16b)
where ý û and ý are the velocities before the collision, and ý û and ý  are the
velocities after.
6.6.3 Tracking collisions
The discussion of simulation of hard spheres has so far been independent of the
spatial dimension. The essential part of a hard sphere simulation program is to
find the next collision. Of course we could derive an algorithm for finding the
next collision independent of the spatial dimension, but the one-dimensional case
can be optimised so easily, that it is worth doing. In this section we will only
describe the one-dimensional problem.
The one-dimensional case is different from systems in higher dimensions. The
reason is very simple: hard spheres in one dimension cannot exchange their rela-
tive position i.e., if initially  û   where  û and   are the positions of sphere þ
and  , this inequality will remain true through the whole simulation.
Let us develop the following picture of our one-dimensional system: the spheres
are placed on a horizontal line, and the labeling of the spheres is done so that þ is
placed to the left of  if þfifffl . Then sphere þ can only collide with sphere þ 5ß
and þ ú ß . This observation reduces the search for the next collision by one order
of magnitude. Moreover, we notice that if sphere þ collide with sphere þ ú ß , then
sphere þ ú ß will collide with sphere þ . More precisely; we only have to check the
neighbour to the right for collisions.
Now consider two spheres, þ and þ ú ß , at time ô . The equations of motion are
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The time until the next collision is ÷ ô . Remembering that  û ff# û! 

the condition
of collision is  û! 



û ê ïrñ where ñ is the radius of the spheres. The condition
is rewritten to be
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which can easily be solved, and we obtain
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Obviously we only have physical solutions if ffi û! 

ç
ô
é&
ffi
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é('ê
ò
and ÷ ô*) ò .
Finally, we are able to write down an algorithm which finds the next collision, see
algorithm 13.
Algorithm 13 Tracks the next collision in a one-dimensional system
Require:  û , ffi û
÷
ôõ
í
for þ ê{ß to  do
+
ffi õ,ffi
û! 


ffi
û
if
+
ffi
'ê
ò
then
+
ôõ
ç

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
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ffï+ñ¬é.-
+
ffi
if
+
ô
î
÷
ô/
+
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ò
then
÷
ôõ
+
ô
0
õ
þ
end if
end if
end for
6.7 Calculating thermodynamic quantities
The present thesis is concerned with many-particle simulations i.e., we simulate
systems with a finite number of particles and a finite volume. But the thermody-
namical quantities are all given in the thermodynamical limit i.e., as  2143
í
.
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The purpose of the following sections is to discuss how to calculate thermody-
namical quantities from data obtained from a numerical solution of the classical-
mechanical equations of motion.
6.7.1 Rate constants
In section 6.4 we discussed how to simulate chemical reactions. In this section we
discuss how to measure the rate constant for a reaction simulated by MD. There
is no trivial relation between the reaction parameters, 5

and 6 reac, introduced in
section 6.4 and the second-order rate constant.
In this section we will discuss the calculation of the rate constant of a second-
order reaction from MD simulations. We will approach the problem through the
collision theory [67].
Consider a bimolecular reaction, 7 ú98 3 5 . The velocity of the reaction is
ffi
ê
0:
7<;
:
8
; where
0
is the rate constant, and
:
7=; and
:
8
; are the concentrations
of 7 and 8 . The phenomenological equation describing the evolution of
:
7=; is
>?:
7=;
>
ô
ê@
0A:
7=;
:
8
; (6.20)
From collision theory we can obtain an expression for the evolution of the number
of 7 particles,
CB
. The expression is
>
CB
>
ô
ê@ ï

B
EDFG5

(6.21)
where 
B
and ED are the particle fractions of 7 and 8 respectively, F is the colli-
sion rate and 5

is the probability of a reactive collision. The number FG5

is easily
measured during a MD simulation: it is the number of reactions per time unit, and
we denote it IH . The particle fraction of a component is given as  B ê
XKJ
X
where
CB
is the number of 7 particles and  is the total number of particles. Dividing
equation (6.21) by  we obtain
>

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CH
 (6.22)
The concentration of
:
7<; is related to its particle fraction as
:
7=;
ê

BNM
. Equation
(6.22) can now be rewritten as
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We can now compare equation (6.20) and (6.23), and we see that the rate constant,
0
, is proportional with the number of particles  . In other words, the instanta-
neous rate constants that we measure during the MD simulations will increase
with the number of particles. In order to obtain a rate constant which is indepen-
dent of the number of particles, we have to divide it by the number of particles.
6.7.2 Diffusion coefficients
Diffusion coefficients can be calculated in two different ways; using the velocity
autocorrelation function or mean square displacement, see e.g., Hansen et al. [38].
The mean square displacement method is easy to implement in an MD program,
and we have therefore chosen to use it.
We are aware of the dispute in the literature on the existence of the diffusion coef-
ficient in two dimensions, see e.g., van der Hoef et al. [80] and references therein.
Even though we do many simulations in two dimensions, we are not interested
in participating in this dispute. The diffusion coefficient which we measure is
the coefficient on the time scale and length scale of our systems and we are not
interesting in the hydrodynamic modes as time goes to infinity.
The Einstein relation for the diffusion coefficient (for a tagged particle) in P di-
mensions is [38]
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where Z ç ô é is the position at time ô and Z ç ò é is the initial position. Using the
equation above to calculate the diffusion coefficient requires a few modifications
of an ordinary Molecular Dynamics program.
Most often the MD simulations are performed using periodic boundary condi-
tions. If the periodic boundary conditions are applied, a particle will never move
longer than the length of a simulation box. The solution of this problem is simple.
We count the number of boxes the particle has traveled i.e., everytime a particle
crosses a boundary we either increase or decrease a counter depending on which
direction the particle is moving. We are then at any time able to calculate the dis-
placement by modifying
^
Z
ç
ô
é?
Z
ç
ò
é
^
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Z
ç
ô
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Z
ç
ò
é
údcGe
^
where c is a vector
containing the counter and e is the length of the simulation box. By applying
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simple algebra to equation (6.24) and using the modification just mentioned we
obtain
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Of course the statistics of the equation above become better if we use all particles
instead of just one tagged particle. The equation then becomes
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where

is the number of particles. The diffusion coefficient Q can be found by
fitting the mean (with respect to the number of particles) square displacement.
CHAPTER 7
The Extended Lotka Scheme
Oscillating chemical reactions have intrigued chemists and many others in the
last 2–3 decades. The best known example is the reaction first investigated by
Belousov [6] and Zhabotinsky [86]. One can only be fascinated by seeing the
solution in the reaction vessel changing colour every minute from deep blue to
red and back to blue again.
In this chapter we will look at simulations performed on a very simple chemical
mechanism, which is able to exhibit oscillations in the concentrations as function
of time. The mechanism is simulated by Molecular Dynamics, and it is therefore
a simulation with a finite number of particles. It should be regarded as a prototype
of an oscillating chemical reaction.
The chapter is based upon the results described in two papers by the author of
the present thesis, Eigil L. Præstgaard, and Søren Toxværd [26, 27] which are
enclosed as appendix B and appendix C
7.1 A brief outline of previous studies
The simulation of chemical reactions by Molecular Dynamics is not a new ap-
proach. As early as 1975, Portnow [68] simulated a simple chemical reaction by
Molecular Dynamics. Portnow studied the fluctuations in the number density of
the species i.e., the concentration. The simulated particles were hard spheres.
Ortoleva and coworkers [64] were the first to do MD simulations of chemical
instabilities more than two decades ago. The simulated mechanics was:
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l
úkm
3
ï
l
l
3
m
m
3
l
The last two reactions are introduced in order to prevent that m is converted to l .
Ortoleva et al. imagined that the two reactions were radiation processes so that
the system can be far from equilibrium but without a mass flux i.e., the system is
energetically driven. The individual particles were hard spheres, and Ortoleva et
al. simulated up to 450 particles.
Boissonade [9] studied almost two decades ago the fluctuations in the concentra-
tion in two simple mechanisms ( 7 úon 3 l úon  ï l 3 ï  and 7 úon 3
l
úgn

ï
l
3
l
ú
 ). The system was two-dimensional and the particles were
hard disks. The simulation results are compared with a master-equation approach.
In 1983 Heinrichs et al. [40] performed simulations on another oscillating reac-
tion. The scheme was:
7
úk8
3
n
nhúk8
3
Q
úk8
Q
3
ï
8
In order to simulate an open system, Heinrichs et al. introduced an inflow and
an outflow of particles i.e., the species 7 , 8 , n and Q are created and removed
randomly. Furthermore, there is an inert species, l . If there are any inert species
present in the system, an l particle is converted to one of the other species which
mimics an open system. If no inert species are present, a new particle is created
at a randomly chosen position. The first reaction creates an inert particle, because
the reaction really is 7 úfl8 3 n ú
l
. In the third reaction a new particle (of
type 8 ) is created. If the number of inert particles is larger than a certain value,
some of them are removed. All particles are hard spheres. It is hard to tell exactly
which ensemble Heinrichs et al. were simulating.
Recently, Diebner et al. [19] simulated a very simple mechanism. The mechanism
is the same as we will present in section 7.2. The particles interact through a long-
ranged potential; basically a repulsive Coulomb potential. The main result is that
the mechanism is oscillatory even on the microscopic level. In a very different
context, Frachebourg et al. [22] have studied the same mechanism as Diebner et
al.1 Moreover, Gorecki et al. [34] have studied the same mechanism using hard
1Frachebourg et al. call the mechanism the cyclic Lotka-Volterra mechanism.
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sphere Molecular Dynamics and a master equation. They conclude that the spatial
correlation functions oscillate in time, and that the correlations are longer than for
a stationary system.
Mansour et al. [52] have recently written a very detailed paper about the simu-
lation of chemical reactions on a microscopic level. The primary objective is to
investigate complex mechanisms, including oscillating reactions. The simulation
technique is not Molecular Dynamics in the context of this thesis, but is based
upon Bird’s algorithm [8] which is a numerical solution of the Boltzmann equa-
tion. The particles considered by Mansour et al. are hard spheres, and all reactions
are binary.
To the best of our knowledge, only Toxværd [78] has considered reactions simula-
ted by Molecular Dynamics in competition with a phase transition (in that case, a
spinodal decomposition). The simulated system was a binary mixture of Lennard-
Jones particles, and the reaction scheme was 7qp 8 . The result from these si-
mulations is that chemical reactions have a strong influence on the kinetics of the
spinodal decomposition. In the last years an number of papers has been published
on which influence chemical reactions may have on the phase separation process,
see e.g., Glotzer et al. [28, 29], Christensen et al. [15], and Verdasca et al. [82].
The papers mainly investigate the problem by modifying the Cahn-Hilliard equa-
tion to include chemical reactions, and then solve it numerically. Recently, Carati
et al. [14] have contributed to the theoretical understanding by analysing a such a
Cahn-Hilliard based model. The work of Carati et al. is mainly analytically, and
their theoretical predictions have not been be verified by e.g., Molecular Dynamics
simulations.
7.2 The scheme
Lotka was one of the pioneers in the field of oscillating chemical reactions. His
work dates back to 1910s and 1920s, and his work was purely theoretical - he
himself was not convinced that oscillating chemical reactions could occur in the
real world. At the end of a paper from 1910, Lotka wrote [50]:
No reaction is known to follow the above law [oscillatory], and as a
matter of fact the case here considered was suggested by the conside-
ration of matters lying outside the field of physical chemistry.
His famous scheme from 1920 is [51]:
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The scheme above gives raise to oscillations in concentrations of l and m when
certain conditions are fulfilled.
Lokta’s scheme takes place in an open system; there is a constant inflow of the
species 7 so that the concentration can be assumed to be constant. Moreover,
there is a constant outflow of the product 5 .
Our scheme is very simple; it consists of three reactions and three species only.
We call it the extended Lotka scheme since it resembles the Lotka scheme, and it
is:
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where
0

,
0

, and 0wv are the rate constants. We choose to let the total concentra-
tion
:
l
;
ú
:
m
;
ú
:
s
; be constant and denoted x , because we simulate a system
where the total number of particles is conserved. The scheme above violates the
Wegschleider conditions [19]. This means that the extended Lotka scheme is en-
ergetically driven, and the system will therefore always been far from equilibrium.
From the reactions above, we are able to derive phenomenological equations that
describe the evolution of the concentrations. We obtain three equations from the
scheme given above:
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The differential equations above is an initial value problem, and given the initial
values of the concentrations of the three species, the solution is unique. We have
in principle three differential equations but since the total concentration is con-
stant, the solution will be in a two-dimensional subspace of the three-dimensional
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concentration space spanned by
: l
; ,
:
m
; and
:
s
; . A two-dimensional ordinary dif-
ferential equation cannot have chaotic solutions; this observation is a consequence
of the Poincare´-Bendixson theorem [41, chapter 11].
7.3 Linear stability
The solution of the three phenomenological equations given in the previous sec-
tion will give us the evolution of concentrations of the three species. But it is not
possible to find an analytical solution.
Instead of an analytical solution, we are able to obtain an approximate solution.
We will apply the technique of linear stability of stationary points. The technique
is introduced in section 4.4.
To begin, we find the stationary point i.e., a point in the concentration space where
the differential is zero i.e., we wish to solve the set of equations:
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Let the stationary point be denoted ç E}~} b }} 2 }~} é . At the stationary point, the
condition x ê E}~} ú  }~} ú  }~} must be fulfilled. Solving equation (7.4) we obtain
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Close to the stationary point, we can linearise the ordinary differential equations
and solve the linear equations. The approximative solution close to the stationary
point is then
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where

û is the þ th eigenvector (scaled appropriately) and  û is the þ th eigenvalue
of the Jacobian matrix. We are only interested to see whether the extended Lotka
scheme is oscillatory, so we only calculate the eigenvalues. The extended Lotka
scheme has one zero eigenvalue and two complex conjugated which are

êo
x
0

ú
0

ú
0wv

0

0

0wv 
(7.7)
We conclude that the stationary state is stable, and the motion (close to the statio-
nary state) is a harmonic oscillation.
7.4 Molecular details
The extended Lotka mechanism as analysed in the previous sections, can be si-
mulated by Molecular Dynamics. In this section we discuss the molecular details.
The three species, l , m and s , are chosen to be atoms. The interaction potential
is the Lennard-Jones potential i.e.,
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(7.8)
where  is the minimum of the potential (and the fundamental energy unit), and ñ
is the characteristic length. The minimum of the potential is easily2 found to be


ï(ñ
.
We have simulated two different systems. They are:
System 1 All the particles are identical i.e., the difference is only the “colour” of
the particles. The “colour” represent the species i.e., in our case there are
three “colours”. The potential is æ I ç è énêðæ LJ çÚèpé .
System 2 The particles of the same “colour” interact through the Lennard-Jones
potential given by equation (7.8). Particles of different “colours” e.g., the
l
-
m interaction, is non-attractive. In order to simulate this, we use the
following potential
æ
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
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ò
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(7.9)
2Differentiate  LJ !f with respect to  , set it equal to zero and solve with respect to  .
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A system like System 2 is known to phase separate below a certain critical tempe-
rature [47, 79].
As mentioned in section 6.4, the simulation of chemical reactions requires two
parameters for a binary reaction. The first parameter is the sum of radii of two
colliding particles, 6 reac. In most cases we set 6 reac ê
ò
w
ß ß

ñ which ensures
that only particles with a large relative velocity might be counted as colliding
particles. The algorithms presented in chapter 6 are applied, and the temperature
is controlled by the Nose´-Hoover thermostat.
7.5 Steady and oscillatory states in the microscopic
system
In section 7.3 we found the stationary state for the extended Lotka scheme. A sta-
tionary state is a state where the concentrations are constant. If the phenomeno-
logical equations (7.3) represent the microscopic details of the system, the steady
state given by equation (7.5) must be reproducible by the MD simulations.
Consider a system where 0

ê
0

ê
0wv
. The steady state is then E} ê  } ê

}
ê¡ 
v
. We set up a simulation with ßy-£¢ of the particles of each species. Figure
7.1 shows the result. From the figure it is obvious that a steady state exists for
the finite system. The fluctuations in the concentration (measured by the particle
fraction) decrease with the number of particles.
We also know from section 7.3 that the extended Lotka scheme is oscillatory.
Figure 7.2 shows the particle fraction of
l
. We see that the concentration of
l
oscillates. The oscillations are not regular but this is due to the fact that the system
consists of 1024 particles only..
7.6 Phase transitions and mechanisms
Mixtures of Lennard-Jones particles, which interact as described in section 7.4
(System 2) are known to phase separate, see e.g., Laradji et al. [47] and Toxværd et
al. [79]. Above a certain critical temperature ¤A¥ , the system will be homogeneous
i.e., the density of each component is constant through the system. Below the cri-
tical temperature, we will see domains of each components. For a two-component
system, the equilibrium distribution of components is that there are two large do-
mains consisting of one component only. For three- and four-component systems,
the formation of domains is more complex.
We have simulated a three-component Lennard-Jones system. It is easy to see
70 The Extended Lotka Scheme
Å
Ó
Þ
Å
Ó
Þ
Æ
Å
Ó
Þ
Ç
Å
Ó
ÞÈ
Å
Ó
Þ
É
Å
Ó Ç
Å ÊXÅ
Æ
Å
Þ
Å
Ç
Å
Ý
Å
È
Å ¦ Å ÉÅ §Å ÊXÅÅ ÊÛÊJÅ Ê
Æ
Å Ê
Þ
Å Ê
Ç
Å Ê
Ý
Å
¨
©ª¬«
×
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Figure 7.2: The particle fraction of ­ versus time. The simulation parameters are the same as in
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(a) °(¿À°{Á (b) °ÃÂÄ°{Á
Figure 7.3: (a) shows the positions of the particles at temperature ° ¯ ÊÛß ÅÛâffiãäÛå ¿Å°Æ , while the
(b) is taken at temperature ° ¯
Æ
ß
Ý
âffiãäÛå
ÂÇ°Æ
. The number of particles is 16386 and the density
is Å(ß Éà*á in both cases.
whether a phase separation has occurred at a given temperature. This is done by
looking a the positions of the particles by the naked eye. Figure 7.3 shows two
examples; one above and one below the critical temperature.
We measure the (time averaged) rate constants from the simulations. Figure 7.4
shows the Arrhenius plot for both System 1 and 2 with 1024 particles, and System
2 with 4096 particles. It is clear that at ¤A¥ ê ß µÈ  - 0 D there is a cross-over for
System 2. This is the phase separation we see. Below ¤A¥ System 2 is phase
separating while above ¤N¥ it behaves essentially as System 1.
As discussed in section 4.3 the ratio
0
-
Q
must be constant if the reaction is
diffusion-controlled ( 0 is the rate constant, and Q is the diffusion coefficient).
Figure 7.5 shows the 0 - Q ratio versus temperature for System 2. We see that
above ¤N¥ the ratio is - within the statistical error - constant. This clearly indicates
that the reactions are diffusion-controlled above the critical temperature, while be-
low ¤N¥ the mechanism is different. Below the critical temperature the mechanism
changes to a surface-driven reaction because below ¤N¥ domains are formed. The
domains are pure i.e., they consist of one species only. Therefore the only place
where the reactions can occur is at the boundaries of two domains.
7.7 Concluding remarks
In this chapter we have presented results from microscopic simulations of the
extended Lotka scheme. It is clearly demonstrated that the technique of MD can
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be used to simulate chemical reactions.
The simulations presented in the chapter show that macroscopic phenomena can
be reproduced by microscopic simulations e.g., the steady state of a complex
mechanism. We are able to probe spatial phenomena like pattern formation from
a very simple point of view which require only few and simple assumptions.
We also see that simple theoretical considerations can be applied with success.
For example the theory of diffusion-controlled reactions can easily be applied.
The chapter clearly demonstrates that a phase transition may alter the underlying
chemical mechanism. Lately this subject has attracted some attention, see e.g.,
Carati et al. [14]. By using MD we would be able to investigate theoretical pre-
dictions by Carati et al. . We have performed a few number of simulations of a
simple scheme, namely ï 7Õp 7 úÓ8 p ï 8 . Our initial simulations show that
this mechanism is able to freeze the spinodal decomposition as predicted by Carati
et al. .
CHAPTER 8
Controlling the Temperature in One
Dimension
Inelastic collisions were discussed in chapter 5. In this chapter we will discuss
our results obtained from simulations of rigid and soft particles undergoing in-
elastic collisions. The results presented here are based upon a paper by the author,
Paz Padilla, Eigil L. Præstgaard, and Søren Toxværd [25] which is enclosed as
appendix D.
The investigation of the inelastic collisions began by reading a paper by Du et
al. [20]. The results presented by Du et al. did seem very odd, and a desire of
understanding emerged. Du et al. find that when the collisions are inelastic, and
even when the particles are coupled to a thermostatting device, the particles get
clamped. One can easily imagine the clamping when there is no thermostatting
device, and it has been rigorously shown by Haff [37] - see also chapter 5 for a
more detailed discussion on inelastic collisions. We do not reveal too much of the
conclusions of this chapter by saying that we find that the “extraordinary” state
found by Du et al. is an artifact of the model they used.
The simulation cell in one dimension is a line. We have two walls at ÄÖ  and
Ö
 where e is the length of the system (typically e ê ß ). One peculiarity of
one-dimensional systems is that no scattering occurs i.e., if two particles, þ and
 , initially are situated so that  ûÃ   then this inequality holds through the
complete simulation.
The rigid particles used in this chapter are all point particles i.e., the radii of the
particles are set to zero. Moreover, the mass is set to ß . The soft particles interact
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through the WCA potential, see Weeks et al. [83]. The potential is
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(8.1)
where è is the inter-particle separation, ñ and  are the Lennard-Jones parameters.
The details on how the inelastic collisions are modelled can be found in section
5.2.
8.1 Semi-closed system
We will analyse a system consisting of

particles undergoing inelastic collisions.
The system is closed in the sense that no energy flows into the system, while
energy is dissipated through the collisions.
Figure 8.1 shows the granular temperature, à ê hâá
h
û!j

ffi

û
, as function of time.
We see that after a transient period the temperature decays algebraicly. The slope
can easily be found, and we find that Haff’s prediction of the decay is correct.
Figures like figure 8.1 can be obtained from simulations of rigid particles with a
radius larger than zero and various densities. The transient period depends on the
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density and the degree of inelasticity. In the case of soft particles the exponent in
Haff’s cooling law is not  ï . The value of the exponent ranges from  ß  ß  to
 ß

ò
.
8.2 Thermostatting devices
Systems consisting of particles undergoing inelastic collisions dissipate kinetic
energy. This implies that the velocity of the particles is decreasing as function of
time. Obviously we have that à 3 ò as ô 3
í
. We therefore have to introduce
a thermostatting device in order to control the temperature in this situation.
Thermostats (as we usually call thermostatting devices) have been used in Mo-
lecular Dynamics simulations for more than two decades. For soft systems e.g.,
Lennard-Jones particles, the Nose´-Hoover thermostat (see section 6.2.2 for de-
tails) is a well-known thermostat. In the case of rigid particles a few attempts can
be found in the literature. In the following we will introduce those thermostats we
have implemented, and present simulations on rigid and soft particles coupled to
the thermostats. In order to check the functionality of the thermostats we couple
them to systems where the collisions are elastic i.e., no energy dissipates. A per-
fectly working thermostat is a device that on average ensure that the temperature
of the system is the same as the temperature of the thermostat.
The coupling between the thermostat and the particles is constructed in the fol-
lowing way: when a particle collides with the left wall, the velocity of the particle
is changed according to the thermostat.
8.2.1 The Gaussian wall
The Gaussian wall returns the particles with a new velocity which is drawn ran-
domly from a Gaussian distribution i.e.,
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(8.2)
where ¤ wall is the desired temperature. The wall has been used by Du et al.
[20]. At first thought this kind of thermostatting device comes natural since the
initial velocity distribution of the particles is Gaussian, and by choosing velocities
from a Gaussian distribution, one would think that it will preserve the velocity
distribution.
The argument above is not correct which is illustrated by figure 8.2. The desired
temperature of the thermostat, ¤ wall is set to ß 
ò
. The temperature of the system
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Figure 8.2: The granular temperature versus the time. The system consists of 100 particles and
the length of the system is 1. The left wall is a Gaussian wall.
drops quickly to values lower than the thermostat, and the steady state value is
ò

ß|èé
ò

ò
è
. If we turn to the soft particles, we see a similar behaviour. The
steady state temperature is ò  ïê ò  ò ï .
8.2.2 The constant wall
The thermostat which we denote the constant wall, is indeed very simple. When a
particle hits the wall, the velocity is always set to the same value, namely ë ¤ wall.
This corresponds to the probability distribution
5
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ß for ffi ê ë ¤ wall
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(8.3)
A thermostatting device like the one described above is very odd seen from a
physical point of view. It has been used by Du et al. [20] and Rapaport [70].
Figure 8.3 shows the granular temperature as it evolves during a simulation. We
see that at first the temperature drops but then recovers, and at late times it is ¤ wall.
So far everything seem to work perfectly.
A correct steady state temperature is not enough to ensure a perfectly working
thermostat - the velocity distribution must be correct as well which means that it
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Figure 8.3: The granular temperature versus the time. The system consists of 100 particles and
the length of the system is 1. The left wall is a constant wall.
has to be a Maxwell-Boltzmann distribution. The distribution obtained from the
constant wall is not a Maxwell-Boltzmann distribution - only two velocities are
possible (for the rigid particles):  ë ¤ wall. It is not difficult to understand. When
the collisions are elastic the particles will exchange velocities only.
For the soft particles the steady state temperature is incorrect ( ò  è7ß$ ò  ò ß ), and it
is then easy to see that the constant wall does not work in this case neither.
8.2.3 The frequency device
We have implemented yet another thermostat in the following way: at certain time
intervals the velocity of the left-most particle is changed. The new velocity is cho-
sen randomly from a Gaussian distribution. The left wall is now a reflecting wall.
We have coined the term frequency thermostat for this implementation. This ther-
mostatting device has - to our knowledge - never been suggested or implemented
before.
As indicated by figure 8.4 the frequency thermostat is able to set the temperature to
the correct value ( ß  ò ò  ò  ß|¢ ). Moreover, the velocity distribution is also correct.
The frequency thermostat seems to work perfectly for rigid particles indepen-
dently of the frequency. This is not true for soft particles; at high frequencies the
thermostat is not able to produce the correct equilibrium value. The origin of this
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Figure 8.4: The granular temperature versus the time. The system consists of 100 rigid particles
and the length of the system is 1. The thermostatting device is the so called frequency thermostat,
and the frequency is
Ç
ÊßSÊ
Ý
.
problem is that equipartition takes time, and when the kinetic energy of one parti-
cle is changed too often, the system does not have time to relax to equilibrium.
8.2.4 The stochastic wall
If one digs into the literature one finds a very useful thermostatting device. It is due
to Lebowitz et al. [48, 49] who investigated the transport properties of a Knudsen
gas and a Lorentz gas two decades ago but it has been proposed much earlier.
Later Tenenbaum et al. [74, 75] have used it in MD simulations of Lennard-Jones
fluids. Tenenbaum et al. use the term “stochastic boundary conditions” and we
adopt it and use the term “stochastic wall”.
The velocity of the particle colliding with the walls (in our case the left wall only)
is changed and the new velocity is drawn from the distribution
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The thermostatting device described above works perfectly for rigid and soft par-
ticles as figure 8.5 clearly shows. The equilibrium temperature is ß  òpò  ò  ß for
rigid particles and ò wì  ò  ò ï for soft particles.
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Figure 8.5: The granular temperature versus the time. The system consists of 100 rigid particles
and the length of the system is 1. The thermostat applied is the stochastic wall.
8.2.5 Nose´-Hoover
For more than a decade the Nose´-Hoover thermostat has been used frequently; see
section 6.2.2 for details. The Nose´-Hoover approach is an extension to the equa-
tions of motion. Similar to the thermostatting device discussed in the previous
sections, we implement a Nose´-Hoover thermostat at the left wall. The imple-
mentation is as follows: instead of the left wall we have a particle tethered to the
point Kí ê ÀÖ  by the potential æç  éÁê 
0
ç


Kí
é

where  is the position
of the particle and
0
is the force constant. This single particle is coupled to a
Nose´-Hoover thermostat, and the rest of the particles are not. Figure 8.6 shows
the temperature as function of time.
As figure 8.6 shows the thermostat sets the temperature correctly. The equilibrium
value of the temperature is ò ¬w  ò  ò ß .
8.2.6 Concluding remarks
As the results reported above show it is important to use a thermostatting device
that actually can control the temperature correctly. For the rigid particles we see
that the stochastic wall as described in section 8.2.4 is the best candidate. For the
soft particles both the stochastic wall and the Nose´-Hoover inspired device can
be used. For system in higher dimensions than one, it is easier to implement the
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Figure 8.6: The granular temperature versus the time. The system consists of 100 soft particles,
the length of the system is 1 and the force constant of the left-most particle is set to 100 in reduced
units. The thermostat applied to the left particle is a Nose´-Hoover thermostat.
stochastic wall for the soft particles. The use of any other thermostat than the
stochastic wall seems to us to be questionable.
It is not too difficult to understand why the stochastic wall works well, and why
the Gaussian wall does not. Consider a three-dimensional system: the probability
of a particle with velocity ý arriving at a wall is [36]
5 wall
ç
ý
éê
ýïîyc$ð
ç
ý
é (8.5)
where c is a vector normal to the wall, and ð is the velocity distribution which, in
equilibrium, is a Maxwell-Boltzmann distribution. In order to preserve the velo-
city distribution, the particles leaving the wall must have the velocities distributed
as the incoming particles, and the thermostat must return the particles according
to equation (8.5).
8.3 Breakdown of hydrodynamics
As mentioned in the beginning of the chapter the study of inelastic colliding par-
ticles was inspired heavily by the paper by Du et al. [20]. The main conclusion of
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Du et al. is that it is possible to observe a breakdown of hydrodynamics when we
try to thermostat inelastic particles in one dimension.
The situation in the paper by Du et al. [20] is as this: they simulate  rigid point
particles in one dimension. The collisions are inelastic; typically they set  ê
ò

ò ò
è
. Moreover, they have a Gaussian wall at the left wall while the right wall is
reflecting. Independent of the initial positions of the particles an “extraordinary”
state develops. The “extraordinary” state is that the particles get clamped i.e., the
particles are to be found at the right side of the simulation box.
Now the clamping is not a completely unexpected for inelastic systems. McNa-
mara et al. [54, 55] have shown numerically that systems (with a thermostatting
device) in one and two dimensions might collapse and Goldhirsch et al. [31] have
shown that a clustering instability is possible for dissipative gases. Moreover, for
one-dimensional systems McNamara et al. have shown analytically that the col-
lapse will occur if the number of particles exceed a certain threshold; see section
5.4 for further details. But for the chosen degree of inelasticity, Du et al. do not
exceed this threshold. Furthermore, Du et al. report that the clamping does not
disappear as  3 ò i.e., in the elastic limit. Du et al. refer to the clamping as the
breakdown of hydrodynamics.
We have simulated 100 rigid point particles but instead of the the Gaussian wall
we use the stochastic wall. To measure whether the particles will get clamped
we use the mean position (which in our case is the same as the centre of mass)
i.e., we compute
\

a
ê 
hñá
h
û!j


û during the simulation. Figure 8.7 shows the
mean position for simulations with three different values of  . Figure 8.7a shows
the case of elastic collision, and the mean position fluctuates around zero as we
would expect. The value  ê ò  ò ò è is the same value as chosen by Du et al. [20].
The figure indicates a clamping of the particle, but as we decrease the degree of
inelasticity, the clamping disappears; see figure 8.7c. We strongly believe that the
conclusion by Du et al. is due to an artifact of their thermostat.
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Figure 8.7: The mean position ô!õwö versus time. The systems consist of 100 rigid point particles,
and the left wall is the stochastic wall.
CHAPTER 9
Discussion and Conclusion
We have in this thesis presented simulational results of two very different systems:
oscillating chemical reactions and dissipative gases/ganular media. Both systems
have two things in common: they are in a non-equilibrium state, and they have
been investigated by Molecular Dynamics.
The systems studied in this thesis are “simple”. They are simple in the underlying
physical model, but the phenomenology is indeed not simple. Even though the
models are simple, we strongly believe that these models are able to capture some
of the phenomena seen in the Nature.
Molecular Dynamics is an invaluable tool when many-particle systems are stu-
died. Two special-purpose MD programs have been designed and implemented
by the author; one for Lennard-Jones particles and one for rigid particles. The
advantage of MD is that a MD program can be used in equilibrium and non-
equilibrium situations. We see Molecular Dynamics as the link between the ad-
vanced theories and the complicated experiments. General-purpose Molecular
Dynamics programs exist but they have an orientation toward biological problems
(proteins in aqueous solution). MD programs for simple liquids (short-ranged po-
tentials e.g., the Lennard-Jones potential) and rigid particles are typically written
by the chemist/physicist who is going to use them. But no chemist can keep up
with the pace of development of computers, especially not the new parallel com-
puters. An important project would be to implement - using modern software
engineering methods - novel algorithms on state-of-the-art computers. Moreover,
it is important to design and implement a number of tools which can analyse data,
and an easy-to-use graphical user interface (GUI) is essential.
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The rich phenomenology of dissipative gases and granular media has surprised
us. In order to be able to model granular media, we will need macroscopic de-
scriptions analoguous to fluid mechanics and thermodynamics. As far as we see
it, Molecular Dynamics is at the moment the only reliable tool which can model
granular media. The validation of a fluid mechanics can therefore only be done
with the help from MD.
Using Molecular Dynamics to study chemical reactions is not a new idea; in fact
it is more than two decades ago since the first simulations were performed. We
have clearly demonstrated in this thesis that the macroscopic phenomena can be
reproduced in a finite system using MD. In other words, MD is able to reproduce
the macroscopic world, and even better than that: the idea behind MD is so naive
that it is much easier to understand the physical model.
The interest in the interplay of (energetically driven) chemical reactions and phase
separation has increased in recent time (measured by the number of papers per
year). Almost all studies have so far been carried out on a mesoscopic level
(Hilliard-Cahn theory). Molecular Dynamics is in this context an invaluable tool
because the number of simplifying assumptions is limited. Simulations of phase
separation and chemical reactions are computer intensive. In order to see pattern
formation we need a large number of particles (often è î ß ò É ) and follow the system
over long time scales. The simulations presented in this thesis are not exhausting
in the sense that they are only the beginning. We have demonstrated that a phase
separation is able to change the underlying mechanism of chemical reactions. The
theoretical predictions have not yet been verified by simulations, and moreover,
the theory has to be extended to three- and four-component system in order to be
more applicable.
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