Automated detection of different waveforms in physiological signals has been one of the most intensively studied applications of signal processing in the clinical medicine. During recent years an increasing amount of neural network based methods have been proposed. In this paper we present a radial basis function (RBF) network based method for automated detection of different interference waveforms in epileptic EEG. This kind of artefact detector is especially useful as a preprocessing system in combination with different kinds of automated EEG analyzers to improve their general applicability. The results show that our neural network based classifier successfully detects artefacts at the rate of over 75% while the correct classification rate for normal segments is as high as about 95%.
Introduction
Due to its capability to reflect both the normal and abnormal electrical activity of the brain, the electroencephalogram (EEG) has been found to be a very powerful tool in the field of neurology and clinical neurophysiology. The diagnosis and treatment planning of different neurological diseases is strongly based on the multi-channel, long-term recordings of EEG that are carefully inspected by a specialized physician. However, as a consequence of the vast amount of data this process is generally very time-consuming. For this reason, many different automated methods have been proposed to facilitate the diagnosis and to reduce the time needed for the visual inspection [5, 6] . These methods are mainly intended for the automated detection of epileptiform activity in the long-term EEG recordings, automated sleep stage scoring and the diagnostics of different sleep disorders.
Routine EEG is measured on the scalp by using so-called 10-20 electrode system [2] . These recording sessions typically take about 30 min and their primary purpose in epilepsy diagnostics is to record EEG during suspected epileptic attacks. Because these attacks might not happen very often, some activating procedures such as photic stimulation, hyperventilation or sleep deprivation are often used for attempting to provoke the onset of an epileptic attack. However, in most cases remarkably longer recordings are needed for the recording of typical seizures.
In addition to the extreme complexity of the signal morphologies, one of the main problems in the automated EEG analysis is the summation of different kinds of interference waveforms, i.e. artefacts, to the original EEG during the recording sessions. The most important causes for these interferences are the movements of the patient during recording session and the normal electrical activity of the heart, muscles and eyes. In case of visual inspection, these artefacts can be often easily discarded. However, during the automated analysis these signal patterns often cause serious misclassifications thus reducing the clinical usability of the automated analysing systems.
In this study our main emphasis has been to create a reliable method for artefact detection to improve the diagnostic accuracy and applicability of the systems proposed earlier [8, 7, 11, 4] . In spite of the general importance of the subject and quite exhaustive search for articles concerning the applications of neural networks for artefact detection, rather limited amount of contributions in this field were found. Generally, different artefact processing methods have been based on the application of conventional signal processing methods such as digital highpass filtering for reducing high-frequency contaminations, different correlation based subtraction techniques for correcting interferences caused by eye movements and different rule-based classifiers [1] . However, Wu et al. [13] have proposed a comparative research using neural network approach. In their paper they present a method utilizing autoregressive spectrum estimates and cross correlation studies for feature extraction and several Multilayer Perceptron Networks for different artefact types for the data classification. Although our system utilizes only one Radial Basis Function Network with a remarkably simpler network architecture our results seem also to be clinically promising.
Materials and methods
The EEG data used in this work has been recorded at the intensive monitoring laboratory at Tampere University Hospital, Tampere, Finland, and at Vaajasalo Epilepsy Unit, Kuopio, Finland. EEG recordings were digitized at the sampling frequency of 200 Hz and the artefactual parts in these recordings were scored visually before the application of the data. So far we have concentrated on the detection of muscle, movement and saturation artefacts because they seem to be the most frequent interferences to occur in the recordings for the diagnostics of epilepsy. Although the electrical activity of the eyes (Electro-oculography, EOG) produces also interferences in the EEG, these are not considered because they can normally be found only on a few channels. Moreover, we already have a reliable method for detecting EOG activity [12, 10] .
Studied artefact types
In the following, we briefly discuss the general properties of muscle, movement and saturation artefacts. The main emphasis is to show those properties on which the detection of these artefacts can be based on. Some examples of these types of artefacts are also given.
Electromyography (EMG) artefacts are originated in the EEG due to the increased muscle activity in the head area, e.g. during chewing or frowning. As it can be seen in Fig. 1 , EMG artefacts consist of higher amplitudes and frequencies than the preceding activity. Thus, EEG with EMG contamination includes more power on high frequencies and the variance of the signal is higher than in case of pure spontaneous EEG. Fig. 1 shows some example signal waveforms containing EMG contamination.
Movement artefacts are associated with the skeletal movements which often cause electrodes and measurement cables to move. Depending on the nature of the movements they can be fairly recognizable or more subdued. Movements of the measurement cables often produce very strong step-like artefacts with voltages saturated to maximum or minimum values of the possible voltage range. Tremor produces a rhythmical pattern of various frequencies due to the electrode movements. Because muscle activity is associated with skeletal movements, movement artefacts can contain also EMG-activity. In Fig. 2 an example signal part on movement artefacts is depicted. It also includes some amount of EMG activity due to the connection to muscle activity.
Saturation artefacts can be divided into several subgroups based on their amplitude levels. For all these types slightly different approaches are used. Zero-level saturation simply means that the signal amplitudes stuck into zero level. Like the low-amplitude saturation this can be caused by some electrode problems, for example due to loose electrode connection or broken measurement cable. For this reason saturation artefacts should be detected, although they do not cause misclassifications in other signal analysis systems. Fig. 3 shows an example on a signal saturated close to zero level.
As an example on the complexity of the classification problem, Fig. 4 shows some example signal waveforms containing epileptic activity. Typically, these epileptiform patterns contain sharp spikes and slower waves, either as combinations like in the Fig. 4 , or separately. For the system to be clinically applicable, these kind of waveforms must not be classified as artefacts. It is easy to see that the significance of the preprocessing is crucial and that the typical properties of epileptiform activity must be considered, when the feature extraction stage is designed.
Feature extraction
Generally, when neural network based approach is applied to waveform detection, some kind of application-specific preprocessing stage precedes the neural network classifier. The purpose of this stage is to calculate some measures that reflect the temporal properties of the data. These measures or features can then be applied to categorize the measurement data to different classes depending on whether different signal segments contain some waveform or not. Fig. 5 shows the block diagram of our artefact detection system. The meanings of different blocks are discussed in details below.
Before feature extraction we first segment the recorded EEG to fixed length segments of 100 samples (0.5 s). To ensure reasonable time resolution the segmentation window is moved in steps of 25 samples (0.125 s). For each segment, several features based on the local power and amplitude values of the EEG are then calculated. These features are used as inputs for the radial basis function network that has been trained using the orthogonal least squares (OLS) algorithm.
Movement artefacts
As it can be seen in Fig. 2 , the movements of the patient typically generate very strong, step-like interferences to the recorded EEG. When considering the general properties of movement artefacts, it is possible to derive a measure to detect the prevalence of this kind of waveform in a segment based on the amplitude distribution of the recorded EEG. Starting from the definition of the histogram a nonlinear filter was developed for the detection of movement artefacts.
Let us consider an EEG segment with 100 samples. Sorting the amplitude values to increasing order and forming bars from the groups of ten successive samples we can form a 10-bar histogram that describes the amplitude distribution of segments. Generally, if we scale the heights of the histogram in a way, that the total area of the histogram is equal to l, we get an estimate for the probability density function. Let s G be the spread of the ith bar of the histogram and let n be the number of bars in the estimate. Then the height h G of the ith bar is
The height estimates have an interesting property of giving highest values for those bars with smallest amplitude distribution, thus providing a good measure for the concentration of the signal amplitude. However, if all the amplitude values inside a bar are the same, the height of the bar will be infinite. This condition can be avoided by adding a nonzero bias to the spreads s according to the equation
This means that by setting the bias equal to 1/n we actually limit the maximum height of a bar in case of zero spread to h "1. Let now w G be the mean of the amplitude values inside the ith bar of the histogram. Using these mean values as weight coefficients we can define a nonlinear filter with output
According to the connection to histograms of the segments we call this filter a weighted histogram filter (WHF). It is easy to notice that the filter describes well the concentration properties of the data inside segments. If the spreads of the bars are wide, the output of the filter will be close to zero. In case of movement artefact the amplitude values tend to concentrate in the vicinity of some high positive or negative amplitude value with spreads very close or equal to zero. Thus, the heights of the bars are close to unity and the output tends to the sum of mean amplitudes which will be very high. On the other hand, although the amplitude values of normal EEG patterns concentrate close to zero level leading possibly to heights close to 1, the output of the WHF filter is still small due to the small mean amplitudes w G . In some rare cases of twosided steps with positive and negative mean amplitudes close to each other, the filter output may be close to zero. This can be avoided by using the absolute values of mean amplitudes as weights thus forcing the output to be nonnegative.
Saturation artefacts
One measure that effectively reflects the prevalence of zero-level saturation can be defined in terms of signal energy. Let¸denote the length of the segment and let x G denote the ith amplitude value in the segment. Using a simple energy estimate
in the following estimator D
we get a simple measure for the zero-level saturation or dead-electrode condition. Much in the same way we can define an estimator for low-amplitude saturation based on the sorted amplitude vector determined during the computation of the WHF output. Picking the minimum and maximum values inside a segment and using the difference of them as a range estimate we can define the saturation estimator S as
Although this estimate responds well for saturation at all levels, we call it a lowamplitude saturation estimator, because this special type of saturation cannot be detected by the WHF filter due to the low mean amplitudes. Alternatively, we could define this estimator by first subtracting the mean from the segment and applying then Eq. (5). Thus, we could define the low amplitude saturation estimator also as follows:
In the experiments described in this paper, Eq. (6) was used for computing measures for the low-amplitude saturation because it is computationally more efficient. This is because we have already sorted the data vector x during the computation of the WHF output.
Muscle artefacts and high-frequency contaminations
The most characteristic property of muscle artefacts is their higher frequency content when compared to the normal EEG activity. Thus the most obvious way to determine the amount of EMG contamination is to filter the segment with some high pass filter and then compute the energy of the filter output. One computationally very efficient estimate can be obtained simply by computing the energy of the derivative of the segments, because the derivative in fact is a simple high-pass filter. Thus we can define our estimator as
In addition to the EMG contamination, this estimator efficiently reflects the other high-frequency contaminations as well. These include, e.g. the 50/60 Hz mains interferences and some irregular interference waveforms that can be found on EEG during electrode and measurement cable problems.
Training of the radial basis function network
After feature extraction, calculated features are fed to the RBF network. In this project we have used gaussian activation functions for the nonlinear mapping performed by the hidden layer. Thus, the outputs of the classifier are calculated according to equation
where y G is the output value for feature vector x G , w is a constant bias term, x AH and d H are the centers and widths for jth hidden neuron in the network, respectively, q is the total number of hidden neurons in the network and the coefficients w H are the weight coefficients in the connections from hidden neurons to the output neuron. Eq. (9) shows that the output y G for ith feature vector can be obtained as a weighted sum of the activation values of hidden neurons added with a constant bias term.
For the training of the network, well-known orthogonal least squares (OLS) training method was applied [3] . It is based on the idea of selecting the neurons that are installed to the network from a large set of candidate neurons based on LMS optimization procedure. In this project we first used our training data to determine the centers and widths for 300 candidate neurons by applying K-means clustering algorithm and two-nearest-neighbor statistics, respectively [9] . The initial cluster centers for the K-means algorithm were randomly selected in such a way that their distribution in the four-dimensional input space of our classifier was uniform. When the centers and widths had been selected, the parameters of the candidate neurons were frozen and 25 most efficient candidates were selected to be installed to the network by applying the orthogonal least squares (OLS) algorithm. In the OLS training algorithm the best possible hidden neurons are selected one at a time from a large set of candidate neurons based on their ability to reduce the variance of the error between the calculated and desired output values [3] . In addition to that, the connection weights w H between the hidden layer and output layer are determined. The final classification results were formed by hard-limiting the network output obtained through Eq. (9) using a threshold value determined by ROC analysis. Threshold value was selected in such a way that the detection rate of the classifier for the validation data would be as high as possible with a minimum loss of clinically relevant EEG data. Those patterns that caused the network output to be smaller than the threshold were classified to contain artefactual waveforms whereas those patterns for which the output was higher were considered to be either normal or epileptic EEG waveforms.
Results
In this project we used a data set containing in total a bit more than 47 000 signal patterns from which about one half contained artefactual waveforms. To estimate the performance of the RBF classifier after training phase we used the well-known N-fold cross-validation method. In this method the whole data set is divided into N separate data sets. During each validation run, one of these sets is used as a validation set while the others are used for the training. Because we used four-fold cross validation, each training and validation set contained about 35 250 and 11 750 signal patterns, respectively. According to the general practice of cross-validation studies, sensitivity and specificity were used as performance measures. Sensitivity (true positive rate, TPR) gives the probability of the correct classification for positive (artefactual) signal patterns and it is defined according to the equation
where TP is the total amount of correctly classified artefactual signal patterns and FN is the amount of artefactual signal patterns that were misclassified as negatives. On the other hand, specificity (true negative rate, TNR) tells the probability of the correct classification in case of negative (normal or epileptic) signal patterns. It can be computed using the equation
where TN is the total amount of correctly classified negative signal patterns and FP is the amount of negative signal patterns that were misclassified as artefacts.
During the experiments, RBF networks with different numbers of hidden neurons were tested. The sufficient number of hidden neurons was found to be around 25. The performance of the classifier with 25 hidden neurons was then examined by performing four-fold cross-validation. These results show that the original EEG activity is correctly classified at the rate of approximately 95% while the rate of correct classification for the artefacts is over 75%. The sensitivities and specificities for threshold level 0.5 are summarized in Table 1 .
Results of the fourfold cross-validation study for the network with 25 hidden neurons are shown in terms of average ROC curves and average performance curves in the Fig. 6 . ROC curve depicts the correct classification rate of negative patterns (either normal or epileptic EEG patterns) as a function of the correct artefact detection rate. Performance curve shows the dependence of the sensitivities and specificities of the classifier on the threshold level used to hard limit the output values of the RBF network. Thus, it can be effectively used for the selection of the threshold value.
Discussion
Setting the threshold a bit higher even higher amount of artefacts can be detected correctly. However, this happens at the cost of lower classification accuracy for true EEG. Because the correct classification of the original EEG is clinically more important than the detection of all possible artefacts, lower threshold value was selected to ensure sufficient specificity for our artefact detector. This holds especially in the case of epileptic signal segments. This is due to the fact that the analyzer classifying too many epileptic patterns as artefacts is clinically useless. To test the real performance of the classifier in the presence of epileptic activity, the training and testing data contained also a good collection of epileptic waveforms. Because almost all the normal segments were correctly classified and the detection rate for artefactual patterns is over 75%, our results seem to be promising. However, more thorough validation of the system is needed before the system can be applied clinically. 
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