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Abstract
We prove a generalization to inﬁnite Galois extensions of local ﬁelds, of a classical
result by Noether on the existence of normal integral bases for ﬁnite tamely ramiﬁed
Galois extensions. We also prove a self-dual normal integral basis theorem for
inﬁnite unramiﬁed Galois ﬁeld extensions of local ﬁelds with ﬁnite residue ﬁelds of
characteristic different from 2. This generalizes a result by Fainsilber for the ﬁnite
case. To do this, we obtain an injectivity result concerning pointed cohomology sets,
deﬁned by inverse limits of norm-one groups of free ﬁnite-dimensional algebras with
involution over complete discrete valuation rings.
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1. Introduction
Let K be a ﬁeld complete with respect to a discrete valuation, R the
valuation ring of K ; and k the residue ﬁeld of K assumed to be ﬁnite.
Furthermore, let L+K be a Galois ﬁeld extension with Galois group G and
ring of integers S: We consider G as a topological group with the Krull
topology (see, e.g. [L93, p. 329]). We say that L+K is unramiﬁed (tamely
ramiﬁed, odd) if every ﬁnite extension K 0+K ; such that L+K 0; is unramiﬁed
(tamely ramiﬁed, of odd degree).
Suppose that L+K is ﬁnite. The normal basis theorem asserts that there is
xAL such that B :¼ ðs:xÞsAG form a basis for L as a vector space over K : In
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fact, this is true for general Galois ﬁeld extensions (see e.g. [J80, p. 283]).
If B is an R-basis for S; then B is called a normal integral basis and x is
called a normal integral basis generator. Normal integral bases do not
always exist. In fact, by a result of Noether [N32], the following theorem
is true.
Theorem 1.1. The extension L+K has a normal integral basis if and only if it
is tamely ramified.
Note that the corresponding problem in the global case is much more
complicated (see [Fr83]). The extension L+K being separable, the trace
form qL : L  L-K ; deﬁned by qLðx; yÞ ¼ trL=K ðxyÞ; x; yAL; is a non-
degenerate symmetric bilinear form. It is also a G-form, that is, it is
invariant under the action of G: If the normal basis B is self-dual with
respect to qL; that is, if qLðs:x; t:xÞ ¼ ds;t; s; tAG; then it is called a self-dual
normal basis and x is called a self-dual normal basis generator. Note that
the existence of such a basis can alternatively be formulated by saying that
ðL; qLÞ and ðK ½G; q0Þ are isomorphic as G-forms, where q0 is the unit G-
form, that is, it is the K-bilinear map K ½G  K ½G-K deﬁned by q0ðs; tÞ ¼
ds;t; s; tAG: The problem of when a self-dual normal basis exists is still open.
The best result so far is the following.
Theorem 1.2. If the order of G is odd, then ðL; qLÞ and ðK ½G; q0Þ are
isomorphic as G-forms.
This was proved for general Galois ﬁeld extensions by Bayer–Fluckiger in
[Ba89]. Restricting qL to S gives us an R-bilinear G-form qS : S  S-R and
we can analogously deﬁne the concept of a self-dual normal integral basis.
Fainsilber has in [F94] obtained an ‘‘arithmetical’’ version of Theorem 1.2.
Theorem 1.3. If the order of G is odd, L+K is unramified and the
characteristic of k is different from 2; then ðS; qSÞ and ðR½G; q0Þ are
isomorphic as G-forms.
In fact, she proves a more general result which can be formulated in terms
of pointed cohomology sets in the following way. Let Kur denote the
maximal unramiﬁed extension of K ; Gur the Galois group of Kur+K and Rur
the ring of integers in Kur: If we for an algebraic group A over R use the
notation H1ðR; AÞ :¼ H1ðGur; AðRurÞÞ; then:
Theorem 1.4. Let U be the norm-one group of a free finite-dimensional R-
algebra with involution. If L+K is an unramified odd extension and the
characteristic of k is different from 2; then the canonical map from H1ðR; UÞ
to H1ðS; UÞ is injective.
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It is not known if Theorems 1.3 and 1.4 hold if the characteristic of k is 2:
For other results and examples concerning self-dual normal bases and G-
forms, see [BaL90,BaS94,FM99].
For inﬁnite extensions Theorem 1.1 makes no sense. However, if we let
ðG; RÞ denote the set of functions f : G-R and we let G operate on ðG; RÞ
by ðs:f ÞðtÞ ¼ f ðs1tÞ; s; tAG; then the existence of a normal integral basis can
be formulated by saying that there is a left R-module isomorphism F :
ðG; RÞ-S that respects the action of G: Namely, if B is an R-basis for S;
then we can deﬁne F by F ðf Þ ¼
P
sAG f ðsÞs:x; fAðG; RÞ: Conversely, if F :
ðG; RÞ-S is an isomorphism as above and hAðG; RÞ is deﬁned by hðsÞ ¼ ds;1;
sAG; then x :¼ F ðhÞ is a normal integral basis generator for L+K : In this
paper we ﬁrst prove, using an idea introduced by Lenstra in [Le85] for the
case of normal bases for inﬁnite Galois ﬁeld extensions, that this version of
Theorem 1.1 is valid for inﬁnite extensions provided we only consider the
continuous functions G-R:
Theorem 1.5. Let CðG; RÞ denote the R-module of continuous functions f :
G-R; where R is equipped with the discrete topology. If we let G operate on
CðG; RÞ by ðs:f ÞðtÞ ¼ f ðs1tÞ; s; tAG; then there is an isomorphism of R-
modules CðG; RÞ-S that respects the action of G if and only if L+K is
tamely ramified.
For the proof, see Section 4. Secondly, we obtain an inﬁnite version of
Theorem 1.3.
Theorem 1.6. If L+K is an unramified odd (possibly infinite) extension and
the characteristic of k is different from 2, then ðS; qSÞ and ðCðG; RÞ; q0Þ are
isomorphic as coherent G-forms.
For the deﬁnition of the concept of coherent G-forms, see Section 5.
We give two different proofs of Theorem 1.6. The ﬁrst proof is com-
pletely elementary (see Section 5), whereas for the second one we prove (see
Section 7) and utilize (see Section 8) the following inﬁnite version of
Theorem 1.4.
Theorem 1.7. Let %U denote the norm-one group of an inverse limit, relative to
a directed set, of an inverse system of free finite-dimensional R-algebras with
involution and surjective R-algebra maps. If L+K is an unramified odd
(possibly infinite) extension and the characteristic of k is different from 2; then
the canonical map from H1ðR; %UÞ to H1ðS; %UÞ is injective.
For related results concerning normal bases for inﬁnite Galois extensions,
see [H99,H00,Lu98,Lu99,Lu00].
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2. Inverse limits of compact Hausdorff spaces
In this section, we state some well-known results concerning topological
spaces that will be used in subsequent sections.
Proposition 2.1. Let X and Y be topological spaces and f : X-Y a
continuous function. Then:
(a) If X 0 and Y 0 are subspaces of X and Y ; respectively, such that
f ðX 0ÞDY 0 and Y 0 is closed in Y ; then f jX 0 : X
0-Y 0 is continuous.
(b) If X is compact and Y is compact Hausdorff, then f is closed.
Proof. (a) Is trivial and (b) can be found in, e.g. [Bo66]. &
We recall the following deﬁnitions. A set I is preordered if it is equipped
with a binary relation! that is transitive and reﬂexive. A set I is directed if
it is preordered and has the additional property that for any two i; jAI there
is kAI such that i!k and j!k: An inverse system of topological spaces
ðXi; fijÞ; relative to a preordered set I ; consists of a topological space Xi for
each iAI ; and a continuous map fij : Xj-Xi for each pair i; jAI with i!j;
such that fii ¼ idXi ; iAI ; and fij 3 fjk ¼ fik for all i; j; kAI with i!j!k: The
inverse limit of such a system, denoted Xi; is deﬁned to be the set of all
ðxiÞiAI in
Q
iAI Xi such that if i; jAI and i!j; then fijðxjÞ ¼ xi: The inverse
limit Xi is always assumed to have the relative topology induced fromQ
iAI Xi:
Proposition 2.2. Let ðXi; fijÞ be an inverse system of non-empty compact
Hausdorff topological spaces, relative to a directed set I : For a subset J of I ;
let LJ denote the inverse limit Xi: If all fij ; i; jAI ; i!j; are surjective,
then:
(a) If J is a directed subset of I ; then the canonical map from LI to LJ is
surjective.
(b) LIa|:
Proof. (a) Follows from a more general result by Lenstra [Le85, Proposition
(1.5)]. Here we give a direct proof. Take ðxiÞiAJALJ : We show that there is
ðyiÞiAIALI such that yi ¼ xi; iAJ: For each iAI ; let JðiÞ ¼ fjAJ j j!ig and
put Ai ¼
T
jAJðiÞ f
1
ji ðfxjgÞ: Since all fij ; i; jAI ; i!j; are surjective and J is
directed, Ai is a closed non-empty subset of Xi: Note also that if i; jAI and
i!j; then fijðAjÞDAi: Let S denote the collection of families B ¼ ðBiÞiAI such
that each Bi is a closed non-empty subset of Ai; and if i; jAI ; i!j; then
fijðBjÞDBi: For two families B ¼ ðBiÞiAI and B
0 ¼ ðB0iÞiAI in S; put BpB0 if
Bi+B0i; iAI : It is clear that p deﬁnes a partial order on S; and that S is an
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inductive set with respect top: Hence, by Zorn’s lemma, there is a maximal
element B ¼ ðBiÞiAI in S: Next, we show that fijðBjÞ ¼ Bi; i; jAI ; i!j: For
iAI ; put B0i ¼
T
jgi fijðBjÞ: Since each Xi is compact Hausdorff, we get, by
Proposition 2.1(b), that each B0i is closed and non-empty. Note also that,
since I is directed, fijðB0jÞ ¼ B
0
i; i; jAI ; i!j: Hence, B
0 :¼ ðB0iÞiAIAS and
BpB0: But by the maximality of B; we get that B ¼ B0; which in turn implies
that fijðBjÞ ¼ fijðB0jÞ ¼ B
0
i ¼ Bi; i; jAI ; i!j: Now we prove that each Bi is a
singleton set. Fix i0AI and take yABi0 : For each jAI ; put Cj ¼ Bj-f 1i0j ðfygÞ
if jgi0; and Cj ¼ Bj otherwise. It is easy to check that C :¼ ðCiÞiAIAS and
B!C: Thus, by the maximality of B; B ¼ C: In particular, Bi0 ¼ fyg:
Finally, if Bi ¼ fyig; iAI ; then, by the above construction, ðyiÞiAIALI and
yi ¼ xi; iAJ:
(b) follows from (a) by taking J ¼ fig for all iAI : &
3. Compact Hausdorff topological rings
In this section, we prove a result (see Proposition 3.2) concerning compact
Hausdorff topological rings. We also state a result (see Proposition 3.4)
about the Jacobson radical of free ﬁnite-dimensional algebras over
commutative local rings. These results are needed in later sections.
Let T be a ring. We always assume that T is associative and has a
multiplicative unit 1T ; and that ring homomorphisms T-T 0 map 1T to 1T 0 :
By abuse of notation we will often write 1 instead of 1T : Recall that T is
(left) artinian if every non-empty set of (left) ideals of T contains a minimal
element with respect to inclusion. The Jacobson radical of T ; JðTÞ; is the
intersection of the maximal left (or right) ideals of T ; and T is semilocal if
T=JðTÞ is artinian. Let (
*
T ; T
*
) Tn denote the set of (left, right) units of T :
The ring T is called von Neumann ﬁnite if Tn ¼
*
T ¼ T
*
:
To prove the ﬁrst proposition in this section, we need a lemma.
Lemma 3.1. Let T be a ring. Then:
(a) If xAT ; then xATn if and only if x þ JðTÞAðT=JðTÞÞn:
(b) If T is semilocal, then T is von Neumann finite and has only finitely
many maximal two-sided ideals m1;y;mn: Furthermore, JðTÞ ¼Tn
i¼1 mi:
Proof. (a) Can be found in, e.g. [R88].
(b) Put T 0 ¼ T=JðTÞ: By (a), T is von Neumann ﬁnite if and only if T 0 is
von Neumann ﬁnite. Since T 0 is semisimple artinian, we get, by
Wedderburn’s theorem (see loc. cit.), that T 0 is isomorphic to a direct
product of a ﬁnite number of matrix rings over skew-ﬁelds. Since it is
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well-known that such rings are von Neumann ﬁnite, T 0 is also von Neumann
ﬁnite.
Let MðTÞ and MðT 0Þ denote the set of maximal two-sided ideals of T and
T 0; respectively. By the above arguments, MðT 0Þ is ﬁnite and JðT 0Þ ¼ f0g:
The canonical map T-T 0 induces, by Nakayamas’ lemma (see loc. cit.),
a bijection MðTÞ-MðT 0Þ: Thus, MðTÞ is also ﬁnite and JðTÞ ¼T
mAMðTÞ m: &
Before we state the next result, we need to introduce some more notations.
Let T be a ring. An involution on T is a map T3x/ %xAT ; such that
x þ y ¼ %x þ %y; xy ¼ %y %x and %%x ¼ x for all x; yAT : Note that if H is a group
and T is a commutative ring, then we can deﬁne an involution on the group
ring T ½H by %s ¼ s1; sAH ; and extending it T-linearly. If f : T-T 0 is a
homomorphism of rings with involution, then we always assume that f ð %xÞ ¼
f ðxÞ; xAT : If T is a ring with involution, then T1 is deﬁned to be the set of
xAT such that x %x ¼ 1: If T1 is a group, then it is called the norm-one group
of T : Note that if T is semilocal, then, by Lemma 3.1(b), T1 is a group.
Recall that an ideal I of T is called residually nilpotent if
TN
n¼1 I
n ¼ f0g:
In that case, ðInÞNn¼1 form a basis of neighbourhoods of zero of a Hausdorff
topology on T called the I-adic topology on T (see, e.g. [Bo66]). This
topology is called complete if every Cauchy sequence (that is, a sequence
ðxnÞ
N
n¼1 in T with the property that for every positive integer N; there is a
positive integer N 0 such that xm  xnAIN whenever m; nXN 0) is convergent.
We gather some well-known properties of topological rings.
Proposition 3.2. Let T and T 0 be rings such that JðTÞ and JðT 0Þ are residually
nilpotent, and T and T 0 are compact in the JðTÞ-adic and JðT 0Þ-adic
topologies, respectively. Then:
(a) T is complete.
(b) The sets
*
T and T
*
are compact and Hausdorff.
(c) If T is semilocal, then the topological group Tn is compact Hausdorff.
Suppose that there is a surjective ring homomorphism T-T 0: Then:
(d) If T and T 0 are semilocal, then the induced group homomorphism
Tn-T 0n is continuous and surjective.
Furthermore, suppose that T and T 0 are rings with involution. Then:
(e) The set T1 is compact and Hausdorff.
(f) If T and T 0 are semilocal and 2ATn; then the induced group
homomorphism T1-T 01 is continuous and surjective.
Proof. (a) Let ðxnÞ
N
n¼1 be a Cauchy sequence in T : For every positive integer
N take a positive integer N 0 such that xm  xnAJðTÞ
N whenever m; nXN 0:
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We can suppose that ðN 0ÞNN¼1 is increasing. For every positive integer N; put
EN ¼ xN 0 þ JðTÞ
N : Then EN1+EN2 if N1pN2: Hence, since T is compact,TN
N¼1 ENa|: Since JðTÞ is residually nilpotent,
TN
N¼1 EN ¼ fxg for some
xAT : By the construction, xn-x as n-N:
(b) Let m : T  T-T denote the multiplication and let pi : T  T-T
denote the projection on the ith factor, i ¼ 1; 2: Then
*
T ¼ p1ðm1ðf1gÞÞ
and T
*
¼ p2ðm1ðf1gÞÞ: Since, by Proposition 2.1(b), p1 and p2 are closed
maps, we are done.
(c) Follows from (b) and Lemma 3.1(b).
(d) The continuity follows from (c) above and Proposition 2.1(a), and the
surjectivity follows from [B68, Proposition (2.8)].
(e) Let n : T-T be deﬁned by nðxÞ ¼ x %x; xAT : Since JðTÞ ¼ JðTÞ; n is
continuous. Therefore, T1 ¼ n1ðf1gÞ is a closed and hence compact subset
of T :
(f) Let f : T-T 0 denote the given map and g : T1-T 01 the induced. The
continuity of g follows from (e) above and Proposition 2.1(a). Now we show
that g is surjective. The inclusion gðT1ÞDT 01 is clear. We show the reversed
inclusion:
T 01DgðT1Þ: ð1Þ
By Lemma 3.1(b), there are only ﬁnitely many maximal two-sided ideals mi;
i ¼ 1;y; n; of T : Take an integer k; 1pkpn; such that kerðf ÞJmi; i ¼
1;y; k; and kerðf ÞDmi; i ¼ ðk þ 1Þ;y; n: Put I ¼
Qk
i¼1 mi; J ¼ I þ %I and
a ¼ kerðf Þ-J: Then a ¼ a and, by Lemma 3.1(b), aDJðTÞ: We ﬁrst show
the inclusion
ð1þ f ðJÞÞ-T 01DgðT1Þ: ð2Þ
Take x ¼ 1þ f ðyÞAð1þ f ðJÞÞ-T 01; where yAJ; and put z ¼ 1þ y: By the
construction of a; this implies that a :¼ z%z  1Aa: To prove (2), we now
construct eAa such that
ðz þ eÞðz þ eÞ ¼ 1: ð3Þ
Since %a ¼ a and 2ATn; (3) can be written as AðeÞ þ AðeÞ ¼ 0; where AðeÞ ¼
21e%eþ e%z þ 21a: Now we ﬁnd eAa such that AðeÞ ¼ 0: By Lemma 3.1(a),
zATn: Hence, AðeÞ ¼ 0 can be rewritten as
e ¼ e%eaþ b; ð4Þ
where a ¼ 21 %z1 and b ¼ 21a%z1: Now deﬁne ðenÞ
N
n¼1 in a by e1 ¼ 0; enþ1 ¼
en%enaþ b; nX1: It is easy to check that enþ1  enAanþ1; nX1: Since aDJðTÞ
and JðTÞ is residually nilpotent, the sequence ðenÞ
N
n¼1 is Cauchy. Hence, by
(a), it is convergent and has a limit eAa: By the construction of e; (4) holds.
We have thus showed (2).
P. Lundstro¨m / Journal of Number Theory 97 (2002) 350–367356
Now we show (1). For each i ¼ 1;y; k; kerðf Þ þ mi ¼ T : Hence, we can
pick ziAmi; i ¼ 1;y; k; such that zi  1Akerðf Þ: If we put z ¼
Qk
i¼1 zi; then
zAJ and f ðzÞ ¼ 1: Hence, T 01 ¼ ð1þ f ðJÞÞ-T 01; which, together with (2),
gives us (1). &
Remark 3.3. The surjectivity in Proposition 3.2(f) is not always true if
we remove the condition that 2 is a unit. In fact, if F2 denotes the ﬁeld
with two elements, Cn the cyclic group with n elements and we let the
group ring F2½Cn be equipped with the involution deﬁned in the begin-
ning of this section, then the canonical map from F2½C81 to F2½C41 is not
surjective.
If T is a commutative ring and T 0 is a T-algebra, then we always assume
that T is contained in the centre of T 0 and that 1T ¼ 1T 0 :
Proposition 3.4. Let T be a commutative local ring and T 0 a free finite-
dimensional T-algebra of dimension n: Then:
(a) JðT 0ÞnDJðTÞT 0DJðT 0Þ:
(b) T 0 is a semilocal ring.
Proof. (a) Follows from [P71, Theorem 16.3].
(b) The ring T 0=JðT 0Þ can, by the second inclusion in (a), be considered as
a ﬁnite-dimensional T=JðTÞ-vector space. Hence, T 0=JðT 0Þ is an artinian
ring. &
4. Normal integral bases
For the rest of the article, unless otherwise stated, we use the same
notation as in the Introduction. We also ﬁx the following: letN denote the
set of open normal subgroups of G: For N ; N 0AN; let N 0!N if NDN 0:
Note that the relation! makesN a directed set. If M is a discrete left R-
module equipped with a continuous R-linear left action of G; then for
N 0!N; deﬁne trN 0=N : MN-MN
0
by trN 0=N ðxÞ ¼
P
sAN 0=N s:x; xAM
N :
Now we proceed to prove Theorem 1.5. To do that, we need the following
lemma.
Lemma 4.1. With the above notations, if N 0!N; then:
(a) The group R½G=Nn acts transitively on the set of normal integral basis
generators for LN+K :
(b) If x is a normal integral basis generator for LN+K ; then trN 0=NðxÞ is a
normal integral basis generator for LN
0
+K :
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Proof. (a) Follows directly from the deﬁnition of a normal integral basis
and (b) is straightforward. &
Now we prove Theorem 1.5. Assume ﬁrst that there is an isomorphism of
R-modules F : CðG; RÞ-S that respects the action of G: For each NAN;
put FN ¼ F jCðG;RÞN : Deﬁne dNACðG; RÞ
N by dNðsÞ ¼ 1 if sAN; and dNðsÞ ¼ 0
otherwise. Then, since FN : CðG; RÞ
N-SN is an isomorphism of R-modules
that respects the action of G; FN ðdNÞ is a normal integral basis generator for
LN+K : Since NAN was arbitrarily chosen, we get, by Theorem 1.1, that
L+K is tamely ramiﬁed.
Assume now that L+K is tamely ramiﬁed. If we equip each ring R½G=N;
NAN; with the JðRÞ½G=N-adic topology, then being ﬁnite-dimensional R-
algebras, they are obviously compact Hausdorff. Hence, by the ﬁrst
inclusion in Proposition 3.4(a), they are compact Hausdorff in the
JðR½G=NÞ-adic topologies also. Thus, by Proposition 3.2(b), this induces
compact Hausdorff topologies on R½G=Nn; NAN: Pick a normal integral
basis generator yN for L
N+K : Let N 0!N: Deﬁne bN 0=NAR½G=N
0n by the
relation trN 0=N ðyN Þ ¼ bN 0=N :yN 0 : This is possible because of Lemma
4.1(a),(b). Let nN 0=N : R½G=N-R½G=N 0 denote the canonical map. By
Proposition 3.2(d), the functions fN 0=N : R½G=N
n-R½G=N 0n; deﬁned by
fN 0=NðaÞ ¼ nN 0=NðaÞbN 0=N ; aAR½G=N
n; are continuous and surjective. It is
easy to check that ðR½G=Nn; fN 0=N Þ form an inverse system of topological
spaces relative to N: By Proposition 2.2(b), the inverse limit
R½G=Nn; taken with respect to the maps fN 0=N ; is non-empty. Pick
ðaNÞNAN in R½G=N
n: For every NAN; put xN ¼ aN :yN : Then
if N 0!N ; then trN 0=N ðxNÞ ¼ xN 0 ð5Þ
and
if NAN; then xN is a normal integral basis gen: for LN+K : ð6Þ
Let fACðG; RÞ: Since G is compact and R is equipped with the discrete
topology, there is NAN such that f only depend on the different cosets of
N: Deﬁne F : CðG; RÞ-S by F ðf Þ ¼
P
sAG=N fN ðsÞs:xN : It is clear that F is
R-linear and that it respects the action of G: By (5), it is well-deﬁned and by
(6), it is bijective. Thus, we have proved the theorem.
Remark 4.2. Let L+K be tamely ramiﬁed. By using Proposition 2.2(a)
instead of (b) in the above proof, we can prove the following slightly
stronger result: Let N be a closed normal subgroup of G: Given an
isomorphism of R-modules F0 : CðG; RÞ
N-SN that respects the action of G;
we can find an isomorphism of R-modules F : CðG; RÞ-S that respects the
action of G such that F jCðG;RÞN ¼ F0:
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5. Self-dual normal integral bases
In this section, we prove Theorem 1.6. To do that we obtain a ‘‘self-dual’’
version (see Lemma 5.4) of Lemma 4.1. For the rest of the paper, assume
that L+K is an unramiﬁed odd extension and that the characteristic of k is
different from 2:
Let M be a discrete left R-module equipped with a continuous R-linear
left action of G: If the group G is inﬁnite, then instead of considering R-
bilinear maps M  M-R; it is more natural (see Example 5.3) to study
coherent systems of R-bilinear maps MN  MN-R; NAN; in the sense
deﬁned below.
Deﬁnition 5.1. We say that q ¼ ðqN ÞNAN is a coherent G-form on M if each
qN is an R-bilinear G-form on MN such that
qN
0
ðx; trN 0=N ðyÞÞ ¼ q
Nðx; yÞ; ð7Þ
N 0!N; xAMN
0
; yAMN : Furthermore, if ðM1; q1Þ and ðM2; q2Þ are coherent
G-forms, then we say that f ¼ ðf NÞNAN is an isomorphism of coherent G-
forms ðM1; q1Þ-ðM2; q2Þ if each f N is an isomorphism of G-forms
ðMN1 ; q
N
1 Þ-ðM
N
2 ; q
N
2 Þ such that if N
0!N ; then
f N jMN0
1
¼ f N
0
: ð8Þ
Remark 5.2. Every coherent G-form ðM ; qÞ deﬁnes, in a natural way, an R-
bilinear map %q : M  %M-R; where %M ¼ MN ; the inverse limit
taken with respect to the maps trN 0=N ; N
0!N: In fact, take xAM and y ¼
ðyNÞNANA %M: Choose N
0AN such that xAMN
0
and put %qðx; yÞ ¼
qN
0
ðx; yN
0
Þ: By (7), %q is well-deﬁned.
We now deﬁne the two coherent G-forms mentioned in the Introduction.
Example 5.3. (i) If we put qS ¼ ðqSN ÞNAN; then ðS; qSÞ is a coherent G-form.
(ii) Suppose that N 0!N: The set CðG; RÞN can, in a natural way, be
identiﬁed with R½G=N: With this identiﬁcation, the map trN 0=N :
CðG; RÞN-CðG; RÞN
0
coincides with the canonical map nN 0=N :
R½G=N-R½G=N 0: If we let qN0 denote the unit G-form on R½G=N; then
it is easy to check that if we put q0 ¼ ðqN0 ÞNAN; then ðCðG; RÞ; q0Þ is a
coherent G-form. Note also that if we use the notation from Remark 5.2,
then we may write
CðG; RÞ ¼ R½½G :¼ R½G=N; ð9Þ
where the last inverse limit is taken with respect to the maps nN 0=N :
To prove Theorem 1.6, we need the following lemma.
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Lemma 5.4. Take N 0!N: If R½G=N is equipped with the involution defined
in Section 3, then:
(a) The group R½G=N1 acts transitively on the set of self-dual normal
integral basis generators for LN+K :
(b) If x is a self-dual normal integral basis generator for LN+K ; then
trN 0=N ðxÞ is a self-dual normal integral basis generator for LN
0
+K :
Proof. (a) Straightforward.
(b) Suppose that x is a self-dual normal integral basis generator for
LN+K : Fix s0AG=N 0 and choose sAG=N such that the image of s in G=N 0
coincides with s0: If we put x0 ¼ trN 0=NðxÞ; then
trG=N 0 ðtrN 0=NðxÞs
0:x0Þ ¼ trG=N 0 ðtrN 0=Nðxs
0:x0ÞÞ
¼ trG=N ðxs
0:x0Þ ¼
X
tAN 0=N
trG=N ðxðst:xÞÞ ¼
X
tAN 0=N
d1;st ¼ d1;s0 : &
Now we prove Theorem 1.6. Using Propositions 2.2(b), 3.2(f) and Lemma
5.4, we can, in the same way as in the proof of Theorem 1.5 (see Section 4),
ﬁnd xNALN ; NAN; such that
if N 0!N ; then trN 0=N ðxNÞ ¼ xN 0 ð10Þ
and
if NAN; then xN is a s:-d: norm: int: basis gen: for LN+K : ð11Þ
For each NAN; deﬁne f N : SN-R½G=N by f NðxN Þ ¼ 1 and then
extending R½G=N-linearly. By (10), property (8) holds and by (11), each
f N is an isomorphism of G-forms ðSN ; qSN Þ-ðR½G=N; qN0 Þ: Thus, we have
proved the theorem.
Remark 5.5. As in Remark 4.2, we can prove a slightly stronger result: Let
N be a closed normal subgroup of G and put NN ¼ fN 0ANjN 0+Ng and
q0jN ¼ ðq
N 0
0 ÞN 0ANN : Given an isomorphism of coherent G-forms F0 :
ðSN ; qSN Þ-ðCðG; RÞ
N ; q0jN Þ we can find an isomorphism of coherent G-forms
F : ðS; qSÞ-ðCðG; RÞ; q0Þ such that F jCðG;RÞN ¼ F0:
6. Inverse limits and cohomology
Now we proceed to prove Theorem 1.6 by cohomological methods. To do
that, we obtain in this section a result (see Proposition 6.5) about the
pointed cohomology set H1ðG; AÞ in the case when A is an inverse limit of
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compact Hausdorff topological spaces. This result is used in Section 7
to prove Theorem 1.7, which in turn is used in Section 8 to prove Theorem
1.6.
In this article, we use the following conventions on pointed cohomology
sets: let G be a topological group. A G-set is a topological space X equipped
with a continuous (left) G-action G  X3ðs; xÞ/s:xAX : If X 0 is another G-
set, then we say that a continuous function from X to X 0 is a G-morphism if
it respects the action of G: A G-group (G-ring) A is a group (ring) that is also
a G-set with the property that the action of G respects the group
composition (addition and multiplication). If A is a G-ring and B is a
multiplicative subgroup of An such that s:BDB; sAG; then we let B have the
G-group structure induced from A: If ðXi; fijÞ is an inverse system of G-sets
(G-groups, G-rings) and G-morphisms, relative to a preordered set I ; then
Xi is a G-set (G-group, G-ring). For a G-set X ; put X G ¼ fxAX j s:x ¼
x; sAGg: If X is a G-group (G-ring), then X G is a group (ring). Let A be a
G-group. A 1-cocycle from G to A is a continuous function G3s/asAA
such that ast ¼ assðatÞ; s; tAG: The set of all 1-cocycles from G to A is
denoted Z1ðG; AÞ: Two 1-cocycles a and a0 are called cohomologous if there
is bAA such that a0s ¼ b
1ass:b; sAG: This is an equivalence relation on
Z1ðG; AÞ and the quotient space is denoted H1ðG; AÞ: If aAZ1ðG; AÞ; then
the G-group aA is deﬁned to be A as a group, but with a new action of G
deﬁned by s!x ¼ asðs:xÞa1s ; sAG; xAA: This is called the torsion action with
respect to a:
In this and the following section, we need three well-known lemmas about
pointed cohomology sets. Due to the lack of appropriate reference, we prove
the ﬁrst two.
Lemma 6.1. Let G be a topological group and ðAnÞ
N
n¼1 G-groups such that
Anþ1 is a normal subgroup of An; nX1;
TN
n¼1 An ¼ f1g and all the inclusion
maps are G-morphisms. If all sequences ðanÞ
N
n¼1 in A1 such that anþ1a
1
n AAnþ1;
nX1; are convergent and all the canonical maps an : H1ðG; Anþ1Þ-H1ðG; AnÞ;
nX1; are surjective, then H1ðG; A1Þ is trivial.
Proof. Take a1AZ1ðG; A1Þ: By the assumptions, we can, for each nX1; ﬁnd
anAZ1ðG; AnÞ and bnAAn such that anþ1s ¼ b
1
n a
n
s s:bn; sAG: Solving for a
1
gives us a1s ¼ ana
nþ1
s ðs:anÞ
1; nX1; sAG; where an ¼ bnbn1?b1: Since
anþ1a
1
n AAnþ1; nX1; we can conclude that ðanÞ
N
n¼1 converges to some aAA1:
Since
TN
n¼1 An ¼ f1g; we get that a
1
s ¼ aðs:aÞ
1; sAG: Thus, H1ðG; A1Þ is
trivial. &
Lemma 6.2. Let A be a discrete topological space and G a compact
topological group. If A is a G-group, ðGiÞiAI is a family of closed subgroups of
G and J is a subset of I ; consider the canonical map nJ :
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H1ðG; AÞ-H1ð
T
iAJ Gi; AÞ: If nJ is injective for all finite subsets J of I ; then nI
is injective.
Proof. Take a; bAZ1ðG; AÞ that are not equivalent and ﬁx cAA: Deﬁne f :
G-A by fs ¼ a1s c
1bss:c; sAG: For a subset J of I put GJc ¼
ð
T
iAJ GiÞ-f 1ðA\f1gÞ: By the assumptions, GJc is a closed non-empty
subset of G for all ﬁnite subsets J of I : Since G is compact, GIc is non-empty.
Since c was arbitrarily chosen, the images under nI of the classes of a and b
are different. &
Let H and H 0 be groups. If H 0 is a subgroup of H; then we let H=H 0
denote the set of right cosets of H 0 in H: If X is a set with a (left) H-action,
then we let X=H denote the set of orbits under this action.
Lemma 6.3. Let A be a subgroup of a G-group B such that s:ADA; sAG; and
consider the canonical map from H1ðG; AÞ to H1ðG; BÞ: For every aAZ1ðG; AÞ
there is a bijection between ðaB=aAÞ
G=aB
G and the collection of classes in
H1ðG; AÞ that have the same image in H1ðG; BÞ as the class of a:
Proof. See [S94, p. 48]. &
Let ðAi; gijÞ be an inverse system of G-groups and G-morphisms relative to
a preordered set I : Let %A :¼ Ai; the inverse limit taken with respect to
the maps gij ; have the structure of a G-set in the sense deﬁned earlier. Fix
aAZ1ðG; %AÞ: Then a ¼ ðaiÞiAI ; where a
iAZ1ðG; AiÞ; iAI : For all i; jAI ; i!j;
put Bi ¼ ai A
G
i and hij ¼ gij jBj :
Deﬁnition 6.4. We say that the inverse system ðAi; gijÞ has the compact
Hausdorff property if for each aAZ1ðG; %AÞ; all hij ; i; jAI ; i!j; are surjective
and Bi; iAI ; can be equipped with compact Hausdorff topologies that make
the hij continuous.
With the above notations, we get the following result.
Proposition 6.5. Let ðAi; gijÞ be an inverse system of G-groups and G-
morphisms relative to a directed set I : If ðAi; gijÞ has the compact Hausdorff
property, then the canonical map from H1ðG; %AÞ to H1ðG;
Q
iAI AiÞ is injective.
Proof. Put A ¼ %A and B ¼
Q
iAI Ai; and take a ¼ ða
iÞiAIAZ
1ðG; AÞ where
aiAZ1ðG; AiÞ; iAI : By Lemma 6.3, we have to show that ðaB=aAÞ
G=aB
G is
trivial. Take b ¼ ðbiÞiAIAB such that bAAðaB=aAÞ
G: This implies that
b1s!bAA; sAG: ð12Þ
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Let i; j; kAI be chosen so that i!j!k: Deﬁne cijAAi by the equation
gijðbjÞ ¼ cijbi: Then cijABi: In fact, take sAG: If we use the notation s!xi ¼
aisðs:xiÞa
i1
s for all xiAAi; then, by (12), we get
gijðb1j s!bjÞ ¼ b
1
i s!bi ) b
1
i c
1
ij s!cijs!bi ¼ b
1
i s!bi
) s!cij ¼ cij :
Note also that, since gij 3 gjkðbkÞ ¼ gikðbkÞ; we get
gijðcjkÞcij ¼ cik: ð13Þ
Now deﬁne a map fij : Bj-Bi by fijðxÞ ¼ hijðxÞcij ; xABj : Then ðBi; fijÞ form
an inverse system of topological spaces. In fact, if i!j!k and xABk; then,
by (13), we get
fij 3 fjkðxÞ ¼ gijðgjkðxÞcjkÞcij
¼ gikðxÞcik
¼ fikðxÞ:
Since ðAi; gijÞ has the compact Hausdorff property, we can, by Proposition
2.2(b), conclude that the inverse limit Bi; taken with respect to the
maps fij ; is non-empty. Hence, we can pick ðxiÞiAI in Bi: By the
construction it follows that ðxibiÞiAIAA: Thus, bA coincides with A in
ðaB=aAÞ
G=aB
G; and we have proved the result. &
With the above notations and assumptions, we immediately get:
Corollary 6.6. If each H1ðG; AiÞ is trivial, then H1ðG; %AÞ is trivial.
7. Galois cohomology
In this section, we state and prove an ‘‘arithmetical’’ inverse limit version
(see Proposition 7.2) of Hilbert’s Theorem 90 (see, e.g. [S68, p. 158]) which
we need in the next section. In the end of this section, we also prove
Theorem 1.7.
Throughout the rest of the article, we ﬁx the following notations: let
K 0+K be an unramiﬁed Galois ﬁeld extension with Galois group GðK 0=KÞ
and integers R0: If M is an R-module, then we put MðR0Þ :¼ M#RR0: There
is an action of GðK 0=KÞ on MðR0Þ deﬁned by: s:ðx#lÞ ¼ x#s:l;
sAGðK 0=KÞ; xAM; lAR0: If we let GðK 0=KÞ have the Krull topology and
MðR0Þ the discrete topology, then this action is continuous. If M 0 is another
R-module and f : M-M 0 is an R-linear map, then we let f ðR0Þ :
MðR0Þ-M 0ðR0Þ denote the R0-linear map deﬁned by f ðR0Þðx#lÞ ¼
f ðxÞ#l; xAM; lAR0: Let ðAi; fijÞ be an inverse system, relative to a directed
set I ; of free ﬁnite-dimensional R-algebras and surjective R-algebra maps.
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Note that there is an induced action of GðK 0=KÞ on BðR0Þ :¼ AiðR0Þ;
the inverse limit taken with respect to the maps fijðR0Þ:
To prove the next proposition, we need a lemma.
Lemma 7.1. Put G0 ¼ GðK 0=KÞ and take ðaiÞiAIAZ
1ðG0; BðR0ÞnÞ; where
aiAZ1ðG0; AiðR0Þ
nÞ; iAI :
(a) For each iAI ; the ring ai AiðR0Þ
G0 is semilocal.
(b) For i; jAI such that i!j; the ring homomorphism Fij from aj AjðR0Þ
G0 to
ai AiðR0Þ
G0 ; induced by fijðR0Þ; is surjective.
Proof. (a) By the compactness of G0 there is an open normal subgroup N of
G0 such that ai only depend on the different cosets of N in G0: Hence all ais;
sAG0; belong to AiðR0NÞ: Therefore ai AiðR0Þ
G0 is contained in AiðR0NÞ; which
is a free ﬁnite-dimensional R-algebra. Thus, the R-algebra ai AiðR0Þ
G0 is also
free of ﬁnite dimension, which, by Proposition 3.4(b), implies that it is a
semilocal ring.
(b) By the proof of (a), it is enough to consider the case when K 0+K is
ﬁnite. Fix iAI and deﬁne tri : AiðR0Þ- ai AiðR0Þ
G0 by triðxÞ ¼
P
sAG0 s!x;
xAAiðR0Þ: Since the restriction of tri to R0 is the ordinary trace trR0=R :
R0-R; we get that tri is surjective. For i!j; consider the following
commutative square:
Since the top horizontal map and the vertical maps are surjective, the
bottom horizontal map is also surjective. &
Proposition 7.2. With the above notations, H1ðG0; BðR0ÞnÞ is trivial.
Proof. If we equip the rings Ti :¼ ai AiðR0Þ
G0 with the JðRÞTi-adic
topologies, then, being ﬁnite-dimensional R-algebras (see the proof of
Lemma 7.1 above), they are obviously compact Hausdorff. Hence, by the
ﬁrst inclusion in Proposition 3.4(a), each Ti is compact Hausdorff in the
JðTiÞ-adic topology also. Thus, by Lemma 7.1, Propositions 6.5 and 3.2(d),
it is enough to prove the result for the case when I is a singleton set fig:
Since AiðR0Þ has the discrete topology, we can also assume that K 0+K is
ﬁnite. Put A ¼ Ai and %A ¼ A=JðRÞA: Now we adapt the proof of [AG60,
Theorem 6.5] to our situation. The canonical exact sequence of groups
1þ JðRÞAðR0Þ-AðR0Þn- %Aðk0Þn;
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where k0 :¼ R0=JðR0Þ; translates (see [S94]) into the following exact sequence
of pointed cohomology sets
H1ðG0; 1þ JðRÞAðR0ÞÞ-H1ðG0; AðR0ÞnÞ-H1ðG0; %Aðk0ÞnÞ: ð14Þ
By [S68, p. 160, Exercise 2], H1ðG0; %Aðk0ÞnÞ is trivial. We claim that also
H1ðG; 1þ JðRÞAðR0ÞÞ is trivial. If we assume that the claim holds, then, by
(14), we are done. Now we prove the claim. For each positive integer n; put
An ¼ 1þ JðRÞ
nAðR0Þ: The canonical exact sequences of groups
Anþ1-An-An=Anþ1; nX1; translates also into exact sequences of pointed
cohomology sets
H1ðG0; Anþ1Þ-
an
H1ðG0; AnÞ-H1ðG0; An=Anþ1Þ;
nX1: But since the multiplicative G0-group An=Anþ1 is isomorphic to the
additive G0-group %Aðk0Þ; and, by the proof of [S68, p. 158, Proposition 1],
H1ðG0; %Aðk0ÞÞ ¼ f0g; we get that each an is surjective. By using Lemma 6.1,
we can therefore conclude that the claim holds. &
With the above notations, assume now that each Ai also has an R-linear
involution. Let UiðR0Þ and %UðR0Þ denote the norm-one groups of AiðR0Þ and
BðR0Þ respectively.
Now we prove Theorem 1.7. Consider the following commutative square
of canonical maps:
By Lemma 7.1, Propositions 3.2(f) and 6.5, the vertical maps are injective,
and by Theorem 1.4 and Lemma 6.2, the bottom horizontal map is injective.
Hence, the top horizontal map is also injective, and the theorem is proved.
8. Galois descent
In the end of this section we prove Theorem 1.6.
If ðM; qÞ is a coherent G-form over R; then let ðM ; qÞ#RR0 denote the
coherent G-form ðMðR0Þ; qðR0ÞÞ; where qðR0Þ ¼ ðqNðR0ÞÞNAN and q
N ðR0Þ :
MNðR0Þ  MNðR0Þ-R0 is the R0-bilinear map deﬁned by
qN ðR0Þðx#l; x0#l0Þ ¼ qNðx; x0Þll0; x; x0AMN ; l; l0AR0: We say that two
coherent G-forms ðM1; q1Þ and ðM2; q2Þ are R0-isomorphic if ðM1; q1Þ#RR0
and ðV2; q2Þ#RR0 are isomorphic. If f : ðM1; q1Þ#RR0-ðM2; q2Þ#RR0 is an
isomorphism of coherent G-forms, then let GðK 0=KÞ act on f by: s:f ¼
ðs 3 f N 3 s1ÞNAN; sAGðK
0=KÞ:
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Let EðR0=RÞ denote the collection of R-isomorphism classes of coherent
G-forms that are R0-isomorphic to the unit G-form ðCðG; RÞ; q0Þ: Note that,
by (9), the R0-automorphisms of ðCðG; kÞ; q0Þ can be identiﬁed with R0½½G1:
The Galois descent shows that we can identify EðR0=RÞ with a certain
pointed cohomology set (see Proposition 8.1). We proceed in the same way
as in [S68, pp. 160–161] where a ﬁnite case was considered. Let ðM ; qÞ be a
coherent G-form representing a class in EðR0=RÞ: Let f be an isomorphism
from ðCðG; RÞ; q0Þ#RR0 to ðM ; qÞ#RR0: For each sAGðK 0=KÞ let ps ¼
f 1 3 s:f : If we put yðf Þ ¼ p; then y is a well-deﬁned map from EðR0=RÞ to
H1ðGðK 0=KÞ; R0½½G1Þ:
Proposition 8.1. The map y : EðR0=RÞ-H1ðGðK 0=KÞ; R0½½G1Þ is bijective.
Proof. Injectivity is clear. The surjectivity follows with the same argument
as in loc. cit. if we use the fact that, by Proposition 7.2, the pointed
cohomology set H1ðGðK 0=KÞ; R0½½GnÞ is trivial. &
We now proceed to prove Theorem 1.6. First we need a lemma.
Lemma 8.2. The coherent G-forms ðS; qSÞ and ðCðG; RÞ; q0Þ are S-iso-
morphic.
Proof. For each NAN; deﬁne f N : SN#RS-CðG; RÞ
N#RS by
f Nðx#lÞ ¼ jx#l; where jxðsÞ ¼ s
1ðxÞ; xASN ; lAS; sAG: By a standard
argument (see, e.g. [F94, pp. 51–52]), each f N is an isomorphism of G-forms.
It is easy to check that (8) holds. &
Now we prove Theorem 1.6. We use the notations deﬁned in Section 7,
now for the R-algebras AN :¼ R½G=N; NAN: By Lemma 8.2 and
Proposition 8.1, the images (under y) of the (R-isomorphism classes of
the) coherent G-forms ðS; qSÞ and ðCðG; RÞ; q0Þ in H1ðS; %UÞ coincide. But, by
Theorem 1.7, the canonical map from H1ðR; %UÞ to H1ðS; %UÞ is injective,
which implies that they already coincide in H1ðR; %UÞ: Thus, we have proved
the theorem.
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