Low-level clouds are extensive in the Arctic and contribute to inadequately understood feedbacks within the changing regional climate. The simulation of low-level clouds, including mixed-phase clouds, over the Arctic Ocean during summer and autumn remains a challenge for both real-time weather forecasts and climate models. Here, improved cloud representations are sought with high-resolution mesoscale simulations of the August-September 2008 Arctic Summer Cloud Ocean Study (ASCOS) with the latest polar-optimized version (3.7.1) of the Weather Research and Forecasting (Polar WRF) Model with the advanced two-moment Morrison microphysics scheme. Simulations across several synoptic regimes for 10 August-3 September 2008 are performed with three domains including an outer domain at 27-km grid spacing and nested domains at 9-and 3-km spacing. These are realistic horizontal grid spacings for common mesoscale applications. The control simulation produces excessive cloud liquid water in low clouds resulting in a large deficit in modeled incident shortwave radiation at the surface. Incident longwave radiation is less sensitive. A change in the sea ice albedo toward the larger observed values during ASCOS resulted in somewhat more realistic simulations. More importantly, sensitivity tests show that a reduction in specified liquid cloud droplet number to very pristine conditions increases liquid precipitation, greatly reduces the excess in simulated low-level cloud liquid water, and improves the simulated incident shortwave and longwave radiation at the surface.
Introduction
The Arctic region is especially sensitive to climate change as it is warming twice as fast as the global average with the largest changes near the surface (Serreze and Francis 2006; Serreze et al. 2009; Jeffries and Richter-Menge 2015) . Clouds, which impact the surface energy balance by reflecting shortwave radiation and absorbing and emitting longwave radiation, are extensive over the Arctic Ocean, yet the regional climate processes involving clouds are inadequately understood (Vavrus 2004; Verlinde et al. 2007; Tjernström et al. 2008; Eastman and Warren 2010; Hwang et al. 2011; Shupe et al. 2015) . Seasonal cloud fractions peak in late summer or early autumn near 85% coverage (Intrieri et al. 2002; Tjernström et al. 2008; Karlsson and Svensson 2011) . Arctic cloud cover is especially manifested in persistent low clouds (Curry et al. 1996; Intrieri et al. 2002; Eastman and Warren 2010; Shupe et al. 2015) .
Moreover, the relationship between stratus clouds and low-level static stability at lower latitudes does not hold in the Arctic. At lower latitudes, the season of highest cloud amount matches the highest static stability, but in the Arctic higher cloud fractions are observed in the lower static stability summer (Klein and Hartmann 1993) .
While the ice-albedo feedback is an obvious driver of climate change, clouds are also important to Arctic feedbacks, albeit in ways less well understood (Intrieri et al. 2002; Francis and Hunter 2006; Francis et al. 2009; Graversen and Wang 2009) . Vavrus (2004) found the climate change impact to be particularly large in a CO 2 modeling study with about 40% of Arctic warming from cloud modulation. Other studies find that clouds are important contributors to sea ice processes (Ebert and Curry 1993; Francis and Hunter 2006; Eastman and Warren 2010; Karlsson and Svensson 2011) . Conversely, sea ice modulates Arctic clouds (Kay et al. 2008; Eastman and Warren 2010) . Vavrus et al. (2011) find that the diminishing sea ice coverage should increase cloudiness in the Arctic. Therefore, studies of both the observed large sea ice loss in recent decades and the projected even larger changes over the twenty-first century must consider the role of clouds within climate change.
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For both present-day numerical forecasts and simulations of future climate, models must apply parameterizations of clouds given the large-scale differences between climate model resolution, individual cloud structure, and the base microphysics processes. Some studies use sufficient resolution to resolve microscale features of cloud systems with horizontal grid spacings of 1 km or less (e.g., Klein et al. 2009; Morrison et al. 2009; Solomon et al. 2015) . Computational considerations, however, for many mesoscale studies result in the use of coarser resolutions. Our interests reside in the representation of polar clouds for simulations at these coarser resolutions. The demands upon cloud parameterization may be especially large during the transition from late summer to early autumn, including the sea ice minimum and the freeze-up that follows (e.g., Kay and Gettelman 2009; Sedlar et al. 2011) , as large-scale models cannot resolve the local low-level thermodynamic interaction between sea ice, atmospheric stability, and clouds (e.g., Karlsson and Svensson 2011; Barton et al. 2012) . However, successfully representing polar clouds in numerical atmospheric models has proven to be a challenge (e.g., Luo et al. 2008; Tjernström et al. 2008; Vavrus et al. 2009; Klein et al. 2009; Barton et al. 2012; Birch et al. 2012; Wesslén et al. 2014 ). For example, some studies have found that climate models such as the fifth version of the Community Atmosphere Model (CAM5) and the Laboratoire de Météorologie Dynamique model with zoom capacity tend to underpredict the formation of optically thin liquid clouds with supercooled water (e.g., Cesana et al. 2012) . Vavrus et al. (2009) show large differences in the seasonal cloud fraction between Coupled Model Intercomparison Project phase 3 (CMIP3) models. Arctic mixed-phase clouds with the interactive physics of both liquid water and ice are a particular challenge (e.g., Morrison et al. 2012; Solomon et al. 2015; Sotiropoulou et al. 2016) . Consequently, uncertainty in cloud simulations contributes to climate models showing greater variability in the forecasted future temperature in Arctic latitudes than at lower latitudes (Chapman and Walsh 2007) . Low-level clouds especially contribute to model uncertainty (Williams and Webb 2009) .
Multiple observational programs within the past two decades have sought to address the Arctic cloud challenges (e.g., Uttal et al. 2002; Verlinde et al. 2007; McFarquhar et al. 2011; Tjernström et al. 2014; Smith et al. 2017) . Efforts continue to implement more advanced cloud representations within models (Morrison et al. 2005; Luo et al. 2008; Morrison and Gettelman 2008; Gettelman et al. 2010; Lim and Hong 2010; Liu et al. 2012; English et al. 2014; Forbes and Ahlgrimm 2014; Park et al. 2014; Thompson and Eidhammer 2014) . While these efforts are not necessarily all targeted for polar clouds, it is hoped that improved physics will ultimately produce better representations of regional characteristics. Yet, existing schemes are still not sufficiently tested against Arctic data, and many cloud schemes are developed based upon observations of midlatitude and tropical cloud properties (Randall et al. 1998; Tjernström et al. 2014) . Many remaining gaps are related to predicting the phase of cloud and precipitation particles, given that supercooled water is common at higher latitudes.
Here, we evaluate the polar-optimized version of the Weather Research and Forecasting (WRF) Model (Skamarock et al. 2008) , known as Polar WRF (PWRF), for simulations of clouds over the high Arctic during the Arctic Summer Cloud Ocean Study (ASCOS) that encompassed the transition, including surface freeze-up, from late summer to early autumn. Section 2 describes the ASCOS study and the observational data used for comparison with model output. Section 3 describes Polar WRF and the model setup. Section 4 displays model output for a control simulation. Section 5 discusses sensitivity experiments. Conclusions are presented in section 6.
ASCOS
The Arctic Summer Cloud Ocean Study ) is an international Arctic observational study that took place during August and September 2008 that featured the Swedish icebreaker Oden drifting for 3 weeks with a 3 km 3 6 km ice floe north of 878N and between 18 and 118W (Fig. 1) . ASCOS studied physical and chemical processes leading to cloud formation, with goals of better understanding life cycles of summer lowlevel clouds in the high Arctic and better simulations of Arctic clouds in climate models. Occasionally, limited cloud condensation nuclei (CCN), with concentrations sometimes less than 1 cm
23
, inhibited low-level cloud formation and were associated with the tenuous cloud regime studied by Mauritsen et al. (2011) . ASCOS, which ran through the latter part of the melt season into autumn freeze-up, included detailed measurements of the surface energy balance. Meteorological conditions during the project are described by Tjernström et al. (2012) . Sedlar et al. (2011) divided the ASCOS period from 13 August to 1 September into four regimes based upon temperature and cloud structure. The first and third regimes at ASCOS were relatively warm and had extensive low clouds. The other two had fewer low clouds and were denoted by observed air temperatures well below freezing. Birch et al. (2012) , Tjernström et al. (2012) , and Sotiropoulou et al. (2014) later subdivided Sedlar et al.'s regime 1, denoted by occasional deep frontal clouds, into an early stage that was more synoptically active and had greater temperature variability and a less active second stage. These defined regimes provide convenient, albeit short term, study periods that we can use for the modeling study.
The detailed observations from ASCOS are discussed in several articles (Mauritsen et al. 2011; Sedlar et al. 2011; Tjernström et al. 2012 Tjernström et al. , 2014 Shupe et al. 2013; de Boer et al. 2014; Sotiropoulou et al. 2014) ; therefore, only a brief review is given here. Many of the ASCOS observations were gathered from shipborne sensors (Sedlar et al. 2011; Tjernström et al. 2014) . Other observations were obtained from ice-deployed instruments. An onboard automatic weather station took continuous observations of basic meteorological quantities. Rawinsondes were launched every 6 h from early 3 August through 7 September (Sedlar et al. 2011 Tjernström et al. 2014) . Cloud quantities including vertical boundaries are obtained from a vertically pointing 35-GHz Doppler Millimeter Cloud Radar (MMCR) combined with a laser ceilometer. Cloud liquid water path (LWP) was derived from microwave radiometer measurements at 23 and 30 GHz (Shupe et al. 2013) . The uncertainty for observed LWP is approximately 25 g m 22 (Westwater et al. 2001) , which Shupe et al. (2013) note is relatively large compared to frequent observed amounts under 50 g m
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Ice water path (IWP) is estimated from a combination of different sensors, including the MMCR. Ice water content (IWC) is obtained from radar reflectivity using the formula of Shupe et al. (2005 Shupe et al. ( , 2013 . The uncertainty of IWC is perhaps a factor of 2 . Therefore, these observed quantities can be used for rough guidance in model comparisons. Precision solar pyranometers and precision infrared radiometers observed shortwave and longwave radiation, respectively, on the ice floe. The uncertainty of incident shortwave radiation is about 3 W m 22 , and the uncertainty of the longwave measurements is about 4 W m 22 (Sedlar et al. 2011) . Radiation measurements were initially impacted by two 30-m melt ponds that eventually froze and were then covered by snow and rime accumulation (Sedlar et al. 2011 Sedlar et al. (2011) was obtained from surface radiative flux observations and clear-sky radiative fluxes from a delta-four-stream approximation, correlated-k radiative transfer model.
Polar WRF
We present simulations with the polar-optimized version of WRF version 3.7.1 (V3.7.1) known as Polar WRF (http://polarmet.osu.edu/PWRF/). Polar optimizations are included in the Noah LSM (Barlage et al. 2010) and improve the representation of heat transfer through snow and ice (Hines and Bromwich 2008; Hines et al. 2015) . Fractional sea ice was implemented in Polar WRF by Bromwich et al. (2009) and this was followed by the addition of specified variable sea ice thickness, snow depth on sea ice, and sea ice albedo. These and Microscale Meteorology Division at NCAR (Hines et al. 2015) . For the simulations presented here the fractional sea ice concentration and sea ice thickness at 6.25-km spacing are processed by the University of Illinois at Urbana-Champaign from Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E) observations (Lobl 2001) . Snow depth on sea ice is from Pan-Arctic Ice-Ocean Modeling and Assimilation system (PIOMAS) analysis (Lindsay et al. 2009; Hines et al. 2015) . Sea ice albedo follows the seasonal Arctic formula of Wilson et al. (2011) , unless otherwise specified. Gridded fields of sea ice concentration, thickness, and albedo, along with snow depth on sea ice during ASCOS, are available for input into WRF runs online (http://polarmet.osu.edu/hines/PWRF/). Polar WRF has been tested over permanent ice (Hines and Bromwich 2008; Bromwich et al. 2013) , Arctic pack ice (Bromwich et al. 2009; Hines et al. 2015) , and Arctic land Wilson et al. 2011 Wilson et al. , 2012 . The model has been applied to various polar applications including Antarctic real-time weather forecasts (e.g., Powers et al. 2012) . Hines et al. (2011) made comparisons for cloud and radiation quantities between Polar WRF 3.0.1.1 simulations and observations near the North Slope of the Alaska Atmospheric Radiation Measurement site. Over a nearby Arctic Ocean grid point, Hines et al. (2011) found that the Morrison microphysics scheme produced reasonable shortwave and longwave radiation results in comparison to summer observations at Barrow, Alaska, although much larger radiation biases were found over land (see their Fig. 11 ). The simulated monthly precipitation and cloud fraction, along with impacted longwave and shortwave biases, over Arctic land were examined by Wilson et al. (2012) . More recently, Hines et al. (2015) did some comparisons between winter simulation results and surface radiation measurements from the Surface Heat Budget of the Arctic (SHEBA; Uttal et al. 2002) observations in 1998. Previously, a preliminary release of the Arctic System Reanalysis (ASR) was tested against ASCOS observations (Wesslén et al. 2014) . That early version of the ASR used the relatively simple WRF single-moment, 5-class microphysics scheme that is known to underrepresent liquid water in polar clouds. Otherwise, detailed comparisons between Polar WRF simulations and detailed summer cloud observations over the high Arctic have not previously been performed.
The choice of physical parameterizations for simulations described here is based upon the previous history of Polar WRF usage (e.g., Wilson et al. 2011 Wilson et al. , 2012 Bromwich et al. 2013; Steinhoff et al. 2013 ). The two-moment Morrison scheme (Morrison et al. 2005 (Morrison et al. , 2009 ) is applied for cloud microphysics. This bulk microphysics scheme predicts mixing ratios for cloud water, cloud ice, rain, snow, and graupel. Number concentrations are also predicted for cloud ice, snow, rain, and graupel. The liquid water droplet concentration, however, is specified in the WRF implementation. The Morrison scheme is most frequently used with Polar WRF (e.g., Hines et al. 2011 Hines et al. , 2015 .
For other parameterization selections, the MellorYamada-Nakanishi-Niino (MYNN; Nakanishi and Niino 2006) level-2.5 scheme is used for the atmospheric boundary layer and the corresponding atmospheric surface layer. We use the climate model-ready update to the Rapid Radiative Transfer Model known as RRTMG (Clough et al. 2005 ) for longwave and shortwave radiation, as recent testing indicates improved radiative fields. The two-stream treatment of shortwave radiation can treat multiple reflections between cloud and the ice surface. Cloud liquid water, cloud ice, and snow impact the shortwave and longwave radiation, but rainwater is not used in the radiation calculations. In the vertical 57 layers are used, with a top at 10 hPa. Ten levels are in the lowest kilometer of the atmosphere, with the lowest two levels near 8 and 30 m above the surface.
As to the adequacy of the vertical resolution employed here, McInnes and Curry (1995) suggest that the optimum vertical grid spacing for the simulation of summertime Arctic clouds is 25 m for the lowest 2 km of the atmosphere. When they degraded the vertical spacing to 200 m, the model still captured the broad qualitative features for the observed boundary layer. In cloud-resolving simulations with WRF Solomon et al. (2014) found the cloud-layer structure to be insensitive to changes in vertical resolution. Birch et al. (2012) also found limited sensitivity to vertical resolution in ASCOS simulations with a single-column model. When they reduced both the vertical and horizontal spacing by a factor of 2, the result was an increase in the liquid water path by 5% and ice water path by 1%. A test of the impact of vertical resolution in the present Polar WRF simulations of ASCOS indicated that a doubling of the number of layers in the lowest 1.5 km of the troposphere produces small changes in most state variables and surface radiation fluxes. There was a 7.1% increase in liquid water path with the reduced vertical spacing.
The three-domain grid with two-way nesting is shown in Fig. 1 . The outer domain is 220 3 280 and has 27-km grid spacing. The middle domain is 250 3 250 and has 9-km spacing. The high-resolution inner domain is 202 3 202 and has 3-km spacing. The Grell-3 cumulus parameterization is applied to the outer two grids, with no cumulus parameterization on the 3-km grid. The innermost grid has insufficient resolution to represent the microscale (scale of about 1 km or less); however, our interest is in the representation of Arctic clouds with commonly used mesoscale grid spacings.
The model is run in forecast mode with a series of 48-h segments initialized daily at 0000 UTC beginning on 9 August 2008. We select 24-h spinup of the clouds, precipitation, and the boundary layer similar to Hines et al. (2011 Hines et al. ( , 2015 and Wilson et al. (2011) to provide a firm test and ensure adequate adjustment. Accordingly, near-surface values will adjust to the model's surface energy balance and may differ from the initial conditions. Hourly output at 24-47 h is concatenated into a dataset spanning from 0000 UTC 10 August to 2300 UTC 3 September, approximately that period when the Oden was north of 858N and inside the 3-km domain ( Fig. 1 ). Initial and boundary conditions of basic meteorological fields are interpolated from ERA-Interim (ERA-I; Dee et al. 2011 ) fields available every 6 h across 32 pressure levels and the surface at T255 resolution. Spectral nudging on the coarse domain is included in our simulations as our emphasis is on the simulation of clouds, not the simulation of the synopticscale pattern. Spectral nudging is effective at reducing the gradual drift toward unrealistic flow patterns over the Arctic (Cassano et al. 2011; Glisan et al. 2013 ; , which represents approximately 56 min in relaxation time. A sensitivity test conducted for regime 3 indicated that spectral nudging had a small impact on the simulated fields. 
Results of the control simulation
We now compare simulations with Polar WRF version 3.7.1 to the ASCOS observations. Model values are bilinearly interpolated from the nearest four grid points on the 3-km grid to the location of ASCOS. We begin with a Polar WRF simulation with standard settings, known as the Control simulation (Table 1 ). Figure 2 shows the vertical temperature profile below 600 hPa as a function of time for both radiosonde observations and hourly model output. The simulation reasonably captures both the vertical temperature profile above 900 hPa and the time variations from 10 August to 3 September. Consequently, data assimilation was not included during the 48-h segments. An inversion is frequently present with maximum temperature from 500 to 1500 m MSL. We will return to the vertical stratification later in this section. Several warmer periods are seen in the lower troposphere, including 11-13 August. Other warmer periods occurred on 16-19 August, 21-23 August, 26-29 August, and 2-3 September. The simulation is too cold in the lower troposphere on 20-21 August, and is insufficiently warm near 27 August. The temperature structure in the lower troposphere is strongly linked to low-level clouds (Sedlar et al. 2011; Tjernström et al. 2012) . The overall agreement between Figs. 2a and 2b is encouraging for use of the ASCOS case to study the representation of Arctic low-level clouds in Polar WRF. Figures 3 and 4 help to demonstrate the synoptic conditions during the four regimes at ASCOS. The average simulated fields of sea level pressure and 2-m temperature for each of the four regimes during ASCOS are shown in Fig. 3 . Figure 4 shows the corresponding average 500-hPa height fields. During the first regime (13-20 August), a surface low is northwest of Greenland with a trough extending to the east to a region slightly south of the Oden's position (Fig. 3a) . A similar feature is seen at 500 hPa (Fig. 4a) . The North Pole is in a region of moderately strong height gradient. Sedlar et al. (2012) discuss the importance of horizontal advection in the formation and maintenance of Arctic clouds, and Sedlar et al. (2011) found that trajectories to the Oden originated from the east and the Kara Sea during this regime. Weather at the Oden is impacted by the nearby low, and the observed and modeled surface pressures are relatively low during this time (Fig. 5a) . Accordingly, several frontal systems contribute to deep tropospheric clouds observed at ASCOS during regime 1, especially near 13, 16, and 20 August (Sedlar et al. 2011; Tjernström et al. 2012 ). The simulated near-surface temperature is relatively uniform near the freezing point of freshwater over the Arctic pack ice (Fig. 3a) . The time series of observed and simulated temperatures vary between 08 and 228C during regime 1 (Fig. 5b) . Figure 6a shows the observed and modeled cloud fractions at ASCOS. WRF uses the parameterization of Xu and Randall (1996) to represent the cloud fraction with key inputs from the condensate mixing ratio and relative humidity. The model cloud fraction in the Control simulation stays at 1 during regime 1 and the three regimes that follow. The modeled low cloud fraction (for levels below 2000 m MSL) is also 1, indicating persistent clouds in the lower troposphere. The observed cloud fraction stays near 1 during most hours of regime 1, but is often less than 1 during regimes 2 and 4. The Control has more average simulated liquid cloud water, 0.325 mm, during regime 1 than the other regimes (Fig. 6b) . All regimes show considerably more liquid cloud water in the simulations than is measured by the microwave radiometer at most times. At times the microwave-radiometer value exceeds 0.5 mm, usually on occasions when precipitation was observed, which may have resulted in spurious values. The similarity of the modeled low cloud path to the modeled liquid cloud water path in Fig. 6b indicates that most of the cloud condensate is liquid and below 2000 m. The average cloud ice path during regime 1 is 0.0035 mm, two orders of magnitude less than the liquid cloud water path. Given that such a large fraction of the cloud condensate is liquid water in low clouds, we will concentrate our analysis on liquid cloud water, as that will have the largest impact on the surface radiative fluxes.
During regime 2 (0000 UTC 21 August-1200 UTC 23 August), the observed low-cloud cover was often tenuous, with some low clouds mostly below 500 m (Sedlar et al. 2011; Tjernström et al. 2012) . Sedlar et al. (2011) noted that some cirrus were observed between 5000 and 9500 m, while the magnitudes of the longwave and shortwave cloud forcings at the surface were reduced from their values during regime 1 (Fig. 7) . In the simulation, a cold region is located north and northwest of Greenland, and the 2-m temperature is impacted at ASCOS (Figs. 3b and 5b) . The low pressure near Greenland is now more distant from the North Pole, and the surface pressure increases at ASCOS (Figs. 3b,  4b , and 5a). Observed trajectories to the surface at the ASCOS site are from the vicinity of Greenland (Sedlar et al. 2011) . The Control simulation does not capture the magnitude of the cooling seen in the observations (Fig. 5b) . The observed temperature falls to about 278C, while the simulated temperature only falls to about 248C. . Figure 7 combined with Fig. 6b strongly indicates that excessively thick water clouds are leading to radiation errors that lead to the warm temperature bias during regime 2 (Fig. 5b) .
During regime 3 (1200 UTC 23 August-30 August), the observed temperature initially increases to 08C, then fluctuates between 228 and 248C. (Fig. 5b) . The observed clouds were not as thick as in the warmer regime 1, but low clouds, with tops approximately near 1 km, are deeper than in the colder regime 2. [See Sedlar et al.'s (2011) Fig. 3 and Tjernström et al.'s (2012) Fig. 21 .] Observed trajectories are from the Fram Strait area to the south (Sedlar et al. 2011) . For 27-29 August, the simulated 2-m temperature is about 28-38C colder than the observed temperature at the Oden, suggesting that there are errors in the simulated surface energy balance that could be related to the cloud cover (Fig. 5b) . The average total cloud forcing at the surface during this regime is 62.3 W m 22 in the observations; however, it is just 49.7 W m 22 in the Control run (Fig. 7c ).
Regime 4 (31 August-1 September) is the coldest regime, with limited observed cloud cover, even in the boundary layer with some clouds below 300 m (Sedlar et al. 2011; Tjernström et al. 2012) . Almost no cloud ice is simulated for this regime. Observed trajectories are taken from across the pole from the western Arctic (Sedlar et al. 2011 ). Similar to regime 2, the Control run does not fully capture the extent of the observed cooling during regime 4, as the simulated values for longwave cloud forcing and total cloud forcing are larger than the associated values from the observations (Fig. 7) . While the observed temperature twice falls to about 2118C, the simulated temperature only once reaches about 298C (Fig. 5b) . Except for high-frequency variability, the simulation well captures the observed wind speed in all four regimes at ASCOS, except for the wind speed maximum late on 2 September when the error can be as large as 4 m s 21 (Fig. 5c ). Figure 8 shows vertical profiles of temperature and equivalent potential temperature for the four regimes and the water and ice condensate for the full time period 10 August-3 September. The error in simulated temperature is much less than 18C above 1500 m (Fig. 8a) . The spectral nudging acts directly on the atmospheric temperature above 900 m and may reduce errors above the boundary layer. Because of time variations in the temperature inversion, the two coldest cases for 250-1250 m (regimes 3 and 4) are actually the warmest two cases above 1500 m. Forecast temperature errors tend to be greatest in and below the inversion layer. A shallow mixed layer below the inversion appears in the lowest 250 m during the regimes of the Control simulation and for some of the observed profiles in Fig. 8a . The largest errors are found during regime 2 with a cold bias of up to 28C in the inversion. Clearly, the troposphere below 1500 m has the most variability and is more prone to simulation error. Figure 8c offers insights into the average structure of the lower-tropospheric layer during the 10 August-3 September Control simulation. The vertical scale in Fig. 8c is greater than in Figs. 8a and 8b to demonstrate the vertical profile of ice clouds in the simulation. Because of much greater simulated mixing ratios for cloud liquid water than other condensate species in Fig. 8c , the mixing ratios for ice cloud and liquid rain are multiplied by 100, and the second most common condensate, snow ice, is multiplied by 10. A strong separation between simulated water clouds and simulated ice clouds is indicated in Fig. 8c (Fig. 8c) . Consequently, the liquid water physics of the Morrison microphysics scheme is crucial for ASCOS simulations. The vertical profiles of equivalent potential temperature u e shown in Fig. 8b are calculated from radiosonde observations and the Control run averaged for each of the four regimes. Here, u e is a useful diagnostic for the vertical structure of Arctic low clouds that shows wellmixed layers where u e is approximately isothermal and stable layers where u e increases with height (Shupe et al. 2013) . Low clouds during ASCOS were frequently detached from the surface because of interlaying stable layers Shupe et al. 2013; Sedlar and Shupe 2014; Sotiropoulou et al. 2014 ). The observed FIG. 8 . Vertical profiles at ASCOS of (a) temperature (8C) and (b) potential temperature (8C) during the four regimes (see text) based upon radiosonde observations (solid lines) and the PWRF Control run (dashed lines), and (c) average PWRF condensate mixing ratio during 10 Aug-3 Sep. Snow ice (dashed blue line) is multiplied by 10, while cloud ice (solid blue line) and rainwater (dashed green line) are multiplied by 100.
profile of u e is well represented by the Control simulation in the 250-1000-m layer during regime 4 (Fig. 8b) . During regime 1, on the other hand, the near-surface profile in the Control run is insufficiently stable below 300 m. The simulated profile is too stable below 650 m for regime 3. Moreover, during regime 2 the observations show a very stable layer with a strong u e inversion below 300 m, while the Control profile shows a much weaker u e inversion. Furthermore, the Control run is too cold for 200-750 m, and this is reflected in Fig. 8a with the Control results having a cold bias of 28C near 500 m. The results for regimes 1 and 2 show similarity to Birch et al.'s (2012) findings with the Met Office Unified Model (MetUM), which show the simulated nearsurface was too well mixed in comparison to the ASCOS observations. We will return to the simulation of the vertical profile during regime 2 in the sensitivity experiments discussed in section 5.
Model performance statistics for the Control simulation are summarized in Table 2 . Statistics for hourly near-surface state variables are calculated for 10 August-3 September, while statistics for hourly surface flux variables were calculated for 15-31 August when observed fluxes were available. The Control run results have small magnitude biases for surface pressure (20.3 hPa) and temperature (0.48C). The first terms in the columns for correlation and root-mean-square error (RMSE) are calculated based upon hourly values. The second terms are calculated from the daily averages. (Table 2) . Thus, the shortwave cloud forcing has excessive magnitudes in the Control simulation (Fig. 7a) . It will be shown later that excessive liquid low-level cloud is contributing to this bias. This is in part mitigated by the smaller modeled than observed surface albedo over the sea ice during August (see Fig. 9 ) and the positive bias for incident longwave radiation (5.8 W m
22
). Since the temperature bias 0.48C is modest for the Control run, it appears that other terms are compensating for the radiation errors. One error that draws our attention is the negative bias in surface albedo over the pack ice. Even though it is August, when we expect melt ponds to be widespread (e.g., Perovich et al. 2002) , the observed albedo shown in Fig. 9 is surprisingly large. Values start near 0.7 on 15 August and quickly reach 0.83 within 2 days, before decreasing to 0.68 late on 19 August (Fig. 9) . Birch et al. (2012) argue that the observed value is actually representative of a 10 m 3 10 m area on the ice floe, while the average for an area the size of one of their model grid points (0.3758 latitude 3 0.56258 longitude) would be decreased by accounting for approximately 20% of the surface water in melt ponds and leads, according to aerial photographs taken at the start of the ice camp. The observed albedo directly from the shortwave measurements quickly increases again after 19 August to above 0.8, and eventually becomes as large as 0.88 in regime 3. Widespread cloudiness during ASCOS could contribute to large observed albedo, as Key et al. (2001) find the surface albedo over snow/ice is about 0.05 greater under cloudy skies than under clear skies. In contrast, the albedo in the Control simulation stays below 0.70 until 29 August. Birch et al.'s corrected albedo is near 0.7 during regime 3, but this estimate may be low as the surface water froze up during the time of the ASCOS study. The sea ice fraction at ASCOS in our simulations, obtained from remote sensing observations, is greater than 99% during regime 3. While this value does not consider melt ponds, it suggests there are limited impacts of surface water on the albedo during the latter part of August.
Observers at the ASCOS site reported frequent new fallen snow on the ice, and that highly reflective surface cover can explain the sudden onset of large albedo at ASCOS . The Control albedo shown in Fig. 9 follows an imposed seasonal cycle for sea ice (Wilson et al. 2011) . The imposed seasonal cycle, which is based upon the observed 1997-98 record at SHEBA, has typical August values near 0.65, characteristic of bare ice. The additional absorbed energy at the surface due to lower-than-observed albedo in the Control run may contribute to a slight warm bias near (Table 2 ). Since we seek improved surface fluxes as a contribution toward improved linkages between the surface and lowertropospheric clouds, and since errors in the fluxes may bias the clouds which are our primary interest, we conduct a new simulation with a modified surface albedo. The new simulation termed Snow Albedo (Table 1) has the same specifications as the Control simulation except that the albedo for the ice fraction of sea ice grid points is determined from a new formula inspired by the ASCOS observations: Albedo sea ice 5 0:82 for Snow . 0:01,
Albedo sea ice 5 0:70 for Snow , 0:001, 
where Albedo sea ice is the albedo for the ice fraction and Snow is the instantaneous snow depth on the ice in meters. The minimum Albedo sea ice is now increased to 0.7, and only a small amount of snow is required to change the sea ice albedo to its maximum value of 0.82. The total gridpoint albedo may be less than 0.7 because of the open-water fraction. Figure 9 shows that the modified albedo formula still produces a value less than the observed value at ASCOS during most of the latter half of August, but that observed value may be unrealistically high for mesoscale applications according to Birch et al. (2012) . Nevertheless, the modified albedo is much closer to the observations than the Control value. Note that this formula is applied for all grid points that have sea ice, not just those near ASCOS. Therefore, we preferred a conservative modification to the sea ice albedo. Time series for the new simulation Snow Albedo are shown in Fig. 10 . Table 2 shows that while the magnitudes of the biases for surface pressure, 2-m temperature, and 2-m specific humidity are at least slightly decreased, the correlations and RMSEs for the state variables are in general not improved by the change. Figure 10 shows simulated 2-m specific humidity in comparison to observations at ASCOS. Near 29 August, the smallest error is actually found in the Control run. The dry bias at this time has larger magnitudes in other simulations. At other times, the near-surface specific humidity shows little difference between simulations. The deficit for incident shortwave is decreased by 6.1 W m 22 with the new simulation suggesting that modifications can help produce a better cloud simulation.
Sensitivity tests
Parameter adjustments to the Morrison two-moment microphysics scheme are sought to better simulate the Arctic clouds observed at ASCOS. Here, we draw upon earlier work by Luo et al. (2008) and Morrison et al. (2008) that demonstrates considerable sensitivity to certain specifications within the cloud physics scheme. While Luo et al. (2008) found that increasing the ice (Martin et al. 2011; Mauritsen et al. 2011; Tjernström et al. 2014; Leck and Svensson 2015) . The value 100 cm 23 is an approximate maximum concentration during ASCOS. Consequently, we run four sensitivity tests with specified liquid droplet concentrations set at 10, 20, 50, and 100 cm 23 and compare results to
Control and Snow Albedo that have a setting of 250 cm 23 (Table 1 ). An additional test with the specified liquid droplet concentration set at 1 cm 23 is run for regimes 2 and 4 when tenuous clouds were observed (Sedlar et al. 2011; Mauritsen et al. 2011) . The value 1 cm 23 is a reasonable setting for regime 4 (Mauritsen et al. 2011), and Kupiszewski et al. (2013) suggest that aerosol concentrations in the lowest few hundred meters during regime 2 were about double those of regime 4.
For simplicity, we use 1 cm 23 in both cases. The five new simulations use the same sea ice albedo as in Snow Albedo for a better representation of the radiative fluxes at ASCOS. First, we return to the equivalent potential temperature profile in the lower troposphere previously shown in Fig. 8b . Selected sensitivity test results for regime 2 are shown in Fig. 11 . As we saw previously, the strong u e near-surface inversion in the radiosonde profile is not simulated in the Control run. The Morrison 10 cm 23 simulation has a liquid droplet concentration much closer to the observed CCN for the tenuous cloud regime, but produces a u e vertical profile that is only a slight improvement over that of the Control simulation. The nearsurface temperature is about 18C colder than the Control result, but the profile is still much too well mixed below 300 m. The Morrison 1 cm 23 simulation, however, which has a realistic liquid droplet concentration for the tenuous cloud regime, shows much better agreement with the observed profile below 640 m, even though there is still a warm bias near the surface. The warm bias above 750 m is slightly increased in the Morrison 1 cm 23 simulation, but there is a strong u e inversion above 100 m, demonstrating strong static stability, albeit not as large as that of the radiosonde profile. This demonstrates how changing the Arctic low-level clouds can alter the boundary layer. Correspondingly, improvement in longwave cloud forcing for the tenuous cloud regimes during regimes 2 and 4 is seen in Fig. 7b For the range of conditions observed during the ASCOS study, Table 2 shows that reducing the liquid droplet concentration produces a much improved simulation of the radiative flux at ASCOS. The incident shortwave bias is changed from 227.8 W m 22 in Snow   FIG. 11 . Vertical profiles at ASCOS of average equivalent potential temperature (8C) during regime 2 for radiosonde observations and PWRF simulations. of longwave and shortwave radiation, as the biases increased for both the incident longwave and shortwave radiation. Figure 12 shows scatter diagrams for the incident shortwave radiation. The biases for incident solar radiation for the Control and Snow Albedo simulations are 233.9 and 227. due to the model producing more cloud cover when the observed cloud cover was limited, especially during regimes 2 and 4 (see Fig. 6 ). Figure 13 shows the incident longwave radiation at the surface. Because of the extensive cloud cover at ASCOS, the observed longwave radiation usually exceeds 280 W m
22
. Longwave biases are smaller than those of shortwave radiation, and there is less difference between the simulations. This implies that while the shortwave results shown in Fig. 12 and Table 2 (Fig. 13) . Analogous to the shortwave results, this suggests the model has difficulty with optically thinner cases. Figure 14 shows the liquid water path estimated from the microwave radiometer observations and the simulated cloud liquid water for the simulations. The large majority of the cloud liquid water simulated by Polar during regime 4 by the capacitive sensor on the Vaisala FD12P show precipitation, primarily in snow grains, at times on 31 August and 1 September. Observed precipitation rates are usually less than 0.1 mm h 21 , and the total accumulated precipitation from the sensor was suggested to be less than 0.1 mm. The cloud and precipitation processes at ASCOS during regime 4 are influenced by the very low aerosol content during this time period (Mauritsen et al. 2011) . The scatter in Fig. 14f remains large even with the reduced droplet concentration. Some scatter may arise from the uncertainty of the liquid water path retrievals by the microwave radiometer. Nevertheless, the model frequently fails to capture the instantaneous cloud water, and this is shown in the radiative fields impacted by the clouds. Accordingly, the RMSEs of state variables are not consistently improved by the changes to the model microphysics ( Table 2 ). The changes, however, improve the climatic realism of the Polar WRF simulations.
Conclusions
Numerical simulations of the August-September 2008 ASCOS intensive observational study in the high Arctic near the North Pole have explored the realism of Polar WRF V3.7.1 depictions of low-level Arctic clouds, and more importantly, the impact these simulated clouds have on the surface energy budget. Polar WRF is run for 10 August-3 September 2008 on a nested grid system with an outer domain at 27-km spacing and nested domains at 9-and 3-km spacings. First, a Control simulation is run with standard Polar WRF settings including a specified seasonal sea ice albedo cycle. Additional simulations are run with sea ice albedo adjusted, based upon snow depth, to more closely represent the surprisingly high late-summer albedo measured during ASCOS.
The model very reasonably simulates the state variables surface pressure, near-surface temperature, nearsurface specific humidity, and near-surface wind speed. The largest forecast temperature error and variability within the simulations are located in the lowest 1500 m. Correspondingly, simulating the extensive low-level clouds in the Arctic has proven to be a challenge for mesoscale and global models, and Polar WRF with the standard version of the two-moment Morrison microphysics scheme simulates excessive optically thick Arctic clouds in comparison to ASCOS observations. This results in a deficit in incident shortwave radiation at the surface by about 30 W m 22 . Incident longwave radiation is less impacted; however, there is also a slight positive bias for this quantity. Previous work suggests that the microphysics scheme is sensitive to the specified liquid droplet concentration. The standard value, 250 cm
23
, is geared toward lowlatitude applications and may not be appropriate for many polar applications. Observations at ASCOS indicate CCN concentrations are between about 10 and 100 cm 23 75% of the time, with occasional values near or below 1 cm 23 (Martin et al. 2011; Mauritsen et al. 2011; Tjernström et al. 2014; Leck and Svensson 2015) . Based upon the observed CCN concentrations, we run sensitivity tests with specified liquid droplet concentrations of 1, 10, 20, 50, and 100 cm
. We find that reducing the droplet concentration increases the liquid precipitation and reduces the liquid water path of simulated Arctic clouds. Accordingly, incident shortwave radiation is increased and incident longwave radiation is slightly reduced. The Morrison 10 cm 23 and Morrison 20 cm 23 simulations, which represent very pristine Arctic conditions, have the largest impacts and the smallest radiation biases over the entire ASCOS period. The Morrison 1 cm 23 simulation for ASCOS regimes 2 and 4 more closely represents the tenuous cloud regime, when cloud formation is limited by a lack of available CCN (Mauritsen et al. 2011) . Improving the simulated radiative fluxes by reducing the liquid droplet concentration, however, results in little improvement to the simulated state variables in comparison to the ASCOS observations. Errors in the near-surface fields may remain as a result of errors in the sensible and latent heat fluxes (Table 2) . For skillful Arctic low-cloud predictions models will need accurate CCN predictions, along with microphysics schemes that incorporate prognostic CCN. 
