We carried out molecular dynamics experiments to determine the reduced heat diffusion coefficient D ‫ء‬ th and the reduced thermal conductivity l ‫ء‬ of the three-dimensional classical electron one-component plasma, for the 1 # G # 20 range of the plasma coupling parameter G. In our simulations the temperature of the system was spatially modulated, and D ‫ء‬ th and l ‫ء‬ were calculated from the relaxation time of the temperature profile. D ‫ء‬ th was found to decrease with increasing G, while l ‫ء‬ decreased with increasing G for G # 4 (from l ‫ء‬ Х 2.3 at G 1.1 to l ‫ء‬ Х 0.6 at G 4) and was approximately constant (l ‫ء‬ Х 0. The properties of one-component plasmas have extensively been investigated in the last decades by Monte Carlo [1] [2] [3] [4] [5] [6] [7] [8] and molecular dynamics [9] [10] [11] [12] [13] simulations. The equation of state and several thermodynamic and transport parameters, e.g., specific heat, pair correlation functions, diffusion coefficient, shear and bulk viscosity were obtained from these simulations (for reviews, see Refs. [14] [15] [16] ). The thermal conductivity (l) of the classical one-component plasma (OCP) was also calculated for the values 1.0, 10.4, and 100.4 [17, 18] of the plasma coupling parameter G defined below from the autocorrelation function of the entropy current. The aim of our investigations presented here was to calculate the reduced heat diffusion coefficient (D ‫ء‬ th ) and thermal conductivity (l ‫ء‬ ) of the OCP in the 1 # G # 20 range. To determine these transport coefficients we applied a novel method based on a nonequilibrium molecular dynamics simulation.
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The behavior of the OCP can be analyzed in terms of the dimensionless plasma coupling parameter:
where e is the elementary charge,´0 is the permittivity of free space, k B is the Boltzmann constant, T is the temperature (all units given in SI), and a is the WiegnerSeitz radius
where n is the number density of the system. The total internal energy (U) and pressure (p) of the OCP are given by (e.g., [14] ):
where N is the number of particles in the system, V is the volume, and U ex is the excess internal energy:
The f͑G͒ function can accurately be approximated for the 1 # G # 40 range by
where A 20.89461, B 0.8165, and C 20.5012 [19] . The range of G chosen for our calculation of D ‫ء‬ th and l ‫ء‬ belongs to the strong coupling regime of the OCP, where the potential (interaction) energy of particles dominates over their kinetic energy. Our molecular dynamics simulations were based on the PPPM (particle-particle particle-mesh) algorithm [20] [21] [22] . This method makes it possible to simulate large ensembles of particles even in the presence of longrange (e.g., Coulombic) interaction forces. In the PPPM method the force of interaction is not truncated, but it is decomposed to a slowly varying part represented on a mesh (mesh-force) and a properly chosen short range correction force which-together with the mesh force-results in the exact interaction force for the pairs of particles. In the PPPM algorithm periodic boundary conditions are applied to the simulation box. As the fast Fourier transform (FFT) method is used for the calculation of the slowly varying part of the force, periodic images of charges are automatically included. We investigated a system of N 8192 electrons. The length of the edge of our simulation box (cube) was L 10 26 m [L could be chosen freely as the properties of the OCP depend on G~͑LT ͒ 21 ], and we used a 32 3 mesh in our PPPM code to optimize the run time of the simulations [22] . Following the method of Hockney and Eastwood [22] the simulation time step (Dt) was chosen taking into account the plasma frequency of the system and the frequencies associated with the closest approach of pairs of particles and the vibration of pairs of particles at average separation. In the simulations reported here Dt ranged between 1.6 3 10 214 and 5.7 3 10 214 s. The simulations were started from a bcc crystal configuration of the electrons having initial kinetic energies randomly sampled from a Maxwellian distribution corresponding to a specified value of the initial temperature. At the 400th time step (at t t 0 )-when the system was already thermalized and reached a steady temperature T 0 -the kinetic energy of the particles was perturbed to obtain a sinusoidal spatial temperature profile in the x direction. The simulation box was divided into eight slabs along the x axis-as shown in Fig. 1 -and in each of these slabs a different temperature was set according to
where T M0 is the amplitude of the temperature modulation and x k (k 1, 2, . . . , 8) are the midpoints of the slabs along the x axis. At the time of the perturbation the total kinetic energy of the system was not changed. The results reported here were obtained with T M0 ͞T 0 0.25 (25% modulation depth).
After the modulation of the temperature the T ͑x, t͒ temperature profile was measured at each time step, a sinusoidal function was fitted to it, and its harmonic amplitude T M ͑t͒ was determined. For each investigated value of the plasma parameter G four simulation runs were carried out to achieve an acceptable accuracy of the measured quantities. Figure 2 illustrates the simulation method described above. In Fig. 2(a) the T ͑x, t͒ 2 T 0 temperature distribution is plotted, while fluctuations became approximately three times greater. Using N 8192 particles, each of the eight slabs contained 1024 particles on average, and the harmonic amplitude T M ͑t͒ of the T ͑x, t͒ profile exhibited fluctuations of ഠ4 K amplitude. The 25% modulation depth ensured T M ͑t 0 ͒ 35 K at the time of modulation (t 0 ) and thus it gave ϳ10:1 signal to noise ratio [in the measurement of T M ͑t͒] which decreased at t . t 0 .
During the simulations we also monitored the spatial density fluctuations in the system. We found that the number of electrons in each of the slabs (N i , i  1, 2, . . . , 8; see Fig. 1 ) fluctuates around the mean value of 1024. The amplitude of fluctuations was in the 1%-2% range and the spatial modulation of temperature had no observable effect of N i . This is illustrated in Fig. 2(c) where the number of electrons in the first slab (0 # x # L͞8) is plotted as a function of time.
The amplitude of the modulation profile T M ͑t͒ was found to relax exponentially, i.e., to follow the T ͑x, t͒ T M0 sin͑2px͞L͒ exp͓2͑t 2 t 0 ͒͞t H ͔ , (8) solution of the one-dimensional heat-conductivity equation:
where t H is the characteristic time of the relaxation, and D th is the heat diffusion coefficient which are related by
The solution (8) of the heat-conductivity equation (9) is obtained by assuming that D th is independent of the temperature. The "experimentally" obtained exponential fall of T M ͑t͒ indicates that this is a reasonable approximation in the solution of (9) . Using a lower modulation depth (T M0 ͞T 0 ) would give a more precise solution, however, we found that the 25% modulation depth was necessary to ensure that the modulation dominates over the spontaneous fluctuations of the temperature T 0 (see above). The relaxation time t H was determined by fitting a straight line to T M ͑t͒ on a semilogarithmic plot in the time interval t 0 , t , t 1 , where t 1 is defined by T M ͑t 1 ͒ T M ͑t 0 ͒͞e ͑e 2.718͒. We note that we observed a small positive drift of the system temperature (T 0 ) in our simulations. This drift was most pronounced at low temperatures; it was 1%-2% over the relaxation time t H at the highest G and became even less important at higher temperatures. The drift (which possibly originates from the numerical errors in the simulations) could not be eliminated using shorter time steps.
D th is related to the thermal conductivity l, the heat capacity c, and the mass density r by
In Eq. (11) the heat capacity at constant pressure is usually used. In our experiment, however, together with the temperature both the total internal energy (U) and the pressure (p) are spatially modulated. On the other hand, as the number density of the system can be considered homogenous (neglecting the small spontaneous fluctuations)-the use of specific heat at constant volume (c y ) is appropriate in Eq. (11) .
The characteristic time of relaxation t H increases with increasing G as it can be seen in Fig. 3(a) . Figure 3(b) the velocity autocorrelation time is at least an order of magnitude shorter than the relaxation time of the system (t H ). This means that the heat transfer in the x direction is mainly due to the potential interaction of particles. On the other hand, the autocorrelation time of A yy is in the same order of magnitude as t H for G Ӎ 1. In this case heat transfer by convection (particle transport) becomes important, too.
The specific heat c y of the OCP can be calculated as
where M is the mass of the system. The thermal conductivity l [calculated from Eq. (11)] and its reduced units l ‫ء‬ l͞nk B v p a 2 as a function of the plasma parameter G are plotted in Fig. 4 . The error bars shown in Fig. 4 represent the standard deviation (s) of the data obtained from four simulation experiments; s ranged between 5% and 15% at the different values of G. The l ‫ء‬ values obtained by Bernu et al. [17, 18] are also displayed in Fig. 4 together with error bars corresponding to the stated accuracy of their results (15%). Our results are consistent with the values given (for G 1 and 10.4) in [17, 18] , though we obtained 20%-30% lower l ‫ء‬ . Below G Ӎ 4 the reduced thermal conductivity decreases with increasing G. Present calc. Ref. [17, 18] l ‫ء‬ with increasing G can be attributed to the increase of the specific heat, while D th remains approximately constant at high values of G.
To extend our simulations towards higher values of G the accuracy of the numerical scheme in the PPPM simulation needs to be improved to eliminate the drift of the system's temperature. The lower bound on G in the frame of the present simulation method is given by the assumption that the heat diffusion coefficient is independent of temperature. As D th and thus l increases significantly towards the lower values of G, our method seems to be applicable for G ø 1 (i.e., outside the strong coupling regime) only by taking into account the temperature dependence of D th in the solution of Eq. (9) .
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