Exponential fitting of the delayed recruitment/renewal equation  by McCartin, Brian J
Journal of Computational and Applied Mathematics 136 (2001) 343–356
www.elsevier.com/locate/cam
Exponential %tting of the delayed recruitment=renewal equation
Brian J. McCartin ∗
Applied Mathematics, Kettering University, 1700 West Third Avenue, Flint, MI 48504-4898, USA
Received 10 July 2000
This paper is dedicated to my sister, Kathleen, who is locked in her own battle with dynamical disease
Abstract
From respiratory physiology to laser-based optical devices, the so-called delayed recruitment=renewal equation

dc(t)
dt
=−c(t) + f(c(t − 1)); (1)
provides the mathematical model in a diverse spectrum of practical applications. Here,  is inversely proportional to the
product of the time-delay inherent in the physical system and its rate of decay. When this time-lag is large relative to
the reciprocal of the decay rate,  is small and this delay di6erential equation (DDE) is singularly perturbed. When this
situation obtains, c(t) can exhibit initial layers and chaotic oscillations. In order to accurately capture such solution features
numerically, one must use an approximation technique tailored to singular perturbation problems. In this work, we develop
such a family of exponentially %tted schemes for the numerical approximation of this fundamental DDE. Application of
this new technique is then made to a variety of interesting and important problems, not the least of which is the subject
of dynamical diseases. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Exponential %tting; Delay di6erential equations; Chaotic oscillations
1. Introduction
The di6erential equations governing the behaviour of many physical, biological, and social phe-
nomena involve one or more terms possessing a time-delay [3]. When we account for this time-lag in
the context of ordinary di6erential equations (ODEs), the usually %nite-dimensional solution space is
transformed into the in%nite-dimensional solution space of the governing delay di6erential equation
(DDE).
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Table 1
Notational Glossary
Symbol Meaning
 Time
x Concentration
D Time-delay
a Decay rate
P(x) Production function
t Scaled time
c Scaled concentration
f(c) Scaled production function
 Perturbation parameter
It Time-step
z It=
B(z) Bernoulli function
One mathematical consequence of the presence of any inherent time delay(s) is the onset of
chaos under appropriate conditions [5]. In the physiological setting, this has led to the analysis of
the so-called dynamical diseases [8]. These include respiratory ailments [4], leukemia [7], and a
variety of other human maladies [1]. In population dynamics, such time-delay e6ects explain the
large Juctuations, both periodic and chaotic, sometimes observed in nature [6,10]. The e6ect of such
time-lags is also important in physics, e.g. bistable lasers [2], and economics, e.g. commodity price
Juctuations [1].
Surprisingly (perhaps), all of the above applications involve the same DDE: the so-called delayed
recruitment=renewal equation
dx()
d
=−ax() + P(x(− D)): (2)
With reference to Table 1, x measures the amount or concentration of some substance while a is
its decay rate and P(·) describes its production. Of primary importance, P depends not on x at time
 but, rather, at a previous time  − D. Henceforth, we will refer to D as the time-delay or the
time-lag.
As we shall soon see, when D  1=a; this DDE becomes singularly perturbed. Consequently, when
considering the numerical approximation of Eq. (2), or its scaled equivalent equation (1), we must
avoid straightforward %nite di6erences in order to adequately resolve, without an excessively small
time-step It; the inevitable transition phenomena that occur in such problems. This we accomplish
by judicious employment of exponential %tting [9].
In point of fact, an entire family of exponentially %tted approximations to Eq. (1) will be presented,
each of a successively higher order of accuracy. This family of approximations will be shown to
possess the correct asymptotic form as  := 1=Da→∞ and, more importantly, as → 0. After this
has been established, we will present numerical results for a broad spectrum of primarily, though
not exclusively, biological problems.
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2. Mathematical model
Beginning with Eq. (2), we perform the scaling
t :=

D
; c(t) := x(Dt); (3)
thereby producing
1
D
dc(t)
dt
=−ac(t) + P(c(t − 1)): (4)
Introducing
 :=
1
aD
; f(·) := 1
a
P(·); (5)
yields the scaled delayed recruitment=renewal equation

dc(t)
dt
=−c(t) + f(c(t − 1)): (6)
It is of paramount importance to observe that when the time-lag D  1=a, the perturbation parameter
1 and thus Eq. (6) bears the hallmark of being singularly perturbed. For an ODE, this will produce
an initial layer wherein the solution exhibits an exponential character. For a DDE, we have the added
potential for chaotic oscillations. Any numerical approximation scheme for Eq. (6) must possess the
correct asymptotic behaviour as  → 0 or else an extremely small value of It will be required to
accurately capture such prominent solution features. The next section explores in depth this delicate
matter.
3. Numerical model
The numerical task before us amounts to the discretization of the initial value problem for the
delayed recruitment=renewal equation

dc
dt
=−c(t) + f(c(t − 1)); c(t) = c0(t); t ∈ [− 1; 0]: (7)
The computational challenge arises from the smallness of the parameter  and, ipso facto, the
singular perturbation nature of the problem. Such problems require care in the extreme for their
discretization. We will employ exponential %tting [9] to provide a discretization of Eq. (6) which
faithfully simulates the continuous problem.
3.1. Central di4erence approximation
However, before doing so, let us consider what perils await a straightforward discretization by
central di6erences. Referring to Fig. 1, we will employ the numerical method of steps [3]. That
is, on each interval [m;m + 1], we use the previously computed values of c(t) on [m − 1; m] to
reduce Eq. (6) to an ordinary di6erential equation which we then approximate by traditional %nite
di6erences.
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Fig. 1. Numerical method of steps.
Thus, de%ning
It :=
1
N
; gk :=fk−N ; gk+1 :=fk+1−N ; (8)
and discretizing about tk+1=2, we obtain

ck+1 − ck
It
=−ck + ck+1
2
+
gk + gk+1
2
; (9)
which can be recast as
ck+1 = [(1− z=2)ck + (z=2)(gk + gk+1)]=(1 + z=2); (10)
where
z :=It=: (11)
We de%ne the local truncation error as
LIt[c] := 
ck+1 − ck
It
+
ck + ck+1
2
− gk + gk+1
2
; (12)
where c is any solution of Eq. (6). Thus (see Appendix A),
LIt[c] =−(It)
2
12
c′′′k+1=2: (13)
The inadequacy of this second order accurate approximation is hinted at by the fact that f ≡ 0⇒
ck+1 = e−zck is the exact solution to Eq. (6) whereas z = 2 in Eq. (10) yields ck+1 = 0. When we
turn to numerical results in the next section, this suspicion will be further corroborated. Note that
as → 0, Eq. (9) does not approach the correct asymptotic limit, ck+1 = gk+1.
3.2. Exponential 6tting
Hence, we will instead build our approximation scheme upon exponential %tting [9] rather than
on central di6erencing. We begin by rearranging Eq. (6) as
dc
dt
+
1

c =
1

f(c(t − 1)): (14)
We then apply an integrating factor, et=, producing
d
dt
[et=c(t)] =
1

et=f(c(t − 1)): (15)
Next, integrating from tk to tk+1 we obtain
etk+1=ck+1 − etk =ck = 1
∫ tk+1
tk
et=f(c(t − 1)) dt; (16)
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which may be rearranged as
ck+1 = e−It=ck +
1

∫ tk+1
tk
e−(tk+1−t)=f(c(t − 1)) dt: (17)
3.2.1. Second-order exponential 6tting
Up to this point, we have made no approximations so that Eq. (17) is exact. However, we now
make the linear approximation on [tk ; tk+1]
g(t) :=f(c(t − 1)) ≈ tk+1 − t
It
gk +
t − tk
It
gk+1; (18)
which we insert into Eq. (17). The resulting expression may then be analytically integrated to yield
the second-order exponentially %tted scheme
ck+1 = e−zck + (1− e−z)[M (z)gk +M (−z)gk+1]; (19)
where
M (z) :=
1− e−z(z + 1)
z(1− e−z) : (20)
Introducing the Bernoulli function [9]
B(z) :=
z
ez − 1 ; (21)
this may be rewritten as
LIt[c] :=B(−z)
[

ck+1 − ck
It
]
+ ck − [M (z)gk +M (−z)gk+1] = 0: (22)
The local truncation error is then given by (see Appendices A and B)
LIt[c] =−(It)
2
12
g′′k+1=2; (23)
where c is any solution of Eq. (6).
We make special note of the following limiting cases of Eq. (19) with %xed It:
• → +∞⇒ z → 0⇒ ck+1 = ck ,
• → 0⇒ z → +∞⇒ ck+1 = gk+1.
Thus, this exponentially %tted di6erence scheme, Eq. (19), possesses the correct asymptotic behaviour
as an approximation to Eq. (6) while maintaining second-order accuracy.
3.2.2. Fourth-order exponential 6tting
We may increase the accuracy of Eq. (19) as an approximation to Eq. (17). This is accomplished
by employing a cubic Hermite interpolant on [tk ; tk+1]
g(t) :≈ gk1(t) + gk+12(t) + g′k 1(t) + g′k+1 2(t); (24)
where
1(t) :=
(tk+1 − t)2[It + 2(t − tk)]
(It)3
; 2(t) :=
(t − tk)2[It + 2(tk+1 − t)]
(It)3
; (25)
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and
 1(t) :=
(t − tk)(t − tk+1)2
(It)2
;  2(t) :=
(t − tk)2(t − tk+1)
(It)2
: (26)
The required osculatory data g′k and g
′
k+1, may be obtained directly from Eq. (7):
g(t) :=f(c(t − 1))⇒ g′(t) = f′(c(t − 1)) · c′(t − 1); (27)
c′(t − 1) =


c′0(t − 1) if t ¡ 1;
g(t − 1)− c(t − 1)

if t¿1:
Insertion into Eq. (17) and subsequent analytical integration yields the fourth-order exponentially
%tted scheme
ck+1 = e−zck + (1− e−z){[(z)gk + (−z)gk+1] + It[(z)g′k − (−z)g′k+1]}; (28)
where
(z) :=
6z − 12− e−z(z3 − 6z − 12)
z3(1− e−z) ; (29)
and
(z) :=
2z − 6 + e−z(z2 + 4z + 6)
z3(1− e−z) : (30)
De%ning the discrete operator
LIt[c] :=B(−z)
[

ck+1 − ck
It
]
+ ck − {[(z)gk + (−z)gk+1] + It[(z)g′k − (−z)g′k+1]}; (31)
the local truncation error is obtained as (see Appendices A and B)
LIt[c] =
(It)4
720
givk+1=2; (32)
where c is any solution of Eq. (6).
Once again, this exponentially %tted di6erence scheme, Eq. (28), possesses the correct asymptotic
behaviour as an approximation to Eq. (6) while now achieving fourth order accuracy. It should
be abundantly clear that arbitrary precision may be achieved by employing higher order Hermite
interpolants in lieu of Eq. (24) in tandem with additional osculatory data for g(t) obtained by the
device utilized above to derive Eq. (27).
4. Numerical results
We now demonstrate the eMcacy of this new family of exponentially %tted schemes for the delayed
recruitment=renewal equation via application to a variety of test cases.
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Fig. 2. Driver test case.
4.1. Driver test case
We begin with an example from Driver [3] for which we possess the exact solution. Speci%cally,
c0(t) = 1 + t; f(c) = c (33)
yields the solution to Eq. (7):
c(t) = c1(t) := − + t + (1 + )e−t=; t ∈ [0; 1]; (34)
and
c(t) = c2(t) := − 1− 2+ t + (1 + )e−t= +
[
− 1

+
(
1 +
1

)
t
]
e(1−t)=; t ∈ [1; 2]: (35)
Choosing N =10 and =0:025 (i.e., z=4), Fig. 2 compares the central di6erence approximation
(Eq. (9)) and the exponentially %tted approximation (Eqs. (19) and (28)) to this exact solution.
The central di6erence approximation exhibits pronounced oscillations while the exponentially %tted
approximations yield excellent agreement with the exact solution to this linear, constant coeMcient
problem. Consequently, in the remaining examples, we will abandon central di6erencing as inade-
quate and use exclusively the second order exponentially %tted approximation (Eq. (19)) bearing in
mind that we may always increase the accuracy of our computation for %xed It by instead using
the fourth-order exponentially %tted approximation (Eq. (28)).
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4.2. Respiratory control
The human respiratory control system involves the regulation of breathing by the level of CO2 in
the brain, c(t). In the Grodins–Fowler–Kalamangalam model [4], this involves Eq. (7) with
f(c) =
(c + 0:4)(1 + c10)
1 + 6c10
; (36)
which is shown in Fig. 3. Chaotic ventilation is characteristic of respiratory diseases such as Cheyne–
Stokes breathing.
For N = 25; c0(t) = 0:75, we study the transition from regular breathing to periodic breathing
to chaotic breathing [9]. In Fig. 4, we observe regular breathing ( = 8) giving way to a damped
oscillation (=2) which transitions to periodic breathing (=1), until the onset of chaotic respiration
(= 0:05).
4.3. White blood cell production
The leukocytes (white blood cells) form the mobile infantry of the human immune system. In the
Mackey–Glass model [7] for the density of white blood cells, c(t), we have Eq. (7) with
f(c) =
2c
1 + c10
; (37)
which is shown in Fig. 5. Chaotic oscillations in white blood cell count are a characteristic feature
of leukemia.
For N = 25; c0(t) = 0:1, in Fig. 6, we observe hematopoiesis ( = 10) giving way to a damped
oscillation ( = 2:5) which transitions to periodic oscillation ( = 1), until the onset of the chaotic
oscillations symptomatic of leukemia (= 0:25).
4.4. Nicholson’s blow<ies
In 1954, Nicholson discovered the existence of large, self-sustaining, quasi-cyclic population Juc-
tuations even with a regular food supply while studying the Australian sheep blowJy [10]. Nisbet
and Gurney modelled this phenomenon by Eq. (7) with
f(c) = 50ce−c; (38)
which is shown in Fig. 7. Chaotic solutions to this equation match very well with observed blowJy
populations in laboratory experiments.
For N =25; c0(t)=5, in Fig. 8, we observe a steady population (=10) giving way to a damped
oscillation ( = 2) which transitions to periodic oscillation ( = 1), until the onset of the chaotic
dynamics observed in laboratory populations (= 0:1).
4.5. Laser bistability
Substantial theoretical and experimental e6ort has been expended in studying optically bistable
systems which are devices exhibiting two distinct states of optical transmission [2]. De%ning c(t) to
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Fig. 3. Respiratory control function.
Fig. 4. Transition to chaotic respiration.
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Fig. 5. Leukocyte production function.
Fig. 6. Transition to leukemia.
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Fig. 7. BlowJy production function.
Fig. 8. Transition to population chaos.
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Fig. 9. Laser control function.
be the phase lag of the electric %eld across the nonlinear medium, Ikeda modelled such devices by
Eq. (7) with
f(c) = 5[1− sin(c)]; (39)
which is shown in Fig. 9.
For N =25; c0(t)=1, in Fig. 10, we observe a steady phase lag (=10) giving way to a damped
oscillation ( = 2) which transitions to a periodic oscillation ( = 1), until the onset of the Ikeda
instability observed in laser devices of this type (= 0:1).
5. Conclusion
In the foregoing, we have presented a new family of numerical schemes for the delayed recruitment=
renewal equation based upon exponential %tting [9]. Thus, this new technique is especially suited
for singular perturbation parameter regimes although it is extremely e6ective for all values of the
perturbation parameter . The previously presented numerical results clearly show that our new
method is capable of capturing initial layers as well as reproducing steady, periodic, and chaotic
patterns.
In addition to the applications considered in the previous section, the delayed recruitment=renewal
equation has also been applied to the population dynamics of whales, psychiatric disorders such
as schizophrenia and panic attacks, epileptic disorders, and the oscillations of commodity prices
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Fig. 10. Transition to Ikeda instability.
[1]. Clearly, the family of exponentially %tted schemes developed in this paper would also provide
improved approximation to the solutions of these important problems.
Appendix A. Taylor series
The following Taylor series expansions are of considerable utility in establishing the order of
accuracy of numerical approximations to Eq. (6):
ck + ck+1
2
= ck+1=2 +
(It)2
8
c′′k+1=2 +
(It)4
96
civk+1=2 + O((It)
6); (A.1)
ck+1 − ck
It
= c′k+1=2 +
(It)2
24
c′′′k+1=2 +
(It)4
1920
cvk+1=2 + O((It)
6): (A.2)
Appendix B. Maclaurin series
In order to avoid catastrophic cancellation in the above exponentially %tted approximations, we
utilize the following Maclaurin expansions for |z|1:
1− e−z = z − z2=2 + z3=6 + O(z4); (B.1)
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B(z) = 1− z=2 + z2=12− z4=720 + O(z6); (B.2)
M (z) = 1=2− z=12 + z3=720 + O(z5); (B.3)
(z) = 1=2− z=10 + z3=560 + O(z5); (B.4)
(z) = 1=12− z=120− z2=720 + z3=5040 + O(z4): (B.5)
References
[1] U. an der Heiden, M.C. Mackey, Mixed feedback: a paradigm for regular and irregular oscillations, in: L. Rensing,
U. an der Heiden, M.C. Mackey (Eds.), Temporal Disorder in Human Oscillatory Systems, Springer, Berlin, 1987,
pp. 30–46.
[2] S.N. Chow, J. Mallet-Paret, Singularly perturbed delay-di6erential equations, in: J. Chandra, A.C. Scott (Eds.),
Coupled Nonlinear Oscillators, North-Holland, Amsterdam, 1983, pp. 7–12.
[3] R.D. Driver, Ordinary and Delay Di6erential Equations, Springer, Berlin, 1977.
[4] A.C. Fowler, G.P. Kalamangalam, G. Kember, A mathematical analysis of the Grodins model of respiratory control,
IMA J. Math. Appl. Med. Biol. 10 (1993) 249–280.
[5] J.K. Hale, N. Sternberg, Onset of chaos in di6erential delay equations, J. Comput. Phys. 77 (1988) 221–239.
[6] Y. Kuang, Delay Di6erential Equations with Applications in Population Dynamics, Academic Press, New York,
1993.
[7] M.C. Mackey, L. Glass, Oscillation and chaos in physiological control systems, Science 197 (1977) 287–289.
[8] M.C. Mackey, J.G. Milton, Dynamical diseases, Ann. N.Y. Acad. Sci. 504 (1987) 16–32.
[9] B.J. McCartin, R.J. Mitchell, A numerical model of chaotic respiration, Proceedings of the Fourth Conference on
Mathematical Modeling in the Undergraduate Curriculum, University of Wisconsin – La Crosse, 2000.
[10] E. Renshaw, Modelling Biological Populations in Space and Time, Cambridge University Press, Cambridge, 1991.
