The most popular method of analysis in genetic casecontrol association studies is to compare allele frequencies between cases and controls by using Pearson's chi-square statistic. Sasieni (1) has pointed out that this analysis is appropriate only when Hardy-Weinberg equilibrium holds. Therefore, he recommended using Armitage's trend test (2) instead.
The most popular method of analysis in genetic casecontrol association studies is to compare allele frequencies between cases and controls by using Pearson's chi-square statistic. Sasieni (1) has pointed out that this analysis is appropriate only when Hardy-Weinberg equilibrium holds. Therefore, he recommended using Armitage's trend test (2) instead.
In a recent article in the Journal, Schaid and Jacobsen (3) quantified the effect on the type I error rate of Pearson's chisquare test induced by deviations from Hardy-Weinberg equilibrium. The authors provided a correction method based on determining the correct variance for the observed allele frequency difference between cases and controls. They noted that this variance can be estimated by either pooling cases and controls ( ) or summing the estimates obtained from cases and controls separately ( ). In the paragraphs that follow, the resulting test statistics are denoted z pool and z sep , respectively.
The first purpose of this letter is to point out that the square of the test statistic based on (i.e., ) is identical to the test statistic of Armitage's trend test (2) . This point can be observed almost directly when the formula given by Sasieni ((1), p. 1258) is rewritten in the notation used by Schaid and Jacobsen (3) .
The second purpose is to comment on the conjecture expressed by Schaid and Jacobsen (3) that the z sep test may be more powerful than the z pool test. It can be shown that ϭ ( ) 2 /(N d ϩ N c ) for samples with an equal number of cases and controls (i.e., N d ϭ N c ). Therefore, z sep ≥ z pool , and, when inference about the null hypothesis is based on comparing z sep or z pools with the quantile of a standard normal distribution, the power (but also the true type I error rate) of the z sep test will be greater than the power of the z pool test. A numerical example is provided by considering a model with a population allele frequency of p ϭ 0.02 and relative risks of ψ 2 ϭ 500 and ψ 1 ϭ 5 for AA homozygotes and AB heterozygotes, respectively. For an assumed error rate of α ϭ 0.001 and N d ϭ N c ϭ 56, the z sep test rejects H 0 with a probability of 0.808, whereas the power of the z pool test is only 0.738. These values have been obtained by summing the probabilities of the samples, leading to rejection of H 0 . If N d N c , however, z pool can be greater than z sep . In addition, the z pool test can be more powerful than the z sep test. With N d ϭ 49 and N c ϭ 65, and against the same alternative considered before, the power of the z pool test is 0.811, whereas the power of the z sep test is only 0.716.
In summary, it may be supposed that the z pool statistic (3) is more attractive to the genetics community than the less intuitive, but equivalent statistic of Armitage's trend test. The example described in this letter indicates that the z sep test proposed by Schaid and Jacobsen (3) may deserve further evaluation. Dr. Knapp also points out (1) that the "separate" and "pooled" methods of calculating the variance of the difference in allele frequencies can result in statistical tests with different power and even type I error rates. To speculate further, we anticipate that the sample size will have a large effect on the relative power, and type I error rates, of these two approaches. For small samples, when the variance of allele frequencies is most erratic, it will likely be best to use the "pooled" variance to avoid erratic behavior of the statistic and hence an increased type I error rate. On the other hand, large samples may be robust to this erratic behavior, so that the "separate" variance may provide the correct type I error rate and yet furnish greater power for a range of alternatives.
Finally, we agree with the statement that the efficiency and accuracy of tests of association in the case of departure from Hardy-Weinberg equilibrium deserve further attention (1). In particular, the potential influence of sample size, ratio of cases to controls, and magnitude of genetic effects requires additional study.
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In a 22-year study in 18 plants of 4,027 domestic industrial sand workers exposed to crystalline silica, Steenland and Sanderson (1) observed a 60 percent excess of lung cancer mortality in the exposed cohort compared with the US male population. This finding supports the 1997 judgment by the International Agency for Research on Cancer that inhaled crystalline silica from occupational sources is a carcinogen (2) . Indeed, as early as 1940, inhaled silica was shown to induce lung cancers in mice (3).
However, the International Agency for Research on Cancer noted that the epidemiologic evidence was not entirely consistent and that different forms of silica might vary in carcinogenic efficacy. A possible cause of fluctuation in potency might be variable contamination of silica with a known carcinogen such as iron (4) . In addition, inconsistency could reflect different levels of tissue iron in persons who inhale silica. Evidence is available to support each of these possibilities.
Ghio et al. (5) observed that the ability of silica to stimulate production of reactive oxygen radicals and induce lung inflammation was suppressed by the iron chelator desferrioxamine. Furthermore, in rats exposed to silica, exogenous iron contamination of the inhaled sand markedly enhanced such lung responses as leukocyte recruitment, macrophage synthesis of oxygen radicals and nitric oxide, and lipid peroxidation (6) .
Moreover, after introduction of silica into the lower respiratory tract, surface complexation of iron has been observed to occur on the phagocytosed particles (5). Subsequently, silica was instilled intratracheally in rats maintained on low-or high-iron diets. Compared with animals fed high-iron diets, rats on the low amount of iron had diminished fibrotic injury (7) .
Iron loading of humans can occur via alimentary or respiratory routes. Ingestion of excessive amounts of red meat or of alcohol as well as several genetic disorders can enhance intestinal absorption of iron. Sources of inhaled iron include mainstream cigarette smoke, asbestos, and urban air particulates (4). Thus, both the use of protective masks and measures to reduce alimentary iron loading might be useful in minimizing the carcinogenic danger of silica for industrial sand workers. 
RE: ALUMINUM IN DRINKING WATER AND COGNITIVE DECLINE IN ELDERLY SUBJECTS: THE PAQUID COHORT
Although the neurotoxicity of aluminum has been proved (1), the link between aluminum and the risk of Alzheimer's disease is still debated (2) . A related hypothesis has been put forward by Birchall and Chappell (3): silicon in water could be a protective factor against aluminum toxicity.
We recently reported a significant association between the concentration of aluminum in drinking water and the incidence of dementia and Alzheimer's disease (4). These results were based on a cohort of 3,777 elderly subjects followed up for 8 years.
In the present study, we have evaluated in the Paquid cohort the association between aluminum in drinking water and the 8-year evolution of cognitive functions measured by the Mini-Mental State Examination score, a major predictor for dementia. The study has two main methodological interests. First, the evolution of the Mini-Mental State
