I. INTRODUCTION HE CODE-DIVISION multiple-access (CDMA) com-
T munication system with phase-shift keying (PSK) modulation [ 171 provides multiple users with simultaneous access to the full communication channel bandwidth by assigning unique phase code sequences to each transmitter-receiver pair. CDMA, therefore, requires a large family of reliably distinguishable code sequences. Family size and maximum nontrivial correlation parameter C,,, are commonly used to evaluate sequence designs. Large family size is required in order to support a large number of simultaneous users. Small values of C,, are required to permit unambiguous message synchronization and to minimize interference due to competing, simultaneous traffic across the channel.
In the PSK modulation format, the code symbols are the complex qth roots of unity. Binary PSK ( q = 2) and quadrature PSK ( q = 4) are the cases most often used in practice. Welch [21] and Sidelnikov [ 161 have established well-known lower bounds regarding the smallest possible C,, for a given family size M and sequence length L. In general, (see [9, introduction] for details),
when q > 2.
Thus, the bounds suggest that non-binary designs may exist whose C,,, performance exceeds that of the best binary designs by a factor of a. In the CDMA context, this corresponds to a 3-dB improvement in signal-to-interference ratio.
In the binary case, the Gold code family with parameters L = 2' -1 and M = L + 2, for r an odd integer, has long been known [14] to be asymptotically optimal, with respect to the Welch and Sidelnikov bounds when restricted to binary sequences. Until recently, no asymptotically optimal 4-phase family has ever been found. The comprehensive 1984 survey of 4-phase sequence designs conducted by Krone and Sarwate [8] showed none to have performance comparable to that of the binary Gold family. In this paper, two different 4-phase families are presented that are asymptotically optimal with respect to the Welch and Sidelnikov bounds. These families achieve the potential performance improvement for optimal nonbinary versus binary designs.
In the binary case, primitive irreducible polynomials in &[ x] yield maximal-length binary sequences with ideal autocorrelation functions. Our idea was to investigate the sequences over Z4 generated by irreducible polynomials belonging to H,[ XI. It turns out that the maximum period of a sequence generated by a degree r feedback polynomial in Z4[ x] is 2(2' -1). Hence, a single shift register can generate an entire family of cyclically distinct 4-phase sequences.
Computer results indicated the existence of irreducible polynomials for which the correlation values of such a family are very close to the Welch lower bound. Analysis of these results led to the development of Families d and 9? presented in this paper. Analogous to the role played by the finite fields GF(2') in the study of binary m-sequences, the Galois rings GR(4, r) provide a natural framework for the investigation of these maximal-length 4-phase sequences.
Family d was originally discovered by P. Sol6 [ 181, who provided all possible correlation values (but not their distribution) when r is odd and, based on computer results, correctly conjectured on the possible correlation values when r is 0018-9448/92$03.00 0 1992 IEEE even. Soli develops the theory of these sequences in terms of matrix algebras rather than Galois rings. To prove the correlation values, Soli first sets up an association scheme [13] whose elements are all the sequences of Family d together with their cyclic shifts. A theorem by Delsarte [6] is then invoked to show that the correlation values of the sequence family are precisely the eigenvalues of the adjacency matrices of this scheme. The proof is then completed by noting that these particular eigenvalues are computed in the paper by Liebler and Mena [ 1 13 on distance-regular digraphs. We became aware of the prior work by Sol6 only after the initial preparation of this paper. P. Udaya and M. U. Siddiqi [ 191, who were aware of SolB's work, have also independently determined the correlation distribution of Family r;9 in the case of r even. Family LJ3 is new.
In the Section 11 of this paper, the construction and correlation properties of the two families are summarized. In Section LII, the properties of Galois rings that are important to our derivation are surveyed. In the subsequent sections, Specifically, let f ( x ) = x ' + ar-,x'-' + + a , x + a, be a primitive basic irreducible of degree r in Z4 [x] . Consider the rth-order linear recurrence [lo, p. 4041 [20] over Z4 having characteristic polynomial2 f( x ) :
Let S ( f ) denote the set of all sequences over Z4 satisfying (2-1); S+(f) C S ( f ) , the set of all nonzero solutions; and S * ( f ) C S ( f ) , the set of solutions whose entries are not all zero-divisors. Family d is then defined to be the family S'(f) provided f ( x ) divides x2'-l -1 in Z4 [x] . Family 647 is defined to be the family S * ( f ) provided that 1) f ( x ) has order 2(2' -1) and 2) its roots satisfy certain special restrictions (see conditions imposed on root CY in Theorem Let 3;., j ( 7 ) = C~= -~~" i ( ' +~) -" j ( ' ) denote the complex periodic correlation between the 4-phase sequences si( t + 7 ) and The feedback polynomial commonly associated with the recurrence [22] is the reciprocal x ' f ( l / x ) of the characteristic polynomial f ( x ) . Note that, if f ( x ) is a primitive basic irreducible, so is its reciprocal. For our analysis, the characteristic polynomial is more convenient.
2). lation {. Here, the integers i and j denote indexes between 1 and A4 inclusive, representing all cyclically distinct members of the family; and the integer 7 represents all possible cyclic shifts of the sequence and lies between 0 and L -1 inclusive. The maximum nontrivial correlation parameter C,, is defined by C,,, = max { I r i , , ( 7 ) I : either i z j or 7 # 0). (2.2)
In the following theorems, R will denote the Galois ring GR(4, r ) , T will denote the trace mapping from R onto Z4, and p will denote the (modulo 2) projection mapping from R onto the Galois field GF(2 '). 
-( 2 2 r -2) times.
2'-2(22' -2) times. Obviously, the maximal ideal 2 R is the kernel of p in R ,
. (22-1 -2') times, so that R / ( 2 R ) E K . In addition, there is a natural identification of elements in K with elements in R that simplifies computations within the ideal 2 R . First, note that a polyno--(2"-' -2') times, mial with only 0 and 1 as coefficients can be regarded as . (22r-1 -2 ') times,
III. GALOIS RING PRELIMINARIES Ring Structure: The Galois ring GR(4, r ) denotes a Galois extension of dimension r over the integer ring 8,. It turns out [12] that as in the case of finite fields, Galois rings may be constructed as quotients of the associated polynomial ring-in this case, Z 4 [ x ] . The following notation will be used. For an integer a E Z,, let Z E 8 , denote its customary reduction modulo 2 . Define the polynomial reduction map- 
(3.1)
Note that the computations in parentheses on the left side of (3.1) occur in R , while those in parentheses on the right occur in K. Thus, arithmetic problems involving only the zero divisors of R can often be solved more conveniently in the finite field. When the context is clear, the embedding 1 will not be explicitly noted, and the element i(7) will be written as simply 7.
Automorphism Group: A basic irreducible polynomial in Z4[x] of degree r will be called a primitive basic irreducible if its projection by p in Z, [x] is primitive. Let
where 8 is a primitive element of K. By [12] , Lemma XV. 1, f( x ) has exactly, r distinct roots ao, a,, a', -e , a,-, in R , where p a i = 8".
Now consider the special case in which f ( x ) divides 1 in Z 4 [ x ] , and let / 3 = ao. Since f ( x ) divides 1 and pCp = 8 is primitive in K, it follow that p has multiplicative order 2' -1 in R and thus generates the multiplicative subgroup G, of R*. Throughout the paper, / 3 will denote a generator of G, whose projection p/3 = 8 is a primitive element in GF(2'). Since all roots of x"-l -1 in R belong to G, = { 0, p2,,p3; -* , pZr-'}. it follows that the roots of f ( x ) are ai = p''. Now 0' -0" is a unit whenever
From the previous section, R = (1, 0, p'; * , p'-') as a Z4-module, so that every Galois automorphism is uniquely determined by its action on 0. Since the polynomial f ( x ) is fixed by every Galois automorphism, it follows that the Galois group of R consists of exactly r different permutations of the roots in (3.3). Thus, the Galois group of R is isomorphic to that of K and is generated by an automorphism U, mapping to 0' . Let U , denote the corresponding Galois automorphism of K that maps 8 to e', and let tr: K + Z2 denote the finite filed trace mapping. Similarly, let T : R + Z4 denote the Galois ring trace mapping defined by T ( y ) =
lui(y).
The following commutativity relationships between the Galois ring and the corresponding Galois field are easily verified:
In particular, since tr is not identically zero, it follows that the Galois ring trace is nontrivial in the sense that T ( y ) is a unit for at least one element y E R (i.e., T is onto).
Trace Distribution and Related Exponential Sums:
In order to study the distribution of trace values, let each element x E R be associated with the r-tuple Ex L2
( T ( x P 0 ) , T ( x @ ' ) ; . . , T(xP'-')). Since R = (1, p, p'; e , O r -' ) as a &-module and T is nontrivial, this association sets up a 1 -1 correspondence between the elements of R and the set of all r-tuples over Z4. As a result, as x ranges over R , each of the vector components yx( i ) = T( xp') must assume each of the values 0, 1, 2, and 3 equally often. Furthermore, every r-tuple having only 0 and 2 as entries appears precisely once as Ex for some X E R \ R*. Therefore, as x ranges over R \ R*, each vector component assumes the values 0 and 2 equally often.
Based on these results, the following exponential sums are easily computed: 
0
From the trace description, it follows that the sequences of Family d are periodic with period L = 2' -1 equal to the multiplicative order of in R . When y is a unit, the corresponding sequences sy E d are partitioned into cyclically distinct equivalence classes according to the cosets yG, of G, in R*. When y # 0 is a nonunit, there is a unit v E R* such that y = 2v. In this case, using (3.1) and (3.4), s y ( t ) = T ( y p ' ) = 2 T (~p ' ) = 2p{T(vp')} = 2tr(VO'), ( 4 4 where V = pv. Therefore, the nonunits y # 0 give rise to 4-phase sequences that are cyclically equivalent, corresponding to all cyclic shifts of twice a binary m-sequence. Since Since 0' -6" is a unit whenever t # s(mod 2' -l), the set 2G1 consists precisely of the zero divisors y # 0. Hence, the cyclic equivalence classes of Family d are in 1 -1 correspondence with the partitioning of R { 0) into subsets y o G , , y l G l , y 2 G 1 ;~~, y 2~G 1 , where yo # 0 is a nonunit and the remaining yi are units. In the following, r = {yo, y, , -* , y2,} will denote a standard set of cyclic equivalence class representatives in R . The corresponding sequences s i ( t ) = T(yi@') then provide a standard enu-
meration of the cyclically distinct sequences of Family d.
Similarly, I'* = {y,;--, y2,} c r provides a standard set of coset representatives of G , in R*.
Correlation Properties: Let s ( t ) = T(y0') and s'(t) = T(y'P') be distinct sequences in Family d . The complex cross-correlation of the two sequences is given by where y 2 y -y'. Its squared magnitude is
The right side of (4.2) will now be related to the exponential sum CxeR*wT(X) whose value is known from (3.5). When t # 0,l -0 ' is a unit and thus may be represented as 1 -6' = P'(1 + 2 4 , (4.3) for some integer t'(0 I t' I 2' -2) and some z E R . In the finite field K, the Zech logarithm [5] r ( t ) is implicitly defined by the relationship
, modulo 2 shows that t' = ?r(t). Note that the coset of G , containing 1 -0' is entirely determined by the factor 1 + 22. Of course, while the element 2 2 is uniquely determined by (4.3), the element z itself is not unique.
Lemma I :
In R , the element 1 -P', for 0 < t I 2' -2, may be expressed as I Consequently, the cosets of G, in R* of the form (1 -Pt)G, are all distinct and cover all cosets of G, with the exception of the two cosets k GI.
Pro08
Squaring both sides of (4.3) gives 1 -2 P + 6'' = pzrct). Applying the automorphism U, to both sides gives 1 -0 ' ' = P2*(')(1 + 2z2), since ~~( 2 2 ) = 22' by repeated application of (3.1) and (3.4). Combining these results yields the equation 2(P2' -P') = 2z2P2"(') to be solved within the ideal 2R. By so that 11 + f 1 = 2' as claimed.
In the case of 2), let y # 0 be a nonunit of R . As in (4.1), -1 ) units y .
-(2' -1) units y, ~( 2 ' -1 ) units y,
I
2 ' -1 , -1 ,
Proof: In either case, when y is a nonunit, the distribution is clear. Hence, assume y E R * throughout the following. First consider case 1) in which r is odd. Let the standard set I'* of coset representatives of GI in R* be partitioned according to the possible values of r:
and -yG, are distinct for y E R * and that the corresponding values of the correlation sums are complex conjugates r and I*. When the left side of (4.8) is rewritten in terms of M , N, and P and simplified using (4.7), one obtains
The solution is then M = 2'-2 + 2"-', N = 2'-2 -2"-', and P = 2'-2. This establishes the weight distribution for r
even. U
For the correlation distribution analysis, attention is restricted to the cyclically distinct, standard enumeration Pro08 Consider (4.10) with y E R fixed. In any solution, the parameters i and 7 are uniquely determined by the choice of yj. Hence the number of triples ( i , j , 7) satisfying (4.10) is equal to the number of possible choices for y j from r. The special case y = 0 permits a solution for each choice of y j , so there is a total of 2' + 1 triples in this case. When y # 0, (4.10) has a solution iff y # -7,. In this case, note that by (4.4) the set { -yo, -yl; -e , -y Z r } is also a valid set of distinct cyclic equivalence class representatives in R. Thus, if y is not one of the equivalence class representatives { -yi};Lo, all 2' + 1 choices of y j in yield solutions. If y is such a representative, only 2' of the y ,~r are possible. Hence, within each cyclic equivalence class in R , there are 2 ' -2 members having 2 + 1 solutions each and one member having 2' solutions. Thus, each cyclic equivalence class in R provides a total of (2' + 1)(2' -2) + 2' = 4' -2 triples (i, j , 7 ) satisfying (4.10). The correlation distribution then follows directly from the weight distribution results (dividing by 2' -1 and multiplying by 4' -2 as appropriIn-phase and Quadrature Sequences: In the engineering literature, it is customary to regard a 4-phase sequence s ( t ) as the composition of two binary sequences u ( t ) and u ( t ) referred to as the in-phase and quadrature components, respectively. From [8, (4)], ate).
On the other hand, every 4-phase sequence in Family d may be uniquely written as
where a(t) and b ( t ) are binary sequences with symbols (0, 1). Note that b(t) = s2(t) and 2 a ( t ) = s ( t ) -s2(t).
Using these relationships, one can show after some work (see [l] ) that, for Family d with r = 2 s + 1, the binary components a(t) and b ( t ) are of the form b ( t ) = tr(we'), where w, x E GF(2') and either w or x is nonzero.
It is then straightforward to show that the in-phase and quadrature components, U( t) and U( t), of s( t) are given by
Thus, by adding these components, one obtains a binary m-sequence, which could prove important in practice.
Example: Family d is defined as the set of all nonzero solutions of a linear recurrence over Z4 whose characteristic polynomial is a primitive basic irreducible dividing x2'-' -1 in Z4 [x] . Table I The shift register implementation of (4.11) is diagrammed in Fig. 1 . Different sequences in Family d may be generated by loading the shift register with any set of initial conditions not identically zero and cycling the shift register through a full period L. Cyclically distinct members of the family may be found by loading the shift register with triples not previously seen during the generation of prior sequences.
Table II provides a standard enumeration of the cyclically distinct sequences of Family d as generated by the polynomial f ( x ) = x 3 + 2 x 2 + x + 3. Family members are identified by their trace representations. Corresponding correlation sums are also given in the table. From these, the weight distribution of the family is readily verified: A4 = 2'-' + 2"-' = 3 and N = 2'-' -2"-' = 1. In the correlation distribution, the peak correlation value 7 occurs 2' + 1 = 9 times, -1 occurs 2" -2 = 62 times, -1 + 2" f 02" occurs (2r-2 + 2s-1)(22r -2) = 186 times each, and -1 -2" f 02' occurs (2'-' -2"-')(2'' -2) = 62 times each.
V. FAMILY 9 3 Trace Description: Family 9 is defined as the family S * ( f ) of linearly recurring sequences over Z4 whose characteristic polynomial f ( x ) is a primitive basic irreducible of degree r and order 2(2' -1) with roots of a special kind in GR(4, r). Before restricting attention to Family 9, we first consider the general case of primitive basic irreducibles and their associated families. Let f ( x ) be an arbitrary primitive basic irreducible in Z4 [ x] . As noted in Section I B during the discussion of the Galois automorphism group, f ( x ) has precisely r distinct roots ao, a 1 ; a , a r P l satisfying p a i = 8". Since a. is a unit, it may be written as (1 + 26,)P, where 0 is a multiplicative generator of the subgroup G I of Degree 10 for i = 0, l , . . . , r -1. It is easy to show that ai -aj is a unit whenever i # j . Hence, f ( x ) factors in R [ x ] as r -1
As a notational convenience, let a = (1 + 2 6 ) f i , where 6 = 6ir-' and a= P2'-'. Note that, unless 6 = 0, a has multiplicative order 2(2' -1) in R* and that In order to emphasize dependence on the root a, the linear recurrence family S ( f ) will also be denoted by Ya. When 6 = 0, Y: is Family d. When 6 # 0, f ( x ) has order 2(2' -1). The families are new but do not necessarily have correlation properties that are nearly optimal. However, if in addition p{ T ( 6 ) ) = 1 and p6 # 1, then Ya* is Family 9 ' and does have nearly optimal correlation properties. As in the case of Family d , the following trace characterization is easily proven.
Theorem 7: For every y E R , the sequence { s,(t))?=, defined by s,(t) A T ( y a ' ) is a member of the family x.
Conversely, every sequence in Ya is of this form for a unique y E R .
In order to identify family membership, the following notation will be used:
If y is a unit, then s,(t; a) has period equal to the multiplicative order of a in R*. For nonunits y = 2 v , with v E R * , s,(t; a ) = 2tr(F13') is twice a binary m-sequence and has period 2' -1 regardless of the multiplicative order of a. Thus, when 6 # 0, the family Ye* (from which the zero-divisor sequences are excluded) consists entirely of sequences of period 2(2' -1). The number of cyclically distinct sequences in Ya*, for 6 # 0, is For two sequences s ( t ) and s'(t) of common period L, their interleaving is a sequence of period 2 L denoted here by
The next proposition shows that the families Ya*, for 6 # 0, consist of special interleavings of sequences from Family d .
As a result, the correlations of these families are the sum of two Family d correlation values. Not all families of this type will have near optimum correlation properties. For example, if the two interleaved sequences have the same Family d correlation value, the interleaved sequence will have a correlation sum too large for the family to be nearly optimal. For Family L$?, the interleaved sequences retain nearly optimal correlation properties.
Proposition 2: Let a = (1 + 2 6 ) a with p6 # 0.
Then, every sequence in Ya* is an interleaving of two cyclically distinct sequences of Family d. Furthermore, the cyclic equivalence classes of Ya* correspond to a partitioning of the cosets of G , in R* into distinct pairs (yG,, ayG,) .
Proof: Let sy( t ; a) with y E R* be a sequence in Ya*.
Since a ' = 0, it is easy to see that All cyclic shifts of sy(?; a) are interleavings of either a cyclic shift of sy with a cyclic shift of say or, in the opposite order, a cyclic shift of say with a cyclic shift of sy. Hence, the cyclic equivalence class of s , in Ya* corresponds to the pair (yG,, a y G , ) of cosets of G , in R*. Since a ' y G , = y G I , the pairing is unique and partitions the cosets of G I in R*. Since a is not a power of p, the cosets yG, and a y G , in R* are distinct.
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Correlation Properties: The remainder of the paper will now focus upon the correlation properties of Family 9. The correlation sums associated with Families d and 9 7 will be written as
By (5.1), the correlation sum {(y; a) has value {(y; a) = ((7; 6) + {(ay; P ) ,
which is the sum of correlation values associated with cyclically distinct sequences from Family d. Since the period of sequences from Family 23 is twice that of Family d , the maximum nontrivial correlation parameter of Family 9 can only be larger by a factor of d? in order for the family to be asymptotically optimal with respect to the Welch bound.
Thus, when viewed as vectors, the complex numbers ((7; 0)
and {(ay; p) must be nearly orthogonal. This is proven in the next two lemmas.
Lemma 2: For a = (1 + 26) fi with p{ T ( 6 ) ) = 1 and p6 # 1, the element 1 -apt in R may be expressed as
where z E R has projection Z = p z satisfying in K with x = t9*+'/' and 8 = p6. Consequently, among the cosets (1 -a/3')GI for 0 I t s 2' -2, t # 2r-' -1, the cosets + G I and -aG, each appear once. The remaining cosets appear either twice or not at all depending on whether tr(Z6) = 0 or tr(Z6) = 1, respectively. Furthermore, the coset yG, appears as some (1 -aPt)G1 iff the coset -yG, does not.
Proof: It is easy to show that 1 -ap' is a unit except
is a unit, it may be written as (. # 2r-1 -1).
( 5 . 5 )
Note that the side conditions x = Or+'/' and 7 # 2 r -1 -1 exclude both x = 0 and x = 1 as legitimate solutions.
The cosets not appearing among the (1 -a P r ) G I correspond to elements 1 + 2 2 for which (5.5) has no solution X E K \ (0, l}. The remaining cosets appear once or twice depending on whether there are one or two distinct solutions of (5.5) in K \ {0,1}. Since 8 # I, the exceptional case x = 1 is never a possible solution. The exceptional case x = 0, however, must be specifically excluded when Z = 0. p u s , when Z = 0, the only solution to (5.5) is x = 1/(1 + S 2 ) . Hence, the corresponding coset + G I appears as 11 -aPT)Gl for precisely one choice of T . When Z = 1 + 6, the quadratic term of (5.5) vanishes. The only solution in this case is x = 1 + 8'. Hence, the corresponding coset -aG, appears only once.
For other values of Z, (5.5) has either two distinct solutions in K \ (0, l}(when tr(B8) = 0) or it has none (when tr(Z8) = 1). Note that yG, = (1 + 22)G, implie! --?GI = (1 + 2(2 + l))G,. Hence, when Z#{O, 1 , l + 6, S}, the coset yG, appears as (1 -aPT)G, for precisely two different choices of 7 iff the coset -y G , never appears for any choice of 7 . This follows since tr(6) = 1. Note that tr(Z8) = 1 when Z = 1 or Z = 8, so that, in general, even allowing BE (0, 1, 1 + 8, 8}, the coset y G , appears at least once among the (1 -aPf)G1 iff the coset -y G , never appears. Then, by ( 3 3 , the first term is
Hence, the second moment sum has value
-2 + 2' + 02',
-( 2 ' -1) units y ,
-(2' -1) units y. From the first moment sum (5.9), the second moment sum (5.10), and the fact that I I'*I = 2', the following sets of simultaneous equations may be derived as in the proof of Theorem 5. When r = 2s,
When r = 2 s + 1,
Solving these equations gives the claimed weight distributions. 
is known for each y E R . 
2r-2(22r-1 -2') times, 2 r -2 ( 2 2 r -1 -2') times.
Pro08
Fix Aj E A. Then, for each y E R , if there is a solution to (5.11), it is unique. Thus, the number of triples ( i , j , 7 ) satisfying (5.11) for fixed Aj is equal to the number of y E R for which solutions exists. Note that (5.11) has a solution iff y # -Aj + 2 v for any v E R . Since the -Aj + 2v are all units, every nonunit y admits a unique solution. Hence, for each Aj E A , the correlation value 2(2' -1) corresponding to y = 0 appears once in the correlation distribution. The correlation sum -2 appears 2' -1 times, once for each nonzero ER \ R*. Then, as Aj varies over A, there are a total of 2'-' triples having correlation value 2(2' -1) and 2'-'(2' -1) triples having correlation value -2.
For the units in R , note that -Ai + 2 v and -Xi + 2 v' are in different cosets of G , in R* whenever pv # pv'.
Thus, for fixed Aj E A, each coset of G , in R* has 2' -2 choices of y that yield valid solutions to (5.11). Therefore, as Aj varies over A, each coset of G, gives rise to 2'-'(2' -2) triples with its associated correlation value. The correlation distribution then follows in this case by multiplying The shift register implemyntation of (5.12) is diagrammed in Fig. 2 . Different sequences in Family !ZI may be generated by loading the shift register with different initial conditions and cycling through a full period L. Initial conditions consisting only of zero-divisors in Z4, however, are prohibited. Table IV provides an enumeration of the cyclically distinct sequences of Family 53 as generated by the polynomial f( x ) = x3 + x + 1. Family members are identified by their trace representations. Corresponding correlation sums are also given in the table. Recalling that each equivalence class of Family !ZI corresponds to a unique pair of cosets of G, in R*, the weight distribution of the family is readily verified from the table: M = 2'-' + 2" = 4, N = 2'-' -2" = 0, and P = 2'-' = 2. In the correlation distribution, the peak correlation value 14 occurs 2'-' = 4 times, -2 occurs -2'-' = 28 times, -2 + 2'+' occurs (2'-' + 22'-1
