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Abstract
A planar polynomial differential system has a finite number of limit cycles. How-
ever, finding the upper bound of the number of limit cycles is an open problem for
the general nonlinear dynamical systems. In this paper, we investigated a class of
Lie´nard systems of the form x˙ = y, y˙ = f(x) + yg(x) with deg f = 5 and deg g = 4.
We proved that the related elliptic integrals of the Lie´nard systems have at most
three zeros including multiple zeros, which implies that the number of limit cycles
bifurcated from the periodic orbits of the unperturbed system is less than or equal
to 3.
Mathematics Subject Classification: 34C05, 58F
1 Introduction
The second part of the Hilbert’s 16th problem [15] asks for the maximum num-
ber and position of Poincare´s boundary cycles (cycles limits) for a differential
equation of the form
dy
dx
=
Y
X
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where X and Y are rational integral functions of the nth degree in x and
y. This problem and related research topics have been discussed extensively
in hundreds of papers and books, e.g., [1]-[33]. Up to now, we know that a
planar polynomial differential dynamical system always has a finite number of
limit cycles [2,9,18]. However, it is still an open problem to find the maximum
number of limit cycles; and the problem is very complicated and challenging
[20].
Therefore, several similar problems, e.g., those described in [1,28], were pro-
posed, which appear to be simpler and easier. One of such problems is the
weakened Hilbert’s 16th problem proposed by Arnold in 1977 [1], and will be
addressed in this paper.
1.1 The Weakened Hilbert’s 16th Problem
The Weakened Hilbert’s 16th Problem: Let H be a real polynomial of
degree n and P be a polynomial of degree m in the variable (x, y). How many
real zeros can the following function have?
I(h) =
∫ ∫
H≤h
Pdxdy
The above function I(h) is called Abelian integral in [20].
Now it is natural to ask the question what is the relationship between the
second part of Hilbert’s 16th problem and its weakened form described above.
To clarify this question, let us consider the perturbed Hamiltonian system
with the following form
x˙ =
∂H
∂y
+ εf(x, y)
y˙ = −∂H
∂x
+ εg(x, y)
(E)ε
with 0 < |ε| ≤ 1. Suppose that system (E)ε=0 has at least a family of closed
orbits Γh defined by H(x, y) = h, where H(x, y) is the Hamiltonian of the
unperturbed system. Let
I(h) =
∮
Γh
fdy − gdx =
∫ ∫
H≤h
(
∂f
∂x
+
∂g
∂y
)dxdy
Then through the so called Poincare´-Pontrjagin-Andronov theorem [20], we
know that the total number of isolated zeros of integral I(h) (taking into
account their multiplicity) is an upper bound for the number of limit cycles
bifurcated from the periodic annulus of system (E)ε=0.
2
The problem is called the weakened Hilbert’s 16th problem because it looks for
the number of limit cycles that occur in a class of subsystems of all polynomial
systems. Sometimes, the problem of finding an upper bound of the number
of isolated zeros for integral I(h) is also called the weakened Hilbert’s 16th
problem.
For system (E)ε, three types of limit cycles must be considered [20]
(1) The limit cycles emerge from the periodical annulus of the unperturbed
system;
(2) The limit cycles tend to compound cycles formed by separatrices of a
Hamiltonian equation as ε→ 0; and
(3) The limit cycles tend to the centers as ε→ 0.
It is seen from the above discussions that finding the number of limit cycles
for some dynamical systems has significance in theoretical research. It is also
shown that this can be done through investigating the weakened problem.
1.2 Limit Cycles in Applications
Limit cycle behavior has also been observed in many dynamical systems arising
from applications. Typical examples are switched fluid networks, which are
used to model communications, computer systems, and flexible manufacturing
[23]; industrial optimisation [12]; feedback systems [29]; continuous stirred-
tank reactors (CSTR) [27]; the generalized Rayleigh-Lie´nard oscillator [3,26].
Limit cycles also appear in the Lie´nard system, an important class of nonlinear
dynamical systems in physics and engineering [11,22,24,26]. They play a key
role in the dynamic behaviour of the systems. Therefore, investigation into
limit cycle behaviour is also significant in many applications.
The following two aspects are of particular interest in applications:
(1) How many limit cycles can a system have?
(2) What is the distribution of the limit cycles?
This work will help understand these aspects.
1.3 The Lie´nard Systems
For the generalised Lie´nard systems of the form
x˙ = y, y˙ = f(x) + yg(x)
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with deg f = m and deg g = n, the Hilbert’s 16th problem is also unsolved.
There is a comprehensive study in [8] for the cases m + n ≤ 4 with the
exception of m = 1 and n = 3, where they showed that at most one limit
cycle can appear. General results have not been obtained for m + n ≥ 5,
except for local ones. For the cases of m = 3, n = 2 , Dumortier et al. have
published a series of papers [4–7], giving a careful analysis of the limit cycle
bifurcations of the Lie´nard systems
x˙ = y, y˙ = ±x3 + ax2 + bx+ εy(x2 + βx+ α)
with 0 < ε << 1. Their main idea is to estimate the number of zeros of the
integral I(h).
Using the similar idea to Dumortier et al. [4–7], we will investigate the special
case of m = 5 and n = 4 in this paper for a class of Lie´nard systems. Precisely,
we will consider a class of Lie´nard systems of the form
x˙ = y,
y˙ = −(x5 + bx3 + x)
(E1)
and its perturbation
x˙ = y,
y˙ = −(x5 + bx3 + x)− ε(a0 + a1x2 + a2x4)y
(E2)
where ε > 0 is small; b < −2 , a = (a0, a1, a2) ∈ D ⊂ R3, D is bounded.
When b < −2 system (E1) has the so-called double-eight figure loop. Zang
et al. have proven in [33] that the Hopf cyclicity, which is the number of
limit cycles bifurcated from the center of the unperturbed system, is two for
b = −5/2. Using the developed method in [31,32], they have also investigated
the limit cycles bifurcated from homoclinic and heteroclinic loops for systems
(E2). However, their investigation is to be completed for system (E2) under
b = −5/2.
The focus of this paper is to investigate the upper bound of the number of
zeros of the following Abelian integrals of system (E2) for b = −5/2,
I(h) =
∫
Γh
(a0 + a1x
2 + a2x
4)ydx = a0I0(h) + a1I1(h) + a2I2(h) (A)
Without loss of generality we set a2 = 1 in Equation (A). This simplifies
Equation (A) into the following Abelian integral
I(h) =
∫
Γh
(α + βx2 + x4)ydx = αI0(h) + βI1(h) + I2(h), (1)
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where
Γh : {(x, y) | H(x, y) = h, 0 < h < h2}, h2 = 11/96 (2)
and H(x, y), defined by Eq. (3), is the Hamiltonian of system (E1). When
h → 0, Γh shrinks to the center O(0, 0); while when h → h2, Γh expands to
the heteroclinic loops, from which we can get the result on the number of limit
cycles bifurcated from the periodic orbits. Our result derived in this paper for
system (E2) is complementary to the result of Zang et al. [33] for system (E1)
for the case of b = −5/2.
1.4 Our Main Result and Paper Organisation
We will show in this paper that for all constants α and β the upper bound of
the number of zeros of the Abelian integral (1) is three including multiple zeros.
This result, which will be described in a theorem more formally in Section 5,
will translate into bounding the number of limit cycles in the corresponding
perturbation of the Hamiltanian system.
This result reads very simple, but its proof is rather complicated. Therefore,
the rest of the paper takes a long way to prove it through detailed calculations.
The paper is organised as follows. In Section 2, some relationships are es-
tablished which provide a foundation for estimating the number of zeros of
Abelian integrals. We will derive the Picard-Fuchs equations for Ik(h), where
Ik(h) =
∫
Γh
x2kydx, k = 0, 1, · · ·. Then, several important functions are de-
fined, including P (h), Q(h), w(h), and v(h). We will also derive the Ricatti
equation of w(h) for b2 6= 16/3 through straightforward computing. We will
further give some relationships among P (h), Q(h), w(h), and v(h). Section 3
investigates the (P,Q)-plane and gives some important properties of functions
P and Q, which help us to estimate the number of zeros of Abelian integral
(1). Section 4 gives the properties of the curves defined by w or v in (h,w)
and (h, v) planes, which help us to give the upper bound of the number of ze-
ros of Abelian integral (1). Section 5 states our main result in a theorem and
gives the proof using the results established in Sections 2 through 4. Section
6 concludes the paper.
2 The Picard-Fuchs Equations and Ricatti Equation
In this section we will give some primary relationships, which are the founda-
tion for estimating the number of zeros of the Abelian integrals.
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Consider the Hamiltonian of degree six with the form
H(x, y) =
y2 + x2
2
+
b
4
x4 +
1
6
x6 (3)
which is associated with a Newtonian mechanical system. We will first derive
the Picard-Fuchs equations satisfied by Ik(h) for b
2 6= 16/3. Then, several
important functions P (h), Q(h), w(h), and v(h) will be defined. After that, we
will derive the Ricatti equation for w(h). Finally, some relationships among
P (h), Q(h), w(h), and v(h) will be given.
2.1 The Picard-Fuchs Equations
Let us derive the Picard-Fuchs equations satisfied by Ik(h) for b
2 6= 16/3. As
introduced previously, Ik(h) is defined as
Ik(h) =
∫
Γh
x2kydx, k = 0, 1, · · · (4)
where Γh is defned in Eq. (2).
Since I ′k(h) =
∫
Γh
x2k
y
dx, it is easy to know that
Ik(h) =
∫
Γh
x2ky2
y
dx =
∫
Γh
x2k(2h− x6/3− bx4/2− x2)
y
dx
= 2hI ′k(h)− I ′k+1(h)−
b
2
I ′k+2(h)−
1
3
I ′k+3(h) (5)
On the other hand, integrating by parts and using ydy+ (x+ bx3 +x5)dx = 0,
we have
Ik(h) =
1
2k + 1
[I ′k+3(h) + bI
′
k+2(h) + I
′
k+1(h)] (6)
It follows from (5) and (6) that
(k + 2)Ik(h) = 3hI
′
k(h)− I ′k+1(h)−
b
4
I ′k+2(h) (7)
Using (7) with k = 0, 1, 2 leads to
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2I0(h) = 3hI
′
0(h)− I ′1(h)−
b
4
I ′2(h) (8)
3I1(h) = 3hI
′
1(h)− I ′2(h)−
b
4
I ′3(h) (9)
4I2(h) = 3hI
′
2(h)− I ′3(h)−
b
4
I ′4(h) (10)
Taking k = 0, 1 in (6) and substituting the results into (8) -(10) , we obtain
b
4
I0(h) + 3I1(h) = (3h+
b
4
)I ′1(h) + (
b2
4
− 1)I ′2(h) (11)
(
b2
4
− 1)I0(h) + 3
4
bI1(h) + 4I2(h) =− (b
2
4
− 1)I ′1(h)
+ (3h+
5b− b3
4
)I ′2(h) (12)
Finally, we obtain
A

I0(h)
I1(h)
I2(h)
 = (3hE + B)

I ′0(h)
I ′1(h)
I ′2(h)
 (13)
where E is the identity matrix and
A =

2 0 0
b/4 3 0
(4− b2)/4 3b/4 4
 ,B =

0 −1 −b/4
0 b/4 (b2 − 4)/4
0 (4− b2)/4 (5b− b3)/4

which yields the following Picard-Fuchs equation
G(h)
d
dh

I0(h)
I1(h)
I2(h)
 =

a00(h) a01(h) a02(h)
a10(h) a11(h) a12(h)
a20(h) a21(h) a22(h)


I0(h)
I1(h)
I2(h)
 (14)
where
G(h) = 12h (−144h2 − 72 b h+ 3 b2 + 12 b3 h− 16) (15)
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and
a00 (h) = −1152h2 + (108 b3 − 672 b)h+ 36 b2 − 192
a01 (h) = (−36 b2 − 576)h+ 45 b3 − 240 b
a02 (h) = −192 b h− 256 + 48 b2
a10 (h) = 12h (−12 b h+ 3 b2 − 16)
a11 (h) = 12h (−72 b+ 15 b3 − 144h)
a12 (h) = 12h (−64 + 16 b2)
a20 (h) = −12h (48h− 12 b2 h)
a21 (h) = −12h (36 b h+ 15 b2 − 48)
a22 (h) = −12h (192h+ 16 b)
Before further study, let’s define four important functions, P (h), Q(h), w(h),
and v(h), as follows.
P (h) =
I1(h)
I0(h)
, Q(h) =
I2(h)
I0(h)
, w(h) =
I ′′1 (h)
I ′′0 (h)
, v(h) =
I ′′2 (h)
I ′′0 (h)
(16)
As will be seen later, these functions will play an important role in deriving
the main result of this work.
2.2 The Ricatti Equation for w(h)
Now, we will derive the Ricatti equation for w(h). Differentiating equation
(13) yields
(A− 3E)

I ′0(h)
I ′1(h)
I ′2(h)
 = (3hE + B)

I ′′0 (h)
I ′′1 (h)
I ′′2 (h)
 (17)
Using the special form of A− 3E, we have
I ′′2 (h) =
12bh
16− 3b2 I
′′
0 (h) +
48h
16− 3b2 I
′
1(h) (18)
From Eq. (18) and the definitions of w(h) and v(h) in Eq. (16), we have
v(h) =
12bh
16− 3b2 +
48h
16− 3b2w(h) (19)
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Differentiating equation (17) with respect to h, we have
(A− 6E)

I ′′0 (h)
I ′′1 (h)
I ′′2 (h)
 = (3hE + B)

I ′′′0 (h)
I ′′′1 (h)
I ′′′2 (h)
 (20)
Equations (18) and (20) imply that
G(h)
d
dh
 I ′′0 (h)
I ′′1 (h)
 =
 b00(h) b01(h)
b10(h) b11(h)

 I ′′0 (h)
I ′′1 (h)
 (21)
where G(h) is defined as before in Eq. (15) and
b00 (h) =
3(−1920 b2 h2 + 12288h2 + 180 b5 h− 2112 b3 h+ 6144 b h− 384 b2 + 1024 + 36 b4)
16− 3 b2
b01 (h) =
3(1536 b h2 − 1152 b2 h+ 36 b4 h+ 5120h− 288 b3 + 768 b+ 27 b5)
16− 3 b2
b10 (h) =
12h (−60 b3 h+ 192 b h+ 96 b2 − 9 b4 − 256)
16− 3 b2
b11 (h) =
12h (−816 b2 h+ 3840h− 288 b3 + 768 b+ 27 b5)
16− 3 b2
Finally, we obtain the Ricatti equation from equation (21)
G(h)w′(h) = −b01(h)w2 − (b00(h)− b11(h))w + b10(h) (22)
which is equivalent to the following system
h˙ = G(h),
w˙ = −b01(h)w2 − (b00(h)− b11(h))w + b10(h) := φ(h,w)
(23)
2.3 Some Relationships among P , Q, w, and v
We will give some relationships and systems satisfied by functions P,Q and
w, v, respectively, which are important for further study in the following sec-
tions.
From Eq. (14) and the definitons of P (h) and Q(h) in Eq. (16), it follows that
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h˙ = G(h),
P˙ = a10(h) + a11(h)P + a12(h)Q− P (a00(h) + a01(h)P + a02(h)Q) (24)
Q˙ = a20(h) + a21(h)P + a22(h)Q−Q(a00(h) + a01(h)P + a02(h)Q)
By using (14) we have the following relationship
G2(h)I ′′k (h) = [G(h)a
′
k0(h) + ak0(h)a00(h) + ak1(h)a10(h) + ak2(h)a20(h)−G′(h)ak0(h)]I0(h)
= [G(h)a′k1(h) + ak0(h)a01(h) + ak1(h)a11(h) + ak2(h)a21(h)−G′(h)ak1(h)]I1(h)
= [G(h)a′k2(h) + ak0(h)a02(h) + ak1(h)a12(h) + ak2(h)a22(h)−G′(h)ak2(h)]I2(h)
:=Ak0I0(h) + Ak1I1(h) + Ak2I2(h), k = 0, 1, 2
which leads to
w(h) =
I ′′1 (h)
I ′′0 (h)
=
A10 + A11P + A12Q
A00 + A01P + a02Q
v(h) =
I ′′2 (h)
I ′′0 (h)
=
A20 + A21P + A22Q
A00 + A01P + a02Q
(25)
Now consider the curve
Ω = {(w, v)(h) | h ∈ (0, h2)}.
Using equations (19) and(23), we have
d2v
dw2
=
12G(h)
φ(h)
F (h,w) (26)
where
F (h,w) =
1
16− 3b2 [8φ
2 − (b+ 4w)(∂φ
∂h
G+ (
∂φ
∂w
−G′)φ)] (27)
From the above we know that d2v/dw2 = 0 is equivalent to F = 0.
The following are the detailed expressions of equations (23), (24),(25) and
(27) for system (E1) having a double eight figure loops (in this case, we have
b < −2). We obtain the system
h˙ = G(h)
P˙ = f(h, P,Q)
Q˙ = g(h, P,Q)
(28)
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and the system
h˙ = G(h)
w˙ = φ(h,w)
(29)
where
G(h) = −123h(h− h1)(h− h2)
h1 = −1
4
b+
1
24
b3 − 1
24
√
(−4 + b2)3, h2 = −1
4
b+
1
24
b3 +
1
24
√
(−4 + b2)3
f(h, P,Q) = 12h (−12 b h+ 3 b2 − 16)
+ (12h (−72 b+ 15 b3 − 144h) + 1152h2 − (108 b3 − 672 b)h− 36 b2 + 192)P
+ 12h (−64 + 16 b2)Q− ((−36 b2 − 576)h+ 45 b3 − 240 b)P 2
− (−192 b h− 256 + 48 b2)P Q
g(h, P,Q) =−12h (48h− 12 b2 h)− 12h (36 b h+ 15 b2 − 48)P
+ (−12h (192h+ 16 b) + 1152h2 − (108 b3 − 672 b)h− 36 b2 + 192)Q
− ((−36 b2 − 576)h+ 45 b3 − 240 b)P Q− (−192 b h− 256 + 48 b2)Q2
φ=
3(1536 b h2 + (5120− 1152 b2 + 36 b4)h− 288 b3 + 768 b+ 27 b5)w2
−16 + 3 b2
− [−3((−1920 b
2 + 12288)h2 + (6144 b+ 180 b5 − 2112 b3)h− 384 b2 + 1024 + 36 b4)
−16 + 3 b2
+
12h (−816 b2 h+ 3840h− 288 b3 + 768 b+ 27 b5)
−16 + 3 b2 ]w
− 12h ((192 b− 60 b
3)h− 256 + 96 b2 − 9 b4)
−16 + 3 b2
We also have the relationship between w, v and P,Q
w = −(48 b
2 − 256)Q+ (45 b3 − 240 b)P + 36 b2 − 96 b h− 192
3((12 b2 − 64)P + 9 b3 − 48 b− 128h)
v =
−4(9 b2 − 48P b− 64Q− 48)h
(12 b2 − 64)P + 9 b3 − 48 b− 128h
(30)
Similarly, equation (27) reads
F (h,w) = F3(h)w
3 + F2(h)w
2 + F1(h)w + F0(h) (31)
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where
F3(h) = 18(1179648 b h
4 + (−2113536 b2 + 9830400 + 13824 b4)h3
+ (−2371584 b3 + 271872 b5 + 5636096 b− 4752 b7)h2
+ (−5832 b8 + 417792 b2 + 85536 b6 + 655360− 391680 b4)h
− 147456 b3 + 41472 b5 − 5184 b7 + 196608 b+ 243 b9)/(−16 + 3 b2)2,
F2(h) = 18((−2359296 + 1327104 b2)h4 + (8552448 b− 2420736 b3 + 125568 b5)h3
+ (1130496 b2 + 4456448− 9936 b8 − 1256448 b4 + 219456 b6)h2
+ (−7560 b7 − 324 b9 + 1671168 b+ 167040 b5 − 940032 b3)h− 6912 b6
+ 262144− 196608 b2 + 55296 b4 + 324 b8)/(−16 + 3 b2)2,
F1(h) = 18((442368 b
3 − 1179648 b)h4
+ (−579072 b4 + 42048 b6 + 1474560 b2 + 1179648)h3
+ (2424832 b+ 80640 b5 − 1007616 b3 + 8928 b7 − 864 b9)h2
+ (393216− 172032 b2 − 540 b8 + 7680 b4 + 4896 b6)h)/(−16 + 3 b2)2,
F0(h) =−144h((−5760 b4 + 18432 b2)h3 + (3312 b5 − 36864 b+ 1536 b3 − 360 b7)h2
+ (−32768 + 6144 b2 − 936 b6 + 3456 b4 + 54 b8)h− 2304 b3 + 4096 b+ 432 b5
− 27 b7)/(−16 + 3 b2)2
In order to smoothly complete the proof of our main result we will give some
useful lemmas in the following two sections.
3 Properties of P (h) and Q(h)
In this section, we will use system (28) to study the properties of functions
P and Q, which are important to estimate the lower bound of the zeros of
integral I(h). In order to do that, let us define P (0) and Q(0) as its limits for
0 < h→ 0, and P (h2) and Q(h2) as its limits for h2 > h→ h2.
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Lemma 1 For P (h), Q(h) the following statements hold.
(i) P (0) = Q(0) = 0, limh→0+
Q(h)
P (h)
= 0;
(ii) 11 + 64Q(h2)− 126P (h2) = 0,
P (h2) ≈ 0.09781429947, Q(h2) ≈ 0.02069690150;
(iii) P ′(h) > 0, Q′(h) > 0 for h ∈ (0, h2);
(iv)
d
dh
(
I2(h)
I1(h)
) > 0 for h ∈ (0, h2);
(v) limh→0+
Q′(h)
P ′(h)
= 0;
(vi) limh→0+
Q′′(h)P ′(h)−Q′(h)P ′′(h)
(P ′(h))3
= 4.
PROOF. By the definitions of P and Q, straightforward computing gives (i)
and the second part of (ii). The first part of (ii) comes from f(h2, P (h2), Q(h2)) =
g(h2, P (h2), Q(h2)) = 0. (iii) and (iv) can be obtained by using the results of
Li and Zhang [19]. We will give the detailed proof of the relationships (v) and
(vi) below.
Note that system (28) has a linear matrix at the singular point (h, P,Q) =
(0, 0, 0)
33 0 0
33 −33 0
0 0 −33

which gives P ′(0) = 1/2, Q′(0) = 0. For 0 < h 1, let
h = h
P = 1
2
h+ a1
2
h2 + · · · ,
Q = a2
2
h2 + · · · .
(B)
Equations (B) together with system (28) show that P ′′(0) = 35/16, Q′′(0) = 1,
which imply that (v) and (vi) hold. This completes the proof. 
In (P,Q) plane, we consider the curve
Σ : {(P (h), Q(h) | h ∈ [0, h2], } (32)
13
which is parameterised by h. Denote by `1, `2, `3 the tangent line of Σ at
(P (0), Q(0)), the straight line passing through the two points (P (0), Q(0)), (P (h2), Q(h2))
and the tangent line at (P (h2), Q(h2)), respectively. Then we have
Lemma 2 (a) The slope of `2 must be bigger than the slope of `1 : Q(h) = 0
and smaller than that of `3, Σ must be located entirely between `1 and `2;
(b) If the convexity of Σ at the points (P (0), Q(0)) and (P (h2), Q(h2)) is
the same, then Σ entirely locate the triangle formed by the straight lines
`i, i = 1, 2, 3; otherwise, there is at least one inflection point located outside
the triangle formed by the straight lines `i, i = 1, 2, 3. See Fig. 1.
PROOF. By conclusions (v) and (vi) of Lemma 1 we know that for 0 < h
1, Σ must stay above `1. Since Q(h)/P (h) = I2(h)/I1(h) = tgα(h), where α(h)
is the polar angle of the point (P (h), Q(h)) on Σ, conclusion (iv) of Lemma
1 implies that Σ must stay below `2. From the previous analysis we obtain
conclusion (a), which together with conclusion (vi) of Lemma 1 gives (b). This
completes the proof. 
Fig. 1. Q(h) vs P (h).
4 Study in (h,w) and (h, v) Planes
In this section, we will study the properties of the functions w(h) and v(h),
which are the key points to estimate the upper bound of the number of zeros
for integral I(h).
Obviously, system (29) has four singular points for 0 ≤ h ≤ h2: A(0, 8/15),
B(h2, 1/2), O(0, 0), D(h2, 29/130) with A saddle point and B node. By Lemma
1, we have w(0) = 8/15 and w(h2) = 1/2. Hence the orbit of system (29), that
we look for, is the unstable manifold from the saddle point A to the node B
and is denoted by Cw in Fig. 2.
Using (31) we see that F (0, w) has a simple zero at w = 8/15 and a double
zero at w = 0, F (h2, w) = 0 has a double zero at w = 1/2 and a simple zero
14
Fig. 2. Unstable manifold.
at w = 29/130, and the locus of F (h,w) = 0 for 0 ≤ h ≤ 0, shown in Fig. 3,
has three branches.
Fig. 3. The curve CF in (h,w)−plane.
We will study the the number of intersection points of Cw and CF where CF
denotes the branch from A to B. Obviously, Cw and CF have the common
endpoint A.
Let w′FA, w
′′
FA, w
′
A and w
′′
A denote the first two derivatives of CF and Cw at
the point A, respectively. Then we have w′FA = −11/90 and w′′FA = −44/135.
In order to get the values of w′A and w
′′
A, we assume that for 0 < h 1,
h = h,w = wA + w
′
Ah+
1
2
w′′Ah
2 +
1
6
w′′′Ah
3 + · · · ,
and put them into G
dw
dh
− φ(h,w) = 0. Then, we obtain
w′A = −
11
90
, w′′A = −
1859
2160
(33)
Comparing the value of w′′FA with that of w
′′
A yields the following lemma.
Lemma 3 For 0 < h 1, CF defined by curve w = w(h) is located above Cw.
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Note that both Cw and CF are tangent to the straight line h = h2 at the point
B(h2, 1/2) and system (29) has a linear part with matrix−891/16 0
−99/4 −891/16

Let h = h−h2 < 0 and w = w− 1/2 > 0. Then, the linearised system has the
solution
w =
4
9
h ln |h|+ Ch (34)
where C is a constant corresponding to the special solution Cw. It follows that
h
′
w =
1
C + (4/9)(1 + ln |h|) (35)
where hw is the inverse function of (34): h = h(w) for 0 < |h|  1.
On the other hand, at the singular point B, we have
∂F
∂h
(h2, 1/2) = −8019/32 < 0
∂F
∂w
(h2, 1/2) = 0
∂2F
∂h∂w
(h2, 1/2) = 161757/32 > 0
∂2F
∂w2
(h2, 1/2) = −1675971/64 < 0
(36)
Hence F (h,w) = 0 gives
h(C1 + h.o.t) + w
2(C2 + h.o.t) = 0
∂F
∂w
(h,w) = h(C3 + h.o.t) + w(C4 + h.o.t)
(37)
where Ci stands for some constant and h.o.t means the higher order terms. If
we denote by h
′
wF the first derivative of curve CF at B, then equations (36)
and (37) show
h
′
wF = O(|h|1/2) (38)
Comparing (35) with (38), we have the following lemma,
Lemma 4 For 0 < h2 − h 1, CF is located above Cw.
16
Consider system (29). From φ(h,w) = 0 we have
w′ =
dw
dh
= −φh
φw
(39)
Note that the 0-cline of system (29), defined by φ(h,w) = 0, has two branches.
If we denote by C0 the branch connecting A and B, and denote by w
′
0A, w
′
0B
the first derivative at point A and the first derivative of point B of C0, then
from (39), we obtain
w′0A = −11/45, w′0B = −4/9 (40)
Hence, C0 is decreasing near A and B. So dw/dh < 0 for 0 < h < h2 along
C0 since φ(h, ·) is a polynomial of h of degree two, which with equations (33)
and (40) implies that the following lemma holds.
Lemma 5 For 0 < h < h2, C0 is strictly decreasing, Cw is located above C0
and also strictly decreasing. See Fig. 4.
Fig. 4. Comparison between C0 and Cw in (h,w)−plane.
Lemma 6 For 0 < h < h2, the curves Cw and CF have no common point.
PROOF. From lemmas 3 and 4, the relative position between Cw and CF
has the following three cases:
• No common point;
• At least two transverse intersection points;
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• At least one contact point.
We will show that the last two cases can not happen. Taking b = −5/2 in
equation (19), we have
v(h) =
120
11
h− 192
11
hw(h)
Hence
α + βw + v =
11β − 192h
11
(w − U(h)) (41)
where
U(h) =
120h+ 11α
192h− 11β (42)
Since 192h− 11β = 0 implies that α+ βw(h) + v(h) has only one simple zero
at h = −11α/120, we can assume that 192h − 11β 6= 0. From equation (42),
we know that
U ′(h) =
−264(5β + 8α)
(11β − 192h)2 (43)
U ′′(h) =
−101376(5β + 8α)
(11β − 192h)3 (44)
Since limh→±∞ U(h) = 5/8 > 8/15 = wA, Cw can meet only CU , which is the
branch defined by w = U(h) and located below the asymptotic line w = 5/8.
On the other hand, by equatons (23) and (42), for w = U(h), we have
w˙ − U ′(h)h˙ = n3h
3 + n2h
2 + n1h+ n0
(11β − 192h)2 (45)
where
n3 = −33
8
(589824α + 368640β + 511488)
n2 = −33
8
(58560β2 + 122880α2 + 163392β + 355200α + 170496αβ + 31680)
n1 = −33
8
(9240αβ + 5808α + 21560α2 − 968β2)
n0 = −33
8
(968αβ + 1815α2)
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Equation (45) shows that the contact points between Cw and CU can be at
most quadruple. Note the following facts
• A transverse intersection point of Cw and CF gives an inflection point for
the curve Ω. In other words, there are constants α and β, such that the
straight line α+βw+ v = 0 in (w, v)−plane has a triple contact point with
Ω. This means that the curves Cw and CU has a triple contact point;
• A contact point of Cw and CF implies that there are constants α and β,
such that the straight line α+ βw+ v = 0 in (w, v)−plane has a quadruple
contact point with Ω. This means that the curves Cw and CU has a quadruple
contact point.
If we assume that Cw and CU have a quadruple contact point M and then
CU must cut w−axis at a point A˜. By the continuity of the vector field, there
must be a point M˜ between A˜ and M such that the vector filed (29) tangent
to CU at M˜ . This contradicts the above facts. Hence, the curves Cw and CF
have no quadruple contact point.
If we assume that Cw and CU have a transverse intersection point. Then there
are at least two transverse intersection points. This gives the same contraction
as the above.
Therefore, the statement in the lemma is true. This completes the proof. 
5 Main Result of This Work
Section 1 has briefly stated our main result of this work. With the theoretical
results estalished in Sections 2 through 4, we are now be able to give our main
result more formally in the following theorem with proof.
Theorem 1 For all constants α and β the upper bound of the number of zeros
of the Abelian integral (1) is three including multiple zeros.
PROOF. For h > 0, the number of zeros of I(h) = αI0(h) + βI1(h) + I2(h)
is the number of intersection points of the straight line L : {α+ βP +Q = 0}
and the curve Σ : {(P (h), Q(h)) | h ∈ (0, h2)}.
Suppose that the curve Σ is concave at (P (0), Q(0)) and (P (h2), Q(h2)). By
lemma 2, we know that if there is a inflection point, then the number of
inflection points is even. So there exit constants α∗ and β∗ such that the line
L∗ : {α∗ + β∗P + Q = 0} cuts the curve Σ at least four points for h > 0.
On the other hand, I(h) always has a zero at h = 0, hence for these α∗ and
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β∗, I(h) has at least 5 zeros for 0 ≤ h ≤ h2. Therefore,
I ′′(h) = I ′′0 (h)(α
∗ + β∗w(h) + v(h))
has at least 3 zeros for 0 < h < h2. But I
′′
0 (h) 6= 0 for 0 < h < h2, implying
that the straight line {α∗+β∗w+v = 0} cuts Ω at least 3 points. From Lemma
6, we know that Ω has no inflection point. This is a contradiction, suggesting
that the number of zeros of I(h) is at least two.
Using the similar arguments, we can obtain result for the case that the curve
Σ is concave at (P (0), Q(0)) and convex at (P (h2), Q(h2)).
This completes the proof. 
6 Conclusion
Using Picard-Fuchs equations, for the Lie´nard systems under consideration,
we have proven that the related elliptic integrals have at most three zeros
including multiple zeros. Through the so called Poincare´-Pontrjagin-Andronov
theorem [20] and the results presented in this paper, we know that the upper
bound of the number of limit cycles bifurcated from the periodical orbits of
the unperturbed system E1 is 3.
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