Abstract-This paper proposes a delay compensation strategy for a distributed fault detection architecture, allowing to manage delays and packet losses in the communication network between the Local Fault Diagnosers. A novel consensus-based estimator with time-varying weights is introduced, permitting to improve detectability in the case of variables shared among more than one subsystem. In the consensus protocol, at each step each agent uses only the information given by the agent and the communication link which are more reliable at that time. The convergence of the proposed estimator is demonstrated and analytical conditions for detectability are derived.
with and analytical conditions for fault detectability are derived.
The paper is organized as follows. Section II formulates the considered problem. The distributed fault detection architecture is presented in Section III, followed by the Delay Compensation Strategy in Subsection III-B and by the timevarying threshold in Subsection III-C. Then, in Section IV, analytical results are presented regarding fault detectability. Finally, in Section VI some concluding remarks are drawn.
II. PROBLEM FORMULATION
Let an uncertain non-linear discrete-time system be S : x(t+1) = f (x(t),u(t))+η(x(t),u(t),t)+φ(x(t),u(t)), where x ∈ R n and u ∈ R m are state and input vectors. f : R n × R m → R n represents nominal healthy dynamics, η denotes the uncertainty and φ is an unknown general fault function. For simplicity, we omit the dependence on time:
S : x + = f (x, u)+η(x, u)+φ(x, u).
Assumption 1:
At time t =0no faults act on S ,a n dx and u remain bounded before and after the occurrence of a fault: (x, u) ∈R, with R = R x ×R u ⊂ R n × R m . An overlapping decomposition of S into N subsystems S I ,I =1 ,...,N 1 is considered, as in [14] . After the decomposition, the I-th subsystem S I dynamics are: S I : x + I = f I (x I ,u I )+g I (x I ,z I ,u I )+φ I (x I ,z I ,u I ), where x I ∈ R nI and u I ∈ R mI are the local state and input, z I ∈ R qI is the vector of interconnection variables, which are state variables of neighboring subsystems that influence S I .T h et e r mg I : R nI × R mI × R qI → R nI represents the interconnection function where the local effects of the uncertainty η have been included, and f I : R nI × R mI → R nI represents the local nominal healthy dynamics. Assumption 2: g I is an uncertain nonlinear function, whose k-th component is bounded by some known positive bounded function, i.e., g I (x I ,z I ,u I )) ≤ḡ I (x I ,z I ,u I ), for all I =1,...,N and for all (x, u) ∈R x ×R u . For the purpose of fault diagnosis, we assume each subsystem S I is monitored by one Local Fault Diagnoser (LFD) 1 The decomposition of the system affects its structural graph
..., m, j ∈ 1, ..., n, "u (i) affects x (j) " ,w h e r e the superscripts (i) and (j) denote the i-th and j-th state or control variables of S , respectively. For more details, see [14] .
u (1) u (2) x (1) x (2) x (3) 
The proposed DFD architecture. In the first layer, the physical system is decomposed into three subsystems. Thick arrows symbolize the direct measurements of local variables. LFDs appear in the second layer, where thick, dashed black arrows represent information flows: this is the communication network we consider in this paper.
denoted by L I , which takes uncertain local measurements y I of the state x I , according to y I = x I + ξ I ,whereξ I is the unknown measurement error. It follows that in place of the interconnection variables z, only the vector v I = z I + ς I is available for diagnosis, where ς I is composed by the components of ξ J affecting the relevant components of y J , with J ∈ I I , the set of the neighbors of S I [14] . Assumption 3: The measuring errors vectors ξ I and ς I are unstructured and unknown, but for each k =1 ,...,n I and h =1,...,q I , their components are bounded by some known positive scalar: ξ 
A. Communication Protocol
Each LFD L I communicates with neighbors L J , with J ∈ I I . It is assumed that the inter-LFD communication is carried over a packet-switched network, subject to packet delays and losses (Fig. 1) . In order to manage delays, we assume the data-packets to be Time Stamped (TS) [15] . In this paper we assume to have perfect clock synchronization between the diagnosers, that can be achieved in different ways (for example [16] , [17] , [18] , [19] ). Furthermore, we propose to provide each LFD with a buffer to collect the variables sent by neighbors. We denote with a prime the most recent value of a variable in the corresponding buffer.
III. FAULT DETECTION ARCHITECTURE

A. Fault Detection and Approximation Estimator
For detection purposes, each LFD is equipped with a local non-linear adaptive estimator, called Fault Detection Approximation Estimator (FDAE), based on the local nominal model. The difference between the estimatesx I and the measurements y I is the estimation error ǫ I y I −x I , which is compared, component by component, to a suitable adaptive detection thresholdǭ I ∈ R nI , producing a local fault decision. If the condition ǫ I (t), ∀k = 1, ..., n I is violated at some time instant, then we conclude that a fault has occurred. In the case of non-shared state variables, the local FDAE estimation is designed as follows:
where 0 <λ<1 andĝ I is the output of an adaptive approximator designed to learn the unknown interconnection function g I andθ I ∈Θ I denotes its adjustable parameters vector. The following learning law is adopted 2 :
where H ⊤ I = ∂ĝ I /∂θ I is the gradient matrix and
, with PΘ I being a projection operator restrictinĝ ϑ I withinΘ I [20] , · F denotes the Frobenius norm and ε I > 0, 0 <µ I < 2 are design constants guaranteeing stability of the learning law [20] . In the case of shared variables
we take advantage of the redundancy by means of a deterministic consensus protocol, which is defined on a generic communication graph G s (O s , E s ), whose nodes are the LFDs in the overlap set O s of x (s) , that is the set of the subsystems sharing s (see [14] for details). The estimator can be computed as:
C. The detection threshold
In order to define an appropriate threshold for fault detection, we analyze the dynamics of the FDAE estimation error when the system is healthy. As J∈Os W (I,J) s =1by assumption and as ∀J ∈O s it holds [21] :
it is possible to compute the k-th state estimation error:
where ∆f
We introduce a vectorial formulation of the state error equation for analysis purpose. We define the extended estimation error vector ǫ k,E , which is a column vector collecting the estimation error vectors of the N sub-systems sharing the k-th state component:
The dynamics of ǫ k,E can be described as:
where ∆f k,E is a column vector, collecting the values ∆f (kJ ) J , for each J ∈O k ; ∆g k,E (t) and ξ k,E are defined in an analogous way as ∆f k,E (t). In the following, we propose a threshold for the k-th component estimation error that guarantees no false-positive alarms:
Using the Comparison Lemma, the estimation error can be bounded by the thresholdǭ k,Ē
I n the case of∆g k,E , some considerations are necessary. The interconnection function error is equal to the following sum:
The first term considers the parameters estimation errorθ I θ * I −θ I , withθ * I defined as the optimal weight vector:
where x I ,z I ,u I take values in their respective domains. The second term is the Minimum Functional Approximation Error (MFAE) ν I , which is the least possible approximation error that can be obtained at time t ifθ I were optimally chosen:
represents the error caused by the use of the uncertain measurements. Finally, there is a term due to the use of delayed measurements:
where v I is the current measured variable and v ′ I is the possibly delayed value in the buffer. These terms can be bounded by:
with the function κ I being such that κ I (θ I ) ≥ θ I and R vI ⊂ R qI , the last term representing a local domain of the interconnection variable. It is worth noting that R vI coincides with the domain R xJ for subsystem J (Ass. 1). The extended upper bound∆g E (t) simply collects the upper bounds of the subsystems sharing the variable. The threshold in Eq. (4) guarantees that no false-positive alarms will be issued until T 0 because of the uncertainties. In rough terms, this comes at the cost of the impossibility of detecting faults "hidden by the uncertainties in the system dynamics". This is formalized in the fault detectability theorem (Section IV).
D. Novel consensus approach
Since the threshold (4) is conservative, it is important it is as small as possible. The use of old values of the interconnection variables simply implies the addition of the positive term ∆g τ I in the threshold computation, increasing its value and deteriorating detectability skills. Therefore, in the case of shared variables, we propose the consensus-weighting matrix W k to be time varying in order to minimize the adaptive threshold. In the consensus protocol, it is preferable to weight more the subsystem which has got the lowest threshold component, that is the subsystem that has lower uncertainty in its measurements and in the local model and that has the fewest delays and packet losses:
where O ′ k is the set of subsystems sharing k for which the Ith LFD has up-to-date information. This means that at each step each LFD uses only the information received from one LFD sharing the considered variable and this choice can change at each step. It is possible that neighboring LFDs sharing the same variable k use different information for their threshold, since the threshold term λǭ
depends on the reliability of the communication links, in conjunction with the confidence that each LFD has in its own measurements and estimates. In this way, moreover, we can manage time delays and packet losses: in fact, if the FDAE does not receive some consensus terms from some neighboring LFDs, it simply considers and weights only the up-to-date values. It is worth noting that this approach can be used in any case, with or without delays, and in Section IV we demonstrate that it improves detectability. In order to guarantee the convergence of the estimator, we demonstrate in the following proposition that the system described by Equation (3) is stable.
Proposition 3.1: Equation (3), with the consensus matrix defined in Equation (6) , represents the dynamics of a exponentially stable discrete-time system.
Proof: Since W k is a stochastic matrix, its norm is always equal to 1. Therefor, since 0 <λ<1, λW k (t) ≤ γ<1, with 0 <γ<1.
For t →∞ , the series converges to zero. Moreover, in [22] it is proved that, given a system x(t +1 ) = A(t)x(t), with A(t) ∈ conv(A 1 ,...,A N ), it is exponentially stable iff ∃ a sufficiently large integer k such that 
is a stochastic matrix once again. So, being 0 <λ<1,t h e n λ t (W k (t) · W k (t − 1) ... · W k (0)) < 1 and the hypothesis is satisfied. While previous results exist in the literature where the convergence of consensus algorithms with unreliable communication is proved by imposing conditions on the graph structure (see among many others the notable [23] ), here thanks to the proposed choice of time varying weights such assumptions are not needed.
E. The algorithm
We describe the proposed fault detection scheme, able to cope with delays and packet dropouts in the communication network between the local fault diagnosers. The implementation is explained in Algorithm 1.
IV. DETECTABILITY CONDITIONS
We consider the behavior of the fault detection scheme in the case of a faulty system. We assume that at an unknown time t = T 0 af a u l tφ occurs. Let's consider the general case of a shared variable, where φ k,E = φ (k)( 1,...,1) ⊤ denotes the extended fault function vector collecting the fault functions of the subsystems sharing the k-th variable. After the occurrence of the fault, for t>T 0 , the state estimation error dynamics are (4)) end while
In the following, we derive a sufficient condition for fault detectability. The proof is omitted due to page constraints. 
for at least one component k ∈ n I , then the fault will be detected at time t 1 ,t h a ti s ǫ (k)
. This theorem provides a sufficient condition for the implicit characterization of a class of faults that can be detected by the proposed fault detection scheme. In Eq. 7 it is easy to see that the lower the threshold is, the sooner the fault will be detected. Therefore the use of the proposed timevarying consensus weighting matrix, able to minimize threshold components in the case of shared variables, improves detectability. This is true also in the case without delays.
V. S IMULATION RESULTS
In this Section, we illustrate the effectiveness of the proposed DFD architecture by means of some simulation experiments. As in [14] , we consider an eleven-tank system. The monolithic system (see the first level of It is modeled as a circular hole of unknown radius 0 ≤
in the 4-th tank bottom, so that the outflow is q
We consider three different simulation scenarios: in the first, the system is not affected by delays; in the second a constant communication delay equal to twice the sampling time, is introduced in the link between LFD1 and LFD2; in the third, the delay is a Heavyside step function centered in t =5 s. Three different approaches are tested: in the first the original architecture [14] with a Metropolis matrix as a consensus weighting matrix is used. In the second case, a modified weighting matrix is adopted, weighting more the subsystem that has lower total uncertainty boundχ I , while in the third case, the novel time-varying consensus approach is introduced and the delay compensation strategy is applied. The second case is used to show that the lower performances of the original FD architecture do not depend only on a not optimal choice of the weighting matrix. The simulation results are summarized in Tab. I -III, where we can see that in all cases the fault is detected by both the LFDs. The introduction of communication delays increases the detection time T d in all cases. On the other hand, the use of the proposed consensus approach improves the detectability performance, reducing the detection time in all the scenarios, also when no delays are occurring. This demonstrates the effectiveness of the proposed methodology. Figures 2 and 3 show residuals and thresholds signals for some of the considered simulation scenarios. The novel approach with time-varying consensus matrices presents lower thresholds (Fig.2b and 3b) , considering the same simulation scenario. The introduction of delays increases the level of the thresholds (Fig.2c and 3c) . However, the time-varying consensus matrix allows to limit the increase: in fact, in the case of shared variables, the threshold is lower than the scenario without delays using the original approach (see Fig.2a and 3a) . This results in a reduction of the detection time using the novel approach.
VI. CONCLUDING REMARKS In this paper, a delay compensation strategy for a distributed fault detection architecture, allowing to manage delays and packet losses in the communication network between the local Fault Diagnosers, is proposed. The detection scheme deals with a class of large-scale non-linear discretetime uncertain systems, decomposed into several subsystems, where each subsystem is monitored by a local agent. A novel consensus-based estimator with time-varying weights is developed to improve the detectability performance in the case of variables shared among more than one subsystem and to manage delays and packet losses. The convergence of the estimators has been proved, while analytical and simulation results show the effectiveness of the proposed approach. As a future work, we are going to analyze the case of no perfect clock synchronization between local diagnosers and the case of multi-rate systems. We will also investigate the effectiveness of the proposed architecture on a real use-case.
