Abstract. We consider the nonlinear filtering problem of multiscale non-Gaussian signal processes and observation processes with jumps. Firstly, we prove that the dimension for the signal system could be reduced. Secondly, convergence of the corresponding nonlinear filtering to the homogenized filtering is shown by weak convergence approach.
Introduction
For a fixed time T > 0, given a completed filtered probability space (Ω, F , {F t } t∈[0,T ] , P). Consider the following slow-fast system on R n × R m : for 0 t T , 
where V, W are l-dimensional and m-dimensional standard Brownian motion, respectively, and p 1 , p 2 are two stationary Poisson point processes of the class (quasi left-continuous) defined on (Ω, F , {F t } t∈[0,T ] , P) with values in U and the characteristic measure ν 1 , ν 2 , respectively. Here ν 1 , ν 2 are two σ-finite measures defined on a measurable space (U, U ). Fix U 1 , U 2 ∈ U with ν 1 (U \ U 1 ) < ∞ and ν 2 (U \ U 2 ) < ∞. Let N p 1 ((0, t], du) be the counting measure of p 1 (t), a Poisson random measure and then EN p 1 ((0, t], A) = tν 1 (A) for A ∈ U . DenoteÑ p 1 ((0, t], du) := N p 1 ((0, t], du) − tν 1 (du), the compensated measure of p 1 (t). By the same way, we could define N p 2 ((0, t], du),Ñ p 2 ((0, t], du). And N 
n × U 1 → R n and f 2 : R n × R m × U 2 → R m are all Borel measurable. The slow-fast dynamical system (1) is usually called multiscale processes, where the rates of change of different variables differ by orders of magnitude. And multiple time scales models are widely applied in the science and engineering fields. For example, fast atmospheric and slow oceanic dynamics describe the climate evolution and state dynamic in electric power systems consists of fast-and slowly-varying elements.
Next where B is a d-dimensional standard Brownian motion and N λ ((0, t], du) is a Poisson random measure with a predictable compensator λ(t, X ε t , u)tν 3 (du). Here the function λ(t, x, u) ∈ (0, 1) and ν 3 is another σ-finite measure defined on U with ν 3 (U \ U 3 ) < ∞ and U 3 u 2 U ν 3 (du) < ∞ for a fixed U 3 ∈ U , where · U denotes the norm on (U, U ). Set N λ ((0, t], du) := N λ ((0, t], du) − λ(t, X ε t , u)tν 3 (du), and thenÑ λ ((0, t], du) is the compensated martingale measure of N λ ((0 
, this problem has been studied alternatively. Let us recall some works. In [8] , Park-Sowers-Namachchivaya considered the filtering problem with a two-dimensional plant and a one-dimensional observation process. There they used the time change and decomposition methods. And for the high dimension case, Park-Namachchivaya-Yeong [7] presented a numerical algorithm method. Later, Imkeller-Namachchivaya-Perkowski-Yeong [2] showed that for the high dimension slowfast dynamical system (1), the filter E[F (X ε t )|F Y ε t ] converges to the homogenized filter (See Section 4) by double backward stochastic differential equations and asymptotic techniques. When f 1 = 0, f 2 = 0, f 3 = g 3 = 0, Kushner [4] studied this problem by a weak convergence method.
In the paper, we observe this problem with f 1 = 0, f 2 = 0, f 3 = 0, g 3 = 0, i.e. multiscale non-Gaussian signal processes and observation processes with jumps. Firstly, the dimension for the slow-fast system is proved to be reduced. Secondly, convergence of the corresponding nonlinear filtering to the homogenized filtering is shown.
It is worthwhile to mention our methods. By a martingale problem method we reduce the dimension of the slow-fast system. For the filtering problem for the slow component X ε t with respect to {Y ε s , 0 s t}, since the time change is only useful for a onedimensional process, and the theory for double backward stochastic differential equations with jumps is short, these techniques are not applied to the present case. Here we compute the difference between E[F (X ε t )|F Y ε t ] and the homogenized filter and then convert it to the difference between two unnormalized filterings. With the help of the weak convergence method in [4] , we know that the difference between two unnormalized filterings converges to zero. Thus, we prove that E[F (X ε t )|F Y ε t ] converges weakly to the homogenized filter. The paper is arranged as follows. In the next section, we introduce some notation, terminology and concepts used in the sequel. The dimension reducing for the slow-fast system is placed in Section 3. In Section 4, nonlinear filtering problems are introduced. And convergence of the corresponding nonlinear filtering to the homogenized filtering is proved in Section 5.
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
Preliminary
In the section, we introduce some notation, terminology and concepts used in the sequel. Firstly, introduce the following notation and terminology:
(i) For a separable metric space E, let B(E) denote the Borel σ-algebra on E and B(E) denote the set of all real-valued uniformly bounded Borel-measurable mappings on E. Also let C(E) be the set of all real-valued continuous functions on E, putC(E) := B(E)∩C(E), and let C c (E) be the set of all members ofC(E) which have compact support. When E is locally compact, letĈ(E) be the collection of all members ofC(E) which vanish at infinity.
(ii) For a positive integer r, let C r (R q ) denote the collection of all members of C(R q ) with continuous derivatives of each order, up to and including r. Let C ∞ c (R q ) denote the collection of all members of C(R q ) with continuous derivatives of all orders and compact support. For E a metric space and r some positive integer, write C r,0 (R q × E) for the collection of all mappings f ∈ C(R q × E) whose partial derivatives of every order up to and including r, with respect to its first q real-valued arguments, exist and are members of C(R q × E), and put C r,0
When E is a complete separable metric space, let P(E) denote the collection of all probability measures on the measurable space (E, B(E)) with the usual topology of weak (or narrow) convergence; and if X : (Ω, F , P) → E is F /B(E)-measurable, then let L(X) be the distribution of X on (E, B(E)). Also, for a B(E)-measurable mapping f : E → R which is integrable with respect to µ ∈ P(E), we put µf := E f dµ.
Secondly, we introduce some concepts. Suppose that E is a separable metric space.
Definition 2.1. Let A ⊂ B(E) × B(E) be a relation with domain D(A), and let µ ∈ P(E). Then a progressively measurable solution of the martingale problem for A (for (A, µ)) is some pair {(Ω,F , {F t },P), (X t )}, in which (Ω,F , {F t },P) is a complete filtered probability space and {X t } is an E-valuedF t -progressively measurable process such that f (X t )− t 0 Af (X s )ds is an {F t }-martingale for each f ∈ D(A) (and L(X 0 ) = µ). The martingale problem for (A, µ) has the property of existence when there exists some progressively measurable solution of the martingale problem for (A, µ), and has the property of uniqueness when, given any two progressively measurable solutions {(Ω,F , {F t },P), (X t )} and {(Ω,F , {F t },P), (X t )} of the martingale problem for (A, µ), the E-valued processes X andX necessarily have identical finite-dimensional distributions. The martingale problem for (A, µ) is called well-posed when it has the properties of both existence and uniqueness. Finally, the martingale problem for A is well-posed when the martingale problem for (A, µ) is well-posed for each µ ∈ P(E).
Convergence of some processes
In the section, we study convergence for the system (1) when ε → 0. We make the following assumptions, in order to guarantee existence and uniqueness of the solution for the system (1). Assumption 1.
where | · | and · denote the length of a vector and the Hilbert-Schmidt norm of a matrix, respectively.
(
Under Assumption 1., by Theorem 1.2 in [10] , the system (1) has a unique strong solution denoted by (X ε t , Z ε t ). Moreover, the infinitesimal generator of the system (1) is given by
Here and hereafter, we use the convention that repeated indices imply summation. Next take any x ∈ R n and fix it. And consider the following SDE in R m :
Under the assumption (H
), the above equation has a unique solution Z x t . In addition, it is a Markov process and its transition probability is denoted by p(x; z 0 , t, A) for
, and then {T t , t 0} is its transition semigroup and εL Z ε is its infinitesimal generator. For Z x t , we assume: Assumption 2. There exists a unique invariant probability measurep(x; dz) for Z
. About conditions for existence of a unique invariant probability measure for Z x t , please refer to [9] . Define an operatorL as follows:
It is clear thatL is a diffusion operator. So, we could construct a SDE generated byL on the probability space (Ω, F , {F t } t∈[0,T ] , P) as follows:
whereV is a l-dimensional standard Brownian motion, andN(dt, du) is a Poisson random measure with the characteristic measure ν 1 andÑ(dt, du) =N (dt, du) − ν 1 (du)dt. For the operatorL, we make the following requirement. Assumption 3. The martingale problem for (L, δ x 0 ) is well-posed.
Proof.
Step 1. We prove that {X
is a square integrable martingale and
Let τ be any (F t ) t 0 −stopping time no more than T . And then by the Hölder inequality and the Itô isometry, it holds that for any δ > 0,
where the last inequality is based on the condition (H
, and the constant C is independent of ε. So,
By the similar deduction to above, one could furthermore get
Thus, it follows from Theorem 2.
. And then the Prohorov theorem admits us to obtain that {X
Step 2. We prove that the weak limit of {X
, where g is a smooth and bounded function, we have that
and then
Moreover, multiplying a bounded F s -measurable functional χ s of the process {X 0 t , t ∈ [0, T ]} and taking expectation on the two hand sides of the above equality, we know
Next we compute lim
Furthermore, it holds that
where the last equality is based on Assumption 2. On the other hand, taking H(x, z) = εΨ g (x, z) again in (3), we get that
So, by multiplying χ s and taking expectation on the two hand sides of the above equality, it holds that
where the last equality is based on (5). As ε → 0, it is easy to see that
The above limit, together with (4), yields that
which means that the weak limit of {X ε t , t ∈ [0, T ]} is a solution of the martingale problem for (L, δ x 0 ). By Assumption 3., the weak limit of {X
Nonlinear filtering problems
In the section, we study nonlinear filtering problems for X ε and X 0 . For Y ε , we assume:
Assumption 4. h is bounded and
Assumption 5.
There exists a positive function L(u) satisfying
, where l is a constant.
Under Assumption 5., it holds that
Thus, by the same deduction to that in [11] , we know that (Λ 
and define
where E P ε denotes the expectation under the measure P ε and F Y ε t stands for the σ-algebra generated by {Y .
Seth (x) :=
and thenh is an averaged version of h. So, we make use ofh to definē
, where X 0 t is the limit process in Section 3. Put
, and then we study the relation between π 0 t and π ε t as ε → 0 in the next section. At the first look, it is more reasonable to define the limit observable process 
Convergence of nonlinear filterings
In the section, we prove that π Proof. By the Hölder inequality, it holds that
Let us firstly estimate
t ] and x → x −2 is convex. Thus, we know by the Jensen inequality that
So, we estimate E P ε (Λ t ) −2 . Applying the Itô formula to (Λ t ) −1 , one could obtain that
Furthermore, it follows from the Hölder inequality and the Itô isometry that
where the last step is based on Assumption 4-5.. The Gronwall inequality admits us to have
Applying the Itô formula to Λ ε t , we obtain that
Thus, by the similar deduction to
The proof is completed.
Proof. First of all, we explain ρ
. And then by the Hölder inequality, it holds that Eρ
On one hand, the Jensen inequality admits us to obtain that
By the proof of Lemma 5.1, one could get
On the other hand, it follows from the proof of Lemma 5.1 that
Other measure properties of ρ ε t are easy to justify by means of properties of conditional expectations.
Next, we deduce the equation for ρ
, applying the Itô formula to ψ(X ε t ), we have that
Note that Λ ε t satisfies Eq.(6). So, it follows from the Itô formula that
Taking the conditional expectation with respect to F Y ε t under P ε on two hand sides of the above equality, one could obtain that
For the detailed deduction of the above equation, please refer to the proof of Theorem 3.3 in [11] . Let τ be any (F t ) t 0 −stopping time no more than T . For any δ > 0, we compute E|ρ ε τ +δ (ψ) − ρ ε τ (ψ)|. It follows from the Hölder inequality that
Since E P ε (Λ ε T ) 2 < C, which has been proved in Lemma 5.1, we only consider
The Hölder inequality and the Itô isometry admit us to get
Firstly, deal with I 1 . By the Jensen inequality and (H
, it holds that
where C is independent of ε, δ. By the same deduction to I 1 , we get that I 2 + I 3 Cδ. Thus,
Based on the similar calculation to above, it holds that
For I 1 , one know that
Let us deal with I 11 . Since
where l is a positive integer such that s − ε k l > 0. And then we compute
On one side, it is easy to see that
Based on tightness of {(X 
Thus, the dominated convergence theorem admits us to obtain lim k→∞ I 11 = 0.
By the same deduction to that for I 11 , it holds that I 12 goes to zero a.s. as k → ∞. Thus, I 1 converges to zero as k → ∞, which together with weak convergence of I 2 to zero as k → ∞ yields that ρ
Moreover, by the dominated convergence theorem, it holds that
So, the Hölder inequality admits us to obtain that
From this, it follows that 
In the following, we treat the second integral in Eq. (7). By the similar deduction to above one could have that ρ That is, as k → ∞, ρ ε k t (ψ) converges weakly to ρ 0 t (ψ). The proof is completed.
