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Abstract
In caching system, we prefer to design a coded caching scheme with the rate R and the packet number F as small as possible
since the efficiency of transmission in the peak traffic times increases with the decreasing of R and the realizing complexity
increases with the increasing of F . In this paper, we first introduce a framework for constructing coded caching schemes, which
can represent almost all of the previously known schemes. Based on this framework, we obtain a new scheme, which generalizes
the schemes constructed by Shangguan et al. (IEEE Trans. Inf. Theory, 64, 5755-5766, 2018) and Yan et al. ( IEEE Commun. Lett.,
22, 236-239, 2018) and has better performance compared with these two schemes since it has advantages on the user number, the
coded gains and the flexible memory size. Then the relationships between a coded caching scheme and orthogonal array, covering
array are derived respectively. Consequently a tight lower bound on the packet number F is derived since the packet number of
the schemes constructed by Yan et al. (IEEE Trans. Inf. Theory 63, 5821-5833, 2017) gets this lower bound. Finally based on
orthogonal array, we construct a new scheme which has the same user number, memory size and transmission rate as the scheme
constructed by Shangguan et al. (IEEE Trans. Inf. Theory, 64, 5755-5766, 2018) but has smaller packet number. Based on MDS
codes, more classes of schemes are obtained using our framework, in which the distribution of the coded gain is equivalent to
solving a linear system of equations.
Index Terms
Coded caching scheme, placement delivery array, orthogonal array, MDS code.
I. INTRODUCTION
THE wireless network has been imposed a tremendous pressure on the data transmission during the peak traffic times dueto the explosive increasing mobile services, especially the video streaming. Caching system has been recognized as an
efficient solution to reduce such pressure. In a caching system, some contents are proactively placed into the user’s memory
during the off peak traffic times. Then the traffic amount could be reduced when the cached content is required by users during
the peak traffic times. So traditionally almost all of studies on caching system focused on exploiting the history or statistics
of the user demands for an appropriate caching strategy.
However, the server usually has no information on the contents requested later during the off peak traffic times. To handle this
issue, a coded caching scheme was proposed by Maddah-Ali and Niesen [16] for a centralized caching system. It is interesting
that even for the contents not cached, coded caching can create broadcast coding opportunities among users. In a centralized
caching system, which is shown in Fig. 1, a single server containing N files with the same length coordinates K users over
an error-free shared link and each user has a cache memory of size M files, M ∈ [0, N ]. There are two independent phases
Fig. 1: (K;M ;N) centralized
caching system
in a centralized caching system: a placement phase during the off-peak times and a delivery phase during the peak times. In
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2the placement phase, the user caches are populated. This phase does not depend on the user demands which are assumed to
be arbitrary. In the delivery phase, each user requests a file from the server. Then the server sends coded transmissions of a
length of at most R files to the users so that various user demands are satisfied with help of the local caches. The quantity R
is referred to as the rate. In order to implement a coded caching scheme, each file is divided into a certain number of packets.
A coded caching scheme is called F -division scheme if each file is split into F packets. If the packets of all files are cached
directly in the placement phase, we call it uncoded placement. Otherwise we call it coded placement. In order to achieve
low complexity, almost all of the known results are proposed under the assumption of identical uncoded caching policy, i.e.,
each user caches packets with the same indices from all files, where packets belonging to every file is ordered according to a
chosen numbering (note that we assume every file has the same size). Up to now coded caching system under the assumption
of identical uncoded caching policy has been widely studied in heterogeneous wireless networks such as [8]–[10], [14], [16],
[17] and so on.
A. Prior work
In this paper, we are interested in the centralized coded caching schemes with uncoded placement. So far, based on this
model there are many studies, for instances, [1], [5], [7], [12], [16], [18], [24]–[28] etc. The results of all these studies focus
on the following two main parameters which are preferable as small as possible in practice.
The first parameter is the transmission rate R under the assumption that each file in the library is large enough. The first
deterministic scheme for an F -division (K,M,N) coded caching system with F =
(
K
KM/N
)
, when KMN is an integer, was
proposed by Maddah-Ali and Niesen in [16]. Such a scheme is referred to as the MN scheme in this paper. We list this result
in the first row of Table I. In [7], an improved lower bound of the transmission rate is derived by a combinatorial problem of
optimally labeling the leaves of a directed tree. By interference elimination, a new scheme with smaller rate is constructed for
the case K ≥ N . There are many discussions on the transmission rate by adding another condition. For example, [25] showed
that the MN scheme has minimum rate by the graph theory, when K < N ; [28] obtained the transmission rate for the various
demand patterns by modifying the MN scheme in the delivery phase; [11] discussed the average transmission amount for
conditions, such as the non-uniform file popularity, the various demand patterns and so on, using an optimization framework
under a specific caching rule. It is interesting that when K < N and all of the files have the same popularity, they showed
that the minimum rate is exactly the rate of the MN scheme.
The second parameter is the value of packet number F . It is well known that there is a tradeoff between R and F . So far,
all the known results for the packet number are proposed under the assumption of identical uncoded caching policy. In [20],
when K is large, the first tradeoff between F and R was derived by probabilistic arguments. For any positive integer K, it
is hard to derive the tradeoff between F and R. So most of the previously known constructions focus on reducing the packet
number. In [5] authors showed that, given the minimum rate which is the rate of the MN scheme, the minimum packet number
is F =
(
K
KM/N
)
, i.e., the packet number of the MN scheme. It is easy to see that F in the MN scheme increases very quickly
with the number of users K. The first scheme with fewer packets compared with the MN scheme was proposed by Shanmugam
et al. in [20] by grouping method. Yan et al. in [26] generated two infinite classes of schemes by means of a combinatorial
structure which is called placement delivery array (PDA). Inspired by the concept of PDA, some other deterministic coded
caching schemes with lower subpacketization level were proposed while the rate R increases. For example, [13], [19], [21],
[23], [27] obtained some classes of schemes by means of the special (6, 3)-free hypergraphs, resolvable combinatorial design
and linear block codes, the (r, t) Ruzsa-Szeme´redi graphs, the strong edge coloring of bipartite graphs and the projective
space over Fp respectively. Recently the authors in [3] generalized the all the constructions [23] and proposed two classes of
schemes with flexible memory size based on the constructions in [19], [26], [4]. By means of the MN scheme, the authors in
[5] obtained two variant MN schemes where F is minimal for the fixed R and memory size M . We list some above mentioned
deterministic schemes in Table I, which was summarized by Krishnan in [13]. However, we didn’t include the schemes from
[21] in the table, since we focus on explicit constructions of schemes, while their constructions are based on some probabilistic
arguments. In this table, these schemes have advantages on the rates or the packet numbers.
B. Contributions and arrangement of this paper
In this paper, our studies are carried out under the assumption of identical uncoded caching policy when K ≤ N . Firstly, we
introduce a uniform framework for constructing coded caching schemes. Based on our framework, the problem of constructing
coded caching schemes is equivalent to finding an appropriate matrix, the rows of which are used to label the packets of each
file, and a set of system which is used to represent users. We show that almost all of the previously known schemes can be
represented by our framework and we can easily generalize some known schemes. For example, when we take all the binary
row vectors with length m and weight s as the indices of packets and take all the t-sized subsets of {0, 1, . . . ,m−1} together
with all the binary vectors with length t and weight ω to represent users, then a new coded caching scheme, which is listed
3TABLE I: Summary of some known results
Schemes and parameters User number K Caching ratio M
N
Rate R Packet number F
MN scheme in [16], any k, t ∈ Z+ with t < k k tk k−t1+t
(
k
t
)
Scheme in [26], any m and q ∈ Z+
(m+ 1)q
1
q
q − 1 qm
Scheme in [19], any m, t, q ∈ Z+ with t < m (m
t
)
qt
1− ( q−1
q
)t (q − 1)t qm
Scheme in [5], any k, t ∈ Z+ with t < k ( kt+1) 1− t+1(kt) k(kt) (kt)(
k
t
)
t
k
( kt+1)
k
k
Scheme in [27], any m, a, b, λ ∈ Z+
with a, b < m and λ < min{a, b}
(
m
a
)
1− (
a
λ)(
m−a
b−λ )
(mb )
( ma+b−2λ)(
a+b−2λ
a−λ )
(mb )
(
m
b
)
in the second row of Table II, is obtained. It is easy to check that our scheme generalizes the scheme with λ = 0 in the last
row of Table I. In Subsection III-A, we show that the case of λ > 0 in [27] can also be generalized. Furthermore, in Remark
2 we also show that our scheme has better advantages on user number K and coded gains.
In fact, given the memory size, the problem of constructing a scheme with the packet number and rate as small as possible
for the fixed user number, is equivalent to constructing a scheme with the user number and the coded gain as large as possible
for the fixed packet number. So secondly based on our framework, the matrix A, the row vectors of which could be used to
represent the indices of packets for a (K,M,N) coded caching scheme, is studied when we can get the largest number of
users, i.e., K =
(
m
t
)
qt and the largest coded gain, i.e., g =
(
m
t
)
, for any positive integers m, q, t with t ≤ m. Consequently
the following interesting results are obtained:
• If K =
(
m
t
)
qt, then A must be an orthogonal array with degree m, q levels and strength t. This implies that when
K =
(
m
t
)
qt, we only need to consider the structure of orthogonal arrays.
• If g =
(
m
t
)
, then A must be a covering array with degree m, q levels and strength m− t.
Orthogonal array and covering array are classic combinatorial structures in Combinatorial Design Theory and have been widely
studied [6]. Based on the above results, when K =
(
m
t
)
qt, MN = 1− ( q−1q )t and g =
(
m
t
)
for any positive integers m, q and
t with t < m, a lower bound of the packet number, i.e., F ≥ qm−t, is derived. According to this lower bound, we have that
the scheme from [26], which is listed in the third row of Table I, has the minimal packet number. Based on orthogonal array,
for the same user number, memory size and transmission rate, we further reduce the packet number of the scheme from [19],
which is listed in the fourth row of Table I, by constructing a new scheme which is listed in the third row of Table II. From
Tables I and II, we can see that the packet number of our new scheme listed in the third row of Table II is just 1/q of that of
the scheme listed in the fourth of Table I.
Finally we consider the case of A generated by a MDS code. We find that the computation of the coded gains is equivalent
to finding out the number of feasible solutions of a system of linear equations. As an application, when t = 2, we obtain
another new scheme which is listed in the fourth row of Table II. We should point out that in this scheme, the transmission
rate is strictly less than mm−2 (q − 1)2 and the method of computing coded gains is also fit for other values of t.
TABLE II: Some main schemes in this paper
Schemes and parameters User number K Caching ratio M
N
Rate R Packet number F
Theorem 2, any m, s, ω, t ∈ Z+
with ω ≤ t ≤ s, s+ t− 2ω ≤ m
(
t
ω
)(
m
t
)
1− (
m−t
s−w)
(ms )
(
m
s+t−2ω
)
/
(
m
s
) (
m
s
)
Theorem 3, any m, s, t, q ∈ Z+,
0 < t < m
(
m
t
)
q
1− ( q−1
q
)t (q − 1)t qm−1
Theorem 4, any m ∈ Z+, some prime power q m(m−1)q22 2q−1q2 ≤ mm−2 (q − 1)2 qm−2
The rest of this paper is organized as follows. Section II introduces coded caching schemes, placement delivery arrays,
orthogonal arrays and MDS codes respectively. In Section III, a framework of constructing coded caching schemes which
consists of caching strategy and delivery strategy is proposed in Section V. Finally conclusion is drawn in Section VI.
II. PRELIMINARIES
In this paper, we will use the following notations unless otherwise stated.
• We use bold capital letter, bold lower case letter and curlicue letter to denote array, vector and set respectively.
4• For any positive integers m and t with t < m, let [0,m) = {0, 1, . . . ,m− 1} and ([0,m)t ) = {T | T ⊆ [0,m), |T | = t},
i.e.,
(
[0,m)
t
)
is the collection of all t-sized subsets of [0,m).
• Given a F × m matrix A and a subset T ⊆ [0,m), A|T is a submatrix obtained by deleting the column number
j ∈ [0,m) \ T . The collection of all the row vectors of A is denoted by A. We do not distinguish the matrix A and its
related set A.
A. Coded Caching Scheme
Denote the N files by W = {W0,W1, · · · ,WN−1} and the K users by K = {0, 1, · · · ,K − 1}. An F -division (K,M,N)
coded caching scheme operates in two separated phases which can be sketched as follows:
1) Placement Phase: Each file is sub-divided into F equal packets1, i.e., Wi = {Wi,j : j = 0, 1, · · · , F − 1}, 0 ≤ i < N .
Each user is accessible to the files set W . Denote Zk the packets subset of W cached by user k. The size of Zk is less
than or equal to the capacity of each user’s cache memory size M .
2) Delivery Phase: Each user requests one file fromW randomly. Denote the requested file number by d = (d0, d1, · · · , dK−1),
i.e., user k requests file Wdk , where k ∈ K, dk ∈ {0, 1, · · · , N −1}. Once the server receives the request d, it broadcasts
XOR of packets with size of at most Rd files to users so that each user is able to recover his requested file.
A formal F -division (K,M,N) code caching proposed by [16] can be defined as follows:
Let W be N independent random variable each uniformly distributed over [0, 2F ) for some positive integer F . Each Wn
represents a file of size F bits. An F -division (K,M,N) coded caching scheme consists of K caching functions, NK encoding
functions and KNK decoding functions. The K caching functions
φk : [0, 2
F )N → [0, 2bFMc)
map the files W0, W1, . . ., WN into the caching content
Zk , φk(W0,W1, . . . ,WN−1)
for each user k ∈ [0,K) during the placement phase. Then Nk encoding functions
ψd : [0, 2
F )N → [0, 2dFRde)
map the files W0, W1, . . ., WN−1 to the input
Xd , ψd(W0,W1, . . . ,WN−1)
of the shared link responding to the requests d = (d0, d1, . . . , dK−1) ∈ [0, N)K during the delivery phase. Finally the KNK
decoding functions
µd,k : [0, 2
dRFe)× [0, 2bFMc)→ [0, 2F )
map the signal received over the shared link Xd and the cache content Zk to decode the requested file Wdk for each user
k ∈ [0,K).
In this paper, we focus on the worst-case requirement setting, i.e., all the users require different files. So the rate of a coded
caching scheme is defined as the maximal transmission amount among all the requests during the delivery phase, i.e.
R = max
d∈[0,N)K
{Rd}.
Clearly we prefer to design a scheme with minimal rate.
B. Placement delivery array
Yan et al. in [26] proposed an interesting and simple combinatorial structure, called placement delivery array, which can
characterize the placement phase and delivery phase simultaneously.
Definition 1: ( [26]) For positive integers K,F,Z and S, an F ×K array P = (pj,k), 0 ≤ j < F , 0 ≤ k < K, composed
of a specific symbol “∗” and S integers 0, 1, · · · , S−1, is called a (K,F,Z, S) placement delivery array (PDA) if it satisfies
the following conditions:
C1. The symbol “ ∗ ” appears Z times in each column;
C2. Each integer occurs at least once in the array;
1Memory sharing technique may lead to non equally divided packets [16], in this paper, we will not discuss this case.
5C3. For any two distinct entries pj1,k1 and pj2,k2 , pj1,k1 = pj2,k2 = s is an integer only if
1) j1 6= j2, k1 6= k2, i.e., they lie in distinct rows and distinct columns; and
2) pj1,k2 = pj2,k1 = ∗, i.e., the corresponding 2 × 2 subarray formed by rows j1, j2 and columns k1, k2 must be of
the following form (
s ∗
∗ s
)
or
( ∗ s
s ∗
)
.
And for any positive integer g, a (K,F,Z, S) PDA is said to be g-regular, denoted by g-(K,F,Z, S) PDA, if each integer
of [0, S) appears exactly g times.
Theorem 1: ( [26]) Using Algorithm 1, an F -division caching scheme for a (K,M,N) caching system can be realized
by a (K,F,Z, S) PDA with MN =
Z
F . Each user can decode his requested file correctly for any request d at the rate R =
S
F .
Algorithm 1 caching scheme based on PDA in [26]
1: procedure PLACEMENT(P, W)
2: Split each file Wi ∈ W into F packets, i.e., Wi = {Wi,j | j ∈ [0, F )}.
3: for k ∈ K do
4: Zk ← {Wi,j | pj,k = ∗,∀ i ∈ [0, N)}
5: end for
6: end procedure
7: procedure DELIVERY(P,W,d)
8: for s = 0, 1, · · · , S − 1 do
9: Server sends
⊕
pj,k=s,j∈[0,F ),k∈[0,K)Wdk,j .
10: end for
11: end procedure
Example 1: It is easy to verify that the following array is a (6, 4, 2, 4) PDA:
P =

∗ ∗ ∗ 0 1 2
∗ 0 1 ∗ ∗ 3
0 ∗ 2 ∗ 3 ∗
1 2 ∗ 3 ∗ ∗
 .
Using Algorithm 1, one can obtain a 4-division (6, 3, 6) coded caching scheme in the following way.
• Placement Phase: From Line 2 we have Wi = {Wi,0,Wi,1,Wi,2,Wi,3} , i ∈ [1, 6]. Then by Lines 3-5, the contents in
each user are
Z0 = {Wi,0,Wi,1 | i ∈ [0, 5]} ,Z1 = {Wi,0,Wi,2 | i ∈ [0, 5]} ,
Z2 = {Wi,0,Wi,3 | i ∈ [0, 5]} ,Z3 = {Wi,1,Wi,2 | i ∈ [0, 5]} ,
Z4 = {Wi,1,Wi,3 | i ∈ [0, 5]} ,Z5 = {Wi,2,Wi,3 | i ∈ [0, 5]} .
• Delivery Phase: Assume that the request vector is d = (1, 2, 3, 4, 5, 6). Table III shows the transmitting process by Lines
8-10.
TABLE III: Delivery steps in Example 1
Time Slot Transmitted Signnal
0 W0,2 ⊕W1,1 ⊕W3,0
1 W0,3 ⊕W2,1 ⊕W4,0
2 W1,3 ⊕W2,2 ⊕W5,0
3 W3,3 ⊕W4,2 ⊕W5,1
From Theorem 1, an F -division (K,M,N) coded caching scheme can be obtained by constructing an appropriate PDA.
Furthermore from Algorithm 1 and Example 1, when an F -division (K,M,N) coded caching scheme is realized by a
(K,F,Z, S) PDA, for any integer s ∈ [0, S) and a positive integer g, the coded gain is g in the time slot s if and only
integer s occurs exactly g times in this PDA. In this paper, we only consider the caching schemes with K ≤ N . In fact, under
the assumptions in MN scheme, i.e., each user caches packets using the identical uncoded caching policy in the placement
phase and can decode what they want from the coded signal once received in the delivery phase, a coded caching scheme
always can be represented by an appropriate PDA [26].
6C. Orthogonal arrays and covering arrays
Definition 2: Let A be an F ×m matrix over [0, q) for any positive integers m, q ≥ 2, s and F with s ≤ m.
• A is an orthogonal array with strength s, denoted by OAλ(F,m, q, s), if every 1× s row vector appears in A|S exactly
λ = F/qt times for each s-subset S ⊆ [0, q).
• A is an covering array with strength s, denoted by CA(F,m, q, s), if every 1× s row vector appears in A|S at least once
for each s-subset S ⊆ [0, q).
It is well known that for any OAλ(F,m, q, s), F = λqs. So OAλ(F,m, q, s) is always written as OAλ(m, q, s) for short.
The parameter λ is the index of the orthogonal array. If λ is omitted, it is understood to be 1.
Example 2: The following arrays A1, A2 and A3 are OA(3, 2, 2), OA(3, 3, 2) and OA(4, 3, 2) respectively.
A1 =

0 0 0
1 0 1
0 1 1
1 1 0
 A2 =

0 0 0
0 1 2
0 2 1
1 1 1
1 2 0
1 0 2
2 2 2
2 0 1
2 1 0

A3 =

0 0 0 0
0 1 1 2
0 2 2 1
1 0 1 1
1 1 2 0
1 2 0 2
2 0 2 2
2 1 0 1
2 2 1 0

(1)
D. Maximum distance separable codes
For any prime power q, let Fmq denote the vector space of all m-tuples over the finite field Fq . A vector set C is called
[m, s]q linear code over Fq if C is a s-dimensional subspace of Fmq . Each vector in C is called codeword. Clearly the linear
code C has qs codewords. The two most common ways to present a linear code are with either a generator matrix or a parity
check matrix. A generator matrix for C is any s × m matrix G whose rows form a basis for C. Generally there are many
generator matrices for C. In order to reduce the complexity of introduction in Section V, we always assume that the generator
matrix G for C is of the canonical form:
G = (Is | gs, · · · ,gm−1) = (Is | H) (2)
where Is denotes the s× s identity matrix, each column of the s× (m− s) matrix H is a parity-check column. Then code
C = {(a0, a1, . . . , as−1)G | a0, a1, . . . , as−1 ∈ Fq} . (3)
Because a linear code is a subspace of a vector space, it is the kernel of some linear transformation. In particular, there is an
(m− s)×m matrix D, called a parity check matrix for the C, defined by
C = {x ∈ Fmq | Dx> = 0}
If G = (Is | H) is a generator matrix for the [m, s]q code C, then D = (−H> | Im−s) is a parity check matrix for C.
Let x and y be vectors of length m. The (Hamming) distance from x to y, denoted by d(x,y), is defined to be the number
of places at which x and y differ. The (Hamming) weight of x, denoted by wt(x), is defined to be the number of nonzero
coordinates in x, i.e., wt(x) = d(x,0) where 0 is the zero vector with length m. The distance of a linear code is the smallest
distance between distinct codewords. We call C an [m, s, d]q ([m, s, d] for the binary case) linear code when the minimum
Hamming distance d is available. An [m, s, d]q code is called a maximum distance separable (MDS) code, denoted by [m, s]q
MDS code, if and only if d = m − s + 1. A key property of an MDS code is that each codeword in C is determined by its
any s coordinates [15]. Based on this property, given an [m, s]q MDS code C, an OA(m, q, s) can be obtained by taking the
codewords in C as its rows [22]. Furthermore it is well known that if C, any d − 1 columns of its parity check matrix are
linear independent.
III. FRAMEWORK OF CONSTRUCTING CODED CACHING SCHEME
In this section, we propose a framework of constructing coded caching schemes by introducing a new representation of the
packet indices and users, which unifies almost all of the representations in previously known heterogeneous coded caching
schemes.
7A. Unified representations
For some positive integers q ≥ 2, m and t with t ≤ m, in paper we will represent the packet indices and users as follows.
• Let A = (ai,j)0≤i<F, 0≤j<m be an F ×m matrix over [0, q), where all the row vectors are different2. Each file is split
into F equal sized packets, each of which is labeled by a row vector of A. That is, Wn = (Wn,a0 ,Wn,a1 , . . . ,Wn,aF−1)
for any n ∈ [0, N), where ai = (ai,0, ai,1, . . . , ai,m−1) is the i-th row vector of A. The collection of all the row vectors
of A is denoted by A. Clearly |A| = F ≤ qm.
• When K ≤ (mt )qt, each user can be represented by a unique set system (T ,b), where T ∈ ([0,m)t ) and b ∈ [0, q)t. The
collection of all the t-sized subsets which are used to represent users is denoted by T. That is,
T =
{
T
∣∣∣ (T ,b) is used to represent a user, T ∈ ([0,m)
t
)
,b ∈ [0, q)t
}
. (4)
Clearly T ⊆ ([0,m)t ). For any T ∈ T, denote the collection of all the t-tuple vectors which are used to represent users byBT . That is,
BT = {b | (T ,b) is used to represent a user,b ∈ [0, q)t}. (5)
Based on the above representation, the following caching strategy can be obtained.
Caching Strategy: For any T ∈ T and any b ∈ BT , the user represented by (T ,b) caches
ZT ,b = {Wn,a | d(a|T ,b) < t,a ∈ A, n ∈ [0, N)} . (6)
When K ≤ (mt )qt, we can choose an appropriate matrix A, a set T ⊆ ([0,m)t ) and a set BT ⊆ [0, q)t for each T ∈ T, so that
the size of contents in each user’s cache is exactly MF packets.
Example 3: When m = 4, q = 2, assume that
A =

1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1
 . (7)
Let us see the following two examples for t = 1 and 2 respectively.
• If t = 1, let T =
(
[0,m)
1
)
and BT = {(1)} for each T ∈ T. We have the following caching strategy for a (4, 2, 4) caching
system. Each file is split into 6 packets, i.e.,
Wn = (Wn,(1100),Wn,(1010),Wn,(1001),Wn,(0110),Wn,(0101),Wn,(0011)), n ∈ [0, 4).
And users 0, 1, 2, 3 are represented by ({0}, (1)), ({1}, (1)), ({2}, (1)), ({3}, (1)) respectively. By (6), we have
Z{0},(1) = {Wn,(1100),Wn,(1010),Wn,(1001) | n ∈ [0, 4)}
Z{1},(1) = {Wn,(1100),Wn,(0110),Wn,(0101) | n ∈ [0, 4)}
Z{2},(1) = {Wn,(1010),Wn,(0110),Wn,(0011) | n ∈ [0, 4)}
Z{3},(1) = {Wn,(1001),Wn,(0101),Wn,(0011) | n ∈ [0, 4)}
In fact the above caching strategy is exactly the caching strategy of the MN scheme for a (4, 2, 4) caching system.
• If t = 2, let T =
(
[0,m)
t
)
and BT = {(10), (01)} for each T ∈ T. We have the following caching strategy for a (12, 4, 12)
caching system. Each file is split into 6 packets, i.e.,
Wn = (Wn,(1100),Wn,(1010),Wn,(1001),Wn,(0110),Wn,(0101),Wn,(0011)), n ∈ [0, 12).
And users 0, 1, . . ., 11 are represented by
({0, 1}, (10)), ({0, 1}, (01)), ({0, 2}, (10)), ({0, 2}, (01)), ({1, 2}, (10)), ({1, 2}, (01)),
({0, 3}, (10)), ({0, 3}, (01)), ({1, 3}, (10)), ({1, 3}, (01)), ({2, 3}, (10)), ({2, 3}, (01))
2In fact, we can also consider the case where there are the same row vectors. For simplicity, we only consider the case where all the row vectors are
different in this paper.
8respectively. By (6), we have
Z{0,1},(10) =
{
Wn,(1100),Wn,(1010),Wn,(1001),Wn,(0011) | n ∈ [0, 12))
}
Z{0,1},(01) =
{
Wn,(1100),Wn,(0110),Wn,(0101),Wn,(0011) | n ∈ [0, 12)
}
Z{0,2},(10) =
{
Wn,(1100),Wn,(1010),Wn,(1001),Wn,(0101) | n ∈ [0, 12)
}
Z{0,2},(01) =
{
Wn,(1010),Wn,(0110),Wn,(0101),Wn,(0011) | n ∈ [0, 12)
}
Z{1,2},(10) =
{
Wn,(1100),Wn,(1001),Wn,(0110),Wn,(0101) | n ∈ [0, 12)
}
Z{1,2},(01) =
{
Wn,(1010),Wn,(1001),Wn,(0110),Wn,(0011) | n ∈ [0, 12)
}
Z{0,3},(10) =
{
Wn,(1100),Wn,(1010),Wn,(1001),Wn,(0110) | n ∈ [0, 12)
}
Z{0,3},(01) =
{
Wn,(1001),Wn,(0110),Wn,(0101),Wn,(0011) | n ∈ [0, 12)
}
Z{1,3},(10) =
{
Wn,(1100),Wn,(1010),Wn,(0110),Wn,(0101) | n ∈ [0, 12)
}
Z{1,3},(01) =
{
Wn,(1010),Wn,(1001),Wn,(0101),Wn,(0011) | n ∈ [0, 12)
}
Z{2,3},(10) =
{
Wn,(1100),Wn,(1010),Wn,(0110),Wn,(0011) | n ∈ [0, 12)
}
Z{2,3},(01) =
{
Wn,(1100),Wn,(1001),Wn,(0101),Wn,(0011) | n ∈ [0, 12)
}
.
Example 4: When q = 2, m = 3 and t = 2, let T =
(
[0,3)
2
)
and BT = {(00), (10), (01), (11)} for each T ∈ T. We have
the following caching strategy for a (12, 3, 12) caching system by using A1 in Example 2. Each file is split into 4 packets,
i.e.,
Wn = (Wn,(000),Wn,(101),Wn,(011),Wn,(110)), n ∈ [0, 12).
And users 0, 1, . . ., 11 are represented by
({0, 1}, (0, 0)), ({0, 1}, (1, 0)), ({0, 1}, (0, 1)), ({0, 1}, (1, 1)), ({0, 2}, (0, 0)), ({0, 2}, (1, 0)),
({0, 2}, (0, 1)), ({0, 2}, (1, 1)), ({1, 2}, (0, 0)), ({1, 2}, (1, 0)), ({1, 2}, (0, 1)), ({1, 2}, (1, 1)) (8)
respectively. By (6), we have
Z{0,1},(0,0) = {Wn,(000),Wn,(101),Wn,(011) | n ∈ [0, 12)}
Z{0,1},(1,0) = {Wn,(000),Wn,(101),Wn,(110) | n ∈ [0, 12)}
Z{0,1},(0,1) = {Wn,(000),Wn,(011),Wn,(110) | n ∈ [0, 12)}
Z{0,1},(1,1) = {Wn,(101),Wn,(011),Wn,(110) | n ∈ [0, 12)}
Z{0,2},(0,0) = {Wn,(000),Wn,(011),Wn,(110) | n ∈ [0, 12)}
Z{0,2},(1,0) = {Wn,(000),Wn,(101),Wn,(110) | n ∈ [0, 12)}
Z{0,2},(0,1) = {Wn,(000),Wn,(101),Wn,(011) | n ∈ [0, 12)}
Z{0,2},(1,1) = {Wn,(101),Wn,(011),Wn,(110) | n ∈ [0, 12)}
Z{1,2},(0,0) = {Wn,(000),Wn,(101),Wn,(110) | n ∈ [0, 12)}
Z{1,2},(1,0) = {Wn,(000),Wn,(011),Wn,(110) | n ∈ [0, 12)}
Z{1,2},(0,1) = {Wn,(000),Wn,(101),Wn,(011) | n ∈ [0, 12)}
Z{1,2},(1,1) = {Wn,(101),Wn,(011),Wn,(110) | n ∈ [0, 12)}
(9)
Remark 1: Most of the previously known caching strategies, for instance, in [2], [13], [16], [19], [23], [26], [27] and so
on, can be represented by our caching strategy in (6).
• When q = 2, K = m, t = 1, let T =
(
[0,m)
1
)
and BT = {(1)} for all T ∈ T. If A consists of all the binary row vectors
with weight KMN , then our caching strategy in (6) is exactly that of the MN scheme in [16];
• When K =
(
m
t
)
qt for some positive integers m, t and q ≥ 2, let T = ([0,m)t ) and BT = [0, q)t for all T ∈ T. IfA = [0, q)m, then our caching in (6) is exactly that of the scheme in [19];
• When K = qm and t = 1, let T =
(
[0,m)
1
)
and BT = {(h) | h ∈ [0, q)} for all T ∈ T. If A consists of all the row
vectors in [0, q)m satisfying that the final entry is the sum of the previous m− 1 entries under the operation mod q, then
our caching strategy in (6) is exactly that of the scheme in [23], [26];
• For any positive integers s, t, m and integer λ with s+ t−λ < m, when K = (mt ), let T = ([0,m)t ) and BT = {1} for allT ∈ T where 1 is a t-dimensional row vector with each entry 1. If A consists of all the binary row vectors with weight
s, then our caching strategy in (6) is exactly that of the scheme in [19] and the scheme with parameter λ = 0 in [27]. If
parameter λ > 0 in [27], the cache can be easily obtained by just modifying to the distance d(a|T ,b) = t− λ in (6);
• Due to length limitations, we omit the introductions of the caching strategies in [2], [13], which can also be represented
by our strategy.
9B. Delivery strategy
We will introduce our idea by means of the concept of a placement delivery array. According to the caching strategy in (6),
we can construct an F ×K array as follows.
Construction 1: For any positive integers m, t, F and q ≥ 2 with t < m, given an F ×m matrix A and a set T ⊂ ([0,m)t ),
for each T ∈ T, given a set BT ⊂ [0, q)t, let K =
∑
T ∈T |BT |, an F ×K array P =
(
pa,(T ,b)
)
a∈A,T ∈T,b∈BT can be obtained
as follows according to the caching strategy in (6):
• If d(a|T , b) < t, pa,(T ,b) = ∗;
• If d(a|T , b) = t, assume that a = (a0, a1, . . . , am−1), b = (b0, b1, . . . , bt−1) and T = {δ0, δ1, . . . , δt−1} with 0 ≤ δ0 <
δ1 < . . . < δt−1 < m, then pa,(T ,b) = (e0, e1, . . . , em−1) where
ej =
{
bh if j = δh, h ∈ [0, t)
aj otherwise
(10)
Based on the caching strategy in (6), the symbol star in the row a and column (T ,b) implies that the user labeled by (T ,b)
caches all the packets in {Wn,a|n ∈ [0, N)}. So the number of stars in each column of P is the number of packets from each
file cached by the user represented by the column index.
Example 5: Now we use the parameters in Example 4. From Construction 1, the following 4× 12 array can be obtained.
a\(T ,b) T = {0, 1} T = {0, 2} T = {1, 2}
00 10 01 11 00 10 01 11 00 10 01 11
000 ∗ ∗ ∗ 110 ∗ ∗ ∗ 101 ∗ ∗ ∗ 011
101 ∗ ∗ 011 ∗ 000 ∗ ∗ ∗ ∗ 110 ∗ ∗
011 ∗ 101 ∗ ∗ ∗ 110 ∗ ∗ 000 ∗ ∗ ∗
110 000 ∗ ∗ ∗ ∗ ∗ 011 ∗ ∗ ∗ 101 ∗
(11)
From Example 5, we can see that no vector occurs more than once in one row. And if a vector e occurs in two distinct
columns, say pa1,(T1,b1) = pa2,(T2,b2) = e, then T1 6= T2 always holds. Furthermore, we have pa1,(T2,b2) = pa2,(T1,b1) = ∗.
For example, vector (0, 0, 0) occurs in columns ({0, 1}, (0, 0)) and ({0, 2}, (0, 0)). It is easy to check that the subarray formed
by rows (1, 1, 0), (1, 0, 1) and columns ({0, 1}, (0, 0)), ({0, 2}, (0, 0)) is as follows
a\(T ,b) {0, 1} {0, 2}
00 00
101 ∗ 000
110 000 ∗
In fact this is not accidental. In general, we have the following proposition.
Proposition 1: Let P be the array generated by Construction 1, if there are two distinct entries being the same vector e,
say pa,(T ,b) = pa′,(T ′,b′) = e, then one of the following two statements must hold
1) (T ,b) = (T ′,b′), i.e., vector e occurs in the same column but different rows.
2) T 6= T ′ and the subarray formed by rows a, a′ and columns (T ,b), (T ′,b′) must be of the following form(
e ∗
∗ e
)
or
( ∗ e
e ∗
)
,
which satisfies the condition C3-2) in Definition 1.
Proof. Suppose that a vector e = (e0, e1, . . . , em−1) ∈ [0, q)m occurs in two distinct entries, say (a, (T ,b)) and (a′, (T ′,b′))
where
a = (a0, a1, . . . , am−1), a′ = (a′0, a
′
1, . . . , a
′
m−1),
T = {δ0, δ1, . . . , δt−1}, T ′ = {δ′0, δ′1, . . . , δ′t−1},
b = (b0, b1, . . . , bt−1), b′ = (b′0, b
′
1, . . . , b
′
t−1).
When T = T ′ and b 6= b′, without loss of generality, assume that b0 6= b′0. By (10) we have eδ0 = b0 = b′0. This contradicts
our hypothesis. This implies that if T = T ′, then b = b′ must hold, i.e., (T ,b) = (T ′,b′). When T 6= T ′, there must exist
two distinct integers, say i, i′ ∈ [0,m), satisfying
i ∈ T , i 6∈ T ′ and i′ ∈ T ′, i′ 6∈ T .
Without loss of generality, assume that i = δ0 ∈ T and i′ = δ′0 ∈ T ′. From Construction 1, we have
ei = b0 = a
′
i, and ei′ = b
′
0 = ai′ .
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So pa,(T ′,b′) = pa′,(T ,b) = ∗ holds. Then the proof is completed.
From Proposition 1, we know that the array P generated by Construction 1 satisfies all the conditions of Definition 1 except
C1 and C2-1), since the number of stars in each column may be different and there may exist a vector occurring more than
once in a column. If a vector occurs more than once in a column, we can add one coordinate at the end of the vector to show
the appearance order, so then each vector occurs at most once in each column, i.e., C2-1) holds.
Delivery Strategy: Given the array P = (pa,(T ,b)) generated from Construction 1, a new array P′ = (p′a,(T ,b)) can be
obtained by the following way:
p′a,(T ,b) =
{ ∗ if pa,(T ,b) = ∗
(e0, e1, . . . , em−1, h) (e0, e1, . . . , em−1) occurs in column(T ,b) for the h-th time from up to down
(12)
Clearly P′ is a PDA if the number of stars in each column of P is FMN . Assume that user k represented by (T ,b) requires
one file dk, k ∈ [0,K). Using Algorithm 1, the delivery phase can be completed.
Example 6: • When m = 3, q = 3 and t = 2, we choose A = A2 in (1), T =
(
[0,m)
t
)
and BT = [0, q)t for each
T ∈ T. The following array P can be obtained by Construction 1.
a\(T ,b) T = {0, 1} T = {0, 2} T = {1, 2}
00 10 20 01 11 21 02 12 22 00 10 20 01 11 21 02 12 22 00 10 20 01 11 21 02 12 22
000 ∗ ∗ ∗ ∗ 110210 ∗ 120220 ∗ ∗ ∗ ∗ 101201 ∗ 102202 ∗ ∗ ∗ ∗ 011021 ∗ 012022
012 ∗ 102202 ∗ ∗ ∗ ∗ 122222 ∗ 110210 ∗ 111211 ∗ ∗ ∗ 000 ∗ 020001 ∗ 021 ∗ ∗ ∗
021 ∗ 101201 ∗ 111211 ∗ ∗ ∗ ∗ 120220 ∗ ∗ ∗ ∗ 122222000010 ∗ ∗ ∗ ∗ 002012 ∗
111 001 ∗ 201 ∗ ∗ ∗ 021 ∗ 221010 ∗ 210 ∗ ∗ ∗ 012 ∗ 212100 ∗ 120 ∗ ∗ ∗ 102 ∗ 122
120 000 ∗ 200010 ∗ 210 ∗ ∗ ∗ ∗ ∗ ∗ 021 ∗ 221022 ∗ 222 ∗ ∗ ∗ 101111 ∗ 102112 ∗
102 ∗ ∗ ∗ 012 ∗ 212022 ∗ 222000 ∗ 200001 ∗ 201 ∗ ∗ ∗ ∗ 110120 ∗ 111121 ∗ ∗ ∗
222 002102 ∗ 012112 ∗ ∗ ∗ ∗ 020120 ∗ 021121 ∗ ∗ ∗ ∗ 200210 ∗ 201211 ∗ ∗ ∗ ∗
201 ∗ ∗ ∗ 011111 ∗ 021121 ∗ 000100 ∗ ∗ ∗ ∗ 002102 ∗ ∗ 210220 ∗ ∗ ∗ ∗ 212222
210 000100 ∗ ∗ ∗ ∗ 020120 ∗ ∗ ∗ ∗ 011111 ∗ 012112 ∗ ∗ ∗ ∗ 201 ∗ 221202 ∗ 222
Based on the array P, by (12) the following array P′ can be obtained.
a\(T ,b) T = {0, 1} T = {0, 2} T = {1, 2}
00 10 20 01 11 21 02 12 22 00 10 20 01 11 21 02 12 22 00 10 20 01 11 21 02 12 22
000 ∗ ∗ ∗ ∗ 11012101 ∗ 12012201 ∗ ∗ ∗ ∗ 10112011 ∗ 10212021 ∗ ∗ ∗ ∗ 01110211 ∗ 01210221
012 ∗ 10212021 ∗ ∗ ∗ ∗ 12212221 ∗ 11012101 ∗ 11112111 ∗ ∗ ∗ 0001 ∗ 02010011 ∗ 0212 ∗ ∗ ∗
021 ∗ 10112011 ∗ 11112111 ∗ ∗ ∗ ∗ 12012201 ∗ ∗ ∗ ∗ 1221222100020101 ∗ ∗ ∗ ∗ 00210122 ∗
111 0011 ∗ 2012 ∗ ∗ ∗ 0211 ∗ 22110101 ∗ 2102 ∗ ∗ ∗ 0121 ∗ 21211001 ∗ 1201 ∗ ∗ ∗ 1021 ∗ 1221
120 0001 ∗ 20010101 ∗ 2102 ∗ ∗ ∗ ∗ ∗ ∗ 0211 ∗ 22110221 ∗ 2222 ∗ ∗ ∗ 10111111 ∗ 10221121 ∗
102 ∗ ∗ ∗ 0121 ∗ 21210221 ∗ 22220001 ∗ 20010011 ∗ 2012 ∗ ∗ ∗ ∗ 11011202 ∗ 11121211 ∗ ∗ ∗
222 00211022 ∗ 01221121 ∗ ∗ ∗ ∗ 02011202 ∗ 02121211 ∗ ∗ ∗ ∗ 20012101 ∗ 2011 211 ∗ ∗ ∗ ∗
201 ∗ ∗ ∗ 01111112 ∗ 02121211 ∗ 00021001 ∗ ∗ ∗ ∗ 00211022 ∗ ∗ 2102 220 ∗ ∗ ∗ ∗ 21212221
210 00021001 ∗ ∗ ∗ ∗ 02011202 ∗ ∗ ∗ ∗ 01111112 ∗ 01221121 ∗ ∗ ∗ ∗ 2012 ∗ 22112021 ∗ 2222
For instance, the vector (0, 0, 1) occurs in at row (1, 1, 1) and column ({0, 1}, (0, 0)) of P occurs in this column for the
first time, so it’s written as (0, 0, 1, 1) in P′. The vector (0, 0, 0) at row (2, 1, 0) and column ({0, 1}, (0, 0)) of P occurs
in this column for the second time, so it’s written as (0, 0, 0, 2) in P′. It is not difficult to check that P′ is a (27, 9, 5, 36)
PDA.
• When m = 3, q = 2 and t = 1, we choose A = A1 in (1), T = {{0}, {1}, {2}}, B{0} = B{1} = B{2} = {(0), (1)}.
From Construction 1, the following array can be obtained.
a\(T ,b) T = {0} T = {1} T = {2}
0 1 0 1 0 1
000 ∗ 100 ∗ 010 ∗ 001
101 001 ∗ ∗ 111 100 ∗
011 ∗ 111 001 ∗ 010 ∗
110 010 ∗ 100 ∗ ∗ 111
(13)
It is not difficult to check that the above array is a (6, 4, 2, 4) PDA, which is exactly the construction of the PDA from
[26].
• When m = 4, q = 2 and t = 1, we choose A in (7), T = {{0}, {1}, {2}, {3}} and B{0} = B{1} = B{2} = B{3} = {(1)}.
From Construction 1, the following array can be obtained.
a\(T ,b) T = {0} T = {1} T = {2} T = {3}
1 1 1 1
1100 ∗ ∗ 1110 1101
1010 ∗ 1110 ∗ 1011
0110 1110 ∗ ∗ 0111
1001 ∗ 1101 1011 ∗
0101 1101 ∗ 0111 ∗
0011 1011 0111 ∗ ∗
11
It is not difficult to check that the above array is a (4, 6, 3, 4) PDA, which is exactly the PDA of the MN scheme with
K = 4 and MN =
1
2 in [16].
Based on our framework which consists of Caching Strategy and Delivery Strategy, the problem of constructing coded
caching scheme is equivalent to finding an appropriate matrix A and a set system which is used to represent users. As an
example, the following scheme, which generalize the schemes from [16], [19], [27], can be obtained.
Theorem 2: For any positive integers m, s, ω and t with ω ≤ t ≤ s and s+t−2ω ≤ m, there exists a (s+t−2ωt−ω )(m−s−t+2ωω )-
(
(
t
ω
)(
m
t
)
,
(
m
s
)
,
(
m
s
)− (m−ts−ω), ( ms+t−2ω)) PDA which can realize a (K,M,N) coded caching scheme with MN = 1− (m−ts−w)/(ms )
and the transmission rate R =
(
m
s+t−2ω
)
/
(
m
s
)
.
Proof. For any positive integers m, s, ω and t with ω ≤ t ≤ s and s+ t− 2ω ≤ m, let A be a collection of all the m-vectors
with weight s, i.e.,
A = {a | wt(a) = s,a ∈ [0, 2)m}. (14)
Let T =
(
[0,m)
t
)
and
BT = {b | wt(b) = t− ω,b ∈ [0, 2)t} (15)
for each T ∈ T. From Construction 1, we can obtain a (ms )×(( tω)(mt )) array P. Furthermore, for each column it is not difficult
to count that the number of vector entries is
(
m−t
s−ω
)
. So there are
(
m
s
)−(m−ts−ω) stars in each column. Then MN = 1−(m−ts−ω)/(ms ).
From Proposition 1, we only need to consider the occurrence number of the vector entry in each column. In fact each vector
entry occurs at most once in each column. For any subset T ∈ T and vector e = (e0, e1, . . . , em−1), assume that e occurs in
column (T , e|T ) at least twice, say (a, (T , e|T )) and (a′, (T , e|T )) where a = (a0, a1, . . ., am−1), a′ = (a′0, a′1, . . ., a′m−1)
∈ A. Then we have
aj = a
′
j = ej j 6∈ T
aj′ = a
′
j′ 6= ej′ j′ ∈ T .
This implies that a = a′.
From Construction 1 and by (14), (15), all the vectors occurring in P has weight s+ t−2ω. Now let us count the occurrence
number of such vectors. Without loss of generality, we only need to consider the vector e with e0 = e1 = . . . = es+t−2ω−1 = 1
and es+t−2ω = . . . = em−1 = 0. For any T1 ⊂
(
[0,s+t−2ω)
t−ω
)
and T2 ⊂
(
[s+t−2ω,m)
ω
)
, let T = T1∪T2 and a = (a0, a1, . . . , am−1)
with
aj =
{
ej j /∈ T ,
ej + 1 j ∈ T ,
then we have d(a|T , e|T ) = t and wt(a) = s − ω + ω = s, which implies a ∈ A. So the vector e occurs at row a and
column (T , e|T ). Then the occurrence number of e is
(
s+t−2ω
t−ω
)(
m−s−t+2ω
ω
)
. This implies that each vector in P occurs exactly(
s+t−2ω
t−ω
)(
m−s−t+2ω
ω
)
times. Since the number of all the different vectors occurring in P is
(
m
s+t−2ω
)
, the transmission rate is
R =
(
m
s+t−2ω
)
/
(
m
s
)
. Then the proof is completed.
Example 7: When m = 4, s = t = 2 and ω = 1, from Theorem 2 we have
(
s+t−2ω
t−ω
)(
m−s−t+2ω
ω
)
= 4, K =
(
t
ω
)(
m
t
)
= 12,
F =
(
m
s
)
=
(
4
2
)
= 6, Z =
(
m
s
) − (m−ts−ω) = 4 and S = ( ms+t−2ω) = 6. Using A in (14), T = ([0,m)t ) and BT in (15) for eachT ∈ T, the following array generated by Construction 1 is a 4-(12, 6, 4, 6) PDA.
a\(T ,b) T = {0, 1} T = {0, 2} T = {1, 2} T = {0, 3} T = {1, 3} T = {2, 3}
10 01 10 01 10 01 10 01 10 01 10 01
1100 ∗ ∗ ∗ 0110 ∗ 1010 ∗ 0101 ∗ 1001 ∗ ∗
1010 ∗ 0110 ∗ ∗ 1100 ∗ ∗ 0011 ∗ ∗ ∗ 1001
1001 ∗ 0101 ∗ 0011 ∗ ∗ ∗ ∗ 1100 ∗ 1010 ∗
0110 1010 ∗ 1100 ∗ ∗ ∗ ∗ ∗ ∗ 0011 ∗ 0101
0101 1001 ∗ ∗ ∗ ∗ 0011 1100 ∗ ∗ ∗ 0110 ∗
0011 ∗ ∗ 1001 ∗ 0101 ∗ 1010 ∗ 0110 ∗ ∗ ∗
Remark 2: • When ω = 0, from Theorem 2, we have a (
(
m
t
)
,
(
m
s
)
,
(
m
s
) − (m−ts ), ( ms+t)) PDA which is exactly the
PDA constructed in [19] and [27].
• The scheme from Theorem 2 has more flexible memory size than the scheme in [19] and [27], since MN = 1−
(
m−t
s−ω
)
/
(
m
s
)
can achieve more values than MN = 1 −
(
m−t
s
)
/
(
m
s
)
for ω = 0. Furthermore, when ω 6= 0, the scheme from Theorem 2
may have better performance than that of the scheme when ω = 0. For example, in Table IV, compared with Scheme2
with ω = 0, Scheme1 with ω = 2 has more users, less memory size and packet number but has larger coded gain;
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Compared with Scheme3 with ω = 0, Scheme4 with ω = 1 has more users, the same memory size and packet number
but has larger coded gain.
TABLE IV: Comparisons of the schemes with ω = 0 and ω > 0
Schemes K M
N
F R coded gain ω
Scheme1 360 0.9 210 0.57143 63 2
Scheme2 120 0.91667 252 0.17857 56 0
Scheme3 120 0.83333 210 0.57143 35 0
Scheme4 360 0.83333 210 1.2 50 1
From proposition 1 and Delivery Strategy, we know that the coded gain obtained by using the array generated by Construction
1 and Algorithm 1 is at most the number of subsets used to present users, i.e., |T|. So in order to make the coded gain largest,
for each vector e in the array and each T ∈ T, we should make sure that e occurs in some column (T , b), where b ∈ [0, q)t.
Clearly when T =
(
[0,m)
t
)
, then the largest coded gain is
(
m
t
)
.
IV. LARGEST USER NUMBER AND LARGEST CODED GAIN
For fixed user number K, caching ratio MN and transmission rate R, we prefer to design a coded caching scheme with the
packet number F as small as possible in practice. In other words, for fixed packet number F , caching ratio MN and transmission
rate R, we prefer to design a scheme with the user number K as large as possible. Clearly by our representation of users,
the largest user number is K =
(
m
t
)
qt. So in this section, we will focus on the case of K =
(
m
t
)
qt. First let us consider the
requirements of the matrix A for fixed memory size M .
Proposition 2: For any positive integers F , q, m and t with t ≤ m, let T = ([0,m)t ) and BT = [0, q)t for each T ∈ T,
if an F ×m matrix A is used to label the packets of each file and the caching strategy in (6) is used for a ((mt )qt,M,N)
caching system, then A is an OAλ(m, q, t) where λ =
F (1−MN )
(q−1)t , i.e., every 1× t row vector appears in A|T exactly λ times
for each t-subset T ⊆ [0,m).
Proof. For each T ∈ ([0,m)t ) and for each b ∈ [0, q)t, denote the occurrence number of b in A|T by hT ,b. When t = 1, we
consider the users represented by (T , (0)), (T , (1)), . . . , (T , (q− 1)). For each row vector a of A, from (6) we have Table V,
where integers 0, 1 indicate that the packets indexed by a are cached and not cached by the user represented by the head of
the row respectively.
TABLE V: The caching situation when t = 1
Users a|T
(0) (1) · · · (q − 1)
(T , (0)) 0 1 · · · 1
(T , (1)) 1 0 · · · 1
...
...
...
. . .
...
(T , (q − 1)) 1 1 · · · 0
Based on Table V, define a q × q binary matrix as follows.
Φ1 =

0 1 · · · 1
1 0 · · · 1
...
...
. . .
...
1 1 · · · 0
 (16)
When t > 1, a qt × qt binary matrix Φt is recursively defined as follows.
Φt =

0 Φt−1 · · · Φt−1
Φt−1 0 · · · Φt−1
...
...
. . .
...
Φt−1 Φt−1 · · · 0
 (17)
Similar to Table V, we can obtain Table VI, which represents the caching situation of the users represented by (T , (0, 0, . . . , 0)),
(T , (0, 0, . . . , 1)), . . . , (T , (q − 1, q − 1, . . . , q − 1)). We should point out that all the systems and vectors are arranged in the
lexicographic order. Let
hT ,t = (hT ,(0,0,...,0), hT ,(0,0,...,1), . . . , hT ,(q−1,q−1,...,q−1))>.
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TABLE VI: The caching situation for any t > 1
Users a|T
(0, b1, . . . , bt−1),
bh ∈ [0, q), h ∈ [1, t)
(1, b1, . . . , bt−1),
bh ∈ [0, q), h ∈ [1, t) · · ·
(q − 1, b1, . . . , bt−1),
bh ∈ [0, q), h ∈ [1, t)
(T , (0, b1, . . . , bt−1)),
bh ∈ [0, q), h ∈ [1, t) 0 Φt−1 · · · Φt−1
(T , (1, b1, . . . , bt−1)),
bh ∈ [0, q), h ∈ [1, t) Φt−1 0 · · · Φt−1
...
...
...
. . .
...
(T , (q − 1, b1, . . . , bt−1)),
bh ∈ [0, q), h ∈ [1, t) Φt−1 Φt−1 · · · 0
For each file, since the number of packets not cached by each user is F (1− MN ), from Table VI we have
ΦthT ,t = F
(
1− M
N
)
· 1qt×1, (18)
where 1qt×1 is a qt × 1 vector with each entry 1. It is not difficult to check that Φ1 in (16) is invertible, then Φt in (17) for
any t > 1 is invertible too. Furthermore, the number of 1 in each row of Φt is (q − 1)t, so the unique solution of (18) is
hT ,(0,0,...,0) = hT ,(0,0,...,1) = . . . = hT ,(q−1,q−1,...,q−1) =
F (1− MN )
(q − 1)t .
Then the proof is completed.
Remark 3: From Proposition 2 and the property of OA, we have F = λqt, i.e., F = F (1−
M
N )
(q−1)t q
t. Then MN = 1− ( q−1q )t.
From Proposition 1, the occurrence number (i.e. the coded gain) of a vector in P′ is at most
(
m
t
)
, i.e., the largest coded
gain is
(
m
t
)
. In practice we prefer the coded gain as large as possible. When K =
(
m
t
)
qt, from Remark 3, we only need to
choose an appropriate orthogonal array A.
Proposition 3: For any positive integers m, t and q with t < m, when K =
(
m
t
)
qt, if every vector entry in the array
P generated by Construction 1 occurs in exactly
(
m
t
)
columns, then A is a CA(F,m, q,m− t), i.e., every 1 × (m − t) row
vector appears at least once in A|S for each (m− t)-subset S ⊆ [0,m).
Proof. When t ≥ m − t, the proposition always holds from Proposition 2. When t < m − t, without loss of generality, let
T = {0, 1, . . . ,m− t− 1}, we only need to check whether (0, 0, . . . , 0) is a row vector of AT .
From Proposition 2, there is a row vector a0 = (a0,0, a0,1, . . . , a0,m−1) = (0, . . . , 0, a0,t, · · · , a0,m−1) in A. Let i0 be
the smallest coordinate satisfying a0,i0 6= 0. If i0 ≥ m − t, then the proposition holds. Otherwise if i0 < m − t, let
T0 = {i0,m − t + 1, . . . ,m − 1} and b0 = (0, b0,1, . . . , b0,t−1) with b0,j 6= a0,m−t+j for 1 ≤ j < t. Then there is a vector
e0 = (e0,0, e0,1, . . . , e0,m−1) = (0, . . . , 0, a0,i0+1, . . . , a0,m−t, b0,1, . . . , b0,t−1) at row a0 and column (T0,b0) by (10). Let
T1 = {m− t,m− t+ 1, . . . ,m− 1}, then e0 must appear at column (T1, e0|T1) and row
a1 = (a1,0, a1,1, . . . , a1,m−1) = (0, . . . , 0, e0,i0+1, . . . , e0,m−t−1, a1,m−t, . . . , a1,m−1)
with a1,j 6= e0,j for j ∈ [m−t,m). Let i1 be the smallest coordinate satisfying a1,i1 6= 0, i.e. a1 = (0, . . . , 0, a1,i1 , . . . , a1,m−1),
clearly i1 > i0. If i1 ≥ m− t, the proposition holds. Otherwise if i1 < m− t, we can repeat the similar process until we get
a row au = (0, . . . , 0, au,iu , . . . , au,m−1) with au,iu 6= 0 and iu ≥ m− t. The proposition holds.
From Proposition 3, the following result can be obtained directly.
Corollary 1: For any positive integers m, q and t with t ≤ m, when K = (mt )qt, if every vector in P generated by
Construction 1 occurs in at least
(
m
t
)
columns, i.e., the coded gain is
(
m
t
)
, then the packet number F ≥ qm−t.
Lemma 1: For any positive integers m, q and t with t ≤ m, when K = (mt )qt, if A is an OA(m, q,m − t), then each
vector in P generated by Construction 1 occurs at most once in each column.
Proof. For any vector e in P, assume that pa,(T ,b) = e for some vector a ∈ A. Then e occurs exactly once in column (T ,b)
since the (m− t)-dimensional vector a|[0,m)\T occurs exactly once in A|[0,m)\T .
Lemma 2: For any positive integers m, q and t with t ≤ m, when K = (mt )qt, if A is an OA(m, q,m− 1), let P be the
array generated by Construction 1, then we have
1) each vector in P occurs in exactly
(
m
t
)
columns;
2) for any vector e in P, e occurs the same times in each column in which e occurs.
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Proof. For any vector e = (e0, . . . , em−1) in P, assume that pa,(T ,e|T ) = e with a = (a0, . . . , am−1). For fixed column
(T , e|T ), denote the collection of rows in which e occurs by AT ,e, i.e.
AT ,e = {a ∈ A | aj = ej for j ∈ [0,m) \ T and aj 6= ej for j ∈ T }
For any T ′ ∈ ([0,m)t ) with |T ∩ T ′| = t− 1, assume that T \ T ′ = {w} and T ′ \ T = {w′}, clearly w 6= w′. For fixed column
(T ′, e|T ′), the collection of rows in which e occurs is
AT ′,e = {a ∈ A | aj = ej for j ∈ [0,m) \ T ′ and aj 6= ej for j ∈ T ′}
Since A is an OA(m, q,m− 1), we can define a mapping ψ from AT ,e to AT ′,e as follows
ψ(a) = a′, a ∈ AT ,e, a′ ∈ AT ′,e,
where a′j = aj for j ∈ [0,m) \ {w,w′} and a′w = ew. Since every row vector in [0, q)m−1 occurs exactly once in submatrix
A[0,m)\{w′}, we can find a unique row vector a′ ∈ A. Furthermore, a′w′ 6= ew′ , which implies that a′ ∈ AT ′,e. Otherwise if
a′w′ = ew′ , the (m− 1)-dimensional vector a|[0,m)\{w} occurs at least twice in A|[0,m)\{w}, which is contradictory with that
A is an OA(m, q,m− 1). So ψ is an injective mapping from AT ,e to AT ′,e. Then we have |AT ,e| ≤ |AT ′,e|. Similar to the
above mapping ψ, we can also define another injective mapping from AT ,e to AT ′,e as follows
φ(a′) = a, a′ ∈ AT ′,e, a ∈ AT ,e,
where aj = a′j for j ∈ [0,m) \ {w,w′} and aw′ = ew′ . Then we have |AT ,e| ≥ |AT ′,e|. So |AT ,e| = |AT ′,e|, which implies
that e occurs the same times in columns (T , e|T ) and (T ′, e|T ′).
For any T ′′ ∈ ([0,m)t ), we can recursively get that e occurs the same times in columns (T , e|T ) and (T ′′, e|T ′′). So e occurs
in exactly
(
m
t
)
columns and e occurs the same times in each column in which e occurs.
Theorem 3: For any positive integers m, t and q with q ≥ 2 and t ≤ m, there always exists a ((mt )qt, qm−1, qm−1 −
(q − 1)tqm−t−1, (q − 1)tqm−1) PDA, which generates a ((mt )qt,M,N) coded caching scheme with MN = 1 − ( q−1q )t and
transmission rate R = (q − 1)t.
Proof. Let A be a qm−1 ×m matrix as follows
A = {(a0, a1, . . . , am−2)(Im−1 | 1) | a0, a1, . . . , am−2 ∈ Zq} (19)
where Im−1 denotes the (m− 1)× (m− 1) identity matrix, 1 is a (m− 1)× 1 column vector with all entries 1. Here all the
operations are carried out over Zq . It is not difficult to check that the matrix A in (19) is an OA(m, q,m−1). Let T =
(
[0,m)
t
)
and BT = [0, q)t for each T ∈ T. The array generated by Construction 1 is denoted by P. It is easy to check that each column
of P has qm−1 − (q − 1)tqm−t−1 stars. From Lemma 2 we have 1) each vector in P occurs in exactly (mt ) columns; 2) for
any vector e in P, e occurs the same times in each column in which e occurs. Based on P, the array generated by (12) is
denoted by P′, then P′ is a PDA with coded gain
(
m
t
)
. Since there are (q− 1)tqm−t−1(mt )qt non star entries in P′, there are
(q−1)tqm−t−1(mt )qt
(mt )
= (q− 1)tqm−1 vectors in P′. So P′ is a ((mt )qt, qm−1, qm−1− (q− 1)tqm−t−1, (q− 1)tqm−1) PDA with
M
N = 1− ( q−1q )t and R = (q − 1)t.
Remark 4: • It is easy to check that the scheme from [26], which is listed in the third row of Table I, is exactly the
scheme in Theorem 3 when t = 1. Furthermore, from Corollary 1, the scheme in Theorem 3 when t = 1, i.e., the scheme
in [26], has the minimal packet number F = qm−1 when K = mq, MN =
1
q and R = q − 1.
• For any positive 1 < t ≤ m, our scheme in Theorem 3 has the same user number K = (mt )qt, caching ratio MN = 1−( q−1q )t
and transmission rate R = (q−1)t as the scheme from [19], which is listed in the fourth row of Table I, while our packet
number is just 1q times as that of the scheme from [19].
When t > 1, based on many examples, we find out that if the coded gain is
(
m
t
)
, then A is an OA(m, q,m − 1). So the
following problem is very interesting.
Open Problem: When K =
(
m
t
)
qt, if our framework is used to construct a coded caching scheme with maximal coded gain(
m
t
)
, whether A is at least an OA(m, q,m− 1), i.e., whether F ≥ qm−1 holds.
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V. CONSTRUCTION VIA MDS CODES
From Subsection II-D, we know that a MDS code is a special OA. So in this section, we will use the codewords of a MDS
code C as the indices of packets. Similar to the discussion in this section, the codewords of any linear code can be used as
the indices of packets. Here we omit these discussions due to length limitations.
For any positive integers m and t with s = m − t, assume that there exists a [m, s]q MDS code C generated by (2) and
(3) for some prime power q. Let A = C, T = ([0,m)t ) and BT = [0, q)t for each T ∈ T. The array generated by Construction
1 is denoted by P. Since A is an OA(m, q,m − t) over Fq , from Proposition 2 we assume m − t ≥ t, i.e. t ≤ m2 to make
sure that each column of P has the same number of stars, i.e. qm−t − (q− 1)tqm−2t stars. From Lemma 1, each vector in P
occurs at most once in each column. So P is a PDA with K =
(
m
t
)
qt, F = qm−t and Z = qm−t − (q − 1)tqm−2t. Now let
us consider the number of distinct vectors in P.
For each vector e = (e0, e1, . . . , em−1) in [0, q)m and for any T ∈
(
[0,m)
t
)
, let
T
⋂
{0, 1, . . . , s− 1} = {i0, i1, . . . , iw−1}
and
T
⋂
{s, s+ 1, . . . ,m− 1} = {iw, iw+1, . . . , it−1}
with 0 ≤ w ≤ t. Let a = (a0, . . . , am−1) ∈ A with aj = ej for j ∈ [0,m) \ T and aih = eih + xh for h = 0, 1, . . . , t− 1. If
e occurs at row a and column (T , e|T ), then xh 6= 0 in Fq for any h ∈ [0, t). From (3), we have t equations as follows.
aj = ej =
∑
h1∈[0,s)\T
eh1gh1,j +
w−1∑
h2=0
(eih2 + xh2)gih2 ,j j ∈ [s,m) \ T
aih = eih + xh =
∑
h1∈[0,s)\T
eh1gh1,ih +
w−1∑
h2=0
(eih2 + xh2)gih2 ,ih h ∈ [w, t)
That is, 
ej −
s−1∑
h1=0
eh1gh1,j =
w−1∑
h2=0
xh2gih2 ,j for each j ∈ [s,m) \ T
eih −
s−1∑
h1=0
eh1gh1,ih =
w−1∑
h2=0
xh2gih2 ,ih − xh for each h ∈ [w, t)
The above equations can be written as follows.
y =

es
...
eiω
...
eit−1
...
em−1

−HT

e0
e1
...
es−1
 =

gi0,s · · · giω−1,s 0 · · · 0
...
. . .
...
...
. . .
...
gi0,iω · · · giω−1,iω −1 · · · 0
...
. . .
...
...
. . .
...
gi0,it−1 · · · giω−1,it−1 0 · · · −1
...
. . .
...
...
. . .
...
gi0,m−1 · · · giω−1,m−1 0 · · · 0


x0
x1
...
xt−1
 (20)
By (2), the parity check matrix for C is
D =
 −g0,s · · · −gt−1,s 1 · · · 0... . . . ... ... . . . ...
−g0,m−1 · · · −gt−1,m−1 0 · · · 1
 (21)
Clearly the coefficient matrix of the left item in (20) is a sub-matrix of −D, i.e., the submatrix −D|T . So (20) can be written
as follows.
y =
 es...
em−1
−HT
 e0...
es−1
 = −D|T
 x0...
xt−1
 (22)
It is well known that any t = m − s columns of the parity check matrix D for C are linear independent [15]. This implies
that D|T is invertible. This implies that the equation (20) has unique solution for any T . A solution is called feasible if its all
components are nonzero. Then we have that e occurs in column (T , e|T ) if and only if the solution of the equation (20) for
T is feasible.
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Lemma 3: For any positive integers m and t with t ≤ m2 , let A be an [m,m− t]q MDS code generated by (2) and (3)
for some prime power q. Let T =
(
[0,m)
t
)
and BT = [0, q)t for each T ∈ T. The array generated by Construction 1 is denoted
by P. For any e ∈ [0, q)m and for any T , T ′ ∈ ([0,m)t ), the solutions of the equation (20) for T and T ′ are denoted by x and
x′ respectively. Let r = wt(x) and r′ = wt(x′).
• If r = 0, then the vector e does not occur in P;
• If 0 < r, r′ < t and r + r′ ≤ t, assume that T = {i0, . . . , it−1}, T ′ = {i′0, . . . , i′t−1}, x = (0, . . . , xk0 , . . . , xkr−1 , . . . , 0)
with xkj 6= 0 for j ∈ [0, r) and x′ = (0, . . . , x′k′0 , . . . , x
′
k′
r′−1
, . . . , 0) with x′k′
j′
6= 0 for j′ ∈ [0, r′), then r = r′ and
{ik0 , . . . , ikr−1} = {i′k′0 , . . . , i
′
k′r−1
}.
Proof. Let us consider the first statement. Clearly if r = 0, we have x = 0, then we have y = 0. So the solution of the
equation (20) for any T ∈ ([0,m)t ) is always 0, since −D|T is an invertible matrix. So e does not occur in P.
Now let us consider the second statement. When 0 < r, r′ < t and r+ r′ ≤ t, from (22) we have y = −D|T x = −D|T ′x′.
That is
D|T x−D|T ′x′ = 0 (23)
This implies {ik0 , . . . , ikr−1} = {i′k′0 , . . . , i
′
k′
r′−1
} then r = r′. Otherwise if {ik0 , . . . , ikr−1} 6= {i′k′0 , . . . , i
′
k′
r′−1
}, then 0 is
linearly represented by at least one and at most t different columns of D since there exist at least one different element in
{ik0 , . . . , ikr−1} \ {i′k′0 , . . . , i
′
k′
r′−1
} or {i′k′0 , . . . , i
′
k′
r′−1
} \ {ik0 , . . . , ikr−1} and r0 + r1 ≤ t. Clearly this is impossible since any
t columns of D is linear independent. Then the proof is complete.
However we find that the number of the t-sized subsets, for which the solution of (20) has weight not less than d t+12 e, is
difficult to compute. For example, when q = 5, m = 6 and t = 3, with the help of computers, for each e ∈ [0, q)m, we obtain
the number of 3-sized subsets, for each of which the solution of (20) is feasible. This number is called the coded gain for e.
And the number of vectors with the same coded gain is listed in Table VII, where for the same column the entry in the second
row is the number of vectors with the same coded gain showed in the first row.
TABLE VII: Coded gains and the number of vectors with the same coded gain when q = 5, m = 6 and t = 3
Coded gain 4 7 8 9 10 11 15
The number of vectors 124 1999 1499 1499 1499 7499 1499
Based on Table VII, we obtain a (2500, 125, 61, 15618) PDA which can realize a (2500,M,N) coded caching scheme with
M
N =
61
125 , transmission rate R = 124.944.
Theorem 4: For any positive integer m ≥ 4 and prime power q ≥ 2, if there exists a [m,m− 2]q MDS code, then there
always exists a (m(m−1)q
2
2 ,M,N) coded caching scheme with
M
N =
2q−1
q2 and coded gain in { (m−1)(m−2)2 , m(m−1)2 }. That
is, the transmission rate R is not more than mm−2 (q − 1)2.
Proof. Let A be the [m,m−2]q MDS code, T =
(
[0,m)
2
)
and BT = [0, q)2 for each T ∈ T. The array generated by Construction
1 is denoted by P. Then P is a PDA with K = m(m−1)q
2
2 , F = q
m−2 and Z = qm−2 − (q − 1)2qm−4. Furthermore, from
the first statement of Lemma 3, we know that the vectors in A will not occur in P.
For any e = (e0, e1, . . . , em−1) ∈ [0, q)m \ A, and for any 2-sized subset T ⊂ [0,m), the solution of the equation (22),
which can be written as
y =
(
em−2
em−1
)
−HT
 e0...
es−1
 = −DT ( x0x1
)
, (24)
is a nonzero vector, i.e. (x0, x1) 6= 0, since y 6= 0. Next we consider the following two cases
• If there exists a 2-sized subset, for which the solution of (24) satisfying wt((x0, x1)) = 1. From the second statement
of Lemma 3, the number of subsets, for each of which the solution of (24) satisfying wt((x0, x1)) = 1, is exactly(
m−1
1
)
= (m− 1). This implies that the vector e occurs in exactly (m2 )− (m− 1) = (m−1)(m−2)2 columns of P.
• If the solution of (24) is feasible for all 2-sized subsets, the vector e occurs in exactly
(
m
2
)
= m(m−1)2 columns of P.
Since there are (q − 1)2qm−4m(m−1)q22 non star entries in P, the number of vectors in P is
S ≤ (q − 1)
2qm−4m(m−1)q
2
2
(m−1)(m−2)
2
=
m(q − 1)2qm−2
m− 2 ,
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then the transmission rate
R =
S
F
≤
m(q−1)2qm−2
m−2
qm−2
=
m
m− 2(q − 1)
2.
The proof is complete.
Example 8: When t = 2, q = 5, let m = 4,5, and 6, there always exist [4, 2]5, [5, 3]5 MDS codes. If K =
(
m
t
)
qt, based on
these MDS codes, with the help of computers, the number of vectors with the same coded gain in P generated by Construction
1 is shown in Table VIII. Here the second column is the total number of distinct vectors in P, the forth column is the number
of distinct vectors with coded gain shown in the third column.
TABLE VIII: Coded gains and the number of vectors with the same coded gain when q = 5, t = 2, m = 4 or 5
m Total number of vectors in P Coded gains The number of the vectors with the same coded gain R m
m−2 (q − 1)2
4 598 3 399 23.92 32
6 199
5 2998 6 2499 23.984 26.6667
10 499
From Table VIII, we can see that the achieved transmission rates in the fifth column are less than the value of mm−2 (q− 1)2
in the last column. We should point out that it is not easy to directly compute the number of vectors with the same coded gain
for any positive integer m and any prime power q in Theorem 4.
VI. CONCLUSION
In this paper, a unified framework for constructing coded caching schemes was introduced since it can represent almost
all of the previously known schemes. Based on this framework, we obtained a new scheme which generalizes the schemes
constructed in [19] and [16], [27]. Then we derived the relationship between coded caching schemes and orthogonal arrays
when the number of users is the largest, i.e., K =
(
m
t
)
qt, for any positive integers m, q and t with t ≤ m. Furthermore when
the coded gain is the largest, i.e., g =
(
m
t
)
, the relationship between coded caching schemes and covering arrays was derived.
Consequently a lower bound on the packet number F was derived. According to this lower bound, we showed that the scheme
in [26] has the minimal packet number. Finally based on orthogonal arrays, we constructed a new scheme which has the same
user number, memory size and transmission rate as the scheme in [19], but the packet number is reduced to 1q of that of the
scheme in [19]. Based on MDS codes, the general coded caching scheme is studied. Especially, when t = 2, another new
scheme was obtained. It is worth noting that the discussion of the transmission rate for this class of schemes is fit for any
value of t.
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