I. INTRODUCTION
One of the most fruitful ideas of modern physics is the isolation and levitation of a countable number of charged particles in electromagnetic traps [1] . An important class of charged-particle traps are the radio-frequency traps. Its most celebrated member, the Paul trap [2] , was invented in the 1950s [3] and is still one of the most important laboratory tools for the trapping of atomic and subatomic charged particles. A quick search of the database INSPEC revealed that over the past five years no fewer than 200 papers were published on the Paul trap and its applications in fields ranging from squeezed states [4, 5] and cavity quantum electrodynamics [6] to novel frequency standards [7, 8] and quantum information processing [9, 10] . Radio-frequency (rf) traps primarily suited for the experimental and theoretical investigation of nonlinear dynamics are the cylindrical [11] [12] [13] and the spherical [13, 14] dynamic Kingdon traps. Since rf traps are indispensable tools in countless physics laboratories throughout the world, it is important to know their properties. With the exception of the ideal single-particle Paul trap, which is integrable both classically and quantum mechanically [15, 16] , all rf traps are conceptually equivalent: they are periodically driven nonlinear oscillators. In many cases, especially if only a few particles are stored simultaneously in the traps, it is possible to describe the trapped particles' dynamics by two-dimensional area-preserving mappings. These mappings exhibit universal properties [17, 18] such as bifurcations and low-order resonances which point to the possible existence of dangerous universal instabilities of rf traps. Indeed we recently found two pronounced instabilities of the cylindrical dynamic Kingdon trap [19, 20] which can be traced back to well-known low-order resonances and bifurcations of two-dimensional area-preserving maps [17, 18] . We emphasize that the instabilities discussed in this paper have nothing to do with the well-known instabilities caused by field defects resulting in nonlinear coupling between different degrees of freedom [21, 22] . The instabilities discussed in this paper are single-degree-of-freedom dynamic instabilities of the ideal traps which can be explained as due to universal instabilities of the associated area-preserving maps [17, 18] .
The purpose of this paper is to analyze the particle dynamics in rf traps using standard techniques of nonlinear dynamics and to predict the existence of experimentally verifiable instabilities in the Paul trap and the two dynamic Kingdon traps. Knowledge of these instabilities is of utmost importance for successfully operating these traps in the laboratory.
The plan of this paper is as follows. In Sec. II we start with a detailed analysis of the cylindrical dynamic Kingdon trap. We chose this trap as the starting point of our presentation because it has only a single control parameter and its dynamics is already nonlinear for a single stored particle. This fact allows a particularly clear exposition and the direct application of standard nonlinear dynamics tools. In Sec. III we present the kicked dynamic Kingdon trap. We show that the kicked trap is an excellent model for the cw-driven dynamic Kingdon trap. Moreover, due to the impulsive drive of this trap, its dynamics is exactly described by an areapreserving two-dimensional mapping whose instabilities can be computed analytically. They are shown to agree well with the exact instability points of the cw-driven trap. In Secs. IV and V we show that the instabilities we found in the cylindrical dynamic Kingdon trap are universal in the sense that they also manifest themselves in the spherical dynamic Kingdon trap (Sec. IV) and the Paul trap (Sec. V). In Sec. VI we discuss our results. In Sec. VII we summarize our results and conclude the paper. In the Appendix we present a highaccuracy approximation of the limit cycle of the cylindrical dynamic Kingdon trap which may be used in future investigations for a more accurate analytical calculation of the predicted instabilities of the cw-driven cylindrical dynamic Kingdon trap.
II. CYLINDRICAL DYNAMIC KINGDON TRAP
The Kingdon trap [23, 24] is the tool of choice for the investigation of topics ranging from laboratory models of the solar system [25] to the precise measurement of the lifetimes of metastable levels of heavy ions [26] . A variant of the Kingdon trap, the dynamic Kingdon trap [11, 12] , is the focus of this section. As shown in Fig. 1 the hardware of this trap is of stunning simplicity. In principle the trap consists of nothing more than a rectilinear wire surrounded by a conducting cylindrical surface with a superposition of ac and dc voltages applied between them. Its simple design notwithstanding, the classical dynamics of a particle stored in the dynamic Kingdon trap is nonlinear [11, 12, 27] and exhibits many of the properties of classically chaotic systems [11, 12, 27, 28] .
Historically the cylindrical dynamic Kingdon trap was first investigated at Freiburg University [29, 30] , where it was used as a mass-selective ion source. The results of this investigation, however, were never published in the open literature [31] . In Ref. [11] this trap was rediscovered and proposed as a convenient microlaboratory for the investigation of classical and quantum chaos [28] and ion crystallization [12] .
For the past eight years the nonlinear dynamics of the trap has been investigated in great detail both theoretically [11, 12, 14, 27, 32] and experimentally [13, 33] . Therefore it came as a surprise when it was discovered only recently [19, 20] that voltage settings exist which render the trap completely unstable. The detailed investigation of these instabilities is the focus of this section.
In Sec. II A we present the equation of motion of a charged particle in the dynamic Kingdon trap and, with the help of numerically computed phase-space portraits, explain qualitatively the trapping mechanism. In Sec. II B we present a detailed survey of the size of the primary trapping island of the dynamic Kingdon trap. This survey points to the existence of fundamental instabilities of the trap and yields numerical estimates for the critical values of the trap control parameter at which the instabilities occur. In Sec. II C we use Poincaré sections to reveal the origin of these instabilities: the complete collapse of the primary trapping island due to a collision between the trap's first-order fixed point and a set of third-or fourth-order fixed points. A resonance mechanism, well known in the theory of two-dimensional areapreserving mappings [17, 18] , allows us in Sec. II D to compute the critical values of the trap's control parameter numerically with high precision and to obtain accurate analytical estimates. In Sec. II E we establish a connection between the instabilities of the dynamic Kingdon trap and general results in the theory of two-dimensional area-preserving mappings.
A. Working principle of the dynamic Kingdon trap
The dimensionless equation of motion of a charged particle in the electric field of the dynamic Kingdon trap is given by [11] 
where t is dimensionless time, r is the dimensionless distance of the particle from the wire, and is the dimensionless control parameter. For Ͼ 1 Ϸ 3.125 (1) has a -periodic solution r L ͑t͒, i.e., a limit cycle [34] . A good approximation for r L ͑t͒ is given by (see Ref. [11] and the Appendix)
For a generic choice of Ͼ 1 the limit cycle r L ͑t͒ is stable.
As an example we computed the limit cycle for =5. It is shown as the full line in Fig. 2 . At = 1 the limit cycle r L ͑t͒ undergoes a period-doubling bifurcation with further bifurcations at 2 Ϸ 2.938, 3 Ϸ 2.917,... [11] . The period-doubling scenario for ഛ 1 has already been investigated in detail [11, 27] . This is why in this paper we focus our investigation of Eq. (1) on the range ജ 3, which includes 1 but none of the other bifurcation points. In order to gain further insight into the working principle of the dynamic Kingdon trap, we investigate its phase-space structure. Phase space is explored with the help of phasespace portraits. They are produced by turning Eq. (1) into a mapping M ͑͒: ͓r͑t͒,ṙ͑t͔͒ ‫ۋ‬ ͓rЈ͑t + ͒,ṙЈ͑t + ͔͒. ͑3͒
The mapping (3) is called a "stroboscopic mapping" since it is constructed by examining the solutions of Eq.
(1) at regularly spaced "snapshots" a time interval apart. Usually is chosen to be equal to the period of Eq. (1), i.e., = . In this case the mapping (3) is invertible and we identify FIG. 1. Sketch of the cylindrical dynamic Kingdon trap. A superposition of ac and dc voltages is applied between a rectilinear wire and a surrounding cylindrical conductor resulting in dynamical trapping of a charged particle in the free space between the wire and the cylinder. M ͑͒ ϵ M͑͒.
͑4͒
Occasionally, however, other strobing times turn out to be useful (see discussion below).
As a first application of the stroboscopic mapping (3) we show that the phase-space dynamics of Eq. (1) is organized around r L ͑t͒. This is demonstrated in Fig. 2 by means of a "multiple-exposure" Poincaré section produced on the basis of Eq. (3) with = / 8 in the following way. We solve Eq. (1) for 121 different initial conditions ͑r m , ṙ n ͒ = ͓2+͑m −1͒0.3,−2+͑n −1͒0.4͔, m , n = 1 , . . . , 11, and strobe the resulting phase-space trajectories at t k ͑j͒ = k + ͑j −1͒ /8, k = 1 , . . . , 500, j = 1 , . . . , 8. Figure 2 shows that for each j we obtain an island of stability organized around the limit cycle r L ͑t͒. This explains the trapping mechanism of a charged particle in the dynamic Kingdon trap. Started at t = 0, somewhere in the leftmost island of stability, the phase-space trajectory of the particle is carried clockwise along the limit cycle from one stable island to the next. As a result, the particle is trapped forever, but executes an oscillatory motion in both r and ṙ, which is known as its micromotion [35] . If a particle is launched outside of the stable island in the chaotic sea, it will, for some time, follow a transiently chaotic trajectory until it hits the wire or the cylinder, discharges, and falls out of the trap. The stable phase-space island whose center is pierced by the limit cycle is called the primary trapping island. Since Eq. (1) is nonlinear, there exist, in general, secondary trapping islands surrounding the primary trapping island. These islands, however, are generally smaller than the large primary trapping island, and not of much practical importance for trapping.
B. Trapping efficiency
Trapping in the dynamic Kingdon trap is a nonlinear effect which depends decisively on the existence of stable islands in phase space. In this respect the dynamic Kingdon trap is fundamentally different from the Paul trap [1] [2] [3] or the Penning trap [36] , in which, in principle, particles can be stored irrespective of their positions and momenta. We define the sum-total S͑͒ of all stable phase-space areas of Eq. (1) as the trapping efficiency of the dynamic Kingdon trap for control parameter setting . Since, as mentioned above, secondary islands are usually much smaller than the primary trapping island, S͑͒ is also a good approximate measure of the phase-space area of the primary trapping island.
In order to compute S as a function of we computed 701 stroboscopic Poincaré sections (strobing times t k = k, k = 1 , . . . , 1000) of Eq. (1) for values ranging from =3 to = 10 in steps of ␦ = 0.01 and determined the stable phasespace areas numerically with a phase-space resolution ⌬r ϫ⌬ṙ of better than 2 ϫ 10 −4 . The result is shown in Fig. 3(a) .
We see that from about = 4.5 on S͑͒ is positive and increasing on average. This means that in this regime the dynamic Kingdon trap provides stable trapping of charged particles. However, as shown by the inset of Fig. 3(a) , S͑͒ vanishes twice in the interval 3 Ͻ Ͻ 4.5 at two critical control parameters, which we call 3 * and 4
* . On the basis of our resolution of ␦ = 0.01 we determined that S͑͒ vanishes at
As is barely discernible from the inset of Fig. 3 * . A detailed examination of phasespace portraits presented in the following section will shed more light on the origin of these instabilities.
C. Island collapse
In this section we show that the instabilities of the trap at 3 * and 4 * are due to the complete collapse of the primary 
D. Critical control parameters
As discussed in the preceding section, the reason for the instabilities of the trap at 3 * and 4
* is the caging of the primary trapping island by unstable, third-and fourth-order fixed points, respectively, which collapse to a point at the two critical control parameters. For close to 3 * a phasespace trajectory started at t = 0 inside of the primary trapping island will have twisted by an angle of approximately 2 /3 around the limit cycle r L ͑t͒ at t = owing to its proximity to the third-order fixed points. At = 3 * the twist angle will be exactly 2 / 3 due to the fact that at 3 * the center of the primary trapping island and the third-order fixed points are degenerate. This defines a resonance mechanism which we use to compute 3 * and 4 * according to the following procedure. We linearize (1) around r L ͑t͒ and determine 3 * and 4 * according to the condition that the twist angle of the linearized mapping equals 2 / 3 and 2 / 4, respectively. Defining
we linearize Eq. (1), obtaining the following system of equations for ͑t͒ and p͑t͒: 
Integrating Eq. (8) from t =0 to t = defines the linearized one-cycle mapping
where ͑Ј , pЈ͒ are position and momentum at t = when starting with ͑ , p͒ at t = 0. The matrix elements of ⌳ depend only on and are determined by a two-step process in the following way. Starting with ͑0͒ =1, p͑0͒ = 0, and integrating Eq. respectively. These values are consistent with Eq. (6).
The pronounced local minima in S͑͒ for Ͼ 4 * (see Fig.  3 ) can be explained qualitatively with the same mechanism that gave rise to the instabilities at 3 * and 4
* . The first pronounced minimum in S͑͒ to the right of 4 * is caused by a set of unstable period-5 fixed points caging the primary trapping island; the next minimum is caused by a set of unstable period-6 fixed points caging the primary trapping island, and so on. In complete analogy with the mechanism at 3 * and 4 * the stable and unstable manifolds of the period-N fixed points form a homoclinic cycle in the form of a regular polygon, which completely confines the primary trapping island.
In the vicinity of the minima the polygons shrink and reexpand. But for N ജ 5 their areas never shrink to zero resulting in mere minima of S͑͒ instead of zeros. We call this phenomenon incomplete island collapse. The reason for incomplete island collapse is well understood and discussed in detail in Sec. II E. If this picture is correct, we should be able to use the resonance method and find an approximate correlation between the values where the twist angle of the primary trapping island equals 2 / N, N =5,6,..., and the locations of the minima in Fig. 3 . Solving the equation N ͑͒ =2 / N, N =5,6,..., as we did above for N =3,4, we obtain the resonance 's N R marked with arrows in Fig. 3(a) . As expected, the correlation between the minima and the arrows is best for the deepest minima (closest to complete island collapse) and gets progressively worse for larger where the minima are far from S = 0 and then start to vanish altogether. This shows conclusively that, even in the case of incomplete island collapse for N Ͼ 4, near-resonance is the physical reason for the minima in S͑͒ resulting in reduced stability of the trap.
We can even explain the small dips that occur close to the local maxima of S͑͒. The dips are due to higher-order resonances, where the winding number is a rational number, i.e., = M / N. We checked that the largest dips are due to =2/͑2N +1͒ resonances. In particular we checked that the dip occurring at Ϸ 3.95 [see inset of Fig. 3(a) ] is due to a 2/7 resonance, and the dip at Ϸ 4.77 is due to a =2/9 resonance.
Using the same general procedure, we now compute analytical approximations to 3 * and 4 * . Using the approximate expression (2) for r L ͑t͒ results in
For large this is a Mathieu equation [37] . Since we are interested in values that are larger than 3, but still not asymptotically large, we start with a Fourier expansion of the drive term in Eq. (11) keeping terms up to order cos͑2t͒, i.e.,
− 4 cos͑2t͒
where
The integrals in Eqs. (13) and (14) were computed using formula 3.6614 of Ref. [38] . Replacing the drive term in Eq.
(11) with its expansion (12) results in a Mathieu equation which, in standard form [37] , is given by
where a =−A and q = B / 2. The Mathieu equation (15) has Floquet solutions of the form
where ⌽͑t͒ is periodic and is the characteristic exponent [37] . 
͑20͒
Both values compare favorably with the numerically exact values (10).
E. Connection with bifurcation theory of nonlinear mappings
When they were first discovered about two years ago [19, 20] the instabilities of the dynamic Kingdon trap at 3 * and 4
* were quite surprising and unexpected, because nearly a decade of research, both theoretical [11, 12, 14, 27, 32] and experimental [13, 33] 
where Tr is the trace and is the "winding number." The winding number and the twist angle are connected in the following way:
Evaluated at the position of the primary fixed point of M, counts how many times the primary trapping island rotates around the fixed point during the mapping time .
The primary fixed point of M is stable for 0 Ͻ R Ͻ 1. It is unstable for R Ͻ 0 or R Ͼ 1. Since R is computed on the basis of the linearization ⌳ of M, this means that in general linear stability theory is enough for investigating the stability of the primary fixed point of M. However, it is well known [17, 18] that linear stability theory may fail for R =0,1/2,3/4,1, and only for these four exceptional values.
In the case of the dynamic Kingdon trap R = 0 does not occur for finite , R =1/2 corresponds to the =1/4 resonance at = 4 * , R =3/4 corresponds to the =1/3 resonance at = 3 * , and R = 1 corresponds to the first bifurcation at = 1 .
In the theory of general nonlinear mappings the phasespace scenarios for R =1/2 and R =3/4 have been studied in detail [17, 18] . Indeed, quite generally for nonlinear mappings, in the vicinity of R =3/4 the scenario illustrated in Fig. 4 , and for R =1/2 the scenario illustrated in Fig. 5 unfolds. Thus island collapse is a general, universal phenomenon, not restricted to rf traps. It occurs, e.g., in the annulus billiard [39] and the gravitational wedge billiard [40] .
Even the approximately quadratic behavior of S͑͒ in the * [see Fig. 3(a) ]. An important remark is now in order. Although all rf traps correspond to some nonlinear mapping M, it is not guaranteed that M (i) has a (stable) period-1 fixed point at all and (ii) that R =1/2 or R =3/4, leading to trap instabilities, exist at all. Indeed plenty of mappings are known [42] which do not have stable period-1 fixed points, and in which scenarios akin to those displayed in Figs. 4 and 5 do not exist. Therefore the existence of R =1/2 and R =3/4 instabilities cannot be guaranteed a priori, just because traps correspond to nonlinear mappings. In other words, if some rf trap T exhibits R =1/2 and/or R =3/4 instabilities, this is a nontrivial property of T. Therefore, the purpose of the remainder of this paper is to show that additional rf traps exist which exhibit R =1/2 and R =3/4 instabilities.
III. KICKED KINGDON TRAP
In this section we study the kicked Kingdon trap. It is obtained by replacing the smooth drive in the force term of Eq. (1) with a series of ␦ function kicks according to
͑23͒
where ␣ and ␤ are given by
is the -periodic ␦ function. For the choice (24) the left-and right-hand sides of Eq. (25) are identical up to terms cos͑2t͒. Although Eq. (23) could equally well be written as ␣␦ ͑t͒ − ␤␦ ͑t − /2͒, we chose the particular form (23) since it indicates more clearly the proper construction of the onecycle kick map, which starts with a kick of strength ␣ /2 followed by free motion of duration ⌬t = / 2, followed by a kick of strength −␤, subsequent free motion of duration ⌬t = / 2, and completed with a kick of strength ␣ / 2. The mapping thus constructed is different from the mapping studied in Ref. [14] . The choice (23) makes the resulting one-cycle kick map more symmetric and places the center of the primary trapping island at p = 0, where it occurs for the continuously driven (cw-driven) trap. The one-cycle mapping defined by Eq. (23) takes the phase-space point ͑r , p͒ at t =0 to ͑rЈ , pЈ͒ at t = . It is given explicitly by
.
͑26͒
The first-order fixed point ͑r f ͑k͒ , p f ͑k͒ ͒ of the kick map (26), the center of the primary trapping island, is located at
This can be compared with the location ͑r f ͑cw͒ , p f ͑cw͒ ͒ of the fixed point of the cw-driven trap. According to Eq. (2) we have
The relative error between the two is constant in and given
which amounts to about 11%. This is a good accuracy given the simple kick approximation (23).
The phase-space dynamics of Eq. (1) and the kick map (26) are qualitatively the same. We illustrate this in Fig. 3(b) , which shows the trapping efficiency S͑͒ for the kick map (26) computed in the same way as for the cw-driven trap. Comparing Figs. 3(a) and 3(b) , we see that S͑͒ is indeed qualitatively the same. In particular S͑͒ of the kick map also has two zeros close to 3 * and 4 * . We call them 3 * ͑kick͒ and 4 * ͑kick͒, respectively. In the case of the kick map we can prove analytically that the mechanism responsible for the instabilities at 3 * ͑kick͒ and 4 * ͑kick͒ is in fact due to a collision between the center of the primary trapping island and a degenerate set of unstable period-3 and period-4 fixed points, respectively. Focussing on the case 3 * ͑kick͒, we compute the third-order fixed point of Eq. (26) by starting at ͑r ,0͒ and iterating (26) three times. The condition to return to ͑r ,0͒ after three iterations leads to the equation 
Since ⌳ is an area-preserving mapping, its determinant is 1. Its residue, evaluated at r = rЈ = ␣ /2, p =0, is Fig. 3(b) . Again we see that the correlation between the minima and the arrows is best for the deepest minima, in particular for the first minimum at 5 R , where S͑͒ nearly reaches S =0.
IV. SPHERICAL DYNAMIC KINGDON TRAP
An important question is whether the instabilities at 3 * and 4 * in the cylindrical dynamic Kingdon trap are accidents, or whether this result is structurally stable. As discussed at the end of Sec. II E this is a nontrivial question, and it is far from guaranteed that other traps with these properties exist. Thus the purpose of this section is to prove that in fact another trap exists, the spherical dynamic Kingdon trap, which shows instabilities in analogy to the instabilities occurring at 3 * and 4 * in the cylindrical dynamic Kingdon trap. Figure 6 shows a sketch of the spherical dynamic Kingdon trap. It consists of two nested ideally conducting shells (a spherical capacitor) with a superposition of ac and dc voltages applied between them. The dimensionless equation of motion of the spherical dynamic Kingdon trap is given by [14] 
Although this type of trap was studied intensively both theoretically [14] and experimentally [13] , instabilities were not previously reported to occur in this type of trap. Figure 9 shows a sketch of the Paul trap. It consists of an ideally conducting hyperbolic ring electrode and two ideally conducting hyperbolic end caps [1] [2] [3] . Since its invention by Paul and collaborators in the 1950s the Paul trap has evolved into one of the most important tools of modern atomic physics. The dimensionless equations of motion for a single charged particle stored in a Paul trap are given by
V. PAUL TRAP
where a and q, proportional to the applied dc and ac voltages, respectively, are the two dimensionless control parameters of the trap and X , Y , Z are the particle's coordinates. The Paul trap is globally stable [i.e., the solutions of Eq. (40) are bounded], if the trap is operated with parameter combinations ͑q , a͒ chosen from the interior of the stability area defined by the lines c , d , e , f in Fig. 10 . In this respect the Paul trap is completely different from the dynamic Kingdon traps where, in addition to the control parameter setting, the stability of a trapped particle also depends on the initial conditions of its associated phase-space trajectory.
With the help of Mathieu functions [37] the linear, singleparticle equations (40) are integrable and instabilities due to nonlinear resonance scenarios do not occur. This changes drastically if two or more particles are simultaneously stored in the trap. In this section we study the two-particle case in detail. 
This equation is nonlinear and its associated stroboscopic mapping, i.e., the mapping that takes x ជ͑n͒ to x ជ͓͑n +1͔͒, may therefore exhibit N = 3 and N = 4 instabilities as discussed in Sec. II E. This is indeed the case. But before we are ready to investigate the N = 3 and N = 4 instabilities of the Paul trap in detail we have to discuss the possible two-ion configurations in a Paul trap.
Stationary minimal-energy configurations in the Paul trap are known as two-ion crystals [43] . It is well known [43, 44] that there are three possibilities for the alignment of two-ion crystals in the Paul trap. The two ions of the crystal can either align with the z axis, lie in the xy plane, or form an angle with the z axis. Which of the three stationary configurations is actually selected depends on the parameter combination ͑q , a͒ with which the trap is operated. Two ions in their lowest-energy configuration are aligned with the z axis if ͑q , a͒ is selected from the lightly shaded region of the stability diagram shown in Fig. 10 (labeled "Z") . The two ions will lie in the xy plane if ͑q , a͒ is selected from the darker area of the stability diagram in Fig. 10 (labeled "XY" ) and the two ions will form an angle with the z axis if ͑q , a͒ is selected from the two areas with the darkest shade of gray in Fig. 10 (labeled "A 1 " and "A 2 " ). The white areas of the stability diagram in Fig. 10 , labeled "C 1 " and "C 2 ," correspond to chaotic regions where simple stationary ion configurations are hard to find.
We start with discussing z-aligned ion crystals. In this case x = y = 0 for all time and only the z equation of Eq. (41) needs to be considered. Using the methodology discussed in Sec. II D we determined the locations of the N = 3 and N =4 resonances of z-aligned ion crystals. Since the Paul trap depends on two control parameters, the N = 3 and N = 4 instabilities are located on lines in the stability diagram of Fig. 10 labeled N =3͑Z͒ and N =4͑Z͒, respectively. Since the z equation of Eq. (41) is defined for the entire range of q values shown in Fig. 10 , we plotted the two curves N =3͑Z͒ and N =4͑Z͒ in the entire interval 0 Ͻ q ϳ 0.7. In complete analogy to the z-aligned case we also plotted the lines N =3͑XY͒ and N =4͑XY͒, which correspond to xy-aligned ion crystals. Figure 11 shows that on the curve N =3͑XY͒ the primary trapping island vanishes just like it did in the analogous cases of the cylindrical and the spherical dynamic Kingdon traps. But Fig. 11(b) shows that although the primary trapping island is destroyed for ͑q , a͒ on N =3͑XY͒, there is a fundamental difference compared with the dynamic Kingdon traps: even at the N = 3 resonance point large, stable, secondary, third-order islands remain. Figure 12 shows the island destruction scenario for the case N = 4. Here, too, the primary island vanishes, but a chain of large, stable, secondary, fourth-order islands remains.
We now demonstrate that our prediction of the occurrence of N = 3 and N = 4 instabilities in the Paul trap can be tested experimentally. We focus on the N = 3 instability at ͑q = 0.5712, a = 0.25͒. A phase-space portrait of this case is shown in Fig. 13(a) . The primary trapping island is clearly destroyed. Figure 13(b) is a composite phase-space portrait in analogy to Fig. 2 . Figure 13(b) shows the primary trapping island at q = q 1 = 0.56. For increasing q the primary trapping island moves to the left, where we show it again at q = q 2 = 0.59. The critical point, at q = q * = 0.5712, as shown in Fig.  13(a) , is located in between the two trapping islands.
In order to reveal the N = 3 resonance at q = q * , we ran the following simulation. We started a z-aligned two-ion crystal close to the center of the trapping island at q = q 1 . We then increased the control parameter q at a rate of q =4ϫ 10 −9 per cycle. This way the two-ion crystal is "dragged" [45] very slowly (adiabatically) towards the instability at q = q * , which is reached after about 2.8ϫ 10 6 cycles. If we assume that the trap is operated at 11 MHz [46] , this corresponds to about 0.25 s real time. Once the instability is reached, the two-ion crystal quickly breaks up (on the scale of about 200 cycles, or about 18 s) and forms a cloud state [46] . In the cloud state the two ions are no longer locked into a regular, crys- talline configuration, but move quasi-independently on chaotic trajectories [47] . As shown in Fig. 13(b) , the crystal breaks up along the unstable manifolds of the critical point at q = q * . Since it has already been demonstrated experimentally that it is possible to tell crystals from clouds [46] , our simulation shows convincingly that the existence of N = 3 instability points can be tested experimentally.
We also ran simulations concerning the N = 4 instabilities. These simulations show that crystals dragged towards the N = 4 resonance lines also break up. Thus the N = 4 instabilities are also accessible to experimental testing.
VI. DISCUSSION
The Kingdon equations (1) and (39) are special cases of the generalized Mathieu equation [11] 
which describes a whole range of charged-particle rf traps. For ␥ = 1, e.g., we obtain the equation of motion (40) of the single-particle Paul trap, ␥ = −1 corresponds to the cylindrical dynamic Kingdon trap (Sec. II), and ␥ = −2 corresponds to the spherical dynamic Kingdon trap (Sec. IV). The case ␥ = 1 is not interesting, since it corresponds to the linear Mathieu equation [37] . Since we found N = 3 and N = 4 instabilities for both the cylindrical (Sec. II) and the spherical (Sec. IV) dynamic Kingdon traps, it is possible, though not guaranteed (see remark at the end of Sec. II E) that island collapse is a generic property of the generalized Mathieu equation (42) . The instabilities of the cylindrical dynamic Kingdon trap at 3 * and 4 * manifest themselves most clearly in the stability function S͑͒ discussed in Sec. II. Although S͑͒ clearly makes the case for instability at 3 * and 4 * , the curve itself has to be taken with a grain of salt. First of all it is well known [48, 49] that in general the borders of stability islands are fractal. Although the phase-space resolution chosen to produce Fig. 3 is high [it took about one month of CPU time on a six-processor cluster computer to produce S͑͒ shown in Fig. 3(a) ], the phase-space resolution is definitely not fine enough to even begin to resolve the fractal borders of the stable islands. Still, the fractal nature of the borders results in some "roughness" of S͑͒, which is visible in Fig. 3 from about = 6 on. For the purposes of this paper, however, an ultra-accurate S͑͒ is not necessary. For our purposes it is enough to know the approximate behavior of S͑͒ with a moderate resolution (for instance as chosen to produce Fig.  3 ), since S͑͒'s purpose was more than adequately accom- (ii) Since we showed in Sec. III that the kicked Kingdon trap is an excellent model for the cw-driven Kingdon trap, and since the trapping efficiencies S͑͒ are qualitatively similar for the two traps [see Fig. 3(a) and 3(b) ], we conclude that since the kicked Kingdon trap is stable for Ͼ 10 [see (i) above], so is the cw-driven trap. (iii) Expanding Eqs. (13) and (14) to fourth order in 1 / it can be shown that Eq. (15) is stable for Ͼ 10. (iv) The larger , the more accurate the pseudopotential approximation [11, 12, 35] . This is so, because one of the conditions of the applicability of the pseudopotential approximation is that the amplitude of the micromotion is small compared with the "guiding-center" or "macromotion" [35, 50] . In our case the guiding center is the geometric center of the limit cycle ͓r L ͑t͒ , ṙ L ͑t͔͒, which is stationary for fixed . According to Eq. 
͑43͒
Therefore we trust the stability prediction of pseudopotential theory for Ͼ 10.
Some preliminary surveys of the phase space of the kicked and the cw-driven cylindrical dynamic Kingdon traps indicate that both traps are completely unstable at 3 * , i.e., at = 3 * their phase space does not seem to exhibit any stable islands whatsoever. A system without any stable islands is a hyperbolic dynamical system if certain additional conditions are met [28, 34] . Only very few hyperbolic systems are known, and even fewer model real physical systems. We know of only one such system, where the absence of stable islands was proved analytically: the kicked one-dimensional hydrogen atom [51, 52] . The dynamic Kingdon traps at 3 * may be additional candidates. Numerical evidence, however, is not proof. If the absence of islands at 3 * is indeed confirmed, a proof may be provided using the methods in Refs. [51, 52] .
Compared with the Paul trap the instabilities of the dynamic Kingdon traps are particularly devastating. In the Paul trap encountering an N = 3 or an N = 4 instability merely means the breakup of an ordered ion configuration; the ions themselves remain trapped. In the dynamic Kingdon traps, however, encountering an N = 3 or an N = 4 instability means the complete loss of the particle from the trap.
As shown by the insets of Fig. 3 the shrinking and reexpansion of the primary trapping island of the cylindrical dy- where V ac and V dc are, respectively, the ac and dc voltages applied to the trap, the necessary resolution translates into voltage resolutions. In order to answer the question of whether ␦ = 0.01 can be implemented experimentally, we use the example of a possible experimental setup for trapping Mg + ions as discussed in Ref. [12] . In this example it is assumed that the trap is operated with a dc voltage of V dc = 100 V. At 3 * , according to Eq. (44), this translates into V ac = 723 V. Keeping V dc fixed, ␦ = 0.01 translates into ␦V ac = 2 V. Changing a voltage of about 700 V in steps of 2 V is certainly technically feasible. It seems to us that even finer resolutions should be technically possible, which would allow an experimental test of the existence and locations of the instability points in the cylindrical dynamic Kingdon trap.
VII. SUMMARY AND CONCLUSIONS
In this paper we investigated in detail recently discovered instabilities in several types of rf traps including the Paul trap, the most widely used and most important rf trap. We showed that the instabilities are due to island collapse, i.e., the vanishing of the primary trapping island due to a collision of the center period-1 fixed point of the primary trapping island with a set of collapsed, unstable period-3 and a set of collapsed, unstable period-4 fixed points, respectively. We computed accurate values of the critical control parameters for four different types of rf traps, the cw-driven cylindrical and spherical dynamic Kingdon traps, the kicked cylindrical Kingdon trap and the Paul trap. For the cw-driven cylindrical dynamic Kingdon trap we computed analytical approximations to 3 * and 4 * which are in good agreement with the exact values of the critical control parameters in this case. In the case of the kicked trap we were able to compute exact analytical expressions for the critical control parameters where the instabilities occur. We also observed and explained reduced stability of the kicked and cw-driven cylindrical dynamic Kingdon Short dashes: three-harmonics approximation r L ͑3͒ ͑t͒. Inset: magnification of the limit cycles in the vicinity of r = 2.85.
