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Resumen y Abstract VII 
 
Resumen 
En este trabajo se realizó el diseño e implementación de un modelo para la detección de 
congestión para una red de datos de área local con participación del usuario y usando 
herramientas en inteligencia computacional.  Para adelantar esta investigación, primero 
fue necesario identificar las variables a utilizar como base para la medición de 
congestión. Para esto se hizo una recolección de datos en la red LAN de la sede Bogotá 
de la Universidad Nacional de Colombia y se realizó un análisis estadístico de dichos 
datos. Luego se planteó un modelo para la detección de congestión, basado en la 
interacción del usuario final de la red. Particularmente se desarrolló un sistema multi-
agente distribuido para adelantar el proceso de detección. Para comprobar el 
funcionamiento del modelo se desarrollaron pruebas experimentales sobre un ambiente 
controlado en la red de estudio. Los resultados obtenidos corroboraron el adecuado 
funcionamiento del modelo propuesto.  
 
 
 
Palabras clave: Congestión en redes, detección congestión, sistema multi-agente, redes 
de datos LAN. 
 
 
 
 
Abstract 
This work presents the design and implementation of a model for detecting congestion in 
local area networks. The proposed approach is based on the user’s participation and 
used computational intelligence methods. First, it was necessary to identify the variables 
used to measure congestion. Some data were collected at the LAN from the Bogota 
campus of the National University of Colombia and some statistical analysis on such data 
was performed. Then a congestion detection model based on end-user/network 
interaction was developed. Specifically, a distributed multi-agent system was proposed. In 
order to validate this model, some experimental tests on a controlled environment were 
performed on the network under study. The obtained results showed the proper operation 
of the proposed model. 
 
 
 
Keywords: network congestion, congestion detection, multi-agent systems, LAN data 
networks. 
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 Introducción 
Para los administradores de una red corporativa de gran tamaño se hace necesario el 
contar con herramientas de diagnóstico que ayuden a determinar los problemas físicos o 
lógicos que se presentan en la infraestructura.  
 
Dentro de los problemas lógicos que se presentan, está el manejo inadecuado de la 
congestión de tráfico, y conlleva a que la red funcione cerca de la máxima utilización que 
puede alcanzar. Dicha congestión aparece debido al uso compartido de los recursos de 
los componentes de una red, como los enlaces, conmutadores (switches) y enrutadores 
(routers). Si esta situación no se controla, se llegará a la saturación de dichos recursos. 
Ésta situación deriva en un aumento en los tiempos de respuesta y se propagará teniendo 
como efecto un deterioro global en el desempeño de la red. 
 
En la actualidad existen en el mercado varios productos que ayudan a los 
administradores a identificar los problemas de red. Estos productos son generalmente un 
grupo de herramientas que mediante un afinamiento y adaptación de parámetros en la 
herramienta, permite monitorear los elementos componentes de una red e indicar a los 
administradores si se presentan problemas por una alta utilización de los recursos 
disponibles de un equipo. La actividad de configuración de estas herramientas no se 
realiza con la periodicidad necesaria, pues cada vez que la red cambia hay que volver a 
configurarla, y la herramienta termina no siendo utilizada adecuadamente o sin utilizar en 
el peor de los casos.  En este trabajo de investigación se pretende ayudar en este 
sentido, de forma tal que con la ayuda de los usuarios, al utilizar la red de datos, se pueda 
hacer un diagnóstico de la infraestructura que ellos utilizan, y los administradores no 
tengan que estar modificando y configurando las herramientas de gestión de redes en sus 
empresas. 
 
Los problemas de congestión repercuten en la percepción que los usuarios tienen al 
respecto de la lentitud de la red. Dada que esta percepción es subjetiva y depende del 
usuario, este trabajo busca desarrollar un modelo que permita a los administradores de 
red determinar, sin prejuicios de subjetividad, una línea base para el comportamiento 
normal de desempeño de la red corporativa. 
 
En este trabajo se propone un modelo que permite identificar los problemas de 
congestión, utilizando conceptos de sistemas multi-agente (SMA), en una red LAN. De la 
misma forma la utilización de un sistema inteligente facilita el diagnóstico de problemas 
por parte de los administradores de red. El modelo se desarrolló utilizando tres tipos 
diferentes de agentes, el primero funciona como un sensor que recopila información de 
comportamiento una de las subredes, un segundo que con la información recolectada 
determina si hay congestión en esa subred y un tercero que  indica, en una forma visual a 
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los administradores de red, la condición de congestión en todas las subredes. También se 
estableció la línea base de comportamiento de las diferentes subredes en la red de área 
local (LAN) de la sede Bogotá de la Universidad Nacional de Colombia (UNC), mediante 
la recolección de datos para las variables de comportamiento y la aplicación de análisis 
estadístico a dichos datos. 
 
En el laboratorio se simularon condiciones de congestión, esto se realizó generando 
tráfico de datos mayor al que el canal de comunicaciones podía manejar y por lo tanto los 
recursos del equipo de red del laboratorio se saturaban, dando como resultado 
congestión en la subred de pruebas. Los resultados obtenidos muestran que el modelo 
planteado identifica adecuadamente la congestión, en un ambiente de laboratorio que 
hace parte de la red de área local de la UNC. Quedaría como parte de trabajo posterior 
implementar el modelo ya no en una subred de laboratorio sino en todas las subredes de 
la UNC, para comprobar la robustez del modelo en redes de área local de mediano o gran 
tamaño. 
 
Este documento está organizado de la siguiente forma: En el capítulo 2 se presentan de 
manera resumida algunos conceptos fundamentales sobre  congestión en redes y las 
posibles alternativas para su solución. En el capítulo 3 se revisan los conceptos  de 
agentes inteligentes y de sistemas multi-agente, se analizan las ventajas y desventajas de 
utilizar estas herramientas para la solución del problema de investigación planteado. En el 
capítulo 4 se realiza una descripción del problema a tratar y se plantea la forma de dar 
solución al mismo. En el capítulo 5 se describe en detalle el modelo desarrollado para la 
detección de congestión y su implementación con sistemas multi-agente. En el capítulo 6 
se presentan los resultados obtenidos en esta tesis en cuanto a detección de congestión; 
se comienza describiendo el ambiente controlado donde se realizaron los experimentos 
para simular congestión en una red en producción y luego se presentan los resultados 
obtenidos al aplicar el modelo propuesto. Finalmente, en el capítulo 7 se plantean las 
conclusiones y recomendaciones de la investigación. 
 
 
 
 
  
 
1. Congestión en redes de datos 
 
En este capítulo se revisan algunos conceptos fundamentales sobre congestión en redes 
de datos, los distintos mecanismos para su detección y las posibles alternativas para su 
solución. También se mencionan algunas de las ventajas del modelo propuesto en 
comparación con las herramientas comúnmente utilizadas para la detección  de la 
congestión.  
 
1.1 Conceptos de Congestión 
A continuación se enumeran algunas de las definiciones encontradas en la literatura 
sobre la congestión en redes de datos. 
 
La congestión de una red es la situación en la que un aumento de las transmisiones de 
datos resulta en una reducción, en el rendimiento. El rendimiento es la cantidad de datos 
que pasa a través de la red por unidad de tiempo, tales como el número de paquetes por 
segundo. Los paquetes son la unidad fundamental de transmisión de datos en las redes.  
 
La congestión es el resultado de las aplicaciones enviando más datos que los 
dispositivos de red (por ejemplo, enrutadores y conmutadores) pueden acomodar, lo que 
causa que los buffers en tales dispositivos se saturen y, posiblemente, ocurra un 
desbordamiento. Un buffer es una porción de memoria de un dispositivo que se reserva 
como un lugar de almacenamiento temporal de datos que se envían o se reciben de otro 
dispositivo. Esto puede resultar en retrasos o pérdida de paquetes, y causa las 
solicitudes de retransmisión de los datos, lo cual aumentará el tráfico e incrementará aún 
más la congestión. Un colapso de congestión es la situación en que la congestión es tan 
grande que el rendimiento alcanza un nivel tan bajo, que se produce poca comunicación 
útil [1]. 
 
Una simple definición de congestión es: Si para cualquier intervalo de tiempo, la suma 
total de las demandas de un recurso es mayor que su capacidad disponible, el recurso se 
dice que está congestionado en ese intervalo. En términos matemáticos: 
 
∑                             
 
En las redes de computadores, hay un gran número de recursos, tales como buffers, 
anchos de banda de conexión, tiempos de procesador, servidores, etc. Si, por un breve 
intervalo, el espacio del buffer disponible en el destino es menor que el requerido para el 
tráfico que llega, se produce la pérdida de paquetes. Del mismo modo, si el tráfico total 
que intenta entrar en un enlace es mayor que su ancho de banda, el enlace se dice que 
está congestionado [2]. 
 
El colapso de congestión se produce cuando un aumento en la carga de red  resulta en 
una disminución en el trabajo útil realizado por la red. El colapso de congestión que 
resulta de la retransmisión innecesaria de paquetes, que están en tránsito o ya han sido 
recibidos en el receptor, se denomina colapso de congestión clásico. Una segunda forma 
de colapso de congestión se produce debido a paquetes no entregados. El colapso de 
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congestión de los paquetes no entregados surge cuando se desperdicia ancho de banda 
mediante el envío de paquetes a través de la red, que se pierden antes de llegar a su 
destino final [3]. 
 
Además del colapso de congestión clásico y el colapso de congestión por paquetes no 
entregados, otras formas posibles de colapso de congestión se enumeran a continuación. 
El colapso de congestión por fragmentación es cuando la red al transmitir fragmentos de 
paquetes, que se descartan en el receptor, ya que no pueden volver a re-ensamblar los 
fragmentos recibidos en un paquete válido. El colapso de congestión basado en la 
fragmentación puede producirse cuando algunos de los fragmentos de un paquete de 
capa de red se descartan (por ejemplo, en la capa de enlace), mientras que el resto son 
entregados al receptor, y así se malgasta ancho de banda en una red congestionada.  
 
Otra forma de colapso de congestión posible, es el colapso de congestión por incremento 
en el  tráfico de control. Este sería el colapso de congestión, que como resultado del 
incremento de la carga de red, se obtiene que una fracción cada vez más grande de los 
bytes transmitidos en los enlaces pertenecen a tráfico de control (por ejemplo, las 
actualizaciones de enrutamiento, mensajes de sesión de multicast, mensajes DNS, etc), 
y una fracción cada vez más pequeña de los bytes transmitidos corresponden a datos 
efectivamente entregados a las aplicaciones de red. Una última forma de colapso de 
congestión, es el colapso de congestión por los paquetes obsoletos o no deseados; esta 
forma de colapso ocurriría si los enlaces congestionados de la red están ocupados 
llevando los paquetes que ya no son deseados por el usuario. Esto podría ocurrir cuando 
las transferencias de datos son lo suficientemente grandes, y debido a los retrasos en las 
colas de espera, los usuarios ya no están interesados en los datos cuando llegan [4]. 
 
La congestión de la red también dependerá de la perspectiva del usuario. Un usuario que 
requiere poco de la red puede tolerar una pérdida de rendimiento mucho mejor que un 
usuario más exigente. Por ejemplo, para algún usuario que envía y recibe correo 
electrónico es aceptable una demora en la entrega de un mensaje de un día, mientras 
que este desempeño es inaceptable para un usuario que utiliza una red para la 
comunicación de audio en tiempo real. Un punto clave es la noción de la utilidad que un 
usuario recibe de la red y cómo se degrada la utilidad dependiendo de la carga de la red. 
Una red se dice que está congestionada desde la perspectiva de un usuario, si la utilidad 
obtenida disminuye debido a un aumento de la carga de la red. El concepto de utilidad 
que se usa aquí es tomado de la teoría económica, ya que la utilidad sólo expresa un 
orden de preferencia; por ejemplo, un usuario puede indicar que es indiferente a la 
demora en la red, siempre que sea inferior a 0,1 segundos [5]. 
 
1.2 Métodos de detección de la congestión  
 
Aunque en el mercado se encuentran herramientas que realizan la detección de 
congestión, todas las herramientas presentan desventajas. La primera  es que requieren 
de la instalación de sondas distribuidas por la red. Dichas sondas son algunas veces 
equipos especializados de alto costo y en otras ocasiones son programas que se instalan 
en equipos servidores o de escritorio en la red. Esto implica que los administradores de 
red deben estar constantemente instalando nuevas sondas a medida que la red cambia 
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(por ejemplo por ampliación, cambios en topología, entre otros). La segunda desventaja 
es que toda la información recolectada por las sondas debe ser analizada manualmente 
por los administradores de red con el fin de establecer si estos datos representan o no un 
comportamiento normal del desempeño de la red y con base en esto definir las 
estrategias a seguir para solucionar los problemas encontrados.  
 
Generalmente para la detección, ciertas características de la red son evaluadas con el fin 
de determinar la existencia de congestión. Como ejemplos se tienen métodos que 
realizan la medición del tiempo de transmisión de los mensajes (latencia), mientras que 
otros detectan la disminución de la velocidad del flujo de paquetes (backpressure) 
cuando ocurre la congestión. Otras técnicas utilizadas son las que monitorean recursos 
individuales como puertos, interfaces, procesadores o buffers y permiten determinar el 
grado de ocupación de los mismos con el fin de detectar congestión. Para el desarrollo 
de éste trabajo de investigación se utilizarán los dos métodos anteriormente 
mencionados, tanto la medición de algunas características de la red, como el monitoreo 
de algunos recursos individuales. 
 
El monitoreo puede hacerse tanto a nivel global como a nivel local. Para el nivel local 
tiene la desventaja de que aplica las acciones para evitar la congestión de red y puede 
castigar solo los nodos que detectan la congestión, independientemente de si son 
principalmente responsables del problema. Se tiene un estado del nivel de congestión 
más limitado, generalmente a una zona de la red, y solo detectaría el comportamiento 
aislado de esa zona. Por el contrario, otras soluciones pueden parecer mejores, pero 
requieren la transmisión de información adicional a través de la red. En el caso global se 
analiza un determinado conjunto de recursos y se toman decisiones en función del 
estado de todos los nodos de la red. Esto brinda una información más precisa del nivel 
de congestión en la red, aunque implica una sobrecarga (overhead) de mensajes en la 
red destinado a distribuir dicha información [6]. 
 
Se puede clasificar las diferentes técnicas de detección de la congestión en dos grupos 
principales, detecciones activas y pasivas. Se ha convertido en una práctica común que 
los proveedores de servicios de Internet (ISP) instalen en sus redes infraestructuras de 
medición (Network Measurement Infrastructures - NMI). Estas NMI brindan apoyo en la 
recopilación de datos de detección activa y pasiva  de toda la red, y análisis para 
identificar los cuellos de botella y entender en términos generales las características de 
tráfico de la red [7]. 
 
Las detecciones activas requieren inyectar paquetes de prueba en la red. 
Tradicionalmente, las herramientas de medición activas tales como ping y traceroute, se 
utilizan para determinar los retrasos de ida y vuelta, y las topologías de red utilizando 
paquetes ICMP. Recientemente, las herramientas de medición activas han sido 
desarrolladas para emular tráfico de aplicaciones específicas y utilizar los resultados 
obtenidos del tráfico emulado, para estimar lo que el usuario final percibe de la calidad de 
la aplicación. 
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Figura  1-1 Sistema de detección activa 
 
ENVIO PAQUETE DE PRUEBA
RECEPCION DE LA RESPUESTA
 
 
La figura 1-1 muestra la arquitectura básica utilizada en los sistemas de detecciones 
activas; generalmente desde un servidor central, o varios,  se envían paquetes a los 
diferentes equipos de la red. La información recolectada es almacenada y analizada en 
dichos servidores. 
 
En comparación con las detecciones activas, las detecciones pasivas no inyectan 
paquetes de prueba en la red. La detección se realiza mediante la captura de paquetes y 
sus correspondientes marcas de tiempo de transmisión, desde aplicaciones que se 
ejecutan en dispositivos conectados a la red (por ejemplo, conmutadores y enrutadores). 
Algunas de las técnicas de detección pasiva populares incluyen la recolección de datos 
de Simple Network Management Protocol (SNMP), datos de Syslog y datos de NetFlow 
de los conmutadores y enrutadores de la red. 
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Figura  1-2 Sistema de detección pasiva 
 
ENVIO PAQUETES DE ESTADO
 
 
La figura 1-2 muestra la arquitectura básica utilizada en los sistemas de detecciones 
pasivas; se utiliza un servidor central para sondear periódicamente diversos datos de 
medición pasiva por parte de los dispositivos de red críticos y los datos consultados se 
recogen en una base de datos central. 
 
Aunque las detecciones activas tienen desventajas por producir más tráfico en la red, se 
propone utilizar éstos métodos de detección durante el desarrollo de esta investigación, 
por ser los de más fácil implantación y, adicionalmente, porque el ámbito del laboratorio 
de prueba será de nivel local en la red. 
 
1.3 Algunas soluciones para la congestión 
 
Dado que algunas de las definiciones anteriormente mencionadas tienen que ver con las 
limitaciones de recursos, la solución tradicional al fenómeno de la congestión, radica en 
diseñar la red utilizando una cantidad de recursos mayor a la estrictamente necesaria 
(sobredimensionar la red) de manera que no exista la necesidad de competir por 
recursos y evitar la retención de paquetes. Otra solución simple planteada para la 
congestión está relacionada con el incremento en los recursos de la red, por ejemplo, 
más memoria, más ancho de banda, o más procesador. Estas dos soluciones implican un 
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mayor costo en el diseño o mantenimiento de una red y por lo tanto no son siempre las 
soluciones adecuadas  al problema. 
 
Como se mencionó anteriormente, uno de los enfoques para solucionar la congestión son  
esquemas de creación o incremento de recursos, por ejemplo asignar dinámicamente un 
mayor ancho de banda o distribuir tráfico por otras rutas diferentes a las utilizadas. El otro 
enfoque de solución es el de reducción de la demanda, estos sistemas tratan de reducir 
el nivel de la demanda de los recursos disponibles. Como ejemplo de estos está el no 
permitir inicio de nuevas sesiones durante la congestión, reducción o incremento en 
forma dinámica de la cantidad de paquetes que se pueden transmitir en la red, o los 
sistemas de contención, prioridad y reserva en redes [2]. 
 
Varias técnicas también han sido desarrolladas en un intento de minimizar la congestión 
en el colapso de las redes de comunicaciones. Además de aumentar la capacidad de los 
enlaces de conexión, está la compresión de datos, la priorización de flujos de datos, el 
modelamiento de tráfico, y las modificaciones de protocolos que incluyen mecanismos 
para informar a los dispositivos de transmisión sobre los niveles actuales de congestión 
de la red y para que estos desvíen o retrasen sus transmisiones de acuerdo a los niveles 
de congestión  [4, 8, 9]. 
 
También existe otra clasificación de las diferentes técnicas para la solución de 
congestión, en dos grupos principales: técnicas preventivas y técnicas reactivas [6]. 
 
Las técnicas preventivas, incluyen el tipo de soluciones que intentan resolver el problema 
de la congestión a través del aumento de los recursos disponibles en el sistema,  
evitando la congestión. El empleo de estas técnicas requiere un conocimiento previo del 
comportamiento de la red con el objetivo de estimar los recursos necesarios para 
garantizar la ausencia de congestión. Una desventaja de este tipo de soluciones radica 
en que no siempre es posible disponer del conocimiento mencionado y por otro lado, no 
todas las organizaciones pueden tener disponibles recursos adicionales de red, sin 
utilizar y solo a la espera de que ocurra un evento de congestión. Además del incremento 
de recursos es posible encontrar otras opciones dentro de las técnicas preventivas, como 
es el caso de las soluciones basadas en garantizar la calidad de servicio en las 
comunicaciones. Asimismo, es posible encontrar otras técnicas que consisten en 
reservar ancho de banda en función de la utilización requerida para cada enlace.  
 
Las técnicas reactivas abarcan las soluciones que intentan gestionar los recursos 
existentes en la red de manera eficiente adaptándose a situaciones adversas de tráfico 
sin utilizar más componentes que los estrictamente necesarios. Por esta razón realizan 
una monitorización de la cantidad de tráfico que circula por la red, o de la ocupación de 
los recursos que la componen, con el motivo de detectar situaciones próximas a la 
congestión y notificar su existencia a los nodos de la red para que puedan llevar a cabo 
algún mecanismo para controlarla. De esta manera, es posible descomponer este tipo de 
técnicas en tres fases. 
 
 Monitoreo de la red y detección de congestión 
 Notificar la existencia de congestión 
 Ejecutar acciones correctivas 
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Como fue mencionado en el capítulo anterior, en la fase de monitoreo y detección de 
congestión ciertas características de la red son evaluadas con el fin de determinar la 
existencia de congestión. Otras técnicas utilizadas son las que monitorean recursos 
individuales en los equipos de red y permiten determinar el grado de ocupación de los 
mismos con el fin de detectar congestión. 
 
Con respecto a la fase de notificación, también es posible encontrar varias alternativas 
que permiten dar a conocer la existencia de congestión al resto (o parte) de la red, según 
el nivel de notificación. El tratamiento de congestión puede ser local en algunos casos, en 
el que un determinado nodo de la red detecta la congestión, pero no notifica al resto sino 
que intenta solucionar el problema localmente, mediante la gestión adecuada de sus 
recursos (enlaces, buffers, etc.). Por otra parte, la cantidad de nodos que reciben la 
información de la existencia de congestión, depende de la técnica empleada y pueden 
dividirse en:  
 
 Notificación a vecinos, donde solo un conjunto de nodos cercanos es notificado 
de la existencia de congestión, y que actuarán para eliminarla.  
 Otro mecanismo consiste en notificar solo a los nodos que envían y cuyos flujos 
de paquetes contribuyen a aumentar la situación de congestión.  
 Por último, existen mecanismos que notifican a todos los nodos, de manera que 
todos los componentes son conscientes del estado de la red. La sobrecarga de 
mensajes necesarios para transportar la información entre todos los nodos es un 
factor en contra de la implantación de estos mecanismos. 
 
Una vez que la congestión, ha sido detectada e informada, los nodos deberán tomar 
decisiones que permitan ejecutar acciones correctivas mediante los mecanismos 
necesarios, con el fin de eliminar la congestión y evitar la degradación de desempeño en 
la red. A continuación se enumeran algunas de las posibilidades más utilizadas. La 
regulación de paquetes (message throttling), utilizado a nivel de nodo fuente y actúa 
deteniendo o disminuyendo la cantidad de mensajes enviados, esto se hace durante un 
tiempo determinado ó hasta que caiga la cantidad de tráfico bajo cierto nivel. Otra 
alternativa es la de gestionar y optimizar el uso de buffers, es utilizada en los 
conmutadores y actúa reordenando los paquetes de diferentes flujos para evitar 
interferencias. Otro que vale la pena mencionar es el encaminamiento adaptativo, 
utilizado a nivel de los canales y actúa redistribuyendo la carga a través de múltiples 
trayectorias alternativas entre el mismo par fuente-destino. 
 
 
 
 
  
 
2. Inteligencia Computacional 
 
2.1 Definiciones de agente 
No existe una definición estándar de los agentes, esto se debe a la diversidad en la 
investigación y de las perspectivas de los investigadores. Algunos ejemplos de estas 
definiciones son las siguientes: 
 
Un agente es cualquier cosa capaz de percibir su medioambiente  con la ayuda de 
sensores y actuar en ese medio utilizando actuadores [10]. 
ENTORNO AGENTE
PERCEPCIONES
ACCIONES
SENSORES
ACTUADORES
 
Los agentes de software son programas que participan en diálogos, negocian y 
coordinan la transferencia de información [11]. 
 
El término agente se utiliza para representar dos conceptos ortogonales (independientes 
entre sí). La primera es la capacidad del agente para la ejecución autónoma. La segunda 
es la capacidad del agente para llevar a cabo razonamiento en un dominio especifico 
[12]. 
 
Los agentes autónomos son sistemas computacionales que habitan en algunos 
ambientes dinámicos complejos, sensan y actúan de forma autónoma en este entorno, y 
de esta manera realizar un conjunto de metas o tareas para las que están diseñados [13]. 
 
Los agentes inteligentes continuamente realizan tres funciones: la percepción de las 
condiciones dinámicas del medio ambiente, acciones para afectar las condiciones en el 
medio ambiente y razonamiento para interpretar percepciones, resolver problemas, hacer 
inferencias y determinar acciones [14]. 
 
2.2 Definiciones de sistema multi-agente 
 
Un sistema multi-agente es un sistema constituido por un número de agentes que 
interactúan entre sí. Para interactuar satisfactoriamente, los agentes necesitan las 
habilidades de cooperación, coordinación y negociación [24].  
Un sistema multi-agente contiene una serie de agentes, que interactúan entre sí a través 
de la comunicación. Los agentes son capaces de actuar en un entorno, diferentes 
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agentes tienen diferentes esferas de influencia, en el sentido de que tendrán el control - o 
por lo menos serán capaces de influir las distintas partes del medio ambiente [15]. 
 
De acuerdo con Sycara, un sistema multi-agente es "un sistema de muchos agentes 
inteligentes que interactúan entre sí. Los agentes son considerados como entidades 
autónomas, tales como programas de software o robots. Su interacción puede ser 
cooperativa o egoísta. Cooperativa significa que comparten un objetivo común y llevar a 
cabo tareas similares. Egoísta significa que persiguen sus propios intereses, sin la 
consideración de otros agentes” [16]. 
 
2.3 Características de agentes 
De las definiciones anteriores queda claro que los agentes son autónomos, tienen la 
capacidad de socializar con otros agentes o usuarios, y son parte de un entorno. Las 
definiciones anteriores también pueden ser utilizadas para obtener otras características 
importantes de un agente. Las siguientes son las principales características de un 
agente: [16] 
 
 Autonomía - Un agente puede actuar por su cuenta sin la intervención humana 
directa, y controla sus propias acciones y estado interno. 
 
 Proactivo (iniciativa) - Un agente es orientado hacia los objetivos y puede lograr 
los objetivos sin preguntar al usuario u otro agente. También es capaz de 
adaptarse a los cambios en el medio ambiente. 
 
 Habilidad Social - Un agente es capaz de comunicarse con los seres humanos u 
otros agentes usando un lenguaje de comunicación entre agentes. 
 
 Reactivo - Un agente es capaz de percibir y responder a un entorno cambiante sin 
demora o en un plazo corto de tiempo. 
 
2.4 Clasificación de agentes 
2.4.1 Clasificación de agentes en base a sus capacidades de 
resolver problemas 
 
Agentes Reactivos: 
Reaccionan a cambios de su medio ambiente o a mensajes provenientes de otros 
agentes. No son capaces de razonar acerca de sus intenciones (manejo de sus metas). 
Sus acciones se realizan como resultado de reglas que se disparan o de la ejecución de 
planes: Se actualiza la base de hechos del agente, y se envían mensajes a otros agentes 
o al medio que lo rodea. Los sistemas expertos de primera generación (compuestos de 
una base de conocimientos que contiene conjuntos de reglas, hechos y una máquina de 
inferencias) son ejemplos de este tipo de agentes. Dentro de un sistema multiagentes, 
este tipo de agentes también es capaz de comunicarse con otros agentes: escogiendo y 
mandando o recibiendo e interpretando mensajes de acuerdo a la situación actual. 
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Agentes Intencionales: 
Son capaces de razonar acerca de sus intenciones y conocimientos, crear planes de 
acción, y ejecutar dichos planes. Los agentes intencionales pueden ser considerados 
como sistemas de planeación:  
 
 Pueden seleccionar sus metas (de acuerdo a sus motivaciones) y razonar sobre 
ellas (detectar y resolver conflictos y cumplimiento de metas). 
 Pueden seleccionar o crear planes (programación de acciones) 
 Pueden detectar conflictos entre planes, y ejecutar y revisar dichos planes. 
 En sistemas multi-agente, los agentes intencionales se coordinan entre sí al 
intercambiar información acerca de sus creencias, metas o acciones. Esta 
información se añade a sus planes.  
 
Agentes Sociales: 
Poseen las capacidades de los agentes intencionales, y además poseen modelos 
explícitos de otros agentes. De aquí que un agente social deba ser capaz de:  
 
 Mantener los modelos de los otros agentes mediante la actualización de 
conocimientos, metas y planes. 
 Razonar sobre el conocimiento incorporado a estos modelos (intenciones, 
compromisos, reacciones anticipadas y comportamientos hipotéticos). 
 Tomar sus decisiones y crear sus planes con respecto a los modelos de los otros 
agentes.  
 
2.4.2 Clasificación de agentes en base a autonomía, aprendizaje 
y cooperación 
 
Esta clasificación se basa en tres características de los agentes: Autonomía, cooperación 
y aprendizaje: [17] 
 
AUTONOMIA
COOPERACIÓN APRENDIZAJE
AGENTES 
COLABORATIVOS
AGENTES 
COLABORATIVOS QUE 
APRENDEN
AGENTE DE INTERFAZ
AGENTES 
INTELIGENTES
 
 
Agentes colaborativos: 
Estos agentes enfatizan su autonomía y cooperación (con otros agentes) para realizar 
sus tareas. Pueden aprender, pero este aspecto no tiene tanta importancia como su 
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autonomía para su operación. Para tener un conjunto coordinado de agentes 
colaborativos, éstos tienen que negociar para alcanzar compromisos mutuamente 
aceptados de alguna forma. 
Pueden usarse para: 
 
 Resolver problemas que son demasiado grandes para sistemas centralizados 
(debido a limitaciones de recursos o en los que se necesita tolerancia a fallas). 
 Permitir la interconexión y operación de sistemas existentes. 
 Dar solución a problemas inherentemente distribuidos 
 Dar solución a problemas en los que existen varias fuentes de información. 
 Dar solución a problemas en donde la experiencia se encuentra distribuida.  
 
Agentes de interfaz: 
Los agentes de interfaz ponen énfasis en su autonomía y aprendizaje para realizar sus 
tareas. El caso más claro de este tipo de agentes corresponde al de un asistente 
personal que colabora con su usuario en el mismo ambiente de trabajo. La colaboración 
con el usuario no necesariamente requiere de un lenguaje explícito de comunicación de 
agentes. 
 
Esencialmente, los agentes de interfaz asisten y dan soporte al usuario para aprender el 
uso de una aplicación. El agente del usuario observa y monitorea sus acciones a través 
de la interfaz con el usuario, y le da sugerencias para mejorar su tarea. Así, el agente del 
usuario actúa como un asistente personal que coopera con el usuario para realizar una 
tarea con la aplicación. 
 
Los agentes de interfaz aprenden para mejorar su ayuda al usuario en cuatro formas: 
 Al observar e imitar al usuario. 
 Al recibir retroalimentación del usuario. 
 Al recibir instrucciones explícitas del usuario. 
 Al pedir consejo a otros agentes.  
 
La colaboración con otros agentes (si es que existe), se limita a pedir consejo, y no a 
conseguir compromisos como en el caso de agentes colaborativos.  
 
2.4.3 Otros tipos de agentes 
 
Agentes móviles: 
Los agentes móviles son programas de software capaces de viajar por redes de 
computadoras, como por Internet, de interactuar con hosts, pedir información a nombre 
de su usuario y regresar a su lugar de origen una vez que ha realizado las tareas 
especificadas por su usuario. 
 
Agentes de información/internet: 
Los agentes de información realizan la tarea de administrar, manipular o recolectar 
información proveniente de varias fuentes distribuidas. Los agentes de información 
pueden ser estáticos o móviles, pueden ser no cooperativos o sociales, y pueden o no 
aprender. 
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Por ejemplo, un agente de información estático, interactuaría con varias máquinas de 
búsquedas de internet (p.ej. Yahoo, Lycos, WebCrawler, etc) y organizar fuentes de 
información (p.ej. las URL de interés, y que cumplen con algún criterio de búsqueda), las 
cuales se entregarían como respuesta al usuario. 
  
Agentes híbridos: 
Los agentes híbridos son aquellos que en su funcionamiento poseen la combinación de 
dos o más de las capacidades de los tipos anteriormente explicados.   
 
2.5 Clasificaciones de sistemas multi-agente 
 
La siguiente es una clasificación por el tipo de interacción entre los agentes. 
 
No hay directa interacción entre los agentes 
Cada agente realiza sus actividades sin ser consciente de y mucho menos 
interactuar con cualquier otro agente. 
Interacción simple entre los agentes 
Los agentes se ven influidos por las acciones de agentes "superiores" en una 
cadena causal. Estas cadenas causales pueden ser llamadas simplemente 
“poder”. La esencia es que los agentes están conectados a través de acciones 
que influyen en las opciones y / o motivaciones de los otros agentes. 
Interacciones complejas, o condicionales, o colectivas entre los agentes 
Los sistemas multi-agente de interacciones complejas, condicionales o colectivas, 
se caracterizan por ser modelos del tipo de "me muevo si se mueve". 
2.6 Ventajas de un sistema multi-agente 
Las dos razones principales que llevan a las personas a estudiar los sistemas multi-
agente son: [18] 
 
Necesidades tecnológicas y aplicaciones – Los sistemas multi-agente ofrecen una 
manera prometedora e innovadora de entender, administrar y usar computación y 
sistemas de información en forma distribuida, a gran escala, dinámica, abierta y 
heterogénea. Los ordenadores y las aplicaciones informáticas se vuelven más poderosos 
y más estrechamente conectados entre sí a través de redes de larga distancia y de área 
local, y con los seres humanos a través de las interfaces de usuario. Estos sistemas son 
demasiado complejos para ser completamente caracterizados y descritos con precisión. 
A medida que su control se hace cada vez más descentralizada, sus componentes 
actúan cada vez más como "individuos" que merecen atributos como autónomos, 
inteligentes racionales, y no sólo como "partes" de un sistema. 
 
Visión Natural de los Sistemas Inteligentes – Los sistemas multi-agente ofrecen una 
forma natural de ver y caracterizar los sistemas inteligentes. La inteligencia y la 
interacción están profundamente e inevitablemente unidas, y los sistemas multi-agente 
reflejan este concepto. Los sistemas inteligentes, como los humanos, no funcionan de 
manera aislada. En cambio, son una parte del ambiente en que ellos y otros sistemas 
inteligentes operan. Los sistemas de inteligencia artificial distribuida pueden proporcionar 
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información y conocimientos acerca de las interacciones entre los seres naturales e 
inteligentes, cuando se organizan en varios grupos, comités, sociedades y economías 
con el fin de lograr una mejora. 
 
Pero ante la decisión de si utilizar sistemas multia-gente para un problema determinado, 
cuales son las características de un sistema multi-agente que nos ayudaría a resolver la 
pregunta ¿Cuándo usar agentes? Los sistemas multi-agente, como sistemas distribuidos, 
tienen la capacidad de ofrecer varias propiedades deseables. 
 
Velocidad y eficiencia - Los agentes pueden funcionar de forma asíncrona y en paralelo, 
y esto puede resultar en un aumento de la velocidad global. 
 
Robustez y Confiabilidad - El fracaso de uno o varios agentes no significa 
necesariamente que el sistema en general quede inútil, ya que otros agentes que ya 
están disponibles en el sistema puede hacerse cargo de su parte. 
 
Escalabilidad y flexibilidad - El sistema se puede adaptar a un tamaño mayor de 
problema mediante la adición de nuevos agentes, y esto no tiene por qué afectar la 
operatividad de los otros agentes. 
 
Costos - Puede ser mucho más rentable que un sistema centralizado, ya que podría estar 
compuesto de subsistemas simples de bajo costo unitario. 
 
Desarrollo y Reutilización – Los agentes individuales pueden ser desarrollados por 
separado por los especialistas, el sistema global puede ser probado y se mantiene más 
fácilmente, y puede ser posible volver a configurar y reutilizar agentes en diferentes 
escenarios de aplicación. 
 
 
  
 
3. Problema de Investigación 
 
Una red de datos es básicamente un grupo de computadoras interconectadas entre sí, 
que pueden compartir recursos e información y uno de sus objetivos es hacer que todos 
los programas, datos y equipos estén disponibles para cualquiera de la red que así lo 
solicite, sin importar la localización física del recurso y del usuario. Un segundo objetivo 
consiste en proporcionar una alta fiabilidad, al contar con fuentes alternativas de 
suministro. Un tercer objetivo es transmitir información entre usuarios distantes de 
manera rápida, segura y económica. Problemas como la congestión en las redes de 
datos tiene como consecuencia que no se cumpla con dichos objetivos. Uno de los 
grandes problemas es la detección temprana de la congestión en las redes y dado que 
las redes están incrementando su tamaño rápidamente, es aún más complejo el 
encontrar el elemento de la red (enrutador, canal, conmutador, computador, etc.) que 
genera los problemas de congestión. 
 
3.1 Identificación del problema de investigación 
 
Para los administradores de una red corporativa de gran tamaño se hace necesario 
contar con herramientas de diagnóstico que ayuden a determinar los problemas físicos o 
lógicos que se presentan en la infraestructura, tal como la congestión en redes. Aunque 
en el mercado se encuentran herramientas que realizan estas actividades, todas ellas 
tienen desventajas. La primera  es que requieren de la instalación de sondas distribuidas 
por la red. Dichas sondas son algunas veces equipos especializados de alto costo y en 
otras ocasiones son programas que se instalan en equipos servidores o de escritorio en 
la red. Esto implica que los administradores de red deben estar constantemente 
instalando nuevas sondas a medida que la red cambia (p.ej. si se amplía o si cambia su 
topología). La segunda desventaja es que toda la información recolectada por las sondas 
debe ser analizada manualmente por los administradores de red con el fin de establecer 
si estos datos representan o no un comportamiento normal del desempeño de la red, y 
con base en esto definir las estrategias a seguir para solucionar los problemas 
encontrados. Esta investigación busca definir un modelo que con la ayuda de los 
usuarios, al utilizar la red de datos, se pueda hacer un diagnóstico de la infraestructura 
que ellos utilizan y determinar si hay congestión en la red de datos. Mientras el usuario 
realiza sus tareas cotidianas y hace uso de la red de datos corporativa se recolectan 
mediciones en forma pasiva que son enviadas a un servidor central para su posterior 
análisis, mediante el uso de un sistema inteligente, para de esta forma facilitar la tarea de 
los administradores de redes e identificar rápidamente problemas de congestión.  
 
3.2 Ambiente de desarrollo de la investigación 
 
Tomando en cuenta que uno de los objetivos de esta investigación es la implementación 
una herramienta prototipo de la arquitectura propuesta para la agrupación y clasificación 
de datos de medición para determinar los posibles problemas de congestión de red, se 
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propone utilizar la red de datos de área local (LAN) de la sede Bogotá de la Universidad 
Nacional de Colombia (UNC).  
 
Esta red LAN está compuesta por aproximadamente 600 equipos de red y unos 9000 
computadores, la cual brinda servicios de acceso a Internet, correo electrónico, sistemas 
de información en red, servicios de videoconferencia, servicios con otras sedes de la 
UNC, entre otros. En la figura 3-1 se muestra el esquema de la red LAN de la sede 
Bogotá de la Universidad Nacional de Colombia. 
 
Figura  3-1 Esquema de la red LAN de la sede Bogotá, Universidad Nacional de 
Colombia 
 
2013
CAPA DE NÚCLEO
CAPA DE DISTRIBUCIÓN
CAPA DE ACCESO
2013
 
 
La topología de la red LAN en la Figura 3-1 tiene tres capas, la capa denominada capa 
de núcleo, capa de distribución y la otra capa se denomina de acceso. La capa de núcleo 
está conformada por conmutadores robustos, por los cuales transita tráfico a altas 
velocidades;  las conexiones de los conmutadores de núcleo trabajan a velocidades de 
GigaEthernet (1000 Mbps) y DecaGiga (10000 Mbps). La capa de distribución está 
compuesta por conmutadores con características de  concentradores de fibra óptica o 
que concentran muchas conexiones en edificios. Las velocidades de conexión de la capa 
de distribución son FastEthernet (100 Mbps), y GigaEthernet (1000 Mbps). La capa de 
acceso está conformada por diferentes conmutadores y concentradores (Hub) que 
utilizan tecnología FastEthernet (100 Megabit/seg) ó Ethernet (10 Megabit/seg), y son los 
que proporcionan el acceso a la red de trabajo, a los computadores y usuarios finales. En 
la figura 3-2 se observa la topología de la red LAN de la sede Bogotá de la UNC. 
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Figura  3-2 Topología de la red LAN de la sede Bogotá, Universidad Nacional de 
Colombia 
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El tráfico en la red de estudio está segmentado en subredes (VLAN - Virtual Local Area 
Network). En la actualidad hay más de 80 subredes activas. Todo el tráfico que se 
produce entre las diferentes subredes es independiente de las otras y existe un único 
equipo de interconexión que maneja el tráfico inter-subred, por lo tanto existe un solo 
canal de comunicación para cada una de las subredes con el resto de la red. Este equipo 
pertenece a la capa de núcleo y es el enrutador principal de la red LAN, brinda también la 
conectividad con Internet y las otras sedes de la UNC. La figura 3-3 muestra el esquema 
de conectividad inter-subred en la red LAN Bogotá. 
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Figura  3-3 Esquema de conectividad inter-subred 
 
ENRUTADORsubred A
subred B
subred C
subred D
 
 
Cada una de esas subredes está conformada por computadores, que para el caso de la 
red de estudio, pertenecen a una misma facultad, instituto o dependencia. Brindando así 
independencia de tráfico, un nivel de seguridad básico, separación de dominios de 
difusión (broadcast) y una facilidad en la administración de los computadores en la red.  
 
Dada la independencia de tráfico entre las diferentes subredes, los problemas de 
congestión en una de ellas no afecta el comportamiento de las otras, y por lo tanto no es 
sencillo detectar un problema de congestión en una de las demás subredes existentes.  
 
Para facilitar esta tarea se hace necesario configurar sensores en cada una de las 
subredes. Pero, ¿cómo se logra identificar si hay o no congestión? Para ello en esta 
investigación se utilizará la medición de un conjunto de variables, que indicarán el estado 
de congestión de cada una de las subredes. En este capítulo se determinarán las 
variables a utilizar en la investigación. 
 
3.3 Determinación de las variables de medición de 
congestión 
 
Utilizando el hecho que la congestión se presenta cuando hay una demanda mayor a los 
recursos disponibles en alguno de los equipos que intervienen en una transacción de red, 
se hizo un análisis de cada uno de los recursos y los diferentes métodos de medición de 
los mismos. En el cuadro 3-1 a continuación se muestra un resumen de los diferentes 
equipos que intervienen en una transacción de red. 
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Cuadro 3-1 Características de equipos que intervienen en una transacción de red 
 
RECURSOS
- CPU
- MEMORIA
- DISCO
- CPU
- MEMORIA
- ANCHO DE BANDA - CPU
- MEMORIA
- CPU
- MEMORIA
- DISCO
VARIABLE
- %UTILIZACIÓN
- TIEMPO DE 
RESPUESTA (TTL)
- %UTILIZACIÓN - # PAQUETES X SEG
- % PAQUETES 
PERDIDOS
- %UTILIZACIÓN
- %UTILIZACIÓN - %UTILIZACIÓN
FORMAS DE 
MEDICIÓN
- RECOLECCIÓN DE 
DATOS POR 
HERRAMIENTA 
ADMINISTRACIÓN 
RECURSOS
- PING, 
TRACEROUTE, 
TRANSFERENCIA 
ARCHIVOS
- RECOLECCIÓN DE 
DATOS POR SNMP
- RECOLECCIÓN DE 
DATOS POR SNMP
- RECOLECCIÓN DE 
DATOS POR SNMP
- RECOLECCIÓN DE 
DATOS POR SNMP
- RECOLECCIÓN DE 
DATOS POR 
HERRAMIENTA 
ADMINISTRACIÓN 
RECURSOS
POSIBLES 
SOLUCIONES
- CAMBIAR EQUIPOS
- INCREMENTAR 
RECURSOS COMO 
MEMORIA O DISCO
- CAMBIAR EQUIPOS -AUMENTAR CANAL - CAMBIAR EQUIPOS - CAMBIAR EQUIPOS
- INCREMENTAR 
RECURSOS COMO 
MEMORIA O DISCO
SERVIDOR
ELEMENTOS
COMPUTADOR EQUIPO RED 1 CANAL EQUIPO RED 2
 
 
El cuadro anterior se construyó para ayudar a determinar posibles variables a tomar en 
cuenta para la medición de congestión. Para cada uno de los equipos en la tabla se 
presentan los recursos disponibles y que son los que se saturan en caso de presentarse 
congestión. Para cada elemento también se presenta  una variable para la medición de la 
congestión y las formas de realizar la medición. Por último se plantean algunas posibles 
soluciones cuando se presenta congestión en ese tipo de equipo. 
 
Del cuadro 3-1 se deduce que una de las posibles variables a considerar para la 
medición de congestión es el tiempo de respuesta (TTL), por ser de fácil obtención desde 
el equipo cliente. La herramienta más simple para la medición de tiempos de respuesta 
en una red es mediante el uso del protocolo ICMP, y de este protocolo la herramienta de 
ping es la más utilizada. Pero hay dos inconvenientes en cuanto a la utilización de esta 
herramienta: 
 
 Dentro de una red local los tiempos de respuesta son muy bajos, por lo general 
son de 1 ms o menos. 
 El tamaño de los paquetes que se utilizan para la herramienta ping es pequeño, 
de 32 bytes de tamaño predeterminado, comparado contra el tamaño máximo 
(MTU) del datagrama IP que es de 1500 bytes. Dado el tamaño reducido de los 
paquetes estos no son fácilmente afectados por la congestión. 
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Por lo anteriormente expuesto, la utilización de la herramienta ping es limitada en el caso 
de medición de congestión. Pues por sus bajos tiempos de respuesta y tamaño reducido 
de los paquetes, no sería posible determinar una variación significativa, se habría de 
realizar la medición de varios ping sucesivos, pero esto podría en un momento dado 
incrementar más la congestión y volver lentas las transacciones de los clientes. Otra 
posible solución para la medición de tiempos de respuesta y que pueda ser afectada por 
congestión es la utilización de la transferencia de un archivo, y tomar la diferencia de 
tiempos desde el inicio de la transmisión hasta la finalización. Para la transmisión de un 
archivo que siempre tiene el mismo tamaño, el tiempo de respuesta se puede asumir 
constante bajo condiciones de no congestión en la red. Pero de la misma forma que en la 
otra solución, esto incrementaría la congestión e incrementaría el tiempo de respuesta en 
las transacciones de red de los clientes. 
 
Una variable más para la medición de congestión es la cantidad de paquetes perdidos. 
Aunque esta medición requiere de una mayor cantidad de muestras con la herramienta 
ping para realizar una medición adecuada. Una variable que puede ser de fácil obtención 
en los equipos de red, es el porcentaje de utilización del ancho de banda disponible en 
los canales de datos. Si la utilización está por encima del 80% de su capacidad total, 
puede afectar el tiempo de respuesta en las transacciones de los clientes. Por último, la 
cantidad de clientes en una red también afecta la lentitud en las transacciones de red. 
 
En el cuadro 3-2 a continuación se comparan las herramientas de medición 
anteriormente mencionadas. 
 
Cuadro 3-2 Comparación de herramientas para la recolección de variables 
TIPO DE 
PRUEBA 
DESCRIPCIÓN VENTAJAS DESVENTAJAS 
ICMP/ping La herramienta ping es 
esencialmente utilizada por los 
administradores de redes para ver 
si un equipo está en 
funcionamiento y también para ver 
si las conexiones de red están 
activas. Ping utiliza la función de 
eco del Internet Control Message 
Protocol (ICMP). Un pequeño 
paquete es enviado a través de la 
red a una dirección IP determinada. 
Este paquete contiene 64 bytes - 
56 bytes de datos y 8 bytes de 
información del protocolo. El 
equipo que envió el paquete a 
continuación, espera (o "escucha") 
por un paquete de retorno. Si las 
conexiones son buenas y el equipo 
de destino está activo, un paquete 
correcto de retorno será recibido 
[22, 23]. 
Fácil implementación. 
Utiliza muy poco 
ancho de banda. 
Poca variabilidad en 
los resultados. 
Al interior de una red 
corporativa, tiempos 
de respuesta muy 
cortos y de difícil 
medición. 
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SNMP SNMP es el protocolo simple de 
administración de redes. Este 
protocolo se utiliza por los 
administradores de red para 
gestionar sus redes de una manera 
rápida y fácil. Rápido porque 
SNMP requiere menos ancho de 
banda y fácil, porque la mayoría del 
hardware (como enrutadores, 
conmutadores, servidores, etc.) 
tiene soporte nativo para SNMP 
que puede ser activado y 
configurado. SNMP funciona 
enviando y recibiendo información 
de la red mediante mensajes 
(también conocido como PDU - 
Unidades de Datos del Protocolo) 
[22, 23]. 
Pueden configurarse 
nuevas variables en 
SNMP por lo que 
puede obtenerse 
mucha información. 
Poca variabilidad en 
los resultados. 
Complejidad media de 
Implementación. 
Utilización media 
ancho de banda. 
Problemas de 
seguridad pues es 
posible controlar 
equipos remotamente 
con SNMP. 
FTP FTP significa protocolo de 
transferencia de archivos. Es un 
servicio especialmente diseñado 
para establecer una conexión con 
un servidor en particular, para que 
los usuarios pueden transferir 
archivos (download) a su 
computadora o para transferir 
(upload) sus propios archivos al 
servidor (computadora). El 
protocolo FTP también incluye 
comandos que se pueden utilizar 
para realizar operaciones en un 
equipo remoto, por ejemplo, para 
mostrar el contenido de la carpeta, 
cambiar directorios, crear carpetas 
o eliminar archivos. FTP se basa 
en el modelo cliente / servidor para 
las comunicaciones entre 
computadores [22, 23].  
  Complejidad media de 
implementación. 
Utiliza todo ancho de 
banda disponible 
(agresivo). 
Mucha variabilidad en 
los resultados. 
Problemas de 
seguridad pues es 
posible controlar 
equipos remotamente 
con FTP. 
 
Con base en el análisis anterior se escogieron 5 variables: tiempo de respuesta (TR), 
porcentaje de utilización entrante y saliente de la subred (%UI y %UO), porcentaje de 
paquetes perdidos (%PP) y cantidad de equipos conectados en la subred (CE). Y en 
cuanto a las herramientas de medición se utilizará el ICMP/ping para tomar las 
mediciones de TR y %PP, y se utilizará SNMP para las mediciones de %UI, %UO y CE. 
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3.4 Servicios a utilizar para la recolección de variables 
 
Dado que se piensa hacer uso del cliente para la recolección de las variables mientras se 
hace uso normal de la red, se han de buscar los servicios que son más utilizados por los 
clientes en la red. A continuación se enumeran algunos posibles servicios a evaluar para 
utilizar en la toma de datos. 
 
 Servicio de proxy para navegar. Este servicio es utilizado en la red de la UNC 
para hacer una autenticación del usuario y llevar una bitácora de las 
transacciones realizadas durante la navegación. Dado que este servicio ejecuta 
un script en el navegador del usuario para determinar el comportamiento del 
servicio, es un servicio ideal para la recolección de datos para el experimento. 
Este es el servicio más utilizado y solo por los clientes internos de la red local en 
estudio. Una de las dificultades encontradas con este servicio es que el script 
tiene unas utilidades muy limitadas y es muy difícil modificarlo para realizar las 
mediciones de tiempo de respuesta o paquetes perdidos, por lo que no es 
recomendable utilizarlo. 
 Página web principal de la universidad. Al ser la página principal de la universidad 
consultada frecuentemente, y no solo por los clientes internos a la red local, es 
necesario filtrar estos accesos. Ya que es una página web hay varias formas para 
realizar las mediciones con un script, con lenguajes como java, php, o activex. 
Debido a la variedad de navegadores y los diferentes niveles de seguridad en los 
mismos, es más complicado poner a ejecutar un script en el equipo del cliente 
que en el equipo servidor que brinda el servicio. Con diferentes pruebas 
realizadas se evidenció que ejecutar un script en el lado del cliente es más difícil 
por la seguridad incorporada en los navegadores, mientras que en el lado del 
servidor, aunque implica más carga al servidor, siempre se ejecuta independiente 
del tipo navegador o el nivel de seguridad. 
 Servicio de correo electrónico. Este es otro de los servicios más utilizados y 
también garantiza que los usuarios sean exclusivamente de la UNC, aunque no 
todos están dentro de la red local  de la Universidad. Hay dos formas de acceder 
al servicio de correo de la Universidad, utilizando un cliente (p.ej. outlook) o por 
una página web. Dado que los clientes de correo corresponden a software 
propietario es casi imposible modificarlos para tomar las mediciones del 
experimento. Sin embargo la página web tiene las mismas ventajas que la página 
principal de la Universidad y se pueden ejecutar scripts en el lado del servidor. 
 Servicio de mensajería instantánea (chat). También es uno de los servicios 
mayormente utilizados por los clientes. Pero la desventaja es que son programas 
propietarios y no son fácilmente modificables para este experimento. 
 
Por lo anteriormente expuesto se tomó la decisión de utilizar el servicio de una página 
web para la recolección de las variables de comportamiento de red. Se utiliza un script de 
PHP que se encarga de recolectar las variables tiempo de respuesta (TR), porcentaje de 
utilización entrante y saliente de la subred (%UI y %UO), porcentaje de paquetes 
perdidos (%PP) y cantidad de equipos conectados en la subred (CE), mediante las 
herramientas de medición ICMP/ping y SNMP. En el anexo A se muestra el código del 
script de PHP implementado para llevar a cabo la recolección de variables. 
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Dado que una red es básicamente un grupo de computadoras interconectadas entre sí, 
que pueden compartir recursos e información, uno de sus objetivos es hacer que todos 
los programas, datos y equipo estén disponibles para cualquiera de la red que así lo 
solicite, sin importar la localización física del recurso y del usuario. Un segundo objetivo 
consiste en proporcionar una alta fiabilidad, al contar con fuentes alternativas de 
suministro. Un tercer objetivo es transmitir información entre usuarios distantes de 
manera rápida, segura y económica. Problemas como la congestión en las redes de 
datos tiene como consecuencia que no se cumpla con los objetivos listados 
anteriormente. Uno de los grandes problemas radica en la detección temprana de la 
congestión en las redes y, dado que las redes están incrementando su tamaño 
rápidamente, es aún más complejo el encontrar el elemento de la red que genera los 
problemas de congestión. 
 
 
 
  
 
4. Modelo de Detección de Congestión 
 
En este capítulo se presentará el modelo propuesto para la detección de congestión. Se 
comenzará con el esquema general del modelo, y la explicación del sistema multi-agente 
propuesto. A continuación, se describe el mecanismo utilizado para la recolección de los 
datos de las diferentes subredes. Por último, se presenta el algoritmo de decisión 
propuesto para determinar la congestión en el modelo. 
 
4.1 Propuesta del modelo de detección de congestión 
Como se ha mencionado anteriormente la red de la sede Bogotá de la Universidad 
Nacional de Colombia está compuesta por diferentes subredes. Este tipo de separación 
en subredes no es solo una característica exclusiva de la red de la UNC, en general es 
una mejor práctica, porque facilita la administración de la red separando segmentos 
lógicos de una red de área local (por ejemplo por los departamentos de una empresa) 
que no deberían intercambiar datos usando la red local. Adicionalmente brinda una 
independencia de tráfico entre las subredes. Dado que el modelo de detección de 
congestión ha de funcionar para todas estas subredes, se hace necesario implementar 
en el  modelo, uno o varios recolectores (sensores) de información para cada subred. De 
la misma forma debe existir un analizador de esta información por cada subred. Por 
último, un componente informa el estado general de la red LAN, que recopila la 
información de todas las subredes. En la figura 4-1 se muestra el esquema global de 
detección de congestión. 
 
Figura 4.1 Esquema global de detección 
 
SUBRED 1
SENSOR 1
SENSOR M
ANALIZADOR
SENSOR 2
SUBRED 2
SENSOR 1
SENSOR N
ANALIZADOR
SENSOR 2
...
INFORMADOR
...
...
SUBRED X
SENSOR 1
SENSOR N
ANALIZADOR
SENSOR 2...
 
 
En la figura 4-1 se muestra el modelo propuesto. Para cada subred hay uno o varios 
sensores, estos sensores son invocados por los usuarios de cada uno de las redes al 
utilizar el servicio de una página web en la red. Al ser invocado, este sensor toma el valor 
de las variables TR, %UI, %UO, %PP y CE en ese instante, y envía estos valores al 
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analizador de esa subred. El analizador tiene los valores de los umbrales para cada una 
de estas variables, y al recibir una nueva información de un sensor, toma la decisión al 
respecto de si esa subred está o no congestionada. Por último, el analizador envía la 
información del estado de la subred al informador, el cual se encarga de mostrar la 
información del estado de todas las subredes a los administradores de red. 
 
4.2 Diseño del Sistema Multi-agente 
De las ventajas de un sistema multi-agente mencionadas en los capítulos anteriores y 
para esta propuesta de modelo se hace evidente que la velocidad y escalabilidad son 
factores importantes para el correcto funcionamiento del modelo. La velocidad permitirá 
que el modelo reaccione oportunamente a los cambios en congestión presentados en la 
red, dado que los tiempos de respuesta en una red LAN son de 1 milisegundo o menos, 
es necesario que el modelo tome decisiones e informe en forma oportuna. La 
escalabilidad también es una característica clave, pues las redes LAN pueden variar en 
tamaño entre una compañía y otra, y por lo tanto la cantidad de usuarios y equipos en la 
red también. El modelo debe ser capaz de ajustarse fácilmente a los diferentes tamaños 
de redes de área local. El sistema multi-agente se implementó utilizando la herramienta 
JADE (Java Agent DEvelopment Framework). En el anexo B se muestra la tabla de 
decisión utilizada para escoger JADE como la herramienta de desarrollo para el sistema 
multi-agente. 
 
Del esquema general del modelo propuesto se hará la implementación utilizando agentes 
de los tipos colaborativos y reactivos. El sistema multi-agente propuesto es del tipo de 
interacción simple entre agentes. En la figura 4-2 se muestra el esquema de sistema 
multi-agente propuesto para el modelo de detección de congestión. 
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Figura  4-2 Esquema del sistema multi-agente para detección de congestión 
AGENTE SUPERVISOR
RED DE DATOS
AGENTE CONSOLIDADOR
VLAN 1
VLAN 2
VLAN M
AGENTE SENSOR
AGENTE RECOLECTOR
 
 
En el capítulo anterior se presentó el modelo global, y sus componentes que son, los 
sensores, el analizador y el informador.  En la figura 4-2 se observa que hay cuatro tipos 
de agentes en el modelo particular para la detección de congestión. El primer tipo de 
agente es el supervisor, en el esquema global del modelo se denomina informador, y se 
encarga de mostrar la información del estado de todas las subredes a los 
administradores de red, de este agente solo hay uno en el sistema. El segundo tipo de 
agente es el consolidador, en el esquema global del modelo se denomina analizador, al 
recibir una información de las variables de red de un agente sensor o un recolector, toma 
la decisión al respecto de si esa subred está o no congestionada, de este agente hay uno 
por cada subred. El tercer tipo de agente es el sensor, en el esquema global del modelo 
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se denomina sensor; cuando el usuario utiliza el servicio de red seleccionado, este 
agente toma el valor de las variables TR, %UI, %UO, %PP y CE en ese instante, y envía 
estos valores al agente consolidador de esa subred. Puede haber varios de estos 
agentes por subred, dependiendo de la cantidad de usuarios que utilicen el servicio. El 
cuarto tipo de agente es el recolector, en el esquema global del modelo se denomina 
sensor; a diferencia del agente sensor éste no se invoca en el momento en que un 
usuario utiliza el servicio de red, este agente es invocado por el agente consolidador si no 
ha recibido información de algún sensor durante un periodo de tiempo determinado, este 
sensor toma el valor de las variables TR, %UI, %UO, %PP y CE en ese instante, y envía 
estos valores al agente consolidador de esa subred, de este agente puede haber uno por 
cada subred. 
 
En la tabla 4-1 se muestran las funciones de cada uno de los agentes del sistema. 
 
Tabla 4-1 Funciones de los agentes 
AGENTE FUNCIONES
·         Determinar el cliente a que subred pertenece.
·         Ejecutar la recolección de varibles de congestión en forma pasiva.
·         Enviar la información de las varibles de la prueba al agente consolidador de esa subred.
·         Ejecutar la recolección de variables de congestión en forma activa.
·         Enviar la información de las varibles de la prueba al agente consolidador de esa subred.
·         Agrupar y clasificar los datos recibidos por los agentes recolectores y sensores, de los clientes en una subred.
·         Guarda información de los clientes en cada subred.
·         Aplicar el algoritmo de decisión para determinar congestión en la subred.
·         Si un cliente lleva tiempo sin responder, solicita al agente recolector realice prueba activa.
·         Enviar información de la subred al agente supervisor.
·         Agrupar y clasificar los datos recibidos por los agentes consolidadores, de la congestión en una subred.
·         Guardar información de congestión en cada subred.
·         Presenta los datos al administrador de la red.
SENSOR
RECOLECTOR
CONSOLIDADOR
SUPERVISOR
 
4.3 Recolección de los datos 
Para la determinación de la línea base de comportamiento de las diferentes variables de 
comportamiento de red, se realizó el proceso de recolección de datos descrito a 
continuación. Se tomaron muestras de 11 subredes de la red en estudio. La selección de 
estas subredes se hizo tomando en cuenta los siguientes atributos: 
 Tamaño de la subred, en cuanto a la cantidad de usuarios y equipos. En la sede 
Bogotá de la UNC hay redes de 1024, 512 y 256 equipos, y se escogieron 
subredes de cada uno de los tamaños. 
 Dado que es necesarios que las muestras se tomen 24 horas al día, siete días a 
la semana, entonces era necesario que al interior de la subred existiera un equipo 
servidor que pudiera responder a las solicitudes durante el periodo de recolección 
de variables.  
 La distancia física de una subred en la red de la sede Bogotá altera los tiempos 
de respuesta obtenidos, y dado que el campus de la sede es bastante amplio en 
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área física, se hace necesario utilizar subredes cuya distribución física esté por 
todo el campus de la sede Bogotá. 
 
En la figura 4-3 a continuación se muestran las subredes seleccionadas, indicando su 
nombre, a que facultad, instituto o dependencia pertenecen, la dirección IP del servidor 
que se utilizará para tomar las muestras y su localización geográfica en el mapa de la 
sede Bogotá. 
 
Figura  4-3 Localización geográfica de las subredes para toma de muestras 
Listado equipos de la muestra:
1. Facultad de Ciencias
168.176.14.11
2. Facultad de Ciencias Económicas
168.176.16.13
3. Facultad de Ingeniería
168.176.26.12
4. IBUN
168.176.54.14
5. Centro de Computo
168.176.55.17
6. Facultad de Medicina
168.176.61.29
7. Genética
168.176.61.186
8. Admisiones
168.176.84.16
9. Unisalud
168.176.85.13
10. Camilo Torres
168.176.86.81
11. Uriel
168.176.90.119
11
10
9
8
7
6
5
4
3
2
1
 
Se tomaron muestras en cada una de las subredes de las cinco variables de interés para 
determinar congestión: tiempo de respuesta, porcentaje de utilización entrante y saliente 
de la subred, porcentaje de paquetes perdidos y cantidad de equipos conectados en la 
subred. Se tomaron muestras cada cinco minutos en cada una de las once subredes, 
durante un periodo de 99 días (desde el día 15 diciembre de 2011 al 22 de marzo de 
2012), las 24 horas del día, todos los días de la semana. Fueron 23585 muestras 
recolectadas.  
 
La obtención de cada variable se hizo utilizando el mecanismo descrito a continuación: 
 
 Tiempo de respuesta y porcentaje de paquetes perdidos– se utilizó la herramienta 
ICMP/ping, con una secuencia de veinte pruebas hacia los servidores en cada 
subred y se toma el promedio del tiempo de respuesta en milisegundos obtenido y 
la cantidad de paquetes perdidos. 
 Porcentaje de utilización entrante y saliente de la subred - se utilizó la herramienta 
SNMP para su recolección. Esta muestra se tomó en el equipo enrutador principal 
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de la red en estudio, el cual gestiona cada uno de los canales de comunicación de 
las diferentes subredes. Para cada una de las subredes se consultan por SNMP 
los valores de averageinput, averageoutput y ifSpeed, los cuales representan el 
promedio de utilización de entrada, el promedio de utilización de salida en bps de 
los últimos 5 minutos y la capacidad del canal en bps de la subred, 
respectivamente. Con estos valores se aplicó la siguiente fórmula para calcular el 
porcentaje de utilización tanto entrante como saliente del canal para cada VLAN. 
 
      
            
       
      
 
      
             
       
      
 
 Cantidad de equipos conectados en la subred - se utilizo la herramienta SNMP 
para su recolección. Para cada una de las subredes se consultan por SNMP los 
valores de  dot1dTpFdbTable, la tabla donde está la información de todas las 
direcciones unicast que ha detectado el equipo enrutador principal de la red en 
estudio. Para obtener la cantidad de equipos por cada subred se cuenta la 
cantidad de líneas de la tabla. 
 
La tabla 4-2 presenta una muestra de una de las capturas de muestras realizadas en la 
subred de la Facultad de Ingeniería. 
 
Tabla 4-2 Ejemplo de la recolección de muestras en la subred de Ingeniería 
TR %UI %UO %PP CE Fecha Hora
0,343 0,2569 1,9171 0 254 15/12/2011 09:35:09
0,34 0,2883 2,3867 0 260 15/12/2011 09:40:09
0,291 0,2744 2,9221 0 260 15/12/2011 09:45:09
0,481 0,2478 2,334 0 264 15/12/2011 09:50:09
0,306 0,1772 1,1971 0 264 15/12/2011 09:55:08
2,666 0,1198 0,5225 0 263 15/12/2011 10:00:09
0,301 0,2128 0,8831 0 263 15/12/2011 10:05:09
0,443 0,2068 1,4506 0 277 15/12/2011 10:10:10
0,279 0,2403 1,8521 0 277 15/12/2011 10:15:10
0,239 0,234 1,4412 0 279 15/12/2011 10:20:09
0,238 0,2431 2,0329 0 275 15/12/2011 10:25:10
 
Se realizó un análisis estadístico de las muestras recolectadas. La primera prueba 
realizada fue un análisis de correlación entre las diferentes variables, este análisis ayudo 
a determinar si el comportamiento de una de estas variables se ve o no afectada por el 
comportamiento de las demás. La siguiente prueba que se realizó fue un análisis de 
varianza de las variables entre subredes, con el fin de determinar la independencia de 
comportamiento entre las subredes estudiadas. Por último se realizó un análisis de 
estadística descriptiva básica de las variables, con el fin de obtener los valores del 
mínimo, primer cuartil, mediana y tercer cuartil para las muestras de cada una de las 
subredes. Con estos valores se determinaron los umbrales para las variables en el 
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algoritmo para determinar congestión, explicado en la próxima sección. Todos los 
detalles del análisis realizado se pueden ver en el anexo C. De este análisis se 
obtuvieron los siguientes resultados:  
 
 De las cinco variables seleccionadas (TR, %UI, %UO, %PP y CE) para 
determinar congestión, se presenta una alta correlación entre las variables de 
porcentaje de utilización entrante y saliente de la subred. Esto indica que para el 
modelo se podrían utilizar solo cuatro de estas variables propuestas, pero se 
toma la decisión de continuar trabajando con las cinco  originalmente definidas 
con el fin de dar mayor robustez al modelo. 
 El comportamiento de cada subred es independiente de todas las demás, lo cual 
significa que problemas de congestión en una subred, no generan congestión en 
las otras. 
 Por el comportamiento observado por los administradores de red de la sede 
Bogotá, se toma la decisión de hacer una separación en tres grupos de todas las 
muestras obtenidas para cada variable así: primer grupo, muestras obtenidas en 
días laborales (lunes a viernes) y en horario laboral (de 7 AM a 7 PM); segundo 
grupo, muestras obtenidas en días laborales (lunes a viernes) y en horario no 
laboral (de 7 PM a 7 AM); y el tercer grupo, muestras obtenidas los fines de 
semana (sábado y domingo) durante todo el día. 
 Después del análisis descriptivo, para cada una de las variables y por cada grupo 
de los mencionados en el punto anterior, se obtuvieron los valores para el 
mínimo, el primer cuartil, la mediana y el tercer cuartil. Si él %PP es mayor que 
cero se supone congestión y por lo tanto no es necesario hacer análisis 
estadístico. Estos valores son utilizados por el algoritmo de toma de decisión de 
congestión, explicado en la próxima sección. 
 
Es importante aclarar que por variaciones en las subredes, como por ejemplo la cantidad 
de equipos, es necesario realizar este mismo procedimiento de toma de muestras y 
obtención de valores en forma periódica. La periodicidad será determinada por los 
administradores de red, y su experiencia al respecto de cada cuánto tiempo va variando 
las subredes en la red. Para el caso de la Universidad Nacional de Colombia, los 
administradores de red consideran que éste procedimiento de recolección de variables 
debería hacerse por lo menos cada semestre académico. 
 
4.4 Algoritmo para determinar la Congestión 
A continuación se explica el algoritmo que se utilizará para determinar si hay o no 
congestión a partir de las variables obtenidas en cada una de las subredes.  
 
 Para las muestras obtenidas mediante el mecanismo explicado en la sección 
anterior, se obtuvieron su valor mínimo, primer cuartil, mediana y  tercer cuartil 
para las variables de tiempo de respuesta, porcentaje de utilización entrante y 
saliente de la subred, y cantidad de equipos. En el Anexo C se encuentran las 
tablas con los valores obtenidos. 
 Para cada una de las variables, se determinará un indicador de congestión, el 
cual se representará utilizando la siguiente escala de colores: verde indica un 
valor normal para esa variable, amarillo indica que la variable muestra un poco de 
32 Arquitectura para el manejo de congestión en una red de datos corporativa con 
participación del usuario, basado en inteligencia computacional 
 
congestión y rojo indica congestión. A cada valor obtenido de cada variable se 
aplicará la tabla 4-3 a continuación para determinar su color. 
 
Tabla 4-3 Determinación del color para cada variable 
RANGO  
  Mayor al tercer cuartil  
 
CONGESTIÓN 
Entre la mediana y el tercer cuartil  
 
POCA CONGESTIÓN 
Entre el primer cuartil y la mediana  
 
NORMAL 
Entre el mínimo y  el primer cuartil 
   
 Para la variable porcentaje de paquetes perdidos (%PP), si esta es mayor que 0 
entonces hay congestión y su color es rojo; si es 0, entonces es normal y su color 
es verde. Ésta variable no toma el color amarillo ya que por tratarse de una red de 
área local, no debería presentarse pérdida de paquetes.  
 Para determinar si hay o no congestión en una subred, se usan cinco variables, 
cada una toma un color de la tabla 4-3. Si dos o más variables están en rojo, 
entonces hay congestión en esa subred. Si hay una roja y dos amarillas, entonces 
hay congestión en esa subred. Si hay dos o más amarillas, o hay una roja, hay un 
poco de congestión. Para el resto de las opciones se supondrá que la subred no 
presenta congestión. En la tabla 4-4 a continuación se muestran todas las 
combinaciones posibles de los colores para las cinco variables y el resultado del 
nivel de congestión para la subred. 
 
Tabla 4-4 Tabla de decisión para congestión en una subred 
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ROJOS AMARILLOS VERDES RESULTADO
5 0 0 CONGESTIÓN
4 1 0 CONGESTIÓN
4 0 1 CONGESTIÓN
3 2 0 CONGESTIÓN
3 1 1 CONGESTIÓN
3 0 2 CONGESTIÓN
2 3 0 CONGESTIÓN
2 2 1 CONGESTIÓN
2 1 2 CONGESTIÓN
2 0 3 CONGESTIÓN
1 4 0 CONGESTIÓN
1 3 1 CONGESTIÓN
1 2 2 CONGESTIÓN
1 1 3 POCA CONGESTIÓN
1 0 4 POCA CONGESTIÓN
0 5 0 NO PUEDE OCURRIR
0 4 1 POCA CONGESTIÓN
0 3 2 POCA CONGESTIÓN
0 2 3 POCA CONGESTIÓN
0 1 4 NORMAL
0 0 5 NORMAL  
 
  
 
5. Validación Experimental del modelo de 
detección de congestión 
 
Para hacer una comprobación experimental del modelo y verificar su funcionamiento, se 
implementó un laboratorio en la red de datos de la sede Bogotá de la UNC. Este 
laboratorio permitirá simular la congestión en una red de datos en producción, pero no 
tendrá interferencia en el comportamiento de la red. Por ser un ambiente controlado que 
no afecta el comportamiento del resto de la red, permite la manipulación de equipos y 
canales de datos sin problemas. Como hay disponibilidad para experimentar en todo 
momento, se utilizará el laboratorio para hacer mediciones dentro y fuera del horario 
laboral, así como los fines de semana. 
 
En la figura 5-1 se muestra el esquema del laboratorio implementado para la simulación 
de congestión. 
 
Figura 5-1 Esquema del laboratorio de pruebas 
 
CONMUTADOR LABORATORIO
EQ1 EQ3EQ2 EQ4 EQ5 EQ6
CONMUTADOR DE NÚCLEO RED SEDE BOGOTÁ
CANAL 1 CANAL 2 CANAL 3 CANAL 4
EQ8EQ7
CANAL 5
SUBRED ECONOMÍA
SUBRED INGENIERÍA
SUBRED IBUN
SUBRED UNISALUD
SUBRED CENTRO DE COMPUTO
NOMENCLATURA DE COLORES
 
En el laboratorio se utilizan dos equipos conmutadores, uno que pertenece al núcleo de 
la red de la sede Bogotá y otro que es un conmutador de acceso. Lo representado en la 
figura 5-1 son los puertos de cada conmutador utilizados en el laboratorio. Para cada 
puerto utilizado se indica la subred a la cual pertenece con la asignación de colores. Para 
el laboratorio se utilizarán cinco de las once subredes en las cuales se hizo la recolección 
de variables. Dichas subredes son: Economía, Ingeniería, IBUN, Unisalud y Centro de 
cómputo. Entre los dos conmutadores se establecen cinco canales de comunicación, 
aunque con un solo canal hubiera sido suficiente;  el laboratorio se diseñó de esta forma 
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para poder modificar cada canal de comunicación de las diferentes subredes sin afectar 
el comportamiento de los otros. Los demás equipos que conforman el laboratorio son 
ocho computadores. 
 
En la tabla 5-1 se muestran las características y funciones de cada computador. 
 
Tabla 5-1 Computadores del laboratorio y sus funciones 
EQUIPO VLAN IP FUNCIÓN
EQ1 IBUN 168.176.54.143 SENSOR
EQ2 UNISALUD 168.176.85.124 SENSOR
EQ3 ECONOMÍA 168.176.17.106 GENERADOR TRÁFICO
EQ4 INGENIERÍA 168.176.26.155 GENERADOR TRÁFICO
EQ5 ECONOMÍA 168.176.16.181 SENSOR
EQ6 INGENIERÍA 168.176.26.57 SENSOR
EQ7 CENTRO DE COMPUTO 168.176.55.113 SERVIDOR DE TRÁFICO
EQ8 CENTRO DE COMPUTO 168.176.55.147 SERVIDOR APLICACIONES  
 
A continuación se explica cada una de las funciones que desempeñan los computadores 
involucrados en el laboratorio. 
 
Sensor – Estos equipos simularán el comportamiento de un usuario en la red, realizará 
una cantidad determinada de solicitudes a una página web, lo que desencadenará la 
toma de variables en esa subred. Se utiliza el programa curl.exe para simular la consulta 
en una página web [19]. 
Generador tráfico – Estos equipos simularán comportamientos anormales de tráfico en 
la subred, específicamente generarán un flujo de datos con un uso de ancho de banda 
definido, de forma tal que saturará la capacidad de los canales del laboratorio. Para la 
generación de tráfico se utiliza el programa iperf.exe [20]. 
Servidor de tráfico – Este equipo realizará dos funciones. La primera es modificar las 
capacidades de los canales del laboratorio y de esta forma simular congestión en los 
canales. La segunda es ser equipo receptor del tráfico anormal enviado por los 
generadores. Para la recepción de tráfico se utiliza el programa iperf.exe. 
Servidor aplicaciones – Este equipo es donde se está ejecutando el sistema multi-
agente, y en donde está alojada la página web a la que acceden los equipos sensores. 
En el anexo D se muestra los códigos de los programas por lotes (script) utilizados por 
los equipos para realizar sus funciones. 
 
5.1 Diseño del ambiente controlado 
En la sección anterior se mostraron las funciones de cada uno de los equipos del 
laboratorio, pero para poner a funcionar el laboratorio con el ambiente controlado se hace 
necesario coordinar el funcionamiento de todos los equipos en el mismo. Dado que todos 
los equipos del laboratorio tenían el sistema operativo Windows 7, se utilizó la 
herramienta “Programador de Tareas” para ejecutar en forma programada cada una de 
las actividades del laboratorio. Para realizar esta coordinación también se hizo necesario 
sincronizar todos los relojes de los equipos.  Los programas por lotes del anexo D son 
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ejecutados en forma sincronizada y automática en los equipos, a unos tiempos 
determinados para comprobar el adecuado funcionamiento del modelo. 
 
El laboratorio se dividió en una secuencia de pasos que son descritos a continuación: 
 
 El servidor de tráfico modifica el ancho de banda del canal de la subred de 
Economía y lo reduce a 10 Mbps. El ancho de banda del canal de las subredes de 
Ingeniería, IBUN y Unisalud no se modifica. 
 Los equipos sensores de todas las subredes en el laboratorio comienzan a 
simular el comportamiento de usuarios en la red. Al mismo tiempo se registran en 
una bitácora los valores de las variables. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 3Mbps. El comportamiento esperado es 
que los sensores no detecten ningún tipo de congestión en ninguna subred. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 9Mbps. El comportamiento esperado es 
que el sensor de la subred de Economía indique un poco de congestión, porque el 
canal de la subred está cerca de su máxima capacidad. El comportamiento 
esperado para el resto de los sensores es no detecten ningún tipo de congestión 
en las demás subredes. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 15Mbps. El comportamiento esperado 
es que el sensor de la subred de Economía indique congestión, porque el canal 
de la subred está saturado en su capacidad. El comportamiento esperado para el 
resto de los sensores es que no detecten ningún tipo de congestión en las demás 
subredes. 
 El servidor de tráfico modifica el ancho de banda del canal de la subred de 
Economía y lo pone en su valor normal de 1 Gbps. También modifica el ancho de 
banda del canal de la subred de Ingeniería y lo reduce a 10 Mbps. El ancho de 
banda del canal de las subredes del IBUN y Unisalud no se modifica. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 3Mbps. El comportamiento esperado es 
que los sensores no detecten ningún tipo de congestión en ninguna subred. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 9Mbps. El comportamiento esperado es 
que el sensor de la subred de Ingeniería indique un poco de congestión, porque el 
canal de la subred está cerca de su máxima capacidad. El comportamiento 
esperado para el resto de los sensores es que no detecten ningún tipo de 
congestión en las demás subredes. 
 Los equipos generadores de tráfico de las subredes de Economía e Ingeniería 
comienzan a producir tráfico aleatorio de 15Mbps. El comportamiento esperado 
es que el sensor de la subred de Ingeniería indique congestión, porque el canal 
de la subred está saturado en su capacidad. El comportamiento esperado para el 
resto de los sensores es que no detecten ningún tipo de congestión en las demás 
subredes. 
 Por último, el servidor de tráfico modifica el ancho de banda del canal de la 
subred de Ingeniería y lo pone en su valor normal de 1 Gbps. El ancho de banda 
del canal de las subredes de Economía, IBUN y Unisalud no se modifica. 
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Para determinar los tiempos para la ejecución de los pasos anteriormente mencionados, 
se utiliza la tabla 5-2 en donde se indican los eventos para cada tipo de equipo y la hora 
de ejecución. 
 
Tabla 5-2 Programación de eventos del laboratorio de pruebas 
Δsegundos Δt HORA SENSORES
GENERADORES 
TRAFICO
SERVIDOR 
TRAFICO
0:00:00 16:45:00 ECO=10M ING=1G HORA INICIO
120 00:02:00 16:47:00 ON 16:45:00
170 00:02:50 16:47:50 3M
270 00:04:30 16:49:30 9M
370 00:06:10 16:51:10 15M
470 00:07:50 16:52:50 OFF
520 00:08:40 16:53:40 OFF
640 00:10:40 16:55:40 ECO=1G ING=10M
760 00:12:40 16:57:40 ON
810 00:13:30 16:58:30 3M
910 00:15:10 17:00:10 9M
1010 00:16:50 17:01:50 15M
1110 00:18:30 17:03:30 OFF
1160 00:19:20 17:04:20 OFF
1280 00:21:20 17:06:20 ECO=1G ING=1G
 
 
5.2 Resultados de las pruebas de detección 
En esta sección se presentarán los resultados obtenidos del laboratorio y se comprobará 
si el laboratorio simula, en un entorno controlado, la congestión en una red. Ya que a las 
muestras obtenidas se les hizo un análisis estadístico diferenciando tres grupos (horario 
laboral, no laboral y fin de semana), entonces el laboratorio se ejecutó para cada uno de 
esos horarios. 
A continuación se muestran los resultados obtenidos de las pruebas efectuadas el día 25 
de octubre de 2012 a las 10 am. En las figuras 6-2, 6-3, 6-4, y 6-5 se muestran las 
gráficas de las variables TR, %PP y consumo de canal, para las subredes de Economía, 
Ingeniería, IBUN y Unisalud respectivamente. 
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Figura 5-2 Resultados del laboratorio de la subred de Economía 
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En la figura 5-2, durante la primera parte del laboratorio, cuando el ancho de banda del 
canal de la subred de Economía estaba reducido, se observa que los tiempos de 
respuesta subieron hasta casi 120 milisegundos, el porcentaje de paquetes perdidos 
(%PP) no pasó del 15% y el consumo del canal no pasó de los 10 Mbps. Dado que los 
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valores normales para esta subred de los tiempos de respuesta son menores a los 0,5 
milisegundos, se tendría que la variable TR obtendría un color rojo por congestión. El 
mismo resultado obtendría la variable %PP, color rojo. Aplicando el modelo se obtendrían 
dos variables en rojo y por tanto se indicaría congestión en la subred de Economía. Para 
la segunda parte del laboratorio, los tiempos de respuesta y porcentaje de paquetes 
perdidos permanecieron en valores cercanos o iguales a cero, indicando que la subred 
de Economía presentaba un comportamiento normal y no había congestión. 
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Figura 5-3 Resultados del laboratorio de la subred de Ingeniería 
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En la figura 5-3, durante la primera parte del laboratorio, los tiempos de respuesta 
permanecieron en valores cercanos a cero y el porcentaje de paquetes perdidos igual a 
cero, indicando que la subred de Ingeniería presentó un comportamiento normal y no 
hubo congestión. Para la segunda parte del laboratorio, cuando el ancho de banda del 
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canal de la subred de Ingeniería estaba reducido, se observa que los tiempos de 
respuesta subieron hasta casi los 120 milisegundos, hubo un porcentaje de paquetes 
perdidos que no pasó del 10% y el consumo del canal no pasó de los 11 Mbps. Dado que 
para esta subred, los valores normales de los tiempos de respuesta fueron menores a los 
0,5 milisegundos, se tenía que la variable TR obtendría un color rojo por congestión. El 
mismo resultado obtendría la variable %PP, color rojo. Aplicando el modelo se obtendrían 
dos variables en rojo y por tanto se indicaría congestión en la subred de Ingeniería. 
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Figura 5-4 Resultados del laboratorio de la subred de IBUN 
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En la figura 5-4, durante las pruebas, los tiempos de respuesta y porcentaje de paquetes 
perdidos permanecieron en valores cercanos o iguales a cero, indicando que la subred 
del IBUN presentó un comportamiento normal y no hubo congestión. 
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Figura  5-5 Resultados del laboratorio de la subred de Unisalud 
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En la figura 5-5, durante las pruebas, los tiempos de respuesta y porcentaje de paquetes 
perdidos permanecieron en valores cercanos o iguales a cero, indicando que la subred 
de Unisalud presentó un comportamiento normal y no hubo congestión. 
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Con los resultados obtenidos se comprobó que el laboratorio simuló adecuadamente las 
condiciones de congestión en una de las redes, pero no afectó el comportamiento de las 
demás. De la misma manera, aunque el laboratorio simula congestión, la red de la sede 
Bogotá no se ve afectada por ninguna de las actividades de experimentación realizadas.  
 
5.3 Pruebas del modelo de detección 
En esta sección se presentarán los resultados obtenidos de la prueba del modelo en el 
laboratorio, y se comprobará, en un entorno controlado, si el modelo detecta 
adecuadamente congestión en las subredes del laboratorio. 
 
En las secciones anteriores se describió el laboratorio de pruebas, del cual hace parte el 
equipo servidor de aplicaciones, donde está alojado y ejecutándose el sistema multi-
agente. Durante las pruebas realizadas en el laboratorio este servidor adicionalmente iba 
guardando una bitácora con los eventos de recepción de información de la diferentes 
subredes y la toma de decisión al respecto de si existía o no congestión.  La tabla 5-3 
muestra un registro en la bitácora de eventos del modelo. 
 
Tabla 5-3 Muestra de los registros de eventos de las pruebas 
fecha hora ip VLAN %PP TR %UI %UO CE estado
04/01/2013 16:51:16 168.176.26.57 Ingenieria 0 0,281 0,2733 0,1082 89 NORMAL
04/01/2013 16:51:16 168.176.16.181 Economia 0 114.393 0,4396 0,3687 33 POCA-CONGESTION
04/01/2013 16:51:19 168.176.85.124 Unisalud 0 0,347 0 0 101 NORMAL
04/01/2013 16:51:21 168.176.54.143 Ibun 0 0,287 0,0029 0,0587 22 NORMAL
04/01/2013 16:51:28 168.176.26.57 Ingenieria 0 0,267 0,2751 0,1063 90 NORMAL
04/01/2013 16:51:28 168.176.16.181 Economia 10 115.257 0,51 0,3657 33 CONGESTION
04/01/2013 16:51:30 168.176.85.124 Unisalud 0 0,352 0 0 101 NORMAL
04/01/2013 16:51:32 168.176.54.143 Ibun 0 0,312 0,0029 0,0618 22 NORMAL
04/01/2013 16:51:39 168.176.26.57 Ingenieria 0 0,277 0,2698 0,1027 90 NORMAL
04/01/2013 16:51:40 168.176.16.181 Economia 10 113.702 0,5232 0,3536 33 CONGESTION
04/01/2013 16:51:42 168.176.85.124 Unisalud 0 0,342 0 0 101 NORMAL
04/01/2013 16:51:43 168.176.54.143 Ibun 0 0,305 0,0028 0,0588 22 NORMAL
 
En las pruebas se utilizó el algoritmo para determinar la congestión presentado en la 
sección 5.4.; con los valores de las variables recolectados en cada subred se estableció 
su estado de congestión. Por medio del agente supervisor el sistema multi-agente 
presentó los resultados al administrador de la red, tal como se muestra en la figura 5-6. 
 
Capítulo 5 45 
 
Figura  5-6 Presentación de la congestión de las subred por parte del agente supervisor 
 
 
 
A continuación se muestran los resultados obtenidos de las pruebas efectuadas el día 4 
de enero de 2013 a las 4:47 PM. En las figuras 6-7, 6-8, 6-9, y 6-10 se muestran las 
gráficas del estado de congestión y consumo de canal, para las subredes de Economía, 
Ingeniería, IBUN y Unisalud, respectivamente. El laboratorio que se utilizó fue el mismo 
que se describió en la sección 6.1. Adicionalmente se ejecutó el sistema multi-agente de 
detección.  
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Figura  5-7 Resultados de la prueba de congestión para la subred Economía 
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En la figura 5-7, durante la primera parte del laboratorio, cuando el ancho de banda del 
canal de la subred de Economía estaba reducido, se observa que la congestión en la 
subred pasó de NORMAL a POCA-CONGESTIÓN y luego a CONGESTIÓN,  a medida 
que se iba incrementando la cantidad de Mbps en el canal de la subred. Cuando el 
consumo del canal llego a los 10 Mbps, su capacidad máxima, el modelo indicó que la 
subred de Economía estaba presentando congestión. En la segunda parte del 
laboratorio, con la capacidad plena del canal de la subred, el comportamiento de 
congestión fue NORMAL en todo momento.  
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Figura  5-8 Resultados de la prueba de congestión para la subred Ingeniería 
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En la figura 5-8, durante la primera parte del laboratorio, con la capacidad plena del canal 
de la subred, el comportamiento de congestión fue NORMAL en todo momento. En la 
segunda parte del laboratorio, cuando el ancho de banda del canal de la subred de 
Ingeniería estaba reducido, se observó que la congestión en la subred pasó de NORMAL 
a POCA-CONGESTIÓN y luego a CONGESTIÓN,  a medida que se iba incrementando 
la cantidad de Mbps en el canal de la subred. Cuando el consumo del canal llegó a los 10 
Mbps, su capacidad máxima, el modelo indicó que la subred de Ingeniería estaba 
presentando congestión. 
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Figura  5-9 Resultados de la prueba de congestión para la subred IBUN 
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En la figura 5-9, a lo largo del laboratorio, la subred de IBUN presentó un comportamiento 
normal y no hubo congestión. 
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Figura  5-10 Resultados de la prueba de congestión para la subred Unisalud 
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En la figura 5-10, a lo largo del laboratorio, la subred de Unisalud presentó 
comportamientos que variaban entre normal y un poco de congestión, pero no se 
presentó congestión. 
 
Durante la primera parte del laboratorio, cuando el canal de comunicaciones de la subred 
de Economía estaba reducido, el modelo en forma correcta detecto congestión en esa 
subred, mientras que para las subredes de Ingeniería, IBUN y Unisalud, el modelo no 
detectó congestión, evidenciando el normal funcionamiento de éstas subredes. Para la 
segunda parte del laboratorio, las condiciones de la subred de Ingeniería cambiaron y se 
redujo su canal de comunicaciones, mientras las demás subredes del laboratorio estaban 
trabajando bajo condiciones normales. Durante ésta etapa del laboratorio el modelo, a 
través del agente supervisor, se detectó correctamente la congestión de la subred de 
Ingeniería y para las subredes de Economía, IBUN y Unisalud el modelo indicó un normal 
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funcionamiento y no detectó congestión en estas subredes. Con los resultados obtenidos 
se comprobó que el modelo en condiciones del laboratorio detectó adecuadamente la 
congestión en las subredes de prueba. El agente supervisor indicó de manera oportuna 
la detección de congestión en cualquier subred y los administradores de red  podrían 
entonces proceder a identificar las causas de la congestión y dar soluciones a la misma. 
 
 
  
 
6. Conclusiones y Perspectivas 
 
En este capítulo se presentan las conclusiones obtenidas de este trabajo de 
investigación. También se muestran alcances y limitaciones obtenidas por el desarrollo 
del trabajo y de las pruebas realizadas en el laboratorio. Por último se presentan posibles 
trabajos a implementar para dar continuación a este trabajo de investigación. 
6.1 Conclusiones 
En este trabajo se diseñó, implementó y probó un modelo de sistema multi-agente que 
con la colaboración de los usuarios finales ayuda a los administradores en la 
identificación de congestión en redes de datos de área local. 
 
El modelo hizo una exitosa identificación de congestión de las subredes en un laboratorio 
de ambiente controlado en la red de la Universidad Nacional de Colombia, sede Bogotá, 
utilizando cinco variables. Con las pruebas estadísticas aplicadas a las muestras de las 
variables, se observó que tres de las variables presentaban correlación entre ellas, 
indicando que el comportamiento de una de ellas afecta a las otras dos, aunque se 
utilizaron las cinco variables para hacer más robusto el modelo. Pero esta conclusión 
solo fue evidente luego de aplicar diferentes pruebas estadísticas a las muestras 
obtenidas. 
 
El modelo de sistema multi-agente desarrollado permitió asignar adecuadamente las 
tareas necesarias para la identificación de congestión en redes. También permitió 
establecer un sistema distribuido, el cual facilita la identificación segmentada de 
comportamientos que indican congestión. 
 
En el modelo se utilizó el principio de que los usuarios finales al hacer uso de la red para 
sus actividades cotidianas, pueden ayudar a identificar problemas como fallas, 
congestión o lentitud en la red de datos. Pero, dado que el obtener información de los 
usuarios finales, no es una labor simple, se planteó en el modelo hacer pruebas en la red 
para identificar los diferentes problemas, pero sin que el usuario tenga que ejecutar 
alguna acción adicional a su comportamiento normal. Se generó entonces un sistema 
distribuido, ya que como los usuarios están conectados en las diferentes redes, ayudarán 
a identificar problemas de congestión en todas las redes.  Esto también simplifica la tarea 
de los administradores de redes, ya que no se hace necesario instalar programas 
sensores en cada subred, sino que la distribución natural de los usuarios por todas las 
subredes permite crear un sistema distribuido robusto.   
 
De todas formas el modelo tiene un impacto sobre el tráfico en la red de área local, de 
manera similar a los actuales sistemas de gestión de redes, pues el tráfico que producen 
los agentes para enviar información entre sí es el mismo de los sistemas pasivos o 
activos de gestión de red. Sin embargo, la facilidad para la implantación, porque no hay 
que hacer despliegue de instalación de sensores, hace que sea ventajoso en 
comparación con los sistemas de gestión comerciales. 
 
En términos generales, por su simplicidad en la toma de decisiones, el modelo puede 
indicarle en tiempo real y en forma oportuna a los administradores de redes cuando se 
están comenzando a presentar indicios de congestión, lo que les permitiría actuar y 
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solucionar el problema antes de que se presente un colapso total de red por alta 
congestión. 
 
6.2 Alcances y Limitaciones 
La precisión en la medición de congestión está fuertemente atada a la cantidad de 
usuarios en una subred y al tipo de utilización que hacen de la red los usuarios. Con 
respecto a la cantidad de usuarios, hay una relación directa entre el número de usuarios 
en una subred y qué tanta información recibe de esta subred el modelo, por lo tanto entre 
mayor cantidad de usuarios, mayor cantidad de variables recolectadas y se puede tomar 
una mejor decisión al determinar si hay o no congestión. Es posible que el modelo en una 
red con pocos o ningún usuario activo, no detecte adecuadamente un problema de 
congestión o lo detecte cuando ya sea muy tarde. Adicionalmente, si el servicio de red 
escogido en el modelo para activar la recolección de datos, no es usualmente utilizado 
por los usuarios, por ejemplo que  los usuarios prefieran utilizar correos electrónicos 
externos en lugar del corporativo, entonces aunque haya muchos usuarios activos, para 
el modelo el comportamiento sería similar al de una red en donde no hay usuarios y por 
lo tanto habrá una pobre detección de la congestión. 
 
Otro inconveniente encontrado fue que las muestras obtenidas de las subredes habían 
sido tomadas unos meses atrás a las pruebas del modelo en laboratorio, y se detectó 
que el modelo indicaba congestión en algunas subredes debido a cambio en las 
variables, por cambios en las condiciones de las subredes de la UNC, como por ejemplo 
el incremento de equipos en una subred. Por lo tanto es necesario que se haga una 
actualización periódica de los valores de las líneas base de las variables para cada 
subred. Esto también pone en desventaja al modelo planteado en contraste con los 
sistemas de gestión comerciales.  
 
Es importante mencionar que la implementación del modelo requiere tener acceso y 
modificar alguno de los servicios que existen en la red. El servicio debe ser modificado de 
forma que al ser invocado por un usuario final dispare el proceso de recolección de datos 
por el agente sensor. El modelo propuesto se basa en la idea de que a medida que entre 
más usuarios finales utilicen el servicio, hay un sistema más robusto para la toma de 
decisiones de congestión. En ese aspecto hay dos consideraciones, la primera es que si 
no hay usuario presentes entonces el modelo no detectará congestión adecuadamente; y 
la segunda, es que con muchos usuarios al tiempo se podría presentar problemas de 
sobrecarga en los servidores donde se están ejecutando estos servicios y por lo tanto 
producir una lentitud en los tiempos de respuesta del servicio. Además, una organización 
puede ser renuente en modificar sus servicios principales si puede implicar volverlos más 
lentos. 
 
El modelo genera tráfico de red al ejecutar el proceso de recolección de variables. Entre 
más usuarios finales haya en un a subred se obtienen mejores resultados para tomar 
decisiones, pero también se crea más tráfico en la red. Si el nivel de tráfico generado por 
el modelo es alto representa una desventaja, ya que si la red está presentando 
congestión, el modelo crearía un mayor problema de congestión por la cantidad de tráfico 
que genera cuando hay muchos usuarios al tiempo. 
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6.3 Trabajo Futuro 
 
En futuros proyectos se propone explorar la posibilidad de introducir al modelo unos 
mecanismos de autoaprendizaje que permitan ir ajustando los umbrales de congestión de 
las variables, para que el modelo se adapte a las condiciones cambiantes de las 
subredes. De la misma forma se puede profundizar el trabajo haciendo una evaluación 
de otras posibles variables para incorporar en el modelo, y fortalecer el algoritmo de toma 
de decisiones.  
 
Trabajos futuros también podrían tender a mejorar el modelo, en el caso cuando haya 
muchos usuarios interviniendo en la medición de congestión, incluyendo en el modelo 
algún mecanismo que prevenga la generación de tanto tráfico y que el modelo no 
contribuya a  la congestión en la red. 
 
El modelo se puede mejorar con la incorporación del concepto de bienestar para el 
usuario final. Lo que se podría proponer es que en vez de utilizar umbrales para las 
variables en el algoritmo de decisión, se establezca si hay o no congestión basándose en 
un nivel de bienestar que recibe el usuario al utilizar la red. 
 
Adicionalmente, en otros proyectos se podría ampliar el modelo para operar en otros 
tipos de redes LAN como redes inalámbricas o redes de amplio alcance tales como WAN 
o Internet. 
 
 
 
  
 
A. Anexo: Script de PHP para 
recolección de variables 
 
**php-stats11.php** 
 
<?php 
 
function isIPIn($ip, $net_addr, $net_mask) { 
  if($net_mask <= 0){ return false; } 
  $ip_binary_string = sprintf("%032b",ip2long($ip)); 
  $net_binary_string = sprintf("%032b",ip2long($net_addr)); 
  return (substr_compare($ip_binary_string,$net_binary_string,0,$net_mask) === 0);  
} 
 
include('vlanunal.php');                 
     
$ip = $_SERVER['REMOTE_ADDR']; 
$community = 'C0mmUNl3c'; 
     
foreach ( $n as $k=>$v ) { 
  list($net,$mask)=split("/",$k); 
  if (isIPIn($ip,$net,$mask)) { 
    list($vlan,$vid,$gateway,$interfaz)=split("/",$n[$k]); } 
} 
 
// Obtiene la cantidad de equipos en la misma subred 
exec("snmpwalk -v 1 -c C0mmUNl3c@".$vid." ".$gateway." .1.3.6.1.2.1.17.4.3", $output); 
$i = 0; 
foreach ( $output as $key=>$valor ) { 
  $pos = strpos($valor, "Hex-STRING: "); 
  if ($pos !== false) { 
    $i++; 
  } 
} 
unset($output); 
 
// Obtiene tiempo respuesta y paquetes perdidos por ICMP 
exec("sudo ping -c 20 -s 64 -t 64  -q -i 0.03 ".$ip, $output); 
preg_match("/(\d*)% packet loss/", $output[3], $packetloss); 
preg_match("/\/(\d*\.\d*)\//", $output[4], $roundtrip); 
     
// Obtiene el porcentaje de utilización del canal por SNMP 
$a = snmpget($gateway,$community, "IF-MIB::ifSpeed.".$interfaz); 
preg_match("/Gauge32: (\d*)/", $a, $linkspeed); 
$b = snmpget($gateway,$community, "1.3.6.1.4.1.9.2.2.1.1.6.".$interfaz); 
preg_match("/INTEGER: (\d*)/", $b, $averageinput); 
$c = snmpget($gateway,$community, "1.3.6.1.4.1.9.2.2.1.1.8.".$interfaz); 
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preg_match("/INTEGER: (\d*)/", $c, $averageoutput); 
$useInput = (($averageinput[1] / $linkspeed[1])*100); 
$useOutput = (($averageoutput[1] / $linkspeed[1])*100); 
 
// Obtiene fecha y hora 
$fecha = date("d/m/Y"); 
$hora = date("H:i:s"); 
        
echo ("IP del equipo = ".$ip."\n"); 
echo ("VLAN del equipo = ".$vlan."\n"); 
echo ("Porcentaje paquetes perdidos = ".$packetloss[1]."%\n"); 
echo ("Tiempo de Respuesta = ".$roundtrip[1]."ms\n"); 
echo ("% Utilizacion Input(average 5 min) = ".$useInput."%\n"); 
echo ("% Utilizacion Output(average 5 min) = ".$useOutput."%\n"); 
echo ("Cantidad de equipos en la VLAN = ".$i."\n"); 
echo ("Fecha = ".$fecha." - ".$hora."\n"); 
unset($output); 
exec("java -cp /var/www/html/erick/jade/lib/jade.jar:/var/www/html/erick/jade/classes 
jade.Boot -container -agents 
'equipo:examples.congestion.collectorAgentOne(".$ip.",".$vlan.",".$roundtrip[1].",".$useIn
put.",".$useOutput.",".$packetloss[1].",".$i.",".$fecha.",".$hora.")'", $output); 
 
?> 
 
 
**vlanunal.php** 
<?php 
 /*                                                                      */ 
 /* Este es el archivo con la información de las subredes de la Universidad. */ 
 /* Ultima moficicación: 23 Diciembre 2011                               */ 
 /*                                                                      */ 
 /* La información contenida en el archivo tiene el siguiente formato:   */ 
 /* "Red/Mascara" => "Nombre/VLAN ID/Puerta enlace/Interfaz ID"          */ 
 /* Para adicionar, eliminar o modificar una VLAN, solo es necesario     */ 
 /* hacerlo en una linea de este archivo, siguiendo el formato.          */ 
 /*                                                                      */ 
 
 
$n = array (  
           "10.200.16.0/23"  => "GESTION-AP/2/10.200.16.1/165", 
           "168.176.4.128/25"  => "Wireless-MAC/4/168.176.4.129/166", 
           "168.176.8.0/23"  => "Ciencias-Naturales/8/168.176.8.1/170", 
           "168.176.10.0/23"  => "Artes/10/168.176.10.1/171", 
           "168.176.12.0/23"  => "Agronomia/12/168.176.12.2/172", 
           "168.176.14.0/23"  => "Ciencias/14/168.176.14.1/173", 
           "168.176.16.0/23"  => "Economia/16/168.176.16.1/174", 
           "168.176.18.0/23"  => "Humanas/18/168.176.18.2/175", 
           "168.176.20.0/23"  => "Humanas-II/20/168.176.20.2/176", 
           "168.176.22.0/23"  => "Derecho/22/168.176.22.3/177", 
           "168.176.24.0/23"  => "Enfermeria/24/168.176.24.2/178", 
           "168.176.26.0/23"  => "Ingenieria/26/168.176.26.1/179", 
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           "168.176.28.0/23"  => "Medicina/28/168.176.28.1/180", 
           "168.176.30.0/23"  => "Veterinaria/30/168.176.30.3/181", 
           "168.176.32.0/23"  => "Odontologia/32/168.176.32.2/182", 
           "168.176.34.0/23"  => "Ciencias-Pub/34/168.176.34.1/183", 
           "168.176.36.0/23"  => "Ingenieria-Pub/36/168.176.36.1/184", 
           "168.176.38.0/23"  => "Hemeroteca-Pub/38/168.176.38.1/185", 
           "10.203.28.0/22"  => "WPEAPUNAL/40/10.203.28.1/186", 
           "168.176.42.0/23"  => "Biblioteca/42/168.176.42.2/187", 
           "168.176.44.0/24"  => "Hemeroteca/44/168.176.44.2/188", 
           "168.176.45.0/24"  => "Artes-Pub/45/168.176.45.1/189", 
           "168.176.46.0/24"  => "Agronomia-Pub/46/168.176.46.1/190", 
           "168.176.47.0/24"  => "Economia-Pub/47/168.176.47.1/191", 
           "168.176.48.0/24"  => "Humana-Pub/48/168.176.48.1/192", 
           "168.176.49.0/24"  => "Derecho-Pub/49/168.176.49.2/193", 
           "168.176.50.0/24"  => "Enfermeria-Pub/50/168.176.50.1/194", 
           "168.176.51.0/24"  => "Medicina-Pub/51/168.176.51.1/195", 
           "168.176.52.0/24"  => "Veterinaria-Pub/52/168.176.52.2/196", 
           "168.176.53.0/24"  => "Odontologia-Pub/53/168.176.53.2/197", 
           "168.176.54.0/24"  => "IBUN/54/168.176.54.2/198", 
           "168.176.55.0/24"  => "Centro-Computo/55/168.176.55.1/199", 
           "168.176.56.0/24"  => "Centro-Computo-Pub/56/168.176.56.1/200", 
           "168.176.58.0/24"  => "Registro/58/168.176.58.1/202", 
           "168.176.59.0/24"  => "Transportes-Almacen/59/168.176.59.1/203", 
           "168.176.60.0/24"  => "Universidad-Virtual/60/168.176.60.1/204", 
           "168.176.61.0/25"  => "Telemedicina/61/168.176.61.1/205", 
           "168.176.61.128/25"  => "Genetica/62/168.176.61.129/206", 
           "168.176.62.0/25"  => "VideoConferencia/63/168.176.62.1/207", 
           "10.203.0.0/22"  => "Ciencia-Tecnologia/64/10.203.0.1/208", 
           "168.176.250.0/27"  => "Telefonia/157/10.203.32.1/211", 
           "10.203.32.0/22"  => "UnalInvitados/300/10.203.64.1/222", 
           "168.176.80.64/26"  => "VideoConferencia-Uriel/80/168.176.80.65/35", 
           "168.176.84.0/24"  => "Admisiones/84/168.176.84.2/38", 
           "168.176.85.0/24"  => "Unisalud/85/168.176.85.1/39", 
           "168.176.86.0/23"  => "Ciencias-Camilo-Torres/86/168.176.86.2/40", 
           "168.176.88.0/23"  => "Uriel-Sede/88/168.176.88.1/41", 
           "168.176.90.0/23"  => "Uriel-Nacional/90/168.176.90.1/42", 
           "168.176.92.0/23"  => "Camilo-Torres/92/168.176.92.1/43", 
           "10.203.10.0/23"  => "Casa-Gaitan/1/10.203.10.5/10024", 
           "10.203.6.0/23"  => "Las-Nieves/1/10.203.6.7/10101" 
            ); 
             
?> 
 
 
 
  
 
B. Anexo: Selección de la 
herramienta para el modelamiento 
del sistema multi-agente. 
Las herramientas para el modelamiento de sistemas de agentes (Agent Based Modeling 
ABM) son bastantes, pero para seleccionar la adecuada para un proyecto puedes ser 
difícil. Se hará una clasificación de varias de las herramientas utilizando 5 de las 
principales características encontradas en todas ellas [21]. 
 
Las 5 características a evaluar son: 
 
1. Lenguaje necesario para programar un modelo y ejecutar una simulación, hay varios 
lenguajes de programación que se pueden utilizar para programar un modelo basado 
en agentes y ejecutar una simulación. Los lenguajes de programación son 
importantes porque cada idioma tiene diferentes implicaciones en términos de 
facilidad de programación, portabilidad y compatibilidad. Estos son los lenguajes que 
se utilizan para programar un modelo utilizando el kit de herramientas y no los 
lenguajes que se utilizan para crear la caja de herramientas. Hasta el momento, el 
lenguaje de programación que la mayoría de modelos han adoptado es Java. 
Alrededor del 42% de las plataformas emplean Java como lenguaje de programación 
principal. 
2. El sistema operativo necesario para ejecutar la herramienta, la mayoría de los kits de 
herramientas se ejecutan en Windows y Linux, aunque hay una buena cantidad que 
se ejecuta en Macintosh. También hay una creciente tendencia a implementar y 
ejecutar modelos de Java, tanto por la simplicidad de la programación y también a 
causa de la independencia de la plataforma Java que ofrece. 
3. Tipo de licencia de la  herramienta, el tipo de licencia es importante porque tiene 
implicaciones para la liberación de código fuente para la distribución comercial. 
4. Rama de especialización de la herramienta, muchos de los kits de herramientas 
están diseñados específicamente para unos dominios en particular, y otros juegos de 
herramientas de uso general que puede ser utilizado para una variedad de dominios. 
Las especialidades más importantes de los sistemas basados en agentes son: la 
inteligencia artificial, la simulación distribuida, la educación, los sistemas multi-agente, 
y las ciencias sociales y naturales. 
5. Los tipos de apoyo disponibles para el usuario, una característica importante que los 
individuos miran a la hora de determinar un conjunto de herramientas a utilizar, es el 
grado de apoyo que está disponible para el usuario. Se hace clasificación por el tipo 
de apoyo a los usuarios que están disponibles. Estos incluyen wikis del proyecto, 
documentación (como manuales de usuario), consultoría, las listas de errores, la 
capacitación formal, los modelos de ejemplo, tutoriales, extensiones de terceros, las 
referencias seleccionadas, las interfaces de programación de aplicaciones (API), y las 
preguntas más frecuentes (FAQ). 
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Adicionalmente a las 5 características anteriormente mencionadas, también es 
importante clasificar las diferentes herramientas de modelamiento de agentes por su 
cumplimiento con los estándares FIPA (Foundation for Intelligent Physical Agents). Las 
especificaciones FIPA representan un conjunto de normas que tienen por objeto 
promover la interoperabilidad de agentes heterogéneos y los servicios que puede 
representar. FIPA es un conjunto de especificaciones estandarizadas para soportar 
comunicaciones y servicios para los sistemas de agentes.  Las tecnologías de agentes 
proporcionan una nueva forma para resolver problemas y para ser de útiles, estas 
tecnologías de agente requieren de estandarización. Los tres componentes principales 
del grupo de estándares de FIPA son: 
 
- Comunicación de agentes (FIPA-ACL), Para ayudar a garantizar la 
interoperabilidad al proporcionar un conjunto estándar de estructura de los 
mensajes ACL (Agent Communication Language), y, para proporcionar un 
proceso bien definido para el mantenimiento de este conjunto.  
- Administración de agentes, es el elemento de gestión principal que va a conocer 
en todo momento el estado de su plataforma y de los agentes que pertenecen a 
ella. Entre sus responsabilidades (servicios que ofrece) están la creación, 
destrucción y control del cambio de estado de los agentes, supervisión de los 
permisos para que nuevos agentes se registren en la plataforma, control de la 
movilidad de los agentes, gestión de los recursos compartidos y gestión del canal 
de comunicación. 
- Especificación de Arquitectura Abstracta, el enfoque principal de esta arquitectura 
abstracta es crear un intercambio de mensajes entre los agentes que pueden 
estar usando diferentes medios de transporte de mensajería, diferentes lenguajes 
de la comunicación del agente, o diferentes contenidos de lenguaje. 
 
Cuadro B-1: Comparativo de programas para el modelamiento de sistemas multi-
agente  
 
Agent Based Modeling Toolkit Comparison 
  Platform Primary Domain License 
Programming 
Language 
Operating System User Support 
FIPA 
Compliant 
1 
ABLE (Agent 
Building and 
Learning 
Environment) 
Building intelligent 
agents using 
machine learning 
and reasoning 
Open source (free for 
academic and non-
commercial use) 
Able Rule 
Language (ARL) 
OS/2; Windows 95; 
Windows 98; 
Windows NT; and 
UNIX (any Java 2 
JVM) 
FAQ; tutorial; 
examples; 
discussion 
forum; emailing 
developers; 
Selected 
publications; 
API; 
documentation 
Unknown 
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2 
ADK (Tryllian 
Agent 
Development 
Kit)  
Large scale 
distributed 
applications; 
Mobile 
(distributed) 
agents 
Dual licensed: either 
accept the LGPL or 
contact Tryllian to 
acquire a closed source 
license 
Java Windows; Unix; Big 
Iron IBM 
mainframes4; 
anywhere that the 
Java Standard 
Edition version 1.4 
runs; Sun Java 
Runtime 
Environment 
version 1.3.1 or 1.4; 
JDK 5.05; any 
platform on which 
Sun has made 
available a JVM; 
Windows 2000; 
Windows XP; 
Solaris; GNU/Linux; 
Additionally, the 
ADK has been 
tested on OS/400 
and OS/370. Mac 
OS X is not 
supported, but part 
of the development 
of the ADK is done 
on Mac OS X 
FAQ; defect 
reporting; 
documentation; 
mailing list; 
quickstart guide; 
examples; email 
maintainer for 
more support; 
API 
Yes 
3 
AgentBuilder  General purpose 
multi-agent 
systems 
Proprietary; Discounted 
academic licenses 
available 
Knowledge Query 
and Manipulation 
Language (KQML); 
Java; C; C++ 
Windows NT; 
Windows 2000; 
Windows XP; Linux; 
Sun Solaris; any 
platform with a Java 
Virtual Machine 
Consulting; 
training; 
example; FAQ; 
users manuals; 
defect reporting; 
mailing list 
Unknown 
4 
AgentSheets Teaching 
simulation to 
grades K–12 in 
social studies, 
mathematics, 
sciences, and 
social sciences 
Proprietary Visual AgenTalk; 
can be exported to 
Java; 
Windows; Mac OS 
X; should run on 
any Java Virtual 
Machine 
Manuals; tutorial 
movies; FAQ; 
recommended 
readings on 
programming 
and simulation; 
personal contact 
with developers; 
elementary 
school training; 
teacher guides 
Unknown 
5 
Altreva 
Adaptive 
Modeler  
Building agent-
based market 
simulation models 
for price 
forecasting of 
real-world stocks 
and other 
securities 
Proprietary; free 
evaluation version 
available for research 
and experimentation 
(some limitations but no 
expiration) 
No programming 
skills required. An 
adaptive form of 
genetic 
programming is 
used to create 
trading rules. User 
can select functions 
to be used in the 
genetic 
programming 
engine. 
Windows 2000, NT 
4.0, XP, Vista, 7 or 
any other platform 
that supports 
Microsoft .Net 2.0 
or higher 
FAQ, 
documentation, 
tutorial, 
examples, forum, 
email support 
Unknown 
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6 
AnyLogic Agent based 
general purpose; 
distributed 
simulations 
Proprietary Java; UML-RT 
(UML for real time) 
AnyLogic 6 models 
are standalone 
Java applications 
(or applets) and run 
on any Java-
enabled platform or 
in any Java-
enabled browser 
with the following 
version of JRE 
(Java Runtime 
Environment):JRE 
1.5.0 or later; Java 
plug-in (needed to 
run models in a 
Browser) is 
optionally installed 
with the JRE; 
Windows Vista, 
x86-32; Windows 
XP, x86-32; Mac 
OS X 10.4.1 or 
later, Universal; 
SuSE Open Linux 
10.2 or later, x86-
32; Ubuntu Linux 
7.04 or later, x86-
32 
Demos; training; 
consulting; 
knowledge base; 
online forum; ask 
a question; 
documentation; 
selected 
references 
Unknown 
7 
AOR 
Simulation  
Agent-based 
discrete event 
simulation; 
special 
extensions for 
modeling 
cognitive agents 
(with beliefs and 
speech-act-based 
information 
exchange 
communication). 
GPL Java Windows; 
Macintosh; Unix; 
Linux; web 
Web site; 
selected 
references; 
documentation; 
examples 
No 
8 
Ascape  General-purpose 
agent-based 
models. 
BSD Java Windows; 
Macintosh; Unix; 
Linux; web 
Online forum 
(emailing list); 
selected 
references; 
documentation; 
API 
Unknown 
9 
Brahms  Multi-agent 
environment for 
simulating 
organizational 
processes 
Free, but only available 
for research or non-
commercial purposes 
Brahms language 
(an agent oriented 
language) 
Windows 2000; 
Windows XP; Linux; 
Sparc/Intel Solaris; 
and Mac OS X 
Documentation; 
API; tutorials; 
discussion 
forums; email 
contacts 
Unknown 
10 
Breve Building 3D 
simulations of 
multi-agent 
systems and 
artificial life. 
GPL Simple Interpreted 
object oriented 
language called 
Steve; agent 
behaviors can be 
written in python 
Mac OS X; Linux; 
and Windows 
Email developer; 
tutorials; FAQ; 
forums; defects 
section; API; 
documentation Unknown 
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11 
Construct  Multi-agent model 
of group and 
organizational 
behavior. 
Unknown Unknown Unknown Unknown 
Unknown 
12 
Cormas 
(Common-
pool 
Resources 
and Multi-
Agent 
Systems)  
Natural resources 
management, 
rural development 
and ecology 
Free to modify but not to 
distribute the modified 
version 
Smalltalk (requires 
VisualWorks to run) 
Linux; Macintosh; 
Unix; Windows 
Training, 
selected 
references; 
examples; online 
forum; email 
developers; 
documentation 
Unknown 
13 
Cougaar Multi-agent 
systems; highly 
distributed, 
scalable, reliable, 
survivable 
applications; 
Domain 
independent; 
large scale 
distributed, 
complex, data 
intensive (can be 
configured for 
small-scaled 
embedded 
applications 
Cougaar Open Source 
License (COSL) is a 
modified version of the 
OSI approved BSD 
License 
Java Windows 98; 
Windows NT; 
Windows XP; Linux; 
Mac OS X; and 
Java-1.4-capable 
PDAs 
FAQ; tutorials; 
slide shows; 
documentation; 
selected 
references; email 
support; public 
forums; mailing 
lists 
No 
14 
D-OMAR 
(Distributed 
Operator 
Model 
Architecture)  
General purpose 
simulation 
environment 
Free (open source) - 
read license 
Java (OMAR-J); lisp 
(OMAR-L) 
Windows; Unix; 
Linux 
API; technical 
support from 
authors 
Unknown 
15 
DeX  Developing, 
analyzing, and 
visualizing 
dynamic agent-
based and multi-
body simulations; 
parallel 
applications 
Free (open source) - 
read license 
C++; dML (deX 
Modeling 
Language): a 
domain-specific 
language based on 
C++; python 
X86 or x86_64 
Linux 
Users guide; 
demo; API; peer 
to peer account; 
author support 
Unknown 
16 
ECHO  Ecological 
modeling 
Free, open source C Unix workstations; 
Developed on Sun 
Sparc architecture 
using Sunos 4.1.3; 
A few selected 
publications; one 
outdated 
publication on 
how to compile 
and use Echo 
Unknown 
17 
ECJ Evolutionary 
computation; 
genetic 
programming 
Academic Free License 
– open source 
Java Any Java Platform Tutorials; 
examples; API; 
documentation; 
online mailing list Unknown 
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18 
FAMOJA 
(Framework 
for Agent-
based 
MOdelling 
with JAva)  
Resource flow 
management, 
theoretical 
systems science, 
applied systems, 
environmental 
systems analysis 
LGPL Java JDK installation Tutorial; API; 
wiki; 
documentation; 
Unknown 
19 
Framsticks 2D/3D 
simulations of 
(evolving) multi-
agent systems 
and artificial life 
Depends on module: 
GPL/LGPL/Propertiary 
FramScript (similar 
to JavaScript) 
Windows; Linux; 
*nix; Mac OS X 
Email developer; 
tutorials; manual; 
FAQ; forums; 
API; 
documentation; 
selected 
publications; 
examples 
Unknown 
20 
GPU Agents  Agent-based 
model simulator 
on the GPU 
Unknown Unknown Unknown Unknown 
Unknown 
21 
GROWlab  ABM toolkit of the 
International 
Conflict Research 
Group at the ETH 
Zurich 
Freely available Unknown Unknown Unknown 
Unknown 
22 
ICARO-T  Reactive and 
cognitive agents 
applications 
Open Source Java Windows and UNIX Code with 
examples and 
documentation. Unknown 
23 
iGen  Artificial 
intelligence 
engine; human 
performance 
modeling; 
embeddable 
cognitive agents 
Proprietary (various 
prices for Developer's 
License; Modeler's 
License; Runtime 
License; and Academic 
Licenses) 
COGNET Execution 
Language (CEL); 
C++; C; Java 
Windows 95, 98, 
2000, NT, XP 
Consulting; 
training; selected 
publications; 
(user’s forum 
and 
documentation 
under 
construction, but 
not online yet) 
Unknown 
24 
JADE Distributed 
applications 
composed of 
autonomous 
entities 
LGPL version 2 Java Any Java Platform FAQ; mailing list; 
defect list; 
tutorials; API; 
documentation 
Yes 
25 
Jade’s sim++ Parallel 
simulation; 
Applied 
simulations; 
network planning; 
electronic CAD; 
real time 
communication 
simulation 
GPL version 2 C++ Available for Meiko 
and BBN multi-
computer systems 
and can be used on 
a network with 
Sun3, Sun 4, and 
HP 9000 
workstations 
Unknown 
Unknown 
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26 
JAMEL (Java 
Agent-based 
MacroEconom
ic Laboratory) 
Building agent-
based 
macroeconomic 
simulations 
Free (closed source) No programming 
required 
Any Java platform 
version 1.5 or 
higher 
examples; 
reference paper; 
contact 
developer 
Unknown 
27 
Janus  General purpose 
multi-agent 
platform with 
agent based, 
organizational 
and holonic 
simulation layer 
GPLv3 for non-
commercial use; or 
adhoc commercial 
license. 
Java 1.6 or higher; 
Ruby scripting of 
agent's behaviors is 
possible. 
Windows; 
Macintosh; Unix; 
Linux; Android; 
Web 
FAQ; 
documentation; 
online forum; 
examples; defect 
list 
Unknown 
28 
JAS  General purpose 
agent based 
LGPL; associated third 
party licenses (usually 
non¬proprietary) 
Java Any Java platform 
version 1.5 or 
higher 
API; 
documentation; 
tutorials; email 
authors 
Unknown 
29 
JASA (Java 
Auction 
Simulator API)  
Computational 
economics; Agent 
based 
computational 
economics 
GPL Java Any Java Platform Public forum, not 
very well used; 
API; small set of 
selected 
readings; limited 
documentation 
Unknown 
30 
JCA-Sim  Cellular 
automata; 
General purpose 
simulator 
Free (closed source) Java; Cellular 
Description 
Language (CDL) 
(for input to 
simulation) 
Any Java Platform Examples; 
documentation; 
API; one contact 
listed 
Unknown 
31 
jEcho  Ecological 
modeling using 
object oriented 
principles 
Free, open source Java Any Java Platform Limited 
documentation; 
Author has 
limited time to 
work with clients 
Unknown 
32 
jES (Java 
Enterprise 
Simulator)  
A single 
enterprise or a 
system of 
enterprises 
Academic free license Java Any Java Platform limited 
documentation 
Unknown 
33 
JESS  Rule engine and 
scripting 
environment 
Proprietary; free for 
academic use 
Java/Jess/JessML 
(declarative xml rule 
language) 
Java Virtual 
Machine 
FAQ; 
documentation; 
mailing list; 
examples; third 
party plug ins 
and libraries; wiki 
Unknown 
34 JIAC  General purpose Unknown Java Unknown Unknown Unknown 
35 
LSD 
(Laboratory 
for Simulation 
Development)  
A language for 
simulation 
models; social 
sciences 
GPL C++; LSD Windows; Unix; 
Macintosh 
Documentation; 
a couple of 
examples; 2 
contacts on 
webpage (but 
have to dig for 
them) 
Unknown 
64 Arquitectura para el manejo de congestión en una red de datos corporativa con 
participación del usuario, basado en inteligencia computacional 
 
36 
MacStarLogo Social and natural 
sciences; 
Educators; for 
students to model 
the behavior of 
decentralized 
systems; user 
friendly for K–12 
students 
Free (closed source) MacStarLogo Macintosh Download 
available from 
StarLogo 
webpage, but not 
actively 
developed 
anymore 
Unknown 
37 
Madkit (Multi 
Agent 
Development 
Kit)  
A generic, highly 
customizable and 
scalable platform; 
general purpose 
multi-agent 
platform with 
agent based 
simulation layer 
LGPL for basic libraries; 
GPL for development 
and non- commercial 
applications 
Java; MadKit may 
be developed in all 
languages that are 
compiled into Java; 
for the moment, 
MadKit comes with 
4 scripting 
languages which 
are executed in the 
Java Virtual 
Machine: Scheme 
(Kawa), Jess (rule 
based language), 
BeanShell (Java 
interpreted) and 
Python (jython). 
Using the JNI (Java 
Native Interface) 
technique, it should 
be possible to 
develop agents 
written in C or C++. 
It is also possible to 
embed Java agents 
in C/C++ 
applications using 
the same technique, 
using JNI as a glue 
between the two 
worlds. 
JVM (Java 2) FAQ; 
documentation; 
online forum; 
examples; defect 
list 
Unknown 
38 
MAGSY  Rules Based 
Multi-Agent 
Systems 
Free (closed source) Magsy (production 
language) 
UNIX, LINUX, 
SunOS and Solaris 
systems. 
Limited 
documentation; 
some example 
(inside 
installation 
package); no 
users support 
groups; no 
contact even for 
authors 
Unknown 
39 
MAML (Multi-
Agent 
Modeling 
Language)  
Social science; 
domain specific 
programming 
language for 
developing agent 
based models 
The compiler is freely 
downloadable for 
evaluation purposes 
(open source) Later the 
system will be put under 
GNU license 
MAML language; C; 
visual programming 
interface 
PC; Linux Tutorial; 
examples; 
reference 
papers; contact 
developers 
Unknown 
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40 
MAS-SOC 
(Multi-Agent 
Simulations 
for the SOCial 
Sciences)  
Social simulation Contact authors for 
availability 
AgentSpeak(XL), an 
extension of 
Agentspeak(L) and 
(Environment 
Description 
Language for Multi-
Agent Simulation); 
ELMS, a language 
for modelling 
environments where 
cognitive agents are 
situated. Future 
work to implement 
in Java 
Unknown Unknown 
Unknown 
41 
MASON  General purpose; 
social complexity, 
physical 
modeling, 
abstract 
modeling, 
AI/machine 
learning 
Academic Free License 
(open source) 
Java Any Java Platform 
(1.3 or higher) 
Mailing list; 
documentation; 
Tutorials; third 
party extensions; 
reference 
papers; API 
Unknown 
42 
MASS (Multi-
Agent 
Simulation 
Suit)  
General purpose, 
distributed 
simulations, 
participatory 
simulations. 
Proprietary, free version 
available 
FABLES 
(Functional Agent-
based Language for 
Simulations); Java; 
it is possible to run 
Repast and 
NetLogo 
simulations too. 
Any OS with Java 
1.5, tested for 
Windows, MacOSX, 
Linux 
Manuals, 
tutorials, mailing 
lists, reference 
papers. 
No 
43 
MIMOSE 
(Micro-und 
Multilevel 
Modelling 
Software)  
Social sciences; 
education 
Free (closed source) A model description 
language (derived 
from functional 
language 
paradigms) 
Client/server 
version on 
Sun/Solaris/ and 
Linux; Java based 
client on Windows 
NT, Solaris, and 
Linux 
User’s manual 
Unknown 
44 
Moduleco  Multi-agent 
platform 
GPL Java Windows; Linux; 
Macintosh 
API; minimal 
documentation Unknown 
45 
MOOSE 
(Multimodeling 
Object-
Oriented 
Simulation 
Environment)  
General purpose, 
agent abased 
(modeled from 
SimPack) 
Unable to verify that 
available for public use 
C++ IBM PC running 
DOS/Windows or 
Version of Unix 
(such as Linux or 
BSD); Unix 
Workstations (SUN, 
SGI) 
Selected 
references; 
user’s manual in 
toolkit package Unknown 
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46 
NetLogo Social and natural 
sciences; Help 
beginning users 
get started 
authoring models 
Free, not open source; A 
quick summary of the 
license is that use is 
unrestricted, including 
commercial use, but 
there are some 
restrictions on 
redistribution and/or 
modification (unless you 
contact Uri Wilensky to 
arrange different terms) 
NetLogo Any Java Virtual 
Machine, version 5 
or later. 
Documentation; 
FAQ; selected 
references; 
tutorials; third 
party extensions; 
defect list; 
mailing lists 
Unknown 
47 
OBEUS 
(Object Based 
Environment 
for Urban 
Simulation)  
Urban simulation Free (closed source) Microsoft.net .NET 
languages – C#, 
C++, or Visual 
Basic 
Windows User’s manual 
Unknown 
48 
Omonia 
(previously 
Quicksilver)  
AI/social sciences LGPL Java JDK installation Examples; little 
documentation 
Unknown 
49 
OpenStarLogo Social and natural 
sciences; 
Educators; for 
students to model 
the behavior of 
decentralized 
systems; user 
friendly for K–12 
students 
Free for use and 
distribution for non-
commercial purposes 
(open source) 
StarLogo (an 
extension of Logo) 
Mac OS X v10.2.6 
or higher with Java 
1.4 installed; 
Windows; Unix; 
Linux (StarLogo 
does not seem to 
be compatible with 
Java 5/1.5 on 
Solaris) 
FAQ; defects; 
online support 
lists; examples 
and 
documentation 
Unknown 
50 
oRIS  Teaching; 
programming by 
concurrent 
objects, multi-
agent systems, 
distributed virtual 
reality, adaptive 
control 
Proprietary - (free for 
academic institutions) 
Oris language; Very 
close to C++ and 
Java (dynamic and 
interpreted multi-
agent language) 
IA32 Linux; PPC 
Linux; SGI Irix; and 
Windows 
Documentation; 
examples in 
French; API 
Unknown 
51 
PS-I (Political 
Science-
Identity)  
Political 
phenomena 
GPL No programming 
required; TCL/TK 
scripting to apply 
effects 
Cross platform with 
binaries available 
for win32; 
Windows; Linux; 
PS-I is not currently 
available for 
Macintosh users 
except via 
emulation of a 
Windows, NT, or 
Linux environment. 
Documentation; 
selected 
publications 
Unknown 
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52 
Repast Social sciences BSD Java (RepastS, 
RepastJ); Python 
(RepastPy); Visual 
Basic, .Net, C++, 
J#, C# (Repast.net) 
Java version 1.4, 
although a 1.3 
version for Mac OS 
X is available. To 
run the 
demonstration 
simulations, you'll 
need a Java 
Runtime 
Environment 
(RepastS, 
RepastJ); platform 
independent 
(RepastPy); 
Windows 
(Repast.net) 
Documentation; 
mailing list; 
defect list; 
reference 
papers; external 
tools; tutorials; 
FAQ; examples 
Unknown 
53 
SDML (Strictly 
Declarative 
Modeling 
Language)  
Multi-agent 
systems (with 
limited rationality) 
GPL; third party license 
(for VisualWorks) 
Smalltalk release 
5i.2 Non-
Commercial 
Windows 3.1; 
Windows 95; 
Widows 98; 
Windows 2000; 
Windows NT; Linux; 
Intel; PowerMac; 
Unix; 
ADUX/AIX/HPUX/ 
SGI/Solaris 
Mailing list; 
tutorial; selected 
references; 
limited 
documentation 
included with 
software 
package 
Unknown 
54 
SEAS 
(System 
Effectiveness 
Analysis 
Simulation)  
The US Air 
Force's Multi-
Agent Theater 
Operations 
Simulation 
Free with government 
approval 
Tactical 
Programming 
Language (TPL) 
32-bit and 64-bit 
Windows 
2000/XP/Vista/7 
User manual, 
examples, 
training, email, 
phone 
Unknown 
55 
SeSAm (Shell 
for Simulated 
Agent 
Systems) 
(fully 
integrated 
graphical 
simulation 
environment) 
General purpose 
multi domain 
(agent based); 
research, 
teaching, 
resources, graph 
theory 
LGPL  Simulation compiled 
from visual 
specification; Visual 
programming 
Java 5.0 or better; 
Windows; Linux; 
Mac OS X 
Tutorials; mailing 
list; FAQ; wiki; 
author contact 
Plugin 
available 
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56 
SimAgent 
(also sim 
agent)  
Research and 
teaching related 
to the 
development of 
interacting agents 
in environments 
of various 
degrees and 
kinds of 
complexity; 
exploratory 
research on 
human-like 
intelligent agents; 
systems involving 
large numbers of 
highly distributed 
fairly 
homogeneous 
relatively 'small' 
agents; primarily 
designed to 
support design 
and 
implementation of 
very complex 
agents, each 
composed of very 
different 
interacting 
components (like 
a human mind) 
where the whole 
thing is 
embedded in an 
environment that 
could be a 
mixture of 
physical objects 
and other agents 
of many sorts 
Free (open source); 
MIT/XFREE86 license 
(for poplog libraries); 
may later be replaced by 
GPL 
Pop-11, like 
Common Lisp, is a 
powerful extendable 
multi-purpose 
programming 
language 
supporting multiple 
paradigms. Within 
the Poplog 
environment Pop-11 
also supports 
programs written in 
Prolog, Common 
Lisp or Standard ML 
At least prolog 
version 15; 
Windows; Mac OS 
X; Linux; Unix 
Tutorials; 
documentation; 
Selected 
publications; 
examples; author 
contact 
Unknown 
57 
SimBioSys  Agent-based 
evolutionary 
simulations in 
both biology and 
the social 
sciences 
Artistic License 
Agreement 
C++ Any platform that 
supports C++ 
None 
Unknown 
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58 
SimPack  General purpose, 
agent based; 
teaching 
computer 
simulation at the 
under¬graduate 
(senior) and 
graduate levels 
GPL C++; (C libraries no 
longer maintained); 
Java 
Any platform that 
supports C++; 
Technically, the 
processing 
environment is 
supposedly 
checked for Java 
1.4 but Java 1.5 
seems to work fine. 
Simpackj has been 
tested with 1.5 and 
exhibits no issues. 
The SDK is 
preferred over the 
JRE, as this could 
be useful for certain 
types of Java code 
that you may be 
writing. The SDK 
includes a JRE 
Selected 
publications; 
mailing list; 
user’s manual 
Unknown 
59 
SimPlusPlus  Testing Base24 
applications 
GPL Fully programmable 
with any language 
that can support 
activeX components 
(e.g. C, C++, VB, 
VBA, Java, and 
others), but no 
programming 
required 
Sim++ can be used 
with C code or C++ 
code, but you 
MUST have a C++ 
compiler. DOS; 
Windows (as a 
DOS application) or 
OS2 (as a DOS 
app). The SimPack 
software is currently 
being overhauled to 
use C++ 
exclusively; 
however, it will still 
be possible to use 
C programs, as 
before, to access 
the C++ routines. 
Contact authors 
Unknown 
60 
Soar General purpose 
AI; human 
performance 
modeling; 
learning 
(including 
explanation-
based learning) 
BSD Soar 1 to 5 in Lisp; 
Soar 6 in C; Java, 
C++, TCL 
Windows 98; 
Windows ME; 
Windows 2000; 
Windows XP; Linux; 
Mac OS X 
Documentation; 
FAQ; selected 
publications; 
defect list; third 
party extensions; 
mailing list; 
contact authors; 
tutorial; 
examples; wiki 
Unknown 
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61 
Spatial 
Modeling 
Environment 
(SME)  
Ecological 
economic; 
Ecoystems 
modeling 
LGPL No knowledge of 
computer 
programming 
required 
Unix Documentation; 
mailing list (but 
wasn’t functional 
when went to the 
website) 
Unknown 
62 
StarLogo Social and natural 
sciences; 
Educators; for 
students to model 
the behavior of 
decentralized 
systems; user 
friendly for K–12 
students 
Free (closed source) - 
Clearthought Software 
License, Version 1.0 
StarLogo (an 
extension of Logo) 
Mac OS X v10.2.6 
or higher with Java 
1.4 installed; 
Windows; Unix; 
Linux (StarLogo 
does not seem to 
be compatible with 
Java 5/1.5 on 
Solaris) 
Mailing list; 
tutorials; FAQ; 
bug list; 
documentation; 
developer 
contacts 
Unknown 
63 
StarLogo TNG Social and natural 
sciences; 
teaching basic 
computer 
programming 
skills 
StarLogo TNG License 
v1.0 - (closed source) - 
the code may be freed 
up eventually. The 
original StarLogo is 
apparently going to be 
released under an open 
source license soon 
StarLogo TNG 
language – a 
graphical 
programming 
language and a 3d 
world 
Macintosh and 
Windows 
Tutorials; FAQ; 
documentation; 
mailing lists; API 
Unknown 
64 
StarLogoT Social sciences; 
Education; 
decentralized 
networks 
Free (closed source) StarLogoT Macintosh Tutorials; API; 
documentation; 
defect list; 
contact authors 
Unknown 
65 
Sugarscape  Social sciences; 
education 
GPL Java Java 2 SDK or 
(Internet Explorer 
5.x or greater AND 
the Java 2 Runtime 
Environment (JRE)) 
API 
Unknown 
66 
Swarm General purpose 
agent based 
GPL Java; Objective-C Windows; Linux; 
Mac OS X 
Wiki; tutorials; 
examples; 
documentation; 
FAQ; selected 
publications; 
mailing lists 
Unknown 
67 
VisualBots  Multi-agent 
simulator in 
Microsoft Excel 
Free, Not Open Source Visual Basic Windows Object model 
documentation; 
tutorials; 
example projects Unknown 
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68 
VSEit  Social sciences; 
education 
Free (closed source) Java To run simulations: 
a Java enabled 
internet browser 
like Netscape 
Navigator or 
Microsoft Explorer. 
VSEit is known to 
run under Netscape 
Navigator 4.06 or 
higher, on Windows 
95/98 and Windows 
NT; to develop 
simulations: any 
Java platform 
supporting Java 
1.1.7. 
Examples; users 
guide; defect list; 
Unknown 
69 
Xholon  Integration of 
multiple 
paradigms, 
including ABM, in 
a single model or 
simulation. 
LGPL Java Windows; Linux; 
any Java Platform 
Tutorials; many 
examples; user 
guide; web sites 
Unknown 
70 
ZEUS  Rules engine and 
scripting 
environment; 
Distributed multi-
agent simulations 
Open source (read 
license) 
Visual editors and 
code generators 
Windows 95; 
Windows 98; 
Windows NT; 
Windows 2000; 
Windows XP; Linux; 
BSD; UNIX-like 
OSes; Solaris 
Documentation; 
author contact 
Yes 
 
Tomando en cuenta la información de la tabla anterior, se puede decir que una de las 
mejores plataformas para el desarrollo de sistemas multi-agente es JADE, dado que su 
lenguaje de programación es en JAVA e implica una alta portabilidad y compatibilidad, y 
además cumple con los estándares FIPA. Por lo tanto se toma la decisión de utilizar la 
herramienta de desarrollo JADE para el sistema multi-agente del modelo propuesto en 
este trabajo de investigación. 
 
 
  
 
C. Anexo: Análisis estadístico de las 
muestras recolectadas 
Análisis de correlación de las variables. 
La primera prueba a realizar es un análisis de correlación entre las diferentes variables, 
estas son: tiempo de respuesta (TR), porcentaje de utilización entrante y saliente de la 
subred (%UI y %UO), porcentaje de paquetes perdidos (%PP) y cantidad de equipos 
conectados en la subred (CE). Este análisis ayudara a determinar si el comportamiento 
de una de estas variables se ve o no afectada por el comportamiento de las demás. En la 
tabla C-1 a continuación se muestra el análisis de correlación que se realizó a las 
variables. 
 
Tabla C-1: Análisis de correlación de las variables  
 
TR %UI %UO %PP CE
TR 1
%UI 0,01315551 1
%UO 0,01364447 0,98168487 1
%PP -0,00364744 -0,04740157 -0,04712899 1
CE 0,01485814 0,84827698 0,84863063 -0,22287655 1  
 
De la tabla anterior se tienen las siguientes conclusiones: 
 
 La variable CE tiene una alta correlación con las variables %UI y %UO. Esto se 
explica fácilmente porque a mayor cantidad de equipos en una subred, mayor es 
el consumo de canal utilizado, y por lo tanto el porcentaje de utilización de canal 
también será mayor. 
 De la misma forma se presenta una alta correlación entre las variables de 
porcentaje de utilización entrante y saliente de la subred (%UI y %UO). Esto 
indica que para el modelo se podrían utilizar solo 4 de estas variables propuestas, 
pero se toma la decisión de continuar trabajando con las 5  originalmente 
definidas, para darle robustez al sistema. 
 
Análisis de varianza de las variables entre subredes. 
Para determinar si hay o no dependencia entre subredes se hace un análisis de varianza 
de cada uno de las variables de todas las subredes. La figura C-1 muestra la prueba a 
realizar. 
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Figura C-1 Análisis de varianza de las variables 
 
VLAN 1
TR
%PP
%UO
CE
%UI
VLAN 2
TR
%PP
%UO
CE
%UI
VLAN 3
TR
%PP
%UO
CE
%UI
...
VLAN 11
TR
%PP
%UO
CE
%UI
TR TR TR TR...
Se hace análisis de varianza entre estos.
 
 
Para hacer el análisis de varianza de las variables se utilizo Excel y se obtuvieron las 
siguientes tablas para cada una de las variables en estudio. 
 
Tabla C-2 Análisis de varianza de la variable TR  
 
RESUMEN
Grupos Cuenta Suma Promedio Varianza
Admisiones 23585 9846,047 0,417470723 0,079858917
Camilo Torres 23585 5745,528 0,243609413 0,059864544
Centro Computo 23585 17198,226 0,729201866 12,34280731
Ciencias 23585 4703,232 0,199416239 2,231029561
Economia 23585 3985,808 0,168997583 0,001801023
Genetica 23585 9720,087 0,41213004 0,063398638
Ibun 23585 9331,316 0,395646216 0,49422706
Ingenieria 23585 27602,032 1,170321476 703,9301731
Telemedicina 23585 6143,774 0,260494976 11,12824829
Unisalud 23585 5773,17 0,244781429 0,002176899
Uriel 23585 15531,235 0,65852173 0,031460577
ANÁLISIS DE VARIANZA
Origen de las variaciones Suma de cuadrados Grados de libertad Promedio de los cuadrados F Probabilidad Valor crítico para F
Entre grupos 21412,84952 10 2141,284952 32,2498107 2,96763E-63 1,830740173
Dentro de los grupos 17224929,24 259424 66,39682236
Total 17246342,09 259434  
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Tabla C-3 Análisis de varianza de la variable % UI  
RESUMEN
Grupos Cuenta Suma Promedio Varianza
Admisiones 23585 0,8797 3,72991E-05 8,31657E-09
Camilo Torres 23585 12,0142 0,0005094 1,76387E-06
Centro Computo 23585 241317,8601 10,23183634 144,9968893
Ciencias 23585 4304,3772 0,182504863 0,069495872
Economia 23585 33175,6506 1,406641959 20,11984105
Genetica 23585 1583,6415 0,067146131 0,500523192
Ibun 23585 12,3085 0,000521878 5,78376E-07
Ingenieria 23585 4738,1297 0,200895896 0,121560765
Telemedicina 23585 890,1955 0,037744138 0,01131494
Unisalud 23585 273,0284 0,011576358 0,000434543
Uriel 23585 4544,5275 0,192687195 0,200923147
ANÁLISIS DE VARIANZA
Origen de las variaciones Suma de cuadrados Grados de libertad Promedio de los cuadrados F Probabilidad Valor crítico para F
Entre grupos 2192472,431 10 219247,2431 14526,59537 0 1,830740173
Dentro de los grupos 3915438,915 259424 15,09281684
Total 6107911,346 259434  
 
Tabla C-4 Análisis de varianza de la variable % UO 
RESUMEN
Grupos Cuenta Suma Promedio Varianza
Admisiones 23585 0,0262 1,11088E-06 8,12877E-10
Camilo Torres 23585 8,1481 0,000345478 0,000148893
Centro Computo 23585 222351,3134 9,427657978 117,3870861
Ciencias 23585 11436,3104 0,484897621 0,466224227
Economia 23585 5782,1813 0,245163506 0,73765823
Genetica 23585 2039,4006 0,08647024 0,029158996
Ibun 23585 3291,1429 0,139543901 0,543502392
Ingenieria 23585 11517,7796 0,488351902 0,51162961
Telemedicina 23585 1130,4027 0,047928883 0,06752497
Unisalud 23585 2891,9106 0,122616519 0,059466607
Uriel 23585 14037,8481 0,595202379 0,849786846
ANÁLISIS DE VARIANZA
Origen de las variaciones Suma de cuadrados Grados de libertad Promedio de los cuadrados F Probabilidad Valor crítico para F
Entre grupos 1827828,469 10 182782,8469 16664,52443 0 1,830740173
Dentro de los grupos 2845461,176 259424 10,96838063
Total 4673289,645 259434  
 
Tabla C-5 Análisis de varianza de la variable % PP 
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RESUMEN
Grupos Cuenta Suma Promedio Varianza
Admisiones 23585 77710 3,29489082 318,6060055
Camilo Torres 23585 229935 9,749205003 879,776185
Centro Computo 23585 64735 2,744753021 255,319005
Ciencias 23585 2965 0,125715497 12,45981401
Economia 23585 2210 0,093703625 9,321697549
Genetica 23585 616710 26,14839941 1931,142749
Ibun 23585 41675 1,767012932 173,286327
Ingenieria 23585 16205 0,687089252 64,99070211
Telemedicina 23585 6130 0,25991096 25,57270801
Unisalud 23585 2100 0,089039644 8,896413532
Uriel 23585 1600 0,067839729 6,779658092
ANÁLISIS DE VARIANZA
Origen de las variaciones Suma de cuadrados Grados de libertad Promedio de los cuadrados F Probabilidad Valor crítico para F
Entre grupos 14541529,66 10 1454152,966 4339,39941 0 1,830740173
Dentro de los grupos 86934191,44 259424 335,1046605
Total 101475721,1 259434  
 
Tabla C-6 Análisis de varianza de la variable CE 
RESUMEN
Grupos Cuenta Suma Promedio Varianza
Admisiones 23585 324589 13,76251855 58,81211272
Camilo Torres 23585 627133 26,59033284 2562,207251
Centro Computo 23585 2700190 114,487598 223,8754504
Ciencias 23585 3494652 148,1726521 6210,042697
Economia 23585 916692 38,86758533 462,6443974
Genetica 23585 649207 27,52626669 520,2856164
Ibun 23585 860695 36,49332203 472,0970657
Ingenieria 23585 2881015 122,1545474 5449,933416
Telemedicina 23585 629855 26,70574518 36,37049998
Unisalud 23585 1432480 60,73690905 2154,516474
Uriel 23585 3047534 129,2149247 9874,397538
ANÁLISIS DE VARIANZA
Origen de las variaciones Suma de cuadrados Grados de libertad Promedio de los cuadrados F Probabilidad Valor crítico para F
Entre grupos 593438097,5 10 59343809,75 23292,69067 0 1,830740173
Dentro de los grupos 660945904,5 259424 2547,743865
Total 1254384002 259434  
 
La hipótesis H0 : Hay dependencia entre las variables de todas las subredes. 
 
Si F < Valor crítico para F, se acepta la hipótesis. De lo contrario se rechaza. 
 
En la tabla C-7 a continuación se muestra los resultados obtenidos para F y Valor crítico 
para F de todas las variables en estudio. 
 
Tabla C-7 Resultados obtenidos de la varianza para todas las variables 
 
76 Arquitectura para el manejo de congestión en una red de datos corporativa con 
participación del usuario, basado en inteligencia computacional 
 
VARIABLE F Valor crítico de F 
TR 32,2498107 1,830740173
%UI 14526,5954 1,830740173
%UO 16664,5244 1,830740173
%PP 4339,39941 1,830740173
CE 23292,6907 1,830740173
 
 
Para cada una de las variables de rechaza H0. 
 
Esto indica que todas las subredes tienen un comportamiento independiente de todas las 
demás. 
 
Estadística descriptiva básica de las variables. 
Por el comportamiento observado por los administradores de red de la sede Bogotá, se 
toma la decisión de hacer una separación en tres grupo de todas las muestras obtenidas 
para cada variable así: primer grupo, muestras obtenidas en días laborales (lunes a 
viernes) y en horario laboral (de 7 AM a 7 PM); segundo grupo, muestras obtenidas en 
días laborales (lunes a viernes) y en horario no laboral (de 7 PM a 7 AM); tercer grupo, 
muestras obtenidas los fines de semana (sábado y domingo) durante todo el día. 
 
Para cada una de las variables y por cada grupo de los mencionados en el punto 
anterior, se aplica estadística descriptiva básica. Los valores obtenidos son: mínimo, 
primer cuartil, mediana y tercer cuartil. Para la variable %PP no se aplica estadística 
descriptiva porque si el valor es diferente a cero, ya se presenta congestión en esa 
subred.  
 
A continuación, en la tabla C-8, se presenta la estadística descriptiva básica para la 
variable tiempo de respuesta. 
 
Tabla C-8 Estadística descriptiva para la variable TR  
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VALORES HORARIO LABORAL TIEMPO DE RESPUESTA (en milisegundos)
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3Q 0,44 0,285 0,335 0,178 0,17 0,567 0,442 0,454 0,214 0,246 0,796
Mediana 0,419 0,264 0,277 0,176 0,166 0,541 0,314 0,327 0,212 0,237 0,668
1Q 0,414 0,228 0,257 0,175 0,163 0,49 0,256 0,262 0,2 0,232 0,515
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES HORARIO NO LABORAL TIEMPO DE RESPUESTA (en milisegundos)
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3Q 0,423 0,263 0,33 0,176 0,169 0,563 0,365 0,381 0,213 0,242 0,794
Mediana 0,417 0,26 0,273 0,175 0,166 0,536 0,285 0,3 0,211 0,235 0,663
1Q 0,413 0,225 0,255 0,174 0,164 0,476 0,245 0,249 0,198 0,231 0,511
MIN 0,00 0,00 0,00 0,00 0,16 0,00 0,00 0,00 0,00 0,21 0,29
VALORES FIN DE SEMANA TIEMPO DE RESPUESTA (en milisegundos)
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3Q 0,44325 0,266 0,332 0,176 0,169 0,568 0,348 0,364 0,213 0,244 0,793
Mediana 0,417 0,261 0,278 0,175 0,166 0,529 0,277 0,291 0,211 0,236 0,6665
1Q 0,412 0,225 0,259 0,174 0,164 0 0,245 0,245 0,198 0,231 0,523
MIN 0,00 0,00 0,00 0,00 0,16 0,00 0,00 0,00 0,00 0,21 0,29  
 
A continuación, en la tabla C-9, se presenta la estadística descriptiva básica para la 
variable porcentaje de utilización entrante de la subred. 
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Tabla C-9 Estadística descriptiva para la variable %UI 
 
VALORES HORARIO LABORAL PORCENTAJE DE UTILIZACIÓN ENTRANTE EN LA SUBRED
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3Q 0,0001 0,0009 32,3179 0,3993 3,2616 0,031 0,0009 0,3357 0,0444 0,0467 0,4918
Mediana 0 0 25,1266 0,2798 1,4619 0,0198 0,0007 0,2601 0,0277 0,0258 0,2834
1Q 0 0 15,1019 0,178 0,6039 0,0082 0,0005 0,173 0,0189 0 0
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES HORARIO NO LABORAL PORCENTAJE DE UTILIZACIÓN ENTRANTE EN LA SUBRED
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3Q 0 0,0004 3,44505 0,12523 0,33655 0,0012 0,0005 0,1067 0,0298 0,0013 0,152
Mediana 0 0 1,73695 0,0462 0,05235 0,0002 0,0004 0,0744 0,0178 0,0005 0,1196
1Q 0 0 0,87658 0,0186 0,0094 0,0001 0,0003 0,059 0,0139 0 0
MIN 0,00 0,00 0,09 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,00
VALORES FIN DE SEMANA PORCENTAJE DE UTILIZACIÓN ENTRANTE EN LA SUBRED
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3Q 0 0,0005 3,66893 0,10393 0,28863 0,0005 0,0004 0,098 0,04 0,0027 0,14
Mediana 0 0 2,1413 0,05285 0,08145 0,0001 0,0003 0,07765 0,0177 0,0005 0,118
1Q 0 0 1,01505 0,0231 0,0087 0,0001 0,0003 0,0632 0,0142 0 0,04073
MIN 0,00 0,00 0,07 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,00  
 
A continuación, en la tabla C-10, se presenta la estadística descriptiva básica para la 
variable porcentaje de utilización saliente de la subred. 
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Tabla C-10 Estadística descriptiva para la variable %UO 
 
VALORES HORARIO LABORAL PORCENTAJE DE UTILIZACIÓN SALIENTE EN LA SUBRED
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3Q 0 0 28,8299 1,5297 0,5484 0,3055 0,2744 1,4731 0,1228 0,4745 2,0442
Mediana 0 0 22,6341 1,0945 0,3616 0,1906 0,1682 1,0416 0,0524 0,2856 1,2083
1Q 0 0 13,608 0,7108 0,213 0,0938 0,087 0,6285 0,0145 0 0
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES HORARIO NO LABORAL PORCENTAJE DE UTILIZACIÓN SALIENTE EN LA SUBRED
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3Q 0 0 3,33873 0,13253 0,0704 0,0043 0,0091 0,1507 0,0068 0,0067 0,31585
Mediana 0 0 1,7906 0,04655 0,0161 0,0001 0,0002 0,08205 0,0041 0,0004 0,2144
1Q 0 0 0,97695 0,0154 0,0016 0 0,0001 0,04538 0,0025 0 0
MIN 0,00 0,00 0,09 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,00
VALORES FIN DE SEMANA PORCENTAJE DE UTILIZACIÓN SALIENTE EN LA SUBRED
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3Q 0 0 4,00405 0,09995 0,03663 0,0021 0,0062 0,0996 0,007 0,0314 0,2772
Mediana 0 0 2,3319 0,0258 0,0084 0,0001 0,0001 0,0571 0,0037 0,0003 0,218
1Q 0 0 1,0928 0,01 0,0004 0 0 0,041 0,002 0 0,02003
MIN 0,00 0,00 0,11 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,00  
 
A continuación, en la tabla C-11, se presenta la estadística descriptiva básica para la 
variable porcentaje de paquetes perdidos en la subred. 
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Tabla C-11 Estadística descriptiva para la variable %PP 
 
VALORES HORARIO LABORAL PORCENTAJE DE PAQUETES PERDIDOS
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3Q 0 0 0 0 0 0 0 0 0 0 0
Mediana 0 0 0 0 0 0 0 0 0 0 0
1Q 0 0 0 0 0 0 0 0 0 0 0
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES HORARIO NO LABORAL PORCENTAJE DE PAQUETES PERDIDOS
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3Q 0 0 0 0 0 0 0 0 0 0 0
Mediana 0 0 0 0 0 0 0 0 0 0 0
1Q 0 0 0 0 0 0 0 0 0 0 0
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES FIN DE SEMANA PORCENTAJE DE PAQUETES PERDIDOS
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3Q 0 0 0 0 0 100 0 0 0 0 0
Mediana 0 0 0 0 0 0 0 0 0 0 0
1Q 0 0 0 0 0 0 0 0 0 0 0
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00  
 
A continuación, en la tabla C-12, se presenta la estadística descriptiva básica para la 
variable cantidad de equipos en la subred. 
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Tabla C-12 Estadística descriptiva para la variable CE   
 
VALORES HORARIO LABORAL CANTIDAD DE EQUIPOS POR SUBRED
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3Q 29 72 139 294 78 68 76 262 37 143 306
Mediana 23 0 133 256 68 53 60 220 33 133 287
1Q 15 0 119 173 47 31 39 141 26 88 184
MIN 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
VALORES HORARIO NO LABORAL CANTIDAD DE EQUIPOS POR SUBRED
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3Q 10 54 113 127 30 20 40 86 26 33 76
Mediana 10 0 109 107 28 16 22 79 24 30 70
1Q 9 0 105 96 25 11 19 73 22 28 65
MIN 5,00 0,00 32,00 21,00 3,00 3,00 2,00 16,00 3,00 22,00 13,00
VALORES FIN DE SEMANA CANTIDAD DE EQUIPOS POR SUBRED
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3Q 10 53 108 107 25 15 22 76 25 31 63
Mediana 8 0 105 90 23 12 20 71 24 28 58
1Q 8 0 99 79 21 10 17 68 23 25 53
MIN 3,00 0,00 19,00 10,00 2,00 2,00 3,00 12,00 2,00 20,00 13,00  
 
 
 
  
 
 
D. Anexo: Programa por lotes para 
los equipos del laboratorio 
Programa por lotes para los equipos sensor del laboratorio. 
 
:: Equipo sensor  
:: programa para ejecutar 40 pruebas 
:: con un intervalo de 10 segundos entre pruebas 
:: y guardar el resultado en un archivo CSV. 
 
@ECHO OFF 
 
FOR /L %%A IN (1,1,40) DO ( 
"C:\Users\Administrador\Desktop\laboratorio sensor\curl.exe" 
http://168.176.55.147/erick/php-stats11.php >> 
"C:\Users\Administrador\Desktop\laboratorio sensor\agentlogs.csv" 
 
ping -w 9000 -n 1 10.1.1.1 > null 
) 
 
Programa por lotes para los equipos generador tráfico del laboratorio. 
 
:: Equipo generador tráfico 
:: programa para generar trafico UDP  
:: a diferentes anchos de banda 
:: se genera tráfico de 3, 9 y 15 Mbps 
:: cada uno con duración de 100 segundos. 
 
@ECHO OFF 
 
"C:\Users\Administrador\Desktop\laboratorio generador trafico\iperf.exe" -c 
168.176.55.113 -u -b 3m -t 100 
"C:\Users\Administrador\Desktop\laboratorio generador trafico\iperf.exe" -c 
168.176.55.113 -u -b 9m -t 100 
"C:\Users\Administrador\Desktop\laboratorio generador trafico\iperf.exe" -c 
168.176.55.113 -u -b 15m -t 100 
 
) 
 
 
Programa por lotes para el servidor de tráfico del laboratorio. 
 
:: Equipo servidor de tráfico 
:: programa para cambiar la capacidad de los canales 
:: en el conmutador del laboratorio. 
 
@echo off 
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:: Canal subred Economía a 10 Mbps, y subred Ingeniería a 1 Gbps 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.1 i 1 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.7 i 10000000 
ping -w 640000 -n 1 10.1.1.1 > nul 
:: Canal subred Economía a 1 Gbps, y subred Ingeniería a 10 Mbps 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.1 i 10000000 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.7 i 1 
ping -w 640000 -n 1 10.1.1.1 > nul 
:: Canal subred Economía a 1 Gbps, y subred Ingeniería a 1 Gbps 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.1 i 1 
snmpset -v 2c -c ****** 168.176.22.9 1.3.6.1.4.1.9.5.1.4.1.1.9.1.7 i 1 
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