a queue& model that can be used to analyze the asymptotic behavior of the machine interference problem composed of N heterogeneous machines and n operatives. Each machine and the repairfacility are assumed to operate in independent random environments governed by ergodic Markov chains. The running and repair times of a machine are assumed to be exponentially distributed random variables with parameters depending on the index of the machine and the state of the corresponding random environment. Assuming that the repair rates are much larger than the correspondingfailure rates (i.e., "fast" service), it is shown that the time until the number of stopped machines reaches a certain level converges weakly, under appropriate norming, to an exponentially distributed random variable. Furthermore, some numerical examples that compare the approximate and exact characteristics arepresented.
Introduction
The machine interference problem has been considered by many authors over the last few decades by using a variety of approaches and making different assumptions about the statistical distributions of operating time between breakdowns and repair time. (Carmichael' and Stecke and Aronson2 provide extensive bibliographies.) In recent years the machine interference model has been used, for example, for the mathematical description of computer terminal systems, cf., Takagi,3 or for modelling production systems in textile winding, cf., Bunday. More recently several authors have tackled the problem for nonidentical sets of machines. The major problem when considering different types of machines is that it is necessary to keep track of where each individual machine is in the system. Recent bibliographies on the heterogeneous machine problem include Bunday and Khorram, 5 Sztrik, ", ' and Tosirisuk and Chandra.* In these papers, the main objective has been to predict steady-state operational measures, such as machine availability, operative utilization, mean waiting time, and average queue length. The diffusion ap-proximation, cf., Sivazlian and Wang,' is based on the assumption that the queue of failed machines is almost always nonempty, i.e., we have a heavy traffic situation. In this study, another asymptotic approach is presented to analyze the distribution of the time until the number of stopped machines reaches a certain level. This method is quite common in reliability theory, e.g., Anisimov and Sztrik, " Gertsbakh, ", '2 and Keilson.i3 Realistic consideration of certain stochastic systems, however, often requires the introduction of a random environment in which system parameters are subject to randomly occurring fluctuations. This situation may be attributed to certain changes in the physical environment or sudden personnel changes and workload alterations. Computational problems of birthand-death models in random environments, sometimes called Markov-modulated processes, have been the subject of several works (c.f., Gaver et al. , 14 Neuts, "%16 Purdue, " Sengupta, '* and Stern and Elwalid") . Necessary and sufficient conditions for the stability of a single-server exponential queue with random fluctuations in the intensity of the arrival processes have also been derived (c.f., Baccelli and Makowski, 20 Gelenbe and Rosenberg, 2' and Rosenberg et al.") ).
This paper presents a queueing model to analyze the asymptotic behavior of the machine interference problem with N heterogeneous machines and n operators. Each machine and the repair facility are assumed to operate in independent random environments governed by ergodic Markov chains. The running and repair times of a machine are supposed to be exponentially distributed random variables with parameters depending on the index of the machine and the state of the corresponding random environment. Assuming that the repair rates are much larger than the corresponding failure rates (i.e., "fast" service), it is shown that the time until the number of stopped machines reaches a certain level converges weakly, under appropriate norming, to an exponentially distributed random variable. Furthermore, some numerical examples are provided to illustrate various cases. be row vectors. Finally, let the matrix A(4) = ((y(q)(i(q),j(q+l))), i(q)EX 4' j(q+l)EX qtl9 4 = 0,. . . , m (6) defined by condition 2. Conditions l-4 enable us to compute the main terms of the asymptotic expression for tip) and g, ((a,) ). Namely, we obtain +p) F •q~~A(")A(l). . . A'q-I) + ,$Eq), q= l,...,m, 
Preliminary results
This section presents a brief survey of results (c.f.2 Anisimov et a1.23) to be applied in the next section.
Let (X,(k), k 2 0) be a Markov chain depending on a small parameter E > 0 and let its state space be m+l U X,, where Xi rl xj = 0, i #j, q=o where 1 = (1, . . . . l)* is a column vector (c.f., Anisimov et a1., . Let (q,(f), t L 0) be a semi-Markov process (SMP) given by the embedded Markov chain (X,(k) , k 2 0) satisfying conditions l-4. Let the times ~,(j('), k'"') be transition times from state j(') to state kCZ) that fulfil the condition
It is assumed that the transition matrix (p,(i'"', jCz) )), iCq' E X,, jcr) E X,, 4, z = 0, 1, . . . , m + 1 satisfies the following conditions:
where /?, is some normalizing factor. Denote by Q(m) the instant at which the SMP reaches the (m + 1)th level for the first time, exit time from (a,), provided 7,(O) E (a,). Then we have 
3. pE(Gq), fcq') + 0, as E + 0, for icq), fcq) E X,, 4 2 1; 4. pE(icq), f'"') = 0, for iCq) E X,, fCz) E X,, z -q 2 2.
In the sequel the set of states X, is called the qth level of the chain, 4 = 0, . . . , m + 1. Let us single out the subset of states 
Furthermore denote by g,((cu,)) the steady-state probability of exit from ((Y,); that is
Denote by {7~,(i(')), i (') E X0} the stationary distribution corresponding to P, and let
The queueing model
Let us consider the machine interference problem with N heterogeneous machines supervised by n operatives of the same kind. Machine p is assumed to operate in a random environment governed by an ergodic Markov chain (s,(r), t 2 0) with state space (1, . . . , r,,) and with transition density matrix (up:, i,, j, = 1, . . . , rp, u$L = C,+ uyj). Whenever t$e environmental process s,(t) is :n s&e i,, the probability that machine p breaks down in the time interval (t, t + h) is hp (i,,)h + o(h), p = 1 . . , N. Each machine is immediately repaired if therk'is an idle operative; otherwise a queueing line is formed. The service discipline is first come-first served (FCFS). The repair facility is also supposed to operate in a random environment governed by an ergodic 1, . ..) rN+liN+I = &%I+, u!NN+t)). Whenever the envi?nmen",al process tN+i(t) is in state i,, 1 and there are s machines stopped, s = 1, . . . ) N, the probability that the repair of machine p is completed in time interval (t, t + h) is pP (iN+ 1, s; l )h + o(h). After being repaired each machine immediately starts operating. All random variables involved here and the random environments are supposed to be independent of each other.
Let us consider the system under the assumption of Notice that equations (19), (20), and (21) mean that one of the random environments changes its state, machine ik,+, breaks down, and the repair of machine k, is completed, respectively. That is why the number of stopped machines is S, s + 1, and s -1, respectively. As E+ 0 equations (19), (20), and (21) 
which completes the proof.
s=l q=l
Consequently, the distribution of the time until the number of stopped machines reaches the (m + 1)th level for the first time can be approximated by P(R,(m) > t) = P(P"R,(m) > Pt) = exp ( -l "fit) i.e., &(m> is asymptotically an exponentially distributed random variable with parameter emA.
In particular, for m = N -1, which means that there is no operating machine, we have Hence, by using (37) the steady-state that at least one machine works is
probability Q,
where BN denotes the mean period of time during which all machines are stopped. And it can be shown from (39), that we can simplify (41) to obtain
Some numerical results
In this section some numerical examples are given to illustrate the effectiveness of the method proposed by comparing the approximate results with the exact ones. Case 1. Here p = help., and the exact steady-state probability P, that at least one machine works is P, = mula, cf. Stecke and Aronson2 or Bunday4). With n = 3 Acknowledgment by using (40) and (43) We can see how Qw depends on N, p and how accurate it is. It should be noted that the greater the value of N the less the value of p for an acceptable approximation. Furthermore, we can observe the sharp increase of l/R*, which is clearly the mean duration of the failure-free operation time of the system. Case 2. In this section we deal with heterogeneous failure and homogeneous repair rates. By using (39) and (42) we get the asymptotic results against P,derived by Sztrik.6 Table 2 shows the result using the following parameters: N = 4, n = 2, A, = 1, A2 = 2, A, = 3, and A4 = 4. From the above examples we can conclude that the characteristics definitely depend on the repair rate /LIE.
Conclusion
It should be noted that similar weak convergence arguments can be found in Keilson13 for Markov chains that assume the steady-state distribution of the underlying process. This assumption can be difficult to obtain for the research presented in this paper because of the large number of states. The main objective of this study is an asymptotic approach providing a simple formula for the steady-state characteristics of the system. 
