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Abstract. Classification of textual documents (text classification) is one is one of the disciplines
of Natural Language Processing (NLP) which is usually use a machine learning technique to
performs. The goal of classifying text is to assign one or more classes or categories to a
document, making it easier to manage and sort. In this study, there are two main issues to be
studied, the first is how to reduce the attributes in the text document using text summarization
and the second is to analyze the effectiveness of using this methods.
In order to see the impact of using document summarization methods on the accuracy of the
classification process, two approaches were used in this research. The first approach is the
classification process without the automatic document summarization method and the second
approach is the classification process using the automatic document summarization method. The
results of the two approaches are compared to find out whether the use of the automatic document
summarization method is useful as a feature reduction method so that it can improve the accuracy
of the classification process.
From the experiment, it can be conclude that there is a significant increase in accuracy, from
72.22% to 83.33%, which is equal to 11%. This means that using automatic document
summarization methods as an attributes reduction can improve classification accuracy using
Support Vector Machine.
Keywords: Accuracy, Automatic Document Summarization, Natural language Processing,
Support Vector Machine, Text Document Classification.
1. Introduction
Document classification is one of the applications of the Machine Learning (ML) branch in the form of
Natural Language Processing (NLP). The purpose of classifying text is to assign one or more classes or
categories to documents, making it easier to manage and to sort. This methods is very useful for
publishers, news sites, blogs or anyone who deals with a lot of textual content. Broadly speaking, there
are two classes of Machine Learning techniques, the first is supervised learning and the second is
unsupervised learning [1]. In the method of supervised learning, the model is made based on a set of
training. Categories are predetermined and documents in the training dataset are manually tagged with
one or more category labels. Classifiers are then trained in datasets which means they can predict new
document categories since then. Document classification is a form of supervised machine learning,
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because in the classification of documents there is a reference to a class or category to group documents
in a dataset.
As one of the supervised machine learning methods, Support Vector Machine (SVM) works on the
principle of Structural Risk Minimization (SRM) with the aim of finding the best hyper plane that
separates two classes in input space [2]. A good separation will be achieved by a hyper plane that has
the largest distance to the closest data test point of any class (called functional margin), because in
general the greater the margin, the lower the generalization error of the classifier. One element that
affects accuracy in text classification is the number of weighted features from each attributes [3]. Textual
documents are a collection of datasets consisting of many words, each word representing a different
feature when mapped into map vector. This causes many non-important words, such as conjunctions
and pronouns, to be mapped into map vectors. As a simple solution to this problem is to use stop words
removal techniques. The problem that arises is if there are words that are considered important that
turned out to be in the stop words list, with stop words removal technique, the word will also be removed
so that it is not included in the document vector folder to be classified. The solution offered to answer
these problems is to use automatic textual document summarization.
Automatic text document summarization is a process that aims to reduce the number of words in a
text document with a computer program to create a summary that preserves the most important points
of the original document [4]. Text Summarization will produce a text product that still has the important
parts of the original document. In this research, there are two main problems that will be studied, the
first is how to classify text documents into certain groups / categories automatically, and the second is
how to reduce attributes in text documents so that accuracy in the classification process increases. For
classification of textual documents, Support Vector Machine (SVM) is used so that the classification
process can be done in a computerized manner. While to improve classification accuracy using SVM,
automatic textual document summarization method is used. With the characteristics possessed by
automatic text document summarization, it is expected to reduce the attributes that will be used in the
document classification process.
2. Previous Study
Many methods can be used to improve accuracy in the classification process, including the pre-
processing modification of documents [5], using feature selection [3] and the use of natural language
processing methods [6]. In research that using modification in pre-processing document, textual data
which is obtained from microblogging tweeter, not only undergoes a normalization process, but also a
stemming process. The normalization process is a process of returning a non-standard word into its
default form, while the stemming process is a process that returns the prefix word to the basic word. The
results obtained from this method are the addition of an accuracy value of 0.85% compared to the
classification process without the stemming process. In the study of comparative classification and
feature selection algorithms, the algorithm classification used was Support Vector Machine (SVM),
Naïve Bayes (NB) and Artificial Neural Network (ANN), while the feature selection algorithm used was
information gain, chi square, forward selection and backward elimination. In this study, feature selection
is also used to reduce the attributes generated by textual documents, and the results obtained are
information gain algorithms that produce the best value with an accuracy of 84.57% for feature selection,
while the SVM classification algorithm has the best value in accuracy of 81.10 %.
Subsequent research also discussed the improvement of accuracy in the classification process using
the SVM algorithm. The difference is the addition of the phrase detection process to avoid wasting
important words during attribute reduction. In this process, the combination of two words that become
phrases will not be removed even though one of them is not an important word. With the SVM
classification algorithm, this method also managed to increase the classification accuracy by 6%,
compared to the classification process without phrase detection. The algorithm offered in this study is a
combination of feature selection algorithms and utilization of natural language processing methods,
namely the use of automatic document summarization to reduce document attributes before entering the
classification process.
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3. Methodology
3.1. Data
The data used in this research is a news data taken from online news portal, www.detik.com, which is
grouped into 4 classes afterwards, economic, international, criminal and social political news. The total
amount of data used is 72 news, consisting of 18 economic news, 18 international news, 18 criminal
news and 18 social political news.
3.2. Variable
The variable is defined as everything that will be the object of research observation which is considered
as the factors that play a role in this research. The variables include summary percentage, SVM kernel
type and number of folds in cross fold validation testing. The summary percentage is an amount of
percentage of the final result is expected from the automatic summary process, which is taken from the
number of words or sentence that remain in the paragraph which still maintain the meaning of the
document as a whole. The kernel type is part of the SVM method which is used to find the best hyper
plane that is usually carried into linear and or non-linear equations. The number of folds in cross fold
validation testing is a nominal that shows the number of partitions that share data for the testing process.
3.3. Parameter
The parameters in this research are some aspects that are in accordance with observations through
measurements that have been determined in the used methodology. The observed aspects are precision,
recall, f-measure, ROC and accuracy [7]. Precision is a value obtained by dividing the number of news
classified correctly with the total amount of news that is successfully classified in the same class. Recall
value is a value obtained by dividing the number of news classified correctly with the total number of
news in the class concerned. F-Measure is a value that is sought by calculating the harmonic mean of
precision and recall values. ROC is a two-dimensional depiction of the results of the classification used
to determine whether the classification model used is optimal or not. Accuracy value is the value
obtained from the division between the amount of classified data according to its class and the total
amount of data in that class.
3.4. Overall system block diagrams
Overall system block diagram is a diagram that describes the stages of the process carried out in this
study.
Figure 1. Overall system block diagram
In Figure 1 it can be seen that the research process begins with data collection using the web scraping
method on the online news portal which is then followed by the second process of automatic document
summarization.
Data Collection • Collectedonline data
Automatic Text
Summerization
• Summerizing
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This summarization process uses the TF / IDF method. The TF / IDF method is a word weighting
method that describes the importance of words in a document and corpus. When TF / IDF is applied to
the scope of the sentence, a sentence will be applied as a document. The more occurrence of a word in
a document, the word is considered an important word, but if the word appears in many documents, the
word is considered not an important word. Thus, in this automatic document summary the concept of
TF / IDF is that if there are "specific words" appearing in a particular sentence then the sentence is
relatively considered an important sentence, so that the entire sentence will be saved [8]. The number of
words / sentences in a document can be reduced without eliminating the meaning that the author wants
to convey, while reducing the attributes that will be classified so as to improve the accuracy of the
classification process.
In the next process documents that are still in the form of sentences must be processed in such a way
that they can be classified, which is called converting to a word vector map. This process also uses the
TF / IDF method in weighting each word. But in this process, the weight of each word obtained from
TF / IDF is used to represent the appearance of a word in a sentence. The weight is then presented in an
n-dimension matrix, where n is the number of attributes in the document, which describes the position
of the word in the document. After the textual data has taken the form of a vector map, the classification
process can be done using Support Vector Machine
4. Purposed Algorithm
In order to see the impact of using document summarization methods on the accuracy of the
classification process, two approaches were used in this research. The first approach is the classification
process without the automatic document summarization method and the second approach is the
classification process using the automatic document summarization method. The results of the two
approaches are compared to find out whether the use of the automatic document summarization method
is useful as a feature reduction method so that it can improve the accuracy of the classification process.
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Figure 2. Classification process using first
approach
Figure 3. Classification process using second
approach
As the first variable, the summary percentage value which is used in this research is 50%. This value
is selected because it has produced a summary that still represent the document as a whole and reduces
the attributes that burden classification process. As for kernel type variables, the radial kernel function
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base is selected, because this kernel has the highest accuracy value when used in textual document
classification compared to other kernels. For the variable k value in k fold cross validation is varies
between 2 to 72. The variation in k value starts from the smallest number of dividers that can be applied
in the data group until the largest value, 72, which is the total data from all classes.
5. Result and Discussion
The data obtained from the classification process are presented in a confusion matrix. From the matrix
then processed to get the values of precision, recall, f-measure, ROC and accuracy. The confusion matrix
of the first approach will be shown in Table 1 and the matrix calculation results are shown in Table 2.
Table 1. Confusion matrix of first approach result
Economy International Criminal Social Political Classes
13 0 1 4 Economy
0 9 6 3 International
0 1 17 0 Criminal
2 0 0 16 Social Political
In the classification process using the first approach, the best results are obtained in k = 10 for k-fold
cross validation. For economic news, 13 news are classified correctly, 9 international news is correctly
classified, 17 news were correctly classified in criminal news and 16 social and political news correctly
classified.
Table 2. Calculation result of confusion matrix in first approach
Accuracy 72.22%
Precision Recall F-Measure ROC Classes
0.867 0.722 0.788 0.843 Economy
0.857 0.333 0.480 0.657 International
0.630 0.944 0.756 0.880 Criminal
0.696 0.889 0.780 0.880 Social Political
From table 2 can be seen the classification accuracy value of 72.22% obtained from the ratio of
correctly classified news, 52, to total number of news, 72. The highest ROC values obtained in criminal
and social political classes, where many news are classified correctly in those classes. In the
classification process using the second approach, the best results are obtained at k = 19 for k-fold cross
validation testing. The confusion matrix is shown in Table 3 and the results of the matrix calculation are
shown in Table 4.
Table 3. Confusion matrix of second approach result
Economy International Criminal Social Political Class
12 0 0 6 Economy
0 16 0 2 International
0 2 16 0 Criminal
2 0 0 16 Social Political
For economic news, 12 news are correctly classified, 16 international news is correctly classified, 16
criminal news are correctly classified and the last 16 social and political news are correctly classified
while 2 social political news are classified as economic news.
Table 4. Calculation result of confusion matrix in second approach
Accuracy 83.33%
Precision Recall F-Measure ROC Class
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0.857 0.667 0.750 0.815 Economy
0.889 0.899 0.889 0.926 International
1 0.899 0.941 0.944 Criminal
0.667 0.899 0.762 0.870 Social Political
The accuracy value, 83.33% can be seen in table 4, which is obtained also from the ratio of correctly
classified news, 60, to total number of news, 72. The highest ROC value is obtained in the criminal
class, where many news are correctly classified in that class. From those results above, it can be conclude
that there is a significant increase in accuracy, from 72.22% to 83.33%, which is equal to 11%. This
means that using automatic document summarization methods as an attributes reduction can improve
classification accuracy using SVM.
6. Conclusion
In the classification process using the first approach, the best results are obtained in k = 10 for k-fold
cross validation, resulting classification accuracy value of 72.22% which is obtained from the ratio of
correctly classified news, 52, to total number of news, 72. In the classification process using the second
approach, the best results are obtained at k = 19 for k-fold cross validation testing, resulting accuracy
value, 83.33% which is obtained also from the ratio of correctly classified news, 60, to total number of
news, 72. From those results above, it can be conclude that there is a significant increase in accuracy,
from 72.22% to 83.33%, which is equal to 11%. This means that using automatic document
summarization methods as an attributes reduction can improve classification accuracy using SVM.
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