We study the representations of the W-algebra W(ḡ) associated to an arbitrary finite-dimensional simple Lie algebraḡ via the quantized Drinfeld-Sokolov reductions. The characters of irreducible representations of W(ḡ) with non-degenerate highest weights are expressed by Kazhdan-Lusztig polynomials. The irreduciblity conjecture of Frenkel, Kac and Wakimoto is proved completely for the "−" reduction and partially for the "+" reduction. In particular, the existence of the minimal series representations (= the modular invariant representations) of W(ḡ) is proved.
Introduction
Since introduced by Zamalodchikov [23] , the symmetry by W-algebras has been significantly important in conformal field theories ( [2, 3] ). However, not much is known about the representation theory of W-algebras. In this paper we study the representations of the W-algebra W(ḡ) associated to an arbitrary simple Lie algebraḡ, and determine the characters of its irreducible highest weight representations under certain conditions. Those characters are expressed by Kazhdan-Lusztig polynomials. As a consequence, we prove the conjecture of Frenkel, Kac and Wakimoto ( [11] ) on the existence of the minimal series representations (= the modular invariant representations) of W(ḡ).
Letḡ be a finite-dimensional simple Lie algebra with a triangular decomposition g =n − ⊕h ⊕n + . Let g =ḡ⊗C[t, t −1 ] ⊕ CK ⊕ CD be the affine Lie algebra associated toḡ. Let W κ (ḡ) be the W-algebra associated toḡ at level κ − h ∨ , defined by Feigin and Frenkel via the quantized Drinfeld-Sokolov reduction [8, 10] . We have:
where A(W κ (ḡ)) is the Zhu algebra of W κ (ḡ) ( [12] ) and Z(ḡ) is the center of the universal enveloping algebra U (ḡ), see Theorem 4.2.3. By (1), the irreducible highest weight representations of W κ (ḡ) are parameterized by central characters of Z(ḡ). Let γλ : Z(ḡ) → C be the central character defined as the evaluation at the Verma module ofḡ of highest weightλ ∈h * . Let L(γλ) be the irreducible representation of W κ (ḡ) of highest weight γλ, that is, the irreducible representation W κ (ḡ) corresponding to γλ. To determine the characters of all L(γλ) is, certainly, one of the most important problems in representation theory of W-algebras.
Let O κ be the Bernstein-Gelfand-Gelfand category of g of level κ − h ∨ . Let H • + (V ), V ∈ O κ , be the cohomology associated to the quantized Drinfeld-Sokolov reduction defined by Feigin and Frenkel ([8] ). Thus, H • + (V ) = H the center Z(ḡ) of U (ḡ) (Theorem 4. 2 .3). In Section 5, we define Verma modules M(γλ) of W κ (ḡ) of highest weight γλ and its simple quotient L(γλ). The duality structure of modules over W-algebras is also discussed. Finally, in Section 6, we prove Main Theorems. sions.
Preliminaries on the affine Lie algebra and the BRST complex
In this section we collect the necessary information about the affine Lie algebra and the BRST complexes associated to quantized Drinfeld-Sokolov reductions. Our basic references in this section are the textbooks [13, 22, 10] . 2 . 1 . The affine Lie algebra g. In the sequel, we fix a simple finite-dimensional complex Lie algebraḡ and a Cartan subalgebrah ⊂ḡ. Let∆ denote the set of roots,Π a basis of∆,∆ + the set of positive roots, and∆ − = −∆ + . This gives the triangular decompositionḡ =n − ⊕h ⊕n + . LetQ denote the root lattice,P the weight lattice,Q ∨ the coroot lattice andP ∨ the coweight lattice. Letρ be the half sum of positive roots,ρ ∨ the half sum of positive coroots. For α ∈∆ + , the number α,ρ ∨ is called the height of α and denote by ht α. LetW be the Weyl group ofḡ, w 0 the longest element ofW .
Let ( , ) be the normalized invariant inner product ofḡ. Thus, ( , ) = 1 2h ∨ Killing form, where h ∨ is the dual Coxeter number ofḡ. We identifyh andh * using the form. Then, α ∨ = 2α/(α, α), α ∈∆.
Let l = rankḡ,Ī = {1, 2, . . . , l}. Choose a basis {J a ; a ∈Ī ⊔∆} ofḡ such that J α ∈ḡ α , (J α , J −α ) = 1 and (J α ) t = J −α (α ∈∆). Here,ḡ ∋ X → X t ∈ḡ is the Chevalley anti-automorphism. Let c c a,b be the structure constant with respect to this basis;
⊕ CK ⊕ CD be the affine Lie algebra associated to (ḡ,( , )), where K is its central element and D is the degree operator ( [13] ). The bilinear form ( , ) is naturally extended fromḡ to g. Set X(n) = X⊗t n , X ∈ḡ, n ∈ Z. The subalgebraḡ⊗C ⊂ g is naturally identified withḡ.
Fix the triangular decomposition g = g − ⊕ h ⊕ g + in the standard way. Thus,
Let h * =h * ⊕ CΛ 0 ⊕ Cδ be the dual of h. Here, Λ 0 and δ are dual elements of K and D respectively. For λ ∈ h * , the number λ, K is called the level of λ. Let h * κ denote the set of the weights of level κ − h ∨ :
where, ρ =ρ + h ∨ Λ 0 ∈ h * . Letλ be the restriction of λ ∈ h * toh * .
Let ∆ be the set of roots of g, ∆ + the set of positive roots, ∆ − = −∆ + . Then, ∆ = ∆ re ⊔ ∆ im , where ∆ re is the set of real roots and ∆ im is the set of imaginary roots. Let Π be the standard basis of ∆ re , ∆ re
Let W ⊂ GL(h * ) be the Weyl group of g generated by the reflections s α , α ∈ ∆ re , defined by s α (λ) = λ − λ, α ∨ α. Then, W =W ⋉Q ∨ . Let W =W ⋉P ∨ , the extended Weyl group of g. For µ ∈P ∨ , we denote the corresponding element of W by t µ . Then,
For Λ ∈ h * , let
The Coxeter group W Λ is called the integral Weyl group of Λ. We have:
Let O κ be the full subcategory of the category of left g-modules consisting of objects V such that (1) V is locally finite over g + ,
The correspondence V V * defines the duality functor in O κ . Here, g acts on κ , Λ ∈ h * κ , be the full subcategory of O κ whose objects have all their local composition factors isomorphic to L(w • Λ), w ∈ W Λ . By [20] , O κ splits into the orthogonal direct sum
The Clifford algebra and the Fock space. Let
We identify Ln ± with (Ln ∓ ) * using the invariant bilinear form ( , ) of g. Let Cl be the Clifford algebra associated to Ln + ⊕ Ln − and its symmetric bilinear form defined by the identification (Ln ± ) * = Ln ∓ . Denote by ψ α (n), α ∈∆, n ∈ Z, the generators of Ln + ⊕ Ln − ⊂ Cl which correspond to the elements J α (n). Then, {ψ α (m), ψ β (n)} = δ α+β,0 δ m+n,0 (α, β ∈∆, m, n ∈ Z).
Here, {x, y} = xy + yx. The algebra Cl contains the Grassmann algebra Λ(Ln ± ) of Ln ± as its subalgebra. We have Cl = Λ(Ln + )⊗Λ(Ln − ) as C-vector spaces. The action of W on g naturally extends to Cl: in particularP ∨ acts as
LetCl be the subalgebra of Cl generated by ψ α (0), α ∈∆. Then,Cl is identified the Clifford algebra associated to the spacen + ⊕n − and its natural non-degenerate bilinear form. We have:C l ∼ = Λ(n + )⊗Λ(n − ) (9) as C-vector spaces.
Let F (Ln ± ) be the irreducible representation of Cl generated by a vector 1 such that
Then, F (Ln ± ) = p∈Z F p (Ln ± ).
Then, (d st
It is called the cohomology of the BRST complex of the quantized Drinfeld-Sokolov reduction for Ln ± associated to V ([8, 10, 11]).
W-algebras
In this section we collect necessary information about W-algebras. The textbook [10] and the paper [11, 12] are our basic references in this section.
The vertex operator algebra
Here, C is considered as aḡ⊗C[t] ⊕ CK ⊕ CD-module on whichḡ⊗C[t] ⊕ CD acts trivially and K acts as (κ − h ∨ ) id. It is called the universal affine vertex algebra of level κ − h ∨ associated toḡ. Let
and let |0 = (1⊗1)⊗1 be its highest weight vector. The space C κ (g) has a vertex algebra structure, see [10, Chapter 14 
We have:
Here, : : is the normal ordering in the sence of [10] . Then,
where
The OPE (19) is equivalent to the following commutation relations:
Note that
In particular, L(0) acts on C κ (g) semisimply and
Thus, C κ (g) has the vertex operator algebra structure with Virasoro field L(z).
Let
be the eigenspace decomposition with respect to the action of L(0). Thus,
Here, C κ (g) λ is the weight space of weight λ of C κ (g) with respect to the natural action of h.
For
3.2.
The Zhu algebra of C κ (g). For a vertex operator algebra V in general, one associates an associative algebra A(V ) called the Zhu algebra ( [12] ): Let
be the universal enveloping algebra of V in the sense of [12] . According to [12] , one can define A(V ) as
(see [21] for a proof of the above identification (25) of A(V )).
The zero-mode algebra U 0 (C κ (g)) ⊂ U(C κ (ḡ)) contains tρ∨ (U (ḡ)⊗Cl) ⊂ U (g)⊗Cl generated by
The following is clear by definition.
3.3.
The tensor product decomposition of C κ (g). Following [12] , we now recall the tensor product decomposition of C κ (ḡ). Set
for a ∈Ī ⊔∆. Let C κ (g) 0 be the subspace of C κ (g) spanned by the elements
Similarly, let C κ (g) ′ be the subspace of C κ (g) spanned by the elements
It was shown in [10] , generalizing the results of [4] , that
C κ (g) = C κ (g) ′ ⊗C κ (g) 0 as vertex algebras and complexes, (28)
In particular, by Künneth Theorem, we have
Here, the vector space U (n + )⊗Λ(n + ) is considered as an algebra such that (1) the natural maps U (n + ) ֒→ U (n + )⊗Λ(n + ) and Λ(n + ) ֒→ U (n + )⊗Λ(n + ) are algebra embeddings, and (2) 
Here,b − =n − ⊕h ⊂ḡ and U (b − )⊗Λ(n − ) is considered as an algebra similarly as above.
We have the following proposition.
Proposition 3.4.1. Let κ be any complex number.
3. 5 . The tensor product decomposition of A(C κ (g)). Let the differential
have the natural structure of complexes.
One can apply the argument of [10, Section 14.2] to prove the following proposition. (1) A(C κ (g)) = A(C κ (g) ′ )⊗A(C κ (g) 0 ) as complexes.
(2) H i (A(C κ (g) ′ )) = C (i = 0) 0 (i = 0).
(3) H i (A(C κ (g) 0 )) = 0 (i = 0).
By Proposition 3. 5 .1, we conclude as
By (17), Y descends to a map
Hence, by (18) , W κ (ḡ) has a vertex operator algebra structure with the Virasoro field L(z) with the central charge c(κ). The vertex operator algebra W κ (ḡ) is called the W-algebra associated toḡ at level κ − h ∨ . Note that, by (31), we have
as vertex algebras.
3.7.
A filtration of W κ (ḡ). We now define a decreasing filtration
and the corresponding graded vertex algebra gr
Here, the left-hand-side of (36) denotes the span of the vectors
be the corresponding spectral sequence. By definition,
is a maximal abelian subalgebra ofḡ. It was shown in [10, 14.2.8 ] that
where P i (n) is the linear combination of J α (n) corresponding to P i . In particular, the spectral sequence collapses at
Then, by definition,
the graded vector space gr G W κ (ḡ) carries a vertex algebra structure Here, the left-hand-side of (45) denotes the span of the vectors
forms a C-basis of W κ (ḡ). Thus, the vertex algebra W κ (ḡ) is freely generated by the fields W 1 (z), . . . , W l (z) in the sense of [5] .
3.8.
A filtration of H 0 (A(C κ (g) 0 )). Similarly as above, we can define a filtration {G p H 0 (A(C κ (g) 0 ))} on the C-algebra H 0 (A(C κ (g) 0 )). Let gr G H 0 (A(C κ (g) 0 )) be the corresponding graded algebra. Then, we have
3. 9 . The category O(W κ (ḡ)). Assume κ = 0. For a U(W κ (ḡ))-module V , let V gen h be the generalized eigenspace of L(0) of eigenvalue h ∈ C:
Let O(W κ (ḡ)) be the full subcategory of U(W κ (ḡ))-modules consisting of objects V such that
It is easy to see that the category O(W κ (ḡ)) is abelian.
For an object V in O(W κ (ḡ)), we define the normalized character ch V by
3. 10 . The functors. By the definition (33) of W κ (ḡ), the space
The above action is well-defined since
see [11] for the detail.
Assume κ = 0. It was shown in [11] that H • ± (V ), V ∈ ObjO κ , is an object of O(W κ (ḡ)). Thus, we have a family of functors defined by 4 . The Zhu algebra of W-algebras 4.1. The first isomorphism. There is an obvious homomorphism U(W κ (ḡ)) → H 0 (U(C κ (g))), which induces an algebra homomorphism A(W κ (ḡ)) → H 0 (A(C κ (g))). On the other hand, by (32) and (35), we have a commutative diagram
But the vertical map on the right-hand-side induces a map A(gr G H 0 (C κ (ḡ) 0 )) → gr G (H 0 (A(C κ (ḡ)))), which is an isomorphism by (46) and (47). Hence the map A(H 0 (C κ (g) 0 ))) → H 0 (A(C κ (g) 0 )) is an isomorphism. Therefore we conclude as follows.
Proposition 4.1. 1 . For any complex number κ,
as C-algebras.
4.2.
The second isomorphism. Let 
is an isomorphism of C-algebras.
Proof. Step 1)
In what follows we shall identify Λ(n − ) with Λ(n * + ). Thus,Cl = Λ(n * + )⊗Λ(n + ) as a C-vector space. Set ψ α = ψ α (0) ∈ Λ(n + ) and ψ * α = ψ −α (0) ∈ Λ(n * + ). PutC = n∈ZC n = U (ḡ)⊗Cl.
Here
We have add =d + +d − (56) onC, whered ± is defined by
We consider the spectral sequence E such that
Step 2) We have
Let Cχ be the one-dimensional representation of U (n + ) defined by the characterχ. Then, by (58), we see that the complex (C,d − ) is nothing but the Chevalley complex for calculating then + -homology H • (n + , (U (ḡ)⊗Cχ) ⊗Λ(n * + )) (with the opposite grading). Here, (U (ḡ)⊗Cχ) ⊗Λ(n * + ) is regarded as a right U (n + )-module on which U (n + ) acts on the first factor U (ḡ)⊗Cχ. But obviously, U (ḡ) is free overn + , thus, so is U (ḡ)⊗Cχ. Therefore, (65)
Note that the space U (ḡ)⊗ U(n+) C −χ has a natural leftn + -module structure defined by x · u⊗1 = (xu)⊗1, x ∈n + , u ∈ U (ḡ).
Step 3) Next we calculate E 2 = H • (H • (C,d − ),d + ). The formula (57) and (65) show that
Here, the action ofn + on U (ḡ)⊗ U(n+) C −χ ⊗Cχ is the tensor product action. But it is well-known since Kostant [19] that H i (n + , U (ḡ)⊗ U(n+) C −χ ⊗Cχ) = 0 (i = 0) and we have an isomorphism
Hence the spectral sequence collapse at E 2 = E ∞ and Proposition is proved. Thus, z ∈ Z(ḡ) acts as γλ(z) id on the Verma module ofḡ of highest weightλ. Let C γλ be one-dimensional representation of Z(ḡ) = A(W κ (ḡ)) defined by γλ. We also regard C γλ as a U(W κ (ḡ)) ≥0 -module on which U(W κ (ḡ)) n , n > 0, acts trivially. Define
The module M(γλ) is called the Verma module of W κ (ḡ) of highest weight γλ. Let |γλ denote the vector 1⊗1 ∈ M(γλ). By (20) and Remark 4.2.4, we have:
Then,
Here, in (71), G p W κ (ḡ) · G q M(γλ) denotes the span of the vectors Y n (v)m (n ∈ Z, v ∈ G p W κ (ḡ) m ∈ G q M(γλ)). Let gr G M(γλ) be the corresponding graded vector space. By (71), gr G M(γλ) is a module over the commutative vertex algebra gr G W κ (ḡ). LetW i (n) denote the image of W i (n) in gr G W κ (ḡ). The following proposition is easy to see.
Proposition 5.1.1. For allλ ∈h * , we have the isomorphism
Here, |γλ is the image of |γλ in gr G M(γλ). Here, ∼ is an equivalence relation defined byλ ∼μ ⇐⇒μ +ρ ∈W (λ +ρ) (λ,μ ∈h * ).
5.2.
The duality functor D. Assume that κ = 0 so that L(z) is well-defined.
For V ∈ O(W κ (ḡ)) (or for simply a L(0)-module V ), let
Then, as is known, the space D(V ) has a W κ (ḡ)-module structure defined by
The correspondence V D(V ) defines a duality functor in O(W κ (ḡ)). It is known that the map θ induces an anti-automorphism of A(W κ (ḡ)), which is also denoted by θ. Then, θ(z) =θ(z) for z ∈ Z(ḡ) under the identification A(W κ (ḡ)) = Z(ḡ).
Proof. Straightforward from the definition.
Proof. Since −w 0 (λ) +ρ = −w 0 (λ +ρ), it is suffucient to show that (γ •θ(z))(λ) = γ(z)(−λ) (for z ∈ Z(ḡ)) (75) for all λ ∈h * . But certainly (75) holds for all λ ∈P + +ρ, whereP + = {λ ∈ P ; λ, α ∨ ≥ 0 for all α ∈∆ + }}. Therefore, (75) holds for all λ ∈h * . The functor D is clearly exact. Thus, by Theorem 5.2.3, the exact sequence M(γ −w0(λ) ) → L(γ −w0(λ) ) → 0 gives rise to the exact sequence
Thus, D(M(γ −w0(λ) )) has L(γλ) as its unique simple submodule. The following lemma will be used in next sections. where * denotes the graded dual in the obvious sense. The space gr G D(M(γλ)) is a module over gr G W κ (ḡ), on which W i (n) (i ∈Ī, n ∈ Z) acts as
In particular, it follows that {v ∈ gr G D(M(γλ));W i (n)v = 0 (i ∈Ī, n > 0)} = C|γλ * .
Here, |γλ * is the image of the vector |γλ * dual to |γλ .
Quantized reductions and the representation theory of W-algebras
In this section we assume that κ ∈ C * unless otherwise stated. 6 . 1 . The images of Verma modules. For an object V of O(W κ (ḡ)), let
Then, U(W κ (ḡ)) n · V top = {0} for n > 0. Thus, V top is naturally an A(W κ (ḡ))module.
By [1, Theorem 5.7, Remark 5.8], we have:
for all λ ∈ h * . By (84), one sees that
Here, |λ = v λ ⊗1 and v λ is the highest weight vector of M (λ). (
Proof.
(1) It is not difficult to see that the center Z(ḡ) naturally acts on the space H 0 − (M (λ)) top = C|λ and that its action coincides with the action of A(W κ (ḡ)) under the identification A(W κ (ḡ)) = Z(ḡ). Claim There exists a decreasing filtration
and the induced mapφ : gr G M(γλ) → gr G H 0 − (M (λ)) is an isomorphism of gr G W κ (ḡ)-modules.
The above claim can be seen using the argument of [10] as follows: Let C(λ) 0 be the subspace of C(Ln − , M (λ)) spanned by the elements
see [1, section 5] . Define a decreasing filtration {G p C n (λ) 0 } on C(λ) 0 by setting
Then, one can check that the corresponding spectral sequence converges, and it induces a filtration on H 0 − (M (λ)) with desired properties. Remark 6.1.3.
(1) It is not likely that H 0
(2) By replacing L(0) with the formal degree operator defined in [1] , one sees that Theorem 6.1.2 holds also for κ = 0. ( 
under the assumption of Theorem (1). In particular, ( 2) The integral Weyl group W Λ can be an infinite group even when Λ ∈ h * is non-degenerate. Indeed, W Λ ∼ = W for a principal admissible weight Λ, see [15, 16] .
(2) Suppose Λ ∈ h * κ satisfies the following condition.
(1) The condition (95) is equivalent to (
κ to O(W κ (ḡ)). 6 . 5 . The images of simple modules ((−)-case). 
For Λ ∈ h * , let ≥ Λ denote the Bruhat ordering in W Λ and let ℓ Λ denote the length function on W Λ . Let P Λ w,y (w, y ∈ W Λ ) be the corresponding Kazhdan-Lusztig polynomial and Q Λ w,y the inverse Kazhdan-Lusztig polynomial. Let W Λ 0 = s α ; Λ + ρ, α ∨ = 0 ⊂ W Λ .
The following theorem describes the normalized characters of all irreducible representations of W κ (ḡ) of non-generate highest weight γλ. Theorem 6.6.1. Let κ ∈ C * .
(1) Let Λ ∈ C κ +,nondeg . Then, for any w ∈ W Λ which is the longest element of wW Λ 0 we have ch( L(γ w•Λ )) = 1 η(τ ) rankḡ W Λ ∋y≥Λw (−1) ℓΛ(y)−ℓΛ(w) Q Λ w,y (1)q |y(Λ+ρ)| 2 2κ
.
(2) Let Λ ∈ C κ −,nondeg . Then, for any w ∈ W Λ which is the shortest element of wW Λ 0 we have ch( L(γ w•Λ )) = 1 η(τ ) rankḡ Proof. By Theorem 6.2.2 (2) and Corollary 6. 4.5 (2) , the condition on λ implies that H 0 + (L(λ)) is a submodule of D(M(γ −w0(t −ρ ∨ •λ) )). Therefore, it is sufficient to show that ch H 0 + (L(λ)) = ch L(γ t −ρ ∨ •λ ). But this follows from [1, Remark 3.5], Remark 6.4.4 (2), Corollary 6.4.5 and Theorem 6.5.1. Proof. By Theorem 6.1.2, it is sufficient to show that C|0 ∼ = C|t −ρ ∨ •(κ−h ∨ )Λ 0 as A(W κ (ḡ))-modules. The proof of this assertion is the same as the proof of Lemma 6.1.1 (2). Proposition 6.8.1 implies the following result: Theorem 6.8.2. For any κ ∈ C * , L(γ vac ) is the unique simple quotient of W κ (ḡ). In particular, L(γ vac ) carries a vertex operator algebra structure.
Of course the character of L(γ vac ) is expressed by Theorem 6.6.1 when vac ∈h * is non-degenerate, i.e, when κ(ρ ∨ , α ∨ ) ∈ Z for all α ∈∆. (1) For any κ ∈ C and any V ∈ ObjO κ , H i − (V ) = 0 (i = 0). 
